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PALEY-WIENER THEOREM FOR LINE BUNDLES OVER COMPACT
SYMMETRIC SPACES AND NEW ESTIMATES FOR THE
HECKMAN-OPDAM HYPERGEOMETRIC FUNCTIONS
VIVIAN M. HO AND GESTUR O´LAFSSON
Abstract. Paley-Wiener type theorems describe the image of a given space of func-
tions, often compactly supported functions, under an integral transform, usually a
Fourier transform on a group or homogeneous space. In this article we proved a Paley-
Wiener theorem for smooth sections f of homogeneous line bundles on a compact
Riemannian symmetric space U/K. It characterizes f with small support in terms of
holomorphic extendability and exponential growth of their χ-spherical Fourier trans-
forms, where χ is a character of K.
An important tool in our proof is a generalization of Opdam’s estimate for the
hypergeometric functions associated to multiplicity functions that are not necessarily
positive. At the same time the radius of the domain where this estimate is valid is
increased. This is done in an appendix.
1. Introduction
1.1. Paley-Wiener Theorem. The classical Paley-Wiener theorem identifies the space
of smooth compactly supported functions on Rn with certain classes of holomorphic
functions on Cn of exponential growth via the Fourier transform on Rn. The exponent
is determined by the size of the support, see [24, Theorem 7.3.1].
There are several generalizations of this theorem to settings where Rn is replaced by
a Lie group or a homogeneous space. Of all of those generalizations, the Riemannian
symmetric spaces are best understood, in particular, those of the noncompact type due
to the work of Helgason [18, 19] and Gangolli [12] for smooth functions, and Eguchi,
Hashizume and Okamoto [11] and Dadok [9] for distributions. The case of semisimple
Lie groups was due to Arthur [2], the case of general reductive symmetric spaces was done
by van den Ban and Schlichtkrull [3, 4], and the case of hyperbolic spaces was treated
by Andersen [1]. More recently the Paley-Wiener type theorems have been extended
to the case of the Heckman-Opdam hypergeometric Fourier transform and the compact
settings, [5, 6, 13, 29, 30, 28, 32, 33, 34] and even infinite dimensional Lie groups [35]. We
refer to [10] and references therein for overview and further discussions. In the compact
case every smooth function has a compact support, so the Paley-Wiener theorem is a
local statement and only valid for functions supported in sufficiently small balls around
the base point.
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The first part of this article is inspired by [32] which deals with functions on compact
symmetric spaces. We aim to generalize the results of [32] to line bundles over symmetric
spaces of compact type. Similar results of noncompact type was treated in [38].
Consider a Riemannian symmetric space Y = U/K of compact type. Let X = G/Ko
be the noncompact dual symmetric space, Ko the connected component of K containing
the identity element (note that K is connected if U is assumed to be simply connected).
Let χ be a character of K. A homogeneous line bundle over Y is then given by the
fiber-product U ×χ C =: Lχ. The space of smooth sections on Lχ is isomorphic to the
space C∞ (Y;Lχ) of all smooth functions f : U → C such that
(1.1) f(uk) = χ(k)−1f(u) for all k ∈ K and all u ∈ U .
Similarly, one defines the space of L2-sections, L2(Y;Lχ). There is a natural unitary
representation of U on L2(Y;Lχ), the regular representation, given by left translation
λ(g)f(u) = f(g−1u) .
An irreducible representation of U is said to be χ-spherical if there exists a nonzero
vector eµ ∈ Vµ such that
(1.2) πµ(k)eµ = χ(k)eµ for all k ∈ K .
As U is compact the regular representation decomposes into direct sum of irreducible
representations. The representations that are contained in this sum are the χ-spherical
representations and each is contained with multiplicity one, see [37]. The classification
of the χ-spherical representations in terms of their highest weights can also be found in
[37]. In this article we give a slightly simpler description of this set, see Proposition 3.3.
The replacement for the K-biinvariant functions studied in [32] are the χ bicovariant
functions
(1.3) f(k1uk2) = χ(k1k2)
−1f(u) for all k1, k2 ∈ K and all u ∈ U .
This space is denoted by C∞(U//K;Lχ). The replacement for the spherical functions
on Y are the χ-spherical functions ψµ given by
(1.4) ψµ(u) = 〈eµ, πµ(u)eµ〉
and the χ-spherical Fourier transform is given by
(1.5) f̂(µ) = 〈f, ψµ〉 =
∫
U
f(u)ψµ(u
−1) du .
We investigate χ-bicovariant sections f supported in a closed metric ball Br(xo) of
sufficiently small radius r > 0 around a base point xo. We show the χ-spherical Fourier
transform of f extends to a holomorphic function of exponential type r (it is exactly the
size of the support of f). The image of χ-spherical Fourier transform is certain space of
holomorphic functions, see the Paley-Wiener theorem (Theorem 5.1).
The proof of the Paley-Wiener theorem uses new estimates for the Heckman-Opdam
hypergeometric functions. This is the main content of the second part of this article.
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1.2. The Hypergeometric Functions. The Heckman-Opdam hypergeometric func-
tions were introduced by a series of joint work of Heckman and Opdam [16, 15, 26, 27].
They are joint eigenfunctions of a commuting algebra of differential operators associated
to a root system and a multiplicity parameter (which is a Weyl group invariant function
on the root system). The multiplicities can be arbitrary complex numbers. The hyper-
geometric functions are holomorphic, Weyl group invariant, and normalized by the value
one at the identity. When the root multiplicities do correspond to those of a Riemannian
symmetric space, the hypergeometric functions are simply the restrictions of spherical
functions to a Cartan subspace. We refer to [17, Part I, Chapter 4] and [38, Section
3.2] for an introduction to the Harish-Chandra asymptotic expansion for the χ-spherical
functions on G.
The χ-spherical functions on G were identified as hypergeometric functions in [17], but
whose multiplicity parameters are not necessarily positive. So far uniform exponential
estimates on the growth behavior of hypergeometric functions have only been proven
with the condition that all multiplicities are positive [28], and hence not applicable in
our situation. We therefore extend such results. Our estimate
(1) works for the hypergeometric functions whose multiplicity parameters are allowed
to be certain negative numbers
(2) the domain of the hypergeometric functions where this new estimate is valid is
increased ( double the size of the original domain in [28]).
This is of crucial importance to obtain the right exponential type growth of f under
the χ-spherical Fourier transform (see the proof of part (1) of Theorem 5.1). The new
estimate is proved in Proposition A.6, Appendix A. The technique to prove it is inspired
by ideas from [28].
An alternative method to attack this problem is to apply some suitable shift operators
in order to move negative multiplicities to positive ones. This allows us to use many well-
known results of the hypergeometric functions associated with positive multiplicities.
This method was investigated in [23].
1.3. Plan of the Article. In Section 2 we introduce basic notations and structure the-
ory on Riemannian symmetric spaces. In Section 3 and Section 4 we discuss harmonic
analysis related to line bundles over compact symmetric spaces, including the theory of
highest weights for χ-spherical representations, elementary spherical functions of type
χ, and χ-spherical Fourier transform. In Section 5 we define the relevant Paley-Wiener
space and state the main theorem (Theorem 5.1), to prove which we need some tools
of differential operators (Sections 4.2) and hypergeometric functions (Appendix A). Sec-
tions 5 and 6 contains the main body of the proof. In Section 5 we show the χ-spherical
Fourier transform maps into the Paley-Wiener space. In Section 6.2 we prove the bi-
jection of the χ-spherical Fourier transform. The proof of injectivity is obvious, while
the proof of surjectivity is by reduction to the Paley-Wiener theorem for the group case,
recalled in Section 6.1.
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2. Notation and Preliminaries
The material in this section is standard. We refer to [20] for references. We will often
need [21, 22] too. We use the notation from the introduction mostly without reference.
2.1. Symmetric spaces. We recall some standard notations and facts related to sym-
metric spaces.
A Riemannian symmetric space of the compact type can be realized as Y = U/K
where U is a connected semisimple compact Lie group and K ⊆ U a closed symmetric
subgroup. Thus, there exists a nontrivial involution θ : U → U such that
U θo ⊆ K ⊆ U
θ = {u ∈ U | θ(u) = u} .
We fix the base point xo = eK and write a · (bK) = (ab)K for the action of U on
Y. Assume U is simply connected. Then Y is simply connected. It is not necessary
to assume that Y is simply connected, but it makes several arguments simpler. In
particular, the classification of the χ-spherical representation is simpler. Note that the
spherical harmonic analysis on a general compact symmetric space can be reduced to
the simply connected case (see [31, p.4860] and [32]).
Let u be the Lie algebra of U . Then θ induces an involution on u, also denoted by θ.
Decompose u = k⊕ q into ±1-eigenspaces of θ, where k = uθ is the Lie algebra of K. We
identify q with the tangent space Txo(Y) of Y at xo by
DXf(xo) =
d
dt
∣∣∣∣
t=0
f(Exp(tX))
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where Exp(Y ) = exp(Y ) · xo. Then TY ∼= q ×K U . Any positive K-invariant bilinear
form on q defines a Riemannian metric on Y. As an example, we let 〈 · , · 〉 be the inner
product on u defined by
〈X,Y 〉 = −Tr (ad(X)ad(Y )) .
This inner product is K-invariant and defines a Riemannian metric on Y. The inner
product on u gives an inner product on the dual space u∗ in a canonical way, and by
hermitian extension they induce U -invariant inner products on uC = u ⊗R C and the
complex dual space u∗
C
, all denoted by the same symbol. We write ‖λ‖ =
√
〈λ, λ〉 for
the corresponding norm. Similar notations will be used for other Lie algebras and vector
spaces. The C-bilinear extension to u∗
C
will be denoted by λ, µ 7→ (λ, µ).
A maximal abelian subspace of q is called a Cartan subspace for Y (or (U,K)). All
Cartan subspaces are K-conjugate and their common dimension is called the rank of Y.
¿From now on we fix a Cartan subspace b. Let n = dim b. We fix a Cartan subalgebra
h of u containing b. Then h is θ-stable and
(2.1) h = (h ∩ k)⊕ b .
Let B = exp(b) be the analytic subgroup of U with Lie algebra b. The subspace B ·xo ≃
B/B ∩K is a Cartan subgroup of Y. Note that B ∩K is finite.
Since U is compact, it admits a finite dimensional faithful unitary representation.
Thus U ⊂ U(p) ⊂ GL(p,C) for some p. As u ⊂ u(p) it follows that u ∩ iu = {0} and
hence uC ≃ u ⊕ iu. Let UC denote the analytic subgroup of GL(p,C) with Lie algebra
uC. Note that UC is simply connected. Let s = iq and let g = k⊕ s. Note that g is a Lie
algebra. Denote by G the analytic subgroup of GL(p,C) (and UC) with Lie algebra g.
Then G = K exp s and X = G/K is a Riemannian symmetric space of the noncompact
type. It is called the Riemannian dual of Y. The Riemannian structure on X is again
determined by the inner product 〈X,Y 〉 = Tr ad(X)ad(Y ) on s.
We will from now on view X and Y as real forms of the complex homogeneous space
UC/KC where KC = exp kC ⊂ UC. Again xo = eKC is the common base point.
The involution θ extends to a holomorphic involution on UC, also denoted by θ. We
also write θ for the restriction to G and note that θ is a Cartan involution on G.
Again, a maximal subspace of s is called a Cartan subspace of X. The Cartan sub-
spaces of X are conjugate under K. We fix from now on the Cartan subspace a = ib
where b is the fixed Cartan subspace for Y. Then A ≃ a is simply connected. We have
aC = bC = a⊕b and AC = exp(aC) = AB. We denote by log : AC → aC the multivariable
inverse of exp |aC . It is a single valued isomorphism log : A→ a.
2.2. Line bundles on hermitian symmetric spaces. We will from now on assume
that U is simple and that there exists nontrivial line bundles over Y although some of our
statements are true in general. Let χ : K → T be a character. Then the homogeneous
line bundle Lχ → Y is defined as
Lχ = U ×χ C = (U × C)/K
where C denotes the complex numbers with the action k · z = χ(k)−1 z and K acts on
U × Cχ by (u, z) · k = (uk, k · z). The existence of a homogeneous line bundle over
Y is equivalent to the existence of a nontrivial character which in turn is equivalent
to dimZ(K) = 1, where Z(K) is the center of K. Let z denote the center of k and
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k1 = [k, k]. Then dim z = 1 and k = z ⊕ k1. Let K1 denote the analytic subgroup of K
(and U) with Lie algebra k1. Then K1 is closed and K = Z(K)oK1. The spaces X and Y
are hermitian symmetric spaces of the noncompact and compact type respectively. They
are complex homogeneous spaces where the complex structure is given by the adjoint
action of a central element in k with eigenvalues 0 and ±i.
Up to coverings the irreducible spaces with dim z = 1 are given in the following
table (cf. [20, p.516, 518]). Here n = dim b = dim a is the rank of X and Y and
d = dimRY = dimRX. The conditions listed in the last column are given to prevent
coincidence between different classes due to lower dimensional isomorphisms.
(2.2)
The Hermitian symmetric spaces
class G U K n d
1 AIII SU (p, q) SU (p+ q) S (U(p)×U(q)) p 2pq q ≥ p ≥ 1
2 BDI SOo (p, q) SO (p+ q) SO (p)× SO (q) p pq p = 2, q ≥ 5
3 DIII SO∗ (2 j) SO (2 j) U (j) [ 12 j] j(j − 1) j ≥ 5
4 CI Sp (j, R) Sp (j) U (j) j j(j + 1) j ≥ 2
5 EIII e6 (−14) e6 (−78) so (10) + R 2 32
6 EV II e7 (−25) e7 (−133) e6 + R 3 54
Remark 2.1. In Case 1,
Y = SU(p+ q)/S (U(p) ×U(q))
is the complex Grassmann manifold of p-dimensional subspaces in Cp+q. In Case 2,
Y = SO(p+ q)/(SO (p)× SO (q))
is a covering of SO (p+q)/S (O (p)×O(q)), the real Grassmann manifold of p-dimensional
subspaces in Rp+q.
We recall the parametrization of the group of characters given in [37]. Fix Z ∈ z as
in [37, p.283, (3.1)]. Thus exp(tZ) ∈ Z(K) for all t ∈ R, and exp(tZ) ∈ K1 if and only
if t ∈ 2πZ.
Proposition 2.2 (H. Schlichtkrull). Let l ∈ Z. Define χl : K → T by
χl(exp(tZ)k) = e
ilt , t ∈ R and k ∈ K1 .
Then χl is a well defined character on K. If χ is a character on K, then there is a
unique l ∈ Z such that χ = χl.
Proof. See Proposition 3.4 in [37] and its following comment. 
Since all one dimensional representations χ of K have this form, hereafter, we param-
etrize χ = χl for l ∈ Z. If l = 0, then χ0 is trivial.
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2.3. Root structures and the Weyl group. For α ∈ h∗
C
let
uC, α = {X ∈ uC | (∀H ∈ hC) [H, X] = α (H)X}.
If α 6= 0 and uC, α 6= {0} then α is said to be a root. We write ∆ = ∆(u, h) for the
set of roots. Similarly we define uC, β for β ∈ b
∗
C
and write Σ = Σ(u, b) for the set of
(restricted) roots. Note that ∆ ⊂ ih∗, Σ ⊂ ib∗, and Σ = ∆|b \ {0}. The numbers
mβ = dimC uC,β = #{α ∈ ∆ | α|b = β}, β ∈ Σ
are called multiplicities. Also note that uC,α ∩ u = {0} for all α ∈ ∆ ∪ Σ.
Similarly, we can define the roots of a in g and we have Σ = Σ(g, a). We have
uC,β = gβ⊕ igβ and mβ = dimR gβ for all β ∈ Σ. Working with roots it is therefore more
convenient to work with g and a rather than the pair u and b.
An element X ∈ a is called regular if α(X) 6= 0 for all α ∈ Σ. The subset areg ⊂ a is
dense and is a finite union of open cones called Weyl chambers. We fix a Weyl chamber
a+ and let
Σ+ := {α ∈ Σ | (∀H ∈ a+) α(H) > 0} .
We choose a positive system ∆+ in ∆ such that if α ∈ ∆+ and α|a 6= 0 then α|a ∈ Σ
+.
Let ∆0 = {α ∈ ∆ | α|a = 0} and ∆
+
0 = ∆0 ∩∆
+. Let
(2.3) ρ =
1
2
∑
α∈Σ+
mαα and ρh =
1
2
∑
β∈∆+
β .
Let ρ0 =
∑
α∈∆+0
α. Then ρ0 ∈ i(h ∩ k)
∗ and
(2.4) ρh|a = ρ and ρh = ρ+ ρ0 .
If α ∈ Σ then it can happen that either α/2 ∈ Σ or 2α ∈ Σ, but not both. A root
α ∈ Σ is said to be unmultiplicable if 2α /∈ Σ and indivisible if α/2 /∈ Σ. Denote by
(2.5) Σ∗ = {α ∈ Σ | 2α /∈ Σ} and Σi = {α ∈ Σ |
1
2
α /∈ Σ} .
Both Σ∗ and Σi are reduced root systems. Set Σ
+
∗ = Σ∗∩Σ
+. Note that Y is irreducible
if and only if Σi is irreducible. Let Π = {βj}
n
j=1 be the fundamental system of simple
roots in Σ+∗ . For any λ ∈ a
∗
C
and α ∈ a∗ with α 6= 0, define
λα :=
〈λ, α〉
〈α, α〉
.
We will use similar notation for ih∗ without comments. Note that 2λα = λα/2. Define
ωj ∈ a
∗, j = 1, . . . , n, by
(2.6) (ωj)βi = δi,j, 1 ≤ i, j ≤ n.
The weights ωj are the class 1 fundamental weights for (u, k) and (g, k). We let
Λ+0 = {λ ∈ a
∗ | (∀α ∈ Σ+) λα ∈ Z
+} =
n∑
j=1
Z
+ωj .(2.7)
For α ∈ Σ define the reflection rα : a
∗ → a∗ by
rα (λ) := λ− 2λα α, ∀λ ∈ a
∗ .
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The group W = W (Σ) generated by rα, α ∈ Σ, is finite and called the Weyl group
associated to Σ. Note that W = W (Σ∗) = W (Σi) with the obvious notation. The W -
action extends to a by duality, and then to aC and a
∗
C
by C-linearity, and to A and AC by
w · exp(H) = exp(w(H)). This action can be written as w · b = kbk−1 where k ∈ NK(a)
is such that Ad(k)|a = w. The group W then acts on functions f on any of these spaces
by (w · f)(x) := f(w−1 · x), w ∈W . We recall that W · a+ = areg.
We now describe the root structures for the special case of irreducible hermitian sym-
metric spaces in more details. Fix an orthogonal base {ε1, . . . , εn} for a
∗ = ib∗. Then we
have the following description of the root system Σ, see Moore [25, Theorem 5.2], [20,
p.528, 532]:
Theorem 2.3. There are two possibilities for the root system Σ+:
Case I: Σ+ = {εj ± εi (1 ≤ i < j ≤ n), 2 εj (1 ≤ j ≤ n)}
Case II: Σ+ = {εj (1 ≤ j ≤ n), εj ± εi (1 ≤ i < j ≤ n), 2 εj (1 ≤ j ≤ n)}.
Remark 2.4. In Case II, Σ is of type BCn. Since Y is irreducible, Σ = Os ·∪Om ·∪Ol is
a disjoint union of three W -orbits in Σ corresponding to short, medium, and long roots,
respectively. Let O+s = Os ∩ Σ
+, O+m = Om ∩ Σ
+, and O+l = Ol ∩ Σ
+. Thus,
O
+
s = {εj (1 ≤ j ≤ n)}, O
+
m = {εj ± εi (1 ≤ i < j ≤ n)}, O
+
l = {2 εj (1 ≤ j ≤ n)}.
Adopt the notation
m = (mα) = (ms, mm, ml)
for root multiplicities of short, medium, and long roots, respectively, where
ms = mεi , mm = mεj±εi (i 6= j), ml = m2 εi .
In Case I, Σ is actually of type Cn. We consider it as being of type BCn with ms = 0.
In this way, the root system Σ is of type BCn in both cases.
The individual cases from Table (2.2) are listed in the following table:
(2.8)
Hermitian symmetric spaces U/K: Root structures and multiplicities
U K Σ (ms, mm, ml)
1 SU (p+ q) S (Up ×Uq)
case I p = q
case II q > p
(0, 2, 1)
(2 (q − p), 2, 1)
2 SO (2 + q) SO (2)× SO (q) case I (0, q − 2, 1)
3 SO (2 j) U (j)
case I j is even
case II j is odd
(0, 4, 1)
(4, 4, 1)
4 Sp (j) U (j) case I (0, 1, 1)
5 e6 (−78) so (10) + R case II (8, 6, 1)
6 e7 (−133) e6 + R case I (0, 8, 1)
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2.4. Basic structure theory. Let n = ⊕α∈Σ+ gα. Then n is a nilpotent Lie algebra
and g = k⊕a⊕n. Let N = exp n be the analytic subgroup of G with Lie algebra n. Then
N is nilpotent, simply connected and closed. The group G is analytically diffeomorphic
to K×A×N via the multiplication map K×A×N ∋ (k, a, n) 7→ kan ∈ G. The inverse
is denoted by x 7→ (κ(x), a(x), n(x)). We write H(x) = log(a(x)). This is the Iwasawa
decomposition of G. Furthermore KCACNC is open and dense in GC.
For the compact group U we have the Cartan decomposition U = KBK. We have
then the corresponding integral formulas for the Lie group U .
Lemma 2.5. Let δ(expH) =
∏
α∈Σ+
∣∣sin (1iα(H))∣∣mα for H ∈ b. Then there exists a
constant c > 0 such that for all f ∈ L1(Y)∫
Y
f(y) dy = c
∫
K
∫
B
f(ka · xo)δ(a) da dk .
3. Spherical Fourier Analysis on Y
In this section we recall the classification of χl-spherical representations of U (and G) due
to H. Schlichtkrull [37]. We then recall the Plancherel formula for L2(Y;Ll) where Ll =
Lχl . Next, we discuss the χl-spherical functions and the decomposition of L
2(Y;Ll).
3.1. The χl-spherical representations. Let Λ
+(U) ⊂ i h∗ be the semi-lattice of high-
est weights of irreducible representations of U . As we are assuming that U is simply
connected we have
Λ+(U) =
{
λ ∈ h∗C | (∀α ∈ ∆
+) 2λα ∈ Z
+
}
.
For λ ∈ Λ+(U) choose an irreducible unitary representation (πλ, Vλ) of U . For l ∈ Z
let
(3.1) V χlλ = V
l
λ = {v ∈ Vλ | (∀k ∈ K) πλ(k)v = χl(k)v} .
Note that V 0λ = V
K
λ = {v ∈ Vλ | (∀k ∈ K) πλ(k)v = v} is the space of K-fixed vectors.
The representation (πλ, Vλ) is said to be χl-spherical if V
l
λ 6= {0} and spherical if it is
χ0-spherical. If (πλ, Vλ) is χl-spherical then dimV
l
λ = 1. Denote by Λ
+
l (U) the set of
highest weights of χl-spherical representations of U . Let
(3.2) Λ+l := {µ ∈ a
∗ | µ = λ|a, λ ∈ Λ
+
l (U)} .
According to [21, p.535 and p.538] we have that if λ ∈ Λ+0 (U) then λ|h∩k = 0 and the
set Λ+0 is exactly the set introduced in (2.7).
According to [37], we can decompose h ∩ k as
h ∩ k = (h ∩ k1)⊕ RX
where X is defined as in [37, p.285, (4.4)] so that
(1) et X ∈ K1 if and only if t ∈ 2π iZ,
(2) Z −X ∈ k1 where Z is the same as in Proposition 2.2 (see Lemma 4.3 in [37]).
Note that X = 0 in Case I. For λ ∈ i h∗ we write accordingly λ = (µ, λ1, µ0) where
µ = λ|a, λ1 = λ|k1∩h and µ0 = λ(iX). If X = 0 then we write µ0 = 0. When χl is
fixed for some l ∈ Z, µ0 is then fixed. Note that µ0 is independent of λ. If λ ∈ Λ
+
l (U)
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then λ
∣∣
h∩k1
= 0. Hence, λ is uniquely determined by its restriction µ. Thus there is
a bijective correspondence Λ+l (U)
∼= Λ+l via λ = (µ, 0, µ0) 7→ µ. For convenience, we
sometimes write (µ, 0, µ0) = µ + µ0. We identify a
∗
C
with Cn by µ = (µ1, . . . , µn) with
µj = µεj . Recall that a
∗ = ib∗.
Theorem 3.1 (H. Schlichtkrull). Let U be a compact simply connected semisimple Lie
group and K the fixed point group of an involution of U . Let l ∈ Z. The set Λ+l of
highest restricted weights of irreducible χl-spherical representations of U is given by
(3.3) Λ+l =
µ ∈ a∗
∣∣∣∣∣∣
µj − µi ∈ 2Z
+ (1 ≤ i < j ≤ n)
µ0 = 0 (Case I); µ0 = l (Case II)
µ1 ∈ |l|+ 2Z
+
 .
Proof. See Proposition 7.1 and Theorem 7.2 in [37]. 
Remark 3.2. It follows from the description of Λ+l that in Case I for some l ∈ Z, a
χl-spherical representation πµ is also spherical if l is even. In fact it is shown in [37,
Thm. 7.2] that if l is even πµ must also contain the character χ0.
A simpler description of the set Λ+l is given by the following proposition. For that let
(3.4) ρs =
1
2
∑
α∈O+s
α =
1
2
n∑
j=1
εj .
Proposition 3.3. For l ∈ Z we have Λ+l = Λ
+
0 + 2|l| ρs.
Proof. Let µ ∈ Λ+l . We want to show that (µ − 2|l|ρs)α = µα − 2|l| (ρs)α ∈ Z
+ for all
α ∈ Σ+. Let r = |l|. We have
(3.5) µεj − 2r(ρs)εj = µj − r ∈ 2Z
+
and
(3.6) µεj±εi − 2r(ρs)εj±εi =
1
2
(µj ± µi − (r ± r)) ∈ Z
+
according to (3.3). Finally, again by (3.3), we have
(3.7) µ2εj − 2r (ρs)2εj =
1
2
(µj − r) ∈ Z
+ .
Thus µ− 2|l|ρs ∈ Λ
+
0 .
On the other hand, if µ0 ∈ Λ+0 define µ = µ
0 + 2|l|ρs. Then (3.5), (3.6) and (3.7)
together with (3.3) show that µ ∈ Λ+l . 
Recall that the fundamental spherical weights ωj are defined by (2.6). Then Λ
+
0 =
Z
+ω1 ⊕ · · · ⊕ Z
+ωn. Hence
(3.8) (Z+)n ≃ Λ+l , (k1, . . . , kn) 7→ k1ω1 + · · ·+ knωn + 2|l|ρs .
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3.2. The Fourier transform. In this section we recall the basic facts about Fourier
analysis on L2(Y;Ll). For λ = (µ, 0, µ0) ∈ Λ
+
l (U). As l, and hence µ0 will be fixed
most of the time, the only variable is the first coordinate µ and sometimes (µ, l). We
therefore simply write µ instead of λ.
Let L2(Y;Ll) be the space of L
2-sections of the line bundles Ll, L
2(U//K;Ll) the
space of elements in L2(Y;Ll) such that f(k1uk2) = χl(k1k2)
−1f(u) for all k1, k2 ∈ K
and u ∈ U . Finally C∞(U//K;Ll) is the space of smooth elements in L
2(U//K;Ll).
Let d(µ) := dim Vµ. Then µ 7→ d(µ) is a polynomial map. Fix eµ,l ∈ V
l
µ of length one.
We will mostly write eµ for eµ,l as l will be fixed.
We normalize the invariant measure on all compact groups so that the total measure
is one. Define
(3.9) Pµ,l(u) :=
∫
K
χl(k)
−1πµ(k)u dk .
Then Pµ,l is the orthogonal projection: Vµ → V
l
µ. In particular, Pµ,l(u) = 〈u, eµ〉 eµ. If
f ∈ L2(Y;Ll) then πµ(f) = πµ(f)Pµ,l, where, as usually,
πµ(f) =
∫
U
f(u)πµ(u) du.
It is therefore natural to define the vector valued Fourier transform of f to be
(3.10) f̂(µ, l) = f̂(µ) = πµ(f)eµ .
Note that
Tr(πµ(f)) = 〈πµ(f)eµ, eµ〉 =
∫
U
f(u)〈πµ(u)eµ, eµ〉 du = 〈f, ψµ,l〉.
The function
(3.11) ψµ,l(u) = 〈eµ, πµ(u)eµ〉, u ∈ U
is the (µ, l), or χl, spherical function on U which we will discuss in more details in the
next section. Furthermore, if f ∈ L2(U//K;Ll) then πµ(f)eµ is again a scalar multiple
of eµ and so
πµ(f)eµ = 〈πµ(f)eµ, eµ〉 eµ = 〈f, ψµ,l〉 eµ.
The χl-spherical function is the unique element in C
∞(U//K;Ll) such that ψµ,l(e) = 1.
Furthermore {d(µ)1/2 ψµ,l} is an orthogonal basis for L
2(U//K;Ll). Note that
ψµ,l(u) = 〈πµ(u)eµ, eµ〉 = 〈eµ, πµ(u
−1)eµ〉 = ψµ,l(u
−1)
Let
(3.12) ℓ2d(Λ
+
l ) = {(a(µ))µ∈Λ+
l
|
∑
µ∈Λ+
l
d(µ)|a(µ)|2 <∞} .
Then ℓ2d(Λ
+
l ) is an Hilbert space with inner product (a, b) =
∑
d(µ)a(µ)b(µ). The χl-
spherical Fourier transform Sl : L
2(U//K,Ll)→ ℓ
2
d(Λ
+
l ) defined by
(3.13) Sl (f) (µ) =
∫
U
f (u)ψµ, l (u
−1) du = 〈f, ψµ, l〉
is an unitary isomorphism. We collect the main facts in the following theorem:
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Theorem 3.4 (The Plancherel Theorem). Assume that Y is a simply connected. For
µ ∈ Λ+l (U) and v ∈ Vµ let fµ,v(x) = 〈v, πµ (x) eµ〉, v ∈ Vµ and L
2
µ(Y;Ll) = {fµ,v | v ∈
Vµ}. Then the following holds true:
(1) If f ∈ L2(Y;Ll) then
‖f‖2 =
∑
µ∈Λ+
l
d(µ)‖f̂‖2Vµ
f(x) =
∑
µ∈Λ+
l
d(µ)〈f̂(µ), πµ(x)eµ〉
where the convergence is in the L2-norm topology. The convergence is uniform if f is
smooth.
(2) L2(Y;Ll) ≃
⊕
µ∈Λ+
l
L2µ(Y;Ll).
(3) If f ∈ L2(U//K;Ll) then
‖f‖2 =
∑
µ∈Λ+
l
d(µ)|Sl (f) (µ)|
2
f =
∑
µ∈Λ+
l
d(µ)Sl (f) (µ)ψµ,l
where the sum is understood in the L2-norm sense and uniformly if f is smooth.
(4) L2(U//K;Ll) ≃ ℓ
2
d(Λ
+
l ).
4. The χl-Spherical Functions
The χl-spherical functions were already introduced in the last section. We now discuss
them in more details and present the results needed for the proof of the Paley-Wiener
Theorem in Section 5. The standard references for the material in this section are [17].
Also see [38]. Our assumptions are the same as in the last section. In particularY = U/K
is an irreducible Hermitian symmetric space with U simple and simply connected.
4.1. The χl-spherical functions on G. Let us start by recalling the definition of a
χl-spherical function.
Definition 4.1. Let H be a locally compact Hausdorff group and L ⊂ H a compact
subgroup. Let χl : L → T be a continuous homomorphism. A continuous function
ϕ : H → C is an (elementary) spherical function of type χl if ψ is not identically 0 and
(4.1)
∫
L
ϕ(akb)χl(k) dk = ϕ(a)ϕ(b) , for all a, b ∈ H .
We will mostly say that ϕ is a χl-spherical function or a spherical function of type χl.
Lemma 4.2. Let ϕ be a spherical function of type χl. Then
ϕ(k1hk2) = χl(k1k2)
−1 ϕ(h) , for all h ∈ H and k1, k2 ∈ L .
Furthermore, ϕ(e) = 1.
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Proof. Let b ∈ H be so that ϕ(b) 6= 0. Let a ∈ H and m ∈ L. Then
ϕ(am) =
1
ϕ(b)
∫
L
ϕ(amkb)χl(k) dk =
1
ϕ(b)
∫
L
ϕ(akb)χl(m
−1k) dk = χl(m)
−1ϕ(a) .
One can show that ϕ(ma) = χl(m)
−1ϕ(a) in the same way by applying (4.1) to
1
ϕ(b)
∫
L
ϕ(bka)χl(km
−1) dk.
That ϕ(e) = 1 follows from (4.1) by taking b = e. 
As GC = UC is simply connected it follows that πµ extends to an irreducible holomor-
phic representation of GC which we also denote by πµ. Thus χl extends to a homomor-
phism of KC also denoted by χl.
Lemma 4.3. Let µ ∈ Λ+l . Then ψµ,l is a spherical function of χl type. It extends to a
holomorphic function on UC. The extension is given by
ψˇµ, l (g) = 〈πµ(g
−1)eµ, eµ〉 , g ∈ UC .
Furthermore, the holomorphic extension satisfies ψˇµ,l(k1gk2) = χl(k1k2)
−1ψˇµ,l(g) for all
k1, k2 ∈ KC and g ∈ UC.
Proof. This is standard, but let us show that ψµ,l satisfies (4.1). For that we note that∫
K
χl(k)
−1πµ(k)πµ(b)eµ d k = 〈πµ(b)eµ, eµ〉 eµ, b ∈ U.
Hence, for a, b ∈ U ,∫
K
ψµ,l(akb)χl (k) dk =
∫
K
〈πµ(a
−1)eµ, χl (k)
−1πµ(k)πµ(b)eµ〉 dk
= 〈eµ, πµ(a)eµ〉〈πµ(b)eµ, eµ〉
= ψµ, l(a)ψµ, l(b) .

For λ ∈ a∗
C
define ϕλ, l : G→ C by
(4.2) ϕλ, l(g) =
∫
K
a(g−1k)λ−ρχl(κ(g
−1k)k−1) dk.
Remark 4.4. Notice that the formula (4.2) differs from the one in [17, p.82, (5.4.1)] by
an inverse sign. The definition (4.2) for ϕλ,l is equivalent to
ϕλ, l(g) =
∫
K
a(gk)−λ−ρχl(κ(gk)
−1k) dk.
When l = 0, ϕλ (g) = ϕλ, 0 (g) is the Harish-Chandra spherical function on G.
For the following theorem see [17, p.82, Proposition 5.4.1], [38, Proposition 3.3, Corol-
lary 3.7], and Remark 4.4:
Theorem 4.5. The function ϕλ, l is a spherical function of type χl on G. If ψ is a
spherical function of type χl then there exists λ ∈ a
∗
C
such that ψ = ϕλ, l. Furthermore
the following holds true:
14 VIVIAN M. HO AND GESTUR O´LAFSSON
(1) ϕλ, l (g) is real analytic in g ∈ G, and holomorphic in λ ∈ b
∗
C
.
(2) ϕλ, l = ϕµ,l if and only if there is a w ∈W such that λ = wµ.
(3) ϕλ, l (w a) = ϕλ, l (a), ∀w ∈W .
(4) ϕλ,l(a) = ϕλ,−l(a) = ϕ−λ,−l(a) = ϕ−λ,l(a), ∀ a ∈ A.
(5) ϕλ,l(g) = ϕ−λ,−l(g
−1) = ϕλ,−l(g
−1) = ϕ−λ,l(g), ∀ g ∈ G.
The following lemma gives one of the main steps to analytically continue the χl-
spherical Fourier transform.
Lemma 4.6. Let µ ∈ Λ+l . Then ϕµ+ρ,l extends to a holomorphic function on GC,
denoted again by ϕµ+ρ,l, and ψˇµ,l = ϕµ+ρ,l.
Proof. As G is totally real in GC it is enough to show that ψˇµ,l|G = ϕµ+ρ,l. Let uµ ∈ Vµ,l
be a nonzero highest weight vector. Then Vµ,l is generated by πµ(KC)uµ. As KCACNC
is dense it follows that 〈uµ, eµ〉 6= 0. Choose uµ so that 〈uµ, eµ〉 = 1. Then Pµ,luµ = eµ.
Thus for g ∈ G:
ψˇµ,l(g) = 〈πµ(g
−1)eµ, eµ〉
=
∫
K
〈χl(k)
−1πµ(g
−1k)uµ, eµ〉 dk
=
∫
K
a(g−1k)µχl(κ (g
−1 k) k−1) dk
= ϕµ+ρ, l(g) .

4.2. Holomorphic extension and estimates for ϕλ,l. We refer to Chapter 5 in [17]
and Section 2 in [38] for detailed discussion about invariant differential operators on Ll.
Here we just recall what we need. Let Dl(X) ≃ Dl(Y) be the algebra of invariant differ-
ential operators D : C∞(X;Ll) → C
∞(X;Ll). Let U(g)
K be the Ad(K)-invariant ele-
ments in the universal enveloping algebra of gC = uC. Then there exists a surjective map
u 7→ Du of U(g)
K onto Dl(X). We denote by γl : U(g)
K → S(a)W the Harish-Chandra
homomorphism. Here S(a)W is the commutative algebra of W -invariant polynomials
on a∗
C
. Then γl induces a algebra isomorphism Dl(X) ≃ S(a)
W , see [17, Thm. 5.1.10].
Define a homomorphism ζλ,l : Dl(X)→ C by ζλ,l(D) = γl(D)(λ). We also write ζl(D;λ)
for ζλ,l(D). We then have:
Lemma 4.7 (Theorem 3.2, [38]). Let D ∈ Dl(X) and λ ∈ a
∗
C
. Then
(4.3) Dϕλ,l = ζl(D;λ)ϕλ, l .
If ϕ ∈ C∞(U//K;Ll) is a solution of the system of differential equations (4.3) and
ϕ(e) = 1, then ϕ = ϕλ, l.
For l ∈ Z define
(4.4) η+l :=
∏
α∈O+s
(
eα + e−α
2
)2|l|
, η−l :=
∏
α∈O+s
(
eα + e−α
2
)−2|l|
.
We will write ηl for η
+
l .
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Recall that a multiplicity function m is a W -invariant functions m : Σ → C. In our
case it can only take three values m = (ms,mm,ml)
1. It is possible that one or more of
those number is zero. For l ∈ Z define multiplicity functions
m+(l) = (ms − 2|l|,mm,ml + 2|l|)(4.5)
m−(l) = (ms + 2|l|,mm,ml − 2|l|) .(4.6)
We will also write m(l) for m+(l).
Note that the radial part of the Laplace-Beltrami operator on X (acting on χl-
covariant functions) is exactly the operator
L (l) = L (m(l)) :=
n∑
j=1
∂2j +
∑
α∈Σ+
m(l)α
1 + e−2α
1− e−2α
∂α
associated with the root system Σ and the multiplicity m(l). This operator is actually
defined on Areg
C
= exp(areg
C
). We write ρ(l) = ρ (m (l)). It was shown that
ζl (L (l); λ) = (λ, λ)− (ρ(l), ρ(l)).
Theorem 4.8. Let
(4.7) Ω = {X ∈ b | (∀α ∈ Σ) |α(X)| < π}.
The function A× a∗
C
→ C, (a, λ) 7→ ϕλ,l(a), extends to a holomorphic function (b, λ) 7→
ϕλ,l(b) on A exp(Ω) × a
∗
C
. The extension satisfies the symmetry conditions in Theorem
4.5. Furthermore there exists a constant C > 0 such that for X ∈ Ω we have
|ϕλ,l(expX)| ≤ Ce
‖X‖‖Re(λ)‖ .
Proof. This is done in the Appendix. The estimate for ϕλ,l follows from Remark A.4
and Proposition A.6. 
Let ε > 0 and Ωε = {X ∈ b | (∀α ∈ Σ) |α(X)| ≤ π − ε}. Then Ω = ∪ε>0Ωε. Let
Yj ∈ a be such that εi(Yj) = δi,j . For Y ∈ aC write
Y =
n∑
j=1
yjYj =
n∑
j=1
εj(Y )Yj .
We have
a+Ωε = {Y ∈ aC | |Im yj| ≤
1
2
(π − ε)} .
1Our multiplicity notation is different from the one used by Heckman and Opdam. The root system
R they use is related to our 2Σ, and the multiplicity function k in Heckman and Opdam’s work is related
to our m by k2α =
1
2
mα.
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5. The Paley-Wiener Theorem
Let ‖ ‖ be the norm on u with respect to the inner product 〈 · , · 〉 defined earlier using
the Cartan-Killing form. For r > 0, let Br (0) = {X ∈ q : ‖X‖ < r} be the open
ball in q centered at 0 with radius r. Let Br(xo) = Exp(Br(0)). We will fix R > 0
such that R is smaller than the injectivity radius and BR(0) ∩ b ⊂ Ω. In particular
Exp : Br(0) → Br(xo) is a diffeomorphism and ϕλ,l is well defined on the closure of
Br(xo) for all 0 < r < R. We therefore let Br(0) be the closed ball in q with radius r
and Br(xo) = Exp(Br(0)) the closure of Br(xo). Finally we let C
∞
r (U//K;Ll) be the
space of functions in C∞(U//K;Ll) with support in Br(xo). As R is smaller than the
injectivity radius it follows that for 0 < r < R we have
(5.1) C∞r (B)
W ∼= C∞r (B · o)
W and C∞r (U//K; Ll)
∼=
−→ ηl · C
∞
r (B)
W .
For r > 0 denote by PWr(b
∗
C
) the space of holomorphic functions ϕ on b∗
C
of expo-
nential type r. Thus a holomorphic function F on b∗
C
is in PWr(b
∗
C
) if and only if for
every k ∈ N, there is a constant Ck such that
|ϕ (λ)| ≤ Ck (1 + ‖λ‖)
−k er ‖Re λ‖, ∀λ ∈ b∗C .
There are two natural actions of the Weyl group. The first one is the usual conjugation
of the variable, and the second is the ρ-shifted affine action R(w)F (λ) = F (w−1(λ+ρ)−
ρ). Let
PWr(b
∗
C)
R(W ) = {F ∈ PWr(b
∗
C) | (∀w ∈W ) R(w)F = F} .
We note that this is the same Paley-Wiener space as in [32].
Similarly one defines the space PWr(b
∗
C
)W where we now use the standard action of
the Weyl group. We note that those spaces are isomorphic via the map
F 7→ Ψ(F ) : λ 7→ F (λ− ρ)
with inverse
G 7→ Ψ−1(G) : λ 7→ G(λ+ ρ) .
To see that Ψ(F ) is W -invariant a simple calculation gives:
Ψ(F )(wλ) = F (wλ− ρ) = F (w(λ − ρ+ ρ)− ρ) = F (λ− ρ) = Ψ(F )(λ) .
Similarly for Ψ−1(G).
We will use this isomorphism in the following to connect results from [35] on restriction
of Paley-Wiener spaces to subspaces without comment that one has sometimes to use
the above isomorphism.
Theorem 5.1 (Paley-Wiener Theorem). The (extended) χl-spherical Fourier transform
Sl gives a linear bijection
(5.2) Sl : C
∞
r (U//K; Ll)
∼=
−→ PWr (b
∗
C)
R(W )
for each 0 < r < R. Precisely,
(1) If f ∈ C∞r (U//K; Ll), then Sl (f) : Λ
+
l → C extends to a function in PWr (b
∗
C
)R(W );
(2) Let ϕ ∈ PWr (b
∗
C
)R(W ). There exists a unique f ∈ C∞r (U//K; Ll) such that
Sl (f) (µ) = ϕ (µ), ∀µ ∈ Λ
+
l ;
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(3) The functions in PWr (b
∗
C
)R(W ) are uniquely determined by their values on Λ+l .
Corollary 5.2. Let l, k ∈ Z and 0 < r < R. Then
S
−1
k ◦ Sl : C
∞
r (U//K;Ll)
∼= C∞r (U//K; Lk)
is a linear isomorphism.
Proof. This follows from Theorem 5.1 applied to l and k. 
Remark 5.3. 1) As remarked in [32, Remark 4.3] one can use different R in (1), (2) and
(3), and then take the minimum of those constants for the map (5.2) to be a bijection.
2) In [32] the authors used for Ω the domain where |α(X)| ≤ π/2. This is because
[32] used the Opdam estimates [28] which were shown for this domain.
3) We note that C∞r (Y)
K = C∞r (U//K;L0) so this case is cowered in the corollary.
The hard part of Theorem 5.1 is (2) so we start with (1) and (3) and leave (2) for the
next section. The proof follows closely [32].
Proof. (Part (1)) Let µ ∈ Λ+l and f ∈ C
∞
r (U//K;Ll). It is easy to see that the function
u 7→ f(u)ψµ,l(u) is K-biinvariant. Using Lemma 2.5 and using that −1 ∈W , we get
Sl(f)(µ) =
1
|W |
∫
B
f(b)δ(b)ψµ,l(b) db
=
1
|W |
∫
B
[f(b)δ(b)]ψµ,l(b) db
=
1
|W |
∫
B
[f(b)δ(b)]ϕµ+ρ,l(b) db .
As supp(f |B·xo) ⊆ exp(Ω) · xo we can, using Theorem 4.8 define the holomorphic
extension of Sl(f) to a
∗
C
by
λ 7→ Sl(f)(λ) =
1
|W |
∫
B
[f(b)δ(b)]ϕλ+ρ,l(b) db .
Then, by the W -invariance of ϕλ, l it follows that Sl(f)(w(λ+ ρ)− ρ) = Sl(f)(λ).
As b 7→ f(b)δ(b) is in C∞r (B)
W it follows again from Theorem 4.8 that
|Sl(f)(λ)| ≤ Ce
r‖Reλ‖ .
The polynomial estimate follows by applying D ∈ Dl(Y) to ϕλ,l and noticing that
ζl(D;λ)Sl(f)(λ) =
∫
Y
f(y)Dϕλ,l(y
−1) dy =
∫
Y
D∗f(y)ϕλ,l(y
−1) dy = Sl(D
∗f)(λ)
where D∗ is the adjoint of D. 
Proof. (Part (3)) This follows from a generalization of Carleson’s theorem for higher
dimensions, see [32, Lem. 7.1]. Here we use the fundamental weights ω1, . . . , ωn and
(3.8) to view Sl(f) as a function on C
n. Denote by ‖λ‖0 the standard norm on C
n. Then
there exists C > 0 such that ‖λ‖ ≤ C‖λ‖0. It follows that there exists C1 > 0 such that
|Slf(
∑
λjωj + 2 |l| ρs)| ≤ C1e
(rC)‖λ‖0 .
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Hence, if rC < π and Slf(
∑
kjωj + 2 |l| ρs) = 0 for all kj ∈ Z
+ then Carleson’s theorem
implies that Slf = 0 and hence the extension is unique. 
6. The Surjectivity
In this section we prove part (2) of Theorem 5.1. The proof is reduced to the Paley-
Wiener theorem for central functions on compact Lie group originally proved by F.
Gonzalez in [13]. The reduction depends on a surjectivity criteria for restriction of
Paley-Wiener spaces.
6.1. The Paley-Wiener theorem for central functions on U . This is a special case
of the Paley-Wiener theorem for compact symmetric spaces as U ≃ U × U/K where K
is the diagonal in U ×U , i.e. K = {(u, u) | u ∈ U} ≃ U . The corresponding involution is
τ(a, b) = (b, a) and the action of U ×U on U is (a, b) · u = aub−1. In particular we have
C∞(U)U = {f ∈ C∞(U) | (∀u, k ∈ U) f(kuk−1) = f(u)} .
The spherical functions on U = U × U/K are the normalized trace functions
ξµ(u) =
1
d(µ)
Tr(πµ(u
−1)) .
The noncompact dual is G/K = UC/K. The role of a is played by the Cartan subalgebra
i h, W by Wh, the Weyl group associated to ∆, and Λ
+
0 by Λ
+(U), the semi-lattice of all
highest weights of irreducible representations of U . Finally, the spherical functions on
UC/K are given by, see [21, Thm. 5.7, Chapter IV]:
ϕλ(a) =
π(ρ(h))
π(λ)
∑
w∈W (detw)a
wλ∑
w∈W (detw)a
wρh
, where π(µ) =
∏
α∈∆+
〈α, µ〉 .
The result of [13] was used by [32] to prove the surjectivity part of the Paley-Wiener
theorem for K-invariant functions on U/K. The simple reformulation corresponding to
results of [32], i.e., using the normalized trace function ξµ instead of the character Tr◦πµ,
was done in [35, Lem. 5.4]. The formulation of Gonzalez theorem, in the form we need
it, is then:
Theorem 6.1. Let PWr(h
∗
C
)R(Wh) be the space of holomorphic functions on hC of expo-
nential growth r and such that F (w(λ + ρh) − ρh) = F (λ) for all λ ∈ h
∗
C
and w ∈ Wh.
Then there exists a R > 0 such that for all 0 < r < R the spherical Fourier transform
f˜(λ) =
∫
U
f(u)ϕλ+ρ (u
−1) du
is a surjective linear map C∞r (U)
U → PWr(h
∗
C
)R(Wh).
6.2. The Surjectivity of the χl-Spherical Fourier Transform. It is easy to see
that if F ∈ PWr(b
∗
C
)R(W ) then the function
f(u) =
∑
µ∈Λ+
l
d(µ)F (µ)ψµ,l(u)
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is smooth and Sl(f) = F . The hard part is to see that supp(f) ⊆ Br(xo). To use
Theorem 6.1 we define
Ql(f)(u) =
∫
K
f(uk)χl(k) dk =
∫
K
χl(k)f(ku) dk , f ∈ C
∞
r (U)
U .
Lemma 6.2. Assume that f ∈ C∞r (U)
U , then Ql(f) ∈ C
∞
r (U//K,Ll). Furthermore, if
F ∈ PWr(h
∗
C
)R(Wh) and f =
∑
µ∈Λ+(U) d(µ)
2F (µ)ξµ, then
(6.1) Ql(f)(u) =
∑
µ∈Λ+
l
d((µ, 0, µ0))F ((µ, 0, µ0))ψµ,l(u) .
Proof. If f =
∑
µ∈Λ+(U) d(µ)
2F (µ)ξµ then f is the inverse Fourier transform of F . Be-
cause of the rapid decay of F it follows that
Ql(f) =
∑
µ∈Λ+(U)
d(µ)2F (µ)Ql(ξµ) .
Note that the square in d(µ)2 comes from the fact that the representation that we are
in fact using in Vµ ⊗ V
∗
µ has dimension d(µ)
2.
Recall that the Pµ,lv =
∫
K χl(k)
−1πµ(k)v is the orthogonal projection Vµ → V
l
µ. In
particular, if πµ is not χl-spherical, then Pµ,l(Vµ) = 0. Fix an orthonormal basis of Vµ,
say v1, . . . , vd(µ). In case Vµ is χl-spherical, we assume that v1 = eµ,l. Then
d(µ)
∫
K
ξµ(uk)χl(k) dk =
d(µ)∑
j=1
〈vj ,
∫
K
χl(k
−1)πµ(u)πµ(k)vj dk〉
=
d(µ)∑
i=1
〈vj , πµ(u)Pµ,lvj〉
=
{
0 if πµ is not χl spherical
ψµb,l if πµ is χl spherical
where µb is the projection of µ ∈ ih
∗ onto ib∗. The claim (6.1) now follows from our
description of Λ+l (U) = {(µ, 0, µ0) | µ ∈ Λ
+
l }. The claim that Ql(f) is supported in a
ball of radius r follows as Lemma 9.3 in [32]. 
In our case there are extra factors µ0 and ρ0 which would come into the picture of
restriction of Paley-Wiener spaces to subspaces. We use some facts on restriction of
Weyl groups to take care of these factors, as in the following lemmas.
Recall that ρ0 = ρh|a⊥ and ρh = ρ+ ρ0. The map
F 7−→ Ψh (F ), Ψh (F ) (λ) = F (λ− ρh)
is an isomorphism from PWr (h
∗
C
)R (Wh) onto PWr (h
∗
C
)Wh with the inverse Ψ−1h (F ) (λ) =
F (λ+ ρh). As mentioned earlier, we simply write (0, 0, µ0) as µ0. The map
F 7−→ Φ (F ), Φ (F ) (λ) = F (λ+ µ0 + ρ0)
is an isomorphism of PWr(h
∗
C
) onto itself.
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Recall that ∆0 = {α ∈ ∆ | α|a = 0}. Let
W˜ = {w ∈Wh | w (aC) = aC}
W0 = {w ∈Wh | w|a = Id}.
We have W˜ ⊆Wh and W0 ⊆ W˜ .
Lemma 6.3. If w ∈ W˜ , then wµ0 = µ0.
Proof. Since µ0 = λ (iX) (see Section 3.1), it remains to show that if w ∈ W˜ then
wX = X. Recall [37, (4.4)] for the definition of X. Note that W˜ |a = W , and elements
ofW are permutations and sign changes. The permutations of εj ’s are given by products
of reflections r 1
2
(εi−εj)
’s. Let β ∈ ∆ be given by β = β++β− where β− = 12 (εi−εj) ∈ a
∗
and β+ ∈ (a⊥)∗. Let β = −β+ + β−. Then 〈β, β〉 = 0, rβ rβ ∈ W˜ , and
rβ rβ|a = r 1
2
(εi−εj)
.
We have (rβ rβ)X = X. It is easy to see that any w ∈ W˜ with w|a = r 12 (εi−εj)
also
satisfies wX = X. On the other hand, the sign changes of εj’s are given by products
of rεj ’s. But then rεj X = X since X ⊥ a. This is correct for any element in W˜ whose
restriction on a is a sign change. Therefore, wX = X for any w ∈ W˜ . 
Lemma 6.4. Let G ∈ PWr (h
∗
C
)Wh. Then Φ(G)|a∗
C
= G ( · + µ0 + ρ0) is W -invariant,
i.e. if w ∈W and µ ∈ a∗
C
, then
G (w µ+ µ0 + ρ0) = G (µ + µ0 + ρ0).
Proof. Let w ∈W . Let w˜ ∈ W˜ be such that w˜ |a = w. Since G is Wh-invariant, it is thus
W˜ -invariant. In view of Lemma 6.3 we get
G (w µ+ µ0 + ρ0) = G (µ + w˜
−1 µ0 + w˜
−1 ρ0) = G (µ+ µ0 + w˜
−1 ρ0).
Note that w˜−1∆+0 = ∆
+
0 , and we can choose w0 ∈W0 such that w0 (w˜
−1∆+0 ) = ∆
+
0 , in
particular, choose w0 s.t. w0 w˜
−1 (ρ0) = ρ0. Moreover, w0 µ = µ. It follows that
G (w µ+ µ0 + ρ0) = G (w0 (µ+ µ0 + w˜
−1 ρ0)) = G (µ + µ0 + ρ0).

Let G ∈ PWr(h
∗
C
). Let k = |Wh|. Let P1, . . . , Pk be a basis for S(h) over S(h)
Wh .
Here, S (h) is the symmetric algebra of C-valued polynomials on h∗
C
, and S(h)Wh consists
of Wh-invariant elements in S (h). According to Rais [36], published proof due to L.
Clozel and P. Delorme, [7], there exists G1, . . . , Gk ∈ PWr(h
∗
C
)Wh such that
G = P1G1 + . . . + PkGk .
We are now ready to prove that the χl-spherical Fourier transform Sl (5.2) is surjective.
Proof. (Part (2) of Theorem 5.1) Let F ∈ PWr(b
∗
C
)R(W ). Then Ψ (F ) ∈ PWr (b
∗
C
)W . It
follows from Cowling [8] that there exists E ∈ PWr(h
∗
C
) such that Φ(E)|a∗
C
= Ψ(F ) ( · +
µ0), i.e.
E (µ+ µ0 + ρ0) = Φ(E)|a∗
C
(µ) = Ψ (F ) (µ + µ0), µ ∈ a
∗
C.
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By the above results of Rais, there exist polynomials Pj ∈ S(h) and Gj ∈ PWr(h
∗
C
)Wh
such that E =
∑k
j=1 Pj Gj . Hence
(6.2) Ψ(F ) ( · + µ0) =
k∑
j=1
Φ(Pj)|a∗
C
Φ(Gj)|a∗
C
.
Taking the average of (6.2) over W gives that
Ψ (F ) (µ + µ0) =
k∑
j=1
(
1
|W |
∑
w∈W
Φ(Pj)|a∗
C
(w µ)Φ(Gj)|a∗
C
(w µ)
)
=
k∑
j=1
(
1
|W |
∑
w∈W
Φ(Pj)|a∗
C
(w µ)
)
︸ ︷︷ ︸
=: qj (µ)
Φ(Gj)|a∗
C
(µ)
where by Lemma 6.4
Φ(Gj)|a∗
C
(w µ) = Gj (w µ+ µ0 + ρ0) = Gj (µ+ µ0 + ρ0) = Φ(Gj)|a∗
C
(µ), w ∈W.
Note that qj ∈ S (a)
W . Let Dj ∈ Dl(Y) be such that qj(λ) = ζl(D
∗
j , λ), λ ∈ a
∗
C
, see the
discussion at the beginning of Section 4.2.
By the Paley-Wiener theorem for C∞r (U)
U , there exists ϕj ∈ C
∞
r (U)
U with spherical
Fourier transform Ψ−1h Gj . Then fj = Ql(ϕj) ∈ C
∞
r (U//K,Ll) has the χl-spherical
Fourier transform:
Sl (fj) (µ + µ0) = Φ(Gj)|a∗
C
(µ+ ρ).
It follows that F is the χl-spherical Fourier transform of f := D1f1 + . . . +Dk fk. The
surjectivity now follows from the fact that differentiation does not increase supports and
hence f ∈ C∞r (U//K;Ll). 
Appendix A. Estimates for the Heckman-Opdam Hypergeometric
Functions
We first review some facts on the theory of Heckman-Opdam hypergeometric functions.
We refer to [17] for notations and basic definitions. We do not assume that Σ corresponds
to a Hermitian symmetric space. Recall that a multiplicity function m : Σ→ C is a W -
invariant function. It is said to be positive if m(α) ≥ 0 for all α. The set of multiplicity
functions is denoted by M and the subset of positive multiplicity functions is denoted by
M+. The Harish-Chandra series corresponding to a multiplicity function m is denoted
by Φ(λ,m; a) and the c-function is denoted by c(λ,m).
Definition A.1. The function
F (λ,m; a) =
∑
w∈W
c(wλ,m)Φ(wλ,m; a)
is called the hypergeometric function on A associated with the triple (a, Σ, m).
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Theorem A.2. Let
M≥ = {m ∈M | (∀α ∈ Σ∗) mα +mα/2 ≥ 0, mα ≥ 0} .
Then the following hold:
(1) There exists an open set Mreg containing M≥ and an open set V ⊂ AC containing
A such that F (λ,m; a) is holomorphic on a∗
C
×Mreg × V, and satisfies
F (w λ,m; a) = F (λ,m; a), ∀w ∈W
F (λ,m; w a) = F (λ,m; a), ∀w ∈W
with (λ,m; a) ∈ a∗
C
×Mreg × V.
(2) One can take V in (1) to be exp (a+Ω), where Ω is defined as in (4.7).
Proof. For (1) see [17, Theorem 4.4.2 and Remark 4.4.3]. See also [28, Theorem 3.15].
For (2) see Remark 3.17 in [5]. 
Proposition A.3. Let the notation be as above. Let l ∈ Z and let η±l be as in (4.4).
Then the following hold:
(1) The multiplicity functions m±(l) are in M≥.
(2) For λ ∈ a∗
C
,
ϕλ, l |A = η
±
l F (λ, m±(l); ·)
where the ± sign indicates that both possibilities are valid.
Proof. (1) follows from the definition of m±(l) (cf. (4.5) and (4.6)), and (2) is [17, p.76,
Theorem 5.2.2]. 
Remark A.4. For X ∈ Ω and λ ∈ a∗
C
we have
ϕλ, l(expX) = ηl(expX)F (λ,m(l); expX).
Since α(b) ⊂ iR for α ∈ Σ,
0 < |ηl(expX)| =
∏
α∈O+s
|cos Imα (X)|2|l| ≤ 1.
Thus ηl is holomorphic on A(expΩ), W -invariant on A(expΩ), and bounded on expΩ.
In the main part showing that the χl-spherical Fourier transform maps the space
C∞r (U//K;Ll) into the Paley-Wiener space, a good control over the growth of the hy-
pergeometric functions was needed. Proposition 6.1 in [28] gives a uniform estimate both
in λ ∈ a∗
C
and in Z ∈ a+Ω/2 (recall the difference in the notation) in case all multiplic-
ities are positive. But we need similar estimates where some multiplicities are allowed
to be negative. In the following we will generalize Opdam’s results to multiplicities in
M≥. We also point out, that Opdam’s estimates holds for Y ∈
1
2Ω, but our estimates,
with possibly a different constant in the exponential growth, holds for Y ∈ Ω. Our proof
is based on ideas from [28] but uses a different regrouping of terms as we will point out
later.
For m ∈Mreg let
ρ˜ = ρ˜(m) =
1
2
∑
α∈Σ+
|mα|α.
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Proposition A.5. Let m ∈ M≥. Let F be the hypergeometric function associated with
Σ and m. Let ε > 0. Then there is a constant C = Cε > 0 depending on ε such that
|F (λ,m; exp Z)| ≤ |W |
1
2 exp (− min
w∈W
Im (wλ (Y ))+
C
2
max
w∈W
w ρ˜ (Y )+ max
w∈W
Re(wλ (X)))
where Z = X + i Y with X, Y ∈ a and |α (Y )| ≤ π − ε for all α ∈ Σ.
Proof. Let φw(expZ) = G(λ,m,w
−1Z) where G is the nonsymmetric hypergeometric
function defined as in [28, Theorem 3.15], so that
F (λ, m; expZ) = |W |−1
∑
w∈W
G(λ,m,w−1Z) .
In the following we will often write φw instead of φw(expZ). By Definition 3.1 and
Lemma 3.2 in [28] we have
∂ξφw = −
1
2
∑
α∈Σ+
mαα(ξ)
[
1 + e−2α(Z)
1− e−2α(Z)
(φw − φrαw)− sgn(w
−1α)φrαw
]
+ (wλ, ξ)φw .
Here, sgn (α) = 1 if α ∈ Σ+, and sgn (α) = −1 if α ∈ −Σ+. We get by taking complex
conjugates,
∂ξφw = −
1
2
∑
α∈Σ+
mαα(ξ)
[
1 + e−2α(Z)
1− e−2α(Z)
(φw − φrαw)− sgn(w
−1α)φrαw
]
+ (wλ, ξ)φw .
It follows that
∂ξ
∑
w
|φw|
2
=
∑
w
[(∂ξφw)φw + φw(∂ξφw)]
= −
1
2
∑
α∈Σ+,w
[mα α(ξ)
(
1 + e−2α (Z)
1− e−2α (Z)
(φw − φrαw)φw − sgn(w
−1 α)φrα wφw
)
+mαα(ξ)
(
1 + e−2α(Z)
1− e−2α(Z)
(φw − φrαw)φw − sgn(w
−1α)φrα wφw
)
]
+2
∑
w
Re(wλ(ξ))|φw |
2.
For fixed α, we add the terms with index w and rαw. Then
∂ξ
∑
w
|φw|
2
= −
1
4
∑
α∈Σ+,w
mα
[
α(ξ)
1 + e−2α(Z)
1 − e−2α(Z)
+ α(ξ)
1 + e−2α(Z)
1− e−2α(Z)
]
|φw − φrαw|
2
+
∑
α∈Σ+,w
mαsgn(w
−1α)Im(α(ξ))Im(φwφrαw) + 2
∑
w
Re(wλ(ξ))|φw |
2.
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Observe that
|1− e−2α(Z)|2 = (1− e−2α(Z))1− e−2α(Z) = (1− e−2α(Z))(1− e−2α(Z)),
which gives
α(ξ)
1 + e−2α(Z)
1 − e−2α(Z)
+ α(ξ)
1 + e−2α(Z)
1− e−2α(Z)
=
α(ξ)(1 + e−2α(Z))(1− e−2α(Z)) + α(ξ)(1 + e−2α(Z))(1 − e−2α(Z))
|1− e−2α(Z)|2
.
Let ε > 0 and write Z = X + iY with X,Y ∈ a and |α(Y )| ≤ π − ε, for all α ∈ Σ. Let
α(X) = t ∈ R and α(Y ) = s ∈ R. Then α(Z) = t+ is. We have
(1 + e−2α(Z))(1 − e−2α(Z)) = 1− e−4t − 2ie−2t sin(2s) .
Similarly,
(1 + e−2α(Z))(1 − e−2α(Z)) = 1− e−4t + 2ie−2t sin(2s) .
A simple calculation the shows that
α(ξ)(1 + e−2α(Z))(1− e−2α(Z)) + α(ξ)(1 + e−2α(Z))(1− e−2α(Z))
= 2Re(α(ξ))(1 − e−4α(X)) + 4Im(α(ξ))e−2α(X) sin(2α(Y )).
Hence,
∂ξ
∑
w
|φw|
2(A.1)
=−
1
2
∑
α∈Σ+,w
mα
[
Re(α(ξ))(1 − e−4α(X)) + 2Im(α(ξ)) sin(2α(Y ))
e2α(X)
|1− e−2α(Z)|2
]
|φw − φrαw|
2
+
∑
α∈Σ+,w
mαsgn(w
−1α)Im(α(ξ))Im(φwφrαw) + 2
∑
w
Re(wλ(ξ))|φw |
2.
We first take X, ξ ∈ areg such that they are in the same Weyl chamber. Let µ ∈
{wReλ}w∈W be such that µ(ξ) = maxw Re(wλ)(ξ). Then (wReλ − µ)(ξ) ≤ 0. The
formula (A.1) gives
∂ξ(e
−2µ(X)
∑
w∈W
|φw(exp Z)|
2)
= −
1
2
∑
α∈Σ+,w
mα
α(ξ)(1 − e−4α(X))
|1− e−2α(Z)|2
|φw − φrαw|
2e−2µ(X)(A.2)
+2
∑
w∈W
(wReλ− µ)(ξ)|φw|
2e−2µ(X),(A.3)
Observe that the term (A.3) is clearly nonpositive. In the term (A.2), the factor
|φw − φrαw|
2e−2µ(X) ≥ 0.
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We let mα/2 = 0 if α/2 is not a root. Consider∑
α∈Σ+, w
mα
α(ξ)(1 − e−4α(X))
|1− e−2α(Z)|2
|φw − φrαw|
2e−2µ(X)
=
∑
α∈Σ+∗ , w
[
mα
α(ξ)(1 − e−4α(X))
|1− e−2α(Z)|2
+mα/2
1
2 α(ξ)(1 − e
−2α(X))
|1− e−α(Z)|2
]
|φw − φrαw|
2e−2µ(X)
=
∑
α∈Σ+∗ , w
α(ξ)
1− e−2α(X)
|1 − e−α(Z)|2
[
mα
1 + e−2α(X)
|1 + e−α(Z)|2
+
1
2
mα/2
]
|φw − φrαw|
2e−2µ(X).(A.4)
Since X, ξ are in the same Weyl chamber, α(ξ)(1 − e−2α(X)) ≥ 0 for all α ∈ Σ+. Since
mα/2 ≥ −mα and mα ≥ 0 for all α ∈ Σ
+
∗ , then
mα
1 + e−2α(X)
|1 + e−α(Z)|2
+
1
2
mα/2 ≥ mα
1 + e−2α(X)
|1 + e−α(Z)|2
−
1
2
mα = mα
[
1 + e−2α(X)
|1 + e−α(Z)|2
−
1
2
]
≥ 0.
The reason is as follows:
1 + e−2α(X)
|1 + e−α(Z)|2
−
1
2
=
2(1 + e−2t)− |1 + e−te−is|2
2|1 + e−te−is|2
≥ 0
if and only if the numerator is nonnegative, which is clearly as
2(1 + e−2t)− |1 + e−te−is|2 = 1 + e−2t − 2e−t cos(s/2)
≥ 1 + e−2t − 2e−t
= (1− e−t)2 ≥ 0.
It follows that (A.4) is nonnegative. Thus the term (A.2) is nonpositive and hence
∂ξ(e
−2µ(X)
∑
w∈W
|φw(exp Z)|
2) ≤ 0.
This implies
e−2maxw Re(wλ(X))
∑
w
|φw(exp Z)|
2 ≤ e−2maxw Re(wλ(0))
∑
w
|φw(exp (0 + iY ))|
2
=
∑
w
|φw(exp (iY ))|
2
if X ∈ areg, and by continuity this holds for all X ∈ a. Note that
|φe(exp Z)| = |G(λ,m, e
−1Z)| = |G(λ,m,Z)|
and |φe(exp Z)|
2 ≤
∑
w |φw(exp Z)|
2 which implies |φe(exp Z)| ≤ (
∑
w |φw(exp Z)|
2)1/2.
Hence, we have
(A.5) |G(λ,m,X + iY )| ≤ emaxw Re(wλ(X))
(∑
w
|φw(exp (iY ))|
2
)1/2
.
Substituting Y = 0 yields
|G(λ,m,X)| ≤ |W |1/2emaxw Re(wλ(X)),
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where we use the fact that G(λ,m, 0) = 1 (cf. [28, Theorem 3.15]).
Next, we take Y ∈ areg such that |α(Y )| ≤ π− ε for all α ∈ Σ, and η ∈ areg belonging
to the same Weyl chamber, and let ξ = iη. Then
Re(wλ(ξ)) = −Im(wλ(η)) and Im(α(ξ)) = Re(α(η)).
Take µ ∈ {wImλ}w∈W such that −Im(wλ(η)) ≤ −µ(η) for all w ∈ W . This is to say,
µ = minw Im(wλ). Observe that∑
α∈Σ+
|mα||α(η)| ≤ max
w
∑
α∈Σ+
|mα|α(wη) = 2max
w
(wρ˜, η).
We have∣∣∣∣∣∣
∑
α∈Σ+,w
mαsgn(w
−1α)Im(α(ξ))Im(φwφrαw)
∣∣∣∣∣∣ ≤
∑
α∈Σ+,w
|mα| |α(η)||φw ||φrαw|
≤ 2max
w
(wρ˜, η)
∑
w
|φw|
2.
Choose ν ∈ {wρ˜}w∈W such that (ν, η) = maxw(wρ˜, η). Let C > 2 be a constant to be
determined and let
H(iY ) = e2µ(Y )e−Cν(Y )
∑
w
|φw(exp (iY ))|
2 .
Now using the formula (A.1) we obtain
(∂ξH)(iY )
=−
∑
α∈Σ+,w
mα
α(η) sin 2α(Y )
|1− e−2α(iY )|2
|φw − φrαw|
2 · e(2µ−Cν)(Y )(I)
− (C − 2)(ν, η)
∑
w
|φw|
2e(2µ−Cν)(Y )(II)
+
 ∑
α∈Σ+,w
mαsgn(w
−1α)Im(α(ξ))Im(φwφrαw)− 2(ν, η)
∑
w
|φw|
2
 e(2µ−Cν)(Y )(III)
+
[
2
∑
w
(µ − wImλ)(η)|φw|
2
]
e(2µ−Cν)(Y ),(IV)
where (III) and (IV) are clearly nonpositive. In the original proof in [28] α(η) sin 2α(Y ) ≥
0 and mα ≥ 0 for all α ∈ Σ
+. Hence (I) is nonpositive. Then the author takes C = 2
to let (II) vanish. In fact any C ≥ 2 would be good enough. Our assumptions allows
for π ≤ |2α(Y )| ≤ 2π − 2ǫ which would imply that α(η) sin 2α(Y ) ≤ 0 and so (I)≥ 0.
Similar problems arise since mα might be nonpositive for some α ∈ Σ
+. Thus the rest
of the proof differs from the original proof in [28] by grouping (I) and (II) together and
then choosing the constant C such that the sum becomes nonpositive.
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As earlier we set mα/2 = 0 if α/2 is not a root. For (I) observe that∑
α∈Σ+, w∈W
mα
α (η) sin 2α (Y )
|1− e−2α (i Y )|2
|φw − φrαw|
2 · e(2µ−Cν)(Y )
=
∑
α∈Σ+∗ , w
[
mα
α (η) sin 2α (Y )
|1− e−2α (i Y )|2
+
1
2
mα/2
α (η) sin (α (Y ))
|1− e−α (i Y )|2
]
|φw − φrαw|
2 · e(2µ−Cν)(Y ).
Fix a root α ∈ Σ+∗ . Let sα = s := α(Y ). Then
|1− e−2α(iY )|2 = 4 sin2(s) .
Using that mα +mα/2 ≥ 0 and mα ≥ 0 for all α ∈ Σ
+
∗ we get:
mα
α(η) sin(2s)
|1− e−2is|2
+
mα/2
2
α(η) sin(s)
|1− e−is|2
≥ mα
α(η) sin(2s)
4 sin2 (s)
−
1
2
mα
α(η) sin(s)
4 sin2 (s/2)
=
mαα(η)
4
[
sin(2s)
sin2(s)
−
1
2
sin(s)
sin2(s/2)
]
= −
mαα(η)
4
tan(s/2),
where we use the formulas sin(2s) = 2 sin(s) cos(s) and cos(2s) = cos2(s)−sin2(s). Since
η, Y belong to the same chamber, we see that α(η) tan(s/2) ≥ 0. Since |s| = |α(Y )| ≤
π − ε, then there is a constant C1 = C1(ε) > 0 depending on ε such that
max
α∈Σ+∗
| tan(sα/2)| ≤ C1 .
Also, ∑
w∈W
|φw − φrα w|
2 ≤
∑
w∈W
(|φw|+ |φrα w|)
2 =
∑
w∈W
4 |φw|
2.
It follows that
(I) ≤ C1
∑
α∈Σ+∗ , w
mα|α(η)||φw |
2e(2µ−Cν)(Y )
≤ 2C1max
w
(wρ˜, η)
∑
w
|φw|
2e(2µ−Cν)(Y ).
Hence (I)+(II)≤ 0 if we take C ≥ 2 + 2C1 (C thus depends on ε). It follows that
(∂ξH) (i Y ) ≤ 0. Therefore, H (i Y ) ≤ H (0) = |W |. So∑
w
|φw (exp (i Y ))|
2 ≤ |W | e(C ν−2µ) (Y ).
Together with (A.5), we get
|G(λ,m,Z)| ≤ |W |
1
2 exp(− min
w∈W
Im(wλ(Y )) +
C
2
max
w∈W
wρ˜(Y ) + max
w∈W
Re(wλ(X))).
But note that |G(λ,m,Z)| = |F (λ,m; expZ)|, we have therefore proved the desired
estimate for F . 
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Since ρ˜ ( · ) (as ρ˜ is independent of λ) and |W | are constants, we restate Proposition
A.5 as
Proposition A.6. Let m ∈ M≥. Let ε > 0. Then there exists a constant C = Cε such
that
|F (λ,m; exp(X + iY ))| ≤ C exp(max
w∈W
Rewλ(X) − min
w∈W
Imwλ(Y )),
for all X ∈ Ωε, Y ∈ b, and λ ∈ a
∗
C
.
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