Ecophysiological models are widely used to forecast potential impacts of climate change on future agricultural productivity and to examine options for adaptation by local stakeholders and policy makers. However, protocols followed in such assessments vary to such an extent that they constrain cross-study syntheses and increase the potential for bias in projected impacts. We reviewed 221 peer-reviewed papers that used crop simulation models to examine diverse aspects of how climate change might affect agricultural systems. Six subject areas were examined: target crops and regions; the crop model(s) used and their characteristics; sources and application of data on [CO 2 ] and climate; impact parameters evaluated; assessment of variability or risk; and adaptation strategies. Wheat, maize, soybean and rice were considered in approximately 170 papers. The USA (55 papers) and Europe (64 papers) were the dominant regions studied. The most frequent approach used to simulate response to CO 2 involved adjusting daily radiation use efficiency (RUE) and transpiration, precluding consideration of the interacting effects of CO 2 , stomatal conductance and canopy temperature, which are expected to exacerbate effects of global warming. The assumed baseline [CO 2 ] typically corresponded to conditions 10-30 years earlier than the date the paper was accepted, exaggerating the relative impacts of increased [CO 2 ]. Due in part to the diverse scenarios for increases in greenhouse gas emissions, assumed future [CO 2 ] also varied greatly, further complicating comparisons among studies. Papers considering adaptation predominantly examined changes in planting dates and cultivars; only 20 papers tested different tillage practices or crop rotations. Risk was quantified in over half the papers, mainly in relation to variability in yield or effects of water deficits, but the limited consideration of other factors affecting risk beside climate change per se suggests that impacts of climate change were overestimated relative to background variability. A coordinated crop, climate and soil data resource would allow researchers to focus on underlying science. More extensive model intercomparison, facilitated by modular software, should strengthen the biological realism of predictions and clarify the limits of our ability to forecast agricultural impacts of climate change on crop production and associated food security as well as to evaluate potential for adaptation.
Introduction
Ecophysiological models are widely used to simulate the potential impacts of environmental factors on agricultural and natural ecosystems. An especially active area of application is in research on the potential impacts of climate change, and simulations have been a major data source for Intergovernmental Panel on Climate Change (IPCC) assessments for agriculture (Gitay et al., 2001; Easterling et al., 2007) . As early as the second IPCC assessment report, extensive use was made of results from crop growth modeling (Reilly et al., 1996) . Ignoring the contentious topic of whether a given model provides realistic simulations for a given environment and suite of management practices, the mechanics of simulating crop responses to specific changes in temperature, CO 2 or other abiotic factors may appear straightforward: one provides the model with initial field conditions (e.g., for soil moisture and nitrogen status), crop information (cultivar characteristics, planting arrangement, and fertilization and irrigation, if any), and the daily weather and [CO 2 ] data corresponding to the historic, current or future scenarios of interest; the simulation is then run, and the outputs are compared to those of other simulations where different initial conditions, management practices, or weather and [CO 2 ] scenarios were used. In practice, the process involves numerous issues of data availability and quality and of scaling from global climate change data to the plot scale, where crop models typically operate. Furthermore, models are limited in the number of processes they consider, contrasting with the real-world complexity of cropping systems.
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In conducting a preliminary review of papers that examined the simulated effects of climate change and increased [CO 2 ] on agriculture, we encountered such a large diversity in how simulations were conducted and reported that efficient comparison of impact across studies appeared difficult at best. Of particular concern was that the differences among protocols seemed to introduce biases that were likely to be overlooked in peer review. Diversity in methodology is expected for an active and controversial research domain, but over time, a consensus on protocols should emerge. Simulation studies need to be credible, replicable, and readily compared among one another as the results ultimately could affect the livelihoods of many stakeholders. Comparability is especially relevant for climate change research where results may guide major decisions on policy or investments, yet the few options for fieldscale assessments are costly.
For studies of climate change impacts on agroecosystems, methodological issues of concern include how the crop models are initially evaluated and selected, how geographic regions are sampled, how outputs of general circulation models (GCMs) or regional climate models (RCMs) are down-scaled to locations or sub-regions, and whether adaptations such as changes in planting dates or cultivars are considered. Assessments of potential impacts may consider only economic yield, or they may examine plant traits, resource use, environmental parameters, or socio-economic analyses, which might extend to projections of regional food security and long-term sustainability of small-holder farms.
The first major assessment of climate change impacts appears to be the 1975 Climate Impact Assessment Project, which the US Dept. of Transportation commissioned to estimate impacts of emissions from supersonic aircraft (Katz, 1977) . Critiques of methods for predicting crop responses to climate change and increased [CO 2 ] date to at least 1977 when Katz (1977) noted that regression models used to predict crop yields had limitations relating to assumed linearity of effects and to lack of independence among predictor variables. Smit et al. (1988) reviewed 17 papers that used different modeling approaches. The introductory paper of the 1993 series on the MINK ("Missouri, Iowa, Nebraska, Kansas") project (Rosenberg et al., 1993) provided many useful observations on methodologies. Tubiello and Ewert (2002) reviewed crop modeling studies that were conducted from 1995 to 2002 and found that approximately 20% of studies dealt with climate change. Of those papers, about half considered responses to [CO 2 ]. The authors cited various examples where mechanisms appeared to be oversimplified, and they argued that the scarcity of field-scale studies of crop response to [CO 2 ] limited model testing, a theme still widely voiced (Easterling et al., 2007; Ainsworth et al., 2008) . Other reviews concerned with modeling impacts of climate change include Iglesias et al. (1996) , Mendelsohn and Dinar (1999) , Motha and Baier (2005) , Timsina and Humphreys (2006) , Rosenzweig and Tubiello (2007) , Challinor et al. (2009) and Soussana et al. (2010) . Common themes among the reviews have been the need to strengthen the physiological assumptions of models, especially with respect to heat stress, responses to [CO 2 ] and genetic diversity, the need for more attention to sources of uncertainty, and the desirability of having standard protocols for modeling impacts.
The goal of our study was to analyze protocols used to simulate the impacts of climate change in order to identify potential sources of bias or uncertainty and ultimately, to suggest avenues for improving assessments. A second objective was to examine what level of physiological and agronomic complexity was represented in the models that are currently used in climate change assessments in order to understand potential limitations in their application and thus suggest priority areas for model development, testing, or improvement. To avoid potential bias in interpretation of findings, we used a structured survey designed to address the objectives of the paper. The approach was used successfully in a previous Papers where the title, abstract or initial review indicated that the paper did not deal with crop simulation of climate change
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Papers added from IPCC assessment reports 42 Papers added from cross-referencing by other papers 9
Final set of reviewed papers 221 a Search of CAB Abstracts from 1910 through April, 2010 using the phrases "climat* change", "global change", "global warming" and "changes in climate" combined with "impact or assess*" or "adapt*",where the asterisk ("*") allows for any variant as a suffix (e.g., "climate" or "climatic"). Crops that were explicitly considered in the search are indicted in Table 2. assessment of use of geospatial analysis (White et al., 2002) and is similar to meta-analyses, which have been used to review results of [CO 2 ] enrichment studies (Ainsworth et al., 2002; Kimball et al., 2002) .
Materials and methods
Initially, 628 citations were identified by querying CAB Abstracts (CABI, Oxfordshire, UK) for papers referring to major crops combined with search criteria related to climate change impacts (Table 1) . The query included various terms for use of models, climate change, and assessments of impact and adaptation. The initial list was then reduced by including only papers that reported original research on climate change using crop simulation models, that were available through Internet sources, and that were written in English, French, Portuguese or Spanish (languages the reviewers felt competent to review). Thus, papers that described only model development or evaluation, or used models other than dynamic simulations (e.g., regression or econometric) were excluded. The draft set of papers was assessed for completeness by comparison with references cited in the four Assessment Reports of the IPCC (Tegart et al., 1990; Reilly et al., 1996; Gitay et al., 2001; Easterling et al., 2007) . The reports cited an additional 42 papers, which were added. Nine more papers were identified through cross-referencing and were included, resulting in a final list of 221 papers dating from 1985 to 2010. Although the sample cannot be considered either comprehensive or free of bias, it appeared to represent adequately the range of methodologies used in climate change scenario studies.
Individual papers were first scored using a written survey, which was revised iteratively as new issues were identified during the review of individual papers (the final version is available as an on-line supplement). The survey questions had a multiple choice format to ensure uniform responses, and unanticipated responses were also recorded. The final 32 sets of survey questions were grouped according to six subject areas. The first category dealt with justification for the selection of the target geographic region(s) and crop(s). The next concerned what criteria were used for selecting the simulation model(s), the features of a given model, and how that model was evaluated in relation to responses relevant for climate change research. The third category dealt with GHG scenarios and circulation or climate models, and how climate change predictions were converted to the daily weather formats required for simulation, including the temporal and spatial coverage. The fourth category related to adaptation strategies, such as varying planting dates, fertilizer regimes, irrigations (if any), cultivars and crop rotations. The fifth examined which variables were used to assess impact and the completeness of the corresponding analyses, which ranged from being completely modeled (e.g., for economic yield) to speculative (e.g., for comments on possible effects of pests and diseases without supporting model outputs). Impact parameters included economic yield, crop phenology and growth, resource use, GHG emissions, and economic return. The final category assessed how risk-related impacts were analyzed, including effects of factors such as water deficits, frost, heat stress, pests, diseases and weeds.
The possibility of tabulating simulated yield responses to climate change was also considered. However, due to the large variation in simulation protocols, in how responses were reported, and in some cases, the diversity of results reported within a single paper, yield responses were not assessed.
To ensure that the survey questions were evaluated in a uniform manner, three papers were evaluated independently by each of three of the authors. The results were compared and where discrepancies were found, the survey questions were revised for clarity or the authors reached a consensus on how to interpret papers in a uniform manner. The data entry process also allowed for extensive cross-checking since all data were entered by the primary author. Nonetheless, we recognize that inconsistencies in interpretation likely occurred when questions required a subjective judgment (e.g., in judging the thoroughness of the rationale provided for selecting a given simulation model). As guidelines, justifications for selection of crops, regions or models were considered to be minimal when only a single sentence was provided, partial for two sentences to a complete paragraph, and thorough if there was more than a paragraph of justification.
Results for each survey were entered into a spreadsheet. The data were then tabulated using the SAS statistical programming language (version 9.2, SAS Institute, Inc., Cary, NC, USA). For questions where variable numbers of responses were possible, such as for names of crops, countries, simulation models, and circulation models, the individual answers for a given paper were weighted as a fraction of the total for that paper. For example, if four crops were considered, each crop was assigned a value of 0.25. This avoided the potential of over-weighting papers that involved large numbers of countries, crops or simulation models. Questions related to whether models simulated CO 2 effects on the crop water balance, heat stress responses (e.g., on grain set), or an energy balance proved difficult to score because descriptions of models often were very brief and understandably, seldom identified features not implemented in the model. Thus, in many cases, papers were scored as "unclear" when the probable situation was that the model in question lacked the specific feature.
Considerable difficulty was also encountered in tabulating the names of crop simulation models, GHG scenarios, GCMs and RCMs. Standard nomenclature for GHG scenarios were only implemented for the IPCC in the Third Assessment Report (TAR; Nakicenovic and Swart, 2000) . Names of climate models sometimes combine model versions and GHG scenarios, and many cases model names appeared simply to differ due to inconsistencies in abbreviations or nomenclature.
When additional questions were introduced either through revisions of the survey format or direct entry into the spreadsheet, the complete set of papers was evaluated for each new question. Dates of acceptance for journal papers were obtained from notes in the paper or from the journal web site. Acceptance dates were not found for 28 papers, so they were excluded from analyses requiring the dates.
The review process identified large variation among papers for the assumed baseline [CO 2 ] level, so a need was seen to provide an indication of the potential yield impact of these differences. To assess this potential impact, responses of wheat to 380 ppm vs. 330 ppm [CO 2 ] were simulated over ten years using the CSM-CROPSIM-CERES-Wheat V4.5 (Hoogenboom et al., 2010) , assuming soil initial conditions and crop management similar to those for the wheat Free-Air CO 2 Enrichment (FACE) experiment conducted at Maricopa, AZ in 1995 -1996 (Kimball et al., 1999 . The environmental modification routine was used to specify the two [CO 2 ] levels, and each simulation was repeated using weather data from 1995 to 2005.
Results

Representation of crops and geographic regions
The oldest simulation studies encountered were by Rosenzweig (1985) on wheat and Liverman et al. (1986) on maize. About half of the papers (111) mainly considered impact; an additional 74 papers considered adaptation or methodologies in combination with impact (Table 2) . Wheat was the crop most often assessed, followed by maize, rice and soybean (Table 2 ). Based on FAO data (FAO, 2008) , the number of crops assessed showed rough agreement with their importance based on respective areas under cultivation ( Fig. 1) , although rice and soybean were underrepresented relative to wheat and maize. This may reflect difficulties in accessing rice studies, notably papers from China and India, and underrepresentation of rice and soybean producing countries in climate change research. The geographic coverage was dominated by the USA (55 papers) and European countries (64 papers) ( Table 3) . Among countries of the former Soviet Union, only three papers dealing with this region were assessed. a Fractions result from weighting when more than one crop was assessed in a single paper.
b A plus sign (" + ") following a crop name indicates that the crop was included in the search of CAB Abstracts used to provide the initial set of papers. Table 1 .
An associated concern was whether the papers adequately justified the selection of crops, geographic regions and ecophysiological models. About 33% of the papers did not indicate why the crop(s) were assessed (Table 2) , and 40% of the papers did not justify the selection of the main geographic region (Fig. 2 ). Sampling within a region (e.g., selection of specific sites within a country) was partially to fully justified in 29% of the papers; 33% covered the entire 3.2. Ecophysiological models 3.2.1. Models used Over 70 different simulation models were used (Table 4) , but versions of the Crop Environment Resource Synthesis (CERES) and Erosion Productivity Impact Calculator (EPIC) models represented 40% of the models used (88 papers). Both models use RUE to estimate growth on a daily time interval. Eighty-one papers provided at least a partial justification for selection of a given model or cited other papers (Table 4) .
Model evaluation
Models were evaluated through comparisons with field data from within the study region in 95 papers (43%) and an additional 73 papers (33%) cited separate evaluations (Table 4) . Where evaluations were presented, these often relied on comparisons of means and variances for historic yields, rather than using cross validation. Explicit evaluations of CO 2 or temperature responses involving chamber or field studies were presented in only four papers. FACE studies have been used in model development and testing, and merit wider use (Ainsworth et al., 2008) . Variation in elevation, latitude and planting dates can be used to test temperature responses, and infrared heating shows promise as a method to increase temperatures 1-3 • C above ambient in field plots , but such approaches were seldom attempted. Controlledenvironment studies also have value if care is taken to allow for possible artifacts due to limited soil volumes and the unnatural aerial environment.
Modeling approaches and process detail
Concerns over the level of process detail represented in the ecophysiological models arose from the expectation that a substantial portion of the models would represent the major processes thought to determine plant response to elevated temperatures and [CO 2 ]. Three modeling approaches predominated in the papers. The simplest approach was to estimate daily net productivity through the products of potential radiation use efficiency (RUE), the integral of photosynthetically active radiation intercepted each day, and various RUE modifiers that, depending on the model, accounted for daily effects of elevated [CO 2 ], temperature, water or nutrient deficits and other environmental or physiological factors. The second class of models estimated diurnal variation in leaf-level photosynthesis, which was scaled to canopy level, and considered losses through respiration and senescence. The main effect of elevated [CO 2 ] was modeled within the processes of photosynthesis, and water deficits acted through effects on stomatal conductance and tissue growth (e.g., leaf expansion). Temperature potentially affected multiple processes, with tissue and soil temperatures either assumed equal to air temperature or obtained from simple submodels. The third class of models calculated a soil-plant-atmosphere energy balance, typically with sub-hourly time steps. The processes of photosynthesis and respiration were modeled similar to the second class of models. In calculating the components of the energy balance, however, these models estimated foliage temperatures. This allowed modeling the expected increase in canopy temperature associated with reduced stomatal conductance under elevated [CO 2 ] (in the absence of more complex interactions such as through changes in plant water and nitrogen status). In FACE experiments, an increase of [CO 2 ] of 180 ppm relative to ambient was associated with an average increase in canopy temperature of 0.6 • C in wheat and 0.8 • C in cotton (Kimball et al., 2002) . Similarly, Cao et al. (2010) estimated that for a doubling of [CO 2 ] from 400 to 800 ppm, this response would induce a 0.4 • C warming over land. Thus, failure to consider feedbacks of elevated [CO 2 ] on canopy temperature could bias estimated effects of temperature driven responses and most notably, underestimate effects of elevated temperatures. However, it should also be noted that GCMs include land surface schemes that model effects of [CO 2 ] on canopy conductance which increase the warming above that due to radiative effects of [CO 2 ] (Cox et al., 1999) .
Only six papers used a crop model that clearly included effects of CO 2 on canopy temperature (Fig. 3A) . For over 150 papers, the model descriptions were too incomplete to allow a reader to judge whether an energy balance was estimated. However, based on additional knowledge of the models or consideration of the required weather data, it is unlikely that an energy balance was estimated. Similar ambiguity concerned how CO 2 effects on transpiration were represented and whether a model explicitly simulated effects of heat stress (Fig. 3B and 3 C) .
There is widespread debate over the appropriate scale of processes that ecophysiological models should attempt to describe. One position is that due mainly to difficulties in accurate parameterization and in understanding the complexity of the model code, models used as predictive tools should be as simple as possible (Passioura, 1996) . A suggested guideline is that models should not encompass more than three levels of scale in a hierarchy of molecular, biochemical, cellular, organ, plant and community processes. The main counter argument is that if models are properly parameterized, tested and documented, there is no logical basis for restricting complexity. Furthermore, the failure of simple models to consider important feedbacks may reduce the accuracy of their predictions. Adam et al. (2011) found that the method of simulating light interception had a surprisingly large effect on yield, which was traced to differences in modeled leaf senescence.
The logical way to understand how process completeness and detail affect model accuracy and usability is through comparisons of models using common datasets, and calls for improved analysis and comparisons of models are hardly original. Both the IPCC assessment reports have cited the need for continued improvement of process-based models (Reilly et al., 1996; Gitay et al., 2001; Easterling et al., 2007) , and the fourth assessment report (FAR) further noted that "calls by the third assessment report (TAR) to enhance crop model inter-comparison studies have remained unheeded; in fact, such activity has been performed with much less frequency after the TAR than before." Nonetheless, only eight papers compared models for a common crop, and none assessed Table 4 Number of papers classified by the simulation model used to assess impacts, how well the selection of a model was justified, and how the model was evaluated for overall suitability. Fractions resulted from papers where multiple models were used. the impact of an energy balance approach. Suggestions for modularization of code in ecophysiological models (Reynolds and Acock, 1997) , which would facilitate testing and interchange of improved components, have largely gone ignored. An encouraging exception is the Agricultural Production and Externalities Simulator (APES) (Donatelli et al., 2009; Adam, 2010) .
Climate change scenarios
Over 120 papers used generic scenarios for GHG increase as opposed to formally named scenarios such as IS92A and SRES A1 (Table 5) . Scenario naming started with the TAR (Gitay et al., 2001) , so earlier studies would not have used named scenarios. Generic scenarios typically involved doubling of [CO 2 ] and incremental changes in various combinations of temperature, precipitation or solar radiation.
The most commonly used GCMs were HadCM2 and HadCM3, which together represented about 35% of GCM usage (Table 5 ). The three most widely used regional climate models were NCAR RCM, PRECIS and UKTR. We note that there was ambiguity in nomenclature for climate models per se, versions and climate simulation experiments. For example, UKCIP is the UK Climate Impacts Programme, and their associated climate datasets have been based on results from HadCM1, HadCM2, and HadCM3 (UKCIP, 2010). Thus, the actual use of the Hadley series of GCMs is likely even greater than Table 5 suggests.
To obtain daily data for future scenarios, 141 papers adjusted historical daily data with outputs of the circulation models or generic effects (Table 6 ). Sixty-eight papers adjusted parameters of weather generators such as WGEN or LARS-WG to provide artificial sets of daily data intended to be statistically representative of future climates. When multiple locations were considered and circulation or climate model outputs were used, daily weather data usually were adjusted both for geographic and seasonal variation (Table 6) .
Climate change impact studies usually specify baseline conditions from which future impacts are projected. The baseline [CO 2 ] should correspond to a date roughly contemporaneous with time of the research, perhaps allowing an extra year or two for analysis and writing. In practice, of the 130 papers that described a baseline [CO 2 ], over 70 used a value that corresponded to [CO 2 ] at least ten years prior to the publication date (Fig. 4) , and in 12 papers, the difference was over 30 years. For a paper assuming a 330 ppm baseline which was the concentration in 1975, but published in 2005 when [CO 2 ] was approximately 380 ppm, the 30 year delay results in a 50 ppm bias. As an example, based on our simulation of spring wheat for Maricopa, AZ using CSM-CROPSIM-CERES, this difference in [CO 2 ] corresponds roughly to a 3% increase in grain yield.
The predominant cause of this bias appears to be that baseline [CO 2 ] levels were selected to coincide with the baselines assumed for whichever climate model provided the climate change scenarios. Thus, for a GCM using a baseline of 1960-1990, the [CO 2 ] might correspond to 330 ppm, the approximate level in 1975, or 354 ppm for 1990. The underlying issue is that the baseline periods associated with climate projections were substantially earlier ) than seems desirable (Fig. 5A) . Ideally, the baseline time period should be long enough to ensure a reliable estimate and should terminate as close to the publication date as possible. For the 164 papers that specified the baseline period, the aver- Table 5 Number of papers classified by greenhouse gas scenarios, global circulations models, and regional climate models used. Fractions resulted from papers where multiple scenarios or models were considered.
Number of papers which used a given greenhouse gas scenario 1960 or 1961 to 1989, 1990 or 1991 was used in 52 papers and appeared to correspond to a period used in major collaborative projects (e.g., PRUDENCE as described by Christensen et al., 2007) . Considering papers that used generic climate scenarios and thus should not have been constrained for baseline periods, of 45 papers that reported baseline [CO 2 ] and the respective acceptance dates, 26 papers used baseline [CO 2 ] that corresponded to levels from 10 years or earlier than the acceptance date. Thus, even when there was no constraint due to climate models, the bias in baseline [CO 2 ] was found. The ranges of [CO 2 ] considered in future scenarios also varied greatly. "Doubling" of [CO 2 ] was variously described as doubling from a pre-industrial value of approximately 280 ppm, giving a value around 560 ppm, the doubling of recent values ranging from Were modifications to weather variables and atmospheric composition changed continuously with time or changed with discrete steps (typically at 20 to 50 year intervals):
Were simulations run continuously over entire study period, thus allowing for carryover or were they re-initialized for each cropping season:
Continuous 12 Re-initialized each cropping season 209 300 to 374 ppm, or doubling of GHG equivalents. For studies using formal scenarios applied to GCMs, there was large variability (Fig. 5B) , reflecting both variation in the IPCC scenarios for GHG and the target dates. The foremost consequence of the variability in future [CO 2 ] scenarios is that comparisons across studies require that results either be filtered or interpolated to represent standardized [CO 2 ] levels. Fifty-four papers ignored effects of [CO 2 ] (Table 6 ). These tended to be papers published prior to 2000. Over 73% of the papers (162) simultaneously varied temperature, [CO 2 ] and precipitation. Sixtynine papers varied solar radiation, 11 varied wind speed, and 19 varied relative humidity. Only one paper simulated response to atmospheric ozone.
Projections from most climate models are referenced to specific periods rather than presenting transitional data over many decades. This reflects in part difficulties found in conducting the requisite transient climate experiments (Viner et al., 1995) . Nonetheless, seven experiments modified climate and weather data continuously (Table 6) . Similarly, only 12 papers ran models continuously over years, as opposed to reinitializing the simulations each cropping season (Table 6 ).
Adaptation strategies
Simulation models can readily test crop management options (Tsuji et al., 1998) and thus examine potential for technological adaptations to climate change. Such options include improved varieties, shifts in recommended planting dates and rates, novel cropping sequences, change in the number of fallow years required for soil-water recharge in rainfed systems, and introduction of alternative or new crops. One-hundred and sixty-six papers considered adaptation, and 73 studies varied at least two management practices (Table 7) . Planting date was the most frequently varied option. To select a near-optimal planting date under variable and changing climates, 31 papers used software routines that evaluated soil temperature or moisture on a daily basis to determine when conditions would allow sowing. Just nine papers considered tillage practices, and eleven compared crop rotations.
Thorough testing of adaptation options appeared to be constrained by multiple forces. To appreciate these difficulties, one only has to consider the rapid, recent adoption of glyphosate resistant cultivars and zero-tillage (Marshall, 1999; Lobb et al., 2007) or recent interest in novel crops as sources of bioenergy feedstocks (Yuan et al., 2008) . The foremost problem is in prioritizing among potentially adaptive changes in management, especially for interacting practices such as planting dates and irrigation management. Cultivar traits are also problematic. Prospects for improving adaptation to elevated [CO 2 ], heat stress, drought and water deficits, and nutrient use efficiency are highly uncertain and many improvements would likely interact with crop management.
The "smart farmer' scenario" paper by Easterling et al. (1992) is notable as an early example of thorough examination of adaptation options, including planting dates, nitrogen levels, and the possibility of introducing a fallow. This work also stands out for early use of expert opinion to select the potential adaptations. Nonetheless, the authors reported that they were constrained by the inability of the model (EPIC) to simulate farmer suggestions such as planting genetic mixtures and reduced tillage of row crops. The scarcity of well-tested models that deal with tillage likely explains why few studies considered tillage practices.
Impacts assessed
Impacts of climate change were predominantly evaluated for economic yield (Table 8) . Exceptions mainly involved papers that focused on crop distribution or natural resource issues, including soil erosion and carbon storage. Crop models can describe a large number of processes and output a large number of rate and state variables besides economic yield. Thus, 131 papers examined impacts besides yield, with one paper considering 13 of the impact variables that we tabulated (Van Ittersum et al., 2003) . Just five papers examined impacts on soil carbon levels and six on GHG emissions (Table 8 ). This again may relate to the lack of crop models that were considered suitable for simulating effects of tillage and residue management.
For annual crops, given that crop duration typically is reduced and closely associated with yield reduction, one might expect that papers that assessed impacts on yield would examine whether changes in economic yield were primarily due to changes in phenology. Of the 175 papers judged to fully assess economic yield, only 51 fully analyzed impacts on phenology.
Assessment of risk
A widespread concern with climate change is whether the frequency of extreme adverse events such as droughts, heat waves or hurricanes will increase, further threatening the stability of Table 7 Number of papers that tested specific cropping practices as a potential for adaptation and the total number of practices that were varied per paper.
Practice
No agricultural production (Easterling et al., 2007; Allan and Soden, 2008) . While 119 papers considered variability or risk, the analyses often involved little more than comparing coefficients of variation. Cumulative probability distributions are more informative and deserve wider use (Thornton and Hoogenboom, 1994; Thornton and Wilkens, 1998) .
Among specific components of risk (Table 9) , variability due to drought was considered the most often (62 papers). Given the potential importance of heat stress, surprisingly few papers (14) partially or fully considered heat stress. For biotic factors affecting variability, no papers provided quantitative analyses of effects of pests, but two papers modeled effects of rice blast (Pyricularia grisea Cav.; Luo et al., 1998a,b) , and one paper partially examined effects of red rice as a weed in cultivated rice (Lago et al., 2008) .
General discussion
The evaluations of the paper revealed numerous issues relating to protocols for modeling impacts of climate change on crop production. Issues noted regarding access to papers may have slightly biased the results, but the overall trends seem likely to hold and of course are directly relevant to the 221 papers that were reviewed. Another concern is the potential for bias in evaluating the more subjective criteria such as thoroughness of justifications, but again, the main trends were large enough that the conclusions should be robust.
Based on the criteria used in our assessment, no single paper would be judged as "complete." A "complete" paper would fully justify the selection of crops, locations, and models, document and evaluate key responses of the crop models including sources of uncertainty, apply the GHG scenarios with a robust methodology for down-scaling, use clearly described crop initial conditions that reflect regional variation in soils and cropping practices, consider various options for adaptation selected in part through consultation with producers, and analyze the results both in terms of mean impacts and variability or risk. A few large studies were presented as a set of papers, usually with an introductory paper (or papers) to describe the region, the climate change scenarios and the simulation model(s). Two examples are the series of papers on impacts over the MINK region (Rosenberg et al., 1993) and for the continental US (Rosenberg et al., 2003) . Additional detailed accountings have been published as books or reports (e.g., Rosenzweig et al., 1995; Stokes and Howden, 2008) .
Regardless of whether results are presented as a single paper or a series, authors should ensure that their publications facilitate interpretation and can allow readers to reproduce the simulations Table 9 Number of papers that considered specific traits or factors in relation to risk as evidenced by consideration of probability distributions, variability (e.g., as coefficients of variation) or frequencies over time. Recommended procedures to improve assessments of climate change in agroecosystems.
• Justify the selection of the simulation model(s) and describe the model(s) with sufficient detail to allow a reader to understand how key processes are represented. Specifically, describe whether transpiration is affected by [CO2] , whether canopy temperature is estimated, and whether specific heat stress effects (e.g., reducing pollen fertility, increasing embryo or grain abortion or accelerating leaf senescence) are modeled.
• Clearly specify the assumed baseline [CO2] and corresponding time period, ensuring that baselines assumed for the simulations and for climate data are consistent with each other.
• Ensure that the end date of the baseline climate data is as close to the date of paper submission as possible.
• When appropriate, use current IPCC greenhouse gas scenarios and identify these with the recognized abbreviations in addition to a text description.
• State which weather variables are modified and if applicable, how outputs from GCMs and/or RCMs are downscaled.
• Assess impacts of soil variability, which might include season to season differences in initial conditions and local spatial variation.
• Ensure that adaptation strategies represent as likely a set of alternatives as possible, preferably by consulting with producers and other stakeholders familiar with the target production environments.
• Examine impacts beyond economic yield, especially as related to soil and water resources.
• Assess impacts in terms of risk, preferably using probability distributions rather than simple statistics such as coefficients of variation.
• To provide a balanced assessment of climatic risk in relation to other sources of variation, simulate effects of other sources of variability such as sowing dates and seed rates.
and analyses. The selection of crops and regions should be justified based on criteria such as economic importance or representation of specific issues. Crop models should demonstrably be suitable for their proposed application, and key responses such as those for effects of [CO 2 ] on transpiration and for heat stress on grain set or leaf senescence should be described. Although not examined in detail in this review, demonstrating suitability should include a thorough, well-structured evaluation process, as advocated by Alexandrov et al. (2011) . Explanations of the climate change scenarios considered should include the baseline time period and [CO 2 ], the scenario per se (preferably identified with an IPCC-type name), the weather variables modified, how outputs of any GCM or RCM were downscaled, and similar details (Table 10 ). The topics examined variously argue for under and overestimation of predicted mean impacts, over-estimation of impacts on risk, and under-estimation of potential for adaptation. The analyses do not suggest deliberate bias motivated by personal or political interests. Rather, the difficulties are inherent in predicting the behavior of complex systems where there is large uncertainty over underlying processes and values of initial conditions.
Projections of impact and risk need to be interpreted in the context of the difficulties inherent in using a deterministic model to simulate the highly stochastic processes of agroecosystems. Most papers only considered variation in weather conditions as the source of stochastic variation, yet values of model input variables or parameters are estimates, often with uncertainty that is stochastic due to variation in farmer behavior, machinery performance, spatial variability of individual fields, effects of diseases, pests or weeds, and numerous other factors. To accurately simulate expected variability, a modeling study should assess the potential impact of the major factors that have a large stochastic component. Thus, rather than assume a fixed or automatically determined planting date and a constant seed rate, a study might sample a range of dates and seed rates, mimicking these intrinsically variable aspects of crop management. Soil profile descriptions are another source of uncertainty in simulations. The profiles typically provide information on initial water, nutrient levels and organic matter concentrations as well as soil properties that are less dynamic, including drainage and runoff characteristics, bulk density, water holding capacity, and maximum depth for root development. However, the values for these properties have large uncertainties due both to within field variability and to measurement error. Nonetheless, only 21 papers tested more than one soil profile description for a single location, map polygon or grid cell (Fig. 2D) , and of these, only ten papers quantified effects on variability, considering only productivity and drought-related risk. The net result is that impacts of climate change on risk likely were overestimated relative to factors ranging from variability in initial plant populations to sub-optimal weed and water management due to labor constraints.
Conclusions
Diverse methods, scenarios, and models have been used to characterize the potential impacts of climate change on crop yield and other associated aspects of agricultural production. This is a predictable result of the uncertainties over projected changes in [CO 2 ] and climate and of a "learning phase" where researchers were testing different methodologies. However, this diversity weakens the comparisons and syntheses that stakeholders require and likely has introduced unintended biases.
No single change in protocols is likely to result in a major improvement in accuracy and comparability of impact studies. Rather, numerous small adjustments in protocols and reporting are needed (Table 10 ). The single action that might most benefit research on potential impacts of climate change is to establish a coordinated resource for crop management, climate, and soil data, building on resources such as the North American Regional Climate Change Assessment Program (Mearns et al., 2009 ) and the ICASA Data Exchange (Bostick et al., 2004) . A second action would be for model developers to strive for greater modularity with the goal of facilitating model testing and improvement. A third step would be to examine in a more comprehensive fashion how best to simulate the stochastic nature of agroecosystems using deterministic ecophysiological models. All three of these steps implicitly argue for impact studies to involve strong interdisciplinary collaborations.
