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In this paper we study a periodic boundary value problem (PBVP, for brevity) of 
second order. It is well known that if fi and a are upper and lower solutions, respec- 
tively, with a Cfi, then there exists a solution II such that a $ u< B. When /I < OL 
nothing was known. The main purpose of this paper is to consider this last case. 
Also, we study the structure of the set of solutions of the PBVP in the sector [a, 81 
when a < 8, and we apply the results to the case p < a. 0 1911X Academic Press, Inc. 
1. INTRODUCTION 
The method of upper and lower solutions has been successfully applied 
to prove existence results for nonlinear boundary value problems. On the 
other hand, the monotone iterative technique gives a constructive way to 
find the maximal and minimal solutions corresponding to the upper and 
lower solutions [2-16, 21-231. 
In this paper we shall consider the following second-order periodic 
boundary value problem (PBVP, for short) 
-zd’=f(t, u), u(0) = u(2n), u’(0) = u’(2n), (1) 
where fe C[ [0,272] x R, W]. 
It is well known that if p and a are upper and lower solutions for (1 ), 
respectively, with a < p on [O, 2~1, then (1) has at least one solution u such 
that LY i u &<B on [0, n]; that is, u belongs to the sector [a, /I]. (see, for 
instance [6,7]). Moreover, the monotone method gives a constructive way 
to determine the maximal and minimal solutions of (1) in [a, p] provided 
that there exists M> 0 such thatf‘(t, ul) -f(t, u2) 2 -&f(u, - ZQ) whenever 
cr(t)<u,<u,</?(t). 
In [lo, 141 the interest and importance of proving an existence result 
when /I < CI was pointed out. Precisely, our main objective in this paper is 
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:o study this case. We show that, in general, the existence of upper and 
.ower solutions /?, a with /? < a does not imply the existence of a solution of 
[ 1) in the sector [/I, a] (Example 1) or even the existence of a solution at 
111 (Example 2). Thus, we answer the question raised in [lo] in the 
negative. Nevertheless, we present some results that guarantee the existence 
of a solution to (1) when b < a. We then show that the monotone method 
is applicable to find the maximal and minimal solutions of (1) in a sector 
[ol -sl, b +s,] provided that there exists M>O such that 
f(t,ul)-f(t,u*)>-M(ul-u2) whenever a(t)-s,~~*~~~~B(f)+~*. 
Hence, sI and s2 are suitable positive constants. 
Finally, we study the structure of the set of solutions of (1) in the sector 
[a, p] when a d 8. We denote this set by S(cr, fl) and prove that it is 
homeomorphic to the intersection of a decreasing sequence of absolute 
compact retracts. Following the usual terminology [l] we call such a set 
an R,. Since any Rb is acyclic, we obtain that S(cl, p) is nonempty, 
compact, and connected. We should point out that there are compact and 
connected sets which are not continuous images of R,‘s [ 19,203. We apply 
the results obtained to the case fl<a. 
2. REVERSED UPPER AND LOWER SOLUTIONS 
As usual, we say that tl E C’[O, 27r] is a lower solution for (1) if 
r(O) = a(27c), a’(O) aa’(2z), and -a”(t)<f(t, a(t)) for every t E [0, 2711. 
An upper solution /I E C2[0, 27~1 satisfies p(O) = p(27r), p’(O) < /?‘(2n), and 
-b”(t) >f(t, b(t)) for every tE [0, 27c]. 
THEOREM 1. Zf a, /? are lower and upper solutions for (1) such that a </I 
on [0, 27~1, then there exists a solution u of (1) with a d u < B on [0, 271-J. 
Proof: See [6,7]. 
Using a monotone iterative technique we obtain the following result. 
THEOREM 2. In addition to the assumptions of Theorem 1, suppose that 
there exists M > 0 such that f(t, ul) -f (t, u2) 2 -M(u, - u2) whenever 
a(t) < u2 < u1 < b(t). Then there exist monotone sequences {a,} t, (fi,} 1 
such that a < a,, d 8, </I for every n,mE N and lim,, a, a,, = p, 
lim, + m /3, = r uniformly on [0,2x], where p, r are minimal and maximai 
solutions of the PBVP (1) in [a, /I], respectioely. 
Proof. See [ 14, 223. 
However, if /I Q a, Theorem 1 is not valid in general. 
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EXAMPLE 1. Let 
! 
u if u<l, 
g(u)= 2-u if 1 <U <2, 
0 if 24 2 2, 
and consider the PBVP -u” = g(u) + sin t. Thus, CI E 1 is a lower solution 
and j? = - 1 is an upper solution since - 1 + sin t < 0 d 1 + sin t, t E [0,27r]. 
However, there is no solution in [j, a] because g(u) = u for u E [ - 1, l] and 
the problem - u” = u + sin t has no periodic solutions. 
On the other hand, the problem -u” = g(u) + sin t is solvable. Indeed, 
u(t) = 3 + sin t is a solution. 
EXAMPLE 2. Let f (t, u) = u - sin t. Thus problem ( 1) reads 
- u” - u = sin t, u(O)= u(27c), u’(0) = u’( 27c) 
which does not admit solution. However, c( = 1 is a lower solution and 
fl= - 1 is an upper solution such that b Q c( on [0,27c]. 
We note that f (t, u) = u - sin t is increasing in u for fixed t and that A = 1 
is an eigenvalue of the PBVP 
- 24” = Au, u(O)=u(2?T), u'(O)=u'(271). 
This situation is quite different from the PBVP of first order u’ = f( t, u), 
u(O) = ~(271) due to the fact that A= 0 is the unique eigenvalue of u’ = Au, 
u(O) = u(2n). For some results relative to the first-order PBVP, see [lo]. 
Examples 1 and 2 and the previous remark were the clue for the 
following result. 
THEOREM 3. Suppose that ~1, /? E C2 [0,2z] are lower and upper solutions, 
respectively, for (1). Zf f is decreasing in u for fixed t E [0, 2711 then j < c1 on 
[0,271] implies that (1) admits a solution. 
Prooj Let s,, s2 be positive constants such that a(t) -s, < /l(t) + s2 
for every t E [0, 2711. Define a(t) =~l(t)-s~ and b(t)=/?(t)+s,. Thus, 
a(0) = a(2z), a’(0) > a’( 2x), and for every t E [0,27c] we have 
-a”(t)= -a”(t)<f(t,cr(t))<f(t,a(t)). Hence, a is a lower solution for 
(1). Similarly, b is an upper solution for (1). 
By the choice of sr and s2 we see that a < b. Taking into account 
Theorem 1 we can conclude that there exists a solution u of (1) with 
a < u d b. This completes the proof of the theorem. 
When f is increasing, it is shown [ 14, 151 that the existence of upper and 
lower solutions is tantamount to assuming the existence of a periodic 
solution. 
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We note that there are several choices for si and sZ in Theorem 3 (and 
Theorem 4 below). For instance, 
(i) s, =O, ~~=Sup{a(t)-/I(t): tE [0, 2n]}=SrSI 
(ii) s, = S,,, s2 = 0, 
(iii) s, = s2 = $S,,. 
We now apply the monotone method to the case when B d a. 
THEOREM 4. Assume that a, /? E C’[O, 2n] are lower and upper solutions 
of (1 ), respectively, such that B d a on [0,271]. Suppose that f is decreasing 
in u for fixed t and let s,, s2 be positive constants uch that 
a(t) - s1 < B(t) + s2, for every t E [0,27c]. (2) 
Zf there exists M>O such that f(t, u,)-f(t, u,)> -M(u, -u2) whenever 
a(t) = a(t) - s1 < u2 < u1 < /I(t) + s2 = b(t), then there exist monotone 
sequences (a, > t , (6, > 1 such that a <a, d b, d b for every n, m E N and 
lim, + co a,=Aandlim,,, 6, = B uniformly on [0,2x], where A and B are 
minimal and maximal solutions of the PBVP (1) in [a, b] respectively. 
We now generalize Theorem 3 to the case when f is not necessarily 
decreasing. 
THEOREM 5. Let a and /I be upper and lower solutions, respectively, such 
that b < a on [0,271]. Suppose further that there exists sl, s2 > 0 such that 
(2) holds and 
f(t, a) Gf(t, a) and f(t, B) >f(t, b) on [0,2x]. (3) 
Then, (1) has at least one solution in the sector [a, b]. 
Proof. Apply Theorems 1 and 3 to a and b. 
We end this section with an application of this last result. 
EXAMPLE 3. Let f(t, U) = t(3u - u3) + sin r. It is easily seen that a = 1 
and /I - - 1 are lower and upper solutions, respectively. Although g is not 
decreasing, the PBVP considered has a solution because lim,, m g(u) = oc), 
and lim, _ i4 g(u) = - co, and, consequently, Theorem 5 does apply. 
3. STRUCTURE 0F n.52 S0~uT10N SET 
When a 6 /I the solution given by Theorem 1 is not necessarily unique in 
[a, /I]. Hence, it is an important question to study the structure of the 
solution set of (1) in the sector [a, B], that is, S(a, j?). 
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EXAMPLE 4. Let g(u) = 0, for u < 0, and g(u) = - U, for u > 0. Consider 
the PBVP -ti = g(u). Thus, a G - 1 and p z 1 are lower and upper 
solutions, respectively. 
If u is a solution, then integrating between 0 and 2n we get 
I 
2n 
g(u(t)) dt = 0. 
0 
Therefore taking into account that g < 0, we have that u satisfies the linear 
problem -zi’ = 0; that is, u is constant. Consequently, S(cr, /I) = 
{U - c: c E [ - 1, 0] c R}, and the PBVP has an infinte number of solutions 
in Cm, PI. 
We shall consider the abstract equation 
Lu+Bu=hEE, (4) 
where L: D(L) c E + E is a linear operator, B: E + E is a continuous 
(nonlinear) operator, and E a Hilbert space with inner product (.,.). 
We shall suppose that L is positive, (Lu, u) 3 0 for every u E E, self- 
adjoint, (Lu, u) = (u, LY), for every U, u E E, and that it is a Fredholm 
operator of index 0. In addition, we shall assume that dim Ker L = 1. Thus, 
we consider that Ker L = (5) with (4, 5) = 1. 
We define the projection P: E -+Eby Pu=(u,<).<. Thus, E=Eo@El, 
where E. = PE = Ker L and E, = (Z-P) E= R(L). The partial inverse 
H: E, + E, of L is defined by 
Hv=u if and only if Lu=v and UEEl. 
We shall suppose that H is compact and we write u = u0 + u,, with u. E E, 
and u,EE,, for every USE. 
If there exists J> 0 such that 11 Bull <J for every u E E, then there exists 
C>O such that 
II4lI Q c (5) 
for any solution of the auxiliary equation, 
u, = H(Z- P)[h - B(u, + ul)]. 
The constant C is independent of u. E E. 
We shall use the following result due to Nieto [IS] relative to the 
structure of the set of solutions of (4). 
THEOREM 6. Suppose that 
(a) B is monotone, 
(b) there exists J > 0 such that I[ Bull < J for euery u E E, 
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(c) lim inf,,, _ m (al, B(a< + ul) - h) > 0 uniformly in u1 E E, solution 
of the auxiliary equation, and 
(d) there exists G: E + E continuous, bounded, and monotone such 
that (Gu - Gv, u - v) = 0 implies that u = v. 
Then the set of solutions of (4) is an R,. 
We are in a position to prove the following result. 
THEOREM 7. Assume that f is decreasing in u for fixed t and let ~1, /I be 
lower and upper solutions for (l), respectively, such that a< /? on [0,2n]. 
Then, S(cc, b) is an Rd. 
Proof. Let E = L2[0, 271-J with the usual inner product and define 
Lu= -u” for UED(L)= {UE C2[0, 27~1: u(O)=u(2n), u’(O)=u’(2n)}. 
Define 
1 
f(t, a)(t)) + arc tan(a(t) - u) if u<a(t), 
FCt, u) = f(t, u) if a(t) 6 u d P(t), 
f(t, B(t)) + arc tan(u - B(t)) if u > b(t). 
Thus, F is bounded and F=f in [a, /I?]. Let B: E+ E, [Bu](t)= 
- F( t, u(t)) so that the PBVP 
-u”=F(t, u), u(O)=u(27r), u'(O)= u'(27c) (6) 
is equivalent to the operator equation (4). 
B is monotone and bounded since F is decreasing in u and bounded. 
Consequently, (a) and (b) of Theorem 6 hold. On the other hand, Ker L 
consists of constant functions and for a E [w, 
(a, B(a+u,))=a.~~’ -F(t,a+u,(t))dt. 
Now, for a > 0 large we have that a + ul(t) > P(t) and -a + ul(t) <a(t) for 
t E [0,2n] and u1 solution of the auxiliary equation by (5). Thus, 
I 
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- F(t, -a + ul(t)) dt 
0 
= Cf(4 a(t)) + arc tan(a(t) - u(t))] dt 
< f:% a”(t) dt + s’” arc tan(a( t) - u(t)) dt 
0 
=a’(Zrr)-z’(O)+j:’ arc tan(a(t)) - u(t)) dt < 0. 
28 
Similarly, 
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s 
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-F(?,a+u,(t))dt>O. 
0 
We see that (c) of Theorem 6 holds. 
Now, define G: E + E by Gu = arc tan u to obtain (d) of Theorem 6. This 
shows that the set of solutions of the PBVP (6) is an R,. Denote the 
solution set of (6) by S(F). Reasoning as in [7] we have that any solution 
of (6) is such that it belongs to the sector [a, /J]. Hence, 
S(LX, b) = S(F)n [a, /I]. This allows us to say that S(a, /I) is an R, and 
concludes the proof of the theorem. 
As a consequence we obtain a type of Hukahara-Kneser property. 
COROLLARY 1. Under the assumptions of Theorem 7 we have that for 
t l [0, 2x1 the set S(t) = {u(t): u is a solution of(6) and u E [ cz, /I] } is com- 
pact and connected. S(t) is called the cross section of S(a, /I) at t . 
Proof: S(a, /I) is an Rd. It follows that it is compact and connected. 
S(t) is the continuous image of S(a, fi) under the map u + u(t); thus it is 
compact and connected. 
A similar result to that of Corollary 1 was proved in [ 171 for a lirst- 
order PBVP. 
When we have fl< CI instead of LX< /I we can apply Theorem 3 to obtain 
COROLLARY 2. Suppose that f is decreasing in u for fixed t and let a and 
fi be lower and upper solutions, respectively, with /I < u. Then, there exist 
positive constants , and s2 such that the set of solutions of (1) in the sector 
[a-s,, b+s2] is an R,. 
Finally, we show that if f is not decreasing, then S(cc, fi) is not an R,, in 
general. 
EXAMPLE 5. Let g(u) = (u’ - 1)2 and consider the PBVP -u” = g(u). If 
u is a solution of this PBVP, then 
s 
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g(u(t)) dt = 0. 
0 
Taking into account that g 2 0, we obtain that either u = - 1 or u E 1. 
On the other hand, taking c( = - 1 and /? = 1 we obtain that 
S(a, 8) = { - 1, 1 }. Th is set is not connected, and then S(q p) cannot be an 
R,. 
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