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We study how to simulate, efficiently, pulse field gradients (PFG) used in nuclear magnetic res-
onance (NMR). An efficient simulation requires discretization in time and space. We study both
discretizations and provide a guideline to choose best discretization values depending on the preci-
sion required experimentally. We provide a theoretical study and simulation showing the minimum
number of divisions we need in space for simulating, with high precision, a sequence composed of
several unitary evolution and PFG. We show that the fast simulation of PFG allow us to optimize
sequences composed of PFG, radio-frequency pulses and free evolution, to implement non-unitary
evolution (quantum channels). As an evidence of the success of our work, we performed two types
of experiments. First, we implement two quantum channels and compare the results with their
theoretical predictions. In the second experiment, we used the fast simulation of PFG to optimize
and implement a sequence to prepare pseudo pure state with better signal to noise ratio than any
known procedure till now.
I. INTRODUCTION
In the 70s Lauterbur, Mansfield and Maudsley showed
that magnetic field gradients, together with the mag-
netic resonance technique, could be used to produce im-
ages [1–4]. Magnetic resonance imaging (MRI) became
a very useful technique in medical science ever since. In
high-resolution nuclear magnetic resonance (NMR) spec-
troscopy, one of the first notable applications of the mag-
netic field gradient was presented by Stejskal and Tan-
ner. They demonstrated how gradients can be used to
determine the diffusion coefficient of liquids [5]. With
time as the equipments used to produce the gradients
started improving [6–11], new applications emerged [12–
20]. Recently, gradients were used in quantum thermody-
namics experiments to implement measurement protocols
[21, 22] and to prepare thermal states [23, 24]. In NMR
quantum computing, coherence pathway selection tech-
nique [25], which uses gradients, is routinely employed to
transform the thermal state of a group of nuclear spins
into a pseudo pure state [26]. Magnetic field gradients
were also used to simulate noise [27, 28]. Given numerous
applications, a good theoretical description and meth-
ods to simulate the dynamics of the nuclear spins under
the influence of magnetic field gradients are becoming
increasingly essential to design new experiments.
Nowadays, we already know few ways to simulate the
dynamics of spins under the influence of magnetic field
gradients, and some software and algorithms are already
available [29–37]. Among these methods, here we will be
interested in the one presented by Allard et. al. [29].
In this method, the space is discretized into several di-
visions, and in each division we have a spin that due to
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the magnetic field gradient has its oscillation frequency
slightly modified. Thus, when applying a magnetic field
gradient, the final state of the system will be given by the
average of the final states of the spins in each division.
This method has the advantage of completely describing
the final state of the system, but it can be slow when used
to study the dynamics of molecules composed of many
nuclear spins. However, as we will demonstrate here, we
can accelerate this method using approximations and/or
specific configurations that allows us to perform the sim-
ulation with a small number of divisions.
Here, we show that with an optimum value of num-
ber of divisions, it is possible to simulate quickly and
with high precision sequences composed of several radio-
frequency pulses, free evolutions and gradients. We also
show that, together with optimization algorithms [38], a
fast simulation of the dynamic of spins under the influ-
ence of gradients can be used to optimize non-unitary
evolutions, which are essential for implementing quan-
tum channels or preparing specific states [39]. We car-
ried out experiments, implementing two quantum chan-
nels, to demonstrate that your simulations describe the
dynamics of the system with good accuracy. Finally, we
also use our results to optimize and prepare experimen-
tally a pseudo pure state with better signal to noise ratio.
During the optimization of pseudo pure state, we saw a
trend pointing to a limit for the maximum improvement
in the signal to noise ratio.
This paper is organized as follows: in section II we re-
view NMR theoretical background. Then, we describe
the gradient discretizations in time and space in section
III. We study time discretization in section III A and
space discretization in section III B to provide a guide-
line for choosing efficient discretization values. Finally, in
section IV, we use the techniques developed to optimize
sequence and test it experimentally.
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2II. NMR THEORY
Here, we are going to consider that our sample is an
isotropic liquid, but our results can be generalized to
other types of samples. For the samples that we used
in your experimental test, we can study the natural dy-
namics of the system using the following Hamiltonian:
H0 =
∑
k
~(ωk − ωR)σzk
2
+
∑
k 6=n
pi~Jknσzkσzn
4
, (1)
where ωk and σβk are, respectively, the angular oscilla-
tion frequency and the Pauli matrix β of the k-th nuclear
spin, ~ is the Planck constant divided by 2pi, ωR is the
angular frequency of the rotating frame [25] and Jkn is
the scalar coupling constant of the spins k and n.
If we apply a magnetic field gradient, whose magnitude
increase linearly along the z direction, the Hamiltonian
of the nuclear spins of a molecule in the position z at
time t will be given by:
Hg(t, z) =
∑
k
~γkg(t)zσzk
2
, (2)
where γk is the gyromagnetic ratio of the k-th nuclear
spin and g(t) is the magnitude of the magnetic field gra-
dient at time t. In this work, we are considering the case
where the duration of the applied gradient is fast enough
so that we can have a good description of the system
dynamics, without including the diffusion or relaxation
processes.
The nuclear spins state are controlled by radio-
frequency pulses applied in the xy plane with an angular
frequency ωR. The Hamiltonian that describes the inter-
actions of the spins with a pulse in the rotation frame
will be given by:
Hc(t) = ~Ω(t)
s∑
k=1
cos[φ(t)]σxk + sin[φ(t)]σyk
2
, (3)
where Ω(t) and φ(t) are the modulations of the pulse
amplitude and phase respectively.
Considering the interactions described above, the total
Hamiltonian of the nuclear spins from a molecule in the
position z at time t is given by:
HT (t, z) = H0 +Hg(t, z) +Hc(t), (4)
and the evolution of this system under the action of
HT (t, z) will produce the following unitary:
UHT (z) = T
[
exp
(
− i
~
∫
HT (t, z)dt
)]
, (5)
where T represents the Dyson time-ordering operator.
III. GRADIENT SIMULATION
In our simulation, we consider that the molecules are
uniformly distributed along the z axis, and they are di-
luted so that we can disregard intra-molecular interac-
tions. A molecule in the position z will evolve under the
Hamiltonian HT (t, z), eq. (4), and after time t, the state
of the nuclear spins of this molecule will be given by:
ρ(t, z) = UHT (z)ρ(0, z)U
†
HT (z), (6)
where ρ(0, z) represents the initial state of these spins.
The state of the whole sample will be given by:
ρS(t) =
∫
ρ(t, z)dz∫
dz
. (7)
We need to perform two types of discretizations to sim-
ulate the dynamics of the system. One in the time, to
calculate UHT (z), and another in the space, to obtain
the value of ρS(t). It is worth mentioning that our goal
is not to present an accurate method, but one where an
approximate simulation of the system dynamics can be
obtained quickly.
To provide a realistic estimate of these ap-
proximations, we use two types of molecules for
our simulation: the 13C-labeled transcrotonic acid
and the per-13C-labeled (1S,4S,5S)-7,7-dichloro-6-oxo-2-
thiabicyclo[3.2.0]heptane-4-carboxylic acid. The 13C nu-
clear spins have spin-1/2 and thus the molecules can be
used to represent physically a set of 4 and 7 qubits, re-
spectively. The values of the resonance frequencies and
the scalar coupling constants of the 13C nuclear spins of
the two molecules are shown in fig. 1(a-b).
We use fidelity [39] as a measure of the distance be-
tween the final states obtained with and without the use
of approximations in the simulation. When performing
simulations, we considered that the molecules are uni-
formly distributed in the z-direction and when the field
gradient is applied, each molecule will have a slightly
different resonance frequency given by their physical lo-
cation. Due to hardware restrictions, some NMR equip-
ments requires delays of a few µs before and after the
application of a field gradient, in our simulations this
delay is 200µs.
A. Time discretization
We discretize the total time of evolution τ into m inter-
vals of duration δt. The value of δt must be small enough
to allow us to consider that HT (δt, z) is approximately
constant at each of the m time intervals. Then, the value
of UHT (z) can be calculated by:
UHT (z) = Um(z)Um−1(z)Um−2(z) · · ·U2(z)U1(z), (8)
with
Uk(z) = exp
{
− i
~
HT (kδt, z)δt
}
. (9)
3FIG. 1: Sample information for (a) 13C-labeled
transcrotonic acid molecule (4 qubits system) and (b)
per-13C-labeled (1S,4S,5S)-7,7-dichloro-6-oxo-2-
thiabicyclo[3.2.0]heptane-4-carboxylic acid molecule (7
qubits system) - The off-diagonal terms in the table are
the J coupling constants of the 13C nuclear spins of the
molecules. Meanwhile, on the diagonal we have the
values of the chemical shifts of each nuclear spin. The
values in the table are in Hz.
One of the most time-consuming computational oper-
ations in this simulation is the computation of the expo-
nential of the matrix present in eq. (9). Therefore, we
must adopt strategies to calculate the value of Uk(z) effi-
ciently. The strategy used will depend on whether radio-
frequency pulses are applied during the implementation
of the magnetic field gradient.
If we consider that pulses are not applied together with
the gradient, the Hamiltonian of the system during the
gradient will always be diagonal in the σz basis. Thus,
we do not need to calculate the exponential of matrices,
because Uk(z) can be determined by calculating the ex-
ponential of the diagonal elements of −iHT (kδt, z)δt/~.
Since Uk and UHT (z) are diagonal, we can determine the
jth diagonal element of UHT (z) by multiplying all the j
th
diagonal elements of the m matrices Uk. By doing this,
we do not need to perform the matrix multiplications
from eq. (8).
In the special case where the amplitude of the gradient
does not depend on time and we do not apply pulses
during the gradient, the total Hamiltonian, HT , will be
independent of time too. If the gradient is applied for a
time τ , the evolution is given by a simplified equation:
UHT (z) = exp {−iHT (z)τ/~} . (10)
Although this case has several restrictions, it is widely
used in experiments of quantum computing, quantum in-
formation and thermodynamics.
In the case where pulses are applied together with the
gradient, the system’s Hamiltonian is not always diago-
nal. However, for systems composed only of spins 1/2
(qubits), we can avoid the matrix exponentiation if we
use the approximation presented by Bhole and Jones [40]
with a slight modification to include the magnetic field
gradient. This approximation requires a small discretiza-
tion in time, δt, to calculate the value of Uk(z) with a
good precision. According to this approximation, for a
system composed of Q qubits, we can write
Uk(z) ≈W+k (z)HQe−iΩ(kδt)ςδtHQW−k (z), (11)
where HQ is the tensor product of Q Hadamard gates
and W±k (z) = e
−i[H0+Hg(kδt,z)±2φ(kδt)ς/δt]δt/2, with ς =∑Q
l=1 σzl/2. Since the matrix ς is diagonal, the value
of Uk(z) can be determined without a need of matrix
exponentiation.
FIG. 2: Sequence and shape of the amplitude of the
magnetic field gradient - (a) sequence used to analyse
the error due to the approximation used in eq. (11). (b)
Shape of the amplitude of the magnetic field gradient.
The blue line is the graphical representation of the
function g1(t), and the red one is the representation of
the function g2(t), with g2(t) = sin[pit/(0.2 + τ)] for
0.2 ≤ t ≤ 0.2 + τ .
In order to study the errors due to the approximation
presented in eq. (11), we start with a random initial
state, apply an unitary operator and a field gradient si-
multaneously, and calculate the a final state using the ap-
proximation from eq. (11). We compare this final state
with the final state when we do not use the approxima-
tion, for different values of δt. A graphical representation
of this scheme is shown in fig. 2(a). In our simulations,
we start with 1024 different random initial states. Then,
we apply in each of these states a field gradient, whose
amplitude is modulate by one of the two shapes gk(t)
4shown in fig. 2(b), and one of the rotations: Rallx (pi/2),
Roddx (pi/2) and R
odd
x (pi), where R
α
x (θ) is a rotation of an
angle θ around the axis x, in the nuclear spins α. Thus,
resulting in six simulations for each random initial state.
FIG. 3: Error due to the approximation used in eq. (11)
- The error was estimated for the 4 and 7 qubits
system, considering different pulses, shapes for the
gradient and 1024 random initial states. The values of
best infidelity (1− worst(fidelity)) are show for
different discretization, gradient shape and rotations.
The pulses used to apply the rotations were optimized
using the method developed by Peterson et. al. [41]. For
simulating gradient with and without the approximation
from eq. (11), we used an ensemble with N = 104 to min-
imize errors due to space discretization. The length of
the sample, L, was considered to be 5 cm. The pulse and
the field gradient are applied simultaneously and have a
duration, τ = 500 µs. We performed simulations to esti-
mate the error of four different values of time dicretiza-
tion, δt = {5, 2, 1, 0.5} µs. After these simulations, we
compared the fidelity between the final states obtained
with and without the approximation of eq. (11). In fig.
3, we report the worst fidelity obtained among the 1024
initial states for the 4 and 7 qubits system as well as the
ratio of simulation time with and without eq. (11) for
different values of δt.
As we can see in fig. 3, the fidelity does not vary sig-
nificantly when the shape of the gradient or the rotation
are changed. However, we can have a big variation when
δt is changed. This gives us a way to choose the min-
imum value of δt that satisfies a desired precision. For
example, if our goal is to perform a simulation with fi-
delity 0.99999 for a 4 qubit system, we use δt = 1 µs
in eq. (11) and obtain the result faster than not using
the approximation. For this case, the simulation (with
δt = 1 µs and using eq. (11)) will be faster by a factor
of 6.98, 3.49 or 1.396 if we compare with the time of the
simulation without approximation and using δt = 1 µs,
δt = 2 µs or δt = 5 µs, respectively. In fig. 3, we can see
that the precision also depends strongly on the system
used. Thus, if the system used is different from the two
considered here, the fig. 3 must be reconstructed for this
new system. Once the values are characterized for a new
system, they can be used for different experiments.
B. Space discretization
When we discretize the space, the integral in eq. (7)
is replaced by a sum and the state of the ensemble di-
vided into N division with each division comprised of
same number of molecules. Then, the state of the whole
sample will be given by the following sum:
ρS(t) =
∑N
k=1 ρ(t, kδz)
N
, (12)
where δz is the size of the discretization of the space.
Generally, NMR samples are prepared in cylindrical
tubes that are filled with liquids up to a height L, then
we have δz = L/N .
Our goal is to estimate the smallest number of divi-
sions, N , for us to be able to simulate quickly and with
a high precision the dynamics of the system when we ap-
ply magnetic field gradients. Here, we will consider that
pulses are not applied simultaneously with the magnetic
field gradient. This will facilitate our analysis and will
allow us to avoid the errors due to the approximation
presented in eq. (11).
1. Density matrix
A density matrix can be written as a summation of
individual terms:
ρ =
∑
v,w∈[1,2Q]
avw|bv〉〈bw|, (13)
where bv is the binary number (v − 1) of length Q, with
v ∈ {1, 2, ..., 2Q}. For example, if Q = 2, then b1 =
00, b2 = 01, b3 = 10 and b4 = 11.
2. Order of coherence
Coherence terms in a density matrix correspond to
transition between different states, and the order of co-
herence is defined by how much is the change in the spin
angular momentum quantum number, ml. |0〉, |1〉 are
the eigenstates of σz with eigenvalues +1,−1 and angular
momentum quantum number ml = +
1
2 and − 12 , respec-
tively. Then, |00〉〈10| and |01〉〈11| have coherence order,
5∆ml = −1, |11〉〈00| have coherence order, ∆ml = 2. For
Q qubits, coherence order can vary from -Q to Q.
A term of the form |bv〉〈bw| will have coherence order:
cvw =
1
2
Q∑
k=1
[(−1)bkw − (−1)bkv ], (14)
where, bkv is the k
th element of binary number bv. For
example, if bv = 01, we will have b
1
v = 0 and b
2
v = 1.
3. Evolution during a gradient
Since H0 and Hg(t, z) commute, we can write the evo-
lution of the nuclear spin at position z as:
UHT (z) = U0 · Ug(z) = Ug(z) · U0, (15)
where U0 and Ug(z) are evolution under H0 and Hg(t, z)
respectively. Here, we consider that the gradient is time
independent, gk(t) = g, and the system is homonuclear,
i.e., γk = γ. However, our analysis can be extend to
time dependent gradient amplitude and heteronuclear
systems. The evolution of a term of the form |bv〉〈bw|
will result in:
UHT (z)|bv〉〈bw|UHT (z)†
= AvwUg(z)|bv〉〈bw|Ug(z)†, (16)
where Avw is the constant produced by the application
of U0 in |bv〉〈bw|. The exact value of Avw can be easily
calculated for small systems. After the evolution under
the gradient (see appendix A), and using eq. (14), the
total evolution is given by:
UHT (z)|bv〉〈bw|UHT (z)†
= Avw exp (−iγgztcvw) |bv〉〈bw|. (17)
Using eq. (6), eq. (13) and eq. (17) the density matrix
of the spins at position z at time t,
ρ(t, z) =
∑
v,w∈[1,2Q]
avwAvw exp (−iγgztcvw) |bv〉〈bw|.
(18)
For infinitely many divisions of the sample of length L,
hereby referred as the continuous case, we can use eq. (7)
to describe the state of the whole sample as (appendix
A):
ρS(t) =
∑
v,w∈[1,2Q]
avwAvw
(
sinc(γgLtcvw)− i sinc(γgLtcvw/2) sin(γgLtcvw/2)
)
|bv〉〈bw|. (19)
When dividing sample into a finite number of divisions, hereby referred as the discrete case, using eq. (12) we
obtain (appendix A),
ρS(t) =
∑
v,w∈[1,2Q]
avwAvw
(
cos(γgLtcvw2
N
N−1 ) sin(
γgLtcvw
2 )
N sin(γgLtcvw2
1
N−1 )
+ i
sin(γgLtcvw2
N
N−1 ) sin(
γgLtcvw
2 )
N sin(γgLtcvw2
1
N−1 )
)
|bv〉〈bw|. (20)
For large N , NN−1 ≈ 1 and sin(γgLtcvw2 1N−1 ) ≈ γgLtcvw2 1N−1 . Hence,
cos(γgLtcvw2
N
N−1 ) sin(
γgLtcvw
2 )
N sin(γgLtcvw2
1
N−1 )
≈ cos(
γgLtcvw
2 ) sin(
γgLtcvw
2 )
γgLtcvw
2
=
sin(γgLtcvw)
γgLtcvw
= sinc(γgLtcvw), (21)
and
sin(γgLtcvw2
N
N−1 ) sin(
γgLtcvw
2 )
N sin(γgLtcvw2
1
N−1 )
≈ sin(
γgLtcvw
2 ) sin(
γgLtcvw
2 )
γgLtcvw
2
= sinc(
γgLtcvw
2
) sin(
γgLtcvw
2
), (22)
Thus, verifying that eq. (20) converges to (19) for large values of N .
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FIG. 4: Plots of the evolution of the real (left column)
and imaginary (right column) coefficients of coherence
order, 1 to 4 (top to bottom). We compare the
continuous case with infinitely many divisions (red)
with N = 6, and 14 divisions. It is evident that all the
coefficients goes to zero at time, 1 ms, marked by a
black dot.
Generally, gradients are used to suppress all the co-
herences except the zero order, which are unaffected. To
choose the minimum number of divisions N for a sim-
ulation, we must guarantee that eq. (20) and eq. (19)
produce close final states. For γgL = 2pi kHz and τ = 1
ms, all the coherences (except zero order) vanishes ac-
cording to eq. (19). In this case, it can be seen that for
N > Q + 1, where Q is the number of qubits, all the
coherences vanishes from eq. (20). Since −Q ≤ cvw ≤ Q,
for any N ≤ Q + 1, there will always be one coherence
for which denominator of eq. (20) goes to zero. Thus,
for specific configurations, we can simulate the gradient
with high precision using a small value for N . We plot
the evolution of the coefficients of various coherences with
time for aforementioned value of γgL in fig. 4. At time
τ = 1 ms, we see that the all the coherences are zero
irrespective of the number of divisions.
Now, we verify how N increases, when we simulate a
sequence composed of several pulses and gradients. For
this, we simulated the sequence shown in fig. 5, com-
posed of Γ random unitary evolutions and magnetic field
gradients, fixing γτL
∫ τ+0.2
0.2
g1(t)dt = 2pi and varying
the value of δz. We used the initial states |0000〉 and
|0000000〉 for the simulation with the 4 and 7 qubits sys-
FIG. 5: Sequence composed of Γ repetition of random
unitary evolutions and magnetic field gradients with
τ = 1 ms. The magnetic field gradient is same for all
the repetitions
FIG. 6: Number of divisions needed to simulate the
sequence shown in fig. 5 and obtain a fidelity greater
than 0.99999 for different values of Γ - The red and blue
dots represent the results for the 4 and 7 qubits system,
respectively. The lines are fits of the function
N(Γ, Q) = aΓb −Q, where Q is the number of qubits in
the system. For the 4 qubtis system, gray line, we
obtained that a = 8.5± 0.2 and b = 0.464± 0.008. For
the 7 qubtis system, green line, we obtained that
a = 12.03± 0.04 and b = 0.4486± 0.0008.
tem. The sequence from fig. 5 was simulated 64 times
for each value of Γ with a different set of random unitary,
and in each simulation the value of δz was optimized to
obtain a fidelity greater than 0.99999 using the smallest
number of molecules. After this optimization, we deter-
mined the highest value of N obtained for different values
of Γ. The results for the 4 and 7 qubits systems are pre-
sented in fig. 6. We used these results to fit the function
N(Γ, Q) = aΓb − Q. The values of a, b and the fitted
curves for the 4 and 7 qubits systems are shown in fig.
6. As the values of a and b are small, the value of N will
not increase too fast when Γ increases. Then, we can
still perform a fast simulation with good precision con-
sidering an ensemble composed of few molecules, if we
choose well the value of δz. Furthermore, we can use the
function N(Γ, Q) to have an estimation for the value of
N needed to simulate a sequence composed of Γ unitary
and gradients.
7IV. EXPERIMENT
Here, we report some experimental tests showing that
our simulations with a small N agree with the experimen-
tal data. The experiments were performed using a Bruker
Avance III 700 MHz NMR spectrometer with the sam-
ple containing 13C-labelled transcrotonic acid dissolved
in acetone, the 4 qubits nuclear spins systems from fig.
1(a), at room temperature of 298 K.
A. Implementing quantum channels
In the first experimental tests, we implemented the two
quantum channels shown in fig. 7(a-b). The experiments
were performed for two different shapes of gradient, g1(t)
or g2(t) from fig. 2(b), with different maximum ampli-
tude and duration of the gradient. The pulses used to im-
plement the unitaries were optimized using the technique
developed by Peterson et. al. [41]. Since in quantum
state tomography (QST), the number of measurements
increases exponentially with the size of the system, we
performed the QST on the subsystem of two-qubit, C1
and C2 [39, 42]. By doing so, we reduced the number of
measurements for QST and were able to get information
about coherence terms of order 0, 1, and 2, and test if
our simulations can describe the experiments well.
FIG. 7: Sequences used in the experiments to test if our
simulation agree with the experimental data - The two
sequence are used to create coherence. Then, the
gradient is applied for a time τ and the state of C1 and
C2 are determined using the quantum state
tomography. U(∆t) represents a free evolution for a
time ∆t = 3.459 ms under the action of H0.
In fig. 8, we report the fidelity between the experimen-
tal state and the simulated (obtained using an ensemble
with N = 6) for different types of tests. The fidelity
for the simulation with big and small value of N have
a value of at least 0.99999, when the value of the space
discretization (δz) is optimized. Our best experimental
fidelity is around 0.99. We have slightly worse fidelity ex-
perimentally, because in the experiments there are other
effects that influence the dynamics of the system, and
they are not included in our simulations. The main con-
tributions for these errors are from: the diffusion pro-
cess, inhomogeneity of the magnetic field that can cause
some extra gradients [25], gradient of temperatures in the
sample [43], the optimized pulses, and the field gradients
not being implemented correctly. Even with these errors,
the fidelity obtained is good enough to allow us to use
the method presented in this article, together with an
optimization algorithm, to find sequences (composed of
pulses, field gradient and free evolutions) to implement a
specific non-unitary dynamics that can be use to prepare
a specific state or implement a quantum channel [39].
FIG. 8: Experimental fidelity - Amp = max[gk(t)]/G,
where G is the maximum amplitude of the gradient that
the experimental equipment can produce. For our
set-up, we have γkLG = 48.6± 0.2 kHz.
B. Optimization of a PPS sequence
One of the applications of the gradient in quantum
computation is the preparation of pseudo pure states. By
combining the results of this work with those presented
in [41] and [27] with some modifications, we were able
to obtain sequences to prepare pseudo pure states for 4
and 7 qubit systems. These sequences produce pseudo
pure state using multiple scan, which corresponds to do
multiple experiments (scans) each with a similar or dif-
ferent pulse sequence and the result is the average over
all the scans. We set the limit of one magnetic field
gradient per scan. Our sequences have a small number
of pulses that implement rotations, and produce pseudo
8pure states with better signal to noise ratio. In order to
study the increase in the signal to noise ratio, we com-
pared the thermal state spectrum with the pseudo pure
states spectrum using the same number of scans. This
implies, when comparing the signal of the pseudo pure
state with the thermal state, we are not taking into ac-
count the signal increase resulting from several scans.
In our simulations with the 4 qubits system, we ob-
tained sequences that can double the value of the signal
to noise ratio compared to the thermal state. In the 7
qubits system, the improvement is, approximately, 3.5
times. By performing simulations with other homonu-
clear systems with nuclear spins 1/2, we note a trend in
the maximum increase in the signal to noise ratio: for
a system with Q homonuclear spins, the signal to noise
ratio can be increased, approximately, by a factor of Q/2.
In our algorithm, the time of the free evolutions, the
angles and phases of the rotations of the circuit presented
in fig. 9 are optimized to minimize the value of the func-
tion:
F = [1− Fidelity(ρf , ρpps)](1− ) +  ‖Q/2−M‖ ,
(23)
where ρpps is the theoretical pseudo pure state, ρf is the
final state obtained after the simulation of the circuit
presented in fig. 9, M is the element of ρf that has the
highest absolute value and  is a number, in the interval
[0, 0.5], that can be used to prioritize in the optimization
the fidelity or the improvement in the signal to noise ratio
of the pseudo pure state. In our optimization, we used
the shape g1(t) for the gradient, with τ = 1 ms.
FIG. 9: Sequence of rotations, free evolutions and
gradient used in the optimization to prepare a pseudo
pure state - The index s represents the set of angles and
times used in the scan s, U(∆t) represents a free
evolution for a time ∆t under the action of H0. The
Rsφ(θ) is a rotation of an angle θ, around the axis
ζ = cos(φ)xˆ+ sin(φ)yˆ.
As a final test for our algorithm, we optimized the an-
gles and times of the sequence from fig. 9 to prepare a
pseudo pure state for the 4 qubits system. Instead of
search for a sequence that give an improvement of 2 in
the signal to noise ratio, we prioritized the length of the
sequence and the fidelity. To make the sequence short,
we used 2 scan, and in each one we have a different set
of angles and times of free evolutions. Then, in theory,
the improvement in the signal to noise ratio is 1.902, the
theoretical fidelity is higher than 0.9999, the duration of
the sequence is, approximately, 27 ms and for each scan
FIG. 10: Improvement in the signal to noise ratio using
our optimal sequence to prepare the pseudo pure state
with the 4 qubits system.
we fix η = 5 in the circuit shown in fig. 9. The improve-
ment in the signal to noise ratio measured experimentally
is presented in fig. 10. The fidelity of the pseudo pure
state prepared experimentally is 0.998.
V. CONCLUSIONS
Pulse field gradients (PFG) are important for differ-
ent areas of science. In physics, they are essential to
prepare certain states, perform measurements, measure
the diffusion coefficient of a sample, and implement non-
unitary dynamics (quantum channels). We studied how
to efficiently simulate PFGs using discretization in time
and space. Utilizing the recent techniques developed by
Bhole and Jones [40], we provide a guideline for the size of
time discretization, depending upon the fidelity required
in the experiment. We show how to efficiently discretize
the space in a very small number of divisions, and still
be able to simulate the PFGs with high precision. We
show that for a system of Q qubits, when applying a sin-
gle gradient, the minimum number of divisions needed
in space is Q + 2. For sequences composed of multi-
ple gradients and unitary evolutions, we shown with our
simulations that number of slices vary as aΓb−Q, where
Γ is the number of repetitions of gradients and unitary
evolutions implemented, a and b are small numbers and
depend upon the system being studied. As the number
of slices is small, and do not increases too fast when Γ in-
creases, we can simulate the sequences quickly and with
high precision when the value of the space discretization
is optimized.
We perform two types of experiments which utilize the
above developed techniques. Firstly, we implemented
two quantum channel and determine part of the state
of the system to compare with the theoretical prediction.
For all states determined experimentally, the fidelity was
higher than 0.98. In the second experiment, we show
that the method presented here to simulate the gradient,
can be used together with an optimization algorithm to
find the optimum sequence to prepare the pseudo pure
state. We describe how to perform the optimization to
obtain a sequence to prepare a pseudo pure state with
better signal to noise ratio, compared to any other pro-
9cedure we are aware of. We were able to see a trend
in our simulations showing that Q/2 is the maximum
improvement of the signal to noise ratio, for a homonu-
clear system of Q qubits. At the end, we implemented
a optimized sequence to prepare the pseudo pure state
in four qubits systems, and measure, experimentally, a
improvement higher than 1.8 in the signal to noise ratio.
The fidelity of the experimental state is higher than 0.99.
Thus, in addition to demonstrate that a fast simulation
of the dynamics of a NMR sample state under the influ-
ence of field gradient is possible, we compared our fast
simulation results with the experimental data, and we
show how a fast simulation can be applied to optimize
sequences. The results of this study was already used
to design a quantum Szilard engine, which uses informa-
tion about the state of a system to fully convert heat
into work [21]. We believe that our study can help in
designing optimum NMR sequences, composed of PFGs,
employed in different areas of science.
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Appendix A: A1
In case of homonuclear sample and time independent
gradient:
Hg = γgz
2
∑
k
σzk, and (A1)
Ug(z) = exp(−iHgt/~). (A2)
Evaluation evolution under the gradient:
σzk|bv〉 = (−1)b
k
v |bv〉
⇒
∑
k
σzk|bv〉 =
∑
k
(−1)bkv |bv〉
⇒ exp
(
−iγgzt
2
∑
k
σzk
)
|bv〉 = exp
(
−iγgzt
2
∑
k
(−1)bkv
)
|bv〉
= Ug(z)|bv〉. (A3)
Thus, evolution of a density matrix term under the gra-
dient at position z and time t is:
Ug(t, z)|bv〉〈bw|Ug(t, z)†
= exp
(
−iγgzt
2
∑
k
[(−1)bkw − (−1)bkv ]
)
|bv〉〈bw|
= exp (−iγgztcvw) |bv〉〈bw|. (A4)
In the last line we have used eq. (14). To solve for ρS(t),
we consider the sample of length L and z ∈ [0, L], and
solve for the individual elements of eq. (7):
11∫ L
0
exp (−iγgztcvw) dz (A5)
=
exp (−iγgztcvw) |L0
−iγgtcvw (A6)
=
exp (−iγgLtcvw)− 1
−iγgtcvw (A7)
=
exp (−iγgLtcvw/2)
(
exp (−iγgLtcvw/2)− exp (iγgLtcvw/2)
)
−iγgtcvw (A8)
=
exp (−iγgLtcvw/2)
(
2 sin(γgLtcvw/2)
)
γgtcvw
(A9)
=
2 cos(γgLtcvw/2) sin(γgLtcvw/2)− i2 sin2(γgLtcvw/2)
γgtcvw
(A10)
=
sin(γgLtcvw)− i2 sin2(γgLtcvw/2)
γgtcvw
. (A11)
Also,
∫
dz = L, thus:
ρS(t) =
∑
v,w∈[1,2Q]
avwAvw
(
sin(γgLtcvw)−i2 sin2(γgLtcvw/2)
γgtcvw
)
|bv〉〈bw|
L
(A12)
=
∑
v,w∈[1,2Q]
avwAvw
( sin(γgLtcvw)− i2 sin2(γgLtcvw/2)
γgLtcvw
)
|bv〉〈bw| (A13)
=
∑
v,w∈[1,2Q]
avwAvw
( sin(γgLtcvw)
γgLtcvw
− i2 sin
2(γgLtcvw/2)
γgLtcvw
)
|bv〉〈bw| (A14)
=
∑
v,w∈[1,2Q]
avwAvw
(
sinc(γgLtcvw)− i sinc(γgLtcvw/2) sin(γgLtcvw/2)
)
|bv〉〈bw|. (A15)
We prove an important identity before proceeding:
If pm = p0 + (m− 1)d, then
M∑
m=1
exp(ipmx) = i
(
exp(i(p0 − d2 )x)− exp(i(Md+ p0 − d2 )x)
2 sin(dx2 )
)
. (A16)
Proof:
M∑
m=1
exp(ipmx) =
M∑
m=1
exp(i(p0 + (m− 1)d)x)
= exp(ip0x)
M∑
m=1
exp(i(m− 1)dx) (A17)
= exp(ip0x)
(
1− exp(iMdx)
1− exp(idx)
)
(A18)
= exp(ip0x)
(
1− exp(iMdx)
1− exp(idx)
)
exp(−id2x)
exp(−id2x)
= exp(i(p0 − d
2
)dx)
(
1− exp(iMdx)
exp(−id2x)− exp(id2x)
)
= i
(
exp(i(p0 − d2 )x)− exp(i(Md+ p0 − d2 )x)
2 sin(dx2 )
)
.
Going from eq.(A17) to eq.(A18), we have made use of the fact that it is a summation of a geometric series.
12
Similar to continuous case, we consider a sample of length L, zm = (m− 1) LN−1 and solve for individual elements
of eq.(12),
N∑
m=1
avwAvw exp (−iγgzmtcvw) |bv〉〈bw|dz
= avwAvw|bv〉〈bw|
N∑
m=1
exp (−iγgzmtcvw) ,
making use of eq.(A16) with pm = zm, p0 = 0, d =
L
N − 1 and x = −γgtcvw,
= avwAvw|bv〉〈bw|i
(
exp(i(− L2(N−1) )x)− exp(i(N LN−1 − L2(N−1) )x)
2 sin( L2(N−1)x)
)
, (A19)
let α = − xL
2(N − 1) and β =
xL(2N − 1)
2(N − 1) (A20)
= avwAvw|bv〉〈bw|i
(
exp(iα)− exp(iβ)
2 sin( xL2(N−1) )
)
(A21)
= avwAvw|bv〉〈bw|i
(
cos(α)− cos(β) + i(sin(α)− sin(β))
2 sin( xL2(N−1) )
)
(A22)
= avwAvw|bv〉〈bw|i
(
−2 sin(α+β2 ) sin(α−β2 ) + i2 cos(α+β2 ) sin(α−β2 )
2 sin( xL2(N−1) )
)
. (A23)
Let’s simplify a bit,
α+ β
2
=
1
2
(
− xL
2(N − 1) +
xL(2N − 1)
2(N − 1)
)
=
xL
2
N
N − 1 , (A24)
α− β
2
=
1
2
(
− xL
2(N − 1) −
xL(2N − 1)
2(N − 1)
)
=
−xL
2
N − 1
N − 1 =
−xL
2
. (A25)
Continuing eq. (A23),
= avwAvw|bv〉〈bw|i
(
−2 sin(xL2 NN−1 ) sin(−xL2 ) + i2 cos(xL2 NN−1 ) sin(−xL2 )
2 sin(xL2
1
N−1 )
)
(A26)
= avwAvw|bv〉〈bw|
(
cos(xL2
N
N−1 ) sin(
xL
2 )
sin(xL2
1
N−1 )
+ i
sin(xL2
N
N−1 ) sin(
xL
2 )
sin(xL2
1
N−1 )
)
(A27)
= avwAvw|bv〉〈bw|
(
cos(γgLtcvw2
N
N−1 ) sin(
γgLtcvw
2 )
sin(γgLtcvw2
1
N−1 )
+ i
sin(γgLtcvw2
N
N−1 ) sin(
γgLtcvw
2 )
sin(γgLtcvw2
1
N−1 )
)
. (A28)
Therefore,
ρS(t) =
∑
v,w∈[1,2Q]
avwAvw|bv〉〈bw|
(
cos(γgLtcvw2
N
N−1 ) sin(
γgLtcvw
2 )
sin(γgLtcvw2
1
N−1 )
+ i
sin(γgLtcvw2
N
N−1 ) sin(
γgLtcvw
2 )
sin(γgLtcvw2
1
N−1 )
)
/N
=
∑
v,w∈[1,2Q]
avwAvw|bv〉〈bw|
(
cos(γgLtcvw2
N
N−1 ) sin(
γgLtcvw
2 )
N sin(γgLtcvw2
1
N−1 )
+ i
sin(γgLtcvw2
N
N−1 ) sin(
γgLtcvw
2 )
N sin(γgLtcvw2
1
N−1 )
)
.
