Introduction
Consider the model y it = β ′ i x it + γ ′ i f t + ǫ it i = 1, . . . , n t = 1, . . . , T,
where i = 1, . . . , n and t = 1, . . . , T ; x it is a k × 1 vector of individual-specific components, and f t is the r × 1 vector of unobserved factors. We further allow the x it s to be cross sectionally correlated by being linearly dependent on a set of common unobserved factor
A i is k×r is a factor loading matrix with nonrandom components and u it are the specific components of x it distributed independently of the common effects and across i. The main advantage of model (1)- (2) is its generality: the model considers the presence of cross sectional correlation in the y it s;
it does not rule out the possibility that the idiosyncratic regressors x it are also strongly cross correlated; and it also allows for nontrivial correlation between the observable regressors x it and the unobserved ones f t . By virtue of its generality, model (1)- (2) nests, as pointed out in Pesaran (2006) , several popular specifications.
On account of the huge application potential of (1)-(2), the literature on panel data has focused on developing the inferential theory for the slope coefficients β i in presence of cross sectional dependence arising from a common factor structure. Several contributions have pointed out that slope estimation may be inconsistent when such common factors are correlated with the other regressors -see e.g. Pesaran (2006) . Pesaran (2006) suggests a new approach, based on running a regression augmented with the cross sectional averages of dependent and independent variables, known as the Common Correlated Coefficients (CCE) estimator. The set up in Pesaran (2006) is very general and his results can also be extended to the case of non stationary common factors (Kapetanios, Pesaran, and Yamagata, 2011) and also hold in presence of spatial correlation in the error term . In another seminal contribution, Bai (2009) proposes an alternative estimator, called Interactive Fixed Effects (IFE), which combines standard OLS with the Principal Components estimation of the unobservable common factors. Whilst the contribution by Bai (2009) assumes homogeneous slopes, a recent contribution by Song (2013) extends the IFE estimator to the case of heterogeneous panels with cross-section dependence, extending the estimation theory to the case of dynamic panels. A common feature to the contributions by Pesaran (2006) , Bai (2009) and Song (2013) is that they deal mainly with the estimation of the slope parameters, and inference on the unobserved common factors and their loadings is not fully developed.
There are, however, examples where the parameters of interest are not only the slope coefficients but also the common factors f t and their loadings λ i . For example, several contributions have studied the possibility of augmenting a standard regression model with the estimates of common factors from a large set of data (see, for example, Kapetanios and Pesaran, 2007 , Ludvigson and Ng, 2007 and Ludvigson and Ng, 2009 . Estimated factors may also be used e.g. as inputs for diffusion index forecasting (see Stock and Watson, 2005) and as regressors in factor augmented VARs (see Bernanke, Boivin, and Eliasz, 2005) . Castagnetti, Rossi, and Trapani (2012) develop an inferential theory for the unobserved common factors and loadings.
In this paper, we build on (1)- (2), and extend the existing inferential theory on the average slope -say β = E (β i ), in a random coefficient framework. Specifically, we propose a two-stage estimator of the average slope coefficient, based on the CCE estimator in the first stage. Such estimator can be thought of as the IFE estimator with only one iteration, and thus it complements the results in Bai (2009) and Song (2013) by proposing a simpler version of the estimators defined therein. Heuristically, the two-stage approach should combine the efficiency that can be naturally expected from an iterative procedure such as the IFE, with a greater computational simplicity and no risk of the iterative procedure to fail to achieve convergence. The small sample properties of the proposed estimator, analysed through synthetic data, show that the proposed estimator has good finite sample properties. The Monte Carlo experiments show that the two-stage estimator is, in finite samples, less biased than IFE and more efficient. The two-stage procedure, which represents a simple alternative to the IFE, offers the best trade-off between efficiency and computational reliability.
The remainder of the paper is organized as follows. Section 2 discusses the model and the main assumptions. Section 2illustrates the two-stage estimators, and reports the asymptotic results.
Section 3 reports the details of the Monte Carlo experiments as well as the main results from the simulations. Section 4 concludes. Preliminary Lemmas are in Appendix A, and the proof of the main result is in Appendix B.
NOTATION. We use "−→" to denote the ordinary limit; " d −→" and " p −→" to denote convergence in distribution and in probability respectively, and "a.s." for "almost surely". The Frobenius norm of a matrix A is denoted as A = tr (A ′ A), where tr (A) denotes the trace of A. Finite constants that do not depend on the sample size are denoted as M , M ′ , M ′′ , etc... Other notation is defined throughout the paper and in Appendix.
The two stage estimator
In this section, we define the two-stage estimator of the average slope, and we derive its asymptotics properties.
Recall model (1)- (2):
and its matrix form:
In order to estimate the individual slopes β i , the CCE estimator proposed in Pesaran (2006) is given by augmenting the OLS regression of y it on x it with the cross-section averagesz t = 1 n Σ n i=1 z it , with
′ . Based on this intuition, the CCE estimator is defined as Pesaran (2006) proposes two estimators for the means of the individual specific slope coefficients: The Common Correlated Effects Mean Group (CCEMG) estimator, a generalization of the estimator proposed by Pesaran and Smith (1995) , and a generalization of the fixed effects estimator, the Common Correlated Effects Pooled (CCEP) estimator. The CCEMG estimator is a simple average of the individual CCE estimators,β i of β i :β
Assuming β i = β, the CCEP estimator, which allows for the possibility of cross-section dependence, in its simplest form is given by:
The two-stage estimation procedure of the average slope β = E (β i ) is based on the following two steps:
Step 1 Obtain an estimate of the common factors f t in (1)-(2):
1.(a) estimate the β i s using the CCE estimator defined in (3), and compute the residuals
Apply the Principal Component estimator (henceforth, PC) toṽ i , obtainingF with the restrictionF ′F = T I r .
Step 2 Re-estimate the slopes β i and compute their average:
2.(a) Apply OLS to
withM
In
Step 1.(b), it is worth noting that the number of unobserved factors, r, can be assumed to be fixed but it is unknown, and it needs to be estimated as well. Indeed, given a consistent estimator of the β i s such as e.g. the CCE estimator, the residualsṽ i have a pure factor model structure, viz. Bai (2009) and Pesaran (2006, p.30) show that the error component
does not affect the determination of the number of common factors, which can be therefore estimated using e.g. the information criteria developed by Bai and Ng (2002) . Similarly, it is well-known that common factors and loadings are not separately identified, and therefore can be estimated only up to a rotation. As far as our setup is concerned, knowing a rotation of the common factors and loadings is as good as knowing the true factors and loadings.
Turning to
Step 2, note that in Step 2.(a), on account of (8), we havê
this can be compared with the IFE estimator in Song (2013) . As a consequence, in Step 2.(b) the AMG estimator can be expressed aŝ
Finally, in addition toβ AM G we define the Augmented Pooled (AP) estimator
In order to study the asymptotic properties ofβ AM G and ofβ AP , consider the following assumptions.
Assumption 1. [error terms: serial and cross sectional dependence] (i) E (ǫ it ) = 0 and
for all t and s, (c)
for all i, r < 12,
r/2 for all t, r < 12.
Assumption 2. [regressors and common factors] (i) E ǫ x it
12 < ∞ and E f t 12 < ∞; (ii)
for all i, r ≤ 6.
Assumption 3. [slopes and loadings] (i)
with mean zero and independent of ǫ jt , ǫ x jt , f t for all i, j, t; (ii) E v i 2+δ < ∞ for some δ > 0;
(iii) the γ i s are non stochastic and such that max i γ i < ∞ and
Assumptions 1-4 are the same set of assumptions as in Castagnetti, Rossi, and Trapani (2012) ; basically, they are needed in order to prove the consistency of the estimated common factors and loadings. Assumption 4 is specific to the CCE estimator, employed in Step 1. In Assumption 1, serial and cross sectional dependence are allowed for the error term ǫ it . The rest of the assumption is similar to those in Bai (2009) Bai, 2009) , and it entails that common factors are "strong" in the sense of Chudik, Pesaran, and Tosetti (2011) (see in particular Assumption 3). Finally, according to part (iii), the x it s are strictly exogenous. Assumption 3 is standard. Assumption 4 is specific to the CCE estimator of the β i s, employed in Step 1. Particularly, the rank condition in part (ii) is the same as equation (21) in Pesaran (2006) , and it guarantees the consistency of thẽ
We are now ready to present the asymptotics (rates of convergence and limiting distribution)
and consider the Augmented Mean
Group estimator defined in (8).
Theorem 1 Let Assumptions 1-4 hold with
wherẽ
If Assumptions 1-4 hold and
nT . The same rates holds forβ AP .
Theorem 1 reports rates of convergence and asymptotic distributions of both the AMG estimator β AM G and the AP oneβ AP ; further, rates are studied under slope homogeneity. From a theoretical point of view, the theorem states that, in essence, there is no improvement with respect to the first stage estimator (see Pesaran, 2006) . Indeed, the limiting distribution is driven by the term 
the same passages as in Pesaran (2006) 
By (14),Ω v can also be readily estimated usingΩ v as a plug-in estimator.
Monte Carlo Experiments
In this section, we compare the finite sample properties of several estimators (mainly based on the CCE of Pesaran, 2006 , and the IFE of Bai, 2009, and Song, 2013) with the two-stage estimator proposed in Section 2, through synthetic data.
Simulations are carried out under different DGPs; specifically, we consider (1) a homogeneous panel with observed and unobserved common factors; (2) a heterogeneous panel with observed and unobserved common factors; and (3) a heterogeneous panel with unobserved common factors only. We refer to the subsections hereafter for a more through discussion of each specification. In each subsection, we consider combinations of n and T based on n, T ∈ {10, 30, 50, 100, 200}. Each experiment involves 5,000 replications.
It is worth noting that the estimators considered in this section require the determination of the number of the common factors r. This would be customarily done by using some information criteria such as the ones in Bai and Ng (2002) . However, such method could, in small samples, produce an inconsistent estimate of r, thereby leading to incorrect inference. We refer to the simulation results in Coakley, Fuertes, and Smith (2002) and Kapetanios and Pesaran (2007) . Thus, we firstly assume that the number of factors is known throughout the simulations, to examine the small sample properties of the estimators without them being affected by the issue of estimating r. We then introduce the number of factors estimation problem in order to take into account its impact on the estimation errors.
We consider the following DGP:
In (15)- (17), we consider: two individual specific components, x 1it and x 2it ; two observed common factors, d 1t and d 2t ; and one unobserved common factor f t . The error term ǫ it is generated as i.i.d.
; further we set a 1 = a 2 = 1. The observed factors are generated as
where v and {f t } T t=1 , wheref AP,t is the estimated factor obtained from the residualsυ it = y it − x ′ itβ CCEP .
We compare them with those obtained using the IFE estimate for the factor,f IF E,t . Table 1 below reports the average correlation coefficients for both estimation methods
[Insert Table 1 somewhere here]
The results in Table 1 suggest that both factor estimates are highly correlated with the unobserved factor. The last two columns of the table report the average number of iterations and the number of failures for each Monte Carlo simulation, respectively. Failure to achieve convergence for iterative procedures seems to occur particularly for small samples, which is particularly evident for n = 30, T = 10.
The bias and the RMSE of the estimates are in Tables 2 and 3 respectively. Further, bias and RMSE are also computed for the infeasible pooled estimator, calculated as:
In principle, the infeasible estimator constitutes a lower bound to the bias and efficiency.
[Insert Tables 2 and 3 somewhere here]
We observe that for n ≤ 30, the AP estimator slightly outperforms both the CCEP and the IFE estimator in terms of bias and RMSE. The situation is reversed when n is larger than 30. In this case, CCEP and IFE are less biased than AP. In general, the AP estimator and the IFE are quite close in terms of bias and RMSE. For all estimators considered, the RMSE decreases when n increases, for each value of T . As expected, the RMSE gets smaller as long as both n and T increase.
Heterogeneous panel with observed and unobserved common factors
The setup in (15)- (17) is extended to the case of heterogenous slopes, viz.
and
where η ij ∼ i.i.d.N (0, 0.04) for j = 1, . . . , 4. For each experiment we compute the CCEMG by Pesaran (2006) , the Augmented Mean Group (AMG) and the Song (2013) estimator as well as the infeasible MG estimator, assuming f t is observable. Namely the infeasible MG estimator is computed as:
The Song (2013) estimator is computed by allowing up to 200 iterations for each simulation;
as a convergence criterion, we employ vec(β)−vec(β) , where vec(β) = (β ′ 1 , . . . , β ′ n ) ′ and β i = (β 1i , β 2i ) ′ , and we set the tolerance coefficient equal to 0.0001.
Bias and RMSE of the various estimators are in Tables 4 and 5 respectively.
[Insert Tables 4 and 5 somewhere here]
The tables show that, when slope heterogeneity is considered, results are radically different from the homogeneous case in the previous subsection. In terms of bias, the AMG dominates both the CCEMG and the Mean Group estimator based on the IFE individual estimates studied in Song (2013). Similar conclusions can be drawn when considering the RMSEs in Table 5 , although the differences between CCEMG and AMG are very small.
Finally, we consider the average correlation between estimated factors and true ones, reported in Table 6 .
[Insert Table 6 somewhere here] Interestingly, Table 6 shows that the two-step procedure yields estimated factors that are more correlated with the true ones than other procedures. Again, iterative procedures are computationally costly, even more than in the case of a homogeneous panel.
Heterogeneous panel with unobserved common factors only
We finally consider the following DGP, where only unobservable common factors are present:
with β 0i = 5 + 0.2z i and z i generated as i.i.d. N (0, 1); further, we also generate a 1i and a 2i as i.i.d.
N (0, 1). We contrast the same estimators as in the previous subsection.
Bias and RMSEs are reported in Tables 7 and 8 respectively.
[Insert Tables 7 and 8 somewhere here] Table 7 shows that all the estimators considered do not exhibit significant differences as far as the bias is concerned. Conversely, based on Table 8 , the two-step procedure has a lower RMSE than the other procedures.
Finally, correlations between true and estimated factors, reported in Table 9 shows that in the case of Song's iterative procedure, the average correlation is always smaller than that obtained with the AMG procedure. The two average correlations converge only when n becomes larger than 200. Finally, it should be noted how the Song's iterative procedure fail systematically to achieve convergence.
[Insert Table 9 somewhere here]
Unknown number of Factors
An important question is how robust are the various estimators to the knowledge of the true number of factors. We investigate the estimation of the number of factors problem via simulations.
We extend the setup in Section 3.1 to the case of more factors, namely two factors. The factors
We estimate the number of factors by using the IC p2 criteria of Bai and Ng (2002) . 1 Table 10 reports the estimated number of factors averaged over 5, 000 replications. The first estimator,r AM G , is obtained from the residuals after the first stage CCEMG estimator. The estimatorr Song is obtained from the residuals of the Song's estimator. For the Song estimator we update the estimation of the factors at each iteration, until convergence ofβ according to the convergence criteria of Section 3.1. The estimater AM G stabilizes when n, T > 30.
On the contrary, the estimates of r obtained with the Song's iterative procedure are more unstable and biased.
[Insert Table 10 somewhere here]
The knowledge of the true number of factors does not play a very important role in improving the performance of the estimators, as it is evident from the bias and RMSE reported in Tables 11   and 12 , respectively. Further, there is no clear indication that one of the estimators is more affected than others by the uncertainty in the number of the unknown factors.
[Insert Table 11 and Table 12 somewhere here]
Conclusions
This paper considers inference in a stationary panel model where slopes are allowed to be heterogeneous and common unknown factors are present. A two-stage estimator is proposed, based on the CCE estimator (Pesaran, 2006) in the first stage and on a similar approach to the Interactive Effect estimator (Bai, 2009) The results show that the two-step estimator proposed has remarkable properties when compared to the Bai (2009) iterative estimator and its extension to the case of heterogeneous panels provided by Song (2013) . The IFE estimator is computationally more demanding and less accurate when we consider the fact that it fails to achieve convergence in a relevant number of cases. In conclusion, there is no clear advantage in finite sample in adopting the iterative procedure with respect to the much more reliable two-stage procedure proposed here.
Appendix A: Preliminary lemmas
This section contains some preliminary Lemmas to prove Theorem 1. Lemmas 1-4 have been derived in Castagnetti, Rossi and Trapani (2012) , and we refer to that paper for the proofs; Lemmas 5 and 6 are new, and the proofs are reported here. Their proofs are based on very similar arguments as in Castagnetti, Rossi, and Trapani (2012) , and we only report the main passages when possible for the sake of a concise discussion.
Henceforth, we use the notation δ nT = min √ n, √ T and φ nT = min {n, √ T }. Note that, by equation (45) in Pesaran (2006, p.980) 
Both expressions (22) and (23) will be used frequently; similarly, we henceforth define
, so that we can writẽ
for every i; by construction, (23)
All proofs rely upon the decomposition -see Proposition A.1 in Bai (2009)
= F 1 + F 2 + F 3 + F 4 + F 5 + F 6 + F 7 + F 8.
For the sake of notational simplicity, we set rotation matrix H inF − F H equal to the identity matrix. In view of (25), the only difference with Bai (2009) is the presence of the unit specific estimates,β j .
for all i.
Lemma 2 Let Assumptions 1-4 hold. Then, as (n, T ) → ∞ it holds that, for every i
Lemma 3 Let Assumptions 1-4 hold. Then it holds that, for every i
nT .
Lemma 4 Under Assumptions 1-4, it holds that, for every
nT , for any r ≤ 3.
Lemma 5 Let Assumptions 1-4 hold. Then it holds that, for every
Using the definition ofM F and the identification restrictionsF ′F = T I k and F ′ F = T I k , we have
Assumption 4(i), part (i) follows.
We now turn to part (ii); using the short-hand notation
where the second equality follows from part (i) of the Lemma. Consider I; using Assumption 4
Note that
using, respectively, Assumptions 2(iii), 2(i) and 1(ii)(c). Thus, I = O p n −1/2 T −1/2 . As far as II is concerned, note
Consider II a ; this is bounded by E
Using Lemma 2(i) and the same passages as above,
nT . Putting all together,
nT . QED
Lemma 6 Under Assumptions 1-4, it holds that
Proof. Using Lemma 5(i),
Using (25), we obtain
Consider I; we have
Hence, using a similar logic to the proofs in Castagnetti, Rossi, and Trapani (2012)
, using Holder's inequality in the first line (with p = nT . Turning to II, using (24)
where the o p (1) term comes from M F − M F = o p (1). Consider II a ; this is bounded by
based on the same passages as above. Turning to II b , this is bounded by
. Based on Lemma 3, Assumption 2, and (24), we have that this is O p
nT . As far as III is concerned, it is bounded by
Term III a is bounded by
; we have
; by a similar logic as above, E
is bounded, and hence similar passages as above yield III a
nT . As far as IV and V are concerned, they have the same order of magnitude as II and III respectively. Considering V I, it is bounded by
can be shown to be bounded by using the Cauchy-Schwartz inequality and by using Assumption 2; further,
using Assumption 2 and 1(ii)(d). Therefore, V I a is bounded by
nT by Lemma 2(ii); thus,
; by Lemma 5(ii), this entails that V II =
nT . Finally, turning to V III, this is bounded by
As above, V III a is bounded by
, and that, using Lemma 3,
nT . Putting all together, the Lemma follows. QED
Appendix B
Proof of Theorem 1. Consider (11) and (12). It holds that, by definition
Equation (11) follows immediately from Lemmas 3 and 5, and by noting that, using Assumption 3,
Consider now (12). The term that dominates in (28) is
Central Limit Theorem (CLT) holds, so that (12) follows immediately. As far as (13) is concerned, in (29) the term that dominates is
. Consider the denominator; from the above we have
note that the X ′ i M F X i s are a conditionally independent sequence with finite second momentindeed, by Assumption 2, the sequence has moments up to the 6th. Hence a conditional Law of Large Numbers can be applied (see e.g. Rao (2009)), and
where E represents the expected value operator conditional upon the σ-field {f t } T t=1 . As far as the numerator is concerned, note that
, independent across i. A Lyapunov condition can be shown to hold, with
account of Assumptions 2 and 3. Thus, the conditional CLT (Rao, 2009 ) yields
Putting all together, (13) follows.
Finally, note that, when β i = β (and, therefore, Ω v = 0) for all i,β AM G − β reduces to and {F AP,t } T t=1 in the case of homogeneous slope. Iter and fail indicate the average number of iterations and the number of failures (lack of convergence) of the iterative process for the estimation method of Bai (2009), respectively. The DGP is in (15)-(17). Table 2 : Bias of β estimators in the case of homogeneous slope. The DGP is in (15)- (15). IFE is the Interactive Fixed Effects estimator by Bai (2009) , CCEP is the Pooled CCE estimator by Pesaran (2006) , Inf Pooled is the infeasible pooled estimator obtained with pooling and unobserved common factors. AP is the Augmented Pooled estimator. Table 3 : RMSE of β estimators in the case of homogeneous slope. The DGP is in (15)-(15). IFE is the Interactive Fixed Effects estimator by Bai (2009) , CCEP is the Pooled CCE estimator by Pesaran (2006) , Inf Pooled is the infeasible pooled estimator obtained with pooling and unobserved common factors. AP is the Augmented Pooled estimator. Table 4 : Bias of β i estimators in the case of heterogeneous slope, see (18) and (19). Inf MG is the mean group estimators obtained with unobserved common factors. CCEMG is the mean group CCE estimator by Pesaran (2006) . AMG is the mean group estimator in (8). Song is the Interactive Fixed Effects estimator by Bai (2009) extended to the heterogenous case by Song (2013) . Table 5 : RMSE of β i estimators in the case of heterogeneous slope, see (18) and (19). Inf MG is the mean group estimators obtained with unobserved common factors. CCEMG is the mean group CCE estimator by Pesaran (2006) . AMG is the mean group estimator in (8). Song is the Interactive Fixed Effects estimator by Bai (2009) Table 7 : Bias of β i estimators in the case of heterogeneous slope with unobserved common factors only. The DGP is in (20) and (21). Inf MG is the mean group estimators obtained with unobserved common factors. CCEMG is the mean group CCE estimator by Pesaran (2006) . AMG is the mean group estimator (8). Song is the Interactive Fixed Effects estimator by Bai (2009) extended to the heterogenous case by Song (2013) . Table 8 : RMSE of β i estimators in the case of heterogeneous slope with unobserved common factors only. The DGP is in (20) and (21). Inf MG is the mean group estimators obtained with unobserved common factors. CCEMG is the mean group CCE estimator by Pesaran (2006) . AMG is the mean group estimator (8). Song is the Interactive Fixed Effects estimator by Bai (2009) Table 11 : Bias of β i estimators in the case of heterogeneous slope when the number of common factors f t is unknown. Inf MG is the mean group estimators obtained with unobserved common factors. CCEMG is the mean group CCE estimator by Pesaran (2006) . AMG is the mean group estimator (8). Song is the Interactive Fixed Effects estimator by Bai (2009) extended to the heterogenous case by Song (2013) . Table 12 : RMSE of β i estimators in the case of heterogeneous slope when the number of common factors f t is unknown. Inf MG is the mean group estimators obtained with unobserved common factors. CCEMG is the mean group CCE estimator by Pesaran (2006) . AMG is the mean group estimator (8). Song is the Interactive Fixed Effects estimator by Bai (2009) extended to the heterogenous case by Song (2013) .
