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Abstrakt
Diplomova´ pra´ce se zaby´va´ rozdeˇlen´ım extre´mn´ıch hodnot a cenzorovany´mi vy´beˇry. V
teoreticke´ cˇa´sti je popsa´na metoda maxima´ln´ı veˇrohodnosti, typy cenzorovany´ch vy´beˇr˚u
a je definova´no rozdeˇlen´ı extre´mn´ıch hodnot. V pra´ci jsou odvozeny veˇrohodnostn´ı rov-
nice pro cenzorovane´ vy´beˇry z exponencia´ln´ıho, Weibullova, logaritmicko–norma´ln´ıho,
Gumbelova a zobecneˇne´ho extre´mn´ıho rozdeˇlen´ı. Pro tato rozdeˇlen´ı jsou te´zˇ odvozeny
asymptoticke´ intervalove´ odhady a je provedena simulacˇn´ı studie sleduj´ıc´ı za´vislost od-
hadu parametru na procentu cenzorova´n´ı.
Summary
The thesis deals with extreme value distributions and censored samples. Theoretical
part describes a maximum likelihood method, types of censored samples and introduce
a extreme value distributions. In the thesis are derived likelihood equations for censored
samples from exponential, Weibull, lognormal, Gumbel and generalized extreme value
distribution. For these distributions are also derived asymptotic interval estimates and is
made simulation studies on the dependence of the parameter estimate on the percentage
of censoring.
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1 Úvod
Teorie extrémních hodnot se zabývá rozdělením maxim respektive minim posloupností
nezávislých stejně rozdělených náhodných veličin. Tato teorie se využívá pro posuzování
rizik vyplývajících z výskytu vysoce nepravděpodobných událostí, jako jsou například
stoleté povodně, výskyt extrémního počasí, výskyt mimořádných pojistných událostí či v
teorii spolehlivosti při výskytu poruch. V praxi se nám však ne vždy podaří zaznamenat
všechna nastoupení sledovaných jevů. Získáváme tak cenzorované výběry, ze kterých je v
praxi potřeba provádět odhady.
Tato práce si klade za cíl popsat jednotlivé typy cenzorování a následně odvodit vztahy
pro odhady parametrů rozdělení pravděpodobnosti z cenzorovaných výběrů.
Po první kapitole Úvod následuje druhá kapitola věnovaná teorii maximálně věrohod-
ných odhadů. V ní jsou uvedeny základní věty a definice z této teorie a je popsán princip
této metody.
Třetí kapitola si klade za cíl popsat typy cenzorovaných výběrů a odvodit či uvést
tvary věrohodnostních funkcí. Do této kapitoly je též zahrnuto odvození věrohodnostních
rovnic a asymptotických intervalových odhadů parametrů v cenzorovaných výběrech pro
exponenciální, Weibullovo a logaritmicko–normální rozdělení.
Čtvrtá kapitola obsahuje zavedení rozdělení extrémních hodnot. V kapitole jsou dále od-
vozeny tvary věrohodnostních rovnic a asymptotických intervalových odhadů parametrů
pro extrémní rozdělení typu I (Gumbelovo) a pro zobecněné rozdělení extrémních hodnot.
Pátá kapitola je věnována simulacím, ve kterých je studována závislost odhadu para-
metru na procentu cenzorování v cenzorovaných výběrech z exponenciálního, Weibullova,
logaritmicko–normálního, Gumbelova a zobecněného extrémního rozdělení. Jsou zde uve-
deny výstupy z těchto simulací ve formě obrázků a z nich vyvozené závěry. V této kapitole
jsou též popsány programy vytvořené v matlabu, které využívají některé odvozené vztahy
z předchozích dvou kapitol. Programy pak byly využity při simulacích.
Poslední kapitola Závěr shrnuje výsledky této práce.
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2 Metoda maximální věrohodnosti
Tato kapitola byla zpracována dle [1]. V celé praci budeme nadále pracovat se spojitými
nahodnými veličinami.
2.1 Základní pojmy
Definice 2.1 Nechť (Ω, A, P ) je pravděpodobnostní prostor a na něm je definována ná-
hodná veličina X. Funkci F (x) = P (X ≤ x) definovanou pro všecna x ∈ R budeme
nazývat distribuční funkcí náhodné veličiny X.
Definice 2.2 Nechť (Ω, A, P ) je pravděpodobnostní prostor a na něm je definována ná-
hodná veličina X. Pak Funkci f(x) ≥ 0 splňující pro všechna x ∈ R vztah ∫ x−∞ f(t)dt =
F (x) budeme nazývat hustotou pravděpodobnosti náhodné veličiny X.
Definice 2.3 Nechť (Ω, A, P ) je pravděpodobnostní prostor a na něm je definována ná-
hodná veličina X. Funkci R(x) = P (X > x) = 1 − F (x) definovanou pro všechna x ∈ R
budeme nazývat funkce spolehlivosti.
Definice 2.4 Střední hodnota náhodné veličiny X se značí symbolem EX a je dána vzta-
hem
EX =
∫ ∞
−∞
xf(x)dx.
Symbolem EθX budeme značit střední hodnotu náhodné veličiny X o hustotě f(x,θ), kde
θ je vektor parametrů daného rozdělení.
Definice 2.5 Nechť (Ω, A, P ) je pravděpodobnostní prostor a na něm je definována po-
sloupnost náhodných veličin X1, X2, . . . a náhodná veličina X. Nechť posloupnost Xn, n =
1, 2, . . . má distribuční funkci Fn a nechť X má distribuční funkci F. Jestliže Fn(x)→ F (x)
v každém takovém bodě x, ve kterém je funkce F spojitá, pak říkáme, že posloupnost
Fn konverguje slabě k F. V tomto případě pak říkáme, že veličiny Xn konvergují k ná-
hodné veličině X v distribuci a rozdělení náhodných veličin Xn nazýváme asymptotické
rozdělení. Konvergenci v distribuci budeme značit Xn
d−→ X. V případě, že rozdělení ná-
hodné veličiny X má konkrétní označení, třeba N(µ, σ2), pak budeme místo Xn
d−→ X psát
Xn
d−→ N(µ, σ2).
Definice 2.6 Nechť X1, . . . , Xn je posloupnost nezávislých stejně rozdělených náhodných
veličin s rozdělením o distribuční funkci F (x). Pak říkáme, že X1, . . . , Xn je náhodný
výběr z rozdělení o distribuční funkci F (x). Číslo n se nazývá rozsah výběru.
Definice 2.7 Mějme náhodný výběr X1, . . . , Xn z rozdělení, které má distribuční funkci
F (x). Tyto veličiny uspořádáme vzestupně podle velikosti. Nejmenší z nich označíme X(1),
druhou nejmenší X(2), až největší X(n). Platí tedy X(1) ≤ X(2) ≤ · · · ≤ X(n). Veličinám
X(1), X(2), . . . , X(n) se říká uspořádaný náhodný výběr. Jestliže náhodná veličina Xi je v
uspořádaném náhodném výběru j−tá, tj. když Xi = X(j), pak pořadí Ri této veličiny je
rovno číslu j.
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2.2 Metoda maximální věrohodnosti
2.2.1 Pomocná tvrzení
Dříve než bude popsán samotný princip metody maximální věrohodnosti, bude uve-
deno pár důležitých pojmů a vět z teorie odhadu. Předpokládejme, že náhodný vektor
X = (X1, . . . , Xn) má hustotu f(x,θ), přičemž θ = (θ1, . . . , θm)′ je neznámý parametr.
Na základě vektoru X je třeba získat co nejlepší odhad parametru θ, který patří do para-
metrického prostoru Ω ⊂ Rm. Bodovým odhadem parametru θ rozumíme nalezení nějaké
vektorové měřitelné funkce g takové, aby náhodný vektor T = g(X) v nějakém smyslu co
nejlépe aproximoval hodnotu parametru θ.
Definice 2.8 Řekneme, že systém hustot {f(x, θ), θ ∈ Ω} je regulární, jsou–li splněny
tyto podmínky:
1. Množina Ω je neprázdná otevřená.
2. Množina M = {x : f(x, θ) > 0} nezávisí na θ.
3. Pro skoro všechna x ∈M existuje konečná parciální derivace f ′(x, θ) = ∂f(x,θ)
∂θ
.
4. Pro všechna θ ∈ Ω platí ∫M f ′(x, θ)dx = 0.
5. Integrál
Jn(θ) =
∫
M
[
f ′(x, θ)
f(x, θ)
]2
f(x, θ)dx
je konečný a kladný.
Integrál Jn(θ) se nazývá Fisherova míra informace o parametru θ obsažená v náhodném
vektoru X. Tento integrál se dá též zapasat zapomocí střední hodnoty a to
Jn(θ) = E
[
f ′(X, θ)
f(X, θ)
]2
= E
[
∂ ln f(X, θ)
∂θ
]2
.
Fisherova míra informace má v teorii odhadu velký význam a proto zde budou uvedeny
některé její důležité vlastnosti.
Věta 2.1 Nechť systém hustot {f(x, θ), θ ∈ Ω} je regulární. Jestliže pro skoro všechna
x ∈M existuje
f ′′(x, θ) =
∂2f(x, θ)
∂θ2
a jestliže pro všechna θ ∈ Ω platí ∫
M
f ′′(x, θ)dx = 0,
pak
Jn(θ) = −
∫
M
∂2 ln f(x, θ)
∂θ2
f(x, θ)dx.
Důkaz. Viz [1].
5
2.2 METODA MAXIMÁLNÍ VĚROHODNOSTI
Zobecnění Fisherovy míry informace na případ vícerozměrného parametru vede k Fishe-
rově informační matici. Ta bude definována v následující definici.
Definice 2.9 Nechť náhodný vektor X = (X1, . . . , Xn)′ má spojitou hustotu f(x,θ).
Předpokládejme, že platí:
1. θ ∈ Ω je neprázdná otevřená množina v Rm.
2. Množina M = {x : f(x,θ) > 0} nezávisí na θ.
3. Pro skoro všechna x ∈ M a pro všechna i = 1, . . . ,m existují parciální derivace
f ′i(x,θ) =
∂f(x,θ)
∂θi
.
4. Pro každé i = 1, . . . ,m a pro všechna θ ∈ Ω platí ∫M f ′i(x,θ)dx = 0.
5. Pro každou dvojici (i, j), i, j = 1, . . . ,m, existuje konečný integrál
Jij(θ) =
∫
M
f ′i(x,θ)f
′
j(x,θ)
f 2(x,θ)
f(x,θ)dx.
6. Matice Jn(θ) = (Jij(θ))mi,j=1 je pozitivně definitní pro každé θ ∈ Ω.
Pak se systém hustot {f(x,θ),θ ∈ Ω} nazývá regulární a Jn(θ) se nazývá Fisherova
informační matice.
Věta 2.2 Nechť systém hustot {f(x,θ),θ ∈ Ω} je regulární. Předpokládejme, že pro skoro
všechna x ∈M existují derivace
f ′′ij(x,θ) =
∂2f(x,θ)
∂θi∂θj
, i, j = 1, . . . ,m,
a, že pro všechna θ ∈ Ω platí∫
M
f ′′ij(x,θ)dµ(θ) = 0, i, j = 1, . . . ,m.
Pak platí
Jij(θ) = −
∫
M
∂2 ln f(x,θ)
∂θi∂θj
f(x,θ)dµ(x), i, j = 1, . . . ,m.
Důkaz.Viz [1].
2.2.2 Princip metody
Nechť náhodný vektor X = (X1, . . . , Xn)′ má hustotu f(x,θ), kde θ ∈ Ω. Při pevné
hodnotě x je funkce f(x,θ) jakožto funkce θ nazývána věrohodnostní funkce. Dále v textu
se bude věrohodnostní funkce značit L(θ) = L(x,θ). Statistika θˆ = θˆ(X) parametru θ,
která maximalizuje věrohodnostní funkci L(x,θ) pro dané X = x, se nazývá maximálně
věrohodný odhad parametru θ.
Nechť náhodný vektor X má hustotu f(x,θ), přičemž θ ∈ Ω ⊂ Rm. Nechť u : Ω→ Ω∗
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je funkce, která zobrazuje Ω na Ω∗ ⊂ Rk. Ke každému θ ∈ Ω je tedy přiřazeno θ∗ ∈ Ω∗
předpisem θ∗ = u(θ). Nechť G(θ∗) = {θ : θ ∈ Ω, u(θ) = θ∗}. Označme
Q(x,θ∗) = sup
θ∈G(θ∗)
f(x,θ).
Pak se Q jakožto funkce θ∗ nazývá věrohodnostní funkce indukovaná parametrickou funkcí
u. Hodnota θˆ
∗
, která maximalizuje Q(X,θ∗), se nazývá maximálně věrohodný odhad
parametrické funkce u.
Věta 2.3 Je–li θˆ maximálně věrohodný odhad parametru θ, pak u(θˆ) je maximálně věro-
hodný odhad parametrické funkce u(θ).
Důkaz.Viz [1].
Jednorozměrný případ
Nechť θ je jednorozměrný parametr. Funkce l(x, θ) = lnL(x, θ) se jakožto funkce pro-
měnné θ při pevném x nazývá logaritmická věrohodnostní funkce.
Věta 2.4 Nechť jsou splněny předpoklady
P1: Nechť Ω je parametrický prostor, který obsahuje takový neprázdný otevřený interval
ω, že skutečná hodnota parametru θ0 patří do ω.
P2: Nechť X = (X1, . . . , Xn)′, kde Xi jsou nezávislé stejně rozdělené náhodné veličiny s
hustotou f(x, θ).
P3: Nechť M = {x : f(x, θ) > 0} nezávisí na θ.
P4: Nechť θ1, θ2 ∈ Ω. Pak f(x, θ1) = f(x, θ2) skoro všude platí právě tehdy, je–li θ1 = θ2.
A nechť na intervalu ω existuje f ′(x, θ) = ∂f(x,θ)
∂θ
pro skoro všechna x. Pak pro každé ε > 0
při n→∞ platí, že s pravděpodobností konvergující k jedné má věrohodnostní rovnice
∂l(x, θ)
∂θ
= 0
takový kořen θˆn = θˆn(x), že |θˆn − θ0| < ε.
Důkaz. Viz [1].
Věta 2.5 Nechť {f(x, θ), θ ∈ Ω} je regulární systém hustot s Fisherovou mírou informace
J(θ) a nechť platí předpoklady P1 až P4 z předchozí věty. Nechť θ0 ∈ ω je skutečná hodnota
parametru a nechť jsou splněny následující předpoklady.
1. Pro všechna θ ∈ ω a skoro všechna x ∈M existuje derivace f ′′′(x, θ) = ∂3f(x,θ)
∂θ3
.
2. Pro všechna θ ∈ ω platí ∫
M
f ′′(x, θ)dµ(x) = 0.
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3. Existuje taková nezáporná měřitelná funkce H(x), že Eθ0H(X) < ∞ a přitom pro
skoro všechna x ∈ M a pro všechna θ taková, že |θ − θ0| < ε pro nějaké dostatečně
malé ε > 0 , platí ∣∣∣∣∂3 ln f(x, θ)∂θ3
∣∣∣∣ ≤ H(x).
Pak platí následující tvrzení.
i. Jestliže n→∞, pak
1√
n
l′(θ0)
d−→ N(0, J(θ0)).
ii. Existuje–li pro každé dostatečně velké n a pro každou hodnotu X takový kořen θˆn
věrohodnostní rovnice, že θˆn je konsistentním odhadem parametru θ0, pak
√
n(θˆn − θ0) d−→ N(0, 1
J(θ0)
).
Důkaz. Viz [1].
Vektorový parametr
Pro odhad vektorového parametru platí podobná tvrzení jako pro odhad jednorozměr-
ného parametru. Dále uvedené věty jsou jen zobecněním vět platících pro jednorozměrný
případ. Sdružená hustota je L(x,θ) =
∏n
i=1 f(xi,θ), kde θ je m−rozměrný vektor pa-
rametrů. Funkce l(θ) = lnL(x,θ) se nazývá logaritmická věrohodnostní funkce. Systém
věrohodnostních rovnic je tvaru:
∂l(θ)
∂θj
= 0, j = 1, . . . ,m.
Věta 2.6 Nechť systém hustot {f(x,θ),θ ∈ Ω} je regulární a má Fisherovu informační
matici J(θ). Nechť platí následující předpoklady:
1. Nechť Ω ⊂ Rm je parametrický prostor, který obsahuje takový neprázdný otevřený
interval ω, že skutečná hodnota parametru θ0 patří do ω.
2. Nechť X = (X1, . . . , Xn)′, kde Xi jsou nezávislé stejně rozdělené náhodné veličiny s
hustotou f(x,θ).
3. Nechť M = {x : f(x,θ) > 0} nezávisí na θ.
4. Nechť θ1,θ2 ∈ Ω. Pak f(x,θ1) = f(x,θ2) platí právě tehdy, je–li θ1 = θ2.
5. Derivace ∂
3f(x,θ)
∂θi∂θj∂θk
existuje pro skoro všechna x, pro všechna θ ∈ ω a pro všechna
i, j, k = 1, . . . ,m.
6. Pro všechna θ ∈ ω platí∫
M
f ′′ij(x,θ)dµ(x) = 0, i, j = 1, . . . ,m.
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7. Pro všechna i, j, k = 1, . . . ,m existují funkce Mijk(x) ≥ 0 tak, že Eθ0Mijk(X) <∞,
kde X je náhodná veličina s hustotou f(x,θ) a∣∣∣∣∂3 ln f(x,θ)∂θi∂θj∂θk
∣∣∣∣ ≤Mijk(x) pro všechna θ ∈ ω a skoro všechna x ∈M.
Pak platí následující tvrzení.
(i) Jestliže n → ∞, pak ke každému ε > 0 existuje s pravděpodobností blížící se jedné
takové řešení θˆn systému věrohodnostních rovnic, že ||θˆn − θ0|| < ε.
(ii) Položme
U(θ) =

∂l(θ)
∂θ1· · · · · ·
∂l(θ)
∂θm
 .
Pak pro n→∞ platí
1√
n
U(θ0)
d−→ N(0,J(θ0)).
(iii) Existuje–li pro každé dostatečně velké n a pro každou hodnotu X takový kořen θˆn
systému věrohodnostních rovnic, že θˆn je konsistentním odhadem parametru θ0, pak
√
n(θˆn − θ0) d−→ N(0,J(θ0)−1).
Důkaz. Viz [1].
S využitím předcházející teorie lze snadno zkonstruovat intervalové odhady parametrů
θi, kde i = 1, . . . ,m. Asymptotické oboustranné intervaly spolehlivosti pro parametry θi,
i = 1, . . . ,m s koeficientem spolehlivosti 1− α/2 jsou
(θˆi − u1−α/2
√
ψi,i, θˆi + u1−α/2
√
ψi,i) i = 1, . . . ,m,
kde u1−α/2 je 1 − α/2 kvantil standartizovaného normálního rozdělení a ψi,i je hodnota
matice ψ(θ) v i–tém řadku a i–tém sloupci. Matice ψ(θ) je inverzní matice k asymtotické
Fisherově informační matici a je určena vztahem
ψ(θ) =

− ∂2
∂θ21
lnL|θ=θˆ · · · − ∂
2
∂θ1∂θm
lnL|θ1=θ=θˆ
...
. . .
...
− ∂2
∂θm∂θ1
lnL|θ=θˆ · · · − ∂
2
∂θ2m
lnL|θ=θˆ

−1
.
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3 Cenzorované výběry
V této kapitole budou popsány jednotlivé typy cenzorovaných výběrů, uvedeny tvary
věrohodnostních funkcí a dále pak budou pro exponenciální, Weibullovo a logaritmicko−
−normální rozdělení odvozeny konkrétní tvary věrohodnostních rovnic a stanoveny inter-
valové odhady parametrů těchto rozdělení. Odvození věrohodnostních rovnic a následných
intervalových odhadů bylo provedeno autorem této práce. Některé získané vztahy byly pře-
kontrolovány podle [2]. Pro zkrácení zápisu však nebyly uvedeny všechny kroky výpočtů.
3.1 Cenzorované výběry
Nechť X1, . . . , XN jsou nezávislé náhodné veličiny s rozdělením o distribuční funkci
F (x,θ) a hustotě f(x,θ). Nechť Xi značí dobu čekání u i–té statistické jednotky na rizi-
kový jev. V teorii spolehlivosti se jedná třeba o sledování doby do poruchy součástky. V
lékařství může značit dobu do úmrtí sledovaného pacienta při závažné chorobě. V praxi se
nám však ne vždy podaří získat úplný náhodný výběr X1, . . . , XN . Jeden z důvodů, proč
nečekáme, až rizikový jev nastane u všech sledovaných statistických jednotek, je třeba
finanční náročnost sledování všech statistických jednotek. Při zkouškách životnosti nelze
z finančních či časových důvodů čekat, než se nám pokazí všechny testované stroje. Dálší
důvod vzniku cenzorovaných výběrů se vyskytuje v medicíně, kdy sledovaný pacient tr-
pící smrtelnou nemocí přestane docházet na pravidelné kontroly ať už z důvodu změny
bydliště či úmrtí z jiných důvodů, než je sledovaná nemoc.
K cenzorování dochází, jestliže sledujeme N statistických jednotek a výsledek experi-
mentu jsou dvě skupiny statistických jednotek. V první jsou ty, u nichž došlo v průběhu
sledování k poruše. Ve druhé jsou ty, u kterých nedošlo při sledování k poruše.
Dle typu uspořádání experimentu lze cenzorované výběry rozdělit na cenzorováné ča-
sem, poruchou či náhodně. Cenzorování časem se též označuje jako cenzorování typu I a
cenzorování poruchou jako cenzorování typu II.
Další typ dělení je: cenzorování zleva, zprava, dvojité, progresivní a intervalové.
V Následujícím výčtu typů cenzorování jsou vztahy pro věrohodnostní funkce převzaty
z [2] a [6] a odvození náhodného cenzorování je provedeno dle [10].
3.1.1 Výběry cenzorované zprava typu I
S cenzorováním typu I u zprava cenzorovaných výběrů se v experimentu setkáme, jestliže
všech N statistických jednotek sledujeme od počátku experimentu, tedy od času t = 0.
Jejich sledování ukončíme v nějakém předem určeném pevném čase t = TP bez ohledu na
to, u kolika jednotek došlo k poruše.
Následující odvození je provedeno dle [6]. Výsledkem experimentu je n−tice prvních
pořadových statistik X(1), . . . , X(n) a informace, že u c = N − n statistických jednotek
došlo k poruše po čase TP , tedy X(n+1) > TP , . . . , X(N) > TP . Nechť (X(1), . . . , X(n)) = X
jsou pozorované uspořádané doby do poruchy a nechť 0 < x(1) < · · · < x(n). Označme
x = (x(1), . . . , x(n)). Nechť 4 > 0 je takové, že x(i) +4 < x(i+1), i = 0, . . . , n − 1, kde
x(0) = 0 a x(n)+4 < TP . Nechť4 označuje n−rozměrný vektor, který má všechny složky
rovny 4. Pravděpodobnost nastoupení jevu, že žádné pozorování není menší než x(1),
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právě jedno pozorování padne do intervalu 〈x(1), x(1) +4), žádné pozorování nepadne do
intervalu 〈x(1) +4, x(2)), právě jedno padne do intervalu 〈x(2), x(2) +4), . . . , právě jedno
pozorování padne do intervalu 〈x(n), x(n) +4) a c pozorování je větších než TP , je
P (x ≤ X < x+4, X(n+1) > TP , . . . , X(N) > TP ) = N !
0!1! · · · 1!(N − n)!
n∏
i=1
(F (x(i) +4)
− F (x(i)))Rc(TP ),
kde R(x) značí funkci spolehlivosti. Sdružené rozdělení výsledku experimentu má hus-
totu (vzhledem k součinu n−rozměrné Lebesgueovy a čítací míry)
f(x(1), . . . , x(n), n) =
N !
(N − n)!
n∏
i=1
f(x(i))R
c(TP ),
kde 0 < x(1) < . . . , x(n) < TP a n = 0, 1, . . . , N. Věrohodnostní funkce je
L(x(1), . . . , x(n), n,θ) =
N !
(N − n)!
n∏
i=1
f(x(i),θ)R
c(TP ,θ),
kde 0 < x(1) < . . . , x(n) < TP , n = 0, 1, . . . , N a θ ∈ Ω.
3.1.2 Výběry cenzorované zprava typu II
V čase t = 0 začneme sledovat N statistických jednotek. Sledování ukončíme přesně
v okamžiku, kdy zaznamenáme poruchu u n jednotek, kde n je předem dané pevné
číslo n ∈ {1, . . . , N}. Výsledkem experimentu je n uspořádaných náhodných veličin
X(1), . . . , X(n) udávajících prvních n dob do poruchy. Doba sledování jednotek je dána
okamžikem nastoupení n–té poruchy, tedy TP = X(n). Porucha nebyla v průběhu pozoro-
vání zaznamenána u zbývajících c jednotek, kde c = N −n. O těchto c jednotkách lze říci
pouze to, že doba do poruchy je u nich větší než okamžik nastoupení n−té poruchy X(n).
Následující odvození je provedeno dle [6]. Nechť (X(1), . . . , X(n)) = X jsou pozorované
uspořádané doby do poruchy a nechť 0 < x(1) < · · · < x(n). Označme x = (x(1), . . . , x(n)).
Nechť 4 > 0 je takové, že x(i) + 4 < x(i+1), i = 0, . . . , n − 1, kde x(0) = 0. Nechť 4
označuje n−rozměrný vektor, který má všechny složky rovny 4, a nechť
Z = {x ≤ X < x+4}.
Náhodný jev Z nastane, právě když žádné pozorování není menší než x(1), právě jedno
pozorování padne do intervalu 〈x(1), x(1) + 4), žádné pozorování nepadne do intervalu
〈x(1)+4, x(2)), právě jedno padne do intervalu 〈x(2), x(2)+4), . . . , právě jedno pozorování
padne do intervalu 〈x(n), x(n) +4) a c pozorování je větších nebo rovných x(n) +4. Proto
je
P (Z) =
N !
0!1! · · · 1!(N − n)!
n∏
i=1
(F (x(i) +4)− F (x(i)))Rc(x(n) +4).
Sdružená hustota X potom je
f(x(1), . . . , x(n)) = lim4→0
4−nP (Z) =
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=
N !
(N − n)!
n∏
i=1
f(x(i))R
c(x(n)), 0 < x(1) < . . . , x(n) <∞.
Věrohodnostní funkce je
L(x(1), . . . , x(n),θ) =
N !
(N − n)!
n∏
i=1
f(x(i),θ)R
c(x(n),θ),
kde 0 < x(1) < . . . , x(n) <∞ a θ ∈ Ω.
Odvození u ostatních typů cenzorování nebudou dále uváděny. Jejich provedení je po-
dobné jako dvě zde uvedená odvození.
3.1.3 Výběry cenzorované zleva typu I
Experiment započneme v čase t = 0. Sledování a zaznamenávání poruch však nezačneme
v okamžiku začátku experimentu, ale až v nějakém předem daném pevném čase t = TL.
Od tohoto času zaznamenáváme všechny poruchy až do okamžiku zakončení experimentu,
přičemž experiment je ukončen v okamžiku, kdy došlo k poruše u všech N = c+n jednotek.
Výsledkem experimentu je tedy n zaznamenaných dob do poruchy X(c+1), X(c+2), . . . , X(N)
a informace o tom, že u c jednotek došlo k poruše před okamžikem započetí sledování
X(1) ≤ X(2) ≤ . . . ≤ X(c) < TL. Věrohodnostní funkce je tvaru
L(x(c+1), . . . , x(N), n,θ) = K · F (TL,θ)c
n∏
i=1
f(x(i+c),θ),
kde K je blíže nespecifikovaná konstanta a x(c+1), . . . , x(N) jsou zaznamenané doby na-
stoupení poruch.
3.1.4 Výběry cenzorované zleva typu II
Experiment je započat v čase t = 0 a účastní se ho N zařízení. První doba poruchy,
která je zaznamenána je až c + 1 porucha. O předchozích poruchách u c zařízení víme
jen to, že proběhly před časem první zaznamenané poruchy. Pozorování ukončíme, když
je všech N zařízení poroucháno. Výsledkem experimentu jsou doby nastoupení n poruch:
X(c+1), X(c+2), . . . , X(N). Pro doby poruch před okamžikem cenzorování TL = X(c+1) platí
X(1) ≤ . . . ≤ X(c) < TL = X(c+1). Věrohodnostní funkce pro tento případ je
L(x(c+1), . . . , x(N),θ) = K · F (x(c+1),θ)c
n∏
i=1
f(x(i+c),θ),
kde K je blíže nespecifikovaná konstanta a x(c+1), . . . , x(N) jsou zaznamenané doby na-
stoupení poruch.
3.1.5 Výběry dvojitě cenzorované
Dvojité cenzorování je kombinací cenzorování zleva a zprava. Může být jak typu I tak
typu II. Experiment započneme na N zařízeních v čase t = 0. Pro typ I započneme
sledovat zařízení v čase t = TL. Do tohoto času porucha proběhla u c1 zařízení. Doby
poruch těchto c1 zařízení však neznáme. Jediné co o nich víme je, že X1, . . . , Xc1 < TL.
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Zbývajících N − c1 zařízení sledujeme po pevný předem určený čas, tedy do času TP . V
tomto čase přestaneme sledovat zařízení. Do tohoto okamžiku jsme zaznamenali n poruch,
které proběhly mezi časy TL a TP . O zbylých c2 = N − c1 − n zařízeních víme jen to, že
doba do poruchy je u nich větší než TP .
U typu II první zaznamenaná porucha je až c1 + 1 porucha, která proběhla v čase
X(c+1). Po zaznamenání n poruch je sledování ukončeno. Pro zbývajících c2 = N − c1− n
zařízení platí, že jejich doba do poruchy je větší než doba do poruchyX(c1+n) porouchaného
zařízení. Věrohodnostní funkce je tvaru
L(x(c1+1), . . . , x(c1+n),θ) = K[F (T1,θ)]
c1 [1− F (T2,θ)]c2
n∏
i=1
f(x(i+c1),θ),
kde pro cenzorování typu I je T1 = TL, T2 = TP a pro cenzorování typu II T1 = x(c1+1), T2 =
x(c1+n) a x(c+1), . . . , x(N) jsou zaznamenané doby nastoupení porucha a K je blíže nespe-
cifikovaná konstanta.
3.1.6 Výběry progresivně cenzorované
Experimentu se účastní N zařízení. V časech T1 < T2 < · · · < Tj · · · < Tk dochází k cen-
zorování z prava. V čase X = Tj je cj zařízení vyloučeno ze sledování. O těchto cj zařízení
je pouze známo, že doba do poruchy je u nich větší než doba, ve které byly cenzorované
tj. X > Tj. Celkem je během experimentu cenzorováno c =
∑k
j=1 cj pozorování. Celkový
počet zaznamenaných poruch je n = N − c. Pro typ I jsou časy cenzorování pevně dané
konstanty. Pro typ II jsou určeny předem danými počty poruch, které musejí nastat.
Věrohodnostní funkce pro progresivně cenzorované výběry typu I v bodech cenzorování
Tj, j = 1, . . . , k je tvaru
L(x(1), . . . , x(n), n,θ) = K
k∏
j=1
[1− F (Tj,θ)]cj
n∏
i=1
f(x(i),θ),
kde K je blíže nespecifikovaná konstanta a x(i), i = 1, . . . , n jsou zaznamenané doby
nastoupení poruch.
3.1.7 Výběry intervalově cenzorované
K intervalovému cenzorování dochází, jestliže sledujeme N prvků. V jistém okamžiku
TL přerušíme sledování. Opět se však v čase TR vrátíme ke sledování. Během této doby,
co jsme je nesledovali, však došlo k poruchám u c prvků. O těchto c prvcích víme jen
to, že jejich doba do poruchy leží uvnitř intervalu (TL, TR). Těchto intervalů však během
sledování může být více. Dostáváme intervaly (TLj , TRj), j = 1, . . . , k ve kterých došlo
k cenzorování. Dále víme, že v intervalu (TLj , TRj) došlo k cj poruchám. Celkový počet
cenzorovaných pozorování je c =
∑k
j=1 cj. Zbývá n = N − c jednotek, u nichž jsme přesně
zjistili dobu do poruchy. Věrohodnostní funkce pro cenzorování typu I je tvaru
L(x(1), . . . , x(n), n,θ) = K
k∏
j=1
[F (TRj ,θ)− F (TLj ,θ)]cj
n∏
i=1
f(x(i),θ),
kde doby TLj , TRj jsou pro cenzorování typu I dány předem a u cenzorování typu II
závisí na předem určených počtech zaznamenaných poruch a K je blíže nespecifikovaná
konstanta.
13
3.1 CENZOROVANÉ VÝBĚRY
3.1.8 Výběry náhodně cenzorované
Při náhodném cenzorování se předpokládá, že doba do poruchy X a doba T , po kte-
rou sledujeme danou statistickou jednotku, jsou nezávislé náhodné veličiny. Rozdělení
náhodné veličiny X je popsáno hustotou f(x) či distribuční funkcí F (x). Rozdělení ná-
hodné veličiny T je popsáno hustotou g(t) a distribuční funkcí G(t). Obě rozdělení mohou
záviset na neznámých parametrech. Tedy F (x) = F (x,θ1) a G(t) = G(t,θ2). Vektorem
θ = (θ1,θ2) rozumíme vektor všech neznámých parametrů. Pro zjednodušení budeme
předpokládat, že vektory θ1 a θ2 neobsahují stejné neznámé parametry.
Výsledkem experimentu je n nezávislých dvojic (Wj, Ij), kde j = 1, 2, . . . , n. Náhodná
veličina Wj nabývá buď hodnoty Xj či Tj. Wj = Xj, když u j–té sledované jednotky došlo
k poruše v čase Xj. Wj = Tj, pokud statistická jednotka přestala být sledována v čase
Tj a to dříve, než u ní došlo k poruše. Z toho vyplývá, že Wj = min(Xj, Tj). Veličina
Ij ∈ {0, 1} vyjadřuje, zda došlo (Ij = 0), či nedošlo (Ij = 1) k cenzorování u j–té jed-
notky. Symbolem fXT (x, t) budeme značit sdruženou hustotu náhodných veličin X a T .
V případě nezávislosti X a T platí fXT (x, t) = f(x)g(t).
Dále následuje odvození věrohodnostní funkce pro náhodné cenzorování. Zde pro zjed-
nodušení zápisu zavedeme funkci H(w, i).
H(w, i) = P (W ≤ w, I = i),
kde w > 0 a i ∈ {0, 1}. Pro funkci H(w, i) platí:
H(w, 0) = P (W < w, I = 0) = P (min(T,X) ≤ w, T < X) = P (T ≤ w,X > T ) =
=
∫ w
0
∫ x
0
fXT (x, t)dxdt =
∫ w
0
∫ x
0
f(x)g(t)dxdt =
∫ w
0
g(t)
(∫ ∞
t
f(x)dx
)
dt =
=
∫ w
0
g(t)(1− F (t))dt = G(w)−
∫ w
0
g(t)F (t)dt
H(w, 1) = P (W < w, I = 1) = P (min(T,X) < w, T > X) = P (X ≤ w, T > X) =
=
∫ w
0
∫ ∞
x
fXT (x, t)dxdt =
∫ w
0
∫ ∞
x
f(x)g(t)dxdt =
=
∫ w
0
f(x)
(∫ ∞
x
g(t)dt
)
dx = F (w)−
∫ w
0
f(x)G(x)dx
Sdružená hustota náhodných veličin W a I je h(w, i) vzhledem k součinové Lebesgueově
a čítací míře.
h(w, 0) =
dH(w, 0)
dw
= g(w)− g(w)F (w) = g(w)(1− F (w))
h(w, 1) =
dH(w, 1)
dw
= f(w)− f(w)G(w) = f(w)(1−G(w))
Věrohodnostní funkce je:
L(θ) =
n∏
j=1
h(wj, ij),
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kde wj je realizací náhodné veličiny Wj a ij je realizací náhodné veličiny Ij. Odhad
parametru θ se získá maximalizací logaritmické věrohodnostní funkce:
l(θ) = lnL(θ) =
n∑
j=1
lnh(wj, ij) =
∑
j∈J0
lnh(wj, 0) +
∑
j∈J1
lnh(wj, 1),
kde J0 je množina statistických jednotek j, pro které je Ij = 0 tedy J0 = {j : Ij = 0} a
J1 = {j : Ij = 1}. Další úpravou (dosazením za h(w, 1) a h(w, 0)) se dostane
l(θ) =
∑
j∈J0
ln[g(wj)(1− F (wj))] +
∑
j∈J1
ln[f(wj)(1−G(wj))] =
=
∑
j∈J0
ln g(tj) +
∑
j∈J0
ln(1− F (tj)) +
∑
j∈J1
ln f(xj) +
∑
j∈J1
ln(1−G(xj)).
Užitím předpokladu, že f a F závisí pouze na θ1 = (θ11, . . . , θ1r1) a g a G závisí na
θ2 = (θ21, . . . , θ2r2) se dostane logaritmická věrohodnostní funkce ve tvaru
l(θ) = l1(θ1) + l2(θ2),
kde
l1(θ1) =
∑
j∈J0
ln(1− F (tj)) +
∑
j∈J1
ln f(xj),
l2(θ2) =
∑
j∈J0
ln g(tj) +
∑
j∈J1
ln(1−G(xj)).
Věrohodnostní rovnice pro odhad parametrů jsou:
∂l1
∂θ1i
= 0, i = 1, . . . , r1.
∂l2
∂θ2i
= 0, i = 1, . . . , r2.
Řešením těchto rovnic se dostanou maximálně věrohodné odhady parametrů θ1 a θ2.
3.2 Odhady metodou maximální věrohodnosti
V této sekci jsou odvozeny věrohodnostní rovnice pro maximálně věrohodné odhady
parametrů a asymptotické intervalové odhady pro rozdělení exponenciální, Weibullovo a
logaritmicko−normální. V textu nejsou pro zjednodušení uvedeny veškeré kroky, které
jsem při vlastním výpočtu provedl. Při odvozování se vychází z teorie, která byla uvedena
v kapitole 2 Metoda maximální věrohodnosti.
3.2.1 Exponenciální rozdělení
Exponenciální rozdělení má hustotu
f(x, λ) =
1
λ
exp (−x
λ
), x > 0
a distribuční funkci
F (x, λ) = 1− exp (−x
λ
).
Pro jednotlivé typy cenzorování bude věrohodnostní funkce a odhad parametru λ ná-
sledující.
15
3.2 ODHADY METODOU MAXIMÁLNÍ VĚROHODNOSTI
 Cenzorování zprava typu I a II
Pro typ I je věrohodnostní funkce:
L(x, λ) = (1− F (TP ))c
n∏
i=1
f(xi, λ) = (exp (−TP
λ
))c
1
λn
exp (−1
λ
n∑
i=1
xi).
Logaritmická věrohodnostní funkce:
lnL(x, λ) = −cTP
λ
− n lnλ− 1
λ
n∑
i=1
xi.
Věrohodnostní rovnice:
∂ lnL
∂λ
= c
TP
λ2
− n
λ
+
1
λ2
n∑
i=1
xi = 0.
Její úpravou se dostane maximálně věrohodný odhad λˆ parametru λ.
(N − n)TP − nλ+
n∑
i=1
xi = 0,
λˆ =
cTP
n
+
1
n
n∑
i=1
xi =
1
n
(
cTP +
n∑
i=1
xi
)
,
λˆ =
1
n
(
cTP +
n∑
i=1
xi
)
.
Pro typ II bod cenzorování není TP , ale čas nastoupení n–tého rizikového jevu. Od-
had se dostane nahrazením TP za x(n).
λˆ =
1
n
(
cx(n) +
n∑
i=1
xi
)
.
 Cenzorování zleva typu I a II
Věrohodnostní funkce pro typ I:
L(x, λ) = F (TL)
c
n∏
i=1
f(xi, λ) = (1− exp (−TL
λ
))c
1
λn
exp (−1
λ
n∑
i=1
xi).
Logaritmická věrohodnostní funkce:
lnL(x, λ) = c ln (1− exp (−TL
λ
))− n lnλ− 1
λ
n∑
i=1
xi.
Věrohodnostní rovnice:
∂ lnL
∂λ
= − cTL exp (−
TL
λ
)
λ2(1− exp (−TL
λ
))
− n
λ
+
1
λ2
n∑
i=1
xi = 0.
Pokud ji dále upravíme dostaneme
cTL exp (−TL
λ
) + nλ(1− exp (−TL
λ
))− (1− exp (−TL
λ
))
n∑
i=1
xi = 0.
Tato rovnice se nedá analyticky řešit. Pro získání odhadu λˆ je třeba tuto rovnici
řešit za použití numerických metod. Pro cenzorování typu II se nahradí TL za x(c+1).
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 Progresivní cenzorování
Logaritmická věrohodnostní funkce:
lnL(x, λ) = −
k∑
j=1
cj
Tj
λ
− n lnλ− 1
λ
n∑
i=1
xi.
Věrohodnostní rovnice:
∂ lnL
∂λ
= −n
λ
+
1
λ2
( n∑
i=1
xi +
k∑
j=1
cjTj
)
= 0.
Po zjednodušení přejde na tvar:
k∑
j=1
cjTj − nλ+
n∑
i=1
xi = 0.
Odhad parametru λ:
λˆ =
1
n
k∑
j=1
cjTj +
1
n
n∑
i=1
xi.
 Interval spolehlivosti pro odhad λ
Pro určení intervalu spolehlivosti nejprve vypočteme:
∂2 lnL
∂λ2
= K +
n
λ2
− 2
λ3
n∑
i=1
xi,
kde K je pro
cenzorování zprava K = −2cTP
λ3
,
cenzorování zleva K = − cT
2
L exp (−TLλ )
λ4(1− exp (−TL
λ
))
+
2cTL exp (−TLλ )
λ3(1− exp (−TL
λ
))
− cT
2
L exp (−2TLλ )
λ4(1− exp (−TL
λ
))2
,
progresiví cenzorování K = − 2
λ3
k∑
j=1
cjTj.
Asymptotický oboustranný interval spolehlivosti pro λ s koeficientem spolehlivosti
1− α
2
je
(λˆ− u1−α/2
√
ψ, λˆ+ u1−α/2
√
ψ),
kde u1−α/2 je 1− α/2 kvantil normovaného normálního rozdělení a ψ je
ψ =
(
−∂
2 lnL
∂λ2
∣∣∣∣
λ=λˆ
)−1
.
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3.2.2 Weibullovo rozdělení
Hustota dvouparametrického Weibullova rozdělení W (x, λ, b), b > 0, λ > 0 a 0 ≤ x <∞
je
f(x, λ, b) =
b
λb
xb−1 exp (−
(
x
λ
)b
).
Distribuční funkce je
F (x, λ, b) = 1− exp (−
(
x
λ
)b
).
 Cenzorování zprava typu I a II
Věrohodnostní funkce pro cenzorování typu I:
L(x, λ, b) = (1−F (TP ))c
n∏
i=1
f(xi, λ, b) =
(
exp (−
(
TP
λ
)b
)
)c n∏
i=1
b
λb
xb−1i exp (−
(
xi
λ
)b
).
Logaritmická věrohodnostní funkce:
lnL(x, λ, b) = n ln b− c
(
TP
λ
)b
− nb lnλ+ (b− 1)
n∑
i=1
lnxi −
n∑
i=1
(
xi
λ
)b
.
Věrohodnostní rovnice:
∂ lnL(x, λ, b)
∂b
=
n
b
− c
(
TP
λ
)b
lnTP + c
(
TP
λ
)b
lnλ− n lnλ+
n∑
i=1
lnxi +
lnλ
λb
n∑
i=1
xbi
− 1
λb
n∑
i=1
xbi lnxi = 0, (1)
∂ lnL(x, λ, b)
∂λ
= bc
T bP
λb+1
− nb
λ
+
b
λb+1
n∑
i=1
xbi = 0. (2)
Dále z rovnice (2) vyjádříme λ
λb =
cT bP +
∑n
i=1 x
b
i
n
,
λ =
(
cT bP +
∑n
i=1 x
b
i
n
) 1
b
.
Dosadíme vyjádření pro λb do rovnice (1) a dostaneme
n
b
− cT bP ncT bP+∑ni=1 xbi lnTP + cT bP ncT bP+∑ni=1 xbi ln
(
cT bP+
∑n
i=1
xbi
n
)
− n ln
(
cT bP+
∑n
i=1
xbi
n
)
+
∑n
i=1 lnxi +
n
cT bP+
∑n
i=1
xbi
ln
(
cT bP+
∑n
i=1
xbi
n
)∑n
i=1 x
b
i − ncT bP+∑ni=1 xbi ∑ni=1 xbi lnxi = 0.
Tuto rovnice dále upravíme vynásobením členem
cT bP+
∑n
i=1
xbi
n
a následnými úpravami
až na tvar
1
n
n∑
i=1
lnxi =
cT bP lnTP −
∑n
i=1 x
b
i lnxi
cT bP +
∑n
i=1 x
b
i
− 1
b
.
Získaná rovnice se nedá analyticky řešit. K jejímu vyřešení je potřeba použít nume-
rických metod. Pro cenzorování typu II se v této rovnici zamění TP za x(n).
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 Cenzorování zleva typu I a II
Věrohodnostní funkce pro cenzorování typu I:
L(x, λ, b) = (F (TL))
c
n∏
i=1
f(xi, λ, b) =
(
1−exp (−
(
TL
λ
)b
)
)c n∏
i=1
b
λb
xb−1i exp (−
(
xi
λ
)b
).
Logaritmická věrohodnostní funkce:
lnL(x, λ, b) = n ln b+c ln
(
1− exp (−
(
TL
λ
)b
)
)
−nb lnλ+(b−1)
n∑
i=1
lnxi−
n∑
i=1
(
xi
λ
)b
.
Věrohodnostní rovnice:
∂ lnL(x, λ, b)
∂b
=
n
b
+
c exp (−(TL
λ
)b)
(
TL
λ
)b
(lnTL − lnλ)
1− exp (−(TL
λ
)b)
− n lnλ+
n∑
i=1
lnxi
−
n∑
i=1
(
xi
λ
)b(lnxi − lnλ) = 0,
∂ lnL(x, λ, b)
∂λ
= −bc T
b
L exp (−(TLλ )b)
λb+1(1− exp (−(TL
λ
)b))
− nb
λ
+
b
λb+1
n∑
i=1
xbi = 0.
Po upravení dostaneme soustavu rovnic, kterou lze řešit jen numericky.
λb
n
b
(1− e−(TLλ )b) + ce−(TLλ )bT bL(lnTL − lnλ)− nλb lnλ+ λb
n∑
i=1
lnxi + lnλ
n∑
i=1
xbi
−
n∑
i=1
xbi lnxi = 0,
−bc T
b
Le
−(TL
λ
)b
1− e−(TLλ )b
− nbλb + b
n∑
i=1
xbi = 0.
Pro cenzorování typu II se v této soustavě rovnic zamění TL za x(c+1).
 Progresivní cenzorování
Věrohodnostní funkce pro cenzorování typu I:
L(x, λ, b) =
k∑
j=1
(1−F (Tj))cj
n∏
i=1
f(xi, λ, b) =
(
exp (−
(
T
λ
)b
)
)c n∏
i=1
b
λb
xb−1i exp [−
(
xi
λ
)b
].
Logaritmická věrohodnostní funkce:
lnL(x, λ, b) = n ln b−
k∑
j=1
cj
(
Tj
λ
)b
− nb lnλ+ (b− 1)
n∑
i=1
lnxi −
n∑
i=1
(
xi
λ
)b
.
Věrohodnostní rovnice:
∂ lnL(x, λ, b)
∂b
=
n
b
− 1
λb
k∑
j=1
cjT
b
j lnTj +
lnλ
λb
k∑
j=1
cjT
b
j − n lnλ+
n∑
i=1
lnxi +
lnλ
λb
n∑
i=1
xbi
− 1
λb
n∑
i=1
xbi lnxi = 0, (1)
∂ lnL(x, λ, b)
∂λ
=
b
λb+1
k∑
j=1
cjT
b
j −
nb
λ
+
b
λb+1
n∑
i=1
xbi = 0. (2)
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Z rovnice (2) vyjádříme λ
λb =
∑k
j=1 cjT
b
j +
∑n
i=1 x
b
i
n
,
λ =
(∑k
j=1 cjT
b
j +
∑n
i=1 x
b
i
n
) 1
b
.
Rovnici (1) vynásobíme λb a pak dosadíme vyjádření pro λb a dostaneme∑k
j=1 cjT
b
j +
∑n
i=1 x
b
i
b
−
k∑
j=1
cjT
b
j lnTj + ln
(∑k
j=1 cjT
b
j +
∑n
i=1 x
b
i
n
) k∑
j=1
cjT
b
j
−
( k∑
j=1
cjT
b
j +
n∑
i=1
xbi
)
ln
(∑k
j=1 cjT
b
j +
∑n
i=1 x
b
i
n
)
+
(∑k
j=1 cjT
b
j +
∑n
i=1 x
b
i
n
) n∑
i=1
lnxi+
+ ln
(∑k
j=1 cjT
b
j +
∑n
i=1 x
b
i
n
) n∑
i=1
xbi −
n∑
i=1
xbi lnxi = 0.
Tuto rovnici dále upravíme na tvar
1
n
n∑
i=1
lnxi =
∑k
j=1 cjT
b
j lnTj −
∑n
i=1 x
b
i lnxi∑k
j=1 cjT
b
j +
∑n
i=1 x
b
i
− 1
b
.
Rovnice se dále řeší numericky.
 Intervaly spolehlivosti pro odhady parametrů
Nejprve se napočítají potřebné derivace pro sestavení asymptotické Fisherovy
informační matice.
∂2 lnL
∂b2
= K1 +
[
− n
b2
− 1
λb
n∑
i=1
xbi(lnxi − lnλ)2
]
,
kde K1 je pro
cenzorování zprava K1 = −c(TP
λ
)b
(
lnTP − lnλ
)2
,
cenzorování zleva K1 =
c exp (−(TL
λ
)b)(TL
λ
)b(lnTL − lnλ)2
(1− exp (−(TL
λ
)b))2
·(1− (TL
λ
)b − exp (−(TL
λ
)b)),
progresiví cenzorování K1 = −
k∑
j=1
cj(
Tj
λ
)b
(
lnTj − lnλ
)2
.
∂2 lnL
∂b∂λ
= K2 − n
λ
+
1− b lnλ
λb+1
n∑
i=1
xbi +
b
λb+1
n∑
i=1
xbi lnxi,
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kde K2 je pro
cenzorování zprava K2 =
cT bP (b lnTP + 1− b lnλ)
λb+1
,
cenzorování zleva K2 =
c exp (−(TL
λ
)b)
T bL
λb+1
(b(lnTL − lnλ)((TLλ )b − 1)− 1)
1− exp (−(TL
λ
)b)
+
c exp (−2(TL
λ
)b)
T 2bL
λ2b+1
b(lnTL − lnλ)
(1− exp (−(TL
λ
)b))2
,
progresiví cenzorování K2 =
b
λb+1
k∑
j=1
cjT
b
j lnTj +
1− b lnλ
λb+1
k∑
j=1
cjT
b
j .
∂2 lnL
∂λ2
= K3 +
nb
λ2
− b(b+ 1)
λb+2
n∑
i=1
xbi ,
kde K3 je pro
cenzorování zprava K3 = −cb(b+ 1)T
b
P
λb+2
,
cenzorování zleva K3 = −bcT bL
(
exp (−(TL
λ
)b)(T bLbλ
−2(b+1) − (b+ 1)λ−b−2)
1− exp (−(TL
λ
)b)
+
exp (−2(TL
λ
)b)T bLbλ
−2(b+1)
(1− exp (−(TL
λ
)b))2
)
,
progresiví cenzorování K3 = −b(b+ 1)
λb+2
k∑
j=1
cjT
b
j .
Asymptotický oboustranný interval spolehlivosti pro parametr λ s koeficientem spo-
lehlivosti 1− α/2 je
(λˆ− u1−α/2
√
ψ1,1, λˆ+ u1−α/2
√
ψ1,1)
a pro parametr b je
(bˆ− u1−α/2
√
ψ2,2, bˆ+ u1−α/2
√
ψ2,2),
kde u1−α/2 je 1− α/2 kvantil normovaného normálního rozdělení a ψ1,1 je hodnota
matice ψ(λ, b) v prvním řadku a prvním sloupci a ψ2,2 je v druhém řádku a druhém
sloupci. Matice ψ(λ, b) je určena vztahem
ψ(λ, b) =
( − ∂2
∂λ2
lnL|λ=λˆ,b=bˆ − ∂
2
∂λ∂b
lnL|λ=λˆ,b=bˆ
− ∂2
∂b∂λ
lnL|λ=λˆ,b=bˆ − ∂
2
∂b2
lnL|λ=λˆ,b=bˆ
)−1
.
3.2.3 Logaritmicko−normální rozdělení
Hustota a distribuční funkce logaritmicko−normálního rozdělení o parametrech µ, γ ∈
R, σ > 0 jsou
f(x, µ, σ, γ) =
1
σ
√
2pi(x− γ) exp
(
−(ln (x− γ)− µ)
2
2σ2
)
, x > γ.
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F (x, µ, σ, γ) = Φ
(
ln (x− γ)− µ
σ
)
,
kde Φ je distribuční funkce normovaného normálního rozdělení. Z důvodu zjednodušení
uvedu jen odvození pro progresivní cenzorování.
 Progresivní cenzorování
Logaritmická věrohodnostní funkce:
lnL(x, µ, σ, γ) = −n lnσ −
n∑
i=1
ln (xi − γ)− 1
2σ2
n∑
i=1
[(ln (xi − γ)− µ]2
+
k∑
j=1
cj ln (1− F (Tj)),
kde F (Tj) = Φ(ξj) = Φ
(
ln (Tj−γ)−µ
σ
)
a ξj =
ln (Tj−γ)−µ
σ
.
Věrohodnostní rovnice:
∂ lnL
∂µ
=
1
σ2
n∑
i=1
[(ln (xi − γ)− µ] + 1
σ
k∑
j=1
cjQj = 0,
∂ lnL
∂σ
= −n
σ
+
1
σ3
n∑
i=1
[(ln (xi − γ)− µ]2 + 1
σ
k∑
j=1
cjξjQj = 0,
∂ lnL
∂γ
=
n∑
i=1
(xi − γ)−1 + 1
σ2
n∑
i=1
ln (xi − γ)− µ
xi − γ +
1
σ
k∑
j=1
cjQj
Tj − γ = 0,
kde
Qj =
φ(ξj)
1− Φ(ξj)
a φ je hustota normovaného normálního rozdělení.
Vyřešením této sostavy tří rovnic se dostanou maximálně věrohodné odhady para-
metrů µ, σ, γ.
 Intervaly spolehlivosti pro odhady parametrů
Při výpočtu parciálních derivací logaritmické věrohodnostní funcke byly využity
následující derivace:
dQj
dξj
= Qj(Qj − ξj), ∂ξj
∂µ
= − 1
σ
,
∂ξj
∂σ
= −ξj
σ
,
∂ξj
∂γ
= − 1
σ(Tj − γ) .
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∂2 lnL
∂µ2
= − n
σ2
+
1
σ2
k∑
j=1
cjQj(ξj −Qj),
∂2 lnL
∂µ∂σ
= − 2
σ3
n∑
i=1
(ln (xi − γ)− µ)− 1
σ2
k∑
j=1
cjQj(ξjQj − ξ2j + 1),
∂2 lnL
∂σ2
=
n
σ2
− 3
σ4
n∑
i=1
(ln (xi − γ)− µ)2 − 1
σ2
k∑
j=1
cjQjξj(ξjQj − ξ2j + 2),
∂2 lnL
∂σ∂γ
= − 2
σ3
n∑
i=1
1
xi − γ (ln (xi − γ)− µ)−
1
σ2
k∑
j=1
cjQj(ξjQj − ξ2j + 1)
Tj − γ ,
∂2 lnL
∂γ2
=
n∑
i=1
(xi − γ)2 + 1
σ2
n∑
i=1
ln (xi − γ)− µ− 1
(xi − γ)2 +
1
σ2
k∑
j=1
cjQj(ξj + σ −Qj)
(Tj − γ)2 ,
∂2 lnL
∂γ∂µ
= − 1
σ2
n∑
i=1
1
xi − γ −
1
σ2
k∑
j=1
cjQj(Qj − ξj)
Tj − γ .
Asymptotický oboustranný interval spolehlivosti pro parametr µ s koeficientem spo-
lehlivosti 1− α/2 je
(µˆ− u1−α/2
√
ψ1,1, µˆ+ u1−α/2
√
ψ1,1).
Pro parametr σ je
(σˆ − u1−α/2
√
ψ2,2, σˆ + u1−α/2
√
ψ2,2).
Pro parametr γ je
(γˆ − u1−α/2
√
ψ3,3, γˆ + u1−α/2
√
ψ3,3).
Opět u1−α/2 značí 1−α/2 kvantil normovaného normálního rozdělení a ψ1,1 je hod-
nota matice ψ(µ, σ, γ) v prvním řadku a prvním sloupci, ψ2,2 je hodnota v druhém
řádku a druhém sloupci a ψ3,3 je ve třetím řádku a třetím sloupci.
ψ(µ,σ,γ)=

− ∂2
∂µ2
lnL|µ=µˆ,σ=σˆ,γ=γˆ − ∂2∂µ∂σ lnL|µ=µˆ,σ=σˆ,γ=γˆ − ∂
2
∂µ∂γ
lnL|µ=µˆ,σ=σˆ,γ=γˆ
− ∂2
∂σ∂µ
lnL|µ=µˆ,σ=σˆ,γ=γˆ − ∂2∂σ2 lnL|µ=µˆ,σ=σˆ,γ=γˆ − ∂
2
∂σ∂γ
lnL|µ=µˆ,σ=σˆ,γ=γˆ
− ∂2
∂γ∂µ
lnL|µ=µˆ,σ=σˆ,γ=γˆ − ∂2∂γ∂σ lnL|µ=µˆ,σ=σˆ,γ=γˆ − ∂
2
∂γ2
lnL|µ=µˆ,σ=σˆ,γ=γˆ

−1
.
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4 Rozdělení extrémních hodnot
Teorie extrémních hodnot se zabývá rozdělením maxim respektive minim posloup-
ností nezávislých stejně rozdělených náhodných veličin. Uvažujme posloupnost nezávis-
lých náhodných veličin X1, . . . , Xn s distribuční funkcí F a hustotou f . Nechť Mn =
max{X1, . . . , Xn}. Distribuční funkce náhodné veličiny Mn se dá odvodit následovně:
P (Mn ≤ z) = P (X1 ≤ z, . . . , Xn ≤ z) = P (X1 ≤ z) · · ·P (Xn ≤ z) =
(
F (z)
)n
.
V praxi však často není rozdělení náhodných veličin známo. Volí se proto přístup na po-
dobném principu, jako když se pomocí centrální limitní věty aproximuje rozdělení výběro-
vého průměru normálním rozdělením. V případě, že uvažujeme FMn = F
n, kde n → ∞
vyskytne se problém, že distribuční funkce FMn náhodné veličiny Mn konverguje k distri-
buční funkci degenerovaného rozdělení nebo k nulové funkci.
lim
n→∞FMn(z) = limn→∞F
n(z) =
 0 pro z < z+, z+ = inf(z : F (z) = 1)1 pro z ≥ z+ .
To lze obejít použitím vhodné transformace náhodné veličiny Mn.
M∗n =
Mn − bn
an
,
kde an > 0 a bn ∈ R jsou vhodné posloupnosti konstant.
Věta 4.1 Jestliže existuje posloupnost konstant an > 0 a bn, pro kterou
P
(
Mn − bn
an
≤ z
)
→ G(z) pro n→∞,
kde G je nedegenorovaná distribuční funkce , potom G náleží do jedné z následujících tříd
I : G(z) = exp
(
− exp
(
−z − b
a
))
, −∞ < z <∞
II : G(z) =

0, z ≤ µ
exp
(
−
(
z−b
a
)−α)
, z > µ
III : G(z) =
 exp
(
−
(
− z−b
a
)α)
, z < µ
1 z ≥ µ
pro parametry a > 0, b ∈ R a v případě II a III α > 0.
Důkaz. Viz [4] (str. 7).
Rozdělení s distribuční funkcí typu I, II a III nazýváme rozdělení Gumbelova, Fréchetova
a Weibullova typu.
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Věta 4.2 Jestliže existuje posloupnost konstant an > 0 a bn, pro kterou
P
(
Mn − bn
an
≤ z
)
→ G(z), pro n→∞,
kde G je nedegenorovaná distribuční funkce, potom G náleží do třídy zobecněného extrém-
ního rozdělení (Dále v textu bude používána zkratka GEV z anglického názvu Generalized
Extreme Value (GEV) distribution.).
G(z) = exp
(
−
(
1 + ξ
z − µ
σ
)− 1
ξ
)
,
definovaného pro {z : 1 + ξ z−µ
σ
> 0}, kde −∞ < µ <∞, σ > 0, −∞ < ξ <∞.
Důkaz: Důkaz této věty plyne z důkazu věty 3.1, jelikož se dá ukázat, že pro ξ = 0 se
dostane typ I, pro ξ > 0 typ II a pro ξ < 0 typ III.
pro ξ = 0
G(z) = lim
ξ→0
exp
(
−
(
1 +
− z−µ
σ
−1
ξ
)− 1
ξ
)
= exp
(
− exp
(
−z − µ
σ
))
,
pro ξ > 0
G(z) = exp
(
−
(z − µ+ σ
ξ
σ
ξ
)− 1
ξ
)
= exp
(
−
(
z − b
a
)−α)
,
pro ξ < 0
G(z) = exp
(
−
(
−z − µ+
σ
−ξ
σ
−ξ
)− 1
ξ
)
= exp
(
−
(
−z − b
a
)α)
.

4.1 Maximálně věrohodné odhady
Jelikož problém odhadu parametrů extrémního rozdělení typu II a III se dá převést na
odhad parametrů GEV rozdělení, proto budou uvedeny mnou odvozené věrohodnostní
rovnice jen pro extrémní rozdělení typu I a dále pro GEV rozdělení.
4.1.1 Extrémní rozdělení typu I
Mějme náhodný výběr Z1, . . . , Zn z extrémního rozdělení typu I o hustotě
g(z, a, b) =
dG(z)
dz
= exp
(
− exp
(
−z − b
a
))
exp
(
−z − b
a
)
1
a
=
=
1
a
exp
(
−z − b
a
− exp
(
−z − b
a
))
.
Logaritmická Věrohodnostní funkce pro typ I je tvaru
lnL(z1, . . . , zn, a, b) =
n∏
i=1
1
a
exp
(
−zi − b
a
− exp
(
−zi − b
a
))
=
= −n ln a−
n∑
i=1
zi − b
a
−
n∑
i=1
exp
(
−zi − b
a
)
.
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Odhady parametrů a, b se získají buď maximalizací logaritmické věrohodností funkce a
nebo je získáme vyřešením soustavy rovnic ∂ lnL
∂a
= 0, ∂ lnL
∂b
= 0 pro neznámé a, b.
∂ lnL
∂a
= −n
a
+
1
a2
n∑
i=1
(zi − b)− 1
a2
n∑
i=1
(zi − b) exp
(
−zi − b
a
)
= 0, (4.1)
∂ lnL
∂b
=
n
a
− 1
a
n∑
i=1
exp
(
−zi − b
a
)
= 0. (4.2)
Z rovnice 4.1 se jednoduchou úpravou získá rovnice
n∑
i=1
(zi − b)
(
1− exp
(
−zi − b
a
))
= na. (4.3)
Úpravou rovnice 4.2 dostaneme
n∑
i=1
exp
(
−zi − b
a
)
= n. (4.4)
Zlogaritmováním rovnice 4.4 se obdrží
b = −a ln
(
1
n
n∑
i=1
exp
(
−zi
a
))
. (4.5)
Dosazením tohoto vztahu do rovnice 4.3 se získá
na =
n∑
i=1
(
zi + a ln
(
1
n
n∑
i=1
exp
(
−zi
a
)))(
1− exp
(
−
zi + a ln
(
1
n
∑n
i=1 exp
(
− zi
a
))
a
))
,
a =
1
n
n∑
i=1
zi −
∑n
i=1 zi exp
(
− zi
a
)
∑n
i=1 exp
(
− zi
a
) .
Odhad parametru a se tedy získá vyřešením rovnice
aˆ =
1
n
n∑
i=1
zi −
∑n
i=1 zi exp
(
− zi
aˆ
)
∑n
i=1 exp
(
− zi
aˆ
) .
Odhad parametru b se pak získá dosazením hodnoty aˆ do vztahu 4.5
bˆ = −aˆ ln
(
1
n
n∑
i=1
exp
(
−zi
aˆ
))
.
4.1.2 Zobecněné rozdělení extrémních hodnot
Dále odvozené vztahy budou platné jen pro ξ 6= 0. Odhad pro ξ = 0 se dá provést
pomocí odhadu parametrů extrémního rozdělení typu I. Hustota zobecněného rozdělení
extrémních hodnot je
g(z) = exp {−[1 + ξ z − µ
σ
]−
1
ξ } 1
σ
(
1 + ξ
z − µ
σ
)− 1
ξ
−1
.
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Předpokládejme nezávislé náhodné veličiny Z1, . . . , Zn ze zobecněného rozdělení extrém-
ních hodnot, kde ξ 6= 0. Logaritmická věrohodnostní funkce je
lnL(z, µ, σ, ξ) = −n lnσ − (1 + 1
ξ
)
n∑
i=1
ln
(
1 + ξ
zi − µ
σ
)
−
n∑
i=1
(
1 + ξ
zi − µ
σ
)− 1
ξ
,
kde 1 + ξ zi−µ
σ
> 0, pro i = 1, . . . , n. Odhady parametrů µ, σ, ξ se získají buď maximalizací
logaritmické věrohodnostní funkce za použití optimalizačních technik a nebo vyřešením
soustavy rovnic ∂ lnL
∂µ
= 0, ∂ lnL
∂σ
= 0, ∂ lnL
∂ξ
= 0.
∂ lnL
∂µ
=
1
σ
(1 + ξ)
n∑
i=1
(
1 + ξ
zi − µ
σ
)−1
− 1
σ
n∑
i=1
(
1 + ξ
zi − µ
σ
)− 1
ξ
−1
= 0,
∂ lnL
∂σ
= −n
σ
+
1
σ2
(ξ + 1)
n∑
i=1
(zi − µ)
(
1 + ξ
zi − µ
σ
)−1
− 1
σ2
n∑
i=1
(zi − µ)
(
1 + ξ
zi − µ
σ
)− 1
ξ
−1
= 0,
∂ lnL
∂ξ
= − 1
σ
(1 +
1
ξ
)
n∑
i=1
(zi − µ)
(
1 + ξ
zi − µ
σ
)−1
+
1
ξ2
n∑
i=1
ln
(
1 + ξ
zi − µ
σ
)
−
− 1
ξ2
n∑
i=1
(
1 + ξ
zi − µ
σ
)− 1
ξ
(
ln
(
1 + ξ
zi − µ
σ
)
− ξ
σ
(zi − µ)
(
1 + ξ
zi − µ
σ
)−1)
= 0.
Tato soustava jde upravit na tvar
0 =
n∑
i=1
(
1 + ξ
zi − µ
σ
)−1(
(1 + ξ)−
(
1 + ξ
zi − µ
σ
)− 1
ξ
)
,
0 =
n∑
i=1
(zi − µ)
(
1 + ξ
zi − µ
σ
)−1(
(1 + ξ)−
(
1 + ξ
zi − µ
σ
)− 1
ξ
)
− nσ,
0 =
n∑
i=1
ln
(
1 + ξ
zi − µ
σ
)(
1−
(
1 + ξ
zi − µ
σ
)− 1
ξ
)
− ξ
σ
n∑
i=1
(zi − µ)
(
1 + ξ
zi − µ
σ
)−1
·
(
(1 + ξ)−
(
1 + ξ
zi − µ
σ
)− 1
ξ
))
.
4.2 Maximálně věrohodné odhady pro cenzorované vý-
běry
Ta část bude využívat značení a postupů uvedených v kapitolách 2 a 3.
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4.2.1 Extrémní rozdělení typu I
Zprava cenzorované
Uvažujme cenzorování typu I, kde hodnoty z1, . . . , zn jsou změřeny. K cenzorování dojde
v čase Tp a cenzorováno je c hodnot. Logaritmická věrohodnostní funkce je
lnL(z, a, b) = ln
(
1−G(TP )
)c
+
n∑
i=1
ln g(zi) = c ln
(
1− e−e−
Tp−b
a
)
−
n∑
i=1
zi − b
a
−
n∑
i=1
e−
zi−b
a
−n ln a.
Odhady parametrů a, b se získají buď přímo maximalizací logaritmické věrohodnostní
funkce nebo vyřešením soustavy rovnic ∂ lnL
∂a
= 0, ∂ lnL
∂b
= 0 pro neznámé a, b.
∂ lnL
∂a
= c
TP − b
a2
e−
TP−b
a e−e
−TP−ba
1− e−e−
TP−b
a
+
1
a2
n∑
i=1
(zi − b)− 1
a2
n∑
i=1
(zi − b)e−
zi−b
a − n
a
= 0
∂ lnL
∂b
= c
1
a
e−
TP−b
a e−e
−TP−ba
1− e−e−
TP−b
a
+
n
a
− 1
a
n∑
i=1
e−
zi−b
a = 0
Po úpravě dostaneme následující soustavu rovnic.
c(TP − b)e−
TP−b
a
ee
−TP−ba − 1
+
n∑
i=1
(zi − b)−
n∑
i=1
(zi − b)e−
zi−b
a − na = 0.
ce−
TP−b
a
ee
−TP−ba − 1
−
n∑
i=1
e−
zi−b
a + n = 0.
Pro cenzorování typu II se dostanou rovnice pro a, b nahrazením Tp za z(n) v uvedené
soustavě rovnic.
Zleva cenzorované
Opět odvodíme rovnice pro cenzorování typu I a pak jen jejich úpravou se získají rovnice
pro cenzorování typu II.
lnL(z, a, b) = ln
(
G(Tl)
)c
+
n∑
i=1
ln g(zi) = −ce−
Tl−b
a −
n∑
i=1
zi − b
a
−
n∑
i=1
e−
zi−b
a − n ln a.
Rovnice pro odhad neznámých parametrů a, b jsou
∂ lnL
∂a
= − c
a2
(TL − b)e−
TL−b
a +
1
a2
n∑
i=1
(zi − b)− 1
a2
n∑
i=1
(zi − b)e−
zi−b
a − n
a
= 0,
∂ lnL
∂b
= − c
a
e−
TL−b
a +
n
a
− 1
a
n∑
i=1
e−
zi−b
a = 0.
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Úpravou první rovnice a vyjádřením b z druhé rovnnice se dostane saoustava
0 = −c(TL − b)e−
TL−b
a +
n∑
i=1
(zi − b)−
n∑
i=1
(zi − b)e−
zi−b
a − na,
b = −a ln
(
c
n
e−
TL
a +
1
n
n∑
i=1
e−
zi
a
)
.
Dosazením rovnice pro b do prví rovnice získáme rovnici pro odhad neznámého parametru
aˆ. Získanou hodnotu aˆ pak dosadíme do vztahu pro b a získáme tak odhad bˆ.
0 = −c
(
TL + aˆ ln
(
c
n
e−
TL
aˆ +
1
n
n∑
i=1
e−
zi
aˆ
)
)e−
TL+aˆ ln
(
c
n e
−TL
aˆ + 1n
∑n
i=1
e
− zi
aˆ
)
aˆ
−
n∑
i=1
(
zi + aˆ ln
(
c
n
e−
TL
aˆ +
1
n
n∑
i=1
e−
zi
aˆ
))
e−
zi+aˆ ln
(
c
n e
−TL
aˆ + 1n
∑n
i=1
e
− zi
aˆ
)
aˆ − naˆ+
+
n∑
i=1
(
zi + aˆ ln
(
c
n
e−
TL
aˆ +
1
n
n∑
i=1
e−
zi
aˆ
))
.
bˆ = −aˆ ln
(
c
n
e−
TL
aˆ +
1
n
n∑
i=1
e−
zi
aˆ
)
.
Pro cenzorování typu II se dostanou rovnice pro a, b uvažováním uspořádaného výběru
z(c+1), . . . , z(N) naměřených hodnot a nahrazením TL za z(c+1).
Progresivně cenzorované
Logaritmická věrohodnostní funkce pro typ cenzorování I je
lnL(z, a, b) =
k∑
j=1
cj ln
(
1−G(Tj)
)
+
n∑
i=1
ln g(zi) = c ln
(
1− e−e−
Tp−b
a
)
−
n∑
i=1
zi − b
a
−
n∑
i=1
e−
zi−b
a −n ln a.
Soustava rovnic pro odhad parametrů aˆ a bˆ je
∂ lnL
∂a
=
k∑
j=1
cj
Tj − b
a2
e−
Tj−b
a e−e
−Tj−ba
1− e−e−
Tj−b
a
+
1
a2
n∑
i=1
(zi − b)− 1
a2
n∑
i=1
(zi − b)e−
zi−b
a − n
a
= 0,
∂ lnL
∂b
=
k∑
j=1
cj
1
a
e−
Tj−b
a e−e
−Tj−ba
1− e−e−
Tj−b
a
+
n
a
− 1
a
n∑
i=1
e−
zi−b
a = 0.
Po úpravě se dostane
0 =
k∑
j=1
cj
(Tj − b)e−
Tj−b
a
ee
−Tj−ba − 1
+
n∑
i=1
(zi − b)−
n∑
i=1
(zi − b)e−
zi−b
a − na,
0 =
k∑
j=1
cj
e−
Tj−b
a
ee
−Tj−ba − 1
−
n∑
i=1
e−
zi−b
a + n.
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Intervaly spolehlivosti pro odhady parametrů
Nejprve se napočítají potřebné derivace pro sestavení asymptotické Fisherovy informa-
ční matice.
∂2 lnL
∂a2
= K1− 2
a3
n∑
i=1
(zi−b)+ 2
a3
n∑
i=1
(zi−b) exp (−zi − b
a
)− 1
a4
n∑
i=1
(zi−b)2 exp (−zi − b
a
)+
n
a2
,
kde K1 je pro
cenzorování zprava:
K1 =
2c(Tp − b)e−(Tp−b)/a
a3(1− ee−(Tp−b)/a) −
c(Tp − b)2e−(Tp−b)/a
a4(1− ee−(Tp−b)/a) +
c(Tp − b)2e−2(Tp−b)/a
a4(1− ee−(Tp−b)/a)
− c(Tp − b)
2e−2(Tp−b)/a
a4e2e
−(Tp−b)/a(e−e−(Tp−b)/a − 1)2 ,
cenzorování zleva:
K1 =
2c(TL − b)e−(TL−b)/a
a3
− c(TL − b)
2e−(TL−b)/a
a4
,
progresiví cenzorování:
K1 =
k∑
j=1
(
2cj(Tj − b)e−(Tj−b)/a
a3(1− ee−(Tj−b)/a) −
cj(Tj − b)2e−(Tj−b)/a
a4(1− ee−(Tj−b)/a) +
cj(Tj − b)2e−2(Tj−b)/a
a4(1− ee−(Tj−b)/a)
− cj(Tj − b)
2e−2(Tj−b)/a
a4e2e
−(Tj−b)/a(e−e
−(Tj−b)/a − 1)2
)
.
∂2 lnL
∂a∂b
= K2 − n
a2
+
1
a2
n∑
i=1
exp (−zi − b
a
)− 1
a3
n∑
i=1
(zi − b) exp (−zi − b
a
),
kde K2 je pro
cenzorování zprava:
K2 =
ce−(Tp−b)/a
a2(1− ee−(Tp−b)/a) −
c(Tp − b)e−(Tp−b)/a
a3(1− ee−(Tp−b)/a) +
c(Tp − b)e−2(Tp−b)/a
a3(1− ee−(Tp−b)/a)
− c(Tp − b)e
−2(Tp−b)/a
a3e2e
−(Tp−b)/a(e−e−(Tp−b)/a − 1)2 ,
cenzorování zleva:
K2 =
ce−(TL−b)/a
a2
− c(TL − b)e
−(TL−b)/a
a3
,
progresiví cenzorování:
K2 =
k∑
j=1
(
cje
−(Tj−b)/a
a2(1− ee−(Tj−b)/a) −
cj(Tj − b)e−(Tj−b)/a
a3(1− ee−(Tj−b)/a) +
cj(Tj − b)e−2(Tj−b)/a
a3(1− ee−(Tj−b)/a)
− cj(Tj − b)e
−2(Tj−b)/a
a3e2e
−(Tj−b)/a(e−e
−(Tj−b)/a − 1)2
)
.
∂2 lnL
∂b2
= K3 − 1
a2
n∑
i=1
exp (−zi − b
a
),
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kde K3 je pro
cenzorování zprava
K3 =
ce−2(Tp−b))/a
a2(1− ee−(Tp−b)/a) −
ce−(Tp−b)/a
a2(1− ee−(Tp−b)/a −
ce−2(Tp−b))/a
a2e2e
−(Tp−b)/a(e−e−(Tp−b)/a − 1)2 ,
cenzorování zleva
K3 = − c
a2
exp (−TL − b
a
),
progresiví cenzorování
K3 =
k∑
j=1
(
cje
−2(Tj−b))/a
a2(1− ee−(Tj−b)/a) −
cje
−(Tj−b)/a
a2(1− ee−(Tj−b)/a −
cje
−2(Tj−b))/a
a2e2e
−(Tj−b)/a(e−e
−(Tj−b)/a − 1)2
)
.
Asymptotický oboustranný interval spolehlivosti pro parametr a s koeficientem spolehli-
vosti 1− α/2 je
(aˆ− u1−α/2
√
ψ1,1, aˆ+ u1−α/2
√
ψ1,1)
a pro parametr b je
(bˆ− u1−α/2
√
ψ2,2, bˆ+ u1−α/2
√
ψ2,2),
kde u1−α/2 je 1−α/2 kvantil normovaného normálního rozdělení a ψ1,1 je hodnota matice
ψ(a, b) v prvním řadku a prvním sloupci a ψ2,2 je v druhém řádku a druhém sloupci.
Matice ψ(a, b) je určena vztahem
ψ(a, b) =
( − ∂2
∂a2
lnL|a=aˆ,b=bˆ − ∂
2
∂a∂b
lnL|a=aˆ,b=bˆ
− ∂2
∂b∂a
lnL|a=aˆ,b=bˆ − ∂
2
∂b2
lnL|a=aˆ,b=bˆ
)−1
.
4.2.2 Zobecněné rozdělení extrémních hodnot
Věrohodnostní funkce pro cenzorování typu I je
L(z, µ, σ, ξ) = A
n∏
i=1
g(zi),
kde
A =

(
1−G(TP )
)c
pro cenzorování zprava,(
G(TL)
)c
pro cenzorování zleva,∏k
j=1
(
1−G(Tj)
)cj
pro progresivní cenzorování.
Logaritmická věrohodnostní funkce pro cenzorování typu I je
lnL = A− n lnσ − (1 + 1
ξ
)
n∑
i=1
ln
(
1 + ξ
zi − µ
σ
)
−
n∑
i=1
(
1 + ξ
zi − µ
σ
)− 1
ξ
,
kde 1 + ξ zi−µ
σ
> 0, pro i = 1, . . . , n a
A =

c ln
(
1− e−(1+ξ TP−µσ )−
1
ξ
)
pro cenzorování zprava,
−c
(
1 + ξ TL−µ
σ
)− 1
ξ
pro cenzorování zleva,∑k
j=1 cj ln
(
1− e−(1+ξ Tj−µσ )−
1
ξ
)
pro progresivní cenzorování.
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Odhady parametrů µ, σ, ξ se dostanou maximalizací logaritmické věrohodnostní funkce
nebo vyřešením soustavy rovnic ∂ lnL
∂µ
= 0, ∂ lnL
∂σ
= 0, ∂ lnL
∂ξ
= 0.
∂ lnL
∂µ
= C1 +
1
σ
(1 + ξ)
n∑
i=1
(
1 + ξ
zi − µ
σ
)−1
− 1
σ
n∑
i=1
(
1 + ξ
zi − µ
σ
)− 1
ξ
−1
= 0,
∂ lnL
∂σ
= C2 − n
σ
+
1
σ2
(ξ + 1)
n∑
i=1
(zi − µ)
(
1 + ξ
zi − µ
σ
)−1
− 1
σ2
n∑
i=1
(zi − µ)
(
1 + ξ
zi − µ
σ
)− 1
ξ
−1
= 0,
∂ lnL
∂ξ
= C3 +
1
ξ2
n∑
i=1
ln
(
1 + ξ
zi − µ
σ
)
− 1
σ
(1 +
1
ξ
)
n∑
i=1
(zi − µ)
(
1 + ξ
zi − µ
σ
)−1
−
− 1
ξ2
n∑
i=1
(
1 + ξ
zi − µ
σ
)− 1
ξ
(
ln
(
1 + ξ
zi − µ
σ
)
− ξ
σ
(zi − µ)
(
1 + ξ
zi − µ
σ
)−1)
= 0.
Po menších úpravách se dostane soustava rovnic
0 = C1 +
n∑
i=1
(
1 + ξ
zi − µ
σ
)−1(
(1 + ξ)−
(
1 + ξ
zi − µ
σ
)− 1
ξ
)
,
0 = C2 +
n∑
i=1
(zi − µ)
(
1 + ξ
zi − µ
σ
)−1(
(1 + ξ)−
(
1 + ξ
zi − µ
σ
)− 1
ξ
)
− nσ,
0 = C3 +
n∑
i=1
ln
(
1 + ξ
zi − µ
σ
)(
1−
(
1 + ξ
zi − µ
σ
)− 1
ξ
)
−
− ξ
σ
n∑
i=1
(zi − µ)
(
1 + ξ
zi − µ
σ
)−1(
(1 + ξ)−
(
1 + ξ
zi − µ
σ
)− 1
ξ
))
,
kde C1, C2, C3 jsou pro jednotlivé typy cenzorování následující:
cenzorování zprava
C1 =
c
σ
(
1 + ξ TP−µ
σ
)− 1
ξ
−1
e(1+ξ
TP−µ
σ
)
− 1
ξ − 1
,
C2 =
c
σ2
(TP − µ)
(
1 + ξ TP−µ
σ
)− 1
ξ
−1
e(1+ξ
TP−µ
σ
)
− 1
ξ − 1
,
C3 =
c
ξ2
(
1 + ξ TP−µ
σ
)− 1
ξ
(
ln
(
1 + ξ TP−µ
σ
)
− ξ
σ
(TP − µ)
(
1 + ξ TP−µ
σ
)−1)
e(1+ξ
TP−µ
σ
)
− 1
ξ − 1
,
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cenzorování zleva
C1 = − c
σ
(
1 + ξ
TL − µ
σ
)− 1
ξ
−1
,
C2 = − c
σ2
(TL − µ)
(
1 + ξ
TL − µ
σ
)− 1
ξ
−1
,
C3 = − c
ξ2
(
1 + ξ
TL − µ
σ
)− 1
ξ
ln
(
1 + ξ
TL − µ
σ
)
+
c(TL − µ)
σξ
(
1 + ξ
T − µ
σ
)− 1
xi
−1
,
progresivní cenzorování
C1 =
k∑
j=1
cj
(
1 + ξ Tj−µ
σ
)− 1
ξ
−1
e(1+ξ
Tj−µ
σ
)
− 1
ξ − 1
,
C2 =
k∑
j=1
cj
(Tj − µ)
(
1 + ξ Tj−µ
σ
)− 1
ξ
−1
e(1+ξ
Tj−µ
σ
)
− 1
ξ − 1
,
C3 =
k∑
j=1
cj
(
1 + ξ Tj−µ
σ
)− 1
ξ
e(1+ξ
Tj−µ
σ
)
− 1
ξ − 1
(
ln
(
1 + ξ
Tj − µ
σ
)
− ξ
σ
(Tj − µ)
(
1 + ξ
Tj − µ
σ
)−1)
.
Intervaly spolehlivosti pro odhady parametrů
Opět napočítáme potřebné derivace.
∂2 lnL
∂µ2
= K1 +
1 + ξ
σ2
(
ξ
n∑
i=1
(1 + ξ
zi − µ
σ
)−2 +
n∑
i=1
(1 + ξ
zi − µ
σ
)−
1
ξ
−2
)
,
kde K1 je pro
cenzorování zprava K1 =
c
σ2
(
(1 + ξ)(1 + ξ TP−µ
σ
)−
1
ξ
−2
e(1+ξ
TP−µ
σ
)
− 1
ξ − 1
− e
(1+ξ
TP−µ
σ
)
− 1
ξ
(1 + ξ TP−µ
σ
)−2(
1
ξ
+1)
(e(1+ξ
TP−µ
σ
)
− 1
ξ − 1)2
)
,
cenzorování zleva K1 = −c(1 + ξ)
σ2
(1 + ξ
TL − µ
σ
)−
1
ξ
−2,
progresiví cenzorování K1 =
k∑
j=1
cj
σ2
(
(1 + ξ)(1 + ξ Tj−µ
σ
)−
1
ξ
−2
e(1+ξ
Tj−µ
σ
)
− 1
ξ − 1
− e
(1+ξ
Tj−µ
σ
)
− 1
ξ
(1 + ξ Tj−µ
σ
)−2(
1
ξ
+1)
(e(1+ξ
Tj−µ
σ
)
− 1
ξ − 1)2
)
.
∂2 lnL
∂µ∂σ
= K2+
1 + ξ
σ3
n∑
i=1
(zi−µ)
(
ξ(1+ξ
zi − µ
σ
)−2−(1+ξ zi − µ
σ
)−
1
ξ
−2
)
+
1
σ2
n∑
i=1
(1+ξ
zi − µ
σ
)−
1
ξ
−1
−1 + ξ
σ2
n∑
i=1
(1 + ξ
zi − µ
σ
)−1,
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kde K2 je pro
cenzorování zprava K2 =
c
σ2
(−(1 + ξ TP−µ
σ
)−
1
ξ
−1 + 1
σ
(TP − µ)(1 + ξ)(1 + ξ TP−µσ )−
1
ξ
−2
e(1+ξ
TP−µ
σ
)
− 1
ξ − 1
−
1
σ
e(1+ξ
TP−µ
σ
)
− 1
ξ
(1 + ξ TP−µ
σ
)−2(
1
ξ
+1)(TP − µ)
(e(1+ξ
TP−µ
σ
)
− 1
ξ − 1)2
)
,
cenzorování zleva K2 =
c
σ2
(1 + ξ
TP − µ
σ
)−
1
ξ
−1 − c
σ3
(1 + ξ)(TL − µ)(1 + ξTP − µ
σ
)−
1
ξ
−2,
progresiví cenzorování K2 =
k∑
j=1
cj
σ2
(−(1 + ξ Tj−µ
σ
)−
1
ξ
−1 + 1
σ
(Tj − µ)(1 + ξ)(1 + ξ Tj−µσ )−
1
ξ
−2
e(1+ξ
Tj−µ
σ
)
− 1
ξ − 1
−
1
σ
e(1+ξ
Tj−µ
σ
)
− 1
ξ
(1 + ξ Tj−µ
σ
)−2(
1
ξ
+1)(Tj − µ)
(e(1+ξ
Tj−µ
σ
)
− 1
ξ − 1)2
)
.
∂2 lnL
∂σ2
= K3+
n
σ2
− 2
σ3
(1+ξ)
n∑
i=1
(zi−µ)(1+ξ zi − µ
σ
)−1−ξ(ξ + 1)
σ4
n∑
i=1
(zi−µ)2(1+ξ zi − µ
σ
)−2
+
2
σ3
n∑
i=1
(zi − µ)(1 + ξ zi − µ
σ
)−
1
ξ
−1 − (ξ + 1)
σ3
n∑
i=1
(zi − µ)2(1 + ξ zi − µ
σ
)−
1
ξ
−2,
kde K3 je pro
cenzorování zprava K3 =
c
σ3
(−2(TP − µ)(1 + ξ TP−µσ )− 1ξ−1
e(1+ξ
TP−µ
σ
)
− 1
ξ − 1
+
1
σ
(TP − µ)2(1 + ξ)(1 + ξ TP−µσ )−
1
ξ
−2
e(1+ξ
TP−µ
σ
)
− 1
ξ − 1
−
1
σ
(1 + ξ TP−µ
σ
)−2(
1
ξ
+1)(TP − µ)2e(1+ξ
TP−µ
σ
)
− 1
ξ
(e(1+ξ
TP−µ
σ
)
− 1
ξ − 1)2
)
,
cenzorování zleva K3 =
2c
σ3
(TL − µ)(1 + ξTL − µ
σ
)−
1
ξ
−1 − c
σ4
(1 + ξ)(TL − µ)2
·(1 + ξTL − µ
σ
)−
1
ξ
−2,
progresiví cenzorování K3 =
k∑
j=1
cj
σ3
(−2(Tj − µ)(1 + ξ Tj−µσ )− 1ξ−1
e(1+ξ
Tj−µ
σ
)
− 1
ξ − 1
+
1
σ
(Tj − µ)2(1 + ξ)(1 + ξ Tj−µσ )−
1
ξ
−2
e(1+ξ
Tj−µ
σ
)
− 1
ξ − 1
−
1
σ
(1 + ξ Tj−µ
σ
)−2(
1
ξ
+1)(Tj − µ)2e(1+ξ
Tj−µ
σ
)
− 1
ξ
(e(1+ξ
Tj−µ
σ
)
− 1
ξ − 1)2
)
.
∂2 lnL
∂σ∂ξ
= K4 +
1
σ2
n∑
i=1
(zi − µ)(1 + ξ zi − µ
σ
)−1 − ξ + 1
σ3
n∑
i=1
(zi − µ)2(1 + ξ zi − µ
σ
)−2
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− 1
σ2
n∑
i=1
(zi − µ)(1 + ξ zi − µ
σ
)−
1
ξ
−1
[
1
ξ2
ln (1 + ξ
zi − µ
σ
)− (
1
ξ
+ 1)(zi − µ)
σ
(1 + ξ
zi − µ
σ
)−1
]
,
kde K4 je pro
cenzorování zprava
K4 =
c
 ln
(
ξ (TP−µ)
σ
+1
)
ξ2
(
ξ (TP−µ)
σ
+1
) 1
ξ
+1
− (
1
ξ
+1) (TP−µ)
σ
(
ξ (TP−µ)
σ
+1
) 1
ξ
+2
 (TP − µ)
σ2
e
(
ξ (TP−µ)
σ
+1
)− 1
ξ
− 1

−
c e
(
ξ (TP−µ)
σ
+1
)− 1
ξ
(TP − µ)
 ln
(
ξ (TP−µ)
σ
+1
)
ξ2
(
ξ (TP−µ)
σ
+1
) 1
ξ
− TP−µ
σ ξ
(
ξ (TP−µ)
σ
+1
) 1
ξ
+1

σ2
(
ξ (TP−µ)
σ
+ 1
) 1
ξ
+1
e
(
ξ (TP−µ)
σ
+1
)− 1
ξ
− 1

2 ,
cenzorování zleva
K4 = − c
σ2
(TL − µ)(1 + ξTL − µ
σ
)−
1
ξ
−1
(
1
ξ2
ln (1 + ξ
TL − µ
σ
)− 1
σ
(TL − µ)(1 + 1
ξ
)
·(1 + ξTL − µ
σ
)−1
)
,
progresiví cenzorování
K4 =
k∑
j=1
cj

ln
(
ξ (Tj−µ)
σ
+1
)
ξ2
(
ξ (Tj−µ)
σ
+1
) 1
ξ
+1
− (
1
ξ
+1) (Tj−µ)
σ
(
ξ (Tj−µ)
σ
+1
) 1
ξ
+2
 (Tj − µ)
σ2
e
(
ξ (Tj−µ)
σ
+1
)− 1
ξ
− 1

−
k∑
j=1
cj e
(
ξ (Tj−µ)
σ
+1
)− 1
ξ
(Tj − µ)

ln
(
ξ (Tj−µ)
σ
+1
)
ξ2
(
ξ (Tj−µ)
σ
+1
) 1
ξ
− Tj−µ
σ ξ
(
ξ (Tj−µ)
σ
+1
) 1
ξ
+1

σ2
(
ξ (Tj−µ)
σ
+ 1
) 1
ξ
+1
e
(
ξ (Tj−µ)
σ
+1
)− 1
ξ
− 1

2 .
∂2 lnL
∂ξ2
= K5− 2
ξ3
n∑
i=1
ln (1 + ξ
zi − µ
σ
)+
2
σξ2
n∑
i=1
(zi−µ)(1+ξ zi − µ
σ
)−1+
1 + 1
ξ
σ2
n∑
i=1
(zi−µ)2(1+ξ zi − µ
σ
)−2
+
2
ξ3
n∑
i=1
(1 + ξ
zi − µ
σ
)−
1
ξ
[
ln (1 + ξ
zi − µ
σ
)− ξ(zi − µ)
σ
(1 + ξ
zi − µ
σ
)−1
]
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− 1
ξ4
n∑
i=1
(1 + ξ
zi − µ
σ
)−
1
ξ
[
ln (1 + ξ
zi − µ
σ
)− ξ(zi − µ)
σ
(1 + ξ
zi − µ
σ
)−1
]2
− 1
σ2ξ
n∑
i=1
(zi − µ)2(1 + ξ zi − µ
σ
)−
1
ξ
−2,
kde K5 je pro
cenzorování zprava
K5 =
c
(
ln(1 + ξ (TP−µ)
σ
)− ξ (TP−µ)
σ
(
1+ξ
(TP−µ)
σ
))
 ln
(
ξ (TP−µ)
σ
+1
)
ξ2
(
ξ (TP−µ)
σ
+1
) 1
ξ
− TP−µ
σ ξ
(
ξ (TP−µ)
σ
+1
) 1
ξ
+1

ξ2
(
e(1+ξ
TP−µ
σ
)
− 1
ξ − 1
)
−
2 c
(
ln(1 + ξ (TP−µ)
σ
)− ξ (TP−µ)
σ
(
1 + ξ (TP−µ)
σ
)−1)
ξ3
(
ξ (TP−µ)
σ
+ 1
) 1
ξ
(
e(1+ξ
TP−µ
σ
)
− 1
ξ − 1
)
+
c (TP − µ)2
σ2 ξ
(
ξ (TP−µ)
σ
+ 1
)2 ( ξ (TP−µ)
σ
+ 1
) 1
ξ
(
e(1+ξ
TP−µ
σ
)
− 1
ξ − 1
)
−
c e(1+ξ
TP−µ
σ
)
− 1
ξ
(
ln(1 + ξ (TP−µ)
σ
)− ξ (TP−µ)
σ
(
1+ξ
(TP−µ)
σ
))
 ln
(
ξ (TP−µ)
σ
+1
)
ξ2
(
ξ (TP−µ)
σ
+1
) 1
ξ
− TP−µ
σ ξ
(
ξ (TP−µ)
σ
+1
) 1
ξ
+1

ξ2
(
ξ (TP−µ)
σ
+ 1
) 1
ξ
(
e(1+ξ
TP−µ
σ
)
− 1
ξ − 1
)2 ,
cenzorování zleva
K5 =
2c
ξ3
(1 + ξ
TL − µ
σ
)−
1
ξ ln (1 + ξ
TP − µ
σ
)
− c
ξ2
[(1 + ξ
TL − µ
σ
)−
1
ξ (
1
ξ2
ln (1 + ξ
TL − µ
σ
)− 1
ξ
(1 + ξ
TL − µ
σ
)−1
TL − µ
σ
)]
ln (1 + ξ
TL − µ
σ
)− 2c
ξ2
(1 + ξ
TL − µ
σ
)−
1
ξ
−1TL − µ
σ
,
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progresiví cenzorování
K5 =
k∑
j=1
cj
(
ln(1 + ξ (Tj−µ)
σ
)− ξ (Tj−µ)
σ
(
1+ξ
(Tj−µ)
σ
))

ln
(
ξ (Tj−µ)
σ
+1
)
ξ2
(
ξ (Tj−µ)
σ
+1
) 1
ξ
− Tj−µ
σ ξ
(
ξ (Tj−µ)
σ
+1
) 1
ξ
+1

ξ2
(
e(1+ξ
Tj−µ
σ
)
− 1
ξ − 1
)
−
k∑
j=1
2 cj
(
ln(1 + ξ (Tj−µ)
σ
)− ξ (Tj−µ)
σ
(
1 + ξ (Tj−µ)
σ
)−1)
ξ3
(
ξ (Tj−µ)
σ
+ 1
) 1
ξ
(
e(1+ξ
Tj−µ
σ
)
− 1
ξ − 1
)
+
k∑
j=1
cj (Tj − µ)2
σ2 ξ
(
ξ (Tj−µ)
σ
+ 1
)2 ( ξ (Tj−µ)
σ
+ 1
) 1
ξ
(
e(1+ξ
Tj−µ
σ
)
− 1
ξ − 1
)
−
k∑
j=1
cj e
(1+ξ
Tj−µ
σ
)
− 1
ξ
(
ln(1 + ξ (Tj−µ)
σ
)− ξ (Tj−µ)
σ
(
1+ξ
(Tj−µ)
σ
))

ln
(
ξ (Tj−µ)
σ
+1
)
ξ2
(
ξ (Tj−µ)
σ
+1
) 1
ξ
− Tj−µ
σ ξ
(
ξ (Tj−µ)
σ
+1
) 1
ξ
+1

ξ2
(
ξ (Tj−µ)
σ
+ 1
) 1
ξ
(
e(1+ξ
Tj−µ
σ
)
− 1
ξ − 1
)2 .
∂2 lnL
∂ξ∂µ
= K6 − 1
σξ
n∑
i=1
(1 + ξ
zi − µ
σ
)−1 +
1 + 1
ξ
σ
n∑
i=1
(1 + ξ
zi − µ
σ
)−1
− 1
ξ2σ
n∑
i=1
(1 + ξ
zi − µ
σ
)−
1
ξ
−1
[
ln (1 + ξ
zi − µ
σ
)− ξ(zi − µ)
σ
(1 + ξ
zi − µ
σ
)−1 + ξ
]
+
n∑
i=1
zi − µ
σ2
(1 + ξ
zi − µ
σ
)−
1
ξ
−2 − 1 + ξ
σ2
n∑
i=1
(zi − µ)(1 + ξ zi − µ
σ
)−2,
kde K6 je pro
cenzorování zprava
K6 =
c
(
ln
(
ξ (TP−µ)
σ
+ 1
)
− ξ (TP−µ)(1+ξ
TP−µ
σ
)
σ
)(
ξ (TP−µ)
σ
+ 1
)− 1
ξ
−1
σ ξ2
(
e(1+ξ
TP−µ
σ
)
− 1
ξ − 1
)
− c (TP − µ)
σ2
(
ξ (TP−µ)
σ
+ 1
)2 ( ξ (TP−µ)
σ
+ 1
) 1
ξ
(
e(1+ξ
TP−µ
σ
)
− 1
ξ − 1
)
−
c e(1+ξ
TP−µ
σ
)
− 1
ξ
(
ln
(
ξ (TP−µ)
σ
+ 1
)
− ξ (TP−µ)(1+ξ
TP−µ
σ
)
σ
)
σ ξ2
(
ξ (TP−µ)
σ
+ 1
) 1
ξ
+1 ( ξ (TP−µ)
σ
+ 1
) 1
ξ
(
e(1+ξ
TP−µ
σ
)
− 1
ξ − 1
)2 ,
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cenzorování zleva
K6 = − c
ξ2σ
(1 + ξ
Tj − µ
σ
)−
1
ξ
−1 ln (1 + ξ
Tj − µ
σ
) +
c(1 + 1
ξ
)(TL − µ)
σ2
(1 + ξ
Tj − µ
σ
)−
1
ξ
−2,
progresiví cenzorování
K6 =
k∑
j=1
cj
(
ln
(
ξ (Tj−µ)
σ
+ 1
)
− ξ (Tj−µ)(1+ξ
Tj−µ
σ
)
σ
)(
ξ (Tj−µ)
σ
+ 1
)− 1
ξ
−1
σ ξ2
(
e(1+ξ
Tj−µ
σ
)
− 1
ξ − 1
)
−
k∑
j=1
cj (Tj − µ)
σ2
(
ξ (Tj−µ)
σ
+ 1
)2 ( ξ (Tj−µ)
σ
+ 1
) 1
ξ
(
e(1+ξ
Tj−µ
σ
)
− 1
ξ − 1
)
−
k∑
j=1
cj e
(1+ξ
Tj−µ
σ
)
− 1
ξ
(
ln
(
ξ (Tj−µ)
σ
+ 1
)
− ξ (Tj−µ)(1+ξ
Tj−µ
σ
)
σ
)
σ ξ2
(
ξ (Tj−µ)
σ
+ 1
) 1
ξ
+1 ( ξ (Tj−µ)
σ
+ 1
) 1
ξ
(
e(1+ξ
Tj−µ
σ
)
− 1
ξ − 1
)2 .
Asymptotický oboustranný interval spolehlivosti pro parametr µ s koeficientem spo-
lehlivosti 1− α/2 je
(µˆ− u1−α/2
√
ψ1,1, µˆ+ u1−α/2
√
ψ1,1).
Pro parametr σ je
(σˆ − u1−α/2
√
ψ2,2, σˆ + u1−α/2
√
ψ2,2).
Pro parametr ξ je
(ξˆ − u1−α/2
√
ψ3,3, ξˆ + u1−α/2
√
ψ3,3).
Opět u1−α/2 značí 1 − α/2 kvantil normovaného normálního rozdělení a ψ1,1 je hodnota
matice ψ(µ, σ, ξ) v prvním řadku a prvním sloupci, ψ2,2 je hodnota v druhém řádku a
druhém sloupci a ψ3,3 je ve třetím řádku a třetím sloupci.
ψ(µ, σ, ξ) =

− ∂2
∂µ2
lnL|µ=µˆ,σ=σˆ,ξ=ξˆ − ∂
2
∂µ∂σ
lnL|µ=µˆ,σ=σˆ,ξ=ξˆ − ∂
2
∂µ∂ξ
lnL|µ=µˆ,σ=σˆ,ξ=ξˆ
− ∂2
∂σ∂µ
lnL|µ=µˆ,σ=σˆ,ξ=ξˆ − ∂
2
∂σ2
lnL|µ=µˆ,σ=σˆ,ξ=ξˆ − ∂
2
∂σ∂ξ
lnL|µ=µˆ,σ=σˆ,ξ=ξˆ
− ∂2
∂ξ∂µ
lnL|µ=µˆ,σ=σˆ,ξ=ξˆ − ∂
2
∂ξ∂σ
lnL|µ=µˆ,σ=σˆ,ξ=ξˆ − ∂
2
∂ξ2
lnL|µ=µˆ,σ=σˆ,ξ=ξˆ

−1
.
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5 Simulační studie
5.1 Úvod
Následující kapitola popisuje konstrukci simulací, jejichž výstupy jsou ve formě obrázků,
které znázorňují závislost odhadu parametru na počtu cenzorovaných hodnot. Z těchto
obrázků jsou vyvovozeny patřičné závěry o chování odhadů. V simulační studii budou
studovány odhady parametrů exponenciálního, Weibullova, logaritmicko–normálního roz-
dělení a rozdělení extrémních hodnot.
Odhady jsou provedeny pomocí metody maximální věrohodnosti a to za použití pro-
gramu MATLAB 7.11.0. V matlabu je využito funkce mle.m, která slouží k výpočtům
odhadů pomocí metody maximální věrohodnosti. Jelikož tato funkce neumožňuje výpočet
odhadů pro jiné typy cenzorování než zprava a též neumí počítat odhady pro cenzorované
zobecněné extrémní rozdělení, je pro účel této práce setrojena funkce mmv.m, která tyto
odhady počítá. Tato funkce využívá optimalizačních funkcí v matlabu.
5.2 Simulace pomocí funkce mle
Při simulacích za pomocí matlabovské funkce mle.m bude sledována závislost odhadu
parametrů rozdělení na cenzorování zprava pro rozdělení exponenciální, Weibullovo, lo-
garitmicko–normální a extrémní typu I. K vytvoření simulací byla vytvořena funkce
simcenzodhadu.m:
simcenzodhadu(typrozdeleni,parametr,M,N,alpha).
Vstupy této funkce jsou:
 typrozdeleni: Volba rozdělení pravděpodobnosti. Možnosti jsou: ’exponencialni’,
’weibullovo’,’normalni’,’lognormalni’,’gamma’,’ev’.
 parametri: Vektor parametrů zvoleného rozdělení.
 M: Počet opakování simulace. Projeví se tím, že vykreslený bodový odhad je průměrem
M odhadů získaných z cenzorovaného výběru o původním rozsahu N.
 N: Rozsah necenzorovaného výběru.
 alpha: alpha ∈ (0, 1). Hodnota 1− alpha je koeficient spolehlivosti.
Vzorové volání této funkce může vypadat následovně:
simcenzodhadu(’weibullovo’,[1 10],1000,100,0.05).
Pro následující obrázky a jejich popis bude platit následující: V případě M = 1 jsou
modrými křížky vykresleny bodové odhady parametrů z rozdělení o původním rozsahu N
při daném procentu cenzorování. Zeleně je vyznačena skutečná hodnota parametru da-
ného rozdělení. Červeně jsou vyznačeny intervalové odhady daného parametru, přičemž
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jednotlivé hodnoty jsou popořadě pospojovány přímkou. V případě M 6= 1 jsou mod-
rými křížky vykresleny průměry M bodových odhadů parametrů z rozdělení o původním
rozsahu N při daném procentu cenzorování. Zeleně je opět vyznačena skutečná hodnota
parametru daného rozdělení. Červeně jsou vyznačeny asymptotické intervalové odhady
dané vztahem:
(X − t0,975(M − 1) S√
M
,X + t0,975(M − 1) S√
M
),
kdeX =
∑M
i=1 θˆi, S =
(
1
M−1
∑M
i=1(θˆi−X)2
) 1
2
a t0,975(M−1) je kvantil studentova rozdělení
o M−1 stupních volnosti. Vodorovná osa na obrázcích udává procento cenzorování a svislá
hodnotu parametru.
5.2.1 Exponenciální rozdělení
Necenzorovaný výběr je o rozsahu N = 100 z exponenciálního rozdělení o parametru λ =
1. Na obrázku 5.1 je M = 1. Z obrázku je patrné, že s rostoucím počtem cenzorovaných
hodnot se zvětšuje interval spolehlivosti pro odhad parametru. Obrázky 5.2 a 5.3 jsou
vykresleny pro M = 1000 a M = 10000. Z těchto obrázků je vidět, že odhad se při
zvětšujícím procentu cenzorování začína vychylovat k nižším hodnotám. Skutečná hodnota
parametru je vždy zahrnuta v patřičném intervalu spolehlivosti.
Obrázek 5.1: Ex(1), M=1 Obrázek 5.2: Ex(1), M=1000
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Obrázek 5.3: Ex(1), M=10000
5.2.2 Weibullovo rozdělení
Necenzorovaný výběr je o rozsahu N = 100 z Weibullova rozdělení o parametrech λ = 10
a b = 5.
Na obrázcích 5.4, 5.6, 5.8 je vykreslen odhad parametru λ při M = 1, 1000, 10000. Je
zde opět patrné, že interval spolehlivosti se s rostoucím procentem cenzorování zvětšuje.
Odhad se s rostoucím procentem cenzorování vychyluje k menším hodnotám. Z obrázku
5.6 se dá usuzovat, že skutečná hodnota parametru přestává být zahrnuta v intervalu
spolehlivosti pro odhad od čtyřiceti procent cenzorvaných hodnot.
Na obrázcích 5.5, 5.7, 5.9 je vykreslen odhad parametru b při M = 1, 1000, 10000. Je
zde opět patrné, že interval spolehlivosti se s rostoucím procentem cenzorování zvětšuje.
Odhad se s rostoucím procentem cenzorování vychyluje k větším hodnotám. Z obrázků je
patrné, že skutečná hodnota až na obrázek 5.5 není zahrnuta v intervalu spolehlivosti. To
však může být způsobeno příliš úzkým intervalem spolehlivosti z důvodu velkého počtu
hodnot.
Obrázek 5.4: W(10,5), M=1 Obrázek 5.5: W(10,5), M=1
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Obrázek 5.6: W(10,5), M=1000 Obrázek 5.7: W(10,5), M=1000
Obrázek 5.8: W(10,5), M=10000 Obrázek 5.9: W(10,5), M=10000
5.2.3 Logaritmicko−normalní rozdělení
Necenzorovaný výběr je o rozsahu N = 100 z logaritmicko– normálního rozdělení o pa-
rametrech µ = 0, 5 a σ = 1.
Na obrázcích 5.10, 5.12, 5.14 je vykreslen odhad parametru µ a na obrázcích 5.11, 5.13,
5.15 odhad parametru σ, při M = 1, 1000, 10000. Intervaly spolehlivosti se opět s rostou-
cím procentem cenzorování zvětšují. Oba odhady se s rostoucím procentem cenzorování
vychylují k menším hodnotám. Z obrázků 5.12 a 5.14 se dá říct, že skutečná hodnota
parametru µ přestává být zahrnuta v intervalu spolehlivosti od třiceti až čtyřiceti procent
cenzorvaných hodnot. Skutečná hodnota parametru σ na obrázcích 5.13 a 5.15 je již při
malém procentu cenzorování nezahrnuta v intervalu spolehlivosti.
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Obrázek 5.10: LN(0,5;1), M=1 Obrázek 5.11: LN(0,5;1), M=1
Obrázek 5.12: LN(0,5;1), M=1000 Obrázek 5.13: LN(0,5;1), M=1000
Obrázek 5.14: LN(0,5;1), M=10000 Obrázek 5.15: LN(0,5;1), M=10000
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5.2.4 Extrémní rozdělení typu I
Necenzorovaný výběr je o rozsahu N = 100 a je z extrémního rozdělení typu I (Gum-
belova rozdělení) o parametrech a = 1 a b = 5.
Na obrázcích 5.16, 5.18, 5.20 je vykreslen odhad parametru a a na obrázcích 5.17, 5.19,
5.21 odhad parametru b, při M = 1, 1000, 10000. Z obrázků vyplývají podobné závěry
jako pro logarimicko−normální rozdělení. Intervaly spolehlivosti se s rostoucím procen-
tem cenzorování zvětšují. Oba odhady se s rostoucím procentem cenzorování vychylují k
menším hodnotám. Na obrázku 5.18 skutečná hodnota parametru a přestává být zahr-
nuta v intervalu spolehlivosti od třiceti procent cenzorvaných hodnot. Skutečná hodnota
parametru b již při malém procentu cenzorování není zahrnuta v intervalu spolehlivosti.
Obrázek 5.16: Ev(1,5), M=1 Obrázek 5.17: Ev(1,5), M=1
Obrázek 5.18: Ev(1,5), M=1000 Obrázek 5.19: Ev(1,5), M=1000
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Obrázek 5.20: Ev(1,5), M=10000 Obrázek 5.21: Ev(1,5), M=10000
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5.3 Simulace pomocí funkce mmv
K vytvoření následujících obrázků je použita mnou vytvořená funkce cenzorovani.m,
která provádí podobné kroky, jako v předchozím případě funkce simcenzodhadu.m. Roz-
díl je v tom, že funkce cenzorovani.m vytváří výběry cenzorované zprava typu I, II a
zleva typu I, II. K výpočtu odhadů tato funkce volá funkci mmv.m, kterou jsem opět zpro-
gramoval. Funkce mmv.m využívá k výpočtu bodových a intervalových odhadů některé
mnou v této práci odvozené vztahy a matlabovské optimalizační funkce. Jelikož funkce
mmv.m využívá při výpočtu bodových odhadů optimalizační funkce, které nemusejí vždy
dostatečně rychle konvergovat k řešení, je používání této funkce mnohdy časově náročné
a získané odhady nemusejí být dostatečně přesné. Při výpočtu intervalových odhadů se
počítá inverzní matice. K výpočtu inverzní matice je však třeba, aby matice byla regulární
a to nemusí být vždy splněno.
Funkce
cenzorovani(typrozdeleni,parametr,typcenzorovani,N,M,alpha)
má jako vstupní parametry:
 typrozdeleni: Volba rozdělení pravděpodobnosti. Možnosti jsou: ’exponencialni’,
’weibullovo’,’lognormalni’,’ev1’,’gev’.
 typcenzorovani: Volba typu cenzorování. Možnosti jsou: ’zpravaI’,’zpravaII’,’zlevaI’,
’zlevaII’.
 N,M,alpha: Tyto parametry mají stejný význam jako u funkce simcenzodhadu.m.
Funkce mmv
[odhadparametru,dolintspol,horintspol] = mmv(vektorhodnot,rozdeleni,typcenzorovani,
T,C,alpha)
má vstupní parametry :
 vektorhodnot: Vektor naměřených hodnot.
 rozdeleni: Rozdělení pravděpodobnosti, ze kterého pochází cenzorovaný výběr.
Možnosti jsou: ’exponencialni’, ’weibullovo’, ’lognormalni’, ’ev1’, ’gev’.
 typcenzorování: Typ cenzorování. Možnosti jsou: ’zpravaI’, ’zpravaII’, ’zlevaI’,
’zlevaII’.
 T značí hodnotu ve které došlo k cenzorování.
 C je počet cenzorovaných hodnot v hodnotě T.
 alpha: alpha ∈ (0, 1) a hodnota 1− alpha je koeficient spolehlivosti.
Výstupní parametry jsou:
 odhadparametru: vektor bodových odhadů parametrů daného rozdělení.
 dolintspol: vektor dolních mezí intervalových odhadů daných parametrů.
 horintspol: vektor horních mezí intervalových odhadů daných parametrů.
Popis následujících obrázků je identický jako v 5.2.
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5.3.1 Zobecněné rozdělení extrémních hodnot
Na obrázcích 5.22 až 5.33 jsou znázorněny závislosti odhadů parametrů zobecněného ex-
trémního rozdělení na procentu cenzorování. Parametry rozdělení jsou µ = 0, 5, σ = 1
a ξ = 0, 8. Tyto parametry jsou zvoleny libovolně s přihlédnutím, že je nutno dodržet
−0, 5 < ξ a ξ 6= 0 (Viz [3] str. 55). Z důvodu vysoké časové náročnosti výpočtů simulací je
voleno pouze M = 1. Z obrázků je patrné, že funkce mmv.m počítá odhady celkem přesně.
Dále je ukázáno, že s rostoucím procentem cenzorovaných hodnot se zvětšují intervalové
odhady. Na obrázcích 5.28 až 5.30 nejsou při vyšším procentu cenzorování vykresleny
správně intervalové odhady. To může být způsobeno nepřesností při výpočtu či tím, že
matice, za pomocí které se počítají intervalové odhady, nemusí být regulární.
Obrázek 5.22: Odhad µ při cenzoro-
vání zprava typu I.
Obrázek 5.23: Odhad σ při cenzoro-
vání zprava typu I
Obrázek 5.24: Odhad ξ při cenzoro-
vání zprava typu I.
Obrázek 5.25: Odhad µ při cenzoro-
vání zprava typu II.
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Obrázek 5.26: Odhad σ při cenzoro-
vání zprava typu II.
Obrázek 5.27: Odhad ξ při cenzoro-
vání zprava typu II.
Obrázek 5.28: Odhad µ při cenzoro-
vání zleva typu I.
Obrázek 5.29: Odhad σ při cenzoro-
vání zleva typu I.
Obrázek 5.30: Odhad ξ při cenzoro-
vání zleva typu I.
Obrázek 5.31: Odhad µ při cenzoro-
vání zleva typu II.
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Obrázek 5.32: Odhad σ při cenzoro-
vání zleva typu II.
Obrázek 5.33: Odhad ξ při cenzoro-
vání zleva typu II.
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6 Závěr
Tato práce se zabývala odhady parametrů z cenzorovaných výběrů. V teoretické části je
popsána metoda maximální věrohodnosti, uvedeny jednotlivé typy cenzorovaných výběrů
a odvozeny či uvedeny tvary věrohodnostních funkcí. V práci jsou též popsány základní
typy extrémálních rozdělení.
Přínosem této práce je odvození věrohodnostních rovnic a asymptotických intervalových
odhadů parametrů pro cenzorované výběry z exponenciálního, logaritmicko−normálního,
Weibullova, Gumbelova a zobecněného extrémního rozdělení. Odvození těchto vztahů,
které se běžně v literatuře nevyskytují, je věnovaná značná část této práce.
Další přínos je v podobě simulací, kde je studována závislost odhadů parametrů na
procentu cenzorování pro exponenciální, logaritmicko−normální, Weibullovo, Gumbelovo
a zobecněné rozdělení extrémních hodnot. V práci jsou pak v podobě obrázků uvedeny vý-
stupy těchto simulací a z nich plynoucí závěry. Tyto simulace byly prováděny pomocí pro-
gramu matlab. Matlabovská funkce mle.m, která slouží pro odhady parametrů rozdělení
pomocí metody maximální věrohodnosti, počítá odhady pouze pro cenzorování zprava
a nedovede určit odhady parametrů pro cenzorované výběry ze zobecněného rozdělení
extrémních hodnot. Z tohoto důvodu byla v programu matlab zprogramována funkce na-
zvaná mmv.m, která za pomocí matlabovských optimalizačních funkcí a některých vztahů
odvozených v této práci, počítá odhady pro cenzorování zprava a zleva typu I či II a to
pro rozdělení exponenciální, Weibullovo, logaritmicko−normální, Gumbelovo a zobecněné
rozdělení extrémních hodnot. Tato funkce pak byla využita pro simulaci závislosti odhadu
parametrů zobecněného rozdělení extrémních hodnot na procentu cenzorování. Použitel-
nost funkce mmv.m pro některé typy rozdělení je z důvodu vysoké časové náročnosti
horší.
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Seznam použitých zkratek a symbolů
P pravděpodobnost
X náhodná veličina
X náhodný vektor
Ω parametrický prostor
θ vektor parametrů
a, b, µ, σ, ξ, λ, γ parametry rozdělení
F,G distribuční funkce
f, g hustota rozdělení pravděpodobností
E střední hodnota
L věrohodnostní funkce
l logaritmická věrohodnostní funkce
J Fisherova míra informace
J Fisherova informační matice
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