The problem of global illumination is virtually synonymous with solving the rendering equation. Although a great deal of research has been directed toward Monte Carlo and finite element methods for solving the rendering equation, little is known about the continuous equation beyond the existence and uniqueness of its solution. The continuous problem may be posed in terms of linear operators acting on infinite-dimensional function spaces. Such operators are fundamentally different from their finite-dimensional counterparts, and are properly studied using the methods of functional analysis. This paper summarizes some of the basic concepts of functional analysis and shows how these concepts may be applied to a linear operator formulation of the rendering equation. In particular, operator norms are obtained from thermodynamic principles, and a number of common function spaces are shown to be closed under global illumination. Finally, several fundamental operators that arise in global illumination are shown to be nearly finite-dimensional in that they can be uniformly approximated by matrices.
Introduction
The rendering equation has served to codify the study of global illumination since its introduction by Kajiya in 1986 [12] . Methods for the construction and solution of discrete versions of the rendering equation have been studied extensively; however, the continuous equation and its solution have received relatively little attention. This emphasis is somewhat justified given that digital computation rests upon finite representations; even though a solution exists within an infinite-dimensional function space, its approximation must be representable by a finite machine in finite time. Nevertheless, the fidelity of the finite-dimensional approximation can only be fully understood in the context of the infinite-dimensional problem.
A natural way to approach the infinite-dimensional problem is through the formalism of functional analysis. Functional analysis is the study of algebraic and topological properties of abstract spaces, particularly infinite-dimensional spaces of functions and operators that transform them. This level of abstraction can provide valuable insight by characterizing both the operators and the solutions of operator equations, and is particularly well-suited to the study of integral equations.
The techniques of functional analysis draw upon measure theory and topology. Measure theory provides the basis for integration while topology formalizes the notions of "closeness" and "convergence" that underly all of analysis. These concepts are extremely general and extend to infinite-dimensional spaces, where familiar notions of Euclidean space often break down. For example, a linear operator on an infinite-dimensional space may be discontinuous, which is impossible in IR n . Also, different norms on these spaces need not be equivalent; that is, a sequence may converge with respect to one norm, but not another. In more abstract terms, this means that different norms can induce different topologies. As a final example, the spectrum of an infinite-dimensional linear operator is generally more complex than that of a matrix.
The remainder of the paper is a brief exploration of these concepts and a set of guideposts for applying them in the context of global illumination. Pointers into the relevant literature are provided for those who wish to learn more.
The Classical Transport Equation
Equations governing the transport of radiant energy have appeared in astrophysics [5] , thermal engineering [22] , and illuminationengineering [16] . For global illumination the governing equation may be expressed in terms of an unknown surface radiance function f resulting from a source term f 0 . In continuous form, the governing equation is
where i denotes the hemisphere of incoming directions with respect to the surface point r, and d denotes cosine-weighted integration over directions. The kernel k is the bidirectional reflectance distribution function expressed in terms of global coordinates, and r 0 is the point that is visible to r in the direction ;u 0 . Equation (1) is essentially the formulation posed by Polyak [17] in thermal engineering, which can be used to derive Kajiya's rendering equation by a change of variables. Equation (1) is often referred to as a Fredholm integral equation of the second kind although it has several features that do not conform to the standard definition. First, the integral for a given point r does not depend on the entire domain of f, but only a vanishingly small subset; a difference that disappears when one considers only radiosity. Secondly, r 0 is an implicit function that depends on the argument r and the dummy variable u 0 . This seemingly minor difference is responsible for the most important distinguishing feature of radiative transfer problems; the non-localness of the interactions. However, this property is difficult to work with as it appears above.
To precisely define the implicit function r 0 we introduce two intermediate functions.
First, let Mdenotethecollectionofallsurfacesinanenvironment,anddefinethevisiblesurface function (r u) by (r u) inf fx > 0 : r + xu 2 M g where "inf" means greatest lower bound. This function returns the distance from r to the nearest point on M in the direction of u (Glassner [9] gives a similar definition). If no such point exists, we define (r u) = 1. We then define the ray casting function by p(r u) r + (r u)u which is the point of intersection with M when one exists; the function is undefined otherwise. It follows that r 0 (r u) p(r ;u). This function will also be useful in recasting equation (1) into operator form.
Function Spaces
The formal study of equation (1) [25, 15] .
Measures and Lebesgue Integration
A measure is mechanism for generalizing the notion of area or volume to abstract sets.
A measure is a countably additive positive set function; that is, if m is a measure over a set S, then 0 m(A 1 A 2 ) = m(A 1 )+m(A 2 )+ whenever the sets A 1 A 2 : : : are mutually disjoint subsets of S. We shall let denote the canonical measure on the sphere [3, p. 276] ; that is, (A) is the surface area of any (measurable) subset A S 2 .
The Lebesgue integral is based upon the concept of measure and is commonly denoted as in equation (1), where d (u 0 ) 1 signifies both the measure and the dummy variable u 0 . The Lebesgue integral is an appropriate abstraction for functional analysis, where the emphasis is on integrals as transformations rather than the numerical aspects of integration. While the simpler concept of the Riemann integral is equivalent when it exists, the Lebesgue integral is more robust with respect to limiting operations, which makes it a valuable tool for defining abstract spaces such as Banach spaces [21] .
The measure-theoretic notation used in (1) also allows us to introduce the convenient measure that incorporates a cosine weighting. Formally, the measure is defined by
where E S 2 and n(r) is the surface normal at the point r 2 M ; thus, implicitly depends on r. Equation (2) shows how one measure may be defined in terms of another. The new measure eliminates the proliferation of cosine factors that appear in radiative transfer computations, but more importantly, it emphasizes that the cosine is an artifact of surface integration. This observation is vital in defining appropriate norms and inner products for radiance functions.
The L p Spaces
The Lebesgue integral provides a mechanism for defining a family of fundamental function spaces called Lebesgue spaces or L p -spaces [20, p. 66] . These spaces are defined in terms of the L p -norms, which for radiance functions are given by
where m denotes area measure over M, and 1 p 1 is a real number 2 . The collection of functions with finite L p -norm is denoted by L p ( m), or simply by L p if the measure is clear from context. Each L p -space is a Banach space because the limit of L p functions is again in L p . The L 1 -norm of a radiance function f is its power, and therefore carries the corresponding units [watts] .
As p approaches infinity, the L p -norm places greater emphasis on the largest values attained by the function. In the limit, when p = 1, the L p -norm becomes kf k 1 ess sup
where "ess sup " is the essential supremum, the least upper bound obtainable by ignoring a subset of measure zero. More formally, if h is a real function defined on a set A, then ess sup x2A h(x) inf fm j h(x) m for almost every x 2 A g
where "almost" means to within a set of measure zero [25] . The essential supremum corresponds to the notion of maximum, but with two important differences. First, it is the least upper bound, or supremum, which exists for all bounded subsets of IR. Secondly, it is unaffected by values that cannot contribute to the integral of the function; this includes values assumed at isolated points or over sets of measure zero, such as curves in IR 2 .
The L 1 -norm also has a direct interpretation; it is the maximum radiance attained or approached over all surfaces and directions; it follows that its units are those of radiance [watts/m 2 sr]. Finally, the L 2 -norm is important since it has additional algebraic properties that make it a Hilbert space, as described in the next section.
The Hilbert Space L 2
A Hilbert space H is a Banach space whose norm is defined in terms of an inner product h j idefined on H H [15] . More precisely, the norm jj jj is defined by jjxjj p hxj xi (6) 2 The definition is also meaningful for p < 1, but these norms are not strictly convex and are often excluded [14] .
where x 2 H . Not every Banach space is a Hilbert space. Equation (6) 
is satisfied for all f and g in a Banach space if and only if it is also a Hilbert space [18, p. 27] . This is easy to verify using equation (6) and the bilinearity of inner products.
However, equation (7) is violated by both the L 1 -norm and the L 1 -norm; for instance, simply let f and g be disjoint unit step-functions. The space L 2 , on the other hand, is a Hilbert space with the inner product hf j gi
In fact, the space L 2 is the only L p -space that is also a Hilbert space. This can be shown by observing that L p is isomorphic to its own dual space [15, p. 106 ] only when p = 2 ;
this is a feature of all Hilbert spaces. The distinction between a Banach space and a Hilbert space can be important in global illumination; for example, Galerkin-based methods [26] depend on orthogonal projections, which are only meaningful in a Hilbert space.
Linear Operators
A function whose domain is a function space such as L p is commonly referred to as an operator. Since all of the L p -spaces are infinite-dimensional for typical measures, we often speak of the operators defined on them as being infinite-dimensional as well. Common infinite-dimensional linear operators include integral or differential operators, projection operators, and the multiplication operator defined by
where g is some function. An operator is finite-dimensional, or degenerate, only if its range is finite-dimensional. An important type of degenerate operator is one that projects onto a subspace spanned by a finite number of basis functions.
The collection of linear operators that map one function space into another is itself a vector space under pointwise addition and scalar multiplication. Such a vector space can be made into a Banach space by imposing a norm. For instance, the standard operator norm corresponding to a given function norm jj jj is defined by jjAjj inf fm : jjAhjj m jjhjj for all h g:
Operator equations are a generalization of integral equations in which the essential algebraic properties such as linearity and associativity are preserved, while less important details of the operators are hidden. Operator equations were first applied in global illumination by Kajiya [12] , where they were used to show the existence and uniqueness of solutions to the rendering equation.
Features of Infinite-Dimensional Operators
Linear operators can possess properties that do not occur in their finite-dimensional counterparts, which correspond to matrices. For example, a linear operator may be unbounded; that is, it may have infinite norm. The simplest example of such an operator is the pointevaluation functional x (f) = f(x), which is unbounded on all L p -spaces. Also, most differential operators are unbounded on spaces of differentiable functions. For linear operators, unboundedness is synonymous with being discontinuous.
Another fundamental difference appears in the spectrum of an infinite-dimensional operator. Although spectral analysis has not yet been applied to global illumination, it illustrates another way in which infinite-dimensional operators differ from matrices. For any scalar value , we define the resolvent operator of T by
The spectrum of T consists of all the points in the complex plane for which R fails to be a bounded linear operator [14] . For instance, T; I may have a non-trivial nullspace, which means that there exists a vector x 6 = 0 such that (T ; I) x = 0 : (12) In this case the resolvent operator R does not exist since T; I cannot be inverted. The value is called an eigenvalue of T and the corresponding x is called an eigenvector, or an eigenfunction when x is a function. In a finite-dimensional space the eigenvalues are the only values at which the resolvent operator R goes awry. In infinite-dimensional spaces, however, there are other possibilities. For example, the resolvent operator may exist but fail to be bounded. The collection of all values at which this occurs is called the continuous spectrum of T. As we shall see, many operators associated with global illumination cannot exhibit this feature, which gives them a greater resemblance to matrices.
Linear Operators for Global Illumination
The classical governing equation can be concisely expressed as a linear operator equation [12, 11, 6, 1] . We shall use a very general formulation [1] similar to that proposed by Gershbein et al. [8] . We first define the local reflection operator K by (Kh)(r u)
which accounts for the scattering of incident radiant energy. Here h is a field radiance function, that is, a radiance function corresponding to all incident light, which is distinct from irradiance. The K operator maps the field radiance function h to the corresponding surface radiance function after one local reflection. The symbol for this operator is a mnemonic for "kernel". Next, we define the field radiance operator G that expresses the field radiance at each point of M in terms of the surface radiance of surrounding visible surfaces. Thus,
where h is a surface radiance function. The G operator expresses the transport of radiant energy from surface to surface as a linear transformation on the space of surface radiance functions. The symbol chosen for this operator is intended as a mnemonic for "global" or "geometry". Defining G in this way allows us to factor out the implicit function r 0 (r u) from the integral in equation (1) . In terms of these operators, we may write
This formulation retains the full generality of equation (1), but is frequently more amenable to analysis. Since the operators express the process of energy transfer, they are subject to various thermodynamic constraints. We next show how these constraints allow us to compute the operator norms.
The L 1 -norm of K
We compute the operator norm jjKjj 1 in two steps: first, we produce an upper bound, and then show that the bound is attained. We begin by considering the function norm jjKf jj 1 for an arbitrary function f 2 L 1 ( m) and obtain a bound in terms of jjf jj 1 and a new expression, which will be shown to be jjKjj 1 . Since all quantities are positive, absolute value signs may be dropped. If f is a field radiance function, then
where the first equality follows from the definitions of K and the L 1 -norm. The second equality holds by Fubini's theorem [20, p. 164] , which states that the order of integration can be changed when the integral exists and is finite. In the final equality, we have isolated the kernel of the integral operator K to the extent possible. Next, we define the constant ! by ! ess sup r2M ess sup u
which is independent of the function f. Since this quantity bounds the effect of the bracketed expression on the outer double integral above, we have
) dm(r) = ! jjf jj 1 (17) which shows that ! is an upper bound on jjKjj 1 . To show that it is a lower bound as well we must demonstrate that this bound is either attained by some function f, or approached from below by a sequence of functions. We can accomplish the latter by a sequence of beams that approach perfect collimation about the incident direction u 0 in which
is maximal. If this maximum is not attained, but rather approached as the incident beam approaches grazing, for example, then we let the sequence f 1 f 2 : : : approach perfect collimation while simultaneously approaching grazing. From this it follows that ! is also a lower bound on jjKjj 1 . Therefore, jjKjj 1 = ess sup r2M ess sup u
But the integral in this expression is the directional-hemispherical reflectivity at r with respect to the incoming direction u 0 . This quantity is necessarily positive and bounded above by one by the first law of thermodynamics, conservation of energy. Hence, ! 1. so the expression in brackets is an upper bound on jjKjj 1 . Again, this bound can be approached from below by considering a sequence of increasingly collimated beams about a direction of maximal reflectance. Therefore, we have
which differs from the L 1 norm by exchanging the arguments of the kernel. The integral in this expression is the hemispherical-directional reflectivity at r with respect to the outgoing direction u. This quantity is necessarily equal to jjKjj 1 because of the reciprocity
, which is a consequence of the second law of thermodynamics.
Other Bounds and their Consequences
The 
for all 1 p 1 . Note that this fails when ! = 1 , which is true when perfect reflection occurs at grazing or because of total internal reflection. We therefore ignore these effects and assume that ! < 1. : L p ! L p for all 1 p 1 . Another conclusion that we can draw is that a surface radiance function over M S 2 will decrease in all L p -norms as a result of each interreflection, which follows immediately from the bound jjKGjj p < 1.
Adjoint Operators
The natural generalization of "transpose" for linear a operator is the adjoint, which has been applied to importance-driven global illumination [24, 2] . While adjoints can be defined in a general Banach space, the symmetry between a Hilbert space and its dual leads to a simple definition of the adjoint. Given a linear operator M : H ! H , the so called Hilbert-adjoint M is the operator that satisfies hMf j gi = hf j M gi (25) for all f and g in H. In order to define the Hilbert-adjoints of K and G, we equate surface and field radiance functions so that both operators map H into itself. To make the necessary identification, we note that the space of field radiance functions is naturally isomorphic to the space of surface radiance functions under the mapping (Hf) ( r u) f(r ;u): (26) By virtue of this identification, the distinction between surface and field radiance functions can be removed, although it serves as a reminder of the physical process. Treating K and G as operators that map L 2 into itself, it is easy to see from definition (25) that both are self-adjoint. This fact hinges on associating the cosine factor with the measure and not with the kernel k; doing so preserves the symmetry of k and makes the corresponding K operator self-adjoint; that is, K = K . It follows that M = ( I ; KG) = I ; GK:
Thus, the same operators K and G are sufficient to form both M and its adjoint. This fact and the connection with the space L 2 are clarified by the operator formulation.
Compact Operators
As a final topic, we briefly explore the concept of compactness [15, p. 40] . A subset S of a Banach space is compact if every infinite sequence of points x 1 x 2 : : : in S has a limit point in S; that is, some point in S is attained or approached arbitrarily closely (with respect to the norm) infinitely many times by elements of the sequence. In IR n every closed and bounded subset is compact, but this is not so in infinite dimensions.
A compact operator is one that maps bounded sets to compact sets [25, p. 293 ]. Thus, compact operators remove one of the oddities of infinite-dimensionalspaces, which frequently simplifies things. Note that the identity operator I is compact if and only if the space it is defined on is finite. An important property of compact operators is that they may be uniformly approximated by degenerate operators; that is, given any compact operator T and > 0, there exists a finite-dimensional operator T n such that jjT ; T n jj 1 < : (27) Compact operators also have a simple point spectrum; that is, they have an empty continuous spectrum, as does a finite matrix. As an example of a compact operator, let k be a kernel function such that As an example of a linear operator that appears in global illuminationthat is not compact, consider the specular reflection operator S, defined by where k s is the specular kernel, a dimensionless function that is bounded away from one, and u 0 denotes the mirror reflection of u. It is easy to see that jjSjj p 1. The operator S can be factored into a product of a reflection operator (similar to H) and a multiplication operator (similar to M g ). But multiplication operators are not compact, and this property is inherited by S.
To see how these facts affect the process of global illumination, consider the twopass solution process proposed by Sillion and Puech [23] . We replace equation (15) 
The products of a compact operators with a bounded operator is compact, and a conver- ;I is compact, so the function g ; f 0 , which accounts for all transport chains ending in a non-specular scatter, is the image of a compact operator. Hence, the mapping from f 0 to g ; f 0 can be approximated to any degree by finite-dimensional operators. This is not true, however, of the mapping from g to f, which does not correspond to a compact operator. This observation provides an abstract view of the difference between specular and non-specular transfers.
Further Reading
Functional analysis is a very rich subject that can provide a better theoretical foundation for global illumination. For more complete discussions of the concepts touched upon in this paper, see Glassner [9] , Kreyszig [14] , Taylor and Lay [25] , or Boccara [4] . See Luenberger [15] for a very readable account of Hilbert spaces. For more advanced treatments, see Rudin [19] , Kato [13] , or Dunford and Schwartz [7] .
