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Abstract
In this work we discuss the properties of the solutions of the Dirac equation
in presence of an uniform background magnetic field. In particular we focus on
the nature of the solutions, their ortho-normality properties and how these solu-
tions depend on the choice of the vector potential giving rise to the magnetic field.
We explicitly calculate the spin-sum of the solutions and using it we calculate the
propagator of the electron in presence of an uniform background magnetic field.
1 Introduction
Calculations of elementary particle decays and scattering cross-sections in presence of
a background magnetic field are commonly found in literature [1, 2, 3, 4, 5]. These
calculations became more important after it was understood that the neutron star cores
can sustain magnetic fields of the order of 1013 G or more. These realistic fields may be
very complicated in their structure but for simplicity many of the times we assume these
fields to be uniform. The advantage of an uniform magnetic field is that in presence of
this field the Dirac equation can be exactly solved. Once the the Dirac equation is exactly
solved then we can proceed to quantize those solutions and calculate elementary particle
decays and scattering cross-sections in presence of the background magnetic field. In this
article we will solve the Dirac equation in a background magnetic field and discuss about
the nature of the solutions. We will quantize the fermionic theory in presence of a magnetic
∗e-mail addresses:kaushik@nucleares.unam.mx,
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field and will end with the calculation of the electron propagator. As the calculations rely
heavily on the choice of the background gauge field giving rise to the magnetic field we
will discuss about the gauge dependence of the various quantities calculated in this article
and infer about the gauge invariance of physical quantities as scattering cross-sections and
decay rates calculated in presence of a magnetic field.
2 Charged fermion in presence of a magnetic field
In this article we will assume that the uniform classical background magnetic field is
along the z-direction of the co-ordinate axis. The background gauge fields giving rise to
a magnetic field along the z-direction, of magnitude B, can be fixed in many ways:
A0B = A
y
B = A
z
B = 0 , A
x
B = −yB + b . (1)
or
A0B = A
x
B = A
z
B = 0 , A
y
B = xB + c . (2)
or
A0B = A
z
B = 0 , A
y
B =
1
2
xB + d , AxB = −
1
2
yB + g , (3)
where b, c, d and g are constants. Here AµB designates that the gauge field is a classical
background field and not a quantized dynamical field. In the above equations x, y are just
coordinates and not 4-vectors. In this article we will assume that the gauge configuration
as given in Eq. (1) with b = 0. More over in this article we will be employing the
Dirac-Pauli representation of the Dirac matrices.
2.1 The solution of the Dirac equation
The Dirac equation for a particle of mass m and charge eQ, in presence of a magnetic
field is given by:
i
∂ψ
∂t
= HB ψ , (4)
where the Dirac Hamiltonian in presence of a magnetic field is given by:
HB = α ·Π+ βm . (5)
Here Πµ is the kinematic momentum of the charged fermion. In our convention, e is the
positive unit of charge, taken as usual to be equal to the proton charge. From Eq. (4) we
can infer that for the stationary states, we can write:
ψ = e−iEt
(
φ
χ
)
, (6)
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where φ and χ are 2-component objects. With this notation, we can write Eq. (4) as:
(E −m)φ = σ · (−i∇− eQA)χ , (7)
(E +m)χ = σ · (−i∇− eQA)φ . (8)
Eliminating χ, we obtain
(E2 −m2)φ =
[
σ · (−i∇− eQA)
]2
φ . (9)
With our choice of the vector potential, Eq. (9) reduces to the form
(E2 −m2)φ =
[
−∇2 + (eQB)2y2 − eQB(2iy ∂
∂x
+ σ3)
]
φ . (10)
Here σ3 is the diagonal Pauli matrix. Noticing that the co-ordinates x and z do not
appear in the equation except through the derivatives, we can write the solutions as
φ = eip·X\yf(y) , (11)
where f(y) is a 2-component matrix which depends only on the y-coordinate, and possibly
some momentum components, as we will see shortly. We have also introduced the notation
X for the spatial co-ordinates (in order to distinguish it from x, which is one of the
components of X), and X\y for the vector X with its y-component set equal to zero. In
other words, p ·X\y ≡ pxx+ pzz, where px and pz denote the eigenvalues of momentum in
the x and z directions.1
There will be two independent solutions for f(y), which can be taken, without any
loss of generality, to be the eigenstates of σ3 with eigenvalues s = ±1. This means that
we choose the two independent solutions in the form
f+(y) =
(
F+(y)
0
)
, f−(y) =
(
0
F−(y)
)
. (12)
Since σ3fs = sfs, the differential equations satisfied by Fs is
d2Fs
dy2
− (eQBy + px)2Fs + (E2 −m2 − p2z + eQBs)Fs = 0 , (13)
which is obtained from Eq. (10). The solution is obtained by using the dimensionless
variable
ξ =
√
e|Q|B
(
y +
px
eQB
)
, (14)
which transforms Eq. (13) to the form[
d2
dξ2
− ξ2 + as
]
Fs = 0 , (15)
1It is to be understood that whenever we write the spatial component of any vector with a lettered
subscript, it would imply the corresponding contravariant component of the relevant 4-vector.
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where
as =
E2 −m2 − p2z + eQBs
e|Q|B . (16)
This is a special form of Hermite’s equation, and the solutions exist provided as = 2ν +1
for ν = 0, 1, 2, · · ·. This provides the energy eigenvalues
E2 = m2 + p2z + (2ν + 1)e|Q|B − eQBs , (17)
and the solutions for Fs are
Nνe
−ξ2/2Hν(ξ) ≡ Iν(ξ) , (18)
where Hν are Hermite polynomials of order ν, and Nν are normalizations which we take
to be
Nν =

√
e|Q|B
ν! 2ν
√
π
1/2 . (19)
With our choice, the functions Iν satisfy the completeness relation∑
ν
Iν(ξ)Iν(ξ⋆) =
√
e|Q|B δ(ξ − ξ⋆) = δ(y − y⋆) , (20)
where ξ⋆ is obtained by replacing y by y⋆ in Eq. (14).
So far, Q was arbitrary. We now specialize to the case of electrons, for which Q = −1.
The solutions are then conveniently classified by the energy eigenvalues
E2n = m
2 + p2z + 2neB , (21)
which is the relativistic form of Landau energy levels. The solutions are two fold degener-
ate in general: for s = 1, ν = n− 1 and for s = −1, ν = n. In the case of n = 0, from Eq.
(17) we see that for Q = −1, ν = −1
2
(1 + s), and as ν cannot be negative s = −1. Thus
the n = 0 state is not degenerate. The solutions can have positive or negative energies.
We will denote the positive square root of the right side by En. Representing the solution
corresponding to this n-th Landau level by a superscript n, we can then write for the
positive energy solutions,
f
(n)
+ (y) =
(
In−1(ξ)
0
)
, f
(n)
− (y) =
(
0
In(ξ)
)
. (22)
For n = 0, the solution f+ does not exist. We will consistently incorporate this fact by
defining
I−1(y) = 0 , (23)
in addition to the definition of In in Eq. (18) for non-negative integers n.
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The solutions in Eq. (22) determine the upper components of the spinors through Eq.
(11). The lower components, denoted by χ earlier, can be solved using Eq. (8), and finally
the positive energy solutions of the Dirac equation can be written as
e−ip·X\yUs(y, n,p\y) , (24)
where Xµ denotes the space-time coordinate. And Us are given by [6, 7, 8]
U+(y, n,p\y) =

In−1(ξ)
0
pz
En +m
In−1(ξ)
−
√
2neB
En +m
In(ξ)

, U−(y, n,p\y) =

0
In(ξ)
−
√
2neB
En +m
In−1(ξ)
− pz
En +m
In(ξ)

. (25)
For the case of positrons which are positively charged negative energy solutions of the
Dirac equation we have to put Q = −1 and in this case also we can write their energy as
in Eq. (21) but this time Eq. (17) predicts that the n = 0 solution must only have the
s = 1 component. Although the dispersion relation of the electrons and positrons become
different in presence of a magnetic field but they can be written in a unique form as given
in Eq. (21), the difference shows up in the spin of the zeroth Landau level state. A similar
procedure, as used for solving for the positive energy spinors, can be adopted to solve for
the negative energy spinors and the solutions are:
eip·X\yVs(y, n,p\y) , (26)
where
V−(y, n,p\y) =

pz
En +m
In−1(ξ˜)
√
2neB
En +m
In(ξ˜)
In−1(ξ˜)
0

, V+(y, n,p\y) =

√
2neB
En +m
In−1(ξ˜)
− pz
En +m
In(ξ˜)
0
In(ξ˜)

. (27)
where ξ˜ is obtained from ξ by changing the sign of the px-term. These solutions are
eigenstates of Πx and Πz but not of Πy. As Πx and Πy do not commute we cannot have
simultaneous eigenstates of both.
The solutions of the Dirac equation in presence of a magnetic field are exact solutions
and not perturbative excitations around the free Dirac equation solutions, which is evident
from Eq. (16). Consequently we cannot put B → 0 in the final solutions, in Eq. (25) and
Eq. (27), and expect we will get back the free Dirac solutions. Mathematically in the
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zero field limit the quantization condition in Eq. (16) fails and in that limit the solutions
of Eq. (15) becomes indeterminate. Physically we can say that the solutions in Eq. (25)
and Eq. (27) are specific to a gauge, giving rise to a magnetic field along the z direction,
and we can at best gauge transform these solutions to obtain equivalent solutions in a
background magnetic field. The choice of the background gauge does not permit us to
obtain the free solutions in any limit as the free solutions belong to another gauge orbit,
namely the pure gauge solutions.
2.2 The lowest Landau level solutions
It is previously stated that the n = 0 solution is non-degenerate and in this state we
have only one solution available for the positive energy and one for the negative energy.
They are the s = −1 for the positive energy state and s = 1 for the negative energy
state, which is evident from Eq. (25) and Eq. (27). Only in the n = 0 state the wave
functions are eigenstates of Σz , where Σz = iγ1γ2, and for all other higher Landau states
the solutions do not have any definite Σz eigenvalue. In actual calculations when the
strength of the magnetic field is high we require to work with the n = 0 solutions. We can
roughly estimate the magnitude of the magnetic field suitable for the n = 0 approximation.
Suppose we know the typical electron energy in a system is E and the magnitude of the
magnetic field is B from experimental observations. If it happens that 2neB > E2 −m2
for any positive value of n then from the dispersion relation in Eq. (21) we see that p2z
has to be negative, which is impossible. Consequently when ever 2eB is greater than
the square of the typical electron energy of the system minus the rest mass square of the
electron then we have only the n = 0 level contributing to the energy levels and only those
corresponding wave functions must be used in calculating the other details of the system.
As an example if the typical electron energy of the system is of the order of 1MeV then
for magnetic field magnitude greater than 1014Gauss we must only have the n = 0 level
contributions in the energy. For lower magnitude of the magnetic field the other Landau
levels will start to contribute in the electron energy. For a fixed energy of the electron
and for very low magnetic field magnitude we will have many possible Landau levels.
2.3 Ortho-normality of the spinors and their completeness
Using the relation ∫ ∞
−∞
In(a)Im(a) da =
√
eB δn,m , (28)
where δn,m = 1 when n = m and zero otherwise and a is dimensionless we can calculate
the ortho-normality of the spinors. The ortho-normality of the spinors in the present case
has to be modified as the spinors have explicit co-ordinate dependencies. Using Eq. (28)
it can be shown in a straight forward fashion that,∫ ∞
−∞
dy U †s (y, n,p\y)Us′(y,m,p\y) =
∫ ∞
−∞
dy V †s (y, n,p\y)Vs′(y,m,p\y) = δn,mδs,s′
2En
En +m
,(29)
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and ∫ ∞
−∞
dy U †s (y, n,p\y)Vs′(y,m,−p\y) =
∫ ∞
−∞
dy V †s (y, n,−p\y)Us′(y,m,p\y) = 0 . (30)
Except the integration over y and the appearance of the Landau levels the above relations
closely resemble the corresponding relations in free-space. The above relations fix the
normalization of the spinors. We will rederive the normalization constants of the spinors
when we quantize the theory in section 4.
Using now the solutions for the U and the V spinors from Eqs. (25) and (27), it is
straight forward to verify that,∫ ∞
−∞
dy
∑
s
(
Us(y, n,p\y)
NUN†s (y,m,p\y) + V
N
s (y, n,−p\y)V N†s (y,m,−p\y)
)
= δn,m1 (31)
Here UNs (y, n,p\y) and V
N
s (y, n,−p\y) are the normalized spinors and 1 is the unit 4 × 4
matrix. If the Landau levels of the two spinors are the same then we have,∑
s
(
Us(y, n,p\y)U
†
s (y⋆, n,p\y) + Vs(y, n,−p\y)V †s (y⋆, n,−p\y)
)
=
(
1 +
p2z + 2neB
(En +m)2
)
× diag
[
In−1(ξ)In−1(ξ⋆), In(ξ)In(ξ⋆), In−1(ξ)In−1(ξ⋆), In(ξ)In(ξ⋆)
]
,
(32)
where ‘diag’ indicates a diagonal matrix with the specified entries, and ξ and ξ⋆ involve
the same value of px. A sum over the Landau levels for spinors situated at different y
co-ordinates gives,
∞∑
n=0
∑
s
(
UNs (y, n,p\y)U
N†
s (y⋆, n,p\y) + V
N
s (y, n,−p\y)V N†s (y⋆, n,−p\y)
)
= δ(y − y⋆) 1 , (33)
where we have used the result of Eq. (20). The two equations in Eq. (31) and Eq. (33)
stands for the completeness relations for the spinors in the present case.
3 Spin-sum of the Dirac solutions in an uniform back-
ground magnetic field
In this section we derive the spin-sum
∑
s Us(y, n,p\y)Us(y⋆, n,p\y) of the solutions of the
Dirac equation in presence of a magnetic field. The two spinors in the above sum can have
two different position coordinates in general and so their spatial dependence is explicitly
shown to be different. From the nature of the solutions as given in Eq. (25) we see that∑
s Us(y, n,p\y)U s(y⋆, n,p\y) can be written as:
PU(y, y⋆, n,p\y) ≡
∑
s
Us(y, n,p\y)U s(y⋆, n,p\y) =
1
En +m
n∑
i,j=n−1
Ii(ξ)Ij(ξ∗)Ti,j (34)
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The spin-sum of the product of the spinors,
∑
s Us(y, n,p\y)U s(y⋆, n,p\y) will give rise to a
4 × 4 matrix whose elements will be contain Ii(ξ)Ij(ξ∗), where i, j runs from n − 1, n.
If these terms as Ii(ξ)Ij(ξ∗) are taken as common factors then the whole 4× 4 spin-sum
matrix can be represented as a sum of terms containing the products of Ii(ξ)Ij(ξ∗) times
the corresponding 4× 4 matrices called Ti,j .
Using the dispersion relation E2n = p
2
z +m
2 + 2neB, Tn,n can be written as [7],
Tn,n =

0 0 0 0
0 (En +m) 0 pz
0 0 0 0
0 −pz 0 −(En −m)
 . (35)
In the 2× 2 notation the above matrix can be written as,
Tn,n = En
(
1
2
(1− σ3) 0
0 −1
2
(1− σ3)
)
+ pz
(
0 1
2
(1− σ3)
−1
2
(1− σ3) 0
)
+ m
(
1
2
(1− σ3) 0
0 1
2
(1− σ3)
)
, (36)
where σ3 is the third Pauli matrix. In the 4× 4 notation Eq. (36) can be written as,
Tn,n =
1
2
[m(1− Σz) + En(γ0 + γ5γ3)− pz(γ5γ0 + γ3)] ,
=
1
2
[m(1− Σz) + /p‖ + /˜p‖γ5] , (37)
where σz = iγ
1γ2. In the last equation /p‖ = p
0γ0 + p
3γ3 and /˜p‖ = p
0γ3 + p
3γ0 and
γ5 = iγ
0γ1γ2γ3. In our case p0 = En.
In a similar way Tn−1,n−1 can be written as:
Tn−1,n−1 =

(En +m) 0 −pz 0
0 0 0 0
pz 0 −(En −m) 0
0 0 0 0
 . (38)
In the 2× 2 notation the above equation looks like,
Tn−1,n−1 = En
(
1
2
(1 + σ3) 0
0 −1
2
(1 + σ3)
)
+ pz
(
0 −1
2
(1 + σ3)
1
2
(1 + σ3) 0
)
+ m
(
1
2
(1 + σ3) 0
0 1
2
(1 + σ3)
)
. (39)
In the 4× 4 notation the above equation becomes,
Tn−1,n−1 =
1
2
[m(1 + Σz) + En(γ
0 − γ5γ3) + pz(γ5γ0 − γ3)] ,
=
1
2
[m(1 + Σz) + /p‖ − /˜p‖γ5] . (40)
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From the matrix multiplication in the left hand side of Eq. (34) it can be seen that
Tn−1,n is given as,
Tn−1,n =
√
2neB

0 0 0 1
0 0 0 0
0 −1 0 0
0 0 0 0
 . (41)
In the 2× 2 notation the above equation looks like,
Tn−1,n =
√
2neB
(
0 1
2
(σ1 + iσ2)
−1
2
(σ1 + iσ2) 0
)
. (42)
Here σ1 and σ2 are the first two Pauli matrices. When converted back to the 4×4 notation
the above equation becomes,
Tn−1,n = −1
2
√
2neB(γ1 + iγ2) . (43)
Similarly Tn,n−1 is given by,
Tn,n−1 =
√
2neB

0 0 0 0
0 0 1 0
0 0 0 0
−1 0 0 0
 . (44)
In the 2× 2 notation the above equation looks like,
Tn,n−1 =
√
2neB
(
0 1
2
(σ1 − iσ2)
−1
2
(σ1 − iσ2) 0
)
, (45)
which when converted back to the 4× 4 notation becomes,
Tn−1,n = −1
2
√
2neB(γ1 − iγ2) . (46)
Supplying the values of Ti,js from Eq. (37), Eq. (40), Eq. (43) and Eq. (46) to Eq. (34)
we get the result:
PU(y, y⋆, n,p\y) ≡
∑
s
Us(y, n,p\y)U s(y⋆, n,p\y) =
1
(En +m)
SU(y, y⋆, n,p\y) , (47)
where,
SU(y, y⋆, n,p\y) =
1
2
[ {
m(1 + Σz) + /p‖ − /˜p‖γ5
}
In−1(ξ)In−1(ξ⋆)
+
{
m(1− Σz) + /p‖ + /˜p‖γ5
}
In(ξ)In(ξ⋆)
−
√
2neB(γ1 − iγ2)In(ξ)In−1(ξ⋆)−
√
2neB(γ1 + iγ2)In−1(ξ)In(ξ⋆)
]
.
(48)
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Similarly, the spin sum for the V -spinors can also be calculated, and we obtain:
PV (y, y⋆, n,p\y) ≡
∑
s
Vs(y, n,p\y)V s(y, n,p\y) =
1
(En +m)
SV (y, y⋆, n,p\y) , (49)
where,
SV (y, y⋆, n,p\y) =
1
2
[ {
−m(1 + Σz) + /p‖ − /˜p‖γ5
}
In−1(ξ˜)In−1(ξ˜⋆)
+
{
−m(1− Σz) + /p‖ + /˜p‖γ5
}
In(ξ˜)In(ξ˜⋆)
+
√
2neB(γ1 − iγ2)In(ξ˜)In−1(ξ˜⋆) +
√
2neB(γ1 + iγ2)In−1(ξ˜)In(ξ˜⋆)
]
.
(50)
One important property of the above spin-sums is that,
PU(y, y⋆, n,p\y) = −PV (y, y⋆, n,−p\y) , (51)
which is similar to the result in vacuum.
4 Quantization of the electron field in presence of an
uniform background magnetic field and the elec-
tron propagator
In this section we will use the spin-sum results in writing the electron propagator in
presence of an external uniform magnetic field. But before doing so we will first write
down the QED Lagrangian for the electron in presence of a background magnetic field.
In presence of a background magnetic field we can decompose the photon field as
follows:
Aµ(x) = AµD(x) + A
µ
B(x) , (52)
where AµD(x) is the dynamical photon field which will be quantized and A
µ
B(x) is the
classical background field which gives rise to the magnetic field. If the uniform background
classical magnetic field is called B then we must have:
B = ∇×AB(x) , (53)
where AµB(x) = (0,AB(x)). In presence of the background magnetic field we can also
write the field strength tensor as:
F µν(x) = F µνD (x) + F
µν
B , (54)
where F µνD (x) = ∂
µAνD(x)− ∂νAµD(x) and F ijB = ∂iAjB(x)− ∂jAiB(x) is a constant as given
in Eq. (53).
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The QED Lagrangian can be written as:
L = ψ(iγµDµ −m)ψ − 1
4
F µνFµν , (55)
where Dµ = ∂µ − ieAµ is the covariant derivative of the fermion fields. The QED La-
grangian can also be written as:
L = ψ [γµΠµ −m]ψ + eψγµψAµD −
1
4
F µνFµν , (56)
where Πµ = i∂µ + eAµB is the kinetic momentum of the fermions in presence of the back-
ground field. The first term of the Lagrangian contains no dynamical photon dependence
but it depends upon the background magnetic field through Π and this part of the La-
grangian gives rise to the Hamiltonian of the electron in presence of the magnetic field
used in Eq. (4). The equation of motion which we obtain from the first term of the above
Lagrangian is in fact the Dirac equation in presence of a magnetic field which we solved in
section 2. Consequently the most important effect of the background magnetic field is to
modify the solutions of the Dirac equation. The interaction term of electrons and photons
remains the same as in normal QED. The free fermionic part of the Lagrangian in Eq. (56)
is also important for the definition of the propagator of the electron and in the next part
of this section we will find out the expression of the electron propagator in presence of
the background magnetic field. Before we calculate the electron propagator we quantize
the theory. The photons do not interact with the magnetic field and consequently their
quantization procedure is the same as in normal QED.
4.1 Quantization of the electron field
Since we have found the solutions to the Dirac equation, we can now use them to construct
the fermion field operator in the second quantized version. For this, we write
ψ(X) =
∑
s=±
∞∑
n=0
∫
dpx dpz
2πD
[
fs(n,p\y)e
−ip·X\yUs(y, n,p\y) + f̂
†
s (n,p\y)e
ip·X\yVs(y, n,p\y)
]
. (57)
Here, fs(n,p\y) is the annihilation operator for the fermion, and f̂
†
s (n,p\y) is the creation
operator for the antifermion in the n-th Landau level with given values of px and pz. It is
to be noted that the wave-functions of the electron used in Eq. (57) are not free-particle
solutions and they never tend to the free-particle solutions in any limit. As the the
positive and negative frequency parts of the solutions are as free-particles so the notion
of a particle and anti-particle is unambiguous in the present circumstance. The creation
and annihilation operators satisfy the anti-commutation relations[
fs(n,p\y), f
†
s′(n
′,p′\y)
]
+
= δss′δnn′δ(px − p′x)δ(pz − p′z) , (58)
and a similar one with the operators f̂ and f̂ †, all other anti-commutators being zero. The
quantityD appearing in Eq. (57) depends on the normalization of the spinor solutions, and
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in this section we will rederive the normalization of the spinors calculated in subsection
2.3. The factor of 2π multiplying D helps to associate D with the normalization constant
found in subsection 2.3. Once we have chosen the spinor normalization, the factor D
appearing in Eq. (57) is however fixed, and it can be determined from the equal time
anti-commutation relation[
ψ(X), ψ†(X⋆)
]
+
= δ3(X −X⋆) . (59)
Plugging in the expression given in Eq. (57) to the left side of this equation and using the
anti-commutation relations of Eq. (58), we obtain[
ψ(X), ψ†(X⋆)
]
+
=
∑
s
∑
n
∫
dpx dpz
(2πD)2
(
e−ipx(x−x⋆)e−ipz(z−z⋆)Us(y, n,p\y)U
†
s (y⋆, n,p\y)
+eipx(x−x⋆)eipz(z−z⋆)Vs(y, n,p\y)V
†
s (y⋆, n,p\y)
)
.
(60)
Changing the signs of the dummy integration variables px and pz in the second term, we
can rewrite it as[
ψ(X), ψ†(X⋆)
]
+
=
∑
s
∑
n
∫
dpx dpz
(2πD)2
e−ipx(x−x⋆)e−ipz(z−z⋆)
(
Us(y, n,p\y)U
†
s (y⋆, n,p\y)
+Vs(y, n,−p\y)V †s (y⋆, n,−p\y)
)
. (61)
At this stage, we can perform the sum over n in Eq. (61) using Eq. (32) and Eq. (20)
which gives the δ-function of the y-coordinate and perform the integrations over px and
pz to recover the δ-functions for the other two coordinates as well, provided
2En
En +m
1
(2πD)2
=
1
(2π)2
. (62)
In this way we get back the same value of the normalization of the spinors which we
obtained in subsection 2.3. Putting the solution for D, we can rewrite Eq. (57) as
ψ(X) =
∑
s=±
∞∑
n=0
∫
dpx dpz
2π
√
En +m
2En
×
[
fs(n,p\y)e
−ip·X\yUs(y, n,p\y) + f̂
†
s (n,p\y)e
ip·X\yVs(y, n,p\y)
]
. (63)
The one-fermion states are defined as
|n,p\y, s〉 = Cf †s (n,p\y) |0〉 . (64)
The normalization constant C is determined by the condition that the one-particle states
should be orthonormal. For this, we need to define the theory in a finite but large region
whose dimensions are Lx, Ly and Lz along the three spatial axes. This gives
C =
2π√
LxLz
. (65)
Next we calculate the electron propagator in presence of an uniform background magnetic
field.
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4.2 The electron propagator
The electron propagator is given by,
iSBF (X −X⋆)αβ = 〈0|T{ψ(X)αψ(X⋆)β}|0〉
= θ(t− t⋆)〈0|ψ(X)αψ(X⋆)β|0〉 − θ(t⋆ − t)〈0|ψ(X⋆)βψ(X)α|0〉 ,
(66)
where T is the time-ordered product and θ(λ) is the step-function which is unity when
λ ≥ 0 and zero other wise. The step function can be represented in an integral form as:
θ(λ) = i
∫ ∞
−∞
dω
2π
e−iλω
ω − iǫ , (67)
where ǫ is an infinitesimal parameter. Using Eq. (63) we can write,
〈0|ψ(X)αψ(X⋆)β}|0〉 =
∑
s=±
∞∑
n=0
∫
dpx dpz
(2π)2
(
En +m
2En
)
e−ip·(X\y−X⋆\y)
× Us,α(y, n,p\y)Us,β(y⋆, n,p\y) ,
(68)
and using Eq. (47) and suppressing the spinor indices the above equation can also be
written as,
〈0|ψ(X)ψ(X⋆)|0〉 =
∞∑
n=0
∫
dpx dpz
(2π)2
(
En +m
2En
)
e−ip·(X\y−X⋆\y)PU(y, y⋆, n,p\y) . (69)
In a similar way it can be shown that,
〈0|ψ(X⋆)ψ(X)|0〉 =
∞∑
n=0
∫
dpx dpz
(2π)2
(
En +m
2En
)
eip·(X\y−X⋆\y)PV (y, y⋆, n,p\y) , (70)
where PV is given in Eq. (49). Using the above results in Eq. (66) and utilizing the form
of the θ-function in Eq. (67) we can write,
iSBF (X −X⋆) = i
∞∑
n=0
∫
dpx dpz dω
(2π)3
(
En +m
2En
)
×
[
e−iω(t−t⋆)−ip·(X\y−X⋆\y)
ω − iǫ PU(y, y⋆, n,p\y)−
eiω(t−t⋆)+ip·(X\y−X⋆\y)
ω − iǫ PV (y, y⋆, n,p\y)
]
. (71)
Changing the signs of px and pz in the second term of the integrand and using Eq. (51)
we get,
iSBF (X −X⋆) = i
∞∑
n=0
∫
dpx dpz dω
(2π)3
eip·(X\y−X⋆\y)
(
En +m
2En
)
PU(y, y⋆, n,p\y)
×
[
e−i(ω+En)(t−t⋆)
ω − iǫ +
ei(ω+En)(t−t⋆)
ω − iǫ
]
. (72)
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Now appropriately doing the integration over ω we get,
iSBF (X −X⋆) = i
∞∑
n=0
∫
dpx dpz dp0
(2π)3
e−ip·(X\y−X⋆\y)
SU(y, y⋆, n,p\y)
p20 − p2z −m2 − 2neB − iǫ
,
= i
∞∑
n=0
∫
dpx dpz dp0
(2π)3
e−ip·(X\y−X⋆\y)
SU(y, y⋆, n,p\y)
p2‖ −m2 − 2neB − iǫ
, (73)
where SU(y, y⋆, n,p\y) is given by Eq. (48) and p
2
‖ = p
2
0−p2z. It is to be noted that the pole
of the propagator is now dependent on the Landau levels as it should be in an uniform
background magnetic field. The form of the propagator suggests that it is not translation
invariant and so it cannot be written down completely in Fourier space.
5 A discussion on gauge dependence
As we have solved the Dirac equation in presence of a uniform background magnetic field
using a particular gauge, as given in Eq. (1) with b = 0, the solutions are dependent on the
gauge choice. The spinor solutions are themselves not physical observables and so they can
be gauge dependent. But not all the results discussed in this article are gauge dependent.
The energy of the electron as given in Eq. (17) is not a gauge dependent quantity, any
gauge we choose we will get the same dispersion relation of the electrons. The special forms
of the ortho-normality relations as given in section 2.3 are gauge dependent as the results
contain the functions which has px which is not a gauge invariant quantity. The spin-sum
also depends on the particular gauge we work in and the above results will be different if we
had chosen another gauge to represent the magnetic field. But actual calculations yielding
physical quantities like scattering cross-section or decay rates must be independent of the
choice of the background gauge field. We can see the gauge invariance of the physical
quantities in a heuristic way. If we had chosen the gauge specified in Eq. (2) with c = 0
instead of the gauge in Eq. (1) with b = 0 then the solutions of the Dirac equations as
specified in Eq. (25) and Eq. (27) should have been the same except all the y should be
replaced by x and px should be replaced by py inside the spinors and the free-particle
part should contain eip·X\x instead of eip·X\y . A similar replacement should yield the new
spin-sums and the propagator. Consequently the quantities calculated in these two gauges
differ by the way we name the x and y coordinate axes. But in calculations of scattering
cross-sections and decay-rates we always have integrations over x, y, z coordinates at each
vertex and consequently the end results will not depend upon which gauge we started
with.
The above discussion highlights the fact that most of the quantities calculated in this
article using the exact solutions in presence of the magnetic field rely heavily on our choice
of the vector potential. All the solutions of the Dirac equation in presence of a uniform
magnetic field along the z direction obtained by using various vector potentials will be
different but are related by gauge transformations. It is to be noted that the free Dirac
solutions can also be gauge rotated where the gauge fields are pure gauge configurations.
As there is no connection between the gauge configurations giving rise to a magnetic field
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along the z direction and pure gauge fields so we do not get back the free Dirac solutions
as a limit of the exact solutions in a magnetic field.
6 Conclusion
In this article we solved the Dirac equation in presence of a background uniform magnetic
field specified by a particular vector potential. The dispersion relation of the electron is
seen to change from its form in the vacuum and we see the emergence of Landau levels
designating the quantized nature of the transverse motion of the electrons. The solutions
of the Dirac equation are dependent on the Landau levels, the energy of the electron is
seen to be degenerate except the lowest Landau level energy. It is seen that there is no way
to get back the free Dirac solutions from the exact solutions in presence of the magnetic
field by letting the field strength to go to zero in the solutions, a fact which is related to
the gauge invariance of the system. Using the appropriate spinors in a magnetic field the
ortho-normality and completeness of the spinors were worked out in section 2.3, which
closely resembles the corresponding results in vacuum. The spin-sum of the solutions are
derived explicitly using the exact solutions of the Dirac equation in a magnetic field. The
theory is quantized and with the quantum field operators the propagator of the electron
in presence of an uniform background magnetic field is calculated. Some thing similar to
our derivation of the electron propagator was presented in [9] where the authors worked
in the chiral representation of the Dirac gamma matrices. But the presentation of the
expression of the propagator was not compact and nor the authors in [9] calculate the
spin-sum explicitly. As most of the quantities calculated in this article depend on the
choice of the vector potential giving rise to the magnetic field so the gauge invariance of
the calculations become less transparent. In the penultimate section we discuss about the
gauge invariance of the calculations in presence of a magnetic field and show that although
the spin-sums and propagators may not be gauge invariant but physical quantities like
scattering-cross sections and decay rates of elementary particles in presence of a magnetic
field can be gauge invariant.
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