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4Résumé
Les polynômes modulaires sont utilisés dans le calcul de graphes d’isogénies, le
calcul des polynômes de classes ou le comptage du nombre de points d’une courbe
elliptique, et sont donc fondamentaux pour la cryptographie basée sur les courbes
elliptiques.
Des polynômes analogues sur les surfaces abéliennes principalement polarisées
ont été introduits par Régis Dupont en 2006, qui a également proposé un algo-
rithme pour les calculer, et des résultats théoriques sur ces polynômes ont été
donnés dans un article de Bröker–Lauter, en 2009. Mais les polynômes sont très
gros et ils n’ont pu être calculés que pour l’exemple minimal p = 2.
Dans cette thèse, nous poursuivons les travaux de Dupont et Bröker–Lauter
en permettant de calculer des polynômes modulaires pour des invariants basés sur
les thêta constantes, avec lesquels nous avons pu calculer les polynômes jusqu’à
p = 7, tout en démontrant des propriétés de ces polynômes. Mais des exemples
plus grands ne semblent pas envisageables.
Ainsi, nous proposons une nouvelle définition des polynômes modulaires dans
laquelle l’on se restreint aux surfaces abéliennes principalement polarisées qui
ont multiplication réelle par l’ordre maximal d’un corps quadratique réel afin
d’obtenir des polynômes plus petits. Nous présentons alors de nombreux exemples
de polynômes et des résultats théoriques.
Mots-clés : Cryptographie, isogénies, variétés abéliennes, polynômes modu-
laires.
Abstract
Modular polynomials on elliptic curves are a fundamental tool used for the
computation of graph of isogenies, class polynomials or for point counting. Thus,
they are fundamental for the elliptic curve cryptography.
A generalization of these polynomials for principally polarized abelian surfaces
has been introduced by Régis Dupont in 2006, who has also described an algorithm
to compute them, while theoretical results can been found in an article of Bröker–
Lauter of 2009. But these polynomials being really big, they have been computed
only in the minimal case p = 2.
In this thesis, we continue the work of Dupont and Bröker–Lauter by defining
and giving theoretical results on modular polynomials with new invariants, based
on theta constants. Using these invariants, we have been able to compute the
polynomials until p = 7 but bigger examples look intractable. Thus we define a
new kind of modular polynomials where we restrict on the surfaces having real
multiplication by the maximal order of a real quadratic field. We present many
examples and theoretical results.
Keywords : Cryptography, isogenies, abelian varieties, modular polynomials.
Title : Computing modular polynomials in dimension 2
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Introduction
Contexte
C’est un fait constatable par tous que l’informatique est de nos jours par-
tout dans notre quotidien. Nous l’utilisons lorsque, par exemple, nous payons par
carte bancaire, nous prélevons de l’argent dans un distributeur de billets, nous
jouons avec nos téléphones, nous surfons sur le web ou lorsque nous faisons du
commerce électronique. Tout ceci est devenu tellement naturel que nous n’avons
pas conscience de cette omniprésence et de tous ces flux de données qui transitent
chaque jour, flux sans lesquels notre société “virtuelle” ne pourrait exister, et qu’il
faut donc sécuriser. Cette protection se fait à l’aide de la cryptographie.
Le protocole de cryptage asymétrique le plus utilisé est RSA [73]. Mais le fait
que les attaques connus contre RSA sont sous-exponentielles et que les puissances
de calcul des ordinateurs sont sans cesse croissantes font que la taille des clés
doit beaucoup augmenter pour préserver la sécurité, ce qui rend ce protocole de
moins en moins utilisable avec le temps. Ceci justifie que l’on s’intéresse à d’autres
méthodes de cryptage. Or, parmis celles-ci, celle qui paraît être la meilleure alter-
native (les attaques sont exponentielles) est la cryptographie basée sur les courbes
elliptiques, qui sont les variétés abéliennes de dimension 1, et les courbes hyper-
elliptiques de genre 2 (voir [64, 51, 52]), dont les Jacobiennes sont les variétés
abéliennes de dimension 2 (par le théorème 2.7.6).
Alors que la sécurité de RSA repose sur la difficulté de résoudre le problème de
la factorisation d’entiers, les protocoles basés sur les courbes elliptiques reposent
sur la difficulté de résoudre le problème du logarithme discret dans un groupe.
Plus précisément, on cherche à trouver des groupes mathématiques dans lesquels
ce problème du logarithme discret est difficile tandis que l’exponentiation, qui est
le problème inverse, est facile à calculer. À l’heure actuelle, les meilleurs groupes
proviennent des courbes elliptiques et des Jacobiennes de courbes hyperelliptiques
de genre 2 et afin que le problème mentionné plus haut soit suffisamment complexe,
il nous faut des variétés abéliennes, sur un corps fini, dont le cardinal est divisible
par un grand nombre premier. Pour ce faire, une approche consiste à utiliser la
théorie de la multiplication complexe pour construire des variétés avec un nombre
de points fixé. On pourrait également prendre des courbes au hasard et compter
leurs nombres de points jusqu’en trouver une dont le nombre de points nous
convienne.
Une isogénie est un morphisme entre deux variétés abéliennes qui est surjectif
et de noyau fini. C’est une notion fondamentale dans l’étude théorique des va-
riétés abéliennes, mais aussi pour les applications cryptographiques, car un tel
morphisme peut permettre de transférer le problème du logarithme discret d’une
variété, où ce problème est compliqué, à une autre, où il est plus facile.
13
14 LISTE DES ALGORITHMES
Calculer une isogénie veut dire plusieurs choses : calculer une variété isogène
une fois donné un sous-groupe isotrope maximal de la torsion, calculer l’image
d’un point par une isogénie vérifier si deux variétés abéliennes sont isogènes et
si c’est le cas, expliciter une isogénie (voir [86, 24, 23, 53] en dimension 1 et
[14, 58, 59, 15] en dimension 2). Mais ce qui nous intéresse c’est le calcul de toutes
les variétés isogènes, d’un degré fixé, à une variété abélienne donnée et ceci peut
être fait en calculant des polynômes modulaires (voir [25, 10] en dimension 1 et
[19, 9, 63] en dimension 2). De plus, ces polynômes ont de nombreuses applications.
En dimension 1, ils sont la clé pour l’algorithme de Schoof-Elkies-Atkin (SEA) qui
améliore l’algorithme de Schoof pour le comptage de points d’une courbe elliptique
[23, 77], pour construire des courbes elliptiques avec un nombre de points fixé par
la méthode de la multiplication complexe [3, 28, 81] et pour le calcul de l’anneau
d’endomorphismes d’une courbe elliptique [6]. En dimension 2, ces polynômes
peuvent jouer le même rôle mais sont plus compliqués à calculer. Ils permettent
également d’accélérer l’algorithme CRT de calcul de corps de classes d’un corps
CM de degré 4 ([22]), ce qui produit des algorithmes plus rapides pour le calcul de
Jacobiennes de courbes hyperelliptiques avec une sécurité cryptographique plus
importante.
En dimension 1, les polynômes modulaires peuvent être calculés en temps
quasi-linéaire en la taille de l’objet calculé ([10, 25]). La technique de calcul de ces
polynômes qui nous intéresse est celle qui procède par évaluation/interpolation :
c’est celle qui a été généralisée par Dupont en dimension 2 ([19]). Pour pouvoir
utiliser cette technique, il faut être capable d’évaluer des fonctions modulaires ef-
ficacement en suffisamment de points pour pouvoir ensuite procéder à une phase
d’interpolation de polynômes univariés. La fonction modulaire qui est principale-
ment calculée est la fonction j appelée le j-invariant (voir définition 1.1.2), qui a
la propriété que deux courbes elliptiques isomorphes ont la même évaluation sur
k, où k est un corps, en cette fonction j. Plus généralement, on s’intéresse aux
thêta constantes car la plupart des fonctions qu’on étudie s’écrivent à partir de
celles-ci.
Dans sa thèse [19], Dupont présente un algorithme d’évaluation rapide des
thêta constantes en dimensions 1. Ce dernier allie la moyenne arithmético-géo-
métrique (AGM) et les itérations de Newton, deux algorithmes convergeant qua-
dratiquement, et est alors quasi-linéaire en la précision. En généralisant ses résul-
tats, Dupont a introduit un algorithme pour le calcul des polynômes modulaires
en dimension 2. Notons que le fossé entre ces deux dimensions est particulière-
ment important. En dimension 1, les variétés abéliennes sont représentées comme
un point du demi-plan complexe supérieur, appelé demi-plan de Poincaré, tan-
dis qu’en dimension 2 elles le sont par des matrices 2 × 2 symétriques de partie
imaginaire définie positive. De plus, l’équivalent du j-invariant sont les invariants
d’Igusa (voir définition 3.3.1), au nombre de trois, ce qui fait que dans l’étape
d’interpolation, on ne doive plus interpoler des polynômes univariés mais plutôt
des fractions rationnelles trivariées. Ceci ajoute une difficulté supplémentaire car
on ne peut plus choisir des points aléatoirement dans l’évaluation : on verra qu’il
nous faudra être capable d’inverser les invariants d’Igusa. La généralisation de
l’AGM est ce qu’on appelle les suites de Borchardt. Nous verrons comment la
conjecture 3.6.2 nous permet à la fois d’inverser les invariants d’Igusa et d’évaluer
rapidement les thêta constantes, et par suite les invariants d’Igusa, ce qui a permis
à Dupont d’introduire un algorithme quasi-linéaire pour le calcul des polynômes
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modulaires en dimension 2. En l’utilisant, il a pu calculer les polynômes paramé-
trisant les 2-isogénies, mais ces polynômes étant déjà très gros, il n’a pu calculer
que les dénominateurs et les degrés des invariants dans les numérateurs pour les
3-isogénies.
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Résultats
Nous présentons dans cette thèse une généralisation de l’algorithme de Dupont
pour le calcul des polynômes modulaires en dimension 2 qui permet d’utiliser des
fonctions modulaires f1, f2, f3, dérivées des thêta constantes, pour un sous-groupe
de congruence Γ du groupe symplectique Γ2 et engendrant le corps des fonctions
modulaires invariantes par ce sous-groupe. Nous utiliserons plus particulièrement
les invariants de Streng (voir définition 3.3.2) et des quotients de thêta constantes.
Pour la phase d’évaluation, il nous faut inverser les fi, c’est-à-dire être capable
de déduire Ω ∈ H2 modulo Γ2 à partir de f1(Ω), f2(Ω) et f3(Ω). Pour cela, il nous
faut d’abord déduire des fi(Ω) les invariants d’Igusa j1(Ω), j2(Ω) et j3(Ω) pour
pouvoir ensuite utiliser l’algorithme de Mestre pour obtenir une courbe hyperel-
liptique de genre 2 ayant les bons invariants. En utilisant les formules de Thomae,
l’intégration numérique et les suites de Borchardt, il est possible de trouver Ω
modulo Γ2, sous la conjecture 3.6.2. Une fois que l’on a Ω modulo Γ2, il nous
faut trouver Ω modulo Γ. Ceci peut être fait grâce à l’équation fonctionnelle des
fonctions thêta (proposition 2.6.4). Il ne reste qu’à utiliser la définition 4.2.10 des
polynômes modulaires pour terminer l’étape d’évaluation.
Tous les calculs sont fait en multiprécision flottante. Des bornes explicites sur
la taille des coefficients des polynômes modulaires ne sont pas connues en dimen-
sion 2 (c’est déjà un problème difficile en dimension 1). Ainsi, notre algorithme
est heuristique. De plus, sous des heuristiques et la conjecture 3.6.2, il est quasi-
linéaire en la taille de la sortie (théorème 4.2.15). En pratique, on augmente la
précision jusqu’à en trouver une qui soit suffisante. Nous insistons sur le fait que
les précisions sont grandes (nous avons fait des calculs avec une précision de plu-
sieurs milliers de chiffres décimaux) et qu’il est donc fondamental de calculer les
thêta constantes rapidement.
Cet algorithme généralisé sera appliqué tout d’abord sur les invariants de
Streng, qui sont équivalents aux invariants d’Igusa dans le sens où ils décrivent
le même espace de modules à équivalence birationnelle près (et en effet, il existe
des formules pour passer des premiers invariants aux seconds : voir les équations
(3.4) et (3.5)). Nous avons pu calculer les polynômes paramétrisant les 2- et les 3-
isogénies, ces invariants produisant des polynômes plus petits en termes de degrés
et tailles des coefficients par rapport aux polynômes avec les invariants d’Igusa,
ce qui permet à la précision des calculs d’être plus petite, comme déjà remarqué
par Streng pour le calcul des polynômes de classes ([80, Annexe 3]). Par exemple,
pour p = 2, les polynômes avec les invariants de Streng occupent 2, 1 Mo contre
57 Mo avec les invariants d’Igusa.
Nous avons ensuite appliqué notre algorithme sur les fonctions bi = θi(Ω/2)θ0(Ω/2)
pour i = 1, 2, 3, qui sont des fonctions modulaires pour le groupe Γ2(2, 4), et
calculé les polynômes avec ces invariants pour p = 3, 5 et 7. Comme ces polynômes
occupent respectivement 175 Ko, 200 Mo et 29 Go, nous n’avons pas essayé de les
obtenir pour de plus grand nombres premiers. En outre, les polynômes trouvés sont
bien plus petits que ceux avec les invariants de Streng et d’Igusa. Par exemple,
pour p = 3 les polynômes modulaires avec les bi prennent 175 Mo contre 890
Mo avec les invariants de Streng. Cette différence se justifie par la présence de
symétries (theorème 4.4.9) dans les polynômes avec les bi et par le fait qu’ils
sont creux (théorème 4.4.10). Nous avons également obtenu une formule pour
le degré total des dénominateurs des polynômes modulaires avec ces invariants
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(corollaire 4.4.4) et, en nous basant sur [9], nous avons également donné un sens
à ces dénominateurs (proposition 4.4.5).
Dans le dernier chapitre, on introduit des polynômes modulaires sur les sur-
faces abéliennes principalement polarisées qui ont multiplication réelle maximale
par un corps de nombres quadratique K = Q(
√
D). Si on note H1 le demi-plan de
Poincaré, alors la surface modulaire de Hilbert H21/ SL2(OK ⊕ ∂−1K ) est un espace
de modules pour de telles surfaces abéliennes. Afin de distinguer les différents
types de polynômes modulaires, on appelera les premiers polynômes modulaires
de Siegel et ces derniers polynômes modulaires de Hilbert et puisque les premiers
sont associés à des p-isogénies tandis que les seconds à des β-isogénies, on parlera
aussi de p-polynômes modulaires et de β-polynômes modulaires. Des invariants ra-
tionnels qui jouent le même rôle que le j-invariant ne sont connus que pour D = 5
et sont dûs aux travaux de Gundlach. Nous appelons donc ces invariants les in-
variants de Gundlach et nous introduirons des invariants rationnels pour D = 2
(voir théorèmes 5.1.6 et 5.1.8). En outre, il existe un revêtement de degré 2 de
la surface de Hilbert H21/SL2(OK ⊕ ∂−1K ) vers une surface de H2/Γ2 appelée sur-
face de Humbert. Ce revêtement nous permettra de transférer tous nos problèmes
sur la surface de Hilbert vers l’espace de Siegel. En particulier, nous donnerons
des formules pour exprimer les invariants de Gundlach pour D = 2 et D = 5 en
fonction des tirés en arrière des invariants d’Igusa (théorèmes 5.1.11 et 5.1.13),
ce qui permet d’évaluer les invariants de Gundlach avec la même complexité que
les invariants d’Igusa (théorème 5.4.2). Ceci a pour application d’accélérer l’al-
gorithme de [56] qui génère des courbes de genre 2 sur un corps fini avec un
nombre de points donné sur la Jacobienne de la courbe (voir aussi [31, 21, 8, 55]
à ce sujet). On donnera également une méthode pour inverser ces invariants (voir
théorème 5.4.1). Enfin, nous définirons des invariants grâce aux tirés en arrière des
thêta constantes pour tout D et donnerons un algorithme quasi-linéaire, à D fixé,
pour calculer les polynômes modulaires de Hilbert avec ces différents invariants
(théorème 5.4.4).
Plan de la thèse
Cette thèse est décomposée en deux parties. Dans la première, nous nous
concentrerons sur l’aspect théorique des variétés abéliennes de dimension g ≥ 1.
Cette partie est divisée en deux chapitres. Dans le chapitre 1, nous traiterons
des courbes elliptiques (g = 1), principalement sur C. Nous montrerons que ces
courbes elliptiques sont des tores complexes de dimension 1 et vice versa, nous dé-
crirons l’espace de modules H1/Γ1 qui paramétrise tous ces tores à isomorphisme
près où nous y définirons des fonctions, appelées fonctions modulaires. Nous in-
troduirons les thêta constantes et expliquerons un algorithme pour le calcul des
polynômes modulaires. Enfin, nous conclurons avec plusieurs exemples de poly-
nômes avec différents invariants. Dans le chapitre 2, nous nous concentrerons sur
l’aspect théorique des variétés abéliennes complexes de dimension g. Nous verrons
leur lien avec les tores complexes de dimension g et avec les Jacobiennes de courbes
hyperelliptiques de genre g. Nous verrons la notion de polarisation et introdui-
rons l’espace de module Hg/Γg des variétés abéliennes principalement polarisées
de dimension g. En outre, nous définirons les fonctions thêta et donnerons une
équation fonctionnelle décrivant le comportement d’une telle fonction par l’action
d’une matrice de Γg.
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Dans la deuxième partie, nous nous focaliserons sur la dimension g = 2. Cette
partie est divisée en trois chapitres. Dans le chapitre 3, nous décrirons de nombreux
algorithmes permettant de manipuler les différentes représentations des surfaces
abéliennes complexes (comme matrice de H2, comme Jacobienne d’une courbe
hyperelliptique de genre 2, comme triplet de nombres complexes à travers les in-
variants d’Igusa, ou alors à travers d’autres invariants si on ajoute de la structure)
et passer de l’une à l’autre. Nous y verrons également un algorithme pour évaluer
rapidement les thêta constantes. Dans les chapitres 4 et 5, nous parlerons des po-
lynômes modulaires sur les espace de Siegel et de Hilbert et décrirons les résultats
expliqués dans la section précédente.
Notations
Nous donnons quelques précisions quant à des notations qui seront utilisées
tout le long de cette thèse.
— Les classes du quotient Γ1/Γ2 de deux groupes Γ1 et Γ2 seront toujours à
droite. Cela signifie que les classes sont de la forme Γ2γ pour γ ∈ Γ1 et
deux classes Γ2γ et Γ2γ′ sont équivalentes si et seulement si γγ′−1 est dans
Γ2 ;
— L’action d’un groupe G sur un ensemble H, notée H/G, est toujours une
action à gauche : on a alors pour tous g, g′ dans G que g · (g′ ·h) = (gg′ ·h),
où h ∈ H ;
— Pour tout nombre complexe z, on note <(z) et =(z) ses parties réelle et
imaginaire. On utilise également ces symboles pour des matrices complexes.
L’unité imaginaire est notée par ı ;
— La matrice identité de taille n est In ;
— Pour une matrice carré M donnée, on désigne par M0 le vecteur composé
des éléments diagonaux de M ;
— Le symbole de Kronecker δi,j vaut 1 lorsque i = j et 0 sinon ;
— Soit une matrice Ω de l’espace de Siegel. La plus petite valeur propre de
=(Ω) est λ(Ω) ;
— L’ensemble P vaut toujours {0, 1, 2, 3, 4, 6, 8, 9, 12, 15} ;
— La complexité pour multiplier deux polynômes de degrés au plus d avec
des coefficients de N bits estMN (d) tandis que celle pour multiplier deux
entiers de N bits estM′(N).
Première partie
Théorie générale des variétés
abéliennes complexes
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Chapitre 1
Courbes elliptiques
Dans ce chapitre, nous parlerons des courbes elliptiques car ce sont, d’après le
théorème 2.7.6, les variétés abéliennes de dimension 1. Par courbe, nous entendons
une variété projective géométriquement connexe de dimension 1. Nous commence-
rons par donner des résultats généraux sur les courbes elliptiques pour tout corps
parfait, puis nous nous concentrerons sur le corps C, où nous verrons que toute
courbe elliptique est un tore complexe de dimension 1 (proposition 1.2.12 et corol-
laire 1.2.16). Cette représentation des variétés abéliennes de dimension 1 comme
tores complexes de dimension 1 nous fournira une nouvelle représentation de ces
variétés : comme point du demi-plan de Poincaré H1. Une classe d’isomorphisme
de courbes elliptiques sera alors une classe d’équivalence de points modulo l’ac-
tion de SL2(Z) et nous donnerons un domaine fondamental pour une telle action.
Nous étudierons des fonctions sur H1/ SL2(Z), en particulier les fonctions thêta.
Enfin, nous définirons les polynômes modulaires et donnerons un algorithme pour
les calculer.
Le contenu de ce chapitre est tiré essentiellement des références suivantes :
[79, 19, 68, 75, 61, 89, 25]. On note par K un corps parfait et par K sa clôture
algébrique.
1.1 Généralités sur les courbes elliptiques
1.1.1 Équation de Weierstrass
Rappelons que l’espace projectif Pn(K) est l’ensemble des (n+1)-uplets d’élé-
ments non tous nuls de K, que l’on écrit sous la forme [x0 : x1 : · · · : xn], muni de
la relation d’équivalence :
[x0 : · · · : xn] ∼ [y0 : · · · : yn]
si et seulement s’il existe un scalaire λ ∈ K∗ tel que pour tout i de 0 à n on ait
xi = λyi.
On dit d’un point P d’une variété affine donnée par une équation polynomiale
F (X1, . . . , Xn) qu’il est singulier si on a
∂F
∂X1
(P ) = · · · = ∂F
∂Xn
(P ) = 0. (1.1)
Dans le cas contraire, on dit que ce point est lisse. Pour une variété projective, on
dit d’un point qu’il est lisse s’il l’est dans une des cartes affines. Enfin, une courbe
est dite lisse si elle l’est en tous ses points.
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Définition 1.1.1. Une courbe elliptique est une paire (E,O) où E est une courbe
lisse de genre 1 sur K et O ∈ E.
Le point particulier O, qu’on appelle origine, nous sert à établir une loi de
groupe sur la courbe. Nous y reviendrons. D’après [79, Proposition III.3.1 (a)],
il existe des fonctions x, y dans le corps de fonctions de E, appelées fonctions de
coordonnées de Weierstrass. telles que l’application [x : y : 1] de E vers P2 avec
O 7→ [0 : 1 : 0] donne un isomorphisme entre E et une équation de Weierstrass,
c’est-à-dire une équation de la forme
Y 2Z + a1XY Z + a3Y Z2 = X3 + a2X2Z + a4XZ2 + a6Z3, (1.2)
où les coefficients a1, . . . , a6 sont dans K. Ils ne sont pas déterminés de manière
unique par la courbe. Dans le cas où les coefficients ai peuvent être choisis dans
K, on dit que la courbe elliptique E est définie sur K, ce que l’on note par E/K.
Si on déhomogénise l’équation, on obtient l’équation
Y 2 + a1XY + a3Y = X3 + a2X2 + a4X + a6, (1.3)
qu’on l’on appellera dans la suite équation de Weierstrass affine, plus un unique
point à l’infini [0 : 1 : 0]. C’est ce point qu’on prend pour origine : O = [0 : 1 : 0].
Inversement ([79, Proposition III.3.1 (c)]), toute courbe cubique lisse C donnée
par une équation de Weierstrass affine est une courbe elliptique d’origine [0 : 1 : 0].
En outre, ([79, Proposition III.3.1 (b)]), deux équations de Weierstrass pour
E/K sont reliées par une changement linéaire de variables de la forme
X = u2X ′ + r et Y = u3Y ′ + su2X ′ + t,
où u, r, s, t ∈ K et u 6= 0. Deux courbes elliptiques dont les équations de Weiers-
trass sont reliées par un changement de variables sur K sont dites isomorphes sur
K. Dans le cas où la caractéristique de K n’est ni 2, ni 3, on peut alors montrer
qu’à l’aide de changements de variables on peut ne considérer que les équations
de la forme :
Y 2 = X3 +AX +B avec 4A3 + 27B2 6= 0. (1.4)
Notons que A et B sont dans K lorsque la courbe E est définie sur K.
Une autre forme qui est parfois utile est la suivante. Une équation de Weiers-
trass est dite sous forme de Legendre si elle est de la forme Y 2 = X(X−1)(X−λ),
avec λ 6∈ {0, 1}.
Définition 1.1.2. Pour une équation de Weierstrass comme dans (1.4), on pose
∆ = −16(4A3 + 27B2) et j = −1728 (4A)3∆ . Ces quantités sont appelées respective-
ment le discriminant et le j-invariant de la courbe.
Proposition 1.1.3. Pour un corps K de caractéristique différente de 2, une
courbe elliptique E/K est isomorphe sur K à une courbe elliptique Eλ sous forme
de Legendre, avec λ ∈ K\{0, 1}. Le j-invariant est j(Eλ) = 28 (λ
2−λ+1)3
λ2(λ−1)2 .
Démonstration. Voir [79, Proposition III.1.7].
Bien entendu, il existe des formules ([79, Page 46]) pour définir ces quantités
pour toute équation de la forme (1.2), mais dans la suite nous nous placerons sur
K = C qui est de caractéristique nulle et donc nous supposons dorénavant que
char(K) 6= 2, 3. Nous renvoyons le lecteur intéressé à [79, Chapitre III].
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Proposition 1.1.4. 1. Une courbe donnée par une équation de Weierstrass
est lisse si et seulement si ∆ 6= 0 ;
2. Deux courbes elliptiques sont isomorphes sur K si et seulement si elles ont
le même j-invariant.
Démonstration. Voir [79, Proposition III.1.4].
La condition 4A3 + 27B2 6= 0 dans l’équation (1.4), ou, autrement dit, ∆ 6= 0,
traduit le fait que la courbe doit être lisse. Remarquons que si l’on se place sur
K = R, alors le signe de ∆ nous donne le nombre de zéros réels de l’équation
X3 +AX +B : 1 si ∆ est négatif et 3 sinon. Ainsi, dans le premier cas, le graphe
de la courbe admet deux composantes connexes tandis que dans le second cas,
elle n’en a qu’une. D’autre part, j est un invariant de la classe d’isomorphisme de
la courbe et ne dépend pas de l’équation particulière choisie. Nous verrons par la
suite le rôle fondamental que joue cette fonction.
Notons K(E) le corps de fraction de K[E] = K[X,Y ]/(F (X,Y )), où F est
l’équation de E.
Proposition 1.1.5. Soit E/K une courbe elliptique avec x, y comme coordonnées
de Weierstrass. On a K(E) = K(x, y) et [K(E) : K(x)] = 2.
Démonstration. Voir [79, Corollaire III.3.1.1].
1.1.2 Loi de groupe
Une courbe elliptique peut être munie d’une loi de groupe. Si on considère
une droite dans P2(K), elle intersecte la courbe elliptique en exactement 3 points
(puisque celle-ci a une équation de degré 3) qui ne sont pas forcément distincts
car la droite peut être tangente à la courbe. L’addition de deux points P et Q se
fait ainsi : on considère R le troisième point d’intersection entre la droite passant
par P et Q et la courbe, puis on considère R′ le troisième point d’intersection de
la droite passant par O et R et la courbe. On pose alors : P +Q = R′.
Ce procédé nous fournit bien une loi de groupe ([79, Proposition III.2.2]), où
O est l’élément neutre. Cette loi a en plus la propriété d’être commutative et si
on prend E définie sur K, alors E(K) = {(x, y) ∈ K2 : y2 = x3 +Ax+B} ∪ {O}
est un sous-groupe de E.
On peut donner des équations explicites pour cette addition. Avant tout, on a
que O + P = P +O = P pour tout P ∈ E. Ensuite, pour toute paire d’éléments
non nuls P = (x1 : y1 : 1) et Q = (x2 : y2 : 1), on a P +Q = O si et seulement si
x1 = x2 et y1 = −y2. Sinon, soit λ ∈ K tel que
λ =

y2−y1
x2−x1 si P 6= Q,
3x21+A
2y1 si P = Q.
On pose µ = y1−λx1 et on a alors R = P +Q = (x3 : y3 : 1), où x3 = λ2−x1−x2
et y3 = −λx3 − µ. On notera que −(x : y : z) = (x : −y : z).
Cette loi de groupe peut paraître étonnante. Pour en comprendre son origine, il
faut s’intéresser au groupe de Picard de la courbe. Nous renvoyons à [79, Chapitre
II] pour plus de détails dans ce qui suit.
Le groupe des diviseurs d’une courbe elliptique E, noté Div(E), est le groupe
abélien libre engendré par les points de E. Un diviseur D ∈ Div(E) est donc
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une somme formelle D = ∑P∈E nP (P ) avec nP ∈ Z et nP = 0 pour tous sauf
un nombre fini de points P ∈ E. Le degré d’un tel diviseur D est ∑P∈E nP et
l’ensemble noté Div0(E) des diviseurs qui sont de degré 0 forme un sous-groupe
de Div(E).
Si on prend un élément f ∈ K(E)∗, alors on peut lui associer un diviseur
div(f) = ∑P∈E ordP (f)(P ), où ordP (f) désigne l’ordre de f en P . Un tel diviseur
a alors des propriétés particulières : d’une part div(f) = 0 si et seulement si
f ∈ K∗ et d’autre part deg(div(f)) = 0. On dit alors qu’un diviseur est principal
s’il est de la forme D = div(f) pour un certain f ∈ K(E)∗. On a que div(fg) =
div(f) + div(g). Ceci nous permet d’établir une relation d’équivalence où deux
diviseurs D1 et D2 sont dits linéairement équivalents, ce que l’on note par D1 ∼
D2, si D1 − D2 est principal. D’après [79, Corollaire III.3.5], un diviseur D =∑
P∈E nP (P ) est principal si et seulement si
∑
nP = 0 et
∑[nP ](P ) = O, où
[nP ](P ) = P + P + . . .+ P , nP fois. Le groupe de classes des diviseurs ou groupe
de Picard, noté Pic(E), de la courbe elliptique E est alors le quotient de Div(E)
par le sous-groupe des diviseurs principaux et on note Pic0(E) le quotient de
Div0(E) par le sous-groupe des diviseurs principaux.
Proposition 1.1.6. Soit (E,O) une courbe elliptique :
1. Pour chaque diviseur D ∈ Div0(E), il existe un unique point P ∈ E tel que
D ∼ (P )− (O). Soit alors σ : Div0(E)→ E l’application donnée par cette
association ;
2. L’application σ est surjective ;
3. Soient deux diviseurs D1, D2 dans Div0(E). Alors σ(D1) = σ(D2) si et
seulement si D1 ∼ D2. Ainsi, σ induit une bijection Pic0(E) ' E ;
4. L’application inverse de σ est κ : E→˜Pic0(E), P 7→ classe de (P )− (O).
Démonstration. Voir [79, Proposition III.3.4].
On peut alors montrer que κ(P +Q) = κ(P ) + κ(Q), où la première addition
est dans E et la deuxième dans Pic0(E).
Théorème 1.1.7. Soit E/K une courbe elliptique. Alors les équations explicites
donnant la loi de groupe définissent des morphismes :
+ : E × E −→ E et − : E −→ E
(P,Q) 7−→ P +Q P 7−→ −P
Démonstration. Voir [79, Théorème III.3.6].
1.1.3 Applications entre courbes elliptiques
Nous nous intéressons maintenant aux applications entre courbes elliptiques.
Étant donné qu’on met en valeur un point de la courbe, l’origine, il apparaît
naturel de considérer les applications qui envoient l’origine de la première courbe
elliptique vers celle de la seconde.
Définition 1.1.8. Soient E1/K et E2/K deux courbes elliptiques. Une isogénie
entre E1 et E2 est un morphisme φ : E1/K → E2/K tel que φ(OE1) = OE2. On
dit que ces courbes sont isogènes si l’isogénie vérifie φ(E1) 6= {OE2}.
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On peut montrer d’une part qu’une isogénie est soit constante, soit surjective.
Dans ce dernier cas, l’isogénie est une application finie entre les courbes et ainsi
on a une injection entre les corps de fonctions φ∗ : f ∈ K(E2) ↪→ f ◦ φ ∈ K(E1).
On définit alors le degré de l’isogénie comme étant le degré de l’extension finie
K(E1)/φ∗(K(E2)) (et par convention, le degré de l’isogénie constante est 0).
D’autre part, une isogénie est un morphisme de groupe ([79, Théorème III.4.8]).
Posons Hom(E1, E2) l’ensemble contenant les isogénies entre E1 et E2. Alors
d’après le théorème 1.1.7, c’est un groupe où l’addition est (φ+ ψ)(P ) = φ(P ) +
ψ(P ). Si de plus E = E1 = E2, on pose End(E) = Hom(E,E). C’est un an-
neau appelé anneau d’endomorphismes de E si on ajoute la loi de multiplication
suivante : (φψ)(P ) = φ(ψ(P )). L’ensemble des éléments inversibles Aut(E) de
End(E) est appelé groupe des automorphismes de E.
Théorème 1.1.9. Soit E/K une courbe elliptique. Alors son groupe des auto-
morphismes Aut(E) est fini et d’ordre divisant 24. Plus précisément, cet ordre
est :
2 si j(E) 6= 0 ou 1728;
4 si j(E) = 1728 et char(K) 6= 2, 3;
6 si j(E) = 0 et char(K) 6= 2, 3;
12 si j(E) = 0 = 1728 et char(K) = 3;
24 si j(E) = 0 = 1728 et char(K) = 2.
Démonstration. Voir [79, Théorème III.10.1].
Un exemple important d’isogénie est l’application [m] : E → E de multipli-
cation par m, pour m ∈ Z. Si m > 0, alors [m](P ) = P + · · · + P , m fois et si
m < 0, on la définit par [m](P ) = [−m](−P ). De plus, on pose que [0](P ) = O.
Cette application est bien dans End(E) d’après le Théorème 1.1.7. Elle n’est pas
constante lorsque m 6= 0 et on peut alors montrer que l’anneau End(E) est un
anneau de caractéristique nulle sans diviseurs de zéro ([79, Proposition III.4.2]).
Dans le cas où char(K) = 0, l’application [ · ] : Z → End(E) est en général
un isomorphisme. Si ce n’est pas le cas, c’est-à-dire si End(E) contient d’autres
éléments que les applications du type multiplication par m, on dit que la courbe
elliptique E a multiplication complexe. C’est systématiquement le cas lorsque K
est un corps fini (il faut alors étudier l’application Frobenius).
Proposition 1.1.10. L’anneau d’endomorphismes End(E) d’une courbe ellip-
tique est soit Z, soit un ordre d’un corps quadratique imaginaire ou sinon un
ordre dans une algèbre de quaternions. Notons que ce dernier cas n’arrive jamais
si char(K) = 0.
Démonstration. Voir [79, Corollaire III.9.4]
Considérons une isogénie non constante φ : E1 → E2. D’après [79, Corollaire
III.4.9], son noyau est un sous-groupe d’indice fini. Si de plus φ est séparable,
c’est-à-dire si l’extension K(E1)/φ∗(K(E2)) est séparable, alors, par [79, Théo-
rème III.4.10], le cardinal de ce noyau est le degré de l’isogénie et l’extension
K(E1)/φ∗(K(E2)) est galoisienne. Or, lorsque m ∈ Z∗ et char(K) = 0 (ou alors
lorsque m est premier avec char(K)), alors [79, Corollaire III.5.4] affirme que
l’application multiplication par m est un endomorphisme de E fini et séparable.
Ceci conduit à s’intéresser au groupe suivant : le sous-groupe de m-torsion d’une
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courbe elliptique E, pour m 6= 0, est l’ensemble E[m] des points d’ordre divisant
m : E[m] = {P ∈ E : [m](P ) = O}.
Inversement, on a
Proposition 1.1.11. Soit E une courbe elliptique et soit G un sous-groupe d’in-
dice fini de E. Il existe une unique courbe elliptique E′ et une isogénie séparable
φ : E → E′ tels que kerφ = G.
Démonstration. Voir [79, Proposition III.4.12].
On introduit maintenant la notion d’isogénie duale qui permet entre autre
d’étudier l’application multiplication par m. Soit φ : E1 → E2 une isogénie non
constante de degré d. Par [79, Théorèmes III.6.1 et III.6.2], il existe une unique
isogénie φˆ : E2 → E1, qu’on appelle isogénie duale, et qui vérifie φˆ ◦ φ = [d] et
φ ◦ φˆ = [d]. De plus, si χ : E2 → E3 et ψ : E1 → E2, alors χ̂ ◦ φ = φˆ ◦ χˆ et
φ̂+ ψ = φˆ+ ψˆ. Pour tout m ∈ Z, on a [̂m] = [m] et par suite
deg([m]) = m2.
Enfin, deg(φˆ) = deg(φ) et ˆˆφ = φ. Si char(K) = 0, on a alors que
E[m] = (Z/mZ)× (Z/mZ),
d’après [79, Corollaire III.6.4].
1.2 Lien avec les tores complexes
1.2.1 Fonctions elliptiques
Par réseau nous entendrons dans la suite un sous-groupe discret de C de rang 2.
Ainsi, un réseau est engendré par deux nombres R-linéairement indépendants ω1
et ω2, que l’on appelle périodes, et est donc de la forme Λ = ω1Z + ω2Z. Il nous
arrivera de noter ceci : Λ = [ω1, ω2]. Le quotient C/Λ est ce que l’on appelle un
tore complexe.
Définition 1.2.1. Un parallélogramme fondamental pour un réseau Λ est un
ensemble de la forme
Fω = {ω + x1ω1 + x2ω2 : 0 ≤ x1, x2 < 1},
où ω ∈ C et ω1, ω2 est une base de Λ. C’est un ensemble de représentants des
classes de C/Λ.
Définition 1.2.2 (Fonction elliptique). Soit Λ un réseau. Une fonction elliptique
sur Λ est une fonction méromorphe f : C→ C∪ {∞} qui vérifie pour tous ω ∈ Λ
et z ∈ C :
f(z + ω) = f(z). (1.5)
Une telle fonction est uniquement déterminée par ses valeurs dans un parallélo-
gramme fondamental. On note C(Λ) l’ensemble de toutes les fonctions elliptiques
sur le réseau Λ. C’est un corps.
Proposition 1.2.3. Une fonction elliptique sans pôles ou sans zéros est constante.
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Démonstration. Voir [79, Proposition VI.2.1] ou [75, Théorème 1.1.4].
Soit f une fonction elliptique et soit ω ∈ C. On note ordω(f) et resω(f)
respectivement l’ordre et le résidu de f au point ω ∈ C. On remarquera que dans
notre cadre, les fonctions sont elliptiques et donc l’ordre et le résidu d’une fonction
en un point ω restent inchangés si on remplace ω par ω+ω′ pour un ω′ quelconque
dans Λ.
Ceci nous induit à utiliser la convention suivante. Par ∑ω∈C/Λ on entend une
somme sur tous les éléments d’un parallélogramme fondamental du réseau Λ.
Théorème 1.2.4. Soit f ∈ C(Λ).
1. ∑ω∈C/Λ ordω(f) = 0 ;
2. ∑ω∈C/Λ resω(f) = 0 ;
3. ∑ω∈C/Λ ordω(f)ω ∈ Λ.
Démonstration. Voir [79, Théorème VI.2.2] ou [75, Théorème 1.1.3].
Pour toute fonction elliptique, on dira que son ordre est son nombre de pôles
compté avec multiplicité dans un quelconque parallélogramme fondamental.
Corollaire 1.2.5. Une fonction elliptique non constante a un ordre supérieur ou
égal à 2.
Démonstration. Voir [79, Corollaire VI.2.3] ou [75, Théorème 1.1.4]. Si une fonc-
tion elliptique f a un seul pôle, alors par le théorème 1.2.4, le résidu en ce pôle
vaut 0 et donc f est holomorphe. On conclut avec la proposition 1.2.3.
Le groupe des diviseurs Div(C/Λ) du tore est le groupe des sommes formelles
de la forme ∑ω∈C/Λ nω(ω) avec nω ∈ Z et nω 6= 0 seulement pour un nombre fini
de valeurs. On définit une application de sommation
som : D =
∑
nω(ω) ∈ Div(C/Λ) 7−→
∑
nωω ∈ C/Λ
et une application degré
deg : D =
∑
nω(ω) ∈ Div(C/Λ) 7−→
∑
nω ∈ Z.
Le noyau de cette dernière application est le sous-groupe Div0(C/Λ) = {D ∈
Div(C/Λ) : deg(D) = 0} de Div(C/Λ) des diviseurs de degré zéro.
Pour chaque fonction elliptique f ∈ C(Λ)∗, on peut définir le diviseur div(f) ∈
Div0(C/Λ) par div(f) = ∑ω∈C/Λ ordω(f)(ω) (on est bien dans le groupe des
diviseurs de degré zéro d’après le théorème 1.2.4). L’application div : C(Λ)∗ →
Div0(C/Λ) est un homomorphisme.
Théorème 1.2.6. La suite suivante est exacte :
1 −→ C∗ −→ C(Λ)∗ div−→ Div0(C/Λ) som−→ C/Λ −→ 0
Démonstration. Voir [79, Théorème VI.2.4].
Le quotient Jac(C/Λ) := Div0(C/Λ)/ div(C(Λ)∗) est appelé la Jacobienne de
C/Λ. Le théorème précédent affirme que le tore C/Λ est isomorphe à sa Jaco-
bienne.
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1.2.2 Construction de fonctions elliptiques
La fonction σ de Weierstrass relativement à un réseau Λ est :
σΛ(z) = z
∏
ω∈Λ
ω 6=0
(
1− z
ω
)
exp
(
z
ω
+ 12
(
z
ω
)2)
. (1.6)
Le produit infini σΛ définit une fonction holomorphe sur tout C et converge ab-
solument ([75, Lemme 1.2.1]). Il a un zéro de multiplicité 1 en chaque point ω
du réseau Λ et seulement en ces points-là. Cette fonction n’est pas elliptique. Par
contre, nous allons voir comment on peut construire toutes les fonctions elliptiques
à partir d’elle.
En prenant la dérivée logarithmique de σΛ, on obtient la fonction zêta de
Weierstrass qui elle non plus n’est pas elliptique :
ζΛ(z) = (log (σΛ(z)))′ =
σ′Λ(z)
σΛ(z)
= 1
z
+
∑
ω∈Λ
ω 6=0
( 1
z − ω +
1
ω
+ z
ω2
)
(1.7)
et en dérivant encore une fois, on obtient la fonction ℘Λ de Weierstrass :
℘Λ(z) = −ζ ′Λ(z) =
1
z2
+
∑
ω∈Λ
ω 6=0
1
(z − ω)2 −
1
ω2
(1.8)
et par suite sa dérivée :
℘′Λ = −2
∑
ω∈Λ
1
(z − ω)3 . (1.9)
Cette dernière fonction est méromorphe et sa série converge absolument sur tout
compact de C−Λ. C’est clairement une fonction elliptique. C’est aussi une fonction
impaire d’ordre 3 et a trois zéros simples aux demi-périodes de Λ = [ω1, ω2] : ω12 ,
ω2
2 et
ω1+ω2
2 . En effet, soit ω une de ces trois demi-périodes. On a alors 2ω ∈ Λ
et puisque ℘′Λ est elliptique, ℘′Λ(ω) = ℘′Λ(ω − 2ω) = ℘′Λ(−ω). Le fait que cette
fonction soit impaire nous dit alors que ℘′Λ(ω) = −℘′Λ(ω) et donc que ℘′Λ(ω) = 0.
La fonction de Weierstrass ℘Λ est définie par une série qui converge absolument
et uniformément sur tout compact de C− Λ. Cette fonction est méromorphe sur
C et a un double pôle de résidu 0 en chaque point du réseau et pas d’autres pôles
([79, Théorème VI.3.1]). Du fait que ℘′Λ est elliptique, on déduit pour tous z ∈ C
et ω ∈ Λ que ℘Λ(z + ω) = ℘Λ(z) + c où c est une constante. Si on pose alors
z = −ω2 , on obtient que ℘Λ(ω2 ) = ℘Λ(−ω2 ) + c. En remarquant que la fonction ℘Λ
de Weierstrass est paire, on trouve c = 0 et on conclut que ℘Λ est également une
fonction elliptique.
Proposition 1.2.7 (Abel-Jacobi). Soient n1,. . . ,nr ∈ Z et z1,. . . ,zr ∈ C satisfai-
sant∑ri=1 ni = 0 et∑ri=1 nizi ∈ Λ. Alors il existe une fonction elliptique f ∈ C(Λ)
avec la propriété que div(f) = ∑ri=1 ni(zi). Plus précisément, si on normalise de
telle sorte que ∑ri=1 nizi = 0, alors on peut prendre f(z) = ∏ri=1 σΛ(z − zi)ni.
Démonstration. Voir [79, Proposition VI.3.4] ou [75, Théorème 1.3.1].
Exemple 1.2.8. À titre d’exemple, on peut considérer la fonction ℘Λ(z)−℘Λ(a)
pour un certain a ∈ C/Λ. Elle a deux zéros d’ordre 1 aux points a et −a et un
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pôle d’ordre −2 au point 0. Le théorème d’Abel-Jacobi nous dit alors que ℘Λ(z)−
℘Λ(a) = c · σΛ(z+a)σΛ(z−a)σΛ(z)2 pour une certaine constante c. On la détermine en
multipliant les deux côtés par σΛ(z)2 et en prenant la limite pour z → 0. On
trouve alors c = −1
σΛ(a)2 .
Notons que ceci nous permet d’avoir une autre caractérisation de ℘′Λ. En effet,
en partant de l’égalité que l’on vient de montrer : ℘Λ(z)−℘Λ(a) = −σΛ(z+a)σΛ(z−a)σΛ(z)2σΛ(a)2 ,
en divisant les deux membres par (z − a) et en faisant tendre a vers z, on trouve
que ℘′Λ(z) = −σΛ(2z)σΛ(z)4 .
Le résultat suivant est fondamental car il dit que toute fonction elliptique
s’exprime en fonction de la fonction ℘Λ et de sa dérivée.
Théorème 1.2.9. Les fonctions elliptiques sont des fractions rationnelles en ℘Λ
et ℘′Λ à coefficients complexes :
C(Λ) = C(℘Λ, ℘′Λ).
Démonstration. Voir [79, Théorème VI.3.2] ou [75, Théorème 1.3.3].
1.2.3 Courbes elliptiques et tores complexes
Intéressons nous maintenant au lien entre les fonctions elliptiques et les courbes
elliptiques. La série d’Eisenstein de poids 2k pour Λ est la série :
E2k(Λ) =
∑
ω∈Λ
ω 6=0
1
ω2k
. (1.10)
Une telle série est absolument convergente quelque soit k > 1 ([79, Théorème
VI.3.1] ou [75, Lemme 1.2.1]). On peut exprimer la fonction ℘Λ de Weierstrass en
fonction des séries d’Eisenstein.
Proposition 1.2.10. La série de Laurent de ℘Λ au point z = 0 est donnée par :
℘Λ(z) =
1
z2
+
∞∑
k=1
(2k + 1)E2k+2(Λ)z2k;
Démonstration. Voir [75, Lemme 1.4.2] ou [79, Théorème 3.5]. On écrit dans
l’équation (1.8)
1
(z − ω)2 −
1
ω2
= 1
ω2
(
1
(1− zω )2
− 1
)
=
∞∑
n=2
n
zn−1
ωn+1
.
Ensuite, par la convergence absolue, on peut intervertir la somme en ω et la somme
en n. De plus, on remarquant que∑ω∈Λ,ω 6=0 1ωk = 0 pour tout entier impair k ≥ 3,
on obtient la série de Laurent voulue.
Notons
g2 := g2(Λ) := 60E4(Λ),
g3 := g3(Λ) := 140E6(Λ).
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Théorème 1.2.11. Les fonctions ℘Λ et ℘′Λ sont reliées algébriquement par la
relation :
(℘′Λ)2 = 4℘3Λ − g2℘Λ − g3.
Le polynôme 4X3 − g2X − g3 a trois racines distinctes qui sont ei = ℘Λ(wi)
où les wi sont les demi-périodes du réseau Λ. On pose que son discriminant est
∆(Λ) = g32 − 27g23 = 16(e1 − e2)2(e1 − e3)2(e2 − e3)2 6= 0 et son j-invariant est
j(Λ) = 1728g2(Λ)3/∆(Λ).
Démonstration. Voir [79, Théorème VI.3.5 et Proposition VI.3.6] et [75, Théorème
1.4.1].
Proposition 1.2.12. Soient un réseau Λ, les valeurs associées g2, g3 et E/C la
courbe elliptique Y 2 = 4X3 − g2X − g3. Alors l’application :
φ : C/Λ −→ E ⊆ P2(C)
z 7−→ [℘Λ(z) : ℘′Λ(z) : 1]
0 7−→ [0 : 1 : 0]
est un isomorphisme complexe et analytique de groupes de Lie complexes (en
d’autres termes, c’est un isomorphisme de surfaces de Riemann qui est aussi un
homomorphisme de groupes).
Démonstration. Voir [79, Proposition VI.3.6].
Ainsi, à un tore complexe de dimension 1, on peut associer une courbe ellip-
tique complexe. Nous voulons étudier la réciproque, mais avant cela, regardons
les morphismes entre différents tores.
Soient Λ1 et Λ2 deux réseaux. Si α ∈ C vérifie αΛ1 ⊆ Λ2, alors l’application
holomorphe multiplication par α
φα : C/Λ1 → C/Λ2, φα(z) ≡ αz mod Λ2
est un homomorphisme.
Théorème 1.2.13. 1. L’application α ∈ {α ∈ C : αΛ1 ⊆ Λ2} 7→ φα ∈
{applications holomorphes φ : C/Λ1 → C/Λ2 avec φ(0) = 0} est une
bijection.
2. Soient E1 et E2 deux courbes elliptiques qui correspondent aux réseaux
Λ1 et Λ2 (comme dans la proposition 1.2.12). Alors l’inclusion naturelle
{isogénies φ : E1 → E2} → {applications holomorphes φ : C/Λ1 → C/Λ2
avec φ(0) = 0} est une bijection.
Démonstration. Voir [79, Théorème VI.4.1].
Ainsi, on peut faire correspondre les isogénies entre deux courbes elliptiques
E1 ' C/Λ1 et E2 ' C/Λ2 avec les nombres complexes α ∈ C tels que αΛ1 ⊆ Λ2.
Rappelons que l’égalité dénote le fait que les courbes sont isomorphes. Le degré
de l’isogénie est alors l’indice [Λ2 : αΛ1] (par convention, cet indice est 0 lorsque
α = 0).
Le corollaire suivant dit que la notion d’isomorphisme entre courbes elliptiques
se traduit en termes d’homothétie dans les réseaux.
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Corollaire 1.2.14. Soient E1/C et E2/C deux courbes elliptiques correspondant
aux réseaux Λ1 et Λ2. Alors E1 et E2 sont isomorphes sur C si et seulement si
Λ1 et Λ2 sont homothétiques, c’est-à-dire si et seulement si Λ1 = αΛ2 pour un
certain α ∈ C∗.
Théorème 1.2.15 (Théorème d’uniformisation). Soient A,B ∈ C tels que A3 −
27B2 6= 0. Alors il existe un unique réseau Λ vérifiant g2(Λ) = A et g3(Λ) = B.
Démonstration. Voir [79, Théorème VI.5.1].
Corollaire 1.2.16. Soit E/C une courbe elliptique. Alors il existe un réseau Λ
unique à homothétie près et un isomorphisme analytique complexe :
φ : C/Λ → E ⊆ P2(C)
z 7→ [℘Λ(z) : ℘′Λ(z) : 1]
0 7−→ [0 : 1 : 0]
de groupes de Lie complexes.
Démonstration. Voir [79, Corollaire VI.5.1.1]. L’existence provient des théorèmes
d’uniformisation et 1.2.12, tandis que l’unicité provient du corollaire 1.2.14.
Nous avons donc montré l’équivalence entre les notions de tores complexes
et de courbes elliptiques sur C. On pourrait d’ailleurs se demander quelle est la
fonction inverse de l’application φ du corollaire 1.2.16. Le résultat suivant nous
fournit la réponse à cette question.
Proposition 1.2.17. Soit E/C une courbe elliptique avec x et y comme coordon-
nées de Weierstrass.
1. Soient α et β deux lacets de E(C) formant une base de H1(E,Z). Alors les
périodes
ω1 =
∫
α
dx/y et ω2 =
∫
β
dx/y
sont R-linéairement indépendantes ;
2. Soit Λ le réseau engendré par ω1 et ω2. Alors l’application
F : E(C) −→ C/Λ, F (P ) =
∫ P
O
dx/y mod Λ
est un isomorphisme analytique complexe de groupes de Lie. C’est l’appli-
cation inverse de celle du corollaire 1.2.16.
Démonstration. Voir [79, Proposition VI.5.2].
Soit E/C une courbe elliptique. On a vu que l’on peut écrire E(C) ' C/Λ.
L’anneau d’endomorphismes s’écrit alors End(E) ' {α ∈ C : αΛ ⊆ Λ}. Puisque
le réseau est unique à homothétie près, cet anneau ce dépend pas du réseau.
Théorème 1.2.18. Soit E/C une courbe elliptique et soient ω1 et ω2 des géné-
rateurs pour le réseau Λ associé à E. Alors soit End(E) = Z, sinon Q(ω1/ω2) est
une extension quadratique imaginaire de Q et End(E) est isomorphe à un ordre
de Q(ω1/ω2).
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Démonstration. Voir [79, Théorème VI.5.5]. On peut rapprocher ce résultat avec
celui de la proposition 1.1.10.
Rappelons enfin qu’une courbe elliptique est un groupe et donc sa loi de groupe
doit pouvoir s’exprimer en fonction de ℘Λ. On a en effet le résultat suivant :
Théorème 1.2.19 (Formule d’addition pour la fonction ℘Λ). Soient z, z′ ∈ C−Λ.
On a alors :
℘Λ(z + z′) = −℘Λ(z)− ℘Λ(z′) + 14
(
℘′Λ(z)− ℘′Λ(z′)
℘Λ(z)− ℘Λ(z′)
)2
si z 6≡ ±z′ mod Λ
et ℘Λ(2z) = −2℘Λ(z) + 14
(
℘′′Λ(z)
℘′Λ(z)
)2
si 2z 6≡ 0 mod Λ.
Démonstration. Voir [75, Théorème 1.4.4].
1.3 Espace de Modules
1.3.1 Demi-plan de Poincaré
Une autre description des courbes elliptiques est possible en utilisant le fait
qu’étudier un tore c’est essentiellement étudier un réseau et que dans notre cadre,
on considère les réseaux à homothétie près (rappelons le corollaire 1.2.14).
Soit donc un réseau Λ = [ω1, ω2]. Quitte à échanger ω1 et ω2, on peut supposer
que le quotient ω1ω2 6∈ R a une partie imaginaire positive.
Définition 1.3.1. On appelle demi-plan de Poincaré, que l’on note H1, le demi-
plan complexe supérieur :
H1 = {z ∈ C : =(z) > 0}.
On l’étend parfois on considérant les pointes :
H∗1 = H1 ∪Q ∪ {∞}.
Tout réseau est homothétique à un réseau de la forme [1, τ ] pour un certain
τ ∈ H1. De plus, deux réseaux [1, τ1] et [1, τ2] de cette forme sont homothétiques
si et seulement si τ2 = aτ1+bcτ1+d pour une certaine matrice
(
a b
c d
) ∈ GL2(Z). Un simple
calcul montre que l’on a
=
(
aτ + b
cτ + d
)
= (ad− bc) =(τ)|cτ + d|2 (1.11)
et en particulier, les matrices de SL2(Z) envoient H1 dans lui-même.
Définition 1.3.2. On appelle groupe modulaire, noté Γ1, le groupe SL2(Z) :
Γ1 := SL2(Z) =
{
M =
(
a b
c d
)
: a, b, c, d ∈ Z,det (M) = 1
}
.
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Par ce qui précède, le groupe modulaire agit sur le demi-plan de Poincaré : on
a l’action de groupe
Γ1 ×H1 −→ H1, (γ, τ) 7−→ γ · τ = aτ + b
cτ + d.
Remarquons que la matrice −I2 agit trivialement sur H1. C’est pourquoi certains
auteurs préfèrent considérer le groupe PSL2(Z) plutôt que SL2(Z). L’action du
groupe modulaire sur le demi-plan de Poincaré est proprement discontinue ([4,
Proposition 8.2.5]), c’est-à-dire que tout τ ∈ H1 a un voisinage V tel que
∀γ ∈ Γ1, γV ∩ V 6= ∅ =⇒ γ · τ = τ.
On en déduit que le quotient H1/Γ1 hérite de H1 une topologie de Hausdorff. On
peut aller plus loin et montrer que ce quotient est une surface de Riemann, qui
n’est compacte que lorsque l’on ajoute les pointes.
Cette action de groupe se prolonge facilement en une action sur H∗1. Il suffit
de poser pour
(
a b
c d
) ∈ Γ1 et pq ∈ Q :(
a b
c d
)
· ∞ =
{
a
c si c 6= 0,
∞ si c = 0
et (
a b
c d
)
· p
q
=
{
ap+bq
cp+dq si cp+ dq 6= 0,
∞ si cp+ dq = 0.
Ainsi, Q ∪ {∞} est l’orbite de ∞ sous cette action. Posons
S =
(
0 −1
1 0
)
et T =
(
1 1
0 1
)
. (1.12)
Proposition 1.3.3. Le groupe modulaire Γ1 est engendré par S et T .
Démonstration. Voir [19, Proposition 2.1]. Soit
(
a b
c d
) ∈ Γ1. Montrons le résultat
par récurrence sur |a|+ |c|. Supposons que |a|+ |c| = 1. Alors, quitte à multiplier
à gauche par S, on a |a| = 1 et |c| = 0, et, par suite, quitte à multiplier par
S2 = −I2, la matrice γ est de la forme ( 1 c0 1 ) = T c.
Supposons maintenant qu’il existe n ≥ 1 tel que la propriété à montrer soit
vraie pour toute matrice
(
a′ b′
c′ d′
)
de Γ1 avec |a′|+|c′| ≤ n. Si γ vérifie |a|+|c| = n+1,
alors en multipliant éventuellement γ à gauche par S, on peut supposer |a| ≥ |c|.
On écrit la division euclidienne de a par c : a = qc + r, avec 0 ≤ r < |c|. On a
donc T−qγ =
(
r b−qd
c d
)
qui est, par hypothèse de récurrence, engendré par S et T .
Ceci conclut la démonstration.
Posons maintenant
F1 = {τ ∈ H1 : |τ | ≥ 1, |<(τ)| ≤ 12}
et
F = F1\(δF1 ∩ {τ ∈ H1 : <(τ) > 0})
Définition 1.3.4 (Domaine fondamental, ensemble fondamental). Soit G un
groupe agissant sur un ensemble X muni d’une topologie. Un ensemble Y ⊆ X
connexe est un domaine fondamental pour l’action de G sur X si :
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— Pour tout x ∈ X, il existe g ∈ G et y ∈ Y tels que y = g · x ;
— Pour tous y1, y2 ∈ Y et g ∈ G\{1} tels que y1 = g · y2, on a y1 ∈ δ(Y ) et
y2 ∈ δ(Y ).
Un ensemble Y ⊆ X est un ensemble fondamental pour l’action de G sur X si,
pour tout x ∈ X, il existe un unique y ∈ Y qui soit dans l’orbite de x sous l’action
de G.
Un ensemble fondamental est donc toujours un domaine fondamental mais la
réciproque n’est pas forcément vraie.
Proposition 1.3.5. La région F est un ensemble fondamental pour l’action de
Γ1/〈±I2〉 sur H1 et donc F1 est un domaine fondamental pour cette action. De
plus, on a
card({γ ∈ Γ1/〈±I2〉 : τ0 = γ · τ0}) =

2 si τ0 = ı,
3 si τ0 = exp (2ıpi3 ),
1 sinon.
Démonstration. Voir [19, Proposition 2.2].
1.3.2 Sous-groupes du groupe modulaire
Nous allons étudier dans cette section différents sous-groupes de Γ1. Tout
d’abord, notons que l’on est également capable de construire un domaine fonda-
mental pour tout sous-groupe du groupe modulaire.
Théorème 1.3.6. Soient Γ < Γ1 et γj un système de représentants des classes
(à droite) de Γ1/(Γ ∪ (−Γ)). Alors
FΓ =
⋃
j
γj(F1)
est un domaine fondamental pour Γ.
Démonstration. Voir [75, Théorème 2.1.4] ou [19, Proposition 2.3].
Ce théorème conduit à l’algorithme 1.3.1. Nous ne l’étudierons pas en détail
mais renvoyons le lecteur à [19, Pages 46-48].
Continuons avec un lemme qui joue un rôle fondamental dans ce qui va suivre.
Soit N un entier positif. On a alors :
Lemme 1.3.7. L’homomorphisme de groupe SL2(Z)→ SL2(Z/NZ) est surjectif.
Démonstration. Soit γ ∈ SL2(Z/NZ) et
(
a b
c d
)
un représentant de cette classe dans
M2(Z).
— On a tout d’abord que pgcd(c, d,N) = 1 car ad− bc ≡ 1 mod N ;
— Maintenant si c 6= 0, alors on pose t = ∏p|c
p-d
p et d′ = d + tN . On a
que pgcd(c, d′) = 1. En effet, soit un premier p qui divise c. Si p - d ,
alors p|t et alors p - d′. Sinon si p|d, alors p - t, p|pgcd(c, d) et puisque
pgcd(c, d,N) = 1, alors p - N et donc p - d′ ;
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Algorithme 1.3.1 : Domaine fondamental et générateurs d’un sous-
groupe d’indice fini de Γ1
Entrée : Pour un sous-groupe Γ de Γ1 d’indice fini, une fonction qui décide
si un élément de Γ1 est dans Γ ou pas, plus un ensemble de
générateurs V = {γj}j∈{1,...,n} de Γ1.
Sortie : Un ensemble S de représentants des classes Γ1/Γ et un ensemble
fini G de générateurs de Γ.
1 S = {I2};
2 D = {I2};
3 G = ∅;
4 tant que V 6= ∅ faire
5 choisir γ ∈ V ;
6 t = vrai;
7 pour γ′ ∈ S faire
8 si γ′γ−1 ∈ Γ alors
9 t = faux;
10 G = G ∪ {γ′γ−1};
fin
fin
11 si t = vrai alors
12 S = S ∪ {γ};
13 V = V ∪ ({γγj : j ∈ {1, . . . , n}}\D);
fin
14 V = V \{γ};
15 D = D ∪ {γ};
fin
16 retourner (S,G);
— Toujours si c 6= 0, il existe donc α, β ∈ Z tels que αc − βd′ = 1. On a
aussi que ad′ − bc ≡ 1 mod N ce qui implique qu’il existe k ∈ Z tel que
ad′−bc = 1+kN et alors on a ad′−bc = 1+kN = 1+(αkc−βkd′)N et donc
(a + βkN)d′ − (b + αkN)c = 1 et la matrice
(
a+ βkN b+ αkN
c d′
)
∈ Γ1
est dans la même classe que γ ;
— Dans le cas où c = 0, on déduit de pgcd(c, d,N) = 1 que pgcd(d,N) = 1 et
par suite que d ≡ 1 mod N . De ad ≡ 1 mod N on déduit que a ≡ 1 mod N
et alors la matrice
( 1 b
0 1
) ∈ Γ1 est dans la même classe que γ.
On appelle sous-groupe principal de congruence et de niveau N le sous-groupe
Γ1(N) = {γ ∈ Γ1 : γ ≡ I2 mod N}. (1.13)
Un tel sous-groupe est le noyau de l’application de réduction Γ1 = SL2(Z) →
SL2(Z/NZ) et est d’indice fini : [Γ1 : Γ1(N)] = N3
∏
p|N (1− 1p2 ). Ainsi, Γ1(N) est
un sous-groupe normal de Γ1 et on a
Γ1/Γ1(N) ' SL2(Z/NZ). (1.14)
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Tout groupe Γ vérifiant Γ1(N) ⊆ Γ ⊆ Γ1 pour un certain N ∈ N est dit un
sous-groupe de congruence modulo N . Ces groupes sont d’indice fini dans Γ1. Soit
Pr =
{(
a b
c d
)
: a, b, c, d ∈ Z, ad− bc = r, pgcd(a, b, c, d) = 1
}
l’ensemble des matrices primitives de déterminant r ∈ N. Ce n’est pas un groupe.
Proposition 1.3.8. Pour tout R0 ∈ Pr, on a Pr = Γ1R0Γ1.
Démonstration. Voir [75, Proposition 2.2.1].
Pour une matrice R ∈ Pr, on considère maintenant le sous-groupe de Γ1 :
ΓR = Γ1 ∩R−1Γ1R.
(Pour être plus cohérent, il faudrait noter ce groupe Γ1,R. Nous ne le ferons pas
dans un souci d’allégement des notations). Les cas qui nous intéressent le plus
sont lorsque l’on prend les matrices ( r 00 1 ) et ( 1 00 r ), où l’on obtient les deux groupes
suivants
Γ0(r) := Γ( r 00 1 )
= {( a bc d ) ∈ Γ1 : c ≡ 0 mod r},
Γ0(r) := Γ( 1 00 r )
= {( a bc d ) ∈ Γ1 : b ≡ 0 mod r}. (1.15)
De manière générale, on a
Théorème 1.3.9. Soit R ∈ Pr. Le sous-groupe ΓR est un sous-groupe de congruence
modulo r.
Démonstration. Voir [75, Théorème 2.2.2]. Soit R ∈ Pr. D’après la proposition
1.3.8, il existe deux matrices M1 et M2 dans Γ1 telles que l’on ait l’égalité
R = M1 ( r 00 1 )M2. Il en découle que ΓR = ΓM1( r 00 1 )M2
. Or, Γ
M1( r 00 1 )M2
= Γ1 ∩
(M1 ( r 00 1 )M2)−1Γ1(M1 ( r 00 1 )M2) = Γ1 ∩ (( r 00 1 )M2)−1Γ1(( r 00 1 )M2) = Γ( r 00 1 )M2 .
Par le théorème 1.3.10, on a que ΓR = M−12 Γ( r 00 1 )
M2, et en utilisant, le fait
que Γ1(r) est un sous-groupe normal de Γ1, on en déduit l’inclusion Γ1(r) =
M−12 Γ1(r)M2 ⊆M−12 Γ( r 00 1 )M2 = ΓR.
Théorème 1.3.10. Pour R,R′ ∈ Pr et M,M ′ ∈ Γ1, on a :
1. Γ1R = Γ1R′ =⇒ ΓR = ΓR′ ;
2. M−1ΓRM = ΓRM ;
3. ΓRM = ΓRM ′ ⇐⇒ Γ1RM = Γ1RM ′.
Démonstration. Voir [75, Théorème 2.2.3].
En appliquant la troisième propriété de ce théorème, on obtient une descrip-
tion des classes à droite de Γ1/ΓR, qui nous induit à définir sur Pr la relation
d’équivalence
R ∼ R′ ⇐⇒ Γ1R = Γ1R′.
Théorème 1.3.11. Le nombre de classes d’équivalences modulo ∼ est fini. Un
système de représentants est donné par les matrices triangulaires :(
a b
0 d
)
, a > 0, ad = r, pgcd (a, b, d) = 1, b ∈ {0, . . . , d− 1}.
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Démonstration. Voir [75, Théorème 2.2.4].
Les résultats qui précèdent permettent de démontrer le théorème suivant.
Théorème 1.3.12. Soient R1, . . . , Rψ(r) un système de représentants de Pr mo-
dulo ∼ et R une matrice arbitraire dans Pr. Alors il existe des matrices unimo-
dulaires γi avec Γ1Ri = Γ1Rγi pour i = 1, . . . , ψ(r). On en déduit que
Γ1 =
ψ(r)⊔
i=1
ΓRγi
et en particulier [Γ1 : ΓR] = ψ(r) = r
∏
p|r(1 + 1p).
Démonstration. On a d’une part que
ΓRγi = (Γ1 ∩R−1Γ1R)γi = Γ1 ∩R−1Γ1Rγi = Γ1 ∩R−1Γ1Ri.
Ceci nous permet d’écrire⊔
ΓRγi = Γ1 ∩R−1
(⊔
Γ1Ri
)
= Γ1 ∩R−1Pr = Γ1,
car Γ1 ⊆ R−1Pr. En effet, pour γ ∈ Γ1, on a γ = R−1Rγ et Rγ ∈ Pr car
Rγ = I2Rγ ∈ Γ1RΓ1 = Pr, par la proposition 1.3.8. L’indice provient du théorème
1.3.11. Voir aussi [75, Théorème 2.2.5].
Appliquons ce théorème sur la matrice R =
(
1 0
0 p
)
où p est un nombre premier.
On peut prendre, d’après le théorème 1.3.11, R1 =
(
p 0
0 1
)
, R2 = R, R3 =
(
1 1
0 p
)
,
R4 =
(
1 2
0 p
)
, . . ., Rp+1 =
(
1 p−1
0 p
)
. On montre facilement que l’on a les relations
suivantes : R1 = S−1RS, R2 = R, R3 = RT , . . . , Rp+1 = RT p−1. Ainsi, on prend
γ1 = S et γk = T k−2 pour k allant de 2 à p + 1. Ces matrices γi sont alors les
représentants des classes à droite du quotient Γ1/ΓR.
1.4 Formes et fonctions modulaires
Nous allons introduire dans cette partie les notions de formes et fonctions
modulaires et présenter des propriétés importantes de ces dernières. L’idée sous-
jacente à ces notions est de considérer des fonctions sur la courbe modulaire
H1/Γ1 : on veut en particulier des fonctions qui donnent la même valeur pour des
points qui soient équivalents et ceci modulo Γ1 ou modulo un de ses sous-groupes.
On veut aussi que ces fonctions aient un bon comportement “à l’infini”. Pour cela,
nous allons commencer par parler des formes modulaires, qui nous permettront
par la suite de définir les fonctions modulaires.
1.4.1 Formes modulaires
Définition 1.4.1. Soit Γ un sous-groupe de Γ1 d’indice fini. On dit qu’une fonc-
tion f : H1 → C vérifie la condition de modularité sur Γ et pour un certain poids
k ∈ N si l’on a pour tous ( a bc d ) ∈ Γ et τ ∈ H1
f(γ · τ) = (cτ + d)kf(τ). (1.16)
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On peut s’étonner de la présence de ce facteur (cτ +d)k mais il s’explique très
bien quand on revient à la description des courbes elliptiques complexes avec les
réseaux : on veut une fonction f qui vérifie pour α ∈ C∗ : f(αΛ) = α−kf(Λ). On
a donc pour γ ∈ Γ,
f(γ · τ) = f
([
aτ + b
cτ + d, 1
])
= f((cτ + d)−1[aτ + b, cτ + d]) =
(cτ + d)kf([aτ + b, cτ + d]) = (cτ + d)kf([τ, 1]) = (cτ + d)kf(τ).
Soit un sous-groupe Γ de Γ1 d’indice fini. Remarquons que puisqu’il est d’indice
fini, il existe nécessairement un r ∈ N∗ tel que T r ∈ Γ (où T est la matrice de
l’équation 1.12). Soit alors une fonction f : H1 → C holomorphe et vérifiant la
condition de modularité pour un poids k sur Γ. Si on applique cette dernière
propriété sur T r, on obtient : f(τ + r) = f(T rτ) = (0τ + 1)kf(τ) = f(τ) et ainsi
la fonction f est périodique de période r. Elle admet donc un développement de
Fourier de la forme :
f(τ) =
∑
n∈Z
fn exp (2ıpiτn/r) =
∑
n∈Z
fnq
n
r , q = exp (2ıpiτ).
La fonction f est dite holomorphe à l’infini si fn = 0 pour n < 0. Pour un point
a
c ∈ Q, on sait qu’il existe γ ∈ Γ1 tel que ac = γ · ∞. La fonction fγ : τ ∈ H1 7→
(cτ + d)−kf(γ · τ) ∈ C est holomorphe et vérifie la condition de modularité pour
le poids k et sur le groupe γ−1Γγ. On dit alors que f est holomorphe en ac si la
fonction fγ est holomorphe à l’infini.
Définition 1.4.2 (Forme modulaire). Une forme modulaire de poids k pour un
sous-groupe Γ d’indice fini de Γ1 est une fonction f : H1 → C qui :
1. Est holomorphe sur H1 ;
2. Est holomorphe aux pointes ;
3. Vérifie la condition de modularité pour k et Γ.
Si de plus on a que, pour tout γ ∈ Γ1, le coefficient de degré 0 du développement
en série de Fourier de fγ est nul, alors on dit que la forme est parabolique.
Remarquons tout de suite que si −I2 ∈ Γ, alors il n’y a pas de formes mo-
dulaires de poids impair (hormis la fonction nulle). En effet, on remarque que
−γ ∈ Γ pour tout γ ∈ Γ, que (−γ) · τ = γ · τ et qu’on a alors
f(γ · τ) = f((−γ) · τ) = (−cτ − d)kf(τ) = −(cτ + d)kf(τ) = −f(γ · τ).
Par contre, pour les sous-groupes qui ne contiennent pas −I2, les formes modu-
laires de poids 1 prennent une place importante mais on ne sait pas grand chose
de la dimension de l’espace qu’elles constituent ([61, Remarque 7]). Notons par
ailleurs qui si on avait posé Γ1 = SL2(Z)/〈±1〉, alors les formes modulaires de
poids impairs seraient toutes nulles. Dans la suite, on considèrera toujours des
sous-groupes qui contiennent −I2 car c’est le cas des sous-groupes qui nous inté-
ressent.
On note Mk le C-espace vectoriel des formes modulaires de poids k sur tout
Γ1 et Sk le sous-espace vectoriel des formes paraboliques de poids k sur Γ1. Les
espaces vectoriels des formes modulaires de même niveau sont en somme directe
([61, Lemme 13]). Nous allons étudier la dimension de ces espaces.
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Pour cela, rappelons tout d’abord que l’on a défini la série d’Eisenstein pour
k > 1 par : E2k(τ) =
∑
(m,n) 6=(0,0)
1
(mτ+n)2k . C’est une forme modulaire de poids
2k sur Γ1. Rappelons que la condition k > 1 est nécessaire pour garantir la
convergence absolue de la série. De plus, notons qu’on veut 2k car pour k impair,
la série Ek est nulle car les termes (m,n) et (−m,−n) s’annulent.
Théorème 1.4.3. Pour k > 1 on a :
E2k(τ) =
2(2ıpi)2k
(2k − 1)!
(
−B2k4k +
∞∑
m=1
σ2k−1(m)qm
)
(1.17)
où q = exp (2ıpiτ), Bm désigne le m-ième nombre de Bernoulli et σk(n) =∑
0<d|n dk est la fonction somme des puissances k-ièmes des diviseurs de l’en-
tier n.
Démonstration. Voir [75, Théorème 1.8.4].
Pour plus de commodité, on va considérer dans la suite les fonctions
Gk =
(k − 1)!
2(2ıpi)k Ek, (1.18)
pour k pair supérieur ou égal à 4. Notons que le membre de droite de (1.17) a
un sens pour 2k = 2 ce qui nous permet de définir une fonction G2(τ). Ce n’est
pas une forme modulaire. Par contre, on peut définir la fonction non holomorphe
G∗2(τ) = G2(τ) + 18pi=(τ) qui vérifie la condition de modularité pour k = 2 sur Γ1.
Un simple calcul montre alors que l’on a pour
(
a b
c d
) ∈ Γ1 :
G2
(
aτ + b
cτ + d
)
= (cτ + d)2G2(τ)− c(cτ + d)4ıpi . (1.19)
Définissons aussi la fonction discriminant ∆ qui va nous permettre de comprendre
l’espace des formes modulaires :
∆(τ) = (2pi)12q
∞∏
n=1
(1− qn)24, (1.20)
où q = exp (2ıpiτ). C’est une forme parabolique de poids 12 pour Γ1. C’est
d’ailleurs le plus petit poids pour lequel il existe une forme parabolique (voir
la proposition 1.4.6).
Soit f une fonction méromorphe sur H1 et soit z0 ∈ H1. On note ordz0(f)
l’ordre de f au point z0 : c’est le plus grand entier n tel que f(z)/(z − z0)n est
holomorphe. Remarquons que si f vérifie la condition de modularité pour le poids
k sur Γ1, [75, Proposition 2.5.2] dit que cet ordre ne dépend que de la classe de
z0 mod Γ1. Cette proposition dit aussi que pour les pointes, il suffit de regarder
ce qu’il se passe au point ∞. On note ord∞(f) l’indice du premier coefficient non
nul de la série de Fourier de f .
Théorème 1.4.4. Soit k ≥ 2 un entier et f une fonction méromorphe distincte
de la fonction nulle vérifiant la condition de modularité de poids k sur Γ1. On a :
ord∞(f) +
1
2 ordı(f) +
1
3 ordρ(f) +
∑
τ∈F1\{ı,ρ,−ρ}
ordτ (f) =
k
12 ,
où ρ = exp (2ıpi/3).
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Démonstration. Voir [75, Théorème 2.5.3] ou [61, Lemme 22].
Exemple 1.4.5. La fonction G4 n’a qu’un seul zéro : il est au point ρ et est
simple. De même, G6 n’a qu’un seul zéro qui est au point ı et qui est simple.
Ce théorème a de nombreuses conséquences importantes. Il permet de montrer
que la seule forme modulaire de poids négatif sur Γ1 est la fonction constante nulle.
Ensuite, la seule forme parabolique de poids 0 est 0 car une telle fonction vérifie
ord∞ > 0. Enfin, si f est une forme modulaire de poids 0, on peut construire une
forme parabolique de poids 0 en retranchant à f sa limite à l’infini : ainsi, il n’y
a pas de forme modulaire non constante de poids 0.
Proposition 1.4.6. 1. Si k = 2, alors M2 = S2 = {0} ;
2. Si k ≥ 4, alors Mk = Sk + CGk ;
3. Si k ∈ {4, 6, 8, 10, 14}, alors Sk = {0} et Mk = CGk ;
4. L’espace S12 est engendré par ∆ ;
5. Si k ≥ 16, alors Sk = ∆Mk−12.
Démonstration. Voir [61, Proposition 25].
Il s’ensuit que Mk est de dimension finie donnée par :
k < 0 0 2 4 6 8 10 12 14 16 18 . . . k . . . k + 12 . . .
dimMk 0 1 0 1 1 1 1 2 1 2 2 . . . d . . . d+ 1 . . .
Exemple 1.4.7. Les formes 120G24 et G8 sont de poids 8. Or l’espace des formes
modulaires de poids 8 est de dimension 1. Étant donné que ces formes ont le même
terme constant, elles sont égales. On peut en déduire l’égalité suivante :
σ7(n) = σ3(n) + 120
n−1∑
m=1
σ3(m)σ3(n−m).
Exemple 1.4.8. Les espaces M10 et M14 sont de dimension 1, ce qui implique
que G4G6 et G10 sont proportionnels et que G4G10, G6G8 et G14 le sont aussi.
On peut en déduire des formules arithmétiques reliant les différentes fonctions σi.
Exemple 1.4.9. En utilisant le fait que dim(S12) = 1, on peut montrer l’égalité
∆ = (2pi)12 (240G4)
3−(504G6)2
1728 (voir [61, Équation (18)]).
Ces exemples illustrent également le fait que l’anneau gradué des formes mo-
dulaires sur SL2(Z) est engendré par G4 et G6 ([61, Corollaire 28]).
D’autre part, on peut montrer que pour tout f ∈ Mk, la fonction f ′(τ) +
4ıpikG2(τ)f(τ) appartient à Mk+2. Ceci se montre facilement à partir de (1.19)
et de l’égalité :
f ′(aτ + b
cτ + d) = (cτ + d)
k+2f ′(τ) + kc(cτ + d)k+1f(τ)
pour une forme modulaire de poids k sur Γ1. On trouve alors pour les formes G4
et G6 (voir [89, Page 15])
1
2ıpiG
′
4(τ) =
7
10G6(τ)− 8G2(τ)G4(τ)
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et
1
2ıpiG
′
6(τ) =
10
21G8(τ)− 12G2(τ)G6(τ).
On peut également montrer que G′2(τ) + 4ıpiG2(τ)2 est dans M4 et déduire
l’égalité suivante, que nous réutiliserons pour montrer un résultat sur le degré de
certaines composantes de Humbert (corollaire 4.4.4) :
1
2ıpiG
′
2(τ) =
5
6G4(τ)− 2G2(τ)
2. (1.21)
Ces trois dernières égalités impliquent que l’extension C[G2, G4, G6] de l’anneau
gradué C[G4, G6] des formes modulaires est fermé par différentiation. Une consé-
quence est que si f appartient à cet anneau, alors c’est aussi le cas de f ′, f ′′ et f ′′′
et puisque cet anneau n’a que trois générateurs, ces quatres fonctions sont reliées
algébriquement. Par exemple, on a que ıpiG′′′2 − 48G2G′′2 + 72G′22 = 0 (voir [89]).
Des résultats plus généraux sur les dimensions des espaces de formes modu-
laires pour des sous-groupes du groupe modulaire existent. Nous ne les énoncerons
pas ici mais renvoyons le lecteur à [61]. Il existe également des généralisations de
la notion de forme modulaire pour inclure des poids rationnels, par exemple.
Citons tout de même un exemple de forme modulaire de poids 1. La fonction
η de Dedekind est la fonction :
η(τ) = q
1
24
∞∏
n=1
(1− qn). (1.22)
On a la relation ∆(τ) = (2pi)12η(τ)24 ([75, Théorème 1.9.2]) et on dispose
d’une formule de transformation de la fonction η de Dedekind (voir [75, Théorème
1.10.1] :
η(γ · τ) = (γ)
√
(cτ + d)η(τ)
où <(√cτ + d) > 0 et (γ) est une racine 24-ième de l’unité. On peut être plus
précis. Soit une matrice γ =
(
a b
c d
)
dans Γ1 avec c ≥ 0 et d > 0 si c = 0. Une
telle matrice est dite normalisé. Soient aussi c1 et λ ∈ Z vérifiant c = c12λ avec
c1 ≡ 1 mod 2 si c 6= 0 et c1 = λ = 1 si c = 0. On a alors :
(γ) =
(
a
c1
)
ζ
ab+c(d(1−a2)−a)+3(a−1)c1+ 32λ(a2−1)
24
où ( ac1 ) désigne le symbole de Legendre.
Ainsi, on vérifie facilement que la forme 12
√
∆(τ) := 2piη(τ)2 est de poids 1
pour le groupe Γ1(12). Remarquons que si γ ∈ Γ1(12) n’est pas normalisée, alors
γ · τ = (−γ) · τ et on regarde alors comment se transforme η((−γ) · τ). Il est
important de noter ici que si γ ∈ Γ1(12), alors −γ 6∈ Γ1(12) car −I2 6∈ Γ1(12) ce
qui rend possible l’existence de formes modulaires de poids impair pour ce groupe.
1.4.2 Fonctions modulaires
On veut maintenant des fonctions (non constantes) qui soient en quelque sorte
des formes modulaires de poids 0. Pour cela, on considère des quotients de formes
modulaires de même poids pour un même groupe.
Définition 1.4.10 (Fonction modulaire). Une fonction modulaire pour un sous-
groupe Γ de Γ1 d’indice fini est une fonction f : H1 → C qui est :
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1. Méromorphe ;
2. Méromorphe aux pointes ;
3. Invariante sous l’action de Γ : ∀γ ∈ Γ et ∀τ ∈ H1, f(γ · τ) = f(τ).
La notion de méromorphie aux pointes et similaire à celle d’holomorphie aux
pointes. Soit f une fonction méromorphe et invariante par Γ et soit r > 0 tel que
T r ∈ Γ. La fonction est périodique de période r et admet donc un développement
en série de Fourier de la forme :
f(τ) =
∑
n∈Z
fnq
n
r .
On dit que la fonction est méromorphe à l’infini s’il existe n0 ∈ Z tel que fn = 0
pour tout n < n0. On définit pour γ ∈ Γ1 la fonction fγ : τ ∈ H1 7→ f(γ · τ) ∈ C.
Elle est méromorphe et invariante sous l’action du groupe γ−1Γγ. Si la fonction
fγ est méromorphe à l’infini, on dira que f est méromorphe en ac .
La fonction modulaire la plus importante est le j-invariant
j(τ) = 1728(60E4(τ))
3
∆(τ)
qui est d’ailleurs appelé l’invariant modulaire. Cette fonction est holomorphe sur
H1, a un pôle au point ∞ et est invariante pour tout Γ1. À partir des équations
(1.17) et (1.20), on peut voir que j a un développement de Fourier à coefficients
entiers. Les premiers termes sont :
j(τ) = q−1 + 744 + 196884q + 21493760q2 + 864299970q3+
20245856256q4 + 333202640600q5 + 4252023300096q6 + . . . (1.23)
Appelons CΓ1 le corps des fonctions modulaires pour Γ1. C’est une extension
de C. Le résultat principal est le suivant.
Théorème 1.4.11. Une fonction modulaire sur Γ1 peut s’exprimer comme une
fraction rationnelle sur C de la fonction j : CΓ1 = C(j).
Démonstration. Voir [75, Théorème 2.5.1].
Corollaire 1.4.12. L’anneau des fonctions modulaires sur Γ1 qui sont holo-
morphes sur H1 est donné par C[j].
Démonstration. Voir [75, Théorème 2.5.8].
Théorème 1.4.13. On a j(H1) = C et j(τ) = j(τ ′)⇔ τ ∼ τ ′ mod Γ1 pour tout
τ, τ ′ ∈ H1. En particulier, pour tout z ∈ C il existe un τ ∈ F1 tel que j(τ) = z.
Démonstration. Voir [75, Théorème 2.5.5].
Regardons maintenant ce qu’il se passe pour des sous-groupes de Γ1. On note
par CΓ le corps des fonctions modulaires sur Γ pour un sous-groupe Γ de Γ1. C’est
une extension du corps CΓ1 .
Théorème 1.4.14. Soit Γ un sous-groupe d’indice fini de Γ1 avec −I2 ∈ Γ.
Alors :
— L’extension CΓ/CΓ1 est algébrique et de degré [CΓ : CΓ1 ] = [Γ1 : Γ] ;
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— Tout γ ∈ Γ1 définit un isomorphisme λγ : f ∈ CΓ 7→ fλγ (τ) = f(γ · τ) ∈
Cγ−1Γγ avec λγ |CΓ1 = idCΓ1 qui ne dépend que des classes Γγ ;
— Pour une décomposition Γ1 =
⊔n
k=1 Γγk en classes à droite de Γ1 modulo Γ,
on obtient par λγk , k = 1, . . . , n, tous les différents plongements de CΓ/CΓ1
vers la clôture algébrique de CΓ1 ;
— Soit f ∈ CΓ, le polynôme
Pf (X, j) :=
n∏
k=1
(X − fλγk )
a ses coefficients dans CΓ1. Si, de plus, f est holomorphe sur H1, alors
Pf (X, j) ∈ C[X, j].
Démonstration. Voir [75, Théorème 2.6.1]. La plus grosse difficulté dans la dé-
monstration est de montrer que les λγk sont tous différents, c’est-à-dire démontrer
l’existence d’une fonction dans CΓ telle que tous les conjugués fλγk sont différents.
Pour un sous-groupe donné, on peut essayer de construire une telle fonction expli-
citement. En général, on peut utiliser le théorème de Riemann-Roch sur la surface
de Riemann compacte associée à H∗1/Γ.
Nous donnons ici une autre preuve du dernier point qui nous semble instruc-
tive. Soient n = [Γ1 : Γ], {γk}k∈[1,n] un ensemble de représentants des classes de
Γ1/Γ et f une fonction modulaire sur Γ. On peut écrire :
Pf (X, j) =
n∏
k=1
(X − fλγk ) = Xn +
n−1∑
k=0
ck(τ)Xk
où les ck sont des fonctions de H1 vers C symétriques en les τ 7→ f(γk ·τ). Comme
f est modulaire pour Γ et que les γk forment un ensemble de représentants des
classes de Γ1/Γ, les ck sont invariantes sous l’action de Γ1, sont méromorphes sur
H1 et au point ∞, donc ce sont des fonctions modulaires sur Γ1. Ainsi, par le
théorème 1.4.11, ce sont des fractions rationnelles en j, ou, en d’autres termes, les
ck sont dans CΓ1 . Si de plus f est holomorphe sur H1, alors le corollaire 1.4.12
nous dit que Pf (X, j) ∈ C[X, j].
Une conséquence du dernier point est que pour tout sous-groupe d’indice fini
Γ contenant −I2 de Γ1 et pour toute fonction modulaire f de Γ, il existe un
polynôme Φf (X,Y ) ∈ C[X,Y ] de degré [Γ1 : Γ] en X tel que pour tout τ ∈ H1 on
ait Φf (f(τ), j(τ)) = 0. Précisons que ce polynôme n’est pas forcément le polynôme
P du théorème car on le veut dans C[X,Y ] et non pas dans C(Y )[X]. Pour passer
de Pf à Φf , il suffit de multiplier le premier par le ppcm de tous les dénominateurs
de ses coefficients en X. Ainsi, on ne demande pas au polynôme Φf d’être unitaire.
Définition 1.4.15 (Polynôme modulaire). Soient Γ′ et Γ′′ deux sous-groupes
d’indices finis de Γ1 contenant −I2 et soient f1 et f2 deux fonctions modulaires
pour respectivement Γ′ et Γ′′. Alors il existe un polynôme non nul Φf1,f2(X,Y ) ∈
C[X,Y ] appelé polynôme modulaire tel que pour tout τ ∈ H1 on ait
Φf1,f2(f1(τ), f2(τ)) = 0.
L’existence de ce polynôme est claire d’après ce qui précède car il suffit de
considérer le résultant des deux polynômes Φf1 et Φf2 pour éliminer j.
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On peut construire des fonctions modulaires pour le groupe ΓR, où R est une
matrice primitive de déterminant r > 0, en prenant
jR(τ) := j(R · τ) ou φR(τ) := r12 ∆(R · τ)∆(τ) ,
où on a bien que R · τ est dans H1 par l’équation (1.11). Pour une matrice γ ∈ Γ1,
on a jR(γ · τ) = jRγ(τ) et φR(γ · τ) = φRγ(τ) et, évidemment, ces deux fonctions
ne dépendent que de la classe à droite Γ1R de R, donc d’après le Théorème 1.3.11,
on a jR = j( a b
0 d
) et φR = φ( a b
0 d
) pour une certaine matrice ( a b0 d ) équivalente à R.
Théorème 1.4.16. Soit gR une des fonctions jR et φR. Alors :
1. CΓR = C(j, gR) ;
2. Pour un système complet de matrices non équivalentes Ri de déterminant
r, les fonctions gRi, i = 1, . . . , ψ(r) sont toutes différentes et constituent
un système complet de conjugués de gR sur CΓ.
Démonstration. Voir [75, Théorème 2.7.1].
Considérons les corps QΓ1 = Q(j) et QΓR = Q(j, jR). Le polynôme minimal
de jR sur CΓ1 a ses coefficients dans QΓ1 .
Théorème 1.4.17. On a [QΓR : QΓ1 ] = ψ(r) et les différents isomorphismes de
QΓR/QΓ1 sont donnés par les λγi, i = 1, . . . , ψ(r) si Rγi, γi ∈ Γ1, est un système
de représentants des matrices primitives de déterminant r.
Démonstration. Voir [75, Théorème 2.7.2].
On appelle polynôme modulaire d’ordre r le polynôme :
Φr(X, j) :=
ψ(r)∏
i=1
(X − jRi). (1.24)
C’est aussi le polynôme minimal de jR sur QΓ1 . Ici, Ri est un ensemble de repré-
sentants des classes des matrices primitives de déterminant r.
Théorème 1.4.18. On a :
1. Φr(X, j) ∈ Z[X, j] ;
2. Φr(X,X) 6= 0 ;
3. Le coefficient dominant de Φr(X,X) est ±1 pour r ∈ N\N2.
Démonstration. Voir [75, Théorème 2.7.4]. Le fait que ces polynômes soient dans
Z[X, j] provient d’une part du corollaire 1.4.12 et d’autre part du fait que le
développement de Fourier de j (voir équation (1.23)) est à coefficients entiers.
Un des cas qui nous intéresse le plus est lorsque l’on prend R =
(
1 0
0 p
)
, pour p
premier. Dans ce cas là, on parle de polynôme modulaire classique. Nous définirons
plus tard d’autres polynômes modulaires.
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1.5 Fonction thêta
1.5.1 Fonction thêta et groupe de Heisenberg
On s’intéresse aux fonctions entières (définies et holomorphes sur tout C) qui
ont un comportement le plus périodique possible par rapport à un réseau Λ =
[1, τ ]. Le théorème de Liouville dit qu’une fonction entière et bornée est constante
et ainsi, une fonction entière ne peut être périodique de période 1 et τ à moins
d’être constante.
Définition 1.5.1. La fonction thêta est la fonction analytique bivariée suivante :
ϑ(z, τ) =
∑
n∈Z
exp (ıpin2τ + 2ıpinz),
où z ∈ C et τ ∈ H1.
Cette série converge absolument et uniformément sur un compact (voir [68]).
Cette fonction vérifie ϑ(z+1, τ) = ϑ(z, τ) et ϑ(z+τ, τ) = exp (−ıpiτ − 2ıpiz)ϑ(z, τ)
et c’est la fonction la plus générale parmi celles qui ont deux “quasi-périodes”.
Nous allons introduire le groupe de Heisenberg pour rendre rigoureux ce que nous
entendons par là.
Soit f une fonction holomorphe et soient a, b ∈ R. On considère les transfor-
mations suivantes :
(Sb(f))(z) = f(z + b) et (Ta(f))(z) = exp (ıpia2τ + 2ıpiaz)f(z + aτ).
Un simple calcul permet de vérifier les égalités :
Sb1(Sb2(f)) = Sb1+b2(f), Ta1(Ta2(f)) = Ta1+a2(f)
et Sb ◦ Ta = exp (2ıpiab)Ta ◦ Sb.
Le groupe de Heisenberg G est le groupe engendré par ces transformations :
G = C∗1 × R× R, où C∗1 = {z ∈ C : |z| = 1}.
Le triplet (λ, a, b) ∈ G représente alors la transformation :
(λ, a, b)(f)(z) = λ(Ta ◦ Sb)(f)(z) = λ exp (ıpia2τ + 2ıpiaz)f(z + aτ + b)
et la loi de groupe de G est donnée par
(λ, a, b)(λ′, a′, b′) = (λλ′ exp (2ıpiba′), a+ a′, b+ b′).
Le sous-ensemble G = {(1, a, b) ∈ G : a, b ∈ Z} est un sous-groupe de G . On vérifie
aisément que l’on a :
ϑ(z + aτ + b, τ) = exp (−ıpia2τ − 2ıpiaz)ϑ(z, τ) (1.25)
et donc la fonction thêta est invariante par G. En fait, on peut même montrer que
c’est l’unique fonction, à un scalaire près, invariante par G.
Soit ` un entier positif. On pose `G = {(1, `a, `b)} ⊆ G et V` = {fonctions
entières invariantes sous `G}. C’est un espace vectoriel sur C de dimension `2
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([68, Lemme 3.1]). La base standard de V` est donnée par les fonctions thêta de
caractéristiques a, b ∈ 1`Z :
ϑa,b(z, τ) = SbTa(ϑ) = exp (ıpia2τ + 2ıpia(z + b))ϑ(z + aτ + b, τ). (1.26)
Considérons maintenant ` ≥ 2, Eτ = C/(Z + τZ) et (ai, bi) un ensemble de
représentants des classes de ((1`Z)/Z)2. On note ϑi = ϑai,bi pour 0 ≤ i ≤ `2 − 1.
L’application suivante est bien définie et est holomorphe :
φ` : Eτ −→ P`2−1(C)
z 7−→ (ϑ0(`z, τ), . . . , ϑ`2−1(`z, τ)).
(1.27)
C’est aussi un plongement et donc φ`(Eτ ) est une sous-variété algébrique.
Lemme 1.5.2. Tout f ∈ V`, f 6= 0, a exactement `2 zéros comptés avec multi-
plicité dans un domaine fondamental de C/(`(Z+ τZ)). Les zéros de ϑa,b sont les
points (a + p + 12)τ + (b + q +
1
2), p, q ∈ Z. En particulier, ϑi et ϑj n’ont pas de
zéros en commun si i 6= j.
Démonstration. Voir [68, Lemme 4.1].
Notons Γ1(1, 2) le sous-groupe de Γ1 contenant les matrices
(
a b
c d
)
avec ab et
cd pairs.
Théorème 1.5.3 (Équation fonctionnelle). Soit γ =
(
a b
c d
) ∈ Γ1(1, 2). Alors il
existe ζ8 une racine 8-ième de l’unité telle que l’on ait l’équation fonctionnelle
suivante :
ϑ
(
z
cτ + d,
aτ + b
cτ + d
)
= ζ8
√
cτ + d exp (ıpicz2/(cτ + d))ϑ(z, τ). (1.28)
Quitte à multiplier γ par −I2, on peut supposer c > 0 ou alors c = 0 et d > 0.
Ainsi, =(cτ + d) ≥ 0 et on choisit √cτ + d dans le premier quadrant (<(...) ≥ 0
et =(...) ≥ 0). De plus, on peut expliciter ζ8 :
— Si c est pair alors d est impair et ζ8 = ı
1
2 (d−1)( c|d|) ;
— Si c est impair alors d est pair et ζ8 = exp (−ıpic/4)(dc ).
Ici, (xy ) désigne le symbole de Jacobi avec pour convention (
0
1) = 1.
Démonstration. Voir [68, Théorème 7.1].
1.5.2 Thêta constantes en caractéristique 12
Nous nous plaçons désormais en caractéristique 12 parce que c’est le cas qui
nous intéresse le plus pour le calcul des polynômes modulaires. C’est aussi et
naturellement la caractéristique la plus simple à étudier et nous allons voir qu’elle
est riche en propriétés.
D’après l’équation (1.26), nous avons les quatre fonctions suivantes à considé-
rer :
ϑ0,0(z, τ) = ϑ(z, τ),
ϑ0, 12
(z, τ) = ϑ(z + 12 , τ),
ϑ 1
2 ,0
(z, τ) = exp (ıpiτ/4 + ıpiz)ϑ(z + τ2 , τ),
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ϑ 1
2 ,
1
2
(z, τ) = exp (ıpiτ/4 + ıpi(z + 12))ϑ(z +
τ
2 +
1
2 , τ).
Plus précisément, nous allons étudier ces fonctions par rapport à τ en z = 0. C’est
ce qu’on appelle les thêta constantes. Pour plus de simplicité, on notera dans la
suite :
ϑ0(τ) = ϑ0,0(0, τ), ϑ1(τ) = ϑ0, 12 (0, τ), et ϑ2(τ) = ϑ 12 ,0(0, τ).
Il est inutile de considérer ϑ3(τ) = ϑ 1
2 ,
1
2
(0, τ) car cette fonction est identiquement
nulle, d’après le lemme 1.5.2. Ce même lemme montre d’ailleurs que les trois
autres thêta constantes (en caractéristique 12) ne sont jamais nulles. La prochaine
propriété confirme également ce fait.
Proposition 1.5.4. Notons q = exp (ıpiτ). Pour tout τ ∈ H1 tel que =(τ) ≥
√
3
2
(et donc en particulier pour τ ∈ F1), on a pour j ∈ {0, 1} :
|ϑj(τ)− 1| ≤ 0, 141 et
∣∣∣∣∣ϑ2(τ)2q 14 − 1
∣∣∣∣∣ ≤ 0, 005.
Démonstration. Nous reproduisons la preuve de [19, Proposition 2.6]. Soit τ ∈ H1
tel que =(τ) ≥
√
3
2 et soit i ∈ {0, 1}. Alors,
|θi(τ)− 1| =
∣∣∣∣∣∣2
∑
n≥1
(−1)iqn2
∣∣∣∣∣∣ ≤ 2
∑
n≥1
|q|n2 ≤ 2
∑
n≥1
|q|n ≤ 2|q|1− |q| ,
et comme |q| ≤ exp (−pi
√
3
2 ), un calcul numérique montre la propriété souhaitée.
Par ailleurs, on a
θ2(τ) = 2
∑
n≥0
q(n+
1
2 )
2 = 2q
1
4
1 + ∑
n≥1
qn
2+n
 ,
donc ∣∣∣∣∣θ2(τ)2q 14 − 1
∣∣∣∣∣ =
∣∣∣∣∣∣
∑
n≥1
qn
2+n
∣∣∣∣∣∣ ≤
∑
n≥2
|q|n ≤ |q|
2
1− |q| ,
et un calcul numérique montre notre proposition.
Nous disposons d’une équation fonctionnelle qui ne découle pas directement
du théorème 1.5.3 car elle ne se limite pas aux matrices de Γ1(1, 2).
Proposition 1.5.5. Pour tous γ =
(
a b
c d
) ∈ Γ1 et j ∈ {0, 1, 2}, il existe une racine
quatrième de l’unité ζ4 telle que pour tout τ ∈ H1,
ϑ2j (γ · τ) = ζ4(cτ + d)ϑ2σ(γ,j)(τ),
où on considère f la fonction qui à 0 associe (0, 0), à 1 le couple (0, 1), à 2 le couple
(1, 0) et où on pose σ(γ, j) = f−1((x+ cd, y + ab)γ mod 2) avec (x, y) = f(j).
Démonstration. Voir [19, Proposition 2.5].
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Proposition 1.5.6. Pour tout τ ∈ H1, on a
ϑ20(Tτ) = ϑ21(τ), ϑ20(Sτ) = −ıτϑ20(τ),
ϑ21(Tτ) = ϑ20(τ), ϑ21(Sτ) = −ıτϑ22(τ),
ϑ22(Tτ) = ıϑ22(τ), ϑ22(Sτ) = −ıτϑ21(τ).
Démonstration. Voir [19, Proposition 2.4]. La partie de cette proposition avec S
est un corollaire du théorème 1.5.3 et de la proposition précédente car S ∈ Γ1(1, 2),
contrairement à T .
Corollaire 1.5.7. Les trois fonctions ϑ20(τ), ϑ21(τ) et ϑ22(τ) sont des formes mo-
dulaires de poids 1 pour le groupe Γ1(4).
Démonstration. Voir [68, Proposition 9.2].
Signalons également cette propriété qui nous sera utile dans la suite.
Proposition 1.5.8. Pour tout τ ∈ H1,
4 d
dτ
log ϑ2(τ)
ϑ1(τ)
= ıpiϑ40(τ), 4
d
dτ
log ϑ0(τ)
ϑ1(τ)
= ıpiϑ42(τ), 4
d
dτ
log ϑ2(τ)
ϑ0(τ)
= ıpiϑ41(τ).
Démonstration. Voir [88, Page 82].
Il s’ensuit du corollaire 1.5.7 que l’application
ψ2 : H1/Γ1(4) −→ P2(C)
τ 7−→ (ϑ20(τ), ϑ21(τ), ϑ22(τ))
(1.29)
est holomorphe. On peut alors montrer que l’image est dans la conique x20 = x21+x22
et qu’il manque les six points (1, 0,±1), (1,±1, 0), et (0, 1,±ı) dû au fait que les
thêta constantes ne s’annulent pas.
Proposition 1.5.9. Pour tout τ ∈ H1, limn→∞ ϑ0(2nτ) = limn→∞ ϑ1(2nτ) = 1
et limn→∞ ϑ2(2nτ) = 0.
Démonstration. Voir [19, Lemme 2.2]. Soit τ ∈ H1. On a vu dans la preuve de la
proposition 1.5.4 que pour i = 0, 1, |θi(2nτ)− 1| ≤ 2|qn|1−|qn| pour qn = exp (2nıpiτ).
Or, limn→+∞ |qn| = 0, ce qui montre les deux premières limites. La troisième se
déduit de l’égalité de Jacobi (proposition 1.5.10).
Ainsi, on peut atteindre le point (1, 1, 0) en prenant en compte la pointe à
l’infini. On obtient les autres points manquants en considérant ensuite l’action de
Γ1 sur cette pointe (autrement dit, en considérant les autres pointes). Au final,
en étendant l’application ψ2 sur un compactifié de H1/Γ1(4), cette application
devient un isomorphisme ([68, Théorème 10.1]). La conique nous fournit l’égalité
dite de Jacobi.
Proposition 1.5.10 (Égalité de Jacobi). Pour tout τ ∈ H1,
ϑ40(τ) = ϑ41(τ) + ϑ42(τ).
Cette égalité peut être déduite des formules de duplication.
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Proposition 1.5.11 (Formules de duplication). Pour tout τ ∈ H1, on a :
ϑ20(2τ) =
ϑ20(τ)+ϑ21(τ)
2 , ϑ
2
0( τ2 ) = ϑ20(τ) + ϑ22(τ),
ϑ21(2τ) = ϑ0(τ)ϑ1(τ), ϑ21( τ2 ) = ϑ20(τ)− ϑ22(τ),
ϑ22(2τ) =
ϑ20(τ)−ϑ21(τ)
2 , ϑ
2
2( τ2 ) = 2ϑ0(τ)ϑ2(τ).
Démonstration. C’est un cas particulier de la proposition 2.6.12.
Revenons à l’isomorphisme précédent. Une conséquence est :
Corollaire 1.5.12. L’anneau des formes modulaires pour le groupe Γ1(4) est
isomorphe à C[ϑ20, ϑ21, ϑ22]/(ϑ40 − ϑ41 − ϑ42).
Démonstration. Voir [68, Corollaire 10.2].
Revenons à la fonction φ2 définie dans l’équation (1.27). Pour tout τ ∈ H1,
φ2(Eτ ) est une courbe Cτ de P3(C) définie par les équations (voir [68, Pages 23
et 57]) :
ϑ0(0, τ)2x20 = ϑ1(0, τ)2x21 + ϑ2(0, τ)2x22,
ϑ0(0, τ)2x23 = ϑ2(0, τ)2x21 − ϑ1(0, τ)2x22.
On a d’ailleurs que, pour tous τ, τ ′ ∈ H1, les courbes Cτ et Cτ ′ sont soit égales, soit
disjointes. En particulier, Cτ ∩Cτ ′ 6= ∅ ⇔ ψ2(τ) = ψ2(τ ′) dans P2(C)⇔ τ ′ = γ · τ
pour γ ∈ Γ1(4) ([68, Lemme 11.3]).
Proposition 1.5.13. Soient τ, τ ′ ∈ H1. Alors τ = γ ·τ ′ pour un certain γ ∈ Γ1 si
et seulement s’il existe une application biholomorphe f : Eτ → Eτ ′. D’autre part,
pour n ∈ N, H1/Γ1(n) est équivalent à l’ensemble des tores complexes Eτ , modulo
isomorphismes, qui préservent les automorphismes z 7→ z + 1n et z 7→ z + τn .
Démonstration. Voir [68, Propositions 12.1 et 12.2].
Concluons cette partie avec quelques résultats dont nous n’aurons pas besoin
dans la suite. On peut retrouver la fonction ℘ de Weierstrass à partir d’une fonc-
tion thêta :
℘[1,τ ](z) = −
d2
dz2
log (ϑ3(z, τ)) + (constante)
où la constante est de telle sorte que la série de Laurent de ℘[1,τ ](z) au point
z = 0 n’a pas de terme constant ([68, Page 25]). De plus, les thêta constantes
s’expriment en fonction de la fonction η de Dedekind. En effet, pour tout τ ∈ H1,
on a
ϑ0(τ) = exp (− ıpiτ12 )
η2((τ + 1)/2)
η(τ) , ϑ1(τ) =
η2(τ/2)
η(τ) , ϑ2(τ) = 2
η2(2τ)
η(τ)
et η3(τ) = ϑ0(τ)ϑ1(τ)ϑ2(τ)2 ,
d’après [88, Pages 112-116]. D’autre part, les fonctions thêta ont de nombreuses
applications. Celle qui est sûrement la plus connue est la suivante ([68, Page
74] et [89, Chapitre 0]). On appelle fonction thêta de Jacobi la fonction θ(τ) =∑
m∈Z qm
2 = 1 + 2q + 2q4 + 2q9 + . . . pour q = exp (2ıpiτ). C’est en fait ϑ0(2τ).
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Les puissances de cette fonction thêta nous informent sur le nombre de façons de
représenter un entier comme somme d’un nombre donné de carrés. Par exemple :
θ(τ)4 =
∑
m1,m2,m3,m4∈Z
qm
2
1+m22+m23+m24 = 1 +
∞∑
n=1
r4(n)qn
où r4(1) = 8, r4(2) = 24, r4(3) = 24, . . . désigne le nombre de façons de représenter
1, 2, 3, . . . comme une somme de la formem21+m22+m23+m24 avecmi ∈ Z. On peut
montrer que θ(τ)4 est une forme modulaire sur Γ0(4) de poids 2 et que l’espace
vectoriel M2(Γ0(4)) des formes modulaires de poids 2 pour le groupe Γ0(4) est de
dimension deux, engendré par G2(τ)−2G2(2τ) et G2(τ)−4G2(4τ). Donc θ(τ)4 est
une combinaison linéaire de ces deux vecteurs. En comparant les deux premiers
coefficients, on trouve θ(τ)4 = 8(G2(τ) − 4G2(4τ)) et par suite on en déduit que
r4(n) = 8
∑
d|n
d6≡0 mod 4
d (pour n > 0). En particulier, r4(n) ≥ 8 pour tout n, donc
chaque entier positif peut être écrit comme somme de quatre carrés.
1.6 Calcul des polynômes modulaires
1.6.1 Évaluation rapide des thêta constantes
Nous reprenons le contenu de [19, Chapitres 3 et 4] et y renvoyons le lecteur
intéressé à avoir plus de détails. Soient les fonctions de H1 dans C suivantes :
k(τ) = ϑ
2
2(τ)
ϑ20(τ)
et k′(τ) = ϑ
2
1(τ)
ϑ20(τ)
. (1.30)
Elles sont bien définies surH1 car les trois premières thêta constantes ne s’annulent
pas sur H1. L’égalité de Jacobi (proposition 1.5.10) nous dit que k2 + k′2 = 1.
On en déduit aussi que ces deux fonctions k et k′ ne s’annulent pas sur H1 et ne
prennent pas les valeurs −1 et 1. La fonction k′ est modulaire pour le groupe
Γk′ =
{(
a b
c d
)
∈ Γ1 : b ≡ 0 mod 2 et c ≡ 0 mod 4
}
qui est engendré par les matrices T 2, ST 4S et TST 4ST . On connaît explicitement
un ensemble de représentants des classes de Γ1/Γk′ (voir [19, Lemme 2.4]) et un
domaine fondamental
Fk′ =
{
τ ∈ H1 : −1 ≤ <(τ) < 1,
∣∣∣τ + 34 ∣∣∣ ≥ 14 , ∣∣∣τ + 14 ∣∣∣ > 14 ,∣∣∣τ − 14 ∣∣∣ ≥ 14 , ∣∣∣τ − 34 ∣∣∣ > 14}
pour l’action de Γk′/〈±I2〉 sur H1. Remarquons que F1 ⊆ Fk′ . Pour tout x ∈
C\{−1, 0, 1}, il existe un unique τ ∈ Fk′ tel que k′(τ) = x.
Il existe une équation définissant le j-invariant en fonction de k′ :
j(τ) = 256(1− k
′2(τ) + k′4(τ))3
k′4(τ)(1− k′2(τ))2 . (1.31)
On pourrait réécrire cette égalité pour exprimer j en fonction de k seulement, en
utilisant l’égalité de Jacobi.
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Soient a et b deux nombres réels positifs. On considère la suite (an, bn)n∈N
définie par a0 = a, b0 = b et pour tout n ≥ 0 :
an+1 =
an + bn
2 et bn+1 =
√
anbn.
L’élément an+1 est la moyenne arithmétique de an et bn tandis que bn+1 est leur
moyenne géométrique, c’est pourquoi cette suite est appelée moyenne arithmético-
géométrique (AGM).
Supposons que a0 ≥ b0. On montre facilement que an ≥ bn pour tout n et
qu’alors d’une part an+1 − an = bn−an2 ≤ 0, ce qui signifie que la suite (an) est
décroissante, et d’autre part que bn+1/bn =
√
an
bn
≥ 1 et donc que la suite (bn)
est croissante. On a alors pour tout n que b0 ≤ bn ≤ an ≤ a0, ce qui implique
que les deux suites sont bornées et monotones, donc convergent. En considérant
la suite cn = an − bn, on peut montrer que les suites (an) et (bn) sont en réalité
adjacentes. En effet,
cn+1/cn =
(√an −
√
bn)2
2(an − bn) =
√
an −
√
bn
2(√an +
√
bn)
≤ 12;
d’où 0 ≤ cn+1 ≤ 12cn ≤ 12n+1 c0 et la suite cn tend vers 0.
Notons AGM(a, b) la limite commune des deux suites (an) et (bn). Remarquons
que AGM(a, b) = AGM(b, a) ce qui fait qu’on n’a rien perdu à supposer a0 ≥ b0.
Une autre propriété basique est que AGM(a, b) = aAGM(1, ba) si a 6= 0.
On peut donc se restreindre à l’étude de la fonction M : R+ → R+, M(x) =
AGM(1, x). Cette fonction est croissante et pour tout x ∈ R+,M(x) ∈ [1, x]. Les
suites an et bn convergent quadratiquement si la limite est non nulle.
Généralisons la suite AGM à des nombres complexes.
Définition 1.6.1. Soient a, b ∈ C. On dit que (a′, b′) est un itéré AGM de (a, b)
si :
a′ = a+ b2 et b
′2 = ab.
Notons que tout couple a deux itérés et que les itérés de (a, b) sont les mêmes
que ceux de (b, a).
Définition 1.6.2. Soient a, b ∈ C. On dit que (an, bn)n∈N est une suite AGM
associée à (a, b) si a0 = a, b0 = b et si pour tout n ∈ N, le couple (an+1, bn+1) est
un itéré AGM du couple (an, bn).
Contrairement au cadre réel, les suites AGM complexes ne sont pas déter-
minées uniquement par les valeurs de départ mais aussi par le choix des racines
carrés tout le long des itérations.
Définition 1.6.3. Si (an, bn)n∈N est une suite AGM et si m ≥ 1, on dit que bm
est le bon choix de racine parmi bm et −bm si
|am − bm| ≤ |am + bm|
avec de plus =( bmam ) > 0 lorsque l’inégalité ci-dessus est une égalité. Dans le cas
contraire, on parle de mauvaix choix de racine.
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On remarque qu’une suite associée à deux réels strictement positifs ne contient
que des bons choix de racines.
Si (an, bn)n∈N est une suite AGM, alors il existe A ∈ C tel que limn→∞ an =
limn→∞ bn = A et tel que A 6= 0 si et seulement si le nombre de mauvais choix de
la suite AGM est fini. Soit λ ∈ C∗, alors (λan, λbn) est aussi une suite AGM et à
chaque rang n, (λan, λbn) est un bon choix si et seulement si (an, bn) en est un.
S’il existe un rang n tel que an = 0 ou bn = 0, alors ∀m ≥ n, bm = 0.
Définition 1.6.4. On définit une fonction M : C → C comme suit. Pour tout
z ∈ C\{−1, 0}, on prend M(z) comme étant la limite de la suite AGM associée à
(1, z) ne comportant que des bons choix de racine, et avec M(0) = M(−1) = 0.
Pour tous a, b ∈ C, on définit l’ensemble B1(a, b) comme étant l’ensemble de toutes
les limites des suites AGM associées à (a, b).
Notons que ∀a, b ∈ C, λ ∈ C∗, B1(λa, λb) = {λx, x ∈ B1(a, b)}. Les deux
propositions qui suivent sont des résultats fondamentaux qui vont nous permettre
d’évaluer rapidement les thêta constantes.
Proposition 1.6.5. Pour tout τ ∈ H1, on a
B1(ϑ20(τ), ϑ21(τ)) =
{
θ20(τ)
θ20(γ · τ)
: γ ∈ Γk′
}
∪ {0}.
Démonstration. Voir [19, Théorème 3.1].
Proposition 1.6.6. Pour tout τ ∈ Fk′, M(k′(τ)) = 1ϑ20(τ) .
Démonstration. Voir [19, Proposition 3.2].
Ces deux derniers résultats ont été généralisés en dimension 2 (voir [19, Théo-
rème 8.1] et la proposition 3.6.1). Le résultat qui suit permet de déduire un algo-
rithme pour évaluer la fonction M à une précision donnée.
Proposition 1.6.7. Pour tout z ∈ C\{0, 1} ayant une partie réelle positive ou
nulle, si l’on note (an, bn)n∈N la suite AGM associée au calcul de M(z) et que l’on
pose
B(N, z) = max (dlog2 | log2 |z||e, 1) + dlog2 (N + 2)e+ 2,
alors aB(N,z) est une approximation deM(z) avec une précision relative de N bits.
Démonstration. Voir [19, Proposition 3.3].
On cherche un algorithme efficace qui permet d’évaluer les thêta constantes.
L’algorithme naïf, qui consiste à utiliser les définitions de ces fonctions comme
séries de Fourier est de complexité en O(M′(N)
√
N
=(τ)), d’après [19, Pages 97-
100], oùM′(N) est la complexité de la multiplication de deux entiers de N bits.
Une autre méthode consiste à utiliser l’AGM. Nous décrivons l’idée générale
de l’algorithme. Une description détaillée se trouve dans [19, Section 4.2]. L’idée
est la suivante. Supposons que l’on connaisse la valeur k′(τ) pour τ ∈ F1. On a
vu que M(k′(τ)) = 1
ϑ20(τ)
pour τ ∈ Fk′ . Mais comme S · τ est aussi dans Fk′ , on
en déduit que M(k′(S · τ)) = 1
ϑ20(S·τ)
, ce qui se réécrit M(k(τ)) = ı
τϑ20(τ)
. D’où :
τ = ıM(k
′(τ))
M(k(τ)) ,
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sachant que la valeur de k(τ) peut se déduire de celle de k′(τ) en utilisant l’égalité
de Jacobi avec le fait que <(k(τ)) > 0 (d’après [20, Proposition 7]).
Soit maintenant τ ∈ F1 et soit la fonction
fτ : z ∈ Cr+ 7−→ ıM(z)− τM(
√
1− z2) ∈ C.
D’après ce qui précède, on a fτ (k′(τ)) = 0. On peut donc penser que des itéra-
tions de Newton sur la fonction fτ vont nous permettre d’évaluer k′(τ). C’est une
fonction analytique car M l’est.
Proposition 1.6.8. Pour tout τ ∈ Fk′, on a
dM
dz
(k′(τ)) = ϑ
′
0(τ)
ıpiϑ0(τ)ϑ21(τ)ϑ42(τ)
et dfτ
dz
(k′(τ)) = −2
piτϑ21(τ)ϑ42(τ)
.
Démonstration. Voir [19, Propositions 4.2 et 4.3].
On peut alors montrer que l’on a :
Théorème 1.6.9. Il existe un algorithme permettant pour tous τ ∈ F1 et N > 0
d’évaluer k′(τ) avec une précision relative de N bits en temps O(M′(N) logN).
Démonstration. Voir [19, Théorème 4.3].
Par ce qui précède, on en déduit qu’on peut également évaluer k(τ) avec la
même complexité.
Nous avons vu avec l’équation (1.31) comment on peut exprimer le j-invariant
en fonction de k′. Ainsi, la complexité d’évaluation de cet invariant est également
en O(M′(N) logN), pour tout τ ∈ H1 (c’est bien sur H1 car tout τ donné est
équivalent à un τ ′ dans le domaine fondamental F1, et les j-invariants de τ et τ ′
sont les mêmes).
La fonction η de Dedekind est souvent utilisée pour construire des fonctions
modulaires. On a
η(τ)12 = k
2(τ)k′2(τ)ϑ20(τ)
16
et le développement en q de η peut être utilisé pour déterminer quelle est la
bonne racine douzième. On peut donc évaluer η(τ) en temps O(M′(N) logN),
indépendamment de la valeur de τ .
1.6.2 Algorithme de calcul et complexité
Soit f une fonction modulaire pour un sous-groupe Γ de Γ1. Nous cherchons à
calculer le polynôme modulaire Φf,j défini dans le théorème 1.4.14 ou la définition
1.4.15. Il existe plusieurs algorithmes pour cela ([25, 10, 11]). Mais nous allons nous
concentrer sur une seule méthode : celle de l’évaluation/interpolation (voir [25]),
car c’est celle que nous généraliserons pour calculer les polynômes modulaires dans
le cadre de la dimension 2. Pour pouvoir utiliser cette méthode, nous supposerons
que Φf,j est à coefficients entiers (d’après le théorème 1.4.18, c’est le cas pour les
fonctions jR, invariantes par le sous-groupe ΓR) et que f est holomorphe sur H1.
Avec les notations du théorème 1.4.14, on a
Φf,j(X, j) =
[Γ1:Γ]∏
k=1
(X − fλγk ) = X [Γ1:Γ] +
[Γ1:Γ]−1∑
k=0
ckX
k,
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où ck est une fonction de H1 vers C qui est une expression symétrique en les conju-
gués fλγk de f et qui est aussi, d’après ce théorème 1.4.14 et notre supposition de
départ, un polynôme en j (corollaire 1.4.12).
Si on se donne une valeur τ ∈ H1, que l’on évalue les fλγk (τ), que l’on fait le
produit des X − fλγk (τ) et que l’on sépare les coefficients en fonction des puis-
sances de X, alors on obtient les valeurs ck(τ). Ainsi, un dispose d’un algorithme
permettant d’évaluer les fonctions ck en un point donné et donc si on les évalue en
un nombre suffisant de valeurs, on peut procéder à une phase d’interpolation pour
trouver les ck. Rappelons qu’il faut au moins degj(Φf,j) + 1 valeurs pour pouvoir
appliquer l’interpolation de Lagrange. Les calculs sont fait en approximation flot-
tante et on obtient donc une approximation des ck, mais puisque l’on sait qu’ils
sont à coefficients entiers, il nous suffit d’arrondir à l’entier le plus proche. Remar-
quons que l’on peut appliquer la même méthode si f n’est pas holomorphe sur
H1 : dans ce cas, il faut interpoler pour avoir une fraction rationnelle et identifier
les coefficients à des nombres rationnels.
Étudions la complexité de cet algorithme. Notons E(N) la complexité pour
évaluer la fonction f avec une précision de N bits et posons ` = [Γ1 : Γ]. Rappelons
que la fonction j peut s’évaluer en temps O(M′(N) logN). La phase d’évaluation
comporte d’une part `(degj(Φf,j)+1) évaluations de f et degj(Φf,j)+1 évaluations
de la fonction j à un coût qui est donc en
O(` degj(Φf,j)E(N) + degj(Φf,j)M′(N) logN)
et d’autre part la reconstruction de degj(Φf,j) + 1 polynômes de degré ` à partir
de leurs racines, ce qui peut se faire, en multipliant des polynômes complexes avec
la FFT, en temps
O(degj(Φf,j) ` log2 `M′(N) +M′(N) logN).
Ici, le termeM′(N) logN représente le temps qu’il faut pour calculer une racine
primitive de l’unité d’un ordre assez grand.
La phase d’interpolation consiste en ` interpolations de polynômes de degré
degj(Φf,j). En utilisant des algorithmes rapides ([85, algorithme 10.11]), ceci prend
O(` degj(Φf,j) log2(degj(Φf,j))M′(N)),
une fois que les racines de l’unité sont disponibles.
Dans le cas où f est une fonction qui s’exprime en fonction des thêta constantes,
comme le j-invariant ou la fonction η de Dedekind, nous avons vu que E(N) ⊆
O(M′(N) logN) de telle sorte que la complexité totale est
O((`degj(Φf,j) log2 (max(`,degj(Φf,j))) + logN)M′(N)).
On peut enfin se demander à quelle précision il faut travailler. La hauteur logarith-
mique d’un polynôme à coefficients dans Z est définie comme étant le logarithme
de la valeur absolue du plus grand coefficient de ce polynôme. Cette hauteur
nous fournit une borne inférieure pour la précision dans laquelle nous devons faire
nos calculs. Si on prend pour un nombre premier p : R =
(
1 0
0 p
)
, Γ = Γ0(p) et
f(τ) = jR(τ) = j(τ/p), cette hauteur est connue (voir [12]) : c’est
6(p+ 1)(log p+O(1)) ⊆ O(p log p),
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ce qui fait que le polynôme modulaire entre j(τ) et j(τ/p), qui est appelé polynôme
modulaire classique, peut être calculé en temps
O(p2 log2 pM′(p log p)),
en supposant pas trop de perte de précision. Cette complexité est quasi-linéaire
en la taille de la sortie.
1.6.3 Exemples de polynômes modulaires
Polynômes modulaires classiques. Nous venons de voir que le polynôme
modulaire reliant j et jp := jR avec R =
(
1 0
0 p
)
s’appelle le polynôme modulaire
classique de degré p. L’interprétation modulaire qu’ont ces polynômes est qu’ils
paramétrisent les classes d’isomorphismes des courbes elliptiques munies d’une
isogénie de degré p lorsque p est premier.
En effet, d’après le théorème 1.3.12, les matrices S et T i, pour i de 0 à p− 1
sont des représentants des classes à droite du quotient Γ1/Γ0(p). Donc pour un
τ ∈ H1 donné, on s’intéresse aux points τ+ip et −1pτ . En faisant agir par S, on
remarque que le dernier point est équivalent à pτ modulo Γ1. Or, nous avons vu
dans le théorème 1.2.13 que les applications holomorphes suivantes qui envoient
0 sur 0, pour i de 0 à p− 1,
C/(Z+ τZ) −→ C/(Z+ (τ+i)p Z)
z 7−→ z
pz ←− [ z et
C/(Z+ τZ) −→ C/(Z+ pτZ)
z 7−→ pz
z ←− [ z
correspondent aux isogénies de degré p. Ces isogénies sont bien de degré p d’après
ce que nous avons dit sur les isogénies duales à la section 1.1.3.
Les points γ·τp pour γ ∈ {T i, S} sont donc des représentants des classes d’iso-
morphismes des courbes p-isogènes à une courbe τ donnée.
Le polynôme modulaire classique d’ordre m entier pour R = ( 1 00 m ) est le
polynôme
Φm(X, j) =
p+1∏
i=1
(X − jm(γi · τ)),
pour γi dans {T i, S}.
Proposition 1.6.10. Soit m ∈ N.
1. Φm(X,Y ) ∈ Z[X,Y ] ;
2. Φm(X,Y ) est irréductible comme polynôme en X ;
3. Si m > 1, alors Φm(X,Y ) = Φm(Y,X) ;
4. Si m n’est pas un carré, alors Φm(X,Y ) est un polynôme de degré > 1 dont
le coefficient dominant est ±1 ;
5. Si m est premier, alors Φm(X,Y ) ≡ (Xm − Y )(X − Y m) mod mZ[X,Y ].
Démonstration. Voir [16, Théorème 11.18].
À titre d’exemple, on a
Φj,j2(X,Y ) = X3 −X2Y 2 + 1488X2Y − 162000X2 + 1488XY 2 + 40773375XY +
8748000000X + Y 3 − 162000Y 2 + 8748000000Y − 157464000000000;
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Φj,j3(X,Y ) = X4−X3Y 3+2232X3Y 2−1069956X3Y +36864000X3+2232X2Y 3+
2587918086X2Y 2 + 8900222976000X2Y + 452984832000000X2 − 1069956XY 3 +
8900222976000XY 2 − 770845966336000000XY + 1855425871872000000000X +
Y 4 + 36864000Y 3 + 452984832000000Y 2 + 1855425871872000000000Y ;
Φj,j5(X,Y ) = X6 −X5Y 5 + 3720X5Y 4 − 4550940X5Y 3 + 2028551200X5Y 2 −
246683410950X5Y + 1963211489280X5 + 3720X4Y 5 + 1665999364600X4Y 4 +
107878928185336800X4Y 3 + 383083609779811215375X4Y 2 +
128541798906828816384000X4Y + 1284733132841424456253440X4 −
4550940X3Y 5 + 107878928185336800X3Y 4 −
441206965512914835246100X3Y 3 + 26898488858380731577417728000X3Y 2 −
192457934618928299655108231168000X3Y +
280244777828439527804321565297868800X3 + 2028551200X2Y 5 +
383083609779811215375X2Y 4 + 26898488858380731577417728000X2Y 3 +
5110941777552418083110765199360000X2Y 2 +
36554736583949629295706472332656640000X2Y +
6692500042627997708487149415015068467200X2 − 246683410950XY 5 +
128541798906828816384000XY 4 − 192457934618928299655108231168000XY 3 +
36554736583949629295706472332656640000XY 2 −
264073457076620596259715790247978782949376XY +
53274330803424425450420160273356509151232000X + Y 6 + 1963211489280Y 5 +
1284733132841424456253440Y 4 + 280244777828439527804321565297868800Y 3 +
6692500042627997708487149415015068467200Y 2 +
53274330803424425450420160273356509151232000Y +
141359947154721358697753474691071362751004672000.
Polynômes modulaires canoniques. Les exemples qui précèdent montrent
que les coefficients des polynômes croissent très rapidement. Ceci justifie qu’il est
important de chercher d’autres invariants pour le groupe Γ0(p). Lorsque l’on prend
la fonction fp(τ) =
(
η(τ/p)
η(τ)
)2s
pour s = 12/ pgcd(12, p−1), qui est une “fonction de
Weber généralisé”, on obtient ce que l’on appelle le polynôme modulaire canonique
de degré p. On trouve alors
Φj,f2(X,Y ) = X3 + 48X2 −XY + 768X + 4096;
Φj,f3(X,Y ) = X4 + 36X3 + 270X2 −XY + 756X + 729;
Φj,f5(X,Y ) = X6 + 30X5 + 315X4 + 1300X3 + 1575X2 −XY + 750X + 125.
Polynômes modulaires avec les fonctions de Schläfli. On peut également
s’intéresser à des polynômes modulaires pour d’autres groupes que Γ0(p). Consi-
dérons par exemple la fonction f = ζ−148
η((z+1)/2)
η(z) = ζ
−1
48 w2(z+1) qui est modulaire
pour un sous-groupe de Γ1(48). Soit p un premier qui ne divise pas 48, c’est-à-dire
différent de 2 et 3. On pose fp(z) = f(z/p). C’est une fonction modulaire pour le
groupe Γ1(48) ∩ Γ0(p). On peut montrer que le polynôme
Φf,fp(X, f(τ)) =
p+1∏
i=1
(X − fp(γiτ)),
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où les γi sont des représentants des classes de Γ1(48)/(Γ1(48) ∩ Γ0(p)), est dans
Z[f] et est unitaire. Il y a bien p+1 représentants car c’est le cas de Γ1/Γ0(p) et on
peut faire correspondre les classes de ces deux quotients d’après le théorème des
restes Chinois (d’où l’importance de prendre p différent de 2 et 3). Un ensemble
de représentants est constitué des matrices ( 1 48i0 1 ), pour i de 0 à p − 1, et de la
matrice
(
1−48k 48k
−48k 1+48k
)
avec k ≡ 48−1 mod p (qui correspond à S). Pour calculer
ce polynôme, on peut donc utiliser l’algorithme d’évaluation/interpolation, en
remplaçant j par f. On trouve :
Φf,f5(X,Y ) = X6 −X5Y 5 + 4XY + Y 6;
Φf,f7(X,Y ) = X8 −X7Y 7 + 7X4Y 4 − 8XY + Y 8;
Φf,f11(X,Y ) = X12 −X11Y 11 + 11X9Y 9 − 44X7Y 7 + 88X5Y 5 − 88X3Y 3+
32XY + Y 12.
Weber montre dans [87, Page 266] que le fait que le monôme cfifkp soit non nul
implique que pi + k ≡ p + 1 mod 24, ce qui permet de diviser par 24 le nombre
d’évaluations. De plus, Φf,fp est symétrique. Nous avons obtenu des résultats si-
milaires en dimension 2 pour certains polynômes modulaires.
Polynômes modulaires avec les thêta constantes. Suivant [57], nous avons
également calculé des polynômes modulaires en prenant b(τ) = ϑ1(τ)ϑ0(τ) et bp(τ) =
ϑ1(τ/p)
ϑ0(τ/p) pour p premier.
La fonction b est modulaire pour le groupe Γ1(8) tandis que bp l’est pour
Γ1(8) ∩ Γ0(p), si p 6= 2. On se retrouve donc exactement dans le même cas que
précédemment. Un ensemble de représentants est alors ( 1 8i0 1 ), pour i de 0 à p− 1,
plus la matrice
(
1−8k 8k
−8k 1+8k
)
avec k ≡ 8−1 mod p.
Φb,b3(X,Y ) = X4 − 4X3Y 3 + 6X2Y 2 − 4XY + Y 4;
Φb,b5(X,Y ) = X6 − 16X5Y 5 + 10X5Y + 15X4Y 2 − 20X3Y 3 + 15X2Y 4+
10XY 5 − 16XY + Y 6;
Φb,b7(X,Y ) = X8 − 64X7Y 7 + 56X7Y 3 − 112X6Y 6 + 140X6Y 2 − 112X5Y 5+
56X5Y + 70X4Y 4 + 56X3Y 7 − 112X3Y 3 + 140X2Y 6−
112X2Y 2 + 56XY 5 − 64XY + Y 8.
58 CHAPITRE 1. COURBES ELLIPTIQUES
Chapitre 2
Variétés abéliennes complexes
Le but de ce chapitre est d’étudier d’un point de vue théorique les variétés
abéliennes complexes. Commençons par une définition.
Définition 2.0.11. Une variété abélienne A sur un corps K parfait est un groupe
algébrique, sur K, complet et géométriquement connexe.
Sur un corps algébriquement clos, A, en tant que groupe, est commutatif ([67,
Page 41]), d’où le nom d’abélien.
Lorsque l’on se place sur K = C, l’espace complexe analytique sous-jacent
d’une variété abélienne A est un groupe analytique complexe et compact. D’après
[4, Lemme 1.1.1] ou [67, Chapitre I], c’est également un tore complexe, où par
tore complexe nous entendons :
Définition 2.0.12. Un tore complexe de dimension g est le quotient d’un espace
vectoriel complexe V de dimension g par un réseau Λ, c’est-à-dire par un Z-module
discret et libre, de rang 2g.
Ainsi, nous allons étudier les tores complexes et nous allons voir qu’un tel
tore est une variété abélienne s’il peut être muni d’une forme de Riemann définie
positive, ce qui est équivalent à dire que la variété peut être plongée dans un
espace projectif. Ceci conduira à la notion de polarisation d’une part et à l’étude
des fonctions thêta d’autre part.
Nous verrons qu’on peut représenter une variété abélienne polarisée par une
matrice dans l’espace de Siegel, et que ce dernier est un espace de modules pour les
variétés abéliennes avec une polarisation fixée, ce qui constitue une généralisation
de ce qui se passe en dimension 1 avec le demi-plan de Poincaré. Enfin, nous
verrons le lien que ces variétés ont avec les courbes.
Nous nous sommes basé principalement sur [4, 39, 68] pour écrire ce chapitre.
2.1 Homomorphismes
Il n’existe que deux types d’applications holomorphes entre les tores com-
plexes : les homomorphismes et les translations. SoientX1 = V1/Λ1 etX2 = V2/Λ2
deux tores complexes de dimensions g1 et g2. Par homomorphisme, nous entendons
une application holomorphe f : X1 → X2 qui est compatible avec la structure de
groupe, tandis qu’une translation par un élement x0 ∈ X1 est l’application holo-
morphe tx0 : X1 → X1 qui à x associe x + x0. Le fait qu’il n’y ait pas d’autres
applications est justifié par la proposition qui suit.
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Proposition 2.1.1. Soit h : X1 → X2 une application holomorphe. Il existe
un unique homomorphisme f : X1 → X2 tel que h = th(0) ◦ f et donc tel que
h(x) = f(x) + h(0) pour tout x ∈ X1.
Démonstration. Voir [4, Proposition 1.2.1.a].
L’ensemble des homomorphismes de X1 vers X2 forme un groupe abélien pour
l’addition des applications, que l’on note Hom(X1, X2). Soit f : X1 → X2 un
homomorphisme. On peut montrer ([4, Proposition 1.2.1.b]) qu’il existe alors une
unique application C-linéaire F : V1 → V2 telle que F (Λ1) ⊆ Λ2 induisant f . On
obtient un homomorphisme injectif de groupes abéliens :
ρa : Hom(X1, X2) ↪−→ HomC(V1, V2)
f 7−→ F
que l’on appelle représentation analytique de Hom(X1, X2) (d’où le a en indice).
De plus, la restriction FΛ1 de F au réseau Λ1 est Z-linéaire et cette restriction
détermine F et f . On obtient alors un autre homomorphisme injectif
ρr : Hom(X1, X2) ↪−→ HomZ(Λ1,Λ2)
f 7−→ FΛ1
qui est appelé représentation rationnelle de Hom(X1, X2) (et, également, d’où le
r en indice).
Proposition 2.1.2. Hom(X1, X2) ' Zm pour un certain m ≤ 4g1g2.
Démonstration. Voir [4, Proposition 1.2.2]. On a que HomZ(Λ1,Λ2) ' Z4g1g2 donc
ses sous-groupes sont de la forme Zm. On conclut avec l’injectivité de ρr.
SoientX = V/Λ un tore de dimension g, e1, . . . , eg une base de V et λ1, . . . , λ2g
une base de Λ. On peut écrire les λi en termes des ej : λi =
∑g
j=1 λj,iej . La matrice
Π =
λ1,1 . . . λ1,2g... ...
λg,1 . . . λg,2g
 ∈M(g × 2g,C)
est appelée une matrice des périodes de X. C’est une notion qui nous apparaît
fondamentale dans la mesure où, par la suite, nous manipulerons les variétés
abéliennes grâce à leur représentation en matrice des périodes. Cette matrice des
périodes dépend des bases choisies bien qu’elle représente entièrement le tore. Nous
verrons dans la section 2.5.1 sur les espaces de modules comment sont reliées deux
matrices des périodes associées à une même variété abélienne.
Inversement, on peut se demander quelles matrices de M(g × 2g,C) sont des
matrices des périodes d’un tore complexe. La proposition suivante nous fournit la
réponse à cette question.
Proposition 2.1.3. Une matrice Π ∈M(g× 2g,C) est une matrice des périodes
d’un tore complexe si et seulement si la matrice P =
(
Π
Π
)
∈M2g(C) est inversible.
Démonstration. Voir [4, Proposition 1.1.2]. La matrice Π est une matrice des
périodes si et seulement si ses colonnes sont R-linéairement indépendantes et en-
gendrent donc une réseau de Cg. Si ce n’est pas le cas, alors il existe x ∈ R2g non
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nul avec Πx = 0 et donc Px = 0, ce qui implique que detP = 0. Réciproquement,
si P n’est pas inversible, alors il existe deux vecteurs x et y de R2g, non nuls en
même temps, tels que P (x+ ıy) = 0 et donc Π(x+ ıy) = 0 et Π(x+ ıy) = 0. Mais
Π(x− ıy) = Π(x+ ıy) = 0 ce qui implique que Πx = Πy = 0 et que les colonnes
de Π sont R-linéairement dépendantes.
Considérons respectivement deux matrices des périodes Π1 et Π2 pour les
tores complexes X1 = V1/Λ1 et X2 = V2/Λ2 de dimensions g1 et g2. Soit f :
X1 → X2 un homomorphisme. Par rapport aux bases choisies pour les matrices
des périodes, la représentation analytique (resp. rationnelle) ρa(f) (resp. ρr(f))
est donnée par une matrice A ∈ M(g2 × g1,C) (resp. R ∈ M(2g2 × 2g1,Z)). La
condition ρa(f)(Λ1) ⊆ Λ2 se traduit matriciellement par
AΠ1 = Π2R. (2.1)
En outre, deux matrices satisfaisant cette relation définissent un homomorphisme
X1 → X2. Lorsque f ∈ End(X), on a la relation(
A 0
0 A
) (
Π
Π
)
=
(
Π
Π
)
R
et en utilisant la proposition 2.1.3, on peut obtenir la matrice A à partir de R et
vice-versa.
Proposition 2.1.4. Soit f : X1 → X2 un homomorphisme. Alors
— im (f) est un sous-tore de X2 ;
— ker (f) est un sous-groupe fermé de X1. La composante connexe (ker (f))0
de ker (f) qui contient 0 est un sous-tore de X1 d’indice fini dans ker (f).
Démonstration. Voir [4, Proposition 1.2.4].
Nous pouvons enfin définir la notion d’isogénie.
Définition 2.1.5. Une isogénie entre X1 et X2 est un homomorphisme surjectif
et de noyau fini. Le degré de l’isogénie est le cardinal du noyau.
Si les dimensions des deux tores complexes X1 et X2 sont identiques, il suffit
alors que f soit surjective ou de noyau fini pour être une isogénie. On peut en
déduire que l’application analytique F = ρa(f) est un isomorphisme si et seule-
ment si f est une isogénie. Ainsi, à isomorphisme près, on peut supposer que
F = Id, Λ1 ⊆ Λ2 et que f est l’application canonique V1/Λ1 → V1/Λ2. Il y a
alors une bijection entre isogénies de domaine X1 et sous-groupes finis de X1.
Le degré de l’isogénie est également l’indice [Λ2 : ρr(f)(Λ1)]. Si de plus f est un
endomorphisme, alors Λ1 = Λ2 et deg f = det ρr(f) (voir [4, Section 1.2]).
L’exemple le plus fondamental d’isogénie est la multiplication par m. Soit
[m] : X → X l’application qui à x associe mx. Le noyau X[m] de cette application
est appelé le groupe des points de m-torsion de X. On a
ker [m] = 1
m
Λ/Λ ' Λ/mΛ ' (Z/mZ)2g (2.2)
et ainsi, la multiplication par m est une isogénie de degré m2g.
Proposition 2.1.6. Soit f : X1 → X2 une isogénie de degré d. Il existe une
unique isogénie g : X2 → X1 telle que f ◦g = [d]X2 et g ◦f = [d]X1. Cette isogénie
est appelé l’isogénie contragrédiente de f et est de même degré.
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Démonstration. Voir [4, Proposition 1.2.6].
Notons que par cette proposition, une isogénie a une isogénie inverse dans
HomQ(X2, X1) := Hom(X2, X1)⊗Q qui est (deg f)−1g, où g est l’isogénie contra-
grédiente de f . Le corollaire 1.2.7 de [4] nous affirme qu’en fait un homomorphisme
de End(X1) est une isogénie si et seulement s’il est inversible dans EndQ(X1). En-
fin, par cette même proposition, les isogénies définissent une relation d’équivalence
dans l’ensemble des tores complexes. On dira que deux tores complexes sont iso-
gènes s’il existe une isogénie entre eux.
2.2 Tores et variétés abéliennes complexes
Nous avons dit que toute variété abélienne est un tore complexe. La réciproque
est fausse. Nous allons voir qu’un tore complexe est une variété abélienne si ce tore
est muni d’une forme Hermitienne définie positive et voir que c’est équivalent à
l’existence d’un diviseur ample, et donc d’un plongement dans un espace projectif.
2.2.1 Forme de Riemann
Définition 2.2.1. Une forme de Riemann sur un tore complexe V/Λ est une
forme hermitienne H : V × V → C telle que =(H(Λ,Λ)) ⊆ Z. Nous considérons
ici une forme hermitienne H sur V comme étant une application V × V → C qui
est C-linéaire en la première variable et qui vérifie H(x, y) = H(y, x) pour tous
x, y ∈ V .
Exemple 2.2.2. Soit le réseau Λ = τ1Z + τ2Z pour τ1, τ2 ∈ C avec, quitte à les
renommer, =(τ1/τ2) > 0. Alors la forme (x, y) 7→ 1=(τ1/τ2)xy est une forme de
Riemann par rapport à Λ définie positive. Ainsi, tout tore complexe de dimension
1 est une variété abélienne de dimension 1. Les résultats du premier chapitre nous
disent que c’est aussi une courbe elliptique complexe.
Exemple 2.2.3. Soit Ω une matrice de taille g × g qui est symétrique et dont la
partie imaginaire est définie positive. Alors H(x, y) = tx=(Ω)−1y est une forme de
Riemann définie positive par rapport au réseau Zg + ΩZg. Ainsi, le tore Cg/(Zg +
ΩZg) est une variété abélienne.
Il existe une autre manière d’introduire les formes de Riemann : à travers des
formes alternées.
Proposition 2.2.4. Il y a une bijection entre l’ensemble des formes hermitiennes
H de V et l’ensemble des formes alternées E : V × V → R vérifiant E(ıx, ıy) =
E(x, y). Cette bijection est donnée pour tous x, y ∈ V par :
E(x, y) = =(H(x, y)) et H(x, y) = E(ıx, y) + ıE(x, y).
Si, de plus, E est non dégénérée, on dit que c’est une forme symplectique.
Démonstration. Voir [4, Lemme 2.1.7]. Soit E une forme alternée vérifiant E(ıx, ıy)
= E(x, y). La forme H est hermitienne car
H(x, y) = E(ıx, y) + ıE(x, y) = −E(ıy,−x)− ıE(y, x) = H(y, x).
Réciproquement, soit H une forme hermitienne. La forme E = =(H) est alternée
et E(ıx, ıy) = =(H(ıx, ıy)) = =(H(x, y)) = E(x, y).
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Exemple 2.2.5. Soit le tore C/(Z+ ıZ). Alors E(x+ ıx′, y + ıy′) = x′y − xy′ et
H(z, z′) = zz′ sont une paire comme dans la proposition précédente.
Rappelons que le symbole de Kronecker δi,j vaut 1 lorsque i = j et 0 sinon.
Lemme 2.2.6 (Frobenius). Soit H une forme de Riemann et E = =(H). Alors
il existe des entiers d1, . . . , dg ≥ 0 avec di|di+1 et une base e1, . . . , eg, f1, . . . , fg
de Λ tels que
E(ei, ej) = E(fi, fj) = 0 et E(ei, fj) = δi,jdi.
Une base qui vérifie cette propriété est dite symplectique. Le produit Pf(E) :=
d1 · · · dg, appelé le Pfaffien de E, est la racine carrée du déterminant. Si on pose
M = diag(d1, . . . , dg), alors la matrice E par rapport à cette base est
(
0 M
−M 0
)
.
Démonstration. Voir [39, Lemme A.5.3.1].
Il est clair que la forme H, et donc E, est non dégénérée si et seulement si
di > 0 pour tout i de 1 à g.
2.2.2 Diviseurs et fonctions thêta
Changeons maintenant de point de vue et intéressons nous aux diviseurs sur
une variété X.
Définition 2.2.7. Un diviseur de Cartier sur une variété X est une classe d’équi-
valence de collections de paires {(Ui, fi)}i∈I qui satisfont les conditions suivantes :
— Les Ui sont des ouverts qui forment un recouvrement de X ;
— Les fi sont des fonctions méromorphes non nulles sur Ui ;
— Un quotient fi/fj est une fonction sans pôle et sans zéro sur Ui ∩Uj 6= ∅ ;
et où deux collections {(Ui, fi)}i∈I et {(Vj , gj)}j∈J sont équivalentes lorsque, pour
tous i ∈ I et j ∈ J , la fonction fi/gj est sans pôle et sans zéro sur Ui ∩ Vj. Deux
collections équivalentes définissent alors le même diviseur.
La somme de deux diviseurs de Cartier est
{(Ui, fi)}i∈I + {(Vj , gj)}j∈J := {(Ui ∩ Vj , figj)}(i,j)∈I×J .
Muni de cette somme, l’ensemble des diviseurs de Cartier forme un groupe abé-
lien que l’on note par Div(X) : l’élément neutre, appelé aussi le diviseur zéro,
étant {(X, 1X)} et l’inverse d’un diviseur {(Ui, fi)}i∈I étant {(Ui, f−1i )}i∈I . Un
diviseur D est dit positif ou effectif lorsqu’il peut être défini par une collection
{(Ui, fi)}i∈I avec des fonctions fi qui sont holomorphes, pour tout i ∈ I. On no-
tera ceci par D ≥ 0. À une fonction f 6= 0 méromorphe sur X, on lui associe
le diviseur div(f) := {(X, f)}. Un tel diviseur est dit principal et on note par
Prin(X) l’ensemble des diviseurs principaux. Deux diviseurs sont dit linéairement
équivalents lorsque leur différence est un diviseur principal. Le groupe de Picard de
X est Pic(X) := Div(X)/Prin(X), où on quotiente par la relation d’équivalence
linéaire.
Définition 2.2.8. Soit h : X1 → X2 une application analytique complexe. Alors
l’application
h∗ : Div(X2) −→ Div(X1)
{(Ui, fi)}i∈I 7−→ {(h−1(Ui), fi ◦ h)}i∈I
est appelée le tiré en arrière de h.
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Soit X = V/Λ un tore complexe avec V = Cg, pi : V → X la projection
naturelle et ta : x ∈ V 7→ a+x ∈ V la translation par a ∈ V . SoitD = {(Ui, fi)}i∈I
un diviseur de X. Alors D′ = pi∗D = {(pi−1(Ui), fi ◦ pi)}i∈I est un diviseur de V .
Or, pour toute fonction méromorphe f : X → C, le tiré en arrière pi∗f : V → C
vérifie pi∗f(v + λ) = pi∗f(v), pour tous λ ∈ Λ et v ∈ V . C’est donc une fonction
Λ-périodique et on a alors que t∗λD′ = D′ pour tout λ ∈ Λ. Le théorème de
Cousin ([4, Lemme 2.1.1]) nous dit que D′ est principal : il existe donc f ∈ C(V ),
l’ensemble des fonctions méromorphes sur V , tel que D′ = div(f). L’invariance de
D′ par t∗λ se traduit alors par f(v+λ) = Uλ(v)f(v), pour tout λ ∈ Λ et où Uλ est
une fonction sans zéro ni pôle (d’après la notion d’équivalence des diviseurs). On
appelle Uλ un facteur d’automorphie et on peut écrire Uλ(v) = exp (hλ(v)) pour
une certaine fonction hλ. Inversement, une fonction qui vérifie une telle équation
définit un diviseur de X. Le théorème de Liouville implique que les fonctions
entières périodiques pour λ ∈ Λ sont constantes. Ceci conduit à la définition
suivante qui nous permet d’étudier des fonctions assez “simples” et non constantes.
Définition 2.2.9. Une fonction entière f sur Cg est une fonction thêta relative-
ment au réseau Λ si elle satisfait une équation fonctionnelle du type
f(z + λ) = exp (gλ(z))f(z),
pour tout λ ∈ Λ, où gλ : Cg → C vérifie gλ(z + z′) + gλ(0) = gλ(z) + gλ(z′), pour
tous z, z′ ∈ Cg. La fonction exp (gλ(z)) est appelée facteur d’automorphie de la
fonction thêta.
Exemple 2.2.10. Il n’est pas difficile de voir que la fonction σΛ de Weierstrass
définie dans l’équation (1.6) est une fonction thêta. En effet, on a vu que la fonc-
tion ℘Λ est elliptique (c’est-à-dire Λ-périodique) et en intégrant deux fois puis en
passant à l’exponentielle, on trouve que l’on a σΛ(z+λ) = exp (η(λ) + a(λ))σΛ(z),
où η(λ) et a(λ) sont des constantes indépendantes de z (voir [75, Théorème
1.2.3]). Nous construirons plus tard des fonctions thêta en toute dimension.
Théorème 2.2.11 (Poincaré). Soit D un diviseur effectif sur un tore complexe
X = V/Λ. Alors il existe une fonction thêta entière par rapport à Λ qui représente
ce diviseur.
Démonstration. Voir [39, Théorème A.5.2.2].
Si on prend deux fonctions thêta qui représentent le même diviseur, alors
il existe d’après [39, Lemme A.5.2.3] une forme quadratique Q, une forme li-
néaire R et une constante S telles que le quotient des deux fonctions thêta vaut
exp (Q+R+ S). Une fonction thêta de cette forme exp (Q+R+ S) est dite une
fontion thêta triviale.
Nous cherchons maintenant à associer à une fonction thêta une forme de Rie-
mann. Notons pour simplifier e(z) := exp (2ıpiz). L’équation fonctionnelle d’une
fonction thêta θ par rapport au réseau Λ peut être écrite comme
θ(z + λ) = e(L(z, λ) + J(λ))θ(z),
où L(z, λ) est une fonction linéaire en z. À partir de cette équation et de la
définition des fonctions thêta, on peut montrer que L(z, λ) est Z-linéaire en λ,
et puisque V = Λ ⊗ R, on peut étendre R-linéairement L en sa seconde variable
pour obtenir une fonction L : V × V → C, qui est donc C-linéaire en sa première
variable et R-linéaire en la seconde.
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Proposition 2.2.12. Soit θ une fonction thêta par rapport à un réseau Λ, d’équa-
tion θ(z + λ) = e(L(z, λ) + J(λ))θ(z). Alors en posant
E(x, y) := L(x, y)− L(y, x) et H(x, y) := E(ıx, y) + ıE(x, y),
on obtient une forme de Riemann par rapport au réseau Λ. De plus, H ne dépend
que du diviseur de θ, et si on note HD la forme de Riemann associée au diviseur
D, alors on a une loi d’addition HD+D′ = HD +HD′.
Démonstration. Voir [39, Proposition A.5.2.4].
Lemme 2.2.13. Soit θ0 une fonction thêta par rapport au réseau Λ et H sa forme
de Riemann associée. Alors il existe une fonction thêta θ ayant les mêmes diviseur
et forme de Riemann telle que
θ(z + λ) = exp
(
piH(z, λ) + pi2H(λ, λ) + 2ıpiK(λ)
)
θ(z),
où K : Λ→ R est une fonction qui vérifie
e(K(λ+ λ′)) = e(K(λ))e(K(λ′))e(12E(λ, λ
′)).
Démonstration. Voir [39, Proposition A.5.2.6].
Proposition 2.2.14. La forme de Riemann associée à une fonction thêta est
positive.
Démonstration. Voir [39, Proposition A.5.2.5].
Soit θ une fonction thêta ayant pour diviseurD pour un réseau Λ dans V = Cg.
Notons L(θ) l’espace vectoriel de toutes les fonctions thêta ayant la même équation
fonctionnelle. Le lemme suivant nous dit que cet espace vectoriel est de dimension
finie. Notons `(θ) cette dimension.
Lemme 2.2.15. Soit θ une fonction thêta et H sa forme de Riemann, que l’on
suppose définie positive, par rapport au réseau Λ ⊆ V = Cg. Soit {e1, . . . , eg,
f1 . . . , fg} une base symplectique de E = =(H) sur Λ et d1, . . . , dg les entiers
associés (comme dans le lemme 2.2.6).
— Les ensembles {e1, . . . , eg} et {f1, . . . , fg} forment des C-bases de V ;
— Après multiplication par une certaine fonction thêta triviale, l’équation
fonctionnelle de θ avec z = ∑ ziei est de la forme
θ(z + ei) = θ(z) et θ(z + fi) = e(dizi + ci)θ(z),
où ci ∈ C ;
— `(θ) = Pf(E).
Démonstration. Voir [39, Lemme A.5.3.2 et Théorème A.5.3.3].
Soit θ1, . . . , θ`(θ) une base de L(θ). On a l’application holomorphe :
φD : V/Λ −→ Pn(C)
z 7−→ (θ1(z), . . . , θ`(θ)(z)).
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Définition 2.2.16. Un diviseur D d’un tore V/Λ est dit très ample si l’appli-
cation φD ci-dessus est un plongement. Le diviseur D est dit ample lorsqu’un
multiple positif de D est très ample.
Théorème 2.2.17. Soit D un diviseur effectif d’un tore. La forme de Riemann
associée à D est définie positive si et seulement si D est ample.
Démonstration. Voir [39, Théorème A.5.2.7].
Le théorème de Chow nous dit que toute variété analytique complexe dans
un espace projectif est algébrique. Ainsi, un tore est une variété abélienne si et
seulement s’il peut être plongé dans un espace projectif, si et seulement s’il admet
une forme de Riemann définie positive et si et seulement s’il contient un diviseur
ample.
2.3 Diviseurs du groupe de Picard
2.3.1 Théorème d’Appell-Humbert
Soit X = V/Λ un tore. Le groupe de Néron-Severi NS(X) est le groupe des
formes de Riemann sur X. On pose C1 := {z ∈ C : |z| = 1}. Un semi-caractère
pour une forme de Riemann H est une application χ : Λ → C1 telle que, pour
tous λ, λ′ ∈ Λ,
χ(λ+ λ′) = χ(λ)χ(λ′) exp (ıpi=(H(λ, λ′))).
Un caractère étant un morphisme multiplicatif, la définition de semi-caractère
nous dit que les caractères sur Λ à valeur dans C1 sont exactement les semi-
caractères pour 0 ∈ NS(X). Notons maintenant P(Λ) l’ensemble des paires (H,χ)
pour H ∈ NS(X) et χ un semi-caractère pour H. C’est un groupe pour l’opération
(H1, χ1)⊗ (H2, χ2) = (H1 +H2, χ1χ2) (2.3)
et la suite suivante est exacte
1 // Hom(Λ,C1) ι // P(Λ) p // NS(X) // 0
où on a posé ι(χ) = (0, χ) et p(H,χ) = H. Il n’y a que la surjectivité de p qui
n’est pas évidente. Pour la montrer, il faut tout d’abord considérer l’application
qui à un couple (H,χ) de P(Λ) associe la fonction a(H,χ) : Λ×V → C∗ définie par
a(H,χ)(λ, v) = χ(λ) exp (piH(v, λ) +
pi
2H(λ, λ)).
On peut rapprocher une telle fonction de la fonction θ du lemme 2.2.13, où la
fonction e(K) est un semi-caractère. On peut montrer (voir [4, Page 30]) que la
fonction a(H,χ) détermine uniquement un diviseur D du groupe de Picard Pic(X).
On écrira dans la suite D = L(H,χ) et pour un tel D, on dit de aD = a(H,χ)
que c’est un facteur d’automorphie canonique pour D. L’application c qui à tout
(H,χ) associe L(H,χ) est un morphisme de groupe. Considérons l’application
c1 : Pic(X)→ NS(X) qui à tout diviseur D associe H tel que D = L(H,χ). On a
alors p = c1 ◦ c.
Posons Pic0(X) le noyau de c1. À tout semi-caractère χ ∈ Hom(Λ,C1), on peut
associer le diviseur L(0, χ) ∈ Pic0(X). Cette application est un isomorphisme de
groupes. Tout ces résultats se résument dans le théorème fondamental suivant :
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Théorème 2.3.1 (Appell-Humbert). Soit X = V/Λ un tore complexe. Il y a un
isomorphisme canonique de suites exactes :
1 // Hom(Λ,C1)
'

// P(Λ) //
'

NS(X)
'

// 0
1 // Pic0(X) // Pic(X) // NS(X) // 0
Démonstration. Voir [4, Théorème 2.2.3].
Soit V̂ = HomC(V,C) l’ensemble des formes antilinéaires de V vers C. L’en-
semble
Λ̂ = {f ∈ HomC(V,C) : =(f(Λ)) ⊆ Z}
est un réseau dans V̂ et le quotient V̂ /Λ̂ est un tore complexe de dimension g,
appelé tore complexe dual de X. Rappelons que nous notons e(z) := exp (2ıpiz).
L’homomorphisme V̂ → Hom(Λ,C1) qui à f associe e(=(f(.))) induit un isomor-
phisme entre V̂ /Λ̂ et Pic0(X) ([4, Proposition 2.4.1]).
Soient Xi = Vi/Λi, pour i = 1, 2, 3, trois tores complexes et f : X1 → X2
un homomorphisme avec représentation analytique F : V1 → V2. L’application
F ∗ : G ∈ V̂2 → G ◦ F ∈ V̂1 induit un homomorphisme f̂ : X̂2 → X̂1, puisque
F ∗Λ̂2 ⊆ Λ̂1. On a certaines propriétés évidentes comme îdX = idX̂ ,
̂̂
f = f . Si
h : X2 → X3 est un autre homomorphisme, alors ĥf = f̂ ĥ et si de plus la suite
0 → X1 → X2 → X3 → 0 est exacte, alors 0 → X̂3 → X̂2 → X̂1 → 0 l’est
également ([4, Proposition 2.4.2]).
Proposition 2.3.2. Si f : X1 → X2 est une isogénie de tores complexes, alors
l’application duale f̂ : X̂2 → X̂1 est aussi une isogénie et son noyau est isomorphe
à Hom(ker (f),C1). En particulier, deg f̂ = deg f . On appelle cette isogénie l’iso-
génie duale de f .
Démonstration. Voir [4, Proposition 2.4.3]. Supposons Xi = V/Λi et que la re-
présentation analytique de f est IdV . Par définition, IdV̂ est la représentation
analytique de f̂ et donc f̂ est une isogénie. Par l’isomorphisme X̂ ' Pic0(X), le
diagramme suivant commute
X̂2
∼ //
f̂

Pic0(X2)
f∗

X̂1
∼ // Pic0(X1)
et si on ajoute à ceci le théorème d’Appell-Humbert, on a que
ker f̂ ' ker (Hom(Λ2,C1)→ Hom(Λ1,C1)) ' Hom(Λ2/Λ1,C1).
On déduit la proposition du fait que ker f ' Λ2/Λ1.
Lemme 2.3.3. Pour chaque D = L(H,χ) ∈ Pic(X) et v ∈ X avec v ∈ V pour
représentant, on a, en notant E = =(H),
t∗vL(H,χ) = L(H,χe(E(v, .))).
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Démonstration. Voir [4, Lemme 2.3.2].
Lemme 2.3.4. Soit f : X1 → X2 un homomorphisme. Pour tout L(H,χ) ∈
Pic(X2),
f∗L(H,χ) = L(ρa(f)∗H, ρr(f)∗χ),
où ρa(f)∗H désigne H(ρa(f), ρa(f)).
Démonstration. Voir [4, Lemme 2.3.4].
Soient D = L(H,χ) ∈ Pic(X) et x ∈ X. Alors par le lemme 2.3.3 et l’équation
(2.3), le diviseur
t∗xD ⊗D−1 = L(H,χe(E(x, .)))⊗ L(−H,χ−1) = L(0, e(E(x, .)))
est dans Pic0(X). L’application
φD : X −→ X̂ ' Pic0(X)
x 7−→ t∗xD ⊗D−1
est un homomorphisme d’après [4, Théorème 2.3.3].
Lemme 2.3.5. Soit D = L(H,χ) ∈ Pic(X). L’application
φH : V −→ V̂
v 7−→ H(v, .)
est la représentation analytique de φD.
Démonstration. Voir [4, Lemme 2.4.5].
Corollaire 2.3.6. Soit f : X1 → X2 une isogénie de tores complexes ayant
représentation analytique F . Pour un diviseur D = L(H,χ) ∈ Pic(X1), on a
l’équivalence :
1. D = f∗D′ pour un certain D′ ∈ Pic(X2) ;
2. =(H(F−1Λ2, F−1Λ1)) ⊆ Z.
Démonstration. Voir [4, Corollaire 2.4.4].
Corollaire 2.3.7. 1. φD ne dépend que de H ;
2. φD⊗D′ = φD + φD′ pour tous D,D′ ∈ Pic(X) ;
3. φ̂D = φD sous l’identification naturelle X̂ = X ;
4. Pour tout homomorphisme f : Y → X de tores complexes, le diagramme
suivant commute :
Y
f //
φf∗D

X
φD

Ŷ X̂
f̂
oo
Démonstration. Voir [4, Corollaire 2.4.6]. Seule la preuve du troisième point peut
poser problème. Mais puisque φ∗H est la représentation analytique de φ̂D, la
proposition se déduit du fait que, sous l’identification HomC(V̂ ,C) = V , on a
φ∗H = φH .
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L’homomorphisme φD associé à D = L(H,χ) est une isogénie si et seulement
si H est non dégénéré (si c’est une isogénie, alors φH est un isomorphisme et donc
H et non dégénérée ; et réciproquement, si H est non dégénérée, alors φH est
injective ; on conclut avec le fait que V et V̂ sont de même dimension). On dira
donc d’un diviseur du groupe de Picard qu’il est non dégénéré lorsque la forme
Hermitienne lui correspondant l’est. Ainsi, un tel diviseur D est non dégénéré si et
seulement si le noyau K(D) de φD est fini. Le degré de φD est det=(H), d’après
[4, Proposition 2.4.9].
On peut se demander sous quelle condition un homomorphisme d’un tore vers
son dual est de la forme φD. Le théorème suivant répond à cette question.
Théorème 2.3.8. Soit X = V/Λ un tore complexe et f : X → X̂ un homomor-
phisme avec pour représentation analytique F : V → V̂ . On a l’équivalence
1. f = φD pour D ∈ Pic(X) ;
2. La forme F : (x, y) ∈ V × V 7→ F (x)(y) ∈ C est hermitienne.
Démonstration. Voir [4, Théorème 2.5.5].
2.3.2 Polarisation
Soit X = V/Λ un tore complexe. Une polarisation sur X est une forme de
Riemann définie positive H qui provient d’un diviseur D = L(H,χ) ∈ Pic(X).
Par abus de notation, on dira parfois que D est une polarisation. Le type de la
polarisation est le type de H, c’est-à-dire diag(d1, . . . , dg) comme dans le lemme
2.2.6. On définit le degré de la polarisation comme étant le produit d1 · · · dg. Une
polarisation est dite principale si elle est de type (1, . . . , 1), ce qui est équivalent
à dire qu’elle est de degré 1. Puisque H est définie positive, φD est une isogénie
et elle est de degré 1 si la polarisation est principale. On a alors un isomorphisme
φD : X → X̂.
D’après le théorème 2.2.17, une variété abélienne est un tore complexe ayant
une polarisation. La paire (X,H) est appelée variété abélienne polarisée. On notera
parfois (X,D) au lieu de (X,H).
Nous avons vu qu’une polarisation D définit une isogénie φD : X → X̂ et
qu’inversement (théorème 2.3.8), une isogénie φ : X → X̂ est de la forme φD pour
une certaine polarisation D lorsque la forme provenant de la représentation ana-
lytique de φ est hermitienne et définie positive. Ainsi, certains auteurs préfèrent
définir une polarisation comme étant une isogénie de X → X̂ de la forme φD.
Définition 2.3.9. Un homomorphisme de variétés abéliennes polarisées
f : (X1, H1) −→ (X2, H2)
est un homomorphisme de tores complexes f : X1 → X2 tel que f∗H2 = H1.
Notons que f est forcément de noyau fini. Inversement, si f : X1 → X2 est un
homomorphisme de tores complexes de noyau fini et que D2 est une polarisation
sur X2, alors D1 := f∗D2 est une polarisation sur X1, appelée polarisation induite.
Ceci prouve que d’une part, un sous-tore d’une variété abélienne est une variété
abélienne et d’autre part qu’un tore complexe isogène à une variété abélienne est
une variété abélienne. En particulier, si X̂ est le tore dual d’une variété abélienne
X, alors ce tore dual est aussi une variété abélienne, appelée variété abélienne
duale (voir [4, Page 70]).
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D’après le corollaire 2.3.7, un homomorphisme f : X1 → X2 de tores complexes
polarisés en D1 et D2 respecte les polarisations, c’est-à-dire que D1 = f∗D2, si et
seulement si le diagramme suivant commute :
X1
f //
φD1

X2
φD2

X̂1 X̂2
f̂
oo
Proposition 2.3.10. Une variété abélienne polarisée est isogène à une variété
abélienne principalement polarisée.
Démonstration. Voir [4, Proposition 4.1.2].
Nous avons vu précédemment qu’un tore complexe est une variété abélienne
lorsqu’il admet une forme de Riemann définie positive. Nous donnons une autre
formulation de ce critère.
Théorème 2.3.11 (Relations de Riemann). Soit X = Cg/ΠZ2g un tore com-
plexe, où Π est une matrice des périodes. Alors X est une variété abélienne si et
seulement s’il existe une matrice alternée et non dégénéré A ∈M2g(Z) telle que :
1. ΠA−1 tΠ = 0 ;
2. ıΠA−1 tΠ > 0.
Démonstration. Voir [4, Théorème 4.2.1].
Ces deux relations sont appelées relations de Riemann. D’après [4, Lemme
4.2.2 et Lemme 4.2.3], en prenant E la forme bilinéaire alterné non dégénérée
ayant pour matrice A et en posant H(x, y) := E(ıx, y) + ıE(x, y), on a que H
est une forme hermitienne si la première condition est vérifiée, et cette forme
hermitienne est définie positive lorsque c’est la seconde qui l’est. De plus, si,
comme dans le théorème, A est à coefficients entiers, alors on a bien que H est
une forme de Riemann définie positive. C’est une polarisation pour le tore X, qui
est donc bien une variété abélienne.
2.4 Endomorphismes
Soit X = V/Λ une variété abélienne et D = L(H,χ) une polarisation. Nous
avons vu que cette polarisation induit une isogénie φD : X → X̂. Notons d
son degré. La proposition 2.1.6 nous dit qu’il existe une unique isogénie ψD de
degré d telle que ψD ◦ φD = [d]X et φD ◦ ψD = [d]X̂ . Ainsi, 1dψD est l’inverse
de φD dans HomQ(X̂,X). D’autre part, tout f ∈ EndQ(X) peut être écrit de la
forme rh avec h ∈ End(X) et r ∈ Q. Le dual d’un tel f est défini comme étant
f̂ := rĥ ∈ EndQ(X̂).
Définition 2.4.1. L’application
′ : EndQ(X) −→ EndQ(X)
f 7−→ f ′ = φ−1D f̂φD
est appelée involution de Rosati par rapport à la polarisation D.
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C’est bien une involution car f ′′ = (φ−1D fˆφD)′ = φ
−1
D φ̂Dfφ̂
−1
D φD = f car̂̂
f = f , f̂g = ĝf̂ et φ̂D = φD (corollaire 2.3.7). On peut vérifier que l’on a de plus
que (rf + sg)′ = rf ′ + sg′ et (fg)′ = g′f ′ pour tous f, g ∈ EndQ(X) et r, s ∈ Q.
Proposition 2.4.2. L’involution de Rosati est l’opérateur adjoint de la forme
hermitienne H, où D = L(H,χ), et aussi de la forme alternée E associée à H.
Ceci signifie que l’on a pour f ∈ EndQ(X) :
1. H(ρa(f)(x), y) = H(x, ρa(f ′)(y)) pour tous x, y ∈ V ;
2. E(ρr(f)(x), y) = E(x, ρr(f ′)(y)) pour tous x, y ∈ Λ.
Démonstration. Voir [4, Proposition 5.1.1].
Pour tout f ∈ EndQ(X), le polynôme caractéristique P rf de la représentation
rationnelle ρr(f) est P rf (t) = det (t IdΛ−ρr(f)) =
∑2g
i=0(−1)irit2g−i, où les ri sont
rationnels. Notons Trr(f) le coefficient r1, appelé trace rationnelle de f .
Théorème 2.4.3. L’application (f, g) 7→ Trr(f ′g) est une forme bilinéaire symé-
trique définie positive sur le Q-espace vectoriel EndQ(X).
Démonstration. Voir [4, Théorème 5.1.8].
Corollaire 2.4.4. Le groupe des automorphismes d’une variété abélienne polari-
sée est fini.
Démonstration. Voir [4, Corollaire 5.1.9]
D’après [4, Corollaire 5.1.10], si f est un automorphisme d’une variété abé-
lienne polarisée (X,D) et si n ≥ 3 est un entier, alors il suffit que la restriction
de f au sous-groupe de torsion X[n] soit l’identité pour que f soit la fonction
identité. Ceci induit un plongement :
Aut(X,L) ↪−→ AutZ/nZ(X[n]) = GL2g(Z/nZ)
(pour n ≥ 3) qui donne une majoration pour l’ordre du groupe des automor-
phismes.
Un élément f ∈ EndQ(X) est dit symétrique, par rapport à une polarisation,
s’il vérifie f ′ = f . Notons Ends(X) (resp. EndsQ(X)) le sous-ensemble de End(X)
(resp. EndQ(X)) contenant les éléments symétriques. Ends(X) est un groupe
additif tandis que EndsQ(X) est un Q-espace vectoriel isomorphe à Ends(X)⊗ZQ.
Proposition 2.4.5. Soit D0 une polarisation sur X. L’application
D ∈ NS(X)⊗Z Q 7−→ φ−1D0φD ∈ EndsQ(X)
est un isomorphisme de Q-espaces vectoriels. De plus, si D0 est principale, alors
cette application induit un isomorphisme de groupes entre NS(X) et Ends(X).
Démonstration. Voir [4, Proposition 5.2.1]
Une variété abélienne est dite simple si elle ne contient pas d’autres variétés
abéliennes si ce n’est 0 et elle-même.
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Théorème 2.4.6 (Réductibilité complète de Poincaré). Pour toute variété abé-
lienne X, il existe une isogénie
X → Xn11 × . . .×Xnrr ,
où les Xi sont des variétés abéliennes simples non isogènes entre elles. Ces varié-
tés, ainsi que les exposants ni, sont déterminées uniquement à isogénie et permu-
tation près.
Démonstration. Voir [4, Théorème 5.3.7]
Corollaire 2.4.7. EndQ(X) est une Q-algèbre semi-simple. Ceci signifie que si
X est isogène à Xn11 × . . .×Xnrr comme dans le théorème précédent, alors
EndQ(X) 'Mn1(EndQ(X1))⊕ . . .⊕Mnr(EndQ(Xr))
et les EndQ(Xi) sont des corps gauches de dimension finie sur Q.
Démonstration. Voir [4, Corollaire 5.3.8]. On peut supposer sans perte de géné-
ralité que X = Xn11 × . . .×Xnrr . Or, puisque Hom(Xnii , Xnjj ) = 0 pour i 6= j, on
obtient l’égalité EndQ(X) =
⊕r
i=1 EndQ(Xnii ) et l’anneau EndQ(X
ni
i ) est égal à
l’anneau des matrices ni×ni prenant des valeurs dans EndQ(Xi). Pour une variété
abélienne simple Xi, tous les endomorphismes non nuls sont des isogénies et sont
donc inversibles dans EndQ(Xi). Ceci prouve que EndQ(Xi) est un corps gauche
sur Q. Il est de dimension finie d’après la proposition 2.1.2.
Corollaire 2.4.8. Pour toute variété abélienne X, le groupe de Néron-Severi
NS(X) est un groupe abélien libre de rang fini.
Démonstration. Voir [4, Corollaire 5.3.9]
Soit (X,D) une variété abélienne simple de dimension g. On a vu que EndQ(X)
est un corps gauche de dimension finie sur Q muni d’une involution x 7→ x′ qui
est l’involution de Rosati par rapport à D. Soit K le centre de EndQ(X). On peut
montrer que son indice dans EndQ(X) est toujours un carré. Soit K0 le sous-corps
de K des éléments fixés par l’involution. C’est un corps de nombres totalement
réel ([4, Lemme 5.5.2]). Notons
[EndQ(X) : K] = d2, [K : Q] = e, [K0 : Q] = e0 et rang(NS(X)) = %.
Le couple (EndQ,′ ) est dit du premier type si K = K0, c’est-à-dire si l’involution
est triviale sur tout K. Si ce n’est pas le cas, on dit de ce couple qu’il est du second
type. On a alors :
Proposition 2.4.9.
EndQ(X) d e0 % restriction
Corps de nombres totalement réel 1 e e e|g
Algèbre de quaternions totalement indéfinie 2 e 3e 2e|g
Algèbre de quaternions totalement définie 2 e e 2e|g
(EndQ,′ ) du second type d 12e e0d2 e0d2|g
Démonstration. Voir [4, Proposition 5.5.7].
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Soit X une variété abélienne. Pour tout entier N , il existe une application
naturelle X[N ] × X̂[N ] → µN , où µN désigne l’ensemble des racines N -ièmes de
l’unité ([67, Page 183]). Une polarisation H sur X permet alors d’en déduire un
couplage eH : X[N ]×X[N ]→ µN . C’est une généralisation du couplage de Weil
sur les courbes elliptiques et nous parlerons donc dans la suite de couplage de
Weil associé à une polarisation.
Définition 2.4.10. Soient (X,H1) et (Y,H2) deux variétés abéliennes principa-
lement polarisées et soit f : X → Y une isogénie de degré `2, pour ` un nombre
premier. On dit que f est une `-isogénie lorsque le diagramme suivant commute :
X
[`]

f //
φ`H1

Y
φH2

X
φH1
// X̂ Ŷ
f̂
oo
Dans ce cas, ker f ⊆ kerφ`H1 est isotrope maximal pour le couplage de Weil
issu de `H1. Réciproquement, soient H une polarisation sur X et K ⊆ kerφH
isotrope maximal pour eH . Alors il existe une polarisation H2 sur X/K qui est
principale et telle que f∗H2 = H (voir [66, 18]). Si ` est premier, alors f est une
`-isogénie si et seulement si K = ker f ⊆ X[`] est isotrope maximal pour e`H1 . De
plus, on a K ' (Z/`Z)2 ce qui fait que plusieurs auteurs parlent de (`, `)-isogénie.
Nous avons choisi dans cette thèse de garder la dénomination `-isogénie pour être
cohérent avec la notion qui suit.
Définition 2.4.11. Soient (X,H1) et (Y,H2) deux variétés abéliennes principa-
lement polarisées de dimension 2 et soit f : X → Y une isogénie de degré `,
pour ` un nombre premier. Supposons qu’il existe i : K0 → EndsQ(X), où K0 est
un corps de nombres quadratique totalement réel et que ` = ββ dans K0 avec
β totalement réel totalement positif. On dit que f est une β-isogénie lorsque le
diagramme suivant commute :
X
β

f //
φβH1

Y
φH2

X
φH1
// X̂ Ŷ
f̂
oo
où βH1(x, y) := H1(βx, y) = H1(x, βy).
Dans ce cas, ker f ⊆ X[β] est un sous-groupe cyclique qui est alors isotrope
maximal pour eβH1 . Réciproquement, soient β totalement réel totalement positif
de norme ` et K isotrope maximal dans X[β] pour eβH1 , alors il existe une pola-
risation principale H2 sur X/K telle que le diagramme de la définition précédente
commute (voir [18]).
2.5 Espaces de modules
Nous avons vu qu’à un tore complexe on peut associer plusieurs matrices des
périodes, selon les bases que l’on choisit. Nous décrivons dans cette section un
critère permettant de dire si deux matrices des périodes différentes proviennent
de la même variété abélienne ou pas. D’autre part, nous allons faire la même chose
avec des variétés abéliennes qui ont un certain type d’anneau d’endomorphismes.
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2.5.1 Espace de Siegel et matrices symplectiques
SoitX = V/Λ un tore complexe de dimension g etH une forme de Riemann qui
définit une polarisation de type D = diag(d1, . . . , dg). Soient λ1, . . . , λg, µ1, . . . , µg
une base symplectique de Λ pour H. La forme alternée E qui correspond à H est
donnée par la matrice
(
0 D
−D 0
)
par rapport à cette base.
Posons maintenant ei = 1diµi pour i = 1, . . . , g. D’après le lemme 2.2.15,
les vecteurs ei forment une C-base de V . Par rapport aux bases e1, . . . , eg et
λ1, . . . , λg, µ1, . . . , µg, la matrice des périodes de X est de la forme Π = (Ω, D)
pour un certain Ω ∈ Mg(C). On peut être plus précis et utiliser les relations de
Riemann (théorème 2.3.11) pour trouver qu’en fait Ω est une matrice symétrique
dont la partie imaginaire est définie positive et que =(Ω)−1 est la matrice de la
forme hermitienne H par rapport à la base e1, . . . , eg. Ceci conduit à la définition
suivante.
Définition 2.5.1. Le demi-espace supérieur de Siegel Hg de dimension g est
l’ensemble
Hg := {Ω ∈Mg(C) : tΩ = Ω, =(Ω) > 0}.
L’espace de Siegel est une sous-variété ouverte de dimension 12g(g + 1) sur
l’espace vectoriel des matrices symétriques deMg(C). On appelle variété abélienne
polarisée de type D avec base symplectique un triplet de la forme
(X,H, {λ1, . . . , λg, µ1, . . . , µg}),
avec X = V/Λ une variété abélienne, H une polarisation de type D et les λi et µi
une base symplectique de Λ pour H.
Proposition 2.5.2. Soit D un type. L’espace de Siegel Hg est un espace de mo-
dules (grossier) pour les variétés abéliennes polarisées de type D avec base sym-
plectique.
Démonstration. Voir [4, Section 8.1]. On a vu déjà que d’un tel triplet on peut en
déduire un point Ω ∈ Hg. Réciproquement, soient D un type et Ω ∈ Hg. On pose
alors ΛΩ := (Ω, D)Z2g ; c’est un réseau de V = Cg et XΩ := V/ΛΩ est un tore
complexe. On définit la forme hermitienne HΩ qui s’écrit matriciellement =(Ω)−1
par rapport à la base standard de Cg. Par définition de l’espace de Siegel, cette
forme est définie positive. Considérons maintenant l’isomorphisme R-linéaire de
R2g vers Cg défini par la matrice (Ω, D) ∈Mg×2g(C). Soient λ1, . . . , λg, µ1, . . . , µg
les images dans Cg des éléments de la base standard de R2g. Par définition, ces
éléments forment une base de ΛΩ. Par rapport à cette base, =(HΩ|(ΛΩ × ΛΩ)) est
donnée par la matrice
=( t(Ω, D)(=(Ω))−1(Ω, D)) =
(
0 D
−D 0
)
.
On a donc montré que HΩ est une polarisation de type D sur XΩ.
On cherche maintenant à se débarrasser de la base symplectique, c’est-à-dire
à se rendre indépendant du choix de la base pour l’écriture de la matrice des
périodes. En d’autres termes, à donner un critère qui permet de savoir quand
deux matrices des périodes proviennent de la même variété abélienne.
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Définition 2.5.3. Soit R un anneau commutatif. On appelle groupe symplectique
le groupe
Sp2g(R) :=
{
γ ∈ R : γ
( 0 Ig
−Ig 0
)
tγ =
( 0 Ig
−Ig 0
)}
.
Lemme 2.5.4. Soit R un anneau commutatif.
1. Le groupe Sp2g(R) est fermé par transposition ;
2. Pour une matrice γ =
(
A B
C D
) ∈M2g(R), on a les équivalences suivantes :
(a) γ ∈ Sp2g(R) ;
(b) tAC et tBD sont symétriques et tAD − tCB = Ig ;
(c) A tB et C tD sont symétriques et A tD −B tC = Ig.
Démonstration. Soit γ ∈ Sp2g(R). Notons que tγ =
( 0 −Ig
Ig 0
)
γ−1
( 0 Ig
−Ig 0
)
. On
vérifie qu’alors tγ
( 0 Ig
−Ig 0
)
γ =
( 0 Ig
−Ig 0
)
et donc que le premier point est vrai. Le
deuxième découle directement de la définition du groupe symplectique et du fait
qu’il est fermé par transposition. Voir aussi [4, Lemme 8.2.1].
Le groupe Sp2g(R) agit transitivement par la gauche sur Hg par(
A B
C D
)
· Ω := (AΩ +B)(CΩ +D)−1.
De plus, tout sous-groupe discret Γ de Sp2g(R) agit proprement et discontinûment
sur Hg ([4, Proposition 8.2.5]). Ceci signifie que pour toute paire de compacts
(K1,K2) de Hg, l’ensemble {γ ∈ Γ : γK1 ∩K2 6= ∅} est fini.
Posons ΛD :=
(
Ig 0
0 D
)
Z2g et ΓD := {γ ∈ Sp2g(Q) : tγΛD ⊆ ΛD} pour un type
D fixé.
Proposition 2.5.5. Soient Ω1, Ω2 ∈ Hg. Les deux propositions suivantes sont
équivalentes :
1. Les variétés abéliennes (XΩ1 , HΩ1) et (XΩ2 , HΩ2) de type D sont isomorphes ;
2. Ω2 = γ · Ω1 pour un certain γ ∈ ΓD.
Démonstration. Voir [4, Proposition 8.1.3]. La preuve est calculatoire. Elle découle
de la relation A(Ω1, D) = (Ω2, D)R, vue dans l’équation (2.1), où A et R sont
les matrices des représentations analytique et rationnelle d’un isomorphisme f :
(XΩ1 , HΩ1) → (XΩ2 , HΩ2) par rapport à la base standard de Cg et des bases de
ΛΩ1 et ΛΩ2 déterminées par Ω1 et Ω2.
Puisque ΓD est un sous-groupe discret, le [4, Théorème A.6] nous garantit que
le quotient
Ag,D := Hg/ΓD
est un espace analytique complexe et normal de dimension 12g(g + 1). Avec les
propositions précédentes, on en déduit :
Théorème 2.5.6. L’espace Ag,D est un espace de modules pour les classes d’iso-
morphismes des variétés abéliennes polarisées de type D.
Démonstration. Voir [4, Théorème 8.2.6].
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Il existe une autre approche pour décrire l’espace des modules des variétés
abéliennes de type D. Soit pour R un anneau commutatif de caractéristique nulle
SpD2g(R) =
{
γ ∈M2g(R) : γ
(
0 D
−D 0
)
tγ =
(
0 D
−D 0
)}
.
En général, ce groupe n’est pas invariant par transposition. L’application
σD : SpD2g(R) −→ Sp2g(R)
γ 7−→
(
Ig 0
0 D−1
)
γ
(
Ig 0
0 D
)
est un isomorphisme de groupe. L’action de Sp2g(R) sur Hg induit une action de
SpD2g(R) sur Hg via σD :
γ · Ω := (A′Ω +B′D)(D−1C ′Ω +D−1D′D)−1
pour tous γ =
(
A′ B′
C′ D′
)
∈ SpD2g(R) et Ω ∈ Hg. Notons aussi que l’on a ΓD =
σD(SpD2g(Z)). On en déduit que
A˜g,D := Hg/ SpD2g(Z)
est un espace analytique complexe isomorphe à Ag,D. D’où
Corollaire 2.5.7. L’espace A˜g,D est un espace de modules pour les classes d’iso-
morphismes des variétés abéliennes polarisées de type D.
Démonstration. Voir [4, Corollaire 8.2.7].
Dans la suite, c’est cette dernière description qui nous privilégierons.
2.5.2 Variétés abéliennes ayant multiplication réelle
Nous reprenons ici des résultats de [4, Sections 9.1 et 9.2]. Soit K un corps de
nombres totalement réel de degré e sur Q.
Définition 2.5.8. On dit qu’une variété abélienne X a multiplication réelle par
K lorsqu’il existe un plongement K ↪→ EndQ(X).
Pour une telle variété abélienne, la proposition 2.4.9 nous dit que g = em pour
un certain entier m ≥ 1.
Soit a ∈ K. Notons a(i) la valeur de a par le i-ème plongement de K dans R.
On pose
ρ : K −→ Mg(C)
a 7−→ diag(a(1)Im, . . . , a(e)Im).
Soit z = (z1, . . . , ze) ∈ Hem. On définit l’application
Jz : (K ⊗Q R)2m ' R2g −→ Cg
a 7−→ diag((z1, Im), . . . , (ze, Im))a
où a = t(a(1), . . . , a(e)) ∈ R2g avec a(i) = t(a(i)1 , . . . , a(i)2m) ∈ R2m. Ainsi, Jz(a) est
le vecteur colonne
Jz(a) =
(
zi
t(a(i)1 , . . . , a(i)m ) + t(a
(i)
m+1, . . . , a
(i)
2m)
)
i=1,...,e
.
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Cette application est un isomorphisme de R-espaces vectoriels. Du coup, pour tout
sous-Z-module libreM de K2m de rang 2g tel que la trace TrK/Q
(
ta
(
0 Im
−Im 0
)
b
)
est dans Z pour tous a, b ∈ M ⊆ (K ⊗Q R)2m, on a que Jz(M) est un réseau de
Cg et le quotient Xz := Cg/Jz(M) est un tore complexe. Posons alors
Hz(x, y) = tx diag(=(z1), . . . ,=(ze))−1y.
C’est une forme de Riemann définie positive sur Cg. Enfin, on a que ρ(K) ⊆
EndQ(Xz) et on pose alors ιz = ρ.
Définition 2.5.9. Fixons une représentation ρ : K → Mg(C). Une variété abé-
lienne polarisée avec (K, ′, ρ) comme structure d’endomorphismes est un triplet
(X,H, ι) tel que X = Cg/Λ est une variété abélienne, H une forme de Riemann
définie positive qui est donc une polarisation sur X, et tel que l’on a un plongement
ι : K ↪→ EndQ(X) ⊆ Mg(C) (ici, on considère EndQ(X) comme un sous-espace
de Mg(C) via la représentation analytique) qui vérifie :
— ι et ρ sont des représentations équivalentes ;
— l’involution de Rosati sur EndQ(X) relativement à H prolonge l’involution
′ sur K via ι.
Proposition 2.5.10. Pour tout z ∈ Hem, le triplet (Xz, Hz, ιz) est une variété
abélienne polarisée avec (K, idK , ρ) comme structure d’endomorphismes.
Démonstration. Voir [4, Proposition 9.2.1].
Regardons maintenant quand est-ce que deux triplets sont isomorphes au sens
suivant :
Définition 2.5.11. Soient (X1, H1, ι1) et (X2, H2, ι2) deux triplets avec la même
structure d’endomorphismes (K, ′, ρ). Un isomorphisme de variétés abéliennes
avec une structure d’endomorphismes f : (X1, H1, ι1) → (X2, H2, ι2) est un iso-
morphisme de variétés abéliennes polarisées f : (X1, H1) → (X2, H2) tel que le
diagramme suivant commute :
X1
f //
ι1(a)

X2
ι2(a)

X1
f
// X2
pour tout a ∈ K.
L’action de Sp2m(R) sur Hm induit une action du groupe G :=
∏e
i=1 Sp2m(R)
sur Hem. Cette action est, pour tous z = (z1, . . . , ze) ∈ Hem et γ = (γ1, . . . , γe) ∈ G,
γ · z := (γ1 · z1, . . . , γe · ze),
avec γi · zi = (Aizi + Bi)(Cizi + Di)−1, où γi =
(
Ai Bi
Ci Di
)
et les Ai, Bi, Ci, Di
sont des matrices m × m. Pour chaque sous-module M sur Z de K2m comme
précédemment, on pose
G(M) = {γ ∈ G : diag( tγ1, . . . , tγe)M⊆M}.
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Proposition 2.5.12. Soient z et t deux points de Hem. Les variétés abéliennes
polarisées (Xz, Hz, ιz) et (Xt, Ht, ιt) avec (K, ′, ρ) comme structure d’endomor-
phismes sont isomorphes si et seulement s’il existe un γ ∈ G(M) tel que t = γ · z.
Démonstration. Voir [4, Proposition 9.2.2].
Ce groupe G(M) est discret dans G. Il agit proprement et discontinûment sur
Hem ([4, Proposition 8.2.5]). Donc comme dans la section précédente, on en déduit
que le quotient A(M) := Hem/G(M) est un espace analytique complexe normal
de dimension dimA(M) = dimHem = e2m(m+ 1).
Proposition 2.5.13. A(M) est un espace de modules appelé espace de mo-
dules pour les variétés abéliennes polarisées avec pour structure d’endomorphismes
(K, ′, ρ) associé au K-moduleM.
Démonstration. Voir [4, Page 249].
Notons que le choix deM fixe le type de polarisation et donc si on changeM,
on change ce type. On obtient ainsi une multitude indéfinie d’espaces de modules
associés à une même structure d’endomorphismes et chaque type de polarisation
apparaît au moins une fois. Inversement, on a :
Proposition 2.5.14. Toute variété abélienne polarisée (X,H, ι) de dimension g
avec (K, idK , ρ) comme structure d’endomorphismes est contenue dans un espace
de modules de la forme A(M).
Démonstration. Voir [4, Proposition 9.2.3].
Le cas qui nous intéresse le plus est lorsque l’on a que e = g et m = 1. On
prendM un idéal fractionnaire de K, qui est ici un corps de nombres totalement
réel de degré g. On vérifie aisément que pour z ∈ Hg1, Xz = Cg/(Mz +M) où
Mz +M = { t(λ(1)z1 + µ(1), . . . , λ(g)zg + µ(g)) ∈ Cg : λ, µ ∈ M}. L’espace de
modules A(M) est appelé variété modulaire de Hilbert. Nous étudierons dans la
section 5.1 les surfaces modulaires de Hilbert.
2.6 Fonctions thêta classiques
2.6.1 Plongements
Soit (XΩ = Cg/ΛΩ, H = HΩ) la variété abélienne principalement polarisée
correspondant à Ω ∈ Hg. On a que ΛΩ = Λ1 ⊕ Λ2 avec Λ1 = ΩZg et Λ2 = Zg.
Ceci induit la décomposition suivante Cg = V1 ⊕ V2 de Cg en deux espaces réels
V1 = ΩRg et V2 = Rg. La forme hermitienne H est symétrique sur V2 car E l’est.
Notons maintenant B l’extension C-bilinéaire de la forme symétrique H|V2 × V2.
Cette extension B est également symétrique.
On a vu que =(Ω)−1 est la matrice de la forme de Riemann H et donc on a
B(x, y) = tx(=(Ω))−1y. On en déduit que
(H −B)(x, y) = tx=(Ω)−1(y − y) = tx=(Ω)−1(Ω− Ω)y1 = −2ı txy1,
où y = Ωy1 + y2 (voir aussi [4, Page 223]).
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À partir de cette forme bilinéaire B, on définit ce que l’on appelle le facteur
d’automorphie classique
aΩ : (λ, z) ∈ (ΛΩ,Cg) 7−→ χ(λ) exp (pi(H −B)(z, λ) + pi2 (H −B)(λ, λ)) ∈ C
∗.
Les fonctions thêta associées au facteur d’automorphie classique sont appelées
fonctions thêta classiques. Une fonction thêta f avec un tel facteur d’automorphie
doit vérifier f(z + λ) = aΩ(λ, z)f(z) pour λ ∈ ΛΩ, ce qui donne pour m ∈ Zg :
f(z +m) = f(z),
f(z + Ωm) = exp (−2ıpi tzm− ıpi tmΩm)f(z). (2.4)
Soit la fonction sur Cg ×Hg suivante, appelée fonction thêta classique
θ(z,Ω) :=
∑
n∈Zg
exp (ıpi tnΩn+ 2ıpi tnz). (2.5)
C’est une fonction holomorphe sur Cg×Hg ([68, Proposition II.1.1]) et elle vérifie
l’équation (2.4). On peut également montrer que toute fonction f vérifiant cette
même équation est de la forme f(z) = cst · θ(z,Ω) ([68, Pages 121-122]).
Définition 2.6.1. Soit Ω ∈ Hg. Une fonction entière f sur Cg est ΛΩ-quasi-
périodique de poids ` si
f(z +m) = f(z),
f(z + Ωm) = exp (−2ıpi` tzm− ıpi` tmΩm)f(z),
pour tout m ∈ Zg. Notons RΩ` l’espace vectoriel de telles fonctions.
Pour a, b ∈ Qg, on appelle fonction thêta classique de caractéristique (a, b) la
fonction :
θ [ ab ] (z,Ω) =
∑
n∈Zg exp (ıpi t(n+ a)Ω(n+ a) + 2ıpi t(n+ a)(z + b))
= exp (ıpi taΩa+ 2ıpi ta(z + b))θ(z + Ωa+ b,Ω). (2.6)
Remarquons que l’on a θ [ 00 ] = θ. La quasi-périodicité de θ [
a
b ] est donnée par
θ [ ab ] (z +m,Ω) = exp (2ıpi tam)θ [ ab ] (z,Ω);
θ [ ab ] (z + Ωm,Ω) = exp (−2ıpi tbm) exp (−ıpi tmΩm− 2ıpi tmz)
θ [ ab ] (z,Ω).
(2.7)
En outre, pour n,m ∈ Zg, on a
θ
[
a+n
b+m
]
(z,Ω) = exp (2ıpi tam)θ [ ab ] (z,Ω) (2.8)
et
θ [ ab ] (−z,Ω) = θ
[−a
−b
]
(z,Ω). (2.9)
Proposition 2.6.2. Soit Ω ∈ Hg. On a comme bases de RΩ` les ensembles :
1. fa(z) = θ
[
a/`
0
]
(`z, `Ω), pour 0 ≤ a < ` ;
2. gb(z) = θ
[
0
b/`
]
(`z, Ω` ), pour 0 ≤ b < ` ;
3. Si ` = k2, une troisième base est donnée par ha,b(z) = θ
[
a/k
b/k
]
(`z,Ω), pour
0 ≤ a, b < k.
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Ces bases sont reliées par
gb =
∑
a
exp (2ıpi`−1 tab)fa et ha,b =
∑
c≡a mod k
exp (2ıpik−1 tcb)fc.
Démonstration. Voir [68, Proposition II.1.3].
D’autres bases sont explicitées dans [13, Proposition 3.1.6.]. Les changements
de base sont fournis dans les pages qui suivent cette proposition.
Ainsi que nous l’avons vu dans la section 2.2, les fonctions thêta permettent
d’obtenir un plongement de la variété abélienne vers un espace projectif. Soit
Λ ⊆ Z2g d’indice s. Considérons la forme réelle antisymétrique sur R2g × R2g
définie par A(x, y) = tx1y2 − ty1x2 où x = (x1, x2) et y = (y1, y2). Le réseau
perpendiculaire à Λ est
Λ⊥ := {x ∈ Q2g : exp (2ıpiA(x, a)) = 1,∀a ∈ Λ}.
Soient ai, bi ∈ Λ⊥ pour 1 ≤ i ≤ s un ensemble de représentants du quotient
Λ⊥/Z2g. Notons eΩ l’identification de Rg × Rg avec Cg par (x, y) 7→ Ωx + y.
L’ensemble des points de base BΩ(Λ) du tore complexe Cg/eΩ(Λ) est l’ensemble
des points de ce tore qui annulent toutes les fonctions thêta θ
[ ai
bi
]
(z,Ω) :
BΩ(Λ) := {z ∈ Cg : θ
[ ai
bi
]
(z,Ω) = 0, 1 ≤ i ≤ s}/eΩ(Λ).
L’application holomorphe suivante est alors bien définie
φΛ : (Cg/eΩ(Λ))−BΩ(Λ) −→ Ps−1
z 7−→ (θ [ a1b1 ] (z,Ω), . . . , θ [ asbs ] (z,Ω)).
Théorème 2.6.3 (Lefschetz). Soit Λ ⊆ Z2g un réseau d’indice s et supposons
que Λ ⊆ rΛ⊥ pour un certain r ∈ N. Alors :
1. Si r ≥ 2, BΩ(Λ) = ∅ ;
2. Si r ≥ 3, φΛ est un plongement et son image est une sous-variété algébrique
de Ps−1 ;
3. Un tore complexe Cg/Λ peut être plongé dans un espace projectif si et
seulement si A(Λ) ⊆ ΩQg + Qg pour une certaine matrice A complexe
g × g et un certain Ω ∈ Hg.
Démonstration. Voir [68, Théorème II.1.3 et Corollaire page 134].
2.6.2 Équation fonctionnelle des fonctions thêta
Soient Ω1 et Ω2 dans Hg. Nous avons vu que les tores Cg/(Zg + ΩiZg) pour
i = 1, 2 sont isomorphes si et seulement s’il existe une matrice γ ∈ Sp2g(Z) telle
que γ · Ω1 = Ω2. L’isomorphisme entre les tores est donné par :
Cg/(Ω1Zg + Zg) −→ Cg/(Ω2Zg + Zg)
z 7−→ t(CΩ1 +D)−1z.
D’après [68, Proposition II.5.5], le groupe Sp2g(Z) agit sur Cg par
γ · z = t(CΩ1 +D)−1z,
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pour γ =
(
A B
C D
)
. Cette même proposition affirme que ce groupe agit également sur
la caractéristique des fonctions thêta. Les trois actions de Sp2g(Z) se retrouvent
dans l’équation fonctionnelle sur les fonctions thêta qui suit.
Commençons par noter, pour une matrice M donnée, M0 le vecteur colonne
composé des éléments diagonaux de M .
Proposition 2.6.4 (Équation fonctionnelle). Soient γ =
(
A B
C D
) ∈ Γg, e′ =
1
2( tAC)0 et e′′ =
1
2( tDB)0. Alors pour tous vecteurs a, b dans Qg, z dans Cg
et Ω dans Hg, on a
θ [ ab ] (γz, γΩ) = ζγ
√
det(CΩ +D) exp
(
ıpi tz(CΩ +D)−1Cz
)
· θ
[
tγ ( ab ) +
(
e′
e′′
)]
(z,Ω) exp(−2ıpi t( tAa+ tCb+ e′)e′′)
· exp(−ıpi taA tBa) exp(−ıpi tbC tDb) exp(−2ıpi taB tCb),
où ζγ est une racine huitième de l’unité qui ne dépend que de γ.
Démonstration. Voir [48, Chapitre 5 Théorème 2] ou [13, Proposition 3.1.24].
Remarque 2.6.5. La racine huitième de l’unité et la racine carré ne dépendent
pas de la caractéristique. Comme dans la suite nous nous intéresserons qu’à des
quotients de fonctions thêta, nous n’aurons pas besoin de connaître cette racine
de l’unité ni la détermination de la racine carré.
Similairement au cas de la dimension 1, nous notons Γg le groupe Sp2g(Z).
Définissons les groupes suivants qui sont les groupes que nous manipulerons le
plus :
Γg(N) :=
{(
A B
C D
) ∈ Γg : A ≡ D ≡ Ig mod N, B ≡ C ≡ 0 mod N} ,
Γg(N, 2N) :=
{(
A B
C D
) ∈ Γg(N) : ( tAC)0 ≡ ( tDB)0 ≡ 0 mod 2N} ,
Γg,0(N) :=
{(
A B
C D
) ∈ Γg : C ≡ 0 mod N} ,
et Γ0g(N) :=
{(
A B
C D
) ∈ Γg : B ≡ 0 mod N} .
Pour ces deux derniers groupes, nous enlèverons l’indice g lorsque la dimension
ambiante sera implicite.
Proposition 2.6.6. Le groupe Γg est engendré par la matrice J =
( 0 Ig
−Ig 0
)
et
les g(g+1)2 matrices de la forme
Mi,j =
(
Ig mi,j
0 Ig
)
,
où mi,j désigne la matrice de taille g × g dont toutes les entrées sont nulles sauf
les entrées (i, j) et (j, i) qui valent 1.
Démonstration. Voir [50, Pages 41-42].
Les générateurs de quelques sous-groupes de Γg sont donnés dans l’annexe 5 de
[68, Chapitre II]. Terminons avec les définitions de formes et fonctions modulaires
de Siegel.
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Définition 2.6.7. Soit g ≥ 2 et soit Γ ⊆ Γg un sous-groupe d’indice fini. Une
forme modulaire de poids k pour le groupe Γ est une fonction holomorphe f définie
sur Hg telle que f(γ · Ω) = det (CΩ +D)kf(Ω) pour tous γ =
(
A B
C D
) ∈ Γ et
Ω ∈ Hg.
Pour g = 1, on a vu qu’il faut une condition supplémentaire. Le principe de
Koecher [50, Section 4] nous dit que cette condition est immédiatement vérifiée
lorsque g ≥ 2. Par exemple, on a
Proposition 2.6.8. Soit N pair. Alors pour tous a1, a2, b1, b2 ∈ 1NZg, la fonction
θ [ a1a2 ] (0,Ω) · θ
[
b1
b2
]
(0,Ω)
est modulaire de poids 1 pour le groupe Γg(N2, 2N2).
Démonstration. Voir [68, Corollaire II.5.11].
Définition 2.6.9. Soit Γ un sous-groupe d’indice fini de Γg. Une fonction f :
Hg → C est une fonction modulaire de Siegel lorsqu’il existe deux formes mo-
dulaires de Siegel f1 et f2 de même poids et pour le même groupe Γ telles que
f = f1f2 .
On peut prendre des quotients de fonctions comme dans la proposition précé-
dente pour former des fonctions modulaires.
2.6.3 Thêta constantes en caractéristique 12 et en dimension g
On va étudier maintenant les fonctions thêta au point z = 0 en regardant ces
fonctions comme des fonctions en Ω. Dans ce cas là, on parle de thêta constantes.
De plus, on se place en caractéristique 12 car c’est la caractéristique la plus mal-
léable. Soient donc a, b ∈ {0, 1}g, posons θa,b(Ω) := θ
[
a/2
b/2
]
(0,Ω).
Les équations (2.8) et (2.9) nous disent pour a, b ∈ {0, 1}g que
θ
[
a/2
b/2
]
(0,Ω) = θ
[−a/2
−b/2
]
(0,Ω) = exp (2ıpi(− ta/2)b)θ
[
a/2
b/2
]
(0,Ω)
et donc
θa,b(Ω) = exp (ıpi tab)θa,b(Ω).
Ceci conduit à la définition suivante.
Définition 2.6.10. Soient a, b ∈ {0, 1}g. On dit que la thêta constante θa,b est
paire lorsque tab ≡ 0 mod 2. Si ce n’est pas le cas, on dit que la thêta constante
est impaire.
Lorsque la thêta constante est impaire, on a θa,b(Ω) = −θa,b(Ω) est donc
cette thêta constante est identiquement nulle. On ne s’intéresse donc qu’aux thêta
constantes paires. Une récurrence montre que sur les 4g thêta constantes, il y en
a 2g−1(2g + 1) qui sont paires et donc 2g−1(2g − 1) qui sont impaires.
L’équation fonctionnelle sur les carrés des thêta constantes et la définition du
groupe symplectique nous donnent le résultat suivant, que nous réutiliserons.
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Corollaire 2.6.11. Pour tous γ =
(
A B
C D
) ∈ Γg(2, 4), a, b ∈ {0, 1}g et Ω ∈ Hg :
θ2a,b(γ · Ω) = ζ2γ det (CΩ +D)θ2a,b(Ω).
Ainsi, les quotients des carrés de fonctions thêta paires (en caractéristique 12) sont
des fonctions modulaires pour le groupe Γg(2, 4).
Proposition 2.6.12 (Formules de duplication). Pour tous a, b ∈ {0, 1}g et Ω ∈
Hg, on a
θa,b(2Ω) =
1
2g
∑
b1+b2≡b mod 2
(−1) tab1θ0,b1(Ω)θ0,b2(Ω);
θa,b
(Ω
2
)
= 12g
∑
a1+a2≡a mod 2
(−1) ta1bθa1,0(Ω)θa2,0(Ω).
Démonstration. Voir [19, Propositions 5.5 et 5.6].
On note par λ(Ω) la plus petite valeur propre de la matrice =(Ω).
Lemme 2.6.13. Pour tous a, b ∈ {0, 1}g, si (Ωn)n∈N est une suite d’éléments de
Hg telle que limn→∞ λ(Ωn) = +∞, alors
lim
n→∞ θa,b(Ωn) =
{
1 si a = 0;
0 si a 6= 0.
Démonstration. Nous reprenons la preuve de [19, Lemme 5.2]. Soient b ∈ {0, 1}g
et (Ωn)n∈N. Notons qn = exp (−piλ(Ωn)). Alors la définition des thêta constantes
montre que pour tout n ≥ 0,
|θ0,b(Ωn)− 1| ≤
∑
(m1,...,mg)∈Zg\{0}
q
m21+...+m2g
n ≤ 2g(
∑
m∈Z\{0}
qm
2
n )(
∑
m∈Z
qm
2
n )2
g−1.
On utilise la majoration ∑
m≥1
qm
2
n ≤
∑
m≥1
qmn ≤
qn
1− qn ,
pour obtenir
|θ0,b(Ωn)− 1| ≤ 2g
(
1 + 2qn1− qn
)2g−1 2qn
1− qn .
Si λ(Ωn) tend vers l’infini, alors bien sûr qn tend vers 0 et l’inégalité ci-dessus
permet de montrer le résultat puisque le côté droit tend vers zéro.
Si maintenant a 6= 0 et que (Ωn)n∈N est une suite de Hg telle que λ(Ωn) tend
vers l’infini, alors ce qui précède montre que pour tout b ∈ {0, 1}g,
lim
n→+∞ θ0,b
(Ωn
2
)
= 1,
et en exprimant les θ2a,b(Ωn) en fonction des θ20,b(Ωn2 ) à l’aide de la formule de
duplication, on voit facilement que si a 6= 0,
lim
n→+∞ θ
2
a,b(Ωn) = 0,
ce qui conclut la démonstration.
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2.7 Jacobiennes de courbes
Nous avons vu dans le premier chapitre que les tores complexes de dimension
1 sont des courbes elliptiques. Nous allons voir maintenant le lien entre les courbes
de genre g et les tores de dimension g.
Soit C une courbe projective lisse de genre g sur C de racines e1, . . . , e2g+2.
C’est une surface de Riemann compacte de genre g. Le groupe d’homologieH1(C,Z)
est un groupe abélien libre de rang 2g. Notons A1, . . . , Ag, B1, . . . Bg une base et
dans le cas des courbes hyperelliptiques, nous la prenons comme dans la figure 2.1.
C’est une base canonique au sens où si on note I(σ, τ) le produit d’intersection
de deux cycles σ et τ , alors
I(Ai, Aj) = 0, I(Bi, Bj) = 0 et I(Ai, Bj) = δi,j .
Cependant, cette base n’est pas unique. En effet, le vecteur γ t(A1, . . . , Ag, B1, . . . , Bg)
fournit une autre base canonique lorsque γ ∈ Sp2g(Z).
e1 e2
A1
B1
e3 e4
A2
B2
e2g−1 e2g
Ag Bg
e2g+1 e2g+2
. . .
Figure 2.1 – Base canonique du groupe d’homologie d’une courbe hyperelliptique
Théorème 2.7.1 (Relations bilinéaires de Riemann). Soit C une surface de Rie-
mann compacte de genre g :
1. Pour toutes 1-formes holomorphes ω, η :
g∑
k=1
∫
Ak
ω
∫
Bk
η −
g∑
k=1
∫
Bk
ω
∫
Ak
η = 0;
2. Pour toute 1-forme holomorphe ω :
=
( g∑
k=1
∫
Ak
ω
∫
Bk
ω
)
> 0.
Démonstration. Voir [68, Théorème II.2.1].
Notons par Γ(C,Ω1) l’espace vectoriel de dimension g des 1-formes sur la
courbe C. D’après [69, Proposition 5.2], cet espace consiste, dans le cas hyperel-
liptique, en les 1-formes ω = P (x)dxy pour P un polynôme de degré ≤ g − 1.
Corollaire 2.7.2. On peut trouver une base normalisée ω1, . . . , ωg de Γ(C,Ω1)
telle que ∫
Ai
ωj = δi,j .
Soit Ωi,j =
∫
Bi
ωj. Alors Ωi,j = Ωj,i et l’image de (Ωi,j)1≤i,j≤g est définie positive.
On obtient ainsi une matrice de la forme (Ig,Ω) ∈Mg×2g(C) avec Ω ∈ Hg.
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Démonstration. Voir [68, Corollaire II.2.2]. Le couplage entre les ω ∈ Γ(C,Ω1)
et les Ai est non dégénéré à cause du deuxième point des relations bilinéaires
de Riemann. En appliquant le premier point à ω = ωj et η = ωi, on obtient∫
Bj
ωi −
∫
Bi
ωj = 0 et donc Ωi,j = Ωj,i. Soient α1, . . . , αg des réels. On pose
ω = ∑gi=1 αiωi. Le point deux nous donne
0 < =
( g∑
k=1
∫
Ak
ω
∫
Bk
ω
)
= =
( g∑
k=1
αk
( g∑
i=1
αiΩk,i
))
et donc =(Ω) > 0.
Une intégrale de la forme
∫
σ ω pour σ ∈ H1(C,Z) et ω ∈ Γ(C,Ω1) est appelée
une période de C. C’est pourquoi les matrices Ω comme dans le corollaire précédent
ainsi que toute matrice de Hg sont appelées matrice des périodes.
Soit ω1, . . . , ωg la base normalisée de Γ(C,Ω1). Considérons maintenant l’ap-
plication
per : H1(C,Z) −→ Cg
σ 7−→ (∫σ ω1, . . . , ∫σ ωg).
Corollaire 2.7.3. L’application per est injective et son image est le réseau Zg +
ΩZg engendré par les vecteurs entiers et les colonnes de Ω.
Démonstration. Voir [68, Corollaire II.2.3].
On peut ainsi définir un tore complexe à partir d’une surface de Riemann
compacte. Ce tore est appelé la Jacobienne de C :
Jac(C) := Cg/(Zg + ΩZg).
Ce tore est une variété abélienne principalement polarisée. Notons H sa polarisa-
tion principale. Elle est appelée polarisation canonique de Jac(C). Tout diviseur
Θ tel que le diviseur associé dans le groupe de Picard définit la polarisation cano-
nique est dit diviseur thêta de la Jacobienne. On note (Jac(C),Θ) la Jacobienne
canoniquement polarisée.
Nous avons vu que le théorème d’Appell-Humbert nous permet de construire
un isomorphisme entre Ĵac(C) et Pic0(Jac(C)). De plus, la polarisation étant
principale, il y a un isomorphisme entre Jac(C) et Ĵac(C). On sait donc que
Pic0(Jac(C)) est isomorphe à Jac(C).
Le théorème de Stokes dit qu’on peut associer canoniquement à tout élément
σ de H1(C,Z) la forme linéaire sur l’espace vectoriel Γ(C,Ω1), que l’on note éga-
lement σ, suivante :
σ : ω ∈ Γ(C,Ω1) 7−→
∫
σ
ω ∈ C.
La Jacobienne de C est canoniquement isomorphe à Hom(Γ(C,Ω1),C)/H1(C,Z)
(et où les éléments de groupe d’homologie sont vus comme des formes linéaires).
Notons Pic0W (C) le groupe obtenu en quotientant Div0W (C), le groupe des divi-
seurs de Weil de degré 0, par le sous-groupe des diviseurs principaux. Chaque
diviseur D ∈ Div0W (C) est une somme formelle finie D =
∑n
k=1(pk) − (qk) pour
certains points pk, qk ∈ C. La classe de la forme linéaire ω 7→
∑n
k=1
∫ pk
qk
ω dans
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Hom(Γ(C,Ω1),C)/H1(C,Z) dépend certes du diviseur D, mais pas de sa repré-
sentation comme somme de différences formelles de points. Ainsi, l’application
suivante, dite d’Abel-Jacobi est bien définie :
Div0W (C) −→ Jac(C)
D 7−→ {ω 7→∑nk=1 ∫ pkqk ω}.
C’est un homomorphisme de groupes.
Les diviseurs de Weil et de Cartier sont équivalents, dans le sens où DivW (X) =
Div(X), pour toute variété lisse X ([38, II.6.11]).
Théorème 2.7.4 (Abel-Jacobi). L’application d’Abel-Jacobi induit un isomor-
phisme canonique entre Pic0W (C) et Jac(C).
Démonstration. Voir [4, Théorème 11.1.3].
Ceci montre que Pic0(C) a une structure de variété abélienne principalement
polarisée.
Théorème 2.7.5 (Torelli). Soient C et C ′ deux surfaces de Riemann compactes
de genre g. Si leurs Jacobiennes (J(C),Θ) et (J(C ′),Θ′) sont isomorphes en tant
que variétés abéliennes principalement polarisées, alors C et C ′ sont isomorphes.
Démonstration. Voir [4, Théorème 11.1.7].
On vient de voir qu’à chaque courbe projective lisse on peut associer une
variété abélienne. Réciproquement, on a le résultat suivant.
Théorème 2.7.6. Toute variété abélienne complexe, simple et principalement
polarisée de dimension g ≤ 3 est :
1. Pour g = 1 une courbe elliptique ;
2. Pour g = 2 la Jacobienne d’une courbe lisse hyperelliptique de genre 2 ;
3. Pour g = 3 la Jacobienne d’une courbe lisse de genre 3 ;
Démonstration. Le cas de genre 1 a été vu dans le premier chapitre. Pour les deux
autres, voir [4, Corollaire 11.8.2].
Deuxième partie
Aspect algorithmique des
variétés abéliennes
principalement polarisées de
dimension 2
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Chapitre 3
Différentes représentations
Dans ce chapitre, nous allons nous concentrer sur les variétés abéliennes qui
sont principalement polarisées et de dimension 2. Ceci ne nous empêchera pas de
donner des résultats qui seront vrais en toute dimension. Le chapitre précédent
nous a permis de voir que ces surfaces peuvent être représentées via des courbes
hyperelliptiques de genre 2 ou des matrices des périodes dans H2. Une autre
façon consiste à considérer des invariants appelés invariants d’Igusa qui sont la
généralisation du j-invariant que l’on a vu dans le premier chapitre. Par contre, ces
invariants d’Igusa sont au nombre de trois. Nous donnerons d’autres invariants que
nous notons ci et bi définis à partir de quotients des carrés des thêta constantes.
Notre objectif ici est de donner différents algorithmes permettant de passer
d’une représentation à l’autre. Nous allons commencer par décrire un domaine
fondamental dansH2, ce qui permet d’avoir un représentant d’une classe d’isomor-
phisme de variétés abéliennes principalement polarisée, et donner un algorithme
de réduction dans ce domaine (algorithme 3.1.2). L’algorithme de Mestre sert à
déduire, à partir des invariants d’Igusa, l’équation d’une courbe hyperelliptique
de genre 2 correspondant à la même variété. Les algorithmes 3.4.1 et 3.6.1 per-
mettent alors de passer de cette courbe aux invariants ci et de ces invariants à
une matrice des périodes de H2. Nous verrons le rôle fondamental que jouent les
suites de Borchardt, qui sont une généralisation de l’AGM, dans ces algorithmes et
comment elles peuvent être utilisées pour évaluer rapidement les thêta constantes,
en généralisant l’algorithme correspondant que l’on a vu dans le premier chapitre
en dimension 1.
3.1 Domaine fondamental
Nous commençons par quelques rappels pour bien fixer le cadre dans lequel
nous sommes. Soit la matrice
J =
(
0 Ig
−Ig 0
)
.
Nous avons vu que le groupe symplectique Sp2g(Z) est défini par
Sp2g(Z) := {γ ∈M2g×2g(Z) : γJ tγ = J}
et que de façon équivalente, γ =
(
A B
C D
) ∈ Sp2g(Z) si et seulement si
tAC = tCA, tBD = tDB, tDA− tBC = Ig,
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si et seulement si
A tB = B tA, D tC = C tD, A tD −B tC = Ig.
Ce groupe définit une action de groupe γ ·Ω = (AΩ +B)(CΩ +D)−1 sur Hg. Re-
marquons que −Ig agit trivialement et ainsi, plusieurs auteurs préfèrent considérer
le groupe symplectique projectif Sp2g(Z)/〈±Ig〉. Rappelons que nous posons
Γg := Sp2g(Z).
La proposition 2.6.6 dit que le groupe symplectique est finiment engendré. Dans
le cas de la dimension 2, les générateurs de Γ2 sont les quatre matrices
J, M1 =
I2 1 00 0
0 I2
 , M2 =
I2 0 11 0
0 I2
 , M3 =
I2 0 00 1
0 I2
 . (3.1)
Comme avec les courbes elliptiques (proposition 1.3.5), il existe un domaine
fondamental pour l’action de Γg/〈±I2g〉 sur Hg.
Définition 3.1.1 (Domaine fondamental). Définissons l’ensemble Fg comme étant
l’ensemble des Ω = (Ωi,j) ∈ Hg vérifiant les trois conditions suivantes :
1. |<(Ωi,j)| ≤ 12 pour tous i, j ∈ {1, . . . , g} ;
2. La matrice =(Ω) est réduite au sens de Minkowski ;
3. Pour tout
(
A B
C D
) ∈ Γg, | det (CΩ +D)| ≥ 1.
Cet ensemble est un fermé dans l’espace des matrices complexes symétriques
([50, Page 31]). Nous ne détaillerons pas la réduction de Minkowski. Nous donne-
rons seulement sa définition et renvoyons le lecteur à [50].
Une matrice réelle symétrique A = (ai,j)1≤i,j≤g est réduite au sens de Min-
kowski lorsque pour tout j ∈ {1, . . . , g} et pour tout vecteur n = (n1, . . . , ng) ∈
Zg vérifiant pgcd(n1, . . . , ng) = 1, on a tnAn ≥ aj,j et lorsque pour tout j ∈
{1, . . . , g−1}, on a aj,j+1 ≥ 0. Par [50, Proposition 1 page 13], ceci implique pour
une matrice réelle
(
a b
b c
)
que c ≥ a ≥ 2b ≥ 0.
Notons que pour g = 1, on retrouve l’ensemble F1 défini dans le premier
chapitre.
Proposition 3.1.2. L’ensemble Fg est un domaine fondamental pour l’action de
Γg/〈±I2g〉 sur Hg. Ceci implique que pour tout Ω ∈ Hg, il existe γ ∈ Γg/〈±I2g〉
tel que γ ·Ω ∈ Fg et cet élément γ est unique si γ ·Ω est un point intérieur de Fg.
Démonstration. Voir [50, Théorème 2 page 34] ou [19, Proposition 5.3].
Notons que la troisième condition de la définition du domaine fondamental
doit être vérifiée pour toutes les matrices de Γg. Cependant, il est montré pour
tout g qu’il suffit que cette condition soit vérifié pour un certain ensemble fini
([50, Page 30]), qui n’est connu que pour g = 1 et g = 2. Pour g = 1, on a vu que
l’ensemble {S} fonctionne. Pour g = 2, cet ensemble est constitué des 19 matrices
suivantes (voir [33]) :
3.1. DOMAINE FONDAMENTAL 91
N1 =
(
0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0
)
, N2 =
(
0 0 −1 0
0 0 0 −1
1 0 1 0
0 1 0 0
)
, N3 =
(
0 0 −1 0
0 0 0 −1
1 0 −1 0
0 1 0 0
)
,
N4 =
(
0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 1
)
, N5 =
(
0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 −1
)
, N6 =
(
0 0 −1 0
0 0 0 −1
1 0 1 0
0 1 0 1
)
,
N7 =
( 0 0 −1 0
0 0 0 −1
1 0 −1 0
0 1 0 −1
)
, N8 =
(
0 0 −1 0
0 0 0 −1
1 0 −1 0
0 1 0 1
)
, N9 =
(
0 0 −1 0
0 0 0 −1
1 0 1 0
0 1 0 −1
)
,
N10 =
(
0 0 −1 0
0 0 0 −1
1 0 0 1
0 1 1 0
)
, N11 =
( 0 0 −1 0
0 0 0 −1
1 0 0 −1
0 1 −1 0
)
, N12 =
(
0 0 −1 0
0 0 0 −1
1 0 1 1
0 1 1 0
)
,
N13 =
( 0 0 −1 0
0 0 0 −1
1 0 −1 −1
0 1 −1 0
)
, N14 =
(
0 0 −1 0
0 0 0 −1
1 0 0 1
0 1 1 1
)
, N15 =
( 0 0 −1 0
0 0 0 −1
1 0 0 −1
0 1 −1 −1
)
,
N16 =
(
1 0 −1 0
0 1 0 −1
1 0 0 0
0 0 0 1
)
, N17 =
(
1 0 −1 0
0 1 0 −1
0 0 1 0
0 1 0 0
)
, N18 =
(
1 0 0 0
0 1 0 0
1 −1 1 0
−1 1 0 1
)
,
N19 =
(−1 0 0 0
0 −1 0 0
1 −1 −1 0
−1 1 0 −1
)
.
On en déduit l’algorithme 3.1.1 qui permet de réduire au sens de Minkowski une
matrice symétrique réelle pour g = 2 et l’algorithme 3.1.2 qui permet de réduire
une matrice de H2 dans F2 (ce sont les algorithmes 9 et 10 de [19]).
La validité de l’algorithme de réduction dans le domaine fondamental découle
de [50, Lemme 1 page 29].
Lemme 3.1.3. Pour tout Ω ∈ Fg, si l’on note Ω1 le premier élément diagonal de
Ω, alors
=(Ω1) ≥
√
3
2 .
Démonstration. Voir [19, Lemme 5.2]. Soit la matrice
(
A B
C D
) ∈ Γg avec
A =
(
0 0
0 Ig−1
)
, B =
(
1 0
0 0
)
, C =
(
−1 0
0 0
)
, D =
(
0 0
0 Ig−1
)
.
On a alors | det (CΩ +D)| = |Ω1|. Par définition de Fg, on a d’une part que
|Ω1| ≥ 1 et d’autre part que |<(Ω1)| ≤ 12 . On en déduit la proposition.
Proposition 3.1.4. Soit Ω ∈ F2. Alors la plus petite valeur propre de =(Ω)
vérifie
λ(Ω) ≥
√
3
4 .
Démonstration. Puisque Ω =
(
Ω1 Ω2
Ω2 Ω3
)
est dans F2, elle est réduite au sens de
Minkowski et on a alors :
=(Ω3) ≥ =(Ω1) ≥ 2=(Ω2) ≥ 0.
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Algorithme 3.1.1 : Réduction d’une matrice symétrique réelle au sens
de Minkowski
Entrée : Une matrice γ =
(
a b
b c
)
symétrique réelle définie positive.
Sortie : Une matrice entière unimodulaire U telle que Uγ tU soit réduite
au sens de Minkowski.
1 t = vrai;
2 U = I2;
3 tant que t = vrai faire
4 si 2|c| ≤ |a| alors
5 si |a| ≤ |b| alors
6 si |c| ≤ 0 alors
7 γ =
( 1 0
0 −1
)
γ
( 1 0
0 −1
)
;
8 U =
( 1 0
0 −1
)
U ;
fin
9 t = faux;
sinon
10 γ =
( 0 1−1 0 ) γ ( 0 1−1 0 );
11 U =
( 0 1−1 0 )U ;
fin
sinon
12 q = bc/ae;
13 γ =
(
1 0−q 1
)
γ
(
1 −q
0 1
)
;
14 U =
(
1 0−q 1
)
U ;
fin
fin
15 retourner U ;
Les valeurs propres de =(Ω) étant les racines du polynôme X2 − (y1 + y3)X +
(y1y3 − y22) où yi = =(Ωi), la plus petite valeur propre λ(Ω) vérifie alors
λ(Ω) = 12
(
y1 + y3 −
√
(y3 − y1)2 + 4y22
)
≥ y12 ≥
√
3
4 ,
par le lemme 3.1.3 et car y3 ≥
√
(y3 − y1)2 + 4y22 ⇔ 0 ≥ (y21−y1y3)+(4y22−y1y3),
ce qui est le cas.
3.2 Thêta constantes en caractéristique 12 et en dimen-
sion 2
Retournons aux thêta constantes et regardons les spécificités de la dimension
g = 2. Rappelons au lecteur que les thêta constantes sont les fonctions thêta,
définies à l’équation (2.6), vues comme des fonctions sur H2 au point z = 0. En
caractéristique 12 , nous avons vu à la définition 2.6.10 une notion de parité sur
ces thêta constantes, qui dit que les thêta constantes impaires sont identiquement
nulles. On montre aisément qu’il y a 4g = 16 thêta constantes, dont 10 qui sont
paires et 6 qui sont impaires. Pour tous a = t(a0, a1) et b = t(b0, b1) dans {0, 1}2,
3.2. THÊTA CONSTANTES EN 12 ET EN DIMENSION 2 93
Algorithme 3.1.2 : Réduction dans le domaine fondamental F2
Entrée : Une matrice des périodes Ω ∈ H2.
Sortie : Un couple
(
γ,Ω′ =
(Ω′1 Ω′2
Ω′2 Ω′3
))
∈ Γ2 ×F2 tel que Ω′ = γ · Ω.
1 γ = I4;
2 Ω′ = Ω;
3 t = vrai;
4 tant que t = vrai faire
5 U = RéductionMinkowski(=(Ω′));
6 γ =
(
U 0
0 tU−1
)
γ;
7 Ω′ = UΩ′ tU ;
8 pour j = 1 à 3 faire
9 a = −b<(Ω′j)e;
10 Ω′ = Maj Ω′;
11 γ = Maj γ;
fin
12 t = faux;
13 pour j = 1 à 19 faire
14 si | det (CjΩ′ +Dj)| < 1 alors
15 t = vrai;
16 Ω′ = NjΩ′;
17 γ = Njγ;
fin
fin
fin
18 retourner (γ,Ω′);
on pose
θb0+2b1+4a0+8a1 := θa,b. (3.2)
Avec cette notation, les thêta constantes impaires sont celles dont l’indice est dans
{5, 7, 10, 11, 13, 14} tandis que les paires ont un indice dans {0, 1, 2, 3, 4, 6, 8, 9, 12, 15}.
Notons P ce dernier ensemble.
Proposition 3.2.1. Pour tous Ω ∈ F2 et j ∈ {0, 1, 2, 3},
|θj(Ω)− 1| ≤ 0.405.
Ceci reste vrai lorsqu’on remplace Ω par αΩ avec α > 1.
Démonstration. Voir [19, Proposition 6.1]. Soient Ω =
(
Ω1 Ω2
Ω2 Ω3
)
∈ F2 et j ∈
{0, 1, 2, 3}. Notons, pour i ∈ {1, 2, 3},
qi = | exp (ıpiΩi)| = exp (−pi=(Ωi))
et Q = exp (−pi
√
3
4 ). On a alors par la définition des thêta constantes :
|θj(Ω)− 1| ≤
∑
(m,n)∈Z2
qm
2
1 q
2mn
2 q
n2
3 .
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Comme Ω est dans le domaine fondamental, on a d’une part que
=(Ω3) ≥ =(Ω1) ≥ 2=(Ω2) ≥ 0
et d’autre part que =(Ω1) ≥
√
3
2 , ce qui nous permet de déduire que
qm
2
1 q
2mn
2 q
n2
3 ≤
{
Q2(m
2+n2) si mn ≥ 0;
Q2(m
2+mn+n2) si mn < 0.
Nous utilisons ces majorations pour majorer une première partie de la somme :∑
(m,n)∈[−2,2]\{(0,0)}
qm
2
1 q
2mn
2 q
n2
3 ≤ 6Q2 + 2Q4 + 4Q6 + 6Q8 + 4Q10 + 2Q16.
Pour le reste de la somme, on utilise la majoration moins fine suivante, qui provient
de ce que λ(Ω) ≥ =(Ω1)2 :
qm
2
1 q
2mn
2 q
n2
3 ≤ Qm
2+n2 ,
pour tous m,n ∈ Z. On trouve alors :
∑
(m,n)∈Z2
|m|≥3 ou |n|≥3
qm
2
1 q
2mn
2 q
n2
3 ≤ 4
 2∑
m=0
∑
n≥3
Qm
2+n2 +
∑
m≥3
∑
n≥1
Qm
2+n2
 ≤ 4 1 +Q(1−Q)2Q9.
Ces deux majorations mises ensembles nous donnent
|θj(Ω)− 1| ≤ 6Q2 + 2Q4 + 4Q6 + 6Q8 + 4Q10 + 2Q16 + 4 1 +Q(1−Q)2Q
9
et une évaluation numérique permet de conclure la première partie de cette preuve.
La dernière affirmation de la proposition vient du fait que cette preuve s’applique
aisément dans le cas considéré.
La proposition suivante contient des majorations pour d’autres thêta constantes.
Les preuves sont similaires. Nous renvoyons donc le lecteur à [19, Propositions 6.2
et 6.3]
Proposition 3.2.2. Pour tous Ω ∈ F2, j ∈ {4, 6} et k ∈ {8, 9} :∣∣∣∣∣∣ θj(Ω)2 exp (ıpiΩ14 ) − 1
∣∣∣∣∣∣ ≤ 2
∣∣∣∣exp(ıpiΩ12
)∣∣∣∣ et
∣∣∣∣∣∣ θk(Ω)2 exp (ıpiΩ34 ) − 1
∣∣∣∣∣∣ ≤ 2
∣∣∣∣exp(ıpiΩ12
)∣∣∣∣ .
Intéressons nous maintenant aux valeurs pour lesquelles les thêta constantes
paires s’annulent.
Proposition 3.2.3. Soit Ω ∈ H2 et Ω′ ∈ F2 qui sont dans la même classe
d’équivalence sous l’action de Γ2. Alors soit la matrice Ω′ est diagonale auquel cas
exactement une thêta constante paire s’annule en Ω et en même temps θ15(Ω′) = 0,
soit Ω′ n’est pas diagonale et dans ce cas aucune des thêta constantes s’annule en
Ω (ni en Ω′ par l’équation fonctionnelle de la proposition 2.6.4).
Démonstration. Voir [19, Proposition 6.5 et Corollaire 6.1]
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Nous concluons cette section avec un premier algorithme d’évaluation des thêta
constantes. Cet algorithme est qualifié de naïf car il ne fait qu’utiliser la définition
des thêta constantes comme séries de Fourier. Notons de suite qu’il suffit de savoir
évaluer les thêta constantes sur le domaine fondamental, ce qui souvent permet
d’avoir une meilleure convergence, car pour une matrice des périodes Ω dans H2,
on peut calculer Ω′ dans ce domaine fondamental qui lui est équivalente, évaluer
les thêta constantes en Ω′ et ensuite utiliser l’équation fonctionnelle des thêta
constantes pour les calculer en Ω. De plus, on a
Proposition 3.2.4. Pour tout Ω ∈ H2, si l’on pose (a, b, c, d) = (θ2j (Ω))j∈{0,1,2,3},
alors
(X − θ44(Ω))(X − θ46(Ω)) = X2 + (b2 + d2 − a2 − c2)X + (ac− bd)2,
(X − θ48(Ω))(X − θ49(Ω)) = X2 + (c2 + d2 − a2 − b2)X + (ab− cd)2,
et (X − θ412(Ω))(X − θ415(Ω)) = X2 + (b2 + c2 − a2 − d2)X + (ad− bc)2.
Démonstration. Voir [19, Proposition 6.8].
Cette proposition nous dit qu’on peut connaître toutes les thêta constantes à
une racine quatrième près à partir des quatre premières. Ces racines peuvent être
déterminées en calculant des approximations à faible précision. Nous présentons
donc un algorithme qui permet de calculer les quatre premières thêta constantes.
Nous renvoyons à [19, Section 10.1] pour plus de détails.
Pour tous b ∈ {0, 1}2 et Ω ∈ H2, on a par les équations (2.6) et (3.2) que les
quatre premières thêta constantes sont
θ0,b(Ω) =
∑
n∈Z2
(−1) tnb exp (ıpi tnΩn).
On cherche à approcher cette somme et pour cela, on introduit les sommes par-
tielles Sb,B pour tous b = t(b0, b1) ∈ {0, 1}2, Ω =
(
Ω1 Ω2
Ω2 Ω3
)
∈ Hg et B ≥ 1 par
Sb,B(Ω) =
∑
(m,n)∈[−B,B]2
(−1)b0m+b1n exp (ıpi(m2Ω1 + n2Ω3 + 2mnΩ2)).
En notant q1 = exp (ıpiΩ1), q3 = exp (ıpiΩ3), q2 = exp (2ıpiΩ2) et en utilisant les
symétries apparaissant dans Sb,B, on trouve que
Sb,B = 1+2
B∑
n=1
(
(−1)nb0qn21 + qn
2
3
(
(−1)nb1 +
B∑
m=1
(−1)mb0+nb1qm21 (qmn2 + q−mn2 )
))
.
C’est cette expression que l’on va utiliser pour calculer θj(Ω), j ∈ {0, 1, 2, 3}. Pour
accélérer les calculs, les qm21 sont précalculés en utilisant une chaîne d’addition
adaptée. Notons que pour ces thêta constantes, les Sb,B font intervenir les mêmes
termes au signe près, ce qui fait qu’on peut les réutiliser et ainsi, la complexité de
l’évaluation simultanée de ces quatre thêta constantes est la même que celle de
l’évaluation d’une seule d’entre elles.
Pour tous b ∈ {0, 1}2, B ≥ 0 et Ω ∈ F2, [19, Lemme 10.1] montre que l’on a
|θ0,b(Ω)− Sb,B(Ω)| ≤ 16 exp (−piλ(Ω))(B+1)
2 ≤ 16 exp (−pi√3/4)(B+1)
2
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et en utilisant la proposition 3.2.1, on en déduit la majoration∣∣∣∣∣Sb,B(Ω)θ0,b(Ω) − 1
∣∣∣∣∣ ≤ 27 exp (−pi√3/4)(B+1)2 .
Dans ces conditions, si B vérifie
B ≥
√
4(N + log2 (27))
pi log2 (e)
√
3
− 1,
alors Sb,B est une approximation de θ0,b(Ω) à précision N (nous avons repris ici les
arguments de [19] en y apportant plusieurs corrections mineures). Tout ceci justifie
l’algorithme 3.2.1 (voir [19, Algorithme 15]) qui est de complexité O(M′(N)N).
3.3 Fonctions modulaires pour Γ2
Nous allons introduire dans cette section des fonctions modulaires qui sont
l’analogue du j-invariant en dimension 1 et présenter des algorithmes pour obtenir
ces invariants depuis une courbe hyperelliptique de genre 2 et vice-versa.
3.3.1 Invariants d’Igusa et de Streng
Commençons par définir les invariants d’Igusa et de Streng. Nous allons donner
deux définitions équivalentes : une par les thêta constantes et l’autre par les séries
d’Eisenstein. Nous aurons besoin des deux dans la suite.
Soient les formes modulaires de Siegel hj , pour j ∈ {4, 6, 10, 12, 16}, de poids
j et pour le groupe Γ2 suivantes
h4 =
∑
j∈P
θ8j , h10 =
∏
j∈P
θ2j ,
h12 = (θ0θ1θ2θ4θ8θ15)4+ (θ0θ1θ2θ6θ9θ12)4+ (θ0θ1θ3θ4θ9θ15)4+
(θ0θ1θ3θ6θ8θ12)4+ (θ0θ1θ4θ6θ12θ15)4+ (θ0θ2θ3θ4θ9θ12)4+
(θ0θ2θ3θ6θ8θ15)4+ (θ0θ2θ8θ9θ12θ15)4+ (θ0θ3θ4θ6θ8θ9)4+
(θ1θ2θ3θ4θ8θ12)4+ (θ1θ2θ3θ6θ9θ15)4+ (θ1θ2θ4θ6θ8θ9)4+
(θ1θ3θ8θ9θ12θ15)4+ (θ2θ3θ4θ6θ12θ15)4+ (θ4θ6θ8θ9θ12θ15)4,
h16 = (θ83 + θ86 + θ89 + θ812)(θ0θ1θ2θ4θ8θ15)4+ (θ83 + θ84 + θ88 + θ815)(θ0θ1θ2θ6θ9θ12)4+
(θ82 + θ86 + θ88 + θ812)(θ0θ1θ3θ4θ9θ15)4+ (θ82 + θ84 + θ89 + θ815)(θ0θ1θ3θ6θ8θ12)4+
(θ82 + θ83 + θ88 + θ89)(θ0θ1θ4θ6θ12θ15)4+ (θ81 + θ86 + θ88 + θ815)(θ0θ2θ3θ4θ9θ12)4+
(θ81 + θ84 + θ89 + θ812)(θ0θ2θ3θ6θ8θ15)4+ (θ81 + θ83 + θ84 + θ86)(θ0θ2θ8θ9θ12θ15)4+
(θ81 + θ82 + θ812 + θ815)(θ0θ3θ4θ6θ8θ9)4+ (θ80 + θ86 + θ89 + θ815)(θ1θ2θ3θ4θ8θ12)4+
(θ80 + θ84 + θ88 + θ812)(θ1θ2θ3θ6θ9θ15)4+ (θ80 + θ83 + θ812 + θ815)(θ1θ2θ4θ6θ8θ9)4+
(θ80 + θ82 + θ84 + θ86)(θ1θ3θ8θ9θ12θ15)4+ (θ80 + θ81 + θ88 + θ89)(θ2θ3θ4θ6θ12θ15)4+
(θ80 + θ81 + θ82 + θ83)(θ4θ6θ8θ9θ12θ15)4,
et enfin
h6 =
h12h4 − 3h16
2h10
.
On pose alors
I2 =
h12
h10
, I4 = h4, I6 =
h16
h10
, I ′6 = h6, I10 = h10 (3.3)
et on a la relation I ′6 = 12(I2I4 − 3I6).
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Algorithme 3.2.1 : Évaluation de θj , j ∈ {0, 1, 2, 3}, par les séries de
Fourier
Entrée : Ω =
(
Ω1 Ω2
Ω2 Ω3
)
∈ F2, N ≥ 1.
Sortie : (Tj)j∈{0,1,2,3} tel que pour tout j ∈ {0, 1, 2, 3},
|Tj/θj(Ω)− 1| ≤ 2−N .
1 B =
⌊√
4(N+log2 (27))
pi log2 (e)
√
3
⌋
;
2 qj = exp (ıpiΩj) pour j ∈ {1, 3} et q2 = exp (2ıpiΩ2);
3 q4 = 1/q2;
4 a = q1; b = q21;Q1,s[1] = q1;
5 pour m = 2 à B faire
6 a = ab;
7 Q1,s[m] = aQ1,s[m− 1];
fin
8 Sj = 0 pour j ∈ {0, 1, 2, 3};
9 Q3 = 1; a2 = 1; a4 = 1; b3 = q3; c3 = q23;
10 pour n = 1 à B faire
11 a2 = a2q2; a4 = a4q4;
12 Q3 = Q3b3; b3 = b3c3;
13 S0 = S0 +Q1,s[n];
14 S1 = S1 + (−1)nQ1,s[n];
15 S2 = S2 +Q1,s[n];
16 S3 = S3 + (−1)nQ1,s[n];
17 Q2 = 1;Q4 = 1;
18 A0 = 1;A1 = 1;A2 = (−1)n;A3 = (−1)n;
19 pour m = 1 à B faire
20 Q2 = Q2a2;Q4 = Q4a4;
21 s = Q1,s[m](Q2 +Q4);
22 A0 = A0 + s;A1 = A1 + (−1)ms;A2 = A2 + (−1)ns;A3 =
A3 + (−1)m+ns;
23 Sj = Sj +Q3Aj pour j ∈ {0, 1, 2, 3};
fin
fin
24 retourner (1 + 2Sj)j∈{0,1,2,3};
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Définition 3.3.1. On appelle invariants d’Igusa les fonctions j1, j2 et j3 définies
par
j1 =
I52
I10
= h
5
12
h610
, j2 =
I4I32
I10
= h4h
3
12
h410
et j3 =
I6I22
I10
= h16h
2
12
h410
.
Définition 3.3.2. On appelle invariants de Streng les fonctions i1, i2 et i3 définies
par
i1 =
I4I ′6
I10
= h4h6
h10
, i2 =
I24I2
I10
= h
2
4h12
h210
et i3 =
I54
I210
= h
5
4
h210
.
Ces invariants sont reliés par les relations suivantes
i1 =
j2(j2 − 3j3)
2j1
, i2 =
j22
j1
, i3 =
j52
j31
(3.4)
et
j1 =
i52
i23
, j2 =
i32
i3
, j3 =
i22(i2 − 2i1)
3i3
. (3.5)
Historiquement, les invariants d’Igusa ont été introduits par Igusa dans [45]
tandis que les autres invariants l’ont été par Streng cinquante ans plus tard dans
[80]. Ce dernier, dans sa thèse, les a définis afin d’obtenir des polynômes de classes
plus petits que ceux que l’ont obtient avec les invariants d’Igusa ([80, Annexe 3]).
Les invariants de Streng sont construits afin d’avoir une puissance minimale de
h10 dans les dénominateurs. Nous parlerons parfois de j-invariants en analogie
avec le j-invariant de la dimension 1 et le contexte rendra clair si nous parlons des
invariants d’Igusa ou ceux de Streng. Les résultats fondamentaux d’Igusa (voir
[45, 46]) sont les théorèmes :
Théorème 3.3.3. Le corps CΓ2 des fonctions modulaires de Siegel en dimension
2 est C(j1, j2, j3) = C(i1, i2, i3).
Théorème 3.3.4. Génériquement, deux surfaces abéliennes principalement pola-
risées sont isomorphes si et seulement si elles ont les mêmes invariants d’Igusa,
ou, de manière équivalente, de Streng.
Redéfinissons ces invariants à travers des séries. On définit la série d’Eisenstein
ψk de poids pair k ≥ 4 par
ψk(Ω) =
∑
C,D
det (CΩ +D)−k, (3.6)
où la somme est prise sur l’ensemble des matrices
(
A B
C D
)
de Sp4(Z) à multiplication
à gauche près par SL2(Z). Soient
χ10 = −2−123−55−27−153−143867(ψ4ψ6 − ψ10) (3.7)
et
χ12 = 2−133−75−37−2337−1131 · 593(3272ψ34 + 2 · 53ψ26 − 691ψ12) (3.8)
deux formes modulaires paraboliques de Siegel de poids 10 et 12 respectivement.
Par forme parabolique de poids k sur Hg, on entend une forme modulaire de poids
k sur Hg telle que sa série de fourier est de la forme
f(Ω) =
∑
t>0
a(t) exp (2ıpiTr(tΩ)),
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où t parcourt l’ensemble des matrices semi-entières positives ([50, Proposition 2
page 56]). Ces séries peuvent être écrites en terme des thêta constantes. En effet,
on a ψ4 = 2−2h4, ψ6 = 2−2h6, χ10 = −2−14h10 et χ12 = 2−173−1h12 (voir [46, 47]).
L’anneau gradué des formes modulaires holomorphes de Siegel pour Sp4(Z) est
l’anneau engendré par les polynômes ψ4, ψ6, χ10 et χ12 (voir [46]). Ainsi, les
invariants d’Igusa s’écrivent
j1 = 2 · 35χ
5
12
χ610
, j2 = 2−333
ψ4χ312
χ410
et j3 = 2−53
(
ψ6χ212
χ310
+ 223ψ4χ
3
12
χ410
)
(3.9)
et on peut aussi en déduire l’expression des invariants de Streng en fonction de
ces formes modulaires, ce dont on n’aura pas besoin dans la suite.
3.3.2 Courbes hyperelliptiques de genre 2 et invariants d’Igusa
Nous allons parler ici du passage d’une courbe hyperelliptique aux invariants
d’Igusa et vice-versa. Supposons donc que l’on ait l’équation Y 2 = f(X) d’une
courbe hyperelliptique de genre 2 avec f de degré 6 (on peut toujours se ramener
à ce cas). Alors, en notant α1, . . . , α6 les six racines distinctes, a6 le coefficient
dominant et (ij) la différence (ασ(i) − ασ(j)), on a les relations
I2 = a26
∑
15(12)2(34)2(56)2,
I4 = a46
∑
10(12)2(23)2(31)2(45)2(56)2(64)2,
I6 = a66
∑
60(12)2(23)2(31)2(45)2(56)2(64)2(14)2(25)2(36)2,
et I10 = a106
∏
i<j(αi − αj)2,
(3.10)
où les indices des sommes représentent le nombre de combinaisons possibles. On
obtient ainsi les invariants d’Igusa à partir d’une courbe hyperelliptique de genre
2 (voir [46]).
Il existe un algorithme appelé Algorithme de Mestre pour résoudre le problème
inverse. Dans son article [62], Mestre étudie les invariants associés à une forme
sextique. Ces invariants sont construits à partir d’une opération sur les formes
appelée “Ueberschiebung”.
Il est alors montré qu’à partir d’un modèle C d’équation Y 2 = F (X), avec F
de degré 6, et d’involution w, on peut construire une conique non dégénérée L,
une cubique M et un isomorphisme C/w → L dont les images des 6 points de
Weierstrass de C, c’est-à-dire des 6 racines de F , sont les points d’intersection de
L et de M . Ces conique et cubique sont définies à partir des invariants trouvés
par des “Ueberschiebung” et peuvent être construits directement à partir des
invariants d’Igusa de la variété qui nous intéresse. L’exposition succincte qui suit
de cet algorithme provient de [56] et correspond au cas général où la courbe a un
groupe d’automorphisme trivial. On est sur C et on pose
x = 8225
(
1 + 20 j2
j1
)
, y = 163375
(
1 + 80 j2
j1
− 600 j3
j1
)
et
z = −64253125
(
−10800000/j1 − 9− 700 j2
j1
− 3600 j3
j1
+ 12400
(
j2
j1
)2
− 48000 j2j3
j21
)
.
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La conique de Mestre est donnée par l’équation tvLv = 0 pour v = t(v1, v2, v3) et
L =
 x+ 6y 6x2 + 2y 2z6x2 + 2y 2z 9x3 + 4xy + 6y2
2z 9x3 + 4xy + 6y2 6x2y + 2y2 + 3xz
 ,
tandis que l’équation∑ cijkvivjvk = 0, où les cijk sont définis plus bas, nous donne
la cubique de Mestre M dans P2 :
c111 = 36xy − 2y − 12z;
c112 = −18x3 − 12xy − 36y2 − 2z;
c113 = −9x3 − 36x2y − 4xy − 6xz − 18y2;
c122 = c113;
c123 = −27x4 − 18x2y − 18xy2 − 3xz − 2y2 − 12yz;
c133 = −27/2x4 − 72x3y − 6x2y − 9x2z − 39xy2 − 36y3 − 2yz;
c222 = −81x4 − 54x2y − 18xy2 − 8y2 + 6yz;
c223 = 9x3y − 27x2z + 6xy2 + 18y3 − 8yz;
c233 = −81/2x5 − 27x3y − 9x2y2 − 4xy2 + 3xyz − 6z2;
c333 = 81/2x4y − 81/2x3z + 27x2y2 + 9xy3 − 18xyz + 4y3 − 30y2z.
En prenant un point rationnel quelconque de L, on peut réécrire la conique comme
une fonction paramétrique vi = fi(X) pour un polynôme quadratique en X, ce qui
donne d’ailleurs un isomorphisme entre L et P1 sur C. En mettant ces équations
dans M , on obtient une équation polynomiale f en X de degré 6. Une courbe
hyperelliptique de genre 2 correspondant aux invariants d’Igusa de départ est
alors Y 2 = f(X). Nous renvoyons donc à l’article de Mestre pour plus de détails.
Une implantation de cet algorithme est disponible dans [29].
3.4 Invariants avec les thêta constantes
En plus des invariants d’Igusa, nous allons nous intéresser à des invariants sur
des sous-groupes du groupe Γ2, afin d’obtenir des polynômes modulaires pour ces
invariants plus petits que ceux avec les invariants d’Igusa ou de Streng, ainsi qu’il
est fait en dimension 1.
3.4.1 Formules de Thomae
Les formules de Thomae sont des formules qui permettent d’obtenir les puis-
sances quatrième des thêta constantes en dimension g à partir de l’équation d’une
courbe hyperelliptique de genre g. Elles dépendent d’un choix de la base du groupe
d’homologie. Nous les donnons avec la base canonique vue dans la figure 2.1 de la
section 2.7. Soit donc
C : Y 2 =
2g+2∏
j=1
(x− ej)
une telle courbe. On note E = {e1, . . . , e2g+2}, U = {1, 3, 5, . . . 2g + 1} et pour
tout j ∈ {1, . . . , g}, on pose
— η2j−1 le vecteur composé du vecteur de {0, 1}g ayant que des entrées nulles
si ce n’est la j-ième puis du vecteur de {0, 1}g ayant que des entrées nulles
si ce n’est les j − 1 premières ;
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— η2j le vecteur composé du vecteur de {0, 1}g ayant que des entrées nulles
si ce n’est la j-ième puis du vecteur de {0, 1}g ayant que des entrées nulles
si ce n’est les j premières ;
— η2g+1 = ((0, . . . , 0), (1, . . . , 1)) ;
— η2g+2 = ((0, . . . , 0), (0, . . . , 0)).
Ceci nous permet de définir pour tout ensemble S ⊆ E le vecteur ηS comme étant
la somme ∑ej∈S ηj modulo 2. Rappelons que la différence symétrique de deux
ensembles S et T est
S∆T = (S ∪ T )\(S ∩ T ).
On peut enfin donner une version des formules de Thomae
Théorème 3.4.1 (Formules de Thomae). Pour tout ensemble de points de Weiers-
trass E = {e1, . . . , e2g+2}, il existe une constante c telle que pour tout sous-
ensemble S de E de cardinal pair, on ait
θ4ηS (Ω) =
 0 si #S∆U 6= g + 1,(−1)#S∩Uc∏x∈S∆U
y 6∈S∆U
1
x−y si #S∆U = g + 1.
Démonstration. Voir [83] ou [69, Section III.8].
Notons qu’il existe des formes plus générales pour ce théorème, en particulier
on peut prendre un des points de Weierstrass comme étant le point à l’infini.
La matrice Ω qui apparaît dans ce théorème est une matrice de Hg qui corres-
pond à la même variété abélienne principalement polarisée que la courbe hyper-
elliptique de départ. Cette matrice est déterminée par un choix dans l’ordre des
racines de E. Un autre choix donne une matrice équivalente dans Hg/Γg. Notons
que les puissances quatrièmes des thêta constantes ne sont pas des fonctions mo-
dulaires (ce sont des formes modulaires) et donc si Ω′ est équivalente à Ω dans
Hg/Γg, on a que, en général, θ4a,b(Ω′) 6= θ4a,b(Ω). Par contre, les quotients θ4a,b/θ4c,d
sont des fonctions modulaires mais seulement pour le groupe Γg(2).
Considérons H(2)g l’ensemble des paires (C, σ), où C est une courbe hyperel-
liptique et σ : {1, . . . , 2g + 2} → E une bijection vers E ⊆ C qui est l’ensemble
des points de ramification de pi : C → P1, modulo isomorphismes de courbes.
Puisque les points de branchement dans P1 déterminent la courbe, on a, d’après
[69, Section III.8], que
H(2)g '
{
séquences de points distincts
P1, . . . , P2g+2 de P1
}/
modulo équivalence
projective PGL(2,C)
et puisque l’on peut normaliser P2g+2 comme étant le point à l’infini, on a aussi
H(2)g '
{
séquences de points complexes
distincts e1, . . . , e2g+1
}/
modulo équivalence
affine ei 7→ λei + µ
et en normalisant encore en posant e1 = 0 et e2 = 1, on obtient
H(2)g '
{
sous-ensemble ouvert de C2g−1 de points
(e3, . . . , e2g+1) tel que ei 6= ej , ei 6= 0, 1
}
.
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Ainsi, H(2)g est une variété affine, car c’est l’intersection de deux ouverts fonda-
mentaux. En terme de sa seconde description, si t est la coordonnée de P1, alors
l’anneau de coordonnées affine de H(2)g est engendré par les fonctions de la forme
t(Pi)− t(Pk)
t(Pj)− t(Pk) ·
t(Pj)− t(P`)
t(Pi)− t(P`) .
En terme de la troisième description, cet anneau est engendré par les fonctions de
la forme
ai − ak
aj − ak .
Les formules de Thomae impliquent alors
Proposition 3.4.2. L’anneau de coordonnées affine de H(2)g est engendré par les
fonctions (
θa,b
θ0,0
)±4
.
Démonstration. Voir [69, Corollaire 8.13].
Le lemme 8.12 de [69] nous dit alors que H(2)g peut être envoyé dans Hg/Γg(2).
Or, lorsque g = 2, le théorème suivant nous dit qu’il y a un morphisme birationnel
entre les deux.
Théorème 3.4.3. Le corps des fonctions modulaires invariantes par Γg(2) est
C(θ4a,b/θ40,0).
Démonstration. Voir [60, Théorème 2].
3.4.2 Invariants pour Γ2(2) et Γ2(2, 4)
Tout courbe hyperelliptique de genre 2 est isomorphe via des transformations
linéaires fractionnaires à une courbe de la forme :
C : Y 2 = X(X − 1)(X − r1)(X − r2)(X − r3), (3.11)
où les ri sont appelés invariants de Rosenhain de C. On peut prendre
r1 =
θ20θ
2
1
θ23θ
2
2
, r2 =
θ21θ
2
12
θ22θ
2
15
, et r3 =
θ20θ
2
12
θ23θ
2
15
.
Ces invariants sont des fonctions modulaires pour Γ2(2). Notons qu’une courbe
comme dans l’équation (3.11) est équivalente à la courbe
C ′ : Y 2 = X(X − 1)(X − 2)
(
X − 2 r1
r1 + 1
)(
X − 2 r2
r2 + 1
)(
X − 2 r3
r3 + 1
)
, (3.12)
courbe que l’on obtient en envoyant le point à l’infini vers 2. On peut donc fa-
cilement obtenir les quotients des thêta constantes à la puissance 4 à partir des
invariants de Rosenhain en appliquant les formules de Thomae que nous avons
données sur cette dernière courbe. On en déduit le corollaire suivant du théorème
3.4.3.
Corollaire 3.4.4. Le corps des fonctions modulaires invariantes par Γ2(2) est
engendré par les invariants de Rosenhain.
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Rappelons que le groupe Γ2(2, 4) est défini dans la section 2.6.2. Cette défini-
tion est équivalente à la suivante, qui est plus malléable :
Γ2(2, 4) =
{(
A B
C D
)
∈ Γ2(2) : B0 ≡ C0 ≡ 0 mod 4
}
.
C’est un sous-groupe normal de Γ2 d’indice 11520. Notons pour i ∈ P et j = 1, 2, 3,
ci(Ω) :=
θ2i (Ω)
θ20(Ω)
et bj(Ω) =
θj(Ω/2)
θ0(Ω/2)
. (3.13)
Les formules de duplication de la proposition 2.6.12 permettent d’écrire les fonc-
tions ci en fonction des bj . Inversement, on a les relations
b1 = (c1 + c9)(1 + c4 + c8 + c12)−1,
b2 = (c2 + c6)(1 + c4 + c8 + c12)−1,
b3 = (c3 + c15)(1 + c4 + c8 + c12)−1.
(3.14)
L’équation fonctionnelle des fonctions thêta montre que les fonctions bj et ci sont
invariantes par le groupe Γ2(2, 4). On a de plus
Théorème 3.4.5. Le corps des fonctions modulaires invariantes par Γ2(2, 4) est
C(b1, b2, b3) = C(c1, . . . , c15).
Démonstration. Voir [60, Théorème 1].
3.4.3 Utilisation de l’intégration numérique
Nous avons vu comment en appliquant les formules de Thomae on pouvait cal-
culer les valeurs c2j (Ω) =
θ4j (Ω)
θ40(Ω)
pour j ∈ P à partir d’une courbe C qui correspond
à une variété abélienne principalement polarisée dont Ω est une représentation.
Nous cherchons maintenant à obtenir les cj plutôt que les c2j car nous allons voir
que l’algorithme 3.6.1 nous permettra de déduire la matrice Ω des cj , si Ω est
dans le domaine fondamental. Bien entendu, une telle matrice peut être obtenue
directement par intégration numérique, mais puisque c’est une opération coûteuse,
nous cherchons à obtenir une complexité qui soit meilleure.
Rappelons qu’on peut prendre la base A1, . . . , Ag, B1, . . . , Bg du groupe d’ho-
mologie H1(C,Z) comme dans la figure 2.1. Une base des 1-formes holomorphes
est l’ensemble {xjdxy , j ∈ {0, . . . , g − 1}}. Si on pose
Ω0 =
(∫
Aj
xk−1dx
y
)
j,k∈{1,...,g}
et Ω1 =
(∫
Bj
xk−1dx
y
)
j,k∈{1,...,g}
,
alors la matrice Ω2 = Ω−10 Ω1 est dans Hg et correspond à la courbe C. Cette
matrice Ω2 dépend des bases choisies pour le groupe d’homologie et pour les
1-formes. Les intégrales qui apparaissent dans ces différentes matrices sont des
intégrales hyperelliptiques. Il existe plusieurs algorithmes pour les calculer. Par
exemple [17, 7, 65].
L’algorithme 3.4.1 permet d’obtenir les cj(Ω) à partir des points de Weierstrass
d’une courbe hyperelliptique de genre 2. L’idée consiste à utiliser tout de même
l’intégration numérique mais à faible précision. On obtient ainsi une matrice qui
va nous permettre de choisir la bonne racine carré de c2j afin d’obtenir cj .
Dans cet algorithme, seulement un nombre constant d’opérations se font à
précision N . Toutes les autres, en nombre constant aussi, se font à faible précision.
On en déduit une complexité en O(M′(N)) (voir [19, Algorithme 12]).
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Algorithme 3.4.1 : Évaluation des cj(Ω) associés à une courbe
Entrée : Les racines (e1, . . . , e6) ∈ C6 d’une courbe hyperelliptique
C : Y 2 = ∏6j=1(X − ej), N ∈ N.
Sortie : (cj(Ω))j∈{1,...,15} à précision N , où Ω ∈ F2 décrit la même variété
que la courbe C.
1 Calculer la matrice Ω′ associée à C par intégration numérique à faible
précision en utilisant le même choix de base du groupe d’homologie que les
formules de Thomae ;
2 Calculer γ et Ω ∈ F2 tels que Ω = γΩ′ par l’algorithme 3.1.2;
3 Calculer les c2j (Ω′) par les formules de Thomae à précision N ;
4 En déduire les c2j (Ω) = c2j (γΩ′) par l’équation fonctionnelle;
5 Calculer les cj(Ω) à faible précision à partir de la matrice Ω : on peut
utiliser les définitions des thêta constantes comme séries de Fourier;
6 En déduire les cj(Ω) à précision N en utilisant leurs approximations pour
extraire la bonne racine carré de cj(Ω);
3.5 Suites de Borchardt
3.5.1 Définition générale
On note Ig = (Z/2Z)g. Soit (av)v∈Ig ∈ C2g . On dit d’un 2g-uplet (bv)v∈Ig de
C2g qu’il est un itéré de Borchardt de (av)v∈Ig s’il existe (αv)v∈Ig ∈ C2g tel que
pour tout v ∈ Ig :
α2v = av, et bv =
1
2g
∑
v1+v2=v
αv1αv2 .
Le 2g-uplet (αv) est le choix de racines correspondant à cette itération de Bor-
chardt. On dit de plus que c’est un bon choix si pour tous v1, v2 ∈ Ig on a
|αv1 − αv2 | < |αv1 + αv2 |.
Si ce n’est pas le cas, on parlera de mauvais choix de racines. Notons qu’il y a
au plus 2g choix de racines et que les choix (αv)v∈Ig et (−αv)v∈Ig conduisent au
même itéré, ce qui fait au plus 2g−1 itérés possibles.
Définition 3.5.1. Une suite (a(n)v )v∈Ig ,n∈N est une suite de Borchardt associée à
(a(0)v )v∈Ig si, pour tout n ∈ N, (a(n+1)v )v∈Ig est un itéré de Borchardt de (a(n)v )v∈Ig .
Les suites AGM (vues à la section 1.6.1) correspondent au cas g = 1 des suites
de Borchardt.
Théorème 3.5.2. Soit (a(n)v )v∈Ig ,n∈N une suite Borchardt et soit (α
(n)
v )v∈Ig ,n∈N
une suite de choix de racines associée. Alors il existe un unique A ∈ C tel que,
pour tout v ∈ Ig,
lim
n→∞ a
(n)
v = A.
On appelle A la moyenne de Borchardt de (a(0)v )v∈Ig . On a que A = 0 si et
seulement si la suite (α(n)v )v∈Ig ,n∈N contient une infinité de mauvaix choix de
racines. Chacune des suites (a(n)v )n∈N converge quadratiquement vers sa limite A
sauf si A = 0 auquel cas la convergence est, en général, linéaire.
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Démonstration. Voir [19, Théorème 7.1 et Page 164].
On dispose de quelques renseignements sur la position de A par rapport à
(a(n)v )v∈Ig pour un n fixé :
|A| ≤ max
v∈Ig
|a(n)v |, <(A) ≥ min
v∈Ig
(<(a(n)v ))
et min
v∈Ig
(arg(a(n)v )) ≤ arg(A) ≤ max
v∈Ig
(arg(a(n)v )).
L’archétype de ce type de suite est l’AGM associée à a0 = 1 et b0 = 0 : on a alors
bn = 0 et |an| = 12n pour tout n.
3.5.2 Une fonction associée à la moyenne de Borchardt
Soit (zv)v∈Ig\{0} ∈ C2
g−1. On lui associe la suite de Borchardt (a(n)v )v∈Ig ,n∈N
définie par a(0)0 = 1, a
(0)
v = zv pour v ∈ Ig\{0} et où on définit (a(n)v )v∈Ig par
récurrence sur n en posant
a
(n+1)
0 =
1
2g
∑
v∈Ig
a(n)v et a(n+1)v =
∑
v1+v2=v
α(n)v1 α
(n)
v2 ,
où α(n)0 est une racine carré quelconque de a
(n)
0 et pour tout v 6= 0, α(n)v = 0 si
α
(n)
0 = 0 ou si a
(n)
v = 0 et sinon c’est une racine carrée de a(n)v telle que
|α(n)0 − α(n)v | ≤ |α(n)0 + α(n)v |,
avec =(α(n)v /α(n)0 ) > 0 en cas d’égalité.
On note Bg((zv)v∈Ig\{0}) la limite de cette suite. Dans le cas g = 1, on a que
B1 est exactement la fonction M définie dans la définition 1.6.4.
Proposition 3.5.3. Soit (zv)v∈Ig\{0} ∈ C2
g−1 avec <(zv) > 0 pour tout v. On
note (a(n)v )v∈Ig ,n∈N la suite de Borchardt associée au calcul de A = Bg((zv)v∈Ig\{0}).
Soit N ≥ 1. On pose
B(N, (zv)) =
⌈
log (1− 12g )
log m07∆0
⌉
+N + 1 +
⌈
log2
M0
7m0
⌉
,
où ∆0 =
∑
v1,v2∈Ig |a
(0)
v1 − a(0)v2 |, M0 = maxv∈Ig (|a(0)v |) et m0 = minv∈Ig <(a(0)v ).
Alors aB(N,(zv))0 est une approximation de Bg((zv)) avec une précision relative de
N bits.
Démonstration. Voir [19, Proposition 7.2].
Cette proposition justifie la validité de l’algorithme 3.5.1 ([19, Algorithme
11]) d’évaluation de Bg. On peut montrer qu’il suffit de travailler à précision N +
g log2(3)B(log (N) + 1, (zv)), ce qui implique que la complexité de cet algorithme
est en
O(M′(N +B(log (N), (zv)))B(log (N), (zv))),
pour g fixé. Si de plus (zv) est fixé, alors B(log (N), (zv)) = O(logN). Cela reste
vrai lorsque (zv) varie mais que m0 est minoré tandis que M0 est majoré (ce qui
permet de majorer ∆0). Dans ces deux cas là, la complexité de l’algorithme est
en
O(M′(N) logN).
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Algorithme 3.5.1 : Évaluation de la moyenne de Borchardt Bg
Entrée : N ∈ N∗ et (zv)v∈Ig\{0} ∈ C2
g−1 tel que <(zv) > 0 pour tout v.
Sortie : A tel que
∣∣∣ ABg((zv)) − 1∣∣∣ ≤ 2−N .
1 B = B(N + 1, (zv));
2 a0 = 1;
3 pour v ∈ Ig\{0} faire
4 av = zv;
fin
5 pour n = 1 à B faire
6 pour v ∈ Ig faire
7 αv =
√
av tel que <(αv) > 0;
8 bv = 0;
fin
9 pour v ∈ Ig faire
10 b0 = b0 + av;
11 pour v1 ∈ Ig faire
12 bv = bv + αv1αv+v1 ;
fin
fin
13 pour v ∈ Ig faire
14 av = bv/2g;
fin
fin
15 retourner a0;
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3.6 Applications de la moyenne de Borchardt
3.6.1 D’une courbe hyperelliptique de genre 2 à une matrice de
H2
Il existe un lien étroit entre les thêta constantes et la moyenne de Borchardt.
Soit Ω ∈ H2. Considérons la suite
(an, bn, cn, dn) =
(
θ2j (2nΩ)
θ20(Ω)
)
j∈{0,1,2,3}
pour n ∈ N.
Elle converge vers 1
θ20(Ω)
d’après le lemme 2.6.13. Les formules de duplication
(proposition 2.6.12) nous disent que c’est une suite de Borchardt. Si de plus Ω
est dans le domaine fondamental alors la proposition 3.2.1 nous dit que pour tout
n ∈ N, <(θj(2nΩ)) > 0 pour j ∈ {0, 1, 2, 3}. Ainsi, cette suite est une suite de
Borchardt où tous les choix de racines sont bons. On a donc montré
Proposition 3.6.1. Pour tout Ω ∈ F2, on a
B2(c1(Ω), c2(Ω), c3(Ω)) =
1
θ20(Ω)
.
Démonstration. Voir aussi [19, Proposition 9.1].
On a vu dans l’algorithme 3.4.1 comment calculer les cj à partir d’une courbe
hyperelliptique de genre 2. La proposition précédente nous permet d’avoir tous les
carrés des thêta constantes car θ2j (Ω) = cj(Ω)θ20(Ω). La conjecture suivante (qui
provient de [19, Conjecture 9.1]) nous permet alors de calculer Ω. Rappelons que
les matrices Mi sont définies dans l’équation (3.1).
Conjecture 3.6.2. Pour tous Ω ∈ F2 et γ ∈ {(JM1)2, (JM2)2, (JM3)2},
B2(c1(γΩ), c2(γΩ), c3(γΩ)) =
1
θ20(γΩ)
.
Cette conjecture dit que si on fait comme dans la proposition 3.6.1, alors tous
les choix de racines sont bons.
On pose Ω =
(
Ω1 Ω2
Ω2 Ω3
)
∈ H2. L’équation fonctionnelle montre que
(c1((JM1)2Ω), c2((JM1)2Ω), c3((JM1)2Ω)) =
(
θ20(Ω)
θ24(Ω)
,
θ26(Ω)
θ24(Ω)
,
θ22(Ω)
θ24(Ω)
)
,
(c1((JM2)2Ω), c2((JM2)2Ω), c3((JM2)2Ω)) =
(
θ29(Ω)
θ28(Ω)
,
θ20(Ω)
θ28(Ω)
,
θ21(Ω)
θ28(Ω)
)
,
(c1((JM3)2Ω), c2((JM3)2Ω), c3((JM3)2Ω)) =
(
θ28(Ω)
θ20(Ω)
,
θ24(Ω)
θ20(Ω)
,
θ212(Ω)
θ20(Ω)
)
et que
θ0((JM1)2Ω) = −ıΩ1θ24(Ω),
θ0((JM2)2Ω) = −ıΩ3θ28(Ω),
θ0((JM3)2Ω) = (Ω22 − Ω1Ω3)θ20(Ω).
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Algorithme 3.6.1 : Calcul de Ω ∈ F2 à partir des cj(Ω) ou des bi(Ω)
Entrée : (cj(Ω))j∈P ∈ C10 ou (bi(Ω))i∈{1,2,3} ∈ C3.
Sortie : Ω ∈ F2 tel que cj = cj(Ω) pour tout j et en supposant qu’une telle
matrice existe.
1 Si on part des bi, utiliser les formules de duplication pour en déduire les cj ;
2 T0 = B2(c1, c2, c3)−1;
3 pour j ∈ P faire
4 Tj = T0cj ;
fin
5 Ω1 =
(
−ıT4B2
(
T0
T4
, T6T4 ,
T2
T4
))−1
;
6 Ω3 =
(
−ıT8B2
(
T9
T8
, T0T8 ,
T1
T8
))−1
;
7 a =
(
T0B2
(
T8
T0
, T4T0 ,
T12
T0
))−1
;
8 Ω2 =
√
a+ Ω1Ω3 tel que =(Ω2) > 0;
9 retourner
(
Ω1 Ω2
Ω2 Ω3
)
;
En supposant vraie la conjecture précédente, on peut déduire Ω des carrés des
thêta constantes car alors :
Ω1 =
ı
θ24(Ω)B2
(
θ20(Ω)
θ24(Ω)
,
θ26(Ω)
θ24(Ω)
,
θ22(Ω)
θ24(Ω)
) , (3.15)
Ω3 =
ı
θ28(Ω)B2
(
θ29(Ω)
θ28(Ω)
,
θ20(Ω)
θ28(Ω)
,
θ21(Ω)
θ28(Ω)
) , (3.16)
Ω22 − Ω1Ω3 =
1
θ20(Ω)B2
(
θ28(Ω)
θ20(Ω)
,
θ24(Ω)
θ20(Ω)
,
θ212(Ω)
θ20(Ω)
) , (3.17)
et de plus, comme Ω ∈ F2, la réduction de Minkowski implique que =(Ω2) > 0 ce
qui nous permet de déterminer la bonne racine carré de Ω22. On obtient ainsi la
matrice Ω. On en déduit aussi la validité de l’algorithme 3.6.1, sous la conjecture
3.6.2.
La complexité de cet algorithme se ramène à la complexité de quatre moyennes
de Borchardt. Elle est donc en O(M′(N) logN) ([19, Algorithmes 13 et 14]).
Remarque 3.6.3. La conjecture a été testée et vérifiée numériquement par Du-
pont pour plusieurs millions de matrices aléatoires. Nous soulignons le fait qu’il
est facile de tester si une matrice Ω trouvée à la fin a les bons invariants d’Igusa
ou pas.
3.6.2 Deux variantes
Notons qu’il existe une variante (voir aussi [19, Pages 200-201] pour cette va-
riante et la suivante) de l’algorithme 3.6.1 qui permet de s’affranchir de la conjec-
ture 3.6.2, mais qui suppose l’utilisation d’une technique d’intégration numérique.
Soit γ ∈ {(JM1)2, (JM2)2, (JM3)2}. Supposons que l’on connaisse les valeurs des
cj(γΩ), j ∈ {1, 2, 3}, pour un certain Ω ∈ F2, ainsi qu’une approximation de cet Ω
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à faible précision. Les formules de duplication et la proposition 2.6.13 nous disent
que la suite (
θ2j (2nγΩ)
θ20(γΩ)
)
j∈{0,1,2,3},n∈N
est une suite de Borchardt associée à (1, c1(γΩ), c2(γΩ), c3(γΩ)) qui converge vers
1
θ20(γΩ)
. Pour pouvoir évaluer cette suite, on peut déterminer les choix de racines
qui correspondent aux (
θj(2nγΩ)
θ0(γΩ)
)
j∈{0,1,2,3},n∈N
et ceci peut être fait en utilisant l’approximation de Ω qui nous permet d’évaluer
les thêta constantes à faible précision. En tout, il est nécessaire d’en calculer qu’un
nombre fini car les quatre suites convergent vers la même limite et donc à partir
d’un moment les racines à prendre seront toutes situées dans un même quart de
plan, ce qui permet d’extraire les bonnes racines. À Ω fixé, ces calculs à faible
précision ne changent pas le coût asymptotique du calcul de Ω. On en déduit
alors en utilisant cette variante et l’algorithme 3.2.1 qu’on peut trouver, à partir
des points de Weierstrass d’une courbe hyperelliptique C de genre 2, une matrice
Ω ∈ H2 associée à C avec une précision N en temps
O(M′(N) logN).
On peut également choisir de s’affranchir dans l’algorithme 3.4.1 du calcul
numérique d’intégrales hyperelliptiques mais en utilisant la conjecture 3.6.2. Sup-
posons donc que l’on a les valeurs c2j (Ω′) et qu’on cherche à calculer Ω ∈ F2 qui
soit équivalent à Ω′. On a vu que les c2j sont des générateurs du corps des fonctions
modulaires pour Γ2(2). Ainsi, l’ensemble
{(c2j (γΩ′))j∈{1,...,15} : γ ∈ Γ2/Γ2(2)}
est calculable et de cardinal [Γ2 : Γ2(2)] = 720. Le vecteur (cj(Ω))j∈{1,...,15} est
dans l’ensemble
B(Ω′) = {(jcj(γΩ′))j∈{1,...,15} : (j)j∈{1,...,15} ∈ {±1}15, γ ∈ Γ2/Γ2(2)}
qui est fini et explicitement calculable. Pour le déterminer dans cet ensemble, on
peut procéder comme suit, à faible précision :
1. Poser S = B(Ω′) ;
2. Choisir un élément (βj)j∈{1,...,15} ∈ S ;
3. Calculer un élément t ∈ Hg en utilisant l’algorithme 3.6.1 ;
4. Si t 6∈ F2, enlever (βj) de S et retourner au point 2 ;
5. Sinon évaluer les bj(t) ;
6. Vérifier si les cj(t) correspondent aux βj : si c’est le cas, alors on a bien
(βj) = (cj(t)), sinon on enlève (βj) de S et on retourne au point 2.
Cette variante ne change pas la complexité asymptotique du calcul de Ω, ni
même du calcul des cj(Ω) puisqu’elle ne fait intervenir qu’un nombre fini de calculs
à faible précision. Notons que l’ensemble S du point 1 peut être réduit en utilisant
les propositions 3.2.1 et 3.2.2.
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Algorithme 3.6.2 : Évaluation des bj par la méthode des différences
finies
Entrée : Une approximation flottante y(n) ∈ C3 de Ω ∈ F2 en précision 2N
et une approximation x(n) ∈ C3 de f(Ω) en précision N .
Sortie : Une approximation flottante x(n+1) de f(Ω) en précision 2N .
1 Soit  = 2−N maxj |x(n)j |;
2 Soit (ej) la base standard de C3. Calculer F (x(n)) et
∆F
∆xj =
1
 (F (x(n) + ej)− F (x(n))) en utilisant l’algorithme 3.6.1;
3 Soit J = (Ji,j)i,j=1,2,3 avec Ji,j = ∆Fi∆xj ;
4 Soit x(n+1) = x(n) − (F (x(n))− y(n))J−1 où l’on voit les vecteurs comme
des vecteurs ligne;
3.6.3 Algorithme rapide d’évaluation des thêta constantes
Une application importante des suites de Borchardt est qu’elles permettent
d’obtenir un algorithme rapide pour le calcul des thêta constantes. Notons par
F : C3 −→ C3
(b1(Ω), b2(Ω), b3(Ω)) 7−→ Ω
la fonction calculée par l’algorithme 3.6.1 et par
f : F2 −→ C3
Ω 7−→ (b1(Ω), b2(Ω), b3(Ω))
son inverse dans F2, où Ω =
(
Ω1 Ω2
Ω2 Ω3
)
est interprétée comme un vecteur de C3.
On utilise la méthode des différences finies sur F pour calculer f , ce qui conduit
à l’algorithme 3.6.2 qui provient de [29]. On peut trouver dans [19, Pages 212-216]
le calcul de f par des itérations de Newton utilisant la matrice Jacobienne de F .
Cette méthode est plus technique et d’après [29], elle est également plus lente que
la première.
Une première approximation de f(Ω) peut être calculée en utilisant la défi-
nition des fonctions thêta en terme de série de Fourier : c’est l’algorithme 3.2.1.
Les calculs sont faits à précision 2N bits. Bien entendu, aussi bien le calcul de
la matrice Jacobienne par différences finies que la méthode de Newton elle-même
engendrent des pertes de précisions.
Théorème 3.6.4 (Sous la conjecture 3.6.2). Soient Ω ∈ F2 telle que θ0(Ω/2) 6= 0,
x = f(Ω) et x(0) une première approximation flottante de x. Sans prendre en
compte les pertes de précision, il existe deux réels 0 > 0 et δ > 0, qui dépendent
de x, tels que pour ||x(0) − x|| < 0, la suite x(n) définies par des applications
successives de l’algorithme 3.6.2 converge vers x avec une précision qui augmente
à chaque pas de N à 2N−δ. Pour atteindre une précision N donnée, la complexité
totale est dominée par la complexité de la dernière étape qui est
O(M′(N) logN).
Démonstration. Voir [29, Théorème 12].
Chapitre 4
Polynômes modulaires de
Siegel
Ce chapitre a pour but de définir les polynômes modulaires sur l’espace de Sie-
gel et de décrire un algorithme de type évaluation/interpolation pour les calculer.
Nous commençons par expliquer comment on interpole des fractions rationnelles
multivariées, puis nous décrivons l’algorithme de Régis Dupont pour le calcul de
ces polynômes avec les invariants d’Igusa. Cette thèse apporte une généralisation
de cet algorithme à d’autres invariants, notamment les bi qui sont définis à l’équa-
tion 3.13. De plus, nous étudierons les propriétés des polynômes modulaires avec
les bi : nous prouverons l’existence de symétries, de relations modulo 4 entre les
exposants des invariants dans les coefficients et décrirons des propriétés des dé-
nominateurs des coefficients des polynômes. Les références pour ce chapitre sont
[19, 85, 9]. En particulier, nous avons repris plusieurs preuves de [9].
4.1 Interpolation
Nous expliquons dans cette section comment interpoler des polynômes et des
fractions rationnelles multivariées. En effet, on a besoin de savoir interpoler des
fractions rationnelles trivariées pour calculer les différents polynômes modulaires
par la méthode d’évaluation/interpolation. Le problème est le suivant : on suppose
que l’on dispose d’un algorithme f qui renvoie une approximation flottante de la
valeur P (x1, . . . , xn), pour tous x1, . . . , xn ∈ C, où P est une fraction rationnelle
multivariée à coefficients complexes P (X1, . . . , Xn) en n variables que l’on ne
connaît pas. Le but est de calculer P .
On note MN (d) la complexité de la multiplication de deux polynômes de
degrés inférieurs ou égaux à d avec des coefficients de N bits. Par ailleurs, on note
M′(N) la complexité de la multiplication de deux entiers de N bits. D’après [85,
Corollaire 8.19], on a que MN (d) ∈ O(d log dM′(N)) si on utilise la FFT et si
on suppose que N ∈ Ω(log d), ce qui est nécessaire pour distinguer les différentes
racines de l’unité utilisées dans la FFT. De plus, M′(N) ∈ O(N logN log logN)
(voir [78]).
Ce qui suit est basé sur des idées de [19]. On entre dans les détails et on fait
une étude de la complexité.
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4.1.1 Interpolation d’un polynôme multivarié
Le problème de l’interpolation d’un polynôme univarié P est bien connu et peut
être résolu par les méthodes de Lagrange et de Newton qui nécessitent degP + 1
évaluations (appels à l’algorithme f de l’introduction de cette section). La com-
plexité de l’interpolation rapide est en O(MN (deg (P )) log (deg (P ))) (voir [85,
Corollaire 10.12]).
Dans le cas d’un polynôme bivarié P (X,Y ), on note qu’il peut être écrit sous
les formes
P (X,Y ) =
dX∑
i=0
 dY∑
j=0
ci,jY
j
Xi = dX∑
i=0
ci(Y )Xi.
On peut calculer le polynôme univarié P (X, y), pour y fixé, en évaluant P (xi, y)
pour i = 1, . . . , dX +1 et puis en interpolant. Le `-ième coefficient de ce polynôme
est c`(y), qui est l’évaluation du polynôme univarié c`(Y ) au point y. On a donc
un algorithme pour évaluer ce polynôme et en l’appliquant sur dY + 1 valeurs yj ,
on peut en déduire les c`(Y ) pour tout ` et par suite le polynôme bivarié P (X,Y ).
Reprenons. Pour interpoler P (X,Y ) on procède comme suit. Pour j de 1 à
dY + 1, on fixe une valeur yj et on choisit dX + 1 valeurs xi (il n’est pas gênant
de prendre les mêmes xi pour différents j), on évalue alors tous les P (xi, yj) et on
interpole pour obtenir le polynôme univarié P (X, yj). Enfin, pour ` = 0, . . . , dX
on interpole c`(Y ). Ainsi, pour pouvoir interpoler un polynôme bivarié, il nous
faut (dX + 1)(dY + 1) évaluations et la complexité de l’interpolation est en
(dY + 1)O(MN (dX) log (dX)) + (dX + 1)O(MN (dY ) log (dY )) ⊆ O˜(dXdYN).
L’interpolation d’un polynôme trivarié peut être faite de manière similaire. On
écrit
P (X,Y, Z) =
dX∑
i=0
 dY∑
j=0
 dZ∑
k=0
ci,j,kZ
k
Y j
Xi
=
dX∑
i=0
 dY∑
j=0
ci,j(Zk)Y j
Xi = dX∑
i=0
ci(Y,Z)Xi.
Si, pour y et z fixés, on évalue P (xi, y, z) pour i = 1, . . . , dX+1 et qu’on interpole,
on obtient le polynôme univarié P (X, y, z) et son `-ième coefficient est c`(y, z).
Ceci nous fournit un algorithme d’évaluation du polynôme bivarié c`(Y,Z) en
n’importe quels points. On peut donc appliquer ce qu’on a dit sur les polynomes
bivariés pour calculer tous les c`(Y,Z) et en déduire P .
Détaillons. Pour j de 1 à dY +1 et pour k de 1 à dZ +1, on évalue P (xi, yj , zk)
pour dX + 1 valeurs xi et puis on fait (dY + 1)(dZ + 1) interpolations pour obtenir
tous les P (X, yj , zk). Chacun des dX + 1 coefficients c`(Y,Z) est un polynôme
bivarié et on a déjà donné la méthode et la complexité pour le calculer. En tout,
on fait (dX + 1)(dY + 1)(dZ + 1) évaluations et la complexité de l’interpolation est
(dY + 1)(dZ + 1)O(MN (dX) log (dX)) + (dX + 1)(dZ + 1)O(MN (dY ) log (dY ))+
(dX + 1)(dY + 1)O(MN (dZ) log (dZ)) ⊆ O˜(dXdY dZN).
On peut généraliser cet algorithme par récurrence sur le nombre de variables n du
polynôme multivarié P (X1, . . . , Xn). Le nombre d’évaluations est
∏n
i=1(dXi + 1)
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et la complexité de l’interpolation d’un polynôme à n variables est
n∑
i=1
n∏
j=1
j 6=i
(dXj + 1)O(MN (dXi) log (dXi)) ⊆ O˜(
n∏
i=1
dXiN).
Notons la symétrie entre les variables dans cette complexité. Elle indique que
l’ordre des variables n’a pas d’importance.
4.1.2 Interpolation d’une fraction rationnelle multivariée
On commence par le cas univarié : F (X) = A(X)B(X) , avec A(X) =
∑dAX
i=0 aiX
i ∈
C[X] et B(X) = ∑dAXi=0 biXi ∈ C[X]. On cherche la solution avec des degrés dAX et
dBX minimaux. Chaque paire (A,B) est alors définie à une constante multiplicative
près.
Soit n = dAX + dBX + 1. Écrire A(X) − F (X)B(X) = 0 induit un algorithme
par algèbre linéaire : il suffit d’évaluer F en n + 1 valeurs xi et de trouver les
coefficients ai et bi en résolvant le système linéaire

1 x1 . . . x
dAX
1 −F (x1) −F (x1) · x1 . . . −F (x1) · x
dBX
1
... . . .
...
...
...
... . . .
...
1 xn . . . x
dAX
n −F (xn) −F (xn) · xn . . . −F (xn) · xd
B
X
n
·

a0
...
adAX
b0
...
bdBX

=

0
...
0
 .
Cette méthode est particulièrement facile à implanter mais elle a une mauvaise
complexité. Une autre solution consiste à utiliser l’interpolation de Cauchy (voir
[85, Section 5.8]) couplée avec l’algorithme d’Euclide rapide (voir [85, Section
11]), ce qui produit un algorithme de complexité O(MN (n) log (n)). Le nombre
d’évaluations est alors n.
Décrivons brièvement cette dernière méthode. Soient k etm tels que degA < k
et degB ≤ m − k. Prenons x1, . . . , xm ∈ C et yi = F (xi) pour 1 ≤ i ≤ m et
interpolons : on obtient un polynôme univarié f . On cherche des polynômes r(X)
et t(X) tels que pour tout i, r(xi) = t(xi)F (xi) ; ceci implique (r(xi) = t(xi)yi =
t(xi)f(xi) si et seulement si r ≡ tf mod (X − xi) pour tout i) et par le théorème
des restes Chinois, c’est équivalent à avoir que r ≡ tf mod g, où g = ∏mi=1(X−xi).
On utilise alors l’algorithme d’Euclide étendu sur g et f . Soient rj , sj , tj la
j-ième ligne de cet algorithme où j est minimal tel que deg rj < k (c’est-à-dire
que r1 = g, r2 = f, s1 = 1, s2 = 0, t1 = 0, t2 = 1 et r` = gs`+ft` pour chaque ligne
`). Par le corollaire 5.18 de [85, Section 5.8], rj et tj vérifient rj(xi) = tj(xi)yi
et tj(xi) 6= 0 pour tout i. Ainsi, il suffit de calculer cette ligne pour interpoler la
fraction F et il est possible de ne calculer qu’une ligne par l’algorithme d’Euclide
rapide (voir [85, Section 11] pour plus de détails).
On étudie maintenant le cas bivarié F (X,Y ) = A(X,Y )B(X,Y ) , avec
A(X,Y ) =
dAX∑
i=0
dAY∑
j=0
cAi,jX
iY j =
dAX∑
i=0
cAi (Y )Xi ∈ C[X,Y ]
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et similairement pour B(X,Y ). On pourrait bien entendu utiliser de l’algèbre li-
néaire, mais la complexité serait vraiment très mauvaise. On veut plutôt faire
comme dans le cas des polynômes bivariés : fixer des valeurs yj , calculer les frac-
tions F (X, yj) et ensuite interpoler les coefficients comme des polynômes univariés
en Y . Si F (X,Y ) ∈ Q[X,Y ], alors pour chaque fraction rationnelle trouvée, on
peut forcer les numérateur et dénominateur à avoir un contenu égal à 1. Mais
à cause de la constante multiplicative, cela ne va pas marcher comme le montre
l’exemple suivant.
Exemple 4.1.1. Supposons que l’on cherche F (X,Y ) = 3X2Y 2+Y+23XY+3 et que l’on a
trouvé F (X, 1) = X2+1X+1 , F (X, 2) =
12X2+4
6X+3 , F (X, 3) =
27X2+5
9X+3 et aussi F (X, 5) =
75X2+7
15X+3 . Pour le plus grand coefficient du numérateur, c
A
2 (Y ), si on interpole avec
yi = 2, 3, 5, ce qui nous donne cA2 (yi) = 12, 27, 75, on trouve 3Y 2 ce qui est
correct ; d’un autre côté, avec yi = 1, 2, 3 donnant c2(yi) = 1, 12, 27, on obtient en
interpolant le polynôme 2Y 2 + 5Y − 6, qui est complètement faux. Cette erreur
provient de la simplification entre le numérateur et le dénominateur dans le cas
Y = 1.
Remarque 4.1.2. Pour quelques valeurs de Y , il y a une simplification par un
polynôme. Par exemple, F (X,−5) = −5X − 1. Ceci est immédiatement détecté
à cause du fait que les degrés en X se trouvent diminués. À chaque fois que cela
arrive, on abandonne nos valeurs. On supposera dans la suite que cela n’arrive
jamais.
Dans l’exemple, si on avait fixé le coefficient de degré 0 du dénominateur de
la fraction rationnelle univarié calculé à une certaine valeur (3 par exemple), la
simplification n’aurait pas été un problème. Ce n’est pas vrai en général.
Exemple 4.1.3. Cette fois-ci, on écrit F (X, 1) = X2+1X+1 , F (X, 2) =
3X2+1
3
2X+
3
4
,
F (X, 3) =
27
5 X
2+1
9
5X+
3
5
, . . . , où on fixe toujours le coefficient de degré 0 du numé-
rateur à 1. Alors on déduit par interpolation que cA0 (Y ) = 1, ce qui est faux.
En effet, lorsque l’on divise par une constante pour obtenir le coefficient 1, c’est
comme si on divisait par le polynôme Y + 2.
La difficulté est donc qu’on doit normaliser tout en étant sûr que le i-ième
coefficient du numérateur et du dénominateur de chaque fraction en X provient
bien de l’évaluation du même polynôme en Y .
Cette normalisation est facile à obtenir dans le cas très particulier où un des
coefficients cAi (Y ) ou cBi (Y ) ∈ C[Y ] non nul est connu : on doit juste multiplier la
fraction trouvée par la constante qui donne la bonne évaluation pour le coefficient
connu. On peut alors obtenir par l’interpolation de Cauchy la fraction avec en
tout n(dY + 1) évaluations. La complexité de l’interpolation est alors en
(dY + 1)O(MN (n) log(n)) + (n+ 1)O(MN (dY ) log(dY )) ⊆ O˜(dXdYN)
où dX = max(dAX , dBX), dY = max(dAY , dBY ) et n = dAX + dBX + 1 ≤ 2dX + 1.
Exemple 4.1.4. On reprend l’exemple précédent. Supposons que l’on connaisse
cA0 (Y ) = Y + 2. On a cA0 (1) = 3 et au lieu de prendre la fraction X
2+1
X+1 comme
précédemment, on prend plutôt 3X2+33X+3 . On a aussi que c
A
0 (2) = 4 et on écrit
F (X, 2) = 12X2+46X+3 , etc.
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En général, une idée pour éviter la difficulté à laquelle on a fait allusion plus
haut consiste à considérer la fraction F ′(X,Y ) = F (X,Y X) = A
′(X,Y )
B′(X,Y ) plutôt
que F (X,Y ) car dans ce cas, on a toujours que cB′0 (Y ) est une constante. Si elle
n’est pas nulle, on peut choisir de la fixer à 1 et alors l’argument précédent (un
coefficient connu) s’applique. Ensuite, en remplaçant Y par Y/X dans F (X,Y X)
on obtient F (X,Y ). Puisque dA′X = dAT et dB
′
X = dBT , où l’indice T désigne le degré
total, la complexité est en O˜(dTdYN), où dT = max(dAT , dBT ).
Remarquons que dans le cas particulier où le coefficient de degré zéro de cB0 (Y )
est 0, cette méthode ne fonctionne pas. Néanmoins, pour surmonter ce problème,
on peut considérer F (X + r, Y + s) au lieu de F (X,Y ) pour certaines valeurs r
et s telles que ce coefficient ne soit pas nul.
On étudie maintenant le cas trivarié. On veut interpoler F (X,Y, Z) = A(X,Y,Z)B(X,Y,Z)
avec A(X,Y, Z) et B(X,Y, Z) dans C[X,Y, Z]. Notons dT = max(dAT , dBT ) et simi-
lairement pour dX , dY et dZ . Soit n = dAT + dBT + 1. Comme dans le cas bivarié,
on calcule F (X,XY,XZ) et ensuite en remplace Y par Y/X et Z par Z/X pour
obtenir F (X,Y, Z). Nous expliquons comment calculer F (X,XY,XZ) récursive-
ment.
1. Supposons que l’on soit capable de calculer F (X,XY, zX) pour z ∈ C
fixé. Alors on n’a besoin que de dZ + 1 évaluations en zi pour interpoler,
comme des polynômes, chaque coefficient en Z et trouver F (X,XY,XZ).
Le nombre de coefficients est majoré par (n+ 1)(dY + 1) de telle sorte que
la complexité de l’interpolation pour cette étape est en
(n+ 1)(dY + 1)O(MN (dZ) log(dZ));
2. Pour obtenir F (X,XY, zX) pour un z fixé, il suffit d’appliquer l’algorithme
d’interpolation dans le cas d’une fraction rationnelle bivariée. On applique
cette étape dZ + 1 fois. La complexité est alors
(dZ + 1)((dY + 1)O(MN (n) log(n)) + (n+ 1)O(MN (dY ) log(dY ))).
En procédant ainsi, le nombre d’évaluations est de n(dY + 1)(dZ + 1) et la
complexité totale de l’interpolation est en O˜(dTdY dZN). Dans le cas spécial où
l’on connaît un des cAi (Y,Z) ou cBi (Y, Z), la complexité est en O˜(dXdY dZN).
Une amélioration de cet algorithme est obtenue en remarquant qu’il y a la pos-
sibilité de remplacer Y par Y/X dans la seconde étape pour trouver F (X,Y, zX)
et calculer F (X,Y,XZ) dans la première. Ce faisant, le nombre de coefficients
dans la première étape décroit et est majoré par (n′ + 1)(dY + 1) où n′ est
degAX(F (X,Y, zX)) + degBX(F (X,Y, zX)) + 1 ≤ n, ce qui nous permet de réduire
le nombre d’interpolations. La complexité est alors
(dY + 1)(dZ + 1)O(MN (n) log(n)) + (n+ 1)(dZ + 1)O(MN (dY ) log(dY ))+
(n′ + 1)(dY + 1)O(MN (dZ) log(dZ)) ⊆ O˜(dTdY dZN).
On peut généraliser tout ceci récursivement pour traiter le cas des fractions
rationnelles F ayant m variables X1, . . . , Xm. On trouve
O(
m∏
i=2
(dXi + 1)MN (n) log(n) +
m∑
j=2
m∏
i=2
i 6=j
(dXi + 1)n(j)MN (dXj ) log(dXj ))
116 CHAPITRE 4. POLYNÔMES MODULAIRES DE SIEGEL
⊆ O˜(dT
m∏
i=2
dXiN),
où n = dAT + dBT + 1 et n(j) est 1 plus le degré en X1 du numérateur plus le degré
en X1 du dénominateur de F (X1, X2, . . . , Xj−1, XjX1, . . . , XmX1).
Notons que, cette fois-ci, toutes ces formules de complexité pour les fractions
rationnelles sont asymétriques. Le choix de l’ordre des variables est alors impor-
tant. Les formules suggèrent qu’il est préférable de prendre X1 comme la variable
apparaissant avec le plus grand degré. Dans ce cas, on a que n ≤ 6dX1 + 1 et la
complexité de l’interpolation est alors en O˜(∏mi=1 dXiN).
4.2 Polynômes modulaires : définition et calcul
4.2.1 Polynômes modulaires avec les invariants d’Igusa
Soit Γ un sous-groupe de Γ2 d’indice k. Notons par CΓ le corps des fonctions
modulaires de H2 invariantes sous l’action de Γ. C’est le corps de fonctions de
H2/Γ. Cette définition est en accord avec la définition de CΓ2 vue plus haut.
D’après [32], CΓ est une extension algébrique finie de degré k de CΓ2 .
Soit f une fonction modulaire sur Γ2, γ ∈ Γ2 et p un nombre premier. On
définit la matrice γp et les fonctions fγ , fp et fγp de H2 → C par
fγ(Ω) = f(γΩ), fp(Ω) = f(pΩ) et fγp (Ω) = f(pγΩ), (4.1)
et on définit la matrice γp par
γp :=
(
A pB
C/p D
)
. (4.2)
Définition 4.2.1. Pour tout entier N ≥ 1, on note Γ0(N) le sous-groupe de Γ2
défini par
Γ0(N) :=
{(
A B
C D
) ∈ Γ2 : C ≡ 0 mod N} .
Soit p un nombre premier. Pour tous a, b, c ∈ {0, . . . , p− 1}, on pose
T1(a, b, c) =
 I2 0a b
b c
I2
 , T2(a, b, c) =
 0 −I2
I2
a b
b c

T3(a) =

1 0 0 0
0 0 0 −1
0 0 1 a
−a 1 0 0
 , T4 =

−1 −1 1 −1
0 0 −1 1
0 0 0 −1
1 0 0 −1
 .
Proposition 4.2.2. Pour tout nombre premier p, l’indice du sous-groupe Γ0(p)
dans Γ2 est
[Γ2 : Γ0(p)] = p3 + p2 + p+ 1.
De plus, un ensemble de représentants des classes (à droite) du quotient Γ2/Γ0(p)
est
{T1(a, b, c) : (a, b, c) ∈ {0, . . . , p− 1}3}
∪ {T2(a, b, c) : (a, b, c) ∈ {0, . . . , p− 1}3 tels que ac ≡ b2 mod p}
∪ {T3(a) : a ∈ {0, . . . , p− 1}}
∪ {T4}.
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Démonstration. Voir [19, Proposition 10.1].
Proposition 4.2.3. Les trois fonctions j`,p := (j`)p (voir définition 3.3.1) sont
invariantes sous l’action du groupe Γ0(p).
En effet, si γ ∈ Γ0(p), alors pγΩ = γp(pΩ) et γp ∈ Γ2, de telle sorte que
jγ`,p(Ω) = j`(pγΩ) = j`(γp(pΩ)) = j`(pΩ) = j`,p(Ω). En d’autres termes, Ω est
équivalent à γΩ pour γ ∈ Γ2, c’est-à-dire que Ω et γΩ ont les mêmes invariants
d’Igusa, mais cela ne signifie pas que pΩ soit équivalent à pγΩ : ce n’est le cas que
lorsque γ est dans l’ensemble Γ0(p).
Notons Cp un ensemble de représentants des classes du quotient Γ2/Γ0(p). Les
matrices des périodes des variétés abéliennes principalement polarisées p-isogènes
à une variété Ω donnée sont les pγΩ pour γ ∈ Cp (par [9, Théorème 3.2]).
Lemme 4.2.4. On a une surjection entre Γ2 = Sp4(Z) et Sp4(Z/NZ) pour tout
N entier.
Démonstration. Voir [1, Lemme 3.2 page 123].
Proposition 4.2.5. Pour un nombre premier p, CΓ0(p) est égal à CΓ2(j`,p) pour
` = 1, 2, 3.
Démonstration. Nous reprenons la preuve de [9, Lemme 4.2]. On a vu que CΓ2 =
C(j1, j2, j3) et que CΓ0(p) est une extension de CΓ2 de degré [Γ2 : Γ0(p)]. les fonc-
tions j`,p sont dans CΓ0(p) par la proposition 4.2.3. Il suffit alors de montrer qu’à
` fixé, les fonctions jγ`,p pour γ ∈ Γ2/Γ0(p) sont distinctes (tout comme pour
le théorème 1.4.14). Si deux de ces fonctions sont égales, alors le stabilisateur
S ⊆ Γ2 de j`,p dans Γ2 contient strictement Γ0(p). Les images de S et de Γ0(p)
sous l’application de réduction pi : Γ2  Sp4(Fp) vérifient alors pi(S) ) pi(Γ0(p)).
Le groupe pi(Γ0(p)) est le stabilisateur d’un sous-espace isotrope de Sp4(Fp) et
est donc maximal, par [49, Théorème 4.2]. On en déduit que pi(S) est le groupe
Sp4(Fp) et S est égal à Γ2, ce qui est absurde.
Notons que les fonctions j` ont des pôles en Ω ∈ H2 tel que h10(Ω) = 0. Ceci
arrive quand θi(Ω) = 0 pour un certain i ∈ P. Par la proposition 3.2.3, si Ω′ ∈ F2
est équivalent à Ω, alors Ω′ est diagonal. On en déduit que Ω correspond à un
produit de courbes elliptiques. Ainsi, les fonctions j`,p ont des pôles en les Ω ∈ H2
correspondant aux variétés p-isogènes à un produit de courbes elliptiques.
Soit Φ1,p(X) =
∏
γ∈Cp(X − jγ1,p). C’est le polynôme minimal de j1,p sur CΓ2 .
Comme les fonctions j2,p et j3,p sont contenues dans CΓ2(j1,p) = CΓ2 [j1,p] par
la proposition 4.2.5, on définit Φ2,p(X) et Φ3,p(X) comme étant les polynômes
unitaires dans CΓ2 [X] ayant un degré inférieur ou égal à deg(Φ1,p(X)) vérifiant
j2,p = Φ2,p(j1,p) et j3,p = Φ3,p(j1,p).
De plus, on a pour ` = 2, 3 que Φ`,p(j1,p) = Ψ`,p(j1,p)/Φ′1,p(j1,p) où
Ψ`,p(X) =
∑
γ∈Cp
jγ`,p
∏
γ′∈Cp\{γ}
(X − jγ′1,p).
Du coup, on va plutôt considérer Ψ`,p(X) que Φ`,p(X), car ils sont plus petits.
Définition 4.2.6. Soit p un nombre premier. On appelle Φ1,p, Ψ2,p et Ψ3,p les
p-polynômes modulaires pour j1, j2 et j3.
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Proposition 4.2.7. Pour tout nombre premier p, les p-polynômes modulaires
sont dans l’anneau Q(j1, j2, j3)[X].
Démonstration. Voir [9, Théorème 5.2]. Rappelons que le premier polynôme mo-
dulaire est le polynôme minimal de j1,p par rapport à l’extension CΓ0(p)/CΓ2 : Φ1,p
est donc dans C(j1, j2, j3)[X]. Soit Ω =
(
Ω1 Ω2
Ω2 Ω3
)
∈ H2. Posons qi = exp (2ıpiΩi).
Alors d’après [9, Lemme 5.1], les invariants d’Igusa ont une série de Laurent en q1,
q2 et q3 avec des coefficients rationnels. Ce résultat peut être retrouvé en regardant
la définition des invariants d’Igusa par les thêta constantes. On peut écrire
Φ1,p =
∑
m≥0
∑
a,b,c cm,a,b,cj
a
1j
b
2j
c
3∑
a,b,c dm,a,b,cj
a
1j
b
2j
c
3
Xm
et il nous suffit de prouver que les coefficients des numérateurs et dénominateurs
sont rationnels. On réécrit l’équation Φ1,p = 0 avec les séries de Laurent de j1, j2,
j3 et j1,p et en regardant les termes de la forme αqa1qb2qc3, on en déduit un système
d’équations linéaires pour les coefficients cm,a,b,c et dm,a,b,c. Sur les nombres com-
plexes, ce système a une solution qui est unique. Mais comme les coeffients qui
apparaissent sont rationnels, cette unique solution doit aussi être rationnelle. La
preuve pour Ψ2,p et Ψ3,p est similaire.
Pour un p-polynôme modulaire P , on notera, selon les cas, ce polynôme comme
étant à une variable P (X) ou à quatre P (X, j1, j2, j3).
L’application évaluation C(j1, j2, j3) → C qui envoie ji vers ji(Ω) associe au
polynôme modulaire P le polynôme P (X, j1(Ω), j2(Ω), j3(Ω)) dans C[X]. L’intérêt
de Φ1,p est que les racines de son évaluation en Ω ∈ H2 sont les j1-invariants des
surfaces abéliennes principalement polarisées qui sont p-isogènes à la variété Ω. De
plus, si x est une telle racine, alors (x,Φ2,p(x),Φ3,p(x)) sont les invariants d’Igusa
d’une surface abélienne principalement polarisée qui est p-isogène à la variété qui
a pour invariants d’Igusa (j1(Ω), j2(Ω), j3(Ω)).
Notons Lp le lieu de toutes les surfaces abéliennes principalement polarisées
qui sont p-isogènes à un produit de courbes elliptiques. Ce lieu Lp est une sous-
variété algébrique de dimension 2 de l’espace de modules tridimensionel H2/Γ2
et peut être paramétrisé par une équation Lp = 0 pour un polynôme Lp dans
Q[j1, j2, j3].
Lemme 4.2.8. Les dénominateurs des coefficients de Φ1,p(X), Ψ2,p(X) et Ψ3,p(X)
sont tous divisibles par le polynôme Lp.
Démonstration. Voir [9, Lemme 6.2]. Soit Ω ∈ H2 tel qu’il existe une p-isogénie
vers un produit de courbes elliptiques et soit c un coefficient de Φ1,p. Pour un
certain γ ∈ Γ2/Γ0(p), la valeur j1,p(γΩ) est infinie car les fonctions ji ont des pôles
aux produits de courbes elliptiques (proposition 3.2.3). L’évaluation de c au point
Ω est une expression symétrique en les j1,p(γ′Ω) et génériquement, il n’y a pas
de relation algébrique entre ces valeurs ; l’évaluation de c en Ω est donc infinie.
Mais puisque ji(Ω) est fini, le numérateur de c l’est également et c’est donc son
dénominateur qui s’annule en Ω. On en déduit que c est divisible par Lp. On peut
faire une preuve similaire pour Ψ2,p et Ψ3,p.
Nous donnons un algorithme pour déduire d’un triplet (x, y, z) ∈ C3 les dix
ci(Ω), où Ω ∈ F2 est tel que (j1(Ω), j2(Ω), j3(Ω)) = (x, y, z). Ceci peut être fait en
quatre étapes.
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Algorithme 4.2.1 : Calcul de Ω à partir de (j1(Ω), j2(Ω), j3(Ω))
Entrée : (x, y, z) = (j1(Ω), j2(Ω), j3(Ω)) pour un certain Ω ∈ F2 inconnu,
une précision N .
Sortie : Ω ∈ H2.
1 Utiliser l’algorithme de Mestre pour obtenir une courbe hyperelliptique
Y 2 = f(X) à précision N ;
2 Déduire les dix ci(Ω) à précision N en utilisant une technique d’intégration
numérique à faible precision (algorithme 3.4.1);
3 Utiliser la proposition 3.6.1 pour obtenir le carré des thêta constantes à
précision N ;
4 Appliquer (3.15), (3.16), (3.17) pour calculer Ω à la précision ambiante,
avec quelques pertes (algorithme 3.6.1).
1. La première consiste à utiliser l’algorithme de Mestre à précision N pour
trouver l’équation d’une courbe hyperelliptique Y 2 = f(X) sur C avec f
de degré 6 dont les invariants d’Igusa sont (x, y, z) ;
2. Une fois que l’on a f , il est facile de déduire l’ensemble E des racines de f à
précisionN et à partir de cet ensemble, on applique les formules de Thomae
pour obtenir les puissances quatrièmes des thêta constantes à partir d’un
ordonnancement des racines de f , ordonnancement qui correspond à un
choix de la base du groupe d’homologie de la courbe hyperelliptique.
Le problème ici est que les fonctions ci ne sont pas invariantes sous l’action
du groupe symplectique Γ2, mais sous le sous-groupe Γ2(2). Ceci signifie
que pour deux matrices des périodes équivalentes sous l’action de Γ2 (en
d’autres termes, avec les mêmes invariants d’Igusa), l’évaluation des ci
en ces matrices peut produire des résultats différents. Plus exactement,
pour deux telles matrices des périodes Ω1 et Ω2, il existe une matrice γ
dans Γ2/Γ2(2) telle que ci(Ω1) = ci(γΩ2) pour tout i ∈ P. Ainsi, les thêta
constantes trouvées avec les formules de Thomae nous donnent c2i (γΩ) pour
un certain γ ∈ Γ2/Γ2(2) ;
3. Utilisons maintenant une technique d’intégration numérique à petite pré-
cision N ′ avec le même choix de la base du groupe d’homologie que les
formules de Thomae pour trouver la matrice des périodes γΩ que l’on ré-
duit dans le domaine fondamental pour obtenir Ω, à précision N ′, et γ. On
calcule ci(Ω) à faible précision (avec l’algorithme 3.2.1 par exemple). On
pourrait utiliser l’intégration numérique à la précision ambiante N mais
alors la complexité de l’algorithme empirerait ;
4. Appliquer l’équation fonctionnelle de la proposition 2.6.4 sur les c2i (γΩ)
avec la matrice γ−1 permet d’obtenir les c2i (Ω) à précision N ; et connaître
ci(Ω) à faible précision est suffisant pour déduire les bonnes racines carrés
et obtenir les ci(Ω) à précision N .
Hypothèse 4.2.9. Notons que l’on fait l’hypothèse que l’intégration numérique
fournit un γΩ avec γ suffisamment petit tel que γΩ peut être correctement réduit
dans le domaine fondamental à faible précision.
On obtient ainsi l’algorithme 4.2.1. La seconde étape est l’algorithme 3.4.1 et
les troisième et quatrième sont l’algorithme 3.6.1. Ils ont complexité O(M′(N))
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et O(M′(N) log(N)) (oùM′(N) est la complexité pour multiplier deux entiers de
N bits). Au total, cet algorithme est en O˜(N).
4.2.2 Définition plus générale
Dans cette section, nous donnons une définition plus générale des p-polynômes
modulaires en utilisant d’autres invariants que les invariants d’Igusa. C’est l’ana-
logue de ce qui est fait en dimension 1 (voir les travaux de Schläfli [76] et de Weber
[87] et/ou [25, Section 4.2 et 4.3] ou alors la section 1.6.3).
On ne considère que les sous-groupes de congruence Γ ⊆ Γ2, c’est-à-dire les
groupes qui vérifient Γ2(N) = {M ∈ Γ2 : M ≡ I4 mod N} ⊆ Γ pour un certain
entier N . Si N est minimal avec cette propriété, on dit que N est le niveau de Γ.
Soient donc Γ un sous-groupe de congruence et f1, f2, f3 trois fonctions modulaires
qui sont des générateurs pour le corps de fonctions de H2/Γ. Soit p un nombre
premier qui est premier avec le niveau de Γ et Cp un ensemble de représentants
des classes de Γ/(Γ ∩ Γ0(p)).
Définition 4.2.10. Les p-polynômes modulaires pour ces données sont, pour ` =
2, 3,
Φ1,p(X) =
∏
γ∈Cp
(X − fγ1,p) et Ψ`,p(X) =
∑
γ∈Cp
fγ`,p
∏
γ′∈Cp\{γ}
(X − fγ′1,p).
On écrira parfois Φ1,p(X, f1, f2, f3) et parfois Φ1,p(X) et similairement pour
Ψ`,p(X). Tandis que la phase d’interpolation reste inchangée, la phase d’évalua-
tion, elle, est légèrement différente. En effet, cette fois-ci, il nous faut trouver
une matrice des périodes Ω ∈ H2 à partir d’un triplet (x1, x2, x3) ∈ C telle que
fi(Ω) = xi. Bien sûr, cette étape dépend des trois générateurs, mais nous al-
lons tout de même donner un algorithme général. D’un autre côté, les calculs de
Φ1,p(X, f1(Ω), f2(Ω), f3(Ω)) et de Ψ`,p(X, f1(Ω), f2(Ω), f3(Ω)), pour un certain Ω,
ne changent pas : on peut appliquer les mêmes algorithmes et ces calculs ont donc
la même complexité, excepté, éventuellement, celle qui provient de l’évaluation
des fonctions fi.
Tout comme dans le cadre de la dimension 1, on cherche des invariants qui
produisent les polynômes les plus petits possibles. Ceux produits par les invariants
d’Igusa étant particulièrement gros.
Les premiers invariants que nous avons essayés sont les invariants de Streng
(définition 3.3.2). Ceci est justifié par le fait que dans sa thèse, Streng les a utilisés
avec succès pour obtenir des polynômes de classes plus petits que ceux trouvés
avec les invariants d’Igusa. Ces invariants sont définis de telle sorte que l’exposant
de h10 dans le dénominateur soit le plus petit possible.
Notons que les équations (3.4) et (3.5) nous disent que tous les résultats de
la section précédente avec les invariants d’Igusa sont également vrais avec les in-
variants de Streng et que donc on peut appliquer le même algorithme. L’unique
différence se situe dans l’obtention d’une matrice Ω ∈ H2 (modulo Γ2) à par-
tir d’un triplet (i1(Ω), i2(Ω), i3(Ω)), où il nous faut ajouter une étape : à partir
d’un tel triplet, il nous faut utiliser les équations (3.5) pour en déduire le triplet
(j1(Ω), j2(Ω), j3(Ω)) et ensuite on peut appliquer l’algorithme 4.2.1. D’après l’équa-
tion (3.4), le calcul de i`(Ω) a la même complexité que le calcul de j`(Ω). Ainsi, la
complexité du calcul des polynômes modulaires avec les invariants de Streng est
exactement la même que celle du calcul des polynômes avec les invariants d’Igusa.
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Toutefois, on constate (voir section 4.3) que les polynômes avec les invariants de
Streng sont plus petits en termes de degrés et de taille des coefficients. Les cal-
culs sont donc faits à une précision plus petite et l’étape d’interpolation est plus
rapide. Le nombre d’appels à l’algorithme 4.2.1 est diminué.
Rappelons que les invariants d’Igusa et de Streng sont définis à partir de
sommes et produits de quotients de thêta constantes. Ainsi, les fonctions ri et
bi, pour i = 1, 2, 3, définies dans la section 3.4.2 produisent potentiellement des
polynômes plus petits. C’est effectivement le cas. Dans la suite, nous allons nous
concentrer sur les bi qui donnent les meilleurs polynômes que nous avons obtenus.
Nous avons donc trois invariants b1, b2, b3 qui engendrent le corps des fonctions
modulaires invariantes par
Γ2(2, 4) =
{(
A B
C D
) ∈ Γ2 : ( A BC D ) ≡ I4 mod 2 et B0 ≡ C0 ≡ 0 mod 4} ,
qui est un sous-groupe normal de Γ2 d’indice 11520 et de niveau 4. Notons que
nous utilisons les invariants bi plutôt que ci car ces derniers sont au nombre de
10 tandis que les premiers au nombre de trois.
Proposition 4.2.11. Soit p > 2 un nombre premier. Les classes de Γ2(2, 4)/(Γ0(p)∩
Γ2(2, 4)) sont en bijection avec les classes de Γ2/Γ0(p).
Démonstration. Considérons l’application φ : Γ2(2, 4)→ Γ2/Γ0(p) de noyau Γ0(p)∩
Γ2(2, 4). La surjectivité provient du théorème des restes Chinois et du fait que
Sp4(Z)→ Sp4(Z/4pZ) est surjectif.
Pour p = 2, on a que (Γ0(p)∩Γ2(2, 4)) = Γ2(2, 4) ce qui justifie que le nombre
premier p doit être premier au niveau du sous-groupe considéré dans la définition
des polynômes modulaires.
Proposition 4.2.12. Pour un nombre premier p > 2, CΓ2(2,4)∩Γ0(p) est égal à
CΓ2(2,4)(bi,p) pour tout i = 1, 2, 3.
Démonstration. La preuve est similaire à celle de la proposition 4.2.5. On doit
utiliser l’isomorphisme entre Γ2(2, 4)/(Γ2(2, 4) ∩ Γ2(p)) et Γ2/Γ2(p) qui provient
du theorème des restes Chinois et de la surjectivité de Sp4(Z)→ Sp4(Z/4pZ).
Proposition 4.2.13. Les p-polynômes modulaires pour les invariants b1, b2 et b3
sont dans l’anneau Q(b1, b2, b3)[X]. Plus généralement, ceci est le cas avec tous
les invariants qui sont définis à partir des thêta constantes.
Démonstration. Cette propriété provient du fait que, pour tout Ω =
(
Ω1 Ω2
Ω2 Ω3
)
, les
fonctions b1, b2 et b3 ont un développement en série de Laurent en qi = exp (2ıpiΩi)
avec des coefficients rationnels. On conclut avec une preuve similaire à celle de la
proposition 4.2.7.
On veut pouvoir déduire Ω de (b1(Ω), b2(Ω), b3(Ω)) = (x1, x2, x3). La première
chose à faire est de déduire de (x1, x2, x3) les invariants d’Igusa de Ω. Ceci peut être
fait facilement en utilisant les formules de duplication de la proposition 2.6.12 pour
obtenir les 10 ci(Ω) et en utilisant la définition des invariants d’Igusa (définition
3.3.1). On utilise alors l’algorithme 4.2.1 pour déduire une matrice des périodes
Ω′ ∈ H2 à partir de ces invariants d’Igusa. Notons qu’on pourrait aussi déduire les
invariants de Rosenhain ri à partir des ci (ou des bi), desquels on déduit l’équation
d’une courbe hyperelliptique de genre 2 et de degré 6 que l’on peut utiliser dans
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l’algorithme 4.2.1. Malheureusement, dans les deux cas, la matrice Ω′ que l’on
obtient est équivalente à Ω dans le sens où elles ont les mêmes invariants d’Igusa,
mais ceci ne signifie pas que bi(Ω′) = xi parce que les fonctions bi sont invariantes
pour le groupe Γ2(2, 4) et non pas Γ2.
Pour pallier cette difficulté, il faut considérer les classes du quotient Γ2/Γ2(2, 4).
Pour trouver la bonne matrice Ω modulo Γ2(2, 4), on peut prendre tous les repré-
sentants γ des classes du quotient et évaluer les trois bi(γΩ′) à faible précision. Le
triplet le plus proche de (x1, x2, x3) nous donne la bonne matrice γ et ensuite on
utilise l’équation fonctionnelle des thêta constantes pour obtenir bi(γΩ′) = bi(Ω) à
la précision courante N . Le problème de cette méthode est que l’indice de Γ2(2, 4)
dans Γ2 est 11520 ce qui est grand et par suite cette méthode est lente. Nous
proposons donc une autre méthode, plus complexe, certes, mais plus efficace.
Cette solution consiste à précalculer l’action sur les thêta constantes (permu-
tations et constantes) de l’ensemble des représentants de Γ2/Γ2(2, 4) en utilisant
l’équation fonctionnelle et en comparant les trois bi(Ω) avec les trois bi(Ω′) pour
en déduire l’action et par suite le représentant γ qui correspond à cette action, ce
qui nous permet d’avoir γΩ′ = Ω. Ici, le temps passé sur chaque représentant est
négligeable.
Exemple 4.2.14. Nous donnons un exemple de ce que l’on appelle par action.
Soit la matrice
γ =
(
1 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 1
)
.
En utilisant l’équation fonctionnelle, on trouve que
θ20(γ · Ω) = ζ2γ det(...)θ26(Ω), que θ22(γ · Ω) = ıζ2γ det(...)θ212(Ω),
ou alors que
θ215(γ · Ω) = −ζ2γ det(...)θ215(Ω).
En oubliant les facteurs ζ2γ det(...) qui disparaissent lorsqu’on passe au quotient, on
peut écrire l’action de γ sous la forme de deux tableaux : [6, 2, 12, 8, 3, 9, 4, 0, 1, 15],
qui est une bijection de P, et [1, 1, ı, ı, ı,−1, 1, 1, ı,−1].
Détaillons. On connaît les trois bi(Ω), donc aussi les dix ci(Ω), plus Ω′ à la
précision N . Notre but est de trouver une matrice γ ∈ Γ2 telle que γΩ′ = Ω. On
calcule les dix ci(Ω′). L’équation fonctionnelle des thêta constantes nous dit que
θ2k(γΩ′) = ζ2γ det(...)ı(γ,k)θ2` (Ω′),
avec (γ, k) ∈ {0, 1, 2, 3}, et comme les ci sont des quotients de thêta constantes,
on peut oublier les facteurs ζ2γ et det(...). On dira ici que l’action de γ envoie
l’indice k vers l’indice `. Dans le cas où 0 est envoyé vers 0, alors les ensembles
A des dix ci(Ω) = ci(γΩ′) et B des dix ci(Ω′) sont égaux à permutation et à une
racine quatrième de l’unité près. Il est alors facile de comparer ces ensembles pour
en déduire l’action de la matrice γ. Lorsque 0 n’est pas envoyé vers 0, les choses
se corsent. Dans ce cas, ci(γΩ′) pour i ∈ P s’écrit comme une racine de l’unité
fois un quotient de carrés de thêta constantes évaluées en Ω′. Cependant, notons
qu’il existe c ∈ P tel que c est envoyé sur 0 et un d ∈ P tel que 0 est envoyé sur
d. On a alors
cc(γΩ′) = ı(γ,c)−(γ,0) cd(Ω′)−1
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et en comparant A et B à une racine quatrième de l’unité près, il est possible de
trouver cd(Ω′). On a alors
ck(γΩ′) = ı(γ,k)−(γ,0)
θ2` (Ω′)
θ2n(Ω′)
= ı(γ,k)−(γ,0)c`(Ω′)cd(Ω′)−1
et il suffit de multiplier l’ensemble A par cd(Ω′)−1 et comparer ce nouvel ensemble
avec B pour déduire l’action de γ.
Cette méthode peut aussi être utilisée pour modifier l’étape 2 de l’algorithme
4.2.1. En effet, dans le cas où ne peut pas choisir la base du groupe d’homologie
pour l’intégration numérique, on obtient une matrice Ω à faible précision, mais
on ne connaît pas la matrice γ telle que γΩ est la matrice des périodes provenant
des formules de Thomae. Comme expliqué plus haut, en comparant ci(Ω) à faible
précision et ci(γΩ) à la précision courante N , on peut tout de même déduire ci(Ω)
à précision N .
C’est ce qu’on a fait en pratique car on a utilisé le code de Pascal Molin (voir
[65]) pour l’intégration numérique et on a d’ailleurs remarqué que ce code, une
fois données les six racines de la courbe hyperelliptique, renvoie une matrice des
périodes de la forme γ′′Ω′′, où Ω′′ ∈ F2 et γ′′ semble toujours avoir −1, 0, 1 comme
coefficients. Ainsi, nous n’avons jamais eu de problème avec la réduction dans le
domaine fondamental de γ′′Ω′′ (nous rappelons l’hypothèse 4.2.9).
4.2.3 Analyse de la complexité
Soient f1, f2, f3 trois fonctions modulaires pour un sous-groupe de congruence
Γ de Γ2 qui génèrent le corps de fonctions de H2/Γ. Soient p un nombre premier
qui est premier au niveau de Γ et Cp un ensemble de représentants de Γ/(Γ ∩
Γ0(p)). On a décrit précédemment une procédure pour trouver Ω à partir de
(f1(Ω), f2(Ω), f3(Ω)) à travers l’exemple des fonctions bi et on doit ensuite évaluer
les p-polynômes modulaires pour un nombre premier p en Ω, ce qui signifie que
l’on doit calculer pour ` = 2, 3 :
Φ1,p(X, f1(Ω), f2(Ω), f3(Ω)) et Ψ`,p(X, f1(Ω), f2(Ω), f3(Ω))
(et chacun des coefficients de ces polynômes dans C[X] est l’évaluation en Ω
d’une fonction rationnelle trivariée en f1, f2, f3 que l’on doit interpoler). Pour
ce faire, on doit d’abord calculer fγ`,p(Ω), pour tous γ ∈ Cp et ` = 1, 2, 3. Soit
q = p3 + p2 + p + 1 le degré de Φ1,p(X). L’évaluation de Φ1,p(X) en Ω peut
être obtenue en O(MN (q) log q) en utilisant un arbre de sous-produits (voir [85,
Section 10.1]). Les deux autres polynômes quant à eux s’obtiennent avec la même
complexité grâce à une interpolation rapide (voir [85, Section 10.2]).
L’algorithme 4.2.2 résume ce que l’on a déjà expliqué. La complexité de cet al-
gorithme dépend de la complexité de l’évaluation des fonctions fi en Ω ∈ H2. Dans
le cas des thêta constantes et des fonctions dérivées d’elles, comme les invariants
d’Igusa et de Streng, les étapes 1 à 7 sont de complexité O(M′(N) log(N)) ([19,
Théorème 9.3]), l’étape 8 est en O(qM′(N) log(N)) (par [29, Théorème 12] sous
la conjecture 3.6.2), l’étape 9 en O(MN (q) log(q)) et la 10 en O(MN (q) log(q)) de
telle sorte que la complexité totale de cet algorithme avec des fonctions dérivées
des thêta constantes est
O(qM′(N) log(N) +MN (q) log(q)) ⊆ O˜(p3N).
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Algorithme 4.2.2 : Évaluation des polynômes modulaires
Entrée : f1(Ω), f2(Ω), f3(Ω), un sous-groupe Γ de Γ2 tel que
CΓ = C(f1, f2, f3), un nombre premier p qui est premier au niveau
de Γ, un ensemble Cp de représentants de Γ/(Γ ∩ Γ0(p)) et un
précalcul de l’action des représentants de Γ2/Γ, une précision N .
Sortie : Φ1,p(X, f1(Ω), f2(Ω), f3(Ω)) et Ψ`,p(X, f1(Ω), f2(Ω), f3(Ω)) à
précision N (avec quelques pertes) pour ` = 2, 3.
1 Déduire les j-invariants ji(Ω) ou si possible les invariants de Rosenhain
ri(Ω) à partir des fi(Ω) ;
2 Utiliser l’algorithme de Mestre ou les invariants de Rosenhain pour obtenir
une courbe hyperelliptique Y 2 = f(X) à précision N ;
3 Déduire les dix ci(Ω) à précision N en utilisant une technique d’intégration
numérique à faible précision;
4 Inverser les fonctions pour trouver Ω′ avec les bons j-invariants à précision
N ;
5 Comparer (permutations et constantes) les trois fi(Ω) avec les trois fi(Ω′);
6 Déduire un représentant γ de Γ2/Γ correspondant à cette action en
utilisant le précalcul;
7 Calculer Ω = γΩ′;
8 Calculer les fγi,p(Ω) à précision N pour tout γ ∈ Cp;
9 Calculer Φ1,p(X, f1(Ω), f2(Ω), f3(Ω)) à précision N en utilisant un arbre de
sous-produits ;
10 En utilisant l’interpolation rapide, calculer Ψ`,p(X, f1(Ω), f2(Ω), f3(Ω));
En pratique, l’étape qui prend le plus de temps est la 8 (voir section 4.5).
Supposons que f1 soit la variable qui apparaît avec le plus grand degré parmi
tous les numérateurs et dénominateurs des coefficients des polynômes modulaires.
Notons dAT (resp. dBT ) le degré total maximal des numérateurs (resp. dénomina-
teurs) des coefficients des trois polynômes modulaires et notons df1 (resp. df2 , df3)
l’exposant maximal de la variable f1 (resp. f2, f3) apparaissant dans un coefficient
d’un des polynômes Soit n = dAT + dBT ≤ 6df1 . Pour calculer les p-polynômes mo-
dulaires, l’algorithme 4.2.2 est exécuté (n+1)(df2 +1)(df3 +1) fois et l’on a besoin
d’interpoler 3q fractions rationnelles. La complexité pour calculer ces polynômes
est alors
(n+ 1)(df2 + 1)(df3 + 1)O˜(p3N) + O˜(np3df2df3N) ⊆ O˜(df1df2df3p3N).
Remarquons que l’on suppose ici que l’on connaît les degrés de toutes les frac-
tions rationnelles trivariées pour pouvoir utiliser l’interpolation de Cauchy avec
l’algorithme d’Euclide étendu. Nous verrons à la section 4.5 comment calculer ces
degrés.
Comme l’on ne connaît pas de bornes explicites pour la taille des coefficients
des polynômes modulaires, on suppose qu’il suffit d’utiliser une précision flottante
en O(N), où N est la taille du plus grand coefficient, pour faire tous les calculs
avec une précision qui, une fois la phase d’interpolation finie, permet de recon-
naître correctement les coefficients comme des rationnels. On supposera également
l’hypothèse 4.2.9.
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Théorème 4.2.15 (Sous la conjecture 3.6.2 et les heuristiques du paragraphe pré-
cédent). Soient f1, f2, f3 trois fonctions modulaires dérivées des thêta constantes
pour un sous-groupe de congruence Γ de Γ2 qui engendrent le corps des fonctions
modulaires invariantes par CΓ. Soit p un nombre premier qui est premier au niveau
de Γ. Alors, sous les différentes hypothèses formulées, les polynômes modulaires
pour ces données peuvent être calculés avec une complexité en O˜(df1df2df3p3N),
où df1 = max(df1 , df2 , df3), si les degrés en fi de tous les coefficients (numéra-
teurs et dénominateurs) des trois polynômes modulaires sont connus. Ici, N est
la taille du plus grand coefficient entier apparaissant dans ces polynômes.
Remarque 4.2.16. — La conjecture est utilisée pour la complexité mais elle
n’affecte pas la justesse de l’algorithme car il est facile de vérifier si la ma-
trice des périodes obtenue est la bonne ou pas à chaque étape d’évaluation.
— Pour que la complexité O˜(df1df2df3p3N) soit quasi-linéaire en la taille de
la sortie, on doit supposer également que la taille moyenne des coefficients
des polynômes modulaires est en Ω(N).
4.3 Résultats
On présente dans cette section les différents polynômes modulaires que nous
avons calculés avec les invariants de Streng et avec les bi. Les données expérimen-
tales de cette section qui sont prouvées dans la section qui suit sont utilisées pour
optimiser l’implantation du calcul des polynômes modulaires (voir section 4.5).
4.3.1 Polynômes modulaires avec les invariants de Streng
Avec l’algorithme que nous avons présenté dans la section 4.2.1, Régis Dupont
[19] a calculé les polynômes modulaires avec les invariants d’Igusa pour p = 2.
Pour p = 3, il n’a pu calculer que les dénominateurs et les degrés des différents
coefficients, à cause de degrés en les invariants trop élevés qui apparaissent dans
les coefficients. Quant à nous, nous avons pu calculer les polynômes modulaires
avec les invariants de Streng pour p = 2 et p = 3.
Nous commençons avec quelques notations pour pouvoir comparer les diffé-
rents résultats trouvés entre les invariants d’Igusa et ceux de Streng (voir défini-
tions 3.3.1 et 3.3.2). Pour p = 2, le nombre d’isogénies est p3 + p2 + p + 1 = 15.
Notons pour ` = 2, 3
Φ1,2(X) = X15 +
14∑
i=0
A1,i(i1, i2, i3)
B1,i(i1, i2, i3)
Xi et Ψ`,2(X) =
14∑
i=0
A`,i(i1, i2, i3)
B`,i(i1, i2, i3)
Xi.
On considère le quotient Aj,i/Bj,i comme le i-ième coefficient du j-ième poly-
nôme modulaire. Les numérateur et dénominateur de chaque coefficient sont des
polynômes dans Z[i1, i2, i3].
Rappelons que Dupont a trouvé que les dénominateurs des trois polynômes
modulaires sont de la forme 1428jα1D2(j1, j2, j3)6, pour un certain entier α qui
varie de 5 à 21 et où D2 est de degrés 5, 7 et 5 en respectivement j1, j2, et j3
(voir [19, Pages 225–226] pour ces résultats et pour la définition de D2). Avec les
invariants de Streng, nous avons trouvé que les dénominateurs sont de la forme
ciα3D
′
2(i1, i2, i3) pour Φ1,2 et de la forme ciα3 (D′2(i1, i2, i3))2 pour les autres, où c est
une constante dans Z, α varie de 0 à 3 et
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D′2 = (24576i3i51+(96i32−4608i3i2)i41+(−6220800i3i2−12288i23)i31+(−23328i42−
48i3i32 + 1088640i3i22 + 2304i23i2 + 24883200i23)i21 + (93312i3i32 + 419904000i3i22 −
5909760i23i2+(1536i33−8398080000i23))i1+(1417176i52−5832i3i42+(6i23−94478400i3)i32+
287712i23i22 + (−288i33 + 1154736000i23)i2 + (−248832i33 + 755827200000i23)))
est irréductible. Il est clair que les puissances deD2 etD′2 sont reliées à la puissance
de h10 dans la définition des différents j-invariants. Notons par di,j,` le degré du
numérateur du `-ième coefficient du i-ième polynôme modulaire en ij (voir défini-
tion 4.2.10) et αi,` la puissance de j3 qui apparaît dans le dénominateur du `-ième
coefficient du i-ième polynôme. Les degrés trouvés sont écrits dans le tableau 4.1.
` d1,1,` d1,2,` d1,3,` α1,` d2,1,` d2,2,` d2,3,` α2,` d3,1,` d3,2,` d3,3,` α3,`
0 25 11 11 3 30 17 15 3 33 17 16 3
1 23 11 11 3 28 17 15 3 31 17 16 3
2 23 11 11 3 28 17 15 3 31 17 16 3
3 21 11 11 3 26 17 15 3 29 17 16 3
4 21 11 11 3 26 17 15 3 29 17 16 3
5 20 11 10 3 25 17 14 3 28 17 15 3
6 20 11 10 3 25 17 14 3 28 17 15 3
7 18 10 9 2 23 17 14 3 26 17 15 3
8 18 10 9 2 23 16 13 2 26 16 14 2
9 16 10 8 2 21 15 12 2 24 15 13 2
10 16 8 7 1 21 15 12 2 24 15 13 2
11 15 8 7 1 20 13 11 1 23 13 12 1
12 15 7 7 1 20 13 11 1 23 13 12 1
13 11 6 5 0 16 12 10 1 20 12 11 1
14 8 5 4 0 13 11 8 0 16 11 9 0
TABLEAU 4.1 – Degrés des numérateurs des polynômes modulaires avec les inva-
riants de Streng pour p = 2.
Les degrés des numérateurs des coefficients des polynômes modulaires trouvés
par Dupont avec les invariants d’Igusa varient de 37 à 60 en j1, de 50 à 75 en j2 et
de 33 à 50 en j3 pour Φ1,2(X) tandis qu’ils n’excèdent pas 25 avec les invariants
de Streng. La taille des entiers dans le premier cas est majorée par 210 chiffres
décimaux et par 105 dans le dernier cas. De plus, les trois polynômes calculés par
Dupont (et accessibles dans sa page web) prennent 57 Mo d’espace mémoire et
les autres 2.1 Mo. Les invariants de Streng fournissent donc des polynômes plus
petits en termes de degrés, précision et espace mémoire.
Nous avons aussi calculé les polynômes modulaires avec les invariants de Streng
pour p = 3. Le nombre d’isogénies est 40. Les dénominateurs ont les mêmes
propriétés que celles décrites plus haut : ils sont de la forme ciα3 (D′3(i1, i2, i3))2 pour
Φ1,3 et de la forme ciα3 (D′3(i1, i2, i3))4 pour les deux autres. La partie commune
D′3 est un polynôme irréductible de degrés 13, 10 et 8 en respectivement i1, i2
et i3. Dupont a trouvé que les dénominateurs avec les invariants d’Igusa sont de
la forme cjα1D3(j1, j2, j3)18, où D3 est de degrés 14, 20 et 13 en j1, j2 et j3. Nous
présentons des degrés de numérateurs dans le tableau 4.2.
Les degrés sont beaucoup plus petits que ceux avec les invariants d’Igusa qui
varient de 243 à 420. Nous ne connaissons pas les tailles des entiers des polynômes
avec les invariants d’Igusa, mais dans le cas des invariants de Streng, nous avons
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` d1,1,` d1,2,` d1,3,` α1,` d2,1,` d2,2,` d2,3,` α2,` d3,1,` d3,2,` d3,3,` α3,`
0 61 32 32 4 87 52 48 4 92 52 49 4
1 61 32 31 4 87 52 47 4 92 52 48 4
2 61 32 31 4 87 52 47 4 92 52 48 4
...
...
...
...
...
...
...
37 41 22 21 1 67 43 37 1 72 43 39 1
38 36 21 19 0 62 42 36 1 67 42 37 1
39 31 20 17 0 57 41 33 0 62 41 35 0
TABLEAU 4.2 – Degrés de numérateurs des polynômes modulaires avec les inva-
riants de Streng pour p = 3.
trouvé qu’ils peuvent avoir jusqu’à 550 chiffres décimaux. Les trois polynômes
occupent 890 Mo d’espace mémoire.
4.3.2 Polynômes modulaires avec les bi
Nous avons calculé les polynômes modulaires avec les bi pour p = 3, 5 et 7
(voir équation (3.13) pour leurs définitions). Rappelons que pour p = 2, ces po-
lynômes n’existent pas parce que Γ2(2, 4) ∩ Γ0(2) = Γ2(2, 4). Cette fois, il n’y a
qu’un dénominateur commun Dp pour tous les coefficients des trois polynômes (il
n’y a pas de constantes ni de puissances d’un des bi). Par exemple, on a
D3 = 1024b63b62b101 − ((768b83 + 1536b43 − 256)b82 + 1536b83b42 − 256b83)b81 +
(1024b63b102 + (1024b103 + 2560b63 − 512b23)b62 − (512b63 − 64b23)b22)b61 − (1536b83b82 +
(−416b43 +32)b42 +32b43)b41− ((512b63−64b23)b62−64b63b22)b21 +256b83b82−32b43b42 +1.
Pour p = 5 (resp. p = 7), le dénominateur apparaît avec puissance 70 (resp.
226) pour les trois bi. Ces dénominateurs pour p = 3, 5, 7 ont des propriétés in-
téressantes. Ils sont symétriques, les puissances des bi sont toujours paires et il
y a des relations modulo 2 et 4 entre les puissances de chaque monôme. Nous
avons noté des propriétés similaires sur les numérateurs. En particulier, nous
avons remarqué que pour p = 3 et 5, Ψ2,p(X, b1, b2, b3) = Ψ3,p(X, b1, b3, b2) et
Φ1,p(X, b1, b2, b3) = Φ1,p(X, b1, b3, b2). En outre, les degrés totaux pour les déno-
minateurs sont 24, 120 et 336, c’est-à-dire p3 − p. Nous étudierons ces propriétés
dans la section suivante.
Le tableau 4.3 montre quelques degrés pour p = 3. Ce tableau peut être
comparé avec les résultats trouvés avec les invariants de Streng (voir tableau 4.2).
Les notations sont similaires à celles d’avant.
Le tableau 4.4 indique les degrés minimaux et maximaux de chacun des bi
dans les différents polynômes modulaires pour p = 5 et 7.
Les coefficients entiers ont jusqu’à 10, 60 et 190 chiffres décimaux pour respec-
tivement p = 3, 5 et 7. Les trois polynômes occupent 270 Ko pour p = 3 (ce qui
est 3000 fois plus petit que l’espace total que prennent les polynômes modulaires
avec les invariants de Streng pour p = 3), et 305 Mo pour p = 5 tandis que
seulement les deux premiers prennent 29 Go pour p = 7 (nous n’avons pas calculé
le troisième parce qu’en supposant la symétrie constatée dans les cas p = 3 et
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` d1,1,` d1,2,` d1,3,` d2,1,` d2,2,` d2,3,`
0 40 10 10 37 13 12
1 37 12 12 36 15 14
2 38 14 14 37 17 16
3 39 16 16 36 19 18
4 36 16 16 35 19 18
...
...
...
35 21 16 16 22 19 18
36 20 16 16 19 19 18
37 17 16 16 16 17 16
38 14 14 14 15 15 14
39 13 12 12 12 13 12
TABLEAU 4.3 – Degrés des numérateurs des polynômes modulaires avec les bi pour
p = 3.
min-max de b1 b2 b3
Φ1,5 75-156 70-92 70-92
Ψ2,5 72-155 75-97 72-94
Φ1,7 233-400 226-272 226-272
Ψ2,7 230-397 233-279 230-276
TABLEAU 4.4 – Degrés des numérateurs des polynômes modulaires avec les bi pour
p = 5, 7.
5, on peut déduire ce troisième polynôme du deuxième de telle sorte qu’essayer
de le calculer directement ne résulte qu’en une perte de temps). Comparé aux
polynômes trouvés avec les invariants de Streng pour p = 3, ces invariants pro-
duisent des polynômes plus petits en termes de degrés, de taille des entiers dans
les coefficients et d’espace mémoire.
4.4 Propriétés des polynômes
4.4.1 Dénominateur et surface de Humbert
Nous allons étudier dans cette section la signification des dénominateurs qui
apparaissent dans les différents polynômes modulaires et leur relation aux surfaces
de Humbert, que nous étudierons plus profondément dans le chapitre suivant.
Soit ∆ ≡ 0, 1 mod 4 et ∆ > 0. On appelle surface de Humbert H∆ de discri-
minant ∆ la surface irréductible des matrices des périodes qui sont équivalentes à
un certain Ω =
(
Ω1 Ω2
Ω2 Ω3
)
modulo Γ2 qui vérifie kΩ1 + `Ω2−Ω3 = 0, où k et ` sont
déterminés uniquement par ∆ = 4k + ` et ` ∈ {0, 1}. Nous renvoyons le lecteur à
[35] pour le calcul de ces surfaces.
Nous avons vu dans le lemme 4.2.8 que les dénominateurs des polynômes mo-
dulaires avec les invariants d’Igusa (ou de Streng) sont divisibles par un polynôme
Lp ∈ Q[j1, j2, j3]. La proposition qui suit nous dit que Lp = Hp2 , ce qui explique
l’importance de l’étude des surfaces de Humbert (rappelons que Lp est le lieu de
toutes les surfaces abéliennes principalement polarisées qui sont p-isogènes à un
produit de courbes elliptiques).
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Proposition 4.4.1. Soit m un entier positif. Alors la surface de Humbert Hm2
est un espace de modules pour les classes d’isomorphismes de surfaces abéliennes
principalement polarisées qui sont isogènes à un produit de courbes elliptiques via
une isogénie de degré m2.
Démonstration. Voir [70] ou [35, Proposition 2.14].
Pour tout discriminant ∆, il existe un polynôme irréductible L∆(j1, j2, j3) dont
l’ensemble des zéros est la surface de Humbert de discriminant ∆. Ainsi, par le
lemme 4.2.8, Lp2(j1, j2, j3) divise les dénominateurs des polynômes modulaires dé-
finis avec les invariants d’Igusa. La puissance avec laquelle Lp2(j1, j2, j3) apparaît
dans le dénominateur semble être un facteur de la puissance de h10 dans la défi-
nition des j-invariants. Une raison heuristique à l’apparition des facteurs jα1 dans
le dénominateur d’un coefficient d’un polynôme modulaire est pour compenser
le cas où h12(Ω) = 0 (nous rappelons la définition 3.3.1). Avec les invariants de
Streng, il y a un facteur iα3 pour compenser les cas où h4(Ω) = 0 (voir définition
3.3.2). Notons que j1 (resp. i3) est l’invariant parmi j1, j2, j3 (resp. i1, i2, i3) avec
la plus grande puissance dans h12 (resp. h4) dans sa définition.
L’avantage des surfaces de Humbert est qu’on connaît des formules pour leur
degré. Soit
ap2 := 24
∑
x∈Z,
4|(p2−x2)
σ1
(
p2 − x2
4
)
+ 12p2 − 2, (4.3)
où σ1(n) =
∑
d|n d est la fonction somme des diviseurs positifs d’un entier. On a
alors
Théorème 4.4.2. Le degré d’une surface de Humbert de discriminant p2 peut
être obtenu par la formule
v(p2) deg(Hp2) + 5 =
ap2
2 où v(p
2) =
{
1/2 si p = 2
1 sinon.
Démonstration. Voir [40, Théorème 8.10] ou [35, Théorème 3.8].
En appliquant cette formule, on trouve deg(H4) = 60 et deg(H9) = 120.
Ici, le degré d’une surface est le degré de la forme homogène de L∆ avec poids
(4, 6, 10, 12) pour les fonctions (h4, h6, h10, h12) (voir [40, Pages 170–172]). On a
donc remplacé les j-invariants du dénominateur commun pour p = 2 et p = 3
par leurs définitions en terme des hi et multiplié par une puissance de h10 pour
homogénéiser. Ce faisant, le degré que nous avons trouvé pour p = 2 est 100 (resp.
300) avec les invariants de Streng (resp. d’Igusa), mais il y a un facteur h104 (resp.
h2012) et on a 100− 40 = 60 (resp. 300− 240 = 60). Ce facteur peut être expliqué
par le fait que tous les j-invariants s’annulent lorsque h4 = 0 (resp. h12 = 0). Pour
p = 3, on a trouvé pour les invariants de Streng que le degré est 200 et qu’il existe
un facteur h204 . On a alors 200− 80 = 120, ce qui correspond bien à la formule.
Regardons maintenant ce qu’il se passe pour les polynômes modulaires avec les
bi. Il existe là aussi une formule pour les degrés due aux travaux de Runge ([74],
voir aussi [35]) qui a considéré des recouvrements finis de H2/Γ2 pour l’étude des
surfaces de Humbert à cause des grands degrés et coefficients qui apparaissent
dans les polynômes avec les invariants d’Igusa. Définissons Γ∗2(2, 4) comme étant
le sous-groupe normal le plus grand de Γ2(2, 4) qui ne contient pas la matrice
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diag(−1, 1,−1, 1). Il est d’indice 2 dans Γ2(2, 4). La projection pi : H2/Γ∗2(2, 4)→
H2/Γ2 est une application finie. On dit que chaque composante de pi−1(Hp2) dans
H2/Γ∗2(2, 4) est une composante de Humbert et il est possible de définir un ordre
v′i(p2) pour chaque composante irréductible de Humbert Fp2,i. Puisque Γ∗2(2, 4) est
normal, ces composantes ont le même degré. De plus, par [74], chaque composante
irréductible du recouvrement de Hp2 est donné par l’ensemble des zéros d’un seul
polynôme irréductible.
Proposition 4.4.3. Le degré d’une composante de Humbert Fp2,i dans H2/Γ∗2(2, 4)
est donné par la formule
ap2 = 10(1 + deg(Fp2,i)).
Démonstration. Voir [74, Page 293].
Corollaire 4.4.4. Soit p > 2 un nombre premier. Le degré de Fp2,i est p3 − p.
Démonstration. D’après la formule du degré ci-dessus et la définition de ap2 dans
l’équation (4.3), il suffit de prouver que
∑
x>0
σ1
(
p2 − x2
4
)
= 5p
3 − 6p2 − 5p+ 6
24 .
Le membre de gauche peut être réécrit comme
∑
x>0
σ1
(
p2 − x2
4
)
= 12
p∑
k=1
σ1(k)σ1(p− k).
En effet,∑x>0 σ1 (p2−x24 ) = ∑x>0 σ1(p−x2 · p+x2 ), ce qui donne, en posant k = p−x2 ,∑(p−1)/2
k=1 σ1(k(p−k)). Or ici, pgcd(k, p−k) = 1 et donc σ1(k(p−k)) = σ1(k)σ1(p−
k), ce qui nous permet de déduire l’égalité voulue. L’équation (1.21) et le théorème
1.4.3 nous permettent d’écrire :
∞∑
m=1
mσ1(m)qm =
5
6
∞∑
m=1
σ3(m)qm +
1
6
∞∑
m=1
σ1(m)qm − 2
( ∞∑
m=1
σ1(m)qm
)2
.
En regardant au point m = p, on trouve :
p(p+ 1) = 56(p
3 + 1) + 16(p+ 1)− 4
(
1
2
p∑
k=1
σ1(k)σ1(p− k)
)
,
et un simple calcul nous permet de conclure. (De plus, en utilisant le fait que σ1
est multiplicatif, on peut montrer que pour tout p > 2, le degré de F4p2,i est aussi
p3 − p, mais on n’aura pas besoin de ce résultat).
Dans notre cas, on considère Γ2(2, 4) et non pas Γ∗2(2, 4), mais nous avons
remarqué que le degré total trouvé pour p = 3, 5 et 7 est toujours p3 − p. La
raison à cela est que la formule du degré dépend du nombre de composantes de
Humbert et de l’ordre d’un certain sous-groupe isotrope et ces nombres sont égaux
pour les groupes Γ∗2(2, 4) et Γ2(2) (voir [74, 35]). Ce doit donc être aussi le cas
pour Γ2(2, 4) car Γ∗2(2, 4) < Γ2(2, 4) < Γ2(2). Ainsi, la formule du degré d’une
composante de discriminant p2 pour le groupe Γ2(2, 4) est la même que celle pour
4.4. PROPRIÉTÉS DES POLYNÔMES 131
le groupe Γ∗2(2, 4), c’est-à-dire p3 − p. Notons que la définition du degré ici est
le degré total du polynôme parce que les θi(τ/2) sont des formes modulaires de
Siegel, à une racine de l’unité près, de poids 1 pour le groupe Γ2(2, 4).
Considérons cette fois le lieu L′p de toutes les surfaces abéliennes principa-
lement polarisées modulo Γ2(2, 4) qui sont p-isogènes à une surface abélienne
principalement polarisée Ω qui est elle-même isogène à un produit de courbes
elliptiques par la 2-isogénie Ω → Ω/2 et telle que θ0(Ω/2) = 0 (rappelons que
bi(Ω) := θi(Ω/2)/θ0(Ω/2) et la proposition 3.2.3).
Proposition 4.4.5. Les dénominateurs des polynômes modulaires pour les fonc-
tions b1, b2, b3 sont divisibles par un polynôme L′p dans Q[b1, b2, b3] décrivant le
lieu précédent.
Démonstration. On adapte la preuve du lemme 4.2.8. Soit Ω ∈ H2/Γ2(2, 4) qui
est p-isogène à Ω′ tel que θ0(Ω′/2) = 0. Soit c un coefficient du polynôme Φ1,p(X).
Pour un certain γ ∈ Γ2(2, 4)/(Γ2(2, 4) ∩ Γ0(p)), b1,p(γΩ) est infini. L’évaluation
de c en Ω est une expression symétrique en les bγ1,p(Ω). Génériquement, il n’existe
aucune relation algébrique entre ces valeurs et l’évaluation de c en Ω est donc
infinie. Or comme les bi(Ω) sont finis, le numérateur de c est fini. On conclut que
le dénominateur de c doit s’annuler en Ω, ce qui signifie que c est divisible par un
polynôme décrivant le lieu. La preuve pour Φ`,p, ` = 2, 3, est similaire.
Nous avons remarqué que pour p = 3, 5 et 7, les coefficients des trois polynômes
modulaires avec les bi ont toujours L′p comme dénominateur (contrairement aux
cas avec les différents j-invariants où le dénominateur commun peut apparaître
avec une puissance > 1 et où il y a parfois des facteurs j1 ou i3) Ceci justifie la
conjecture suivante, qui sera utilisée dans les sections suivantes.
Conjecture 4.4.6. Soit p > 2 un nombre premier. Le polynôme L′p est le dénomi-
nateur de tous les coefficients des trois p-polynômes modulaires (sauf le coefficient
de degré p3 + p2 + p+ 1 de Φ1,p(X) qui vaut 1).
4.4.2 Symétries
Nous avons dit précédemment (section 4.3.2), que nous avons remarqué, pour
p = 3, 5, que
Ψ2,p(X, b1, b2, b3) = Ψ3,p(X, b1, b3, b2)
et pour p = 3, 5, 7 que
Φ1,p(X, b1, b2, b3) = Φ1,p(X, b1, b3, b2).
Ces symétries ont la signification suivante. Pour toutes variétés Ω ∈ H2/Γ2(2, 4)
et pΩ ayant pour invariants (b1(Ω), b2(Ω), b3(Ω)) et (b1,p(Ω), b2,p(Ω), b3,p(Ω)),
il existe une variété avec pour invariants (b1(Ω), b3(Ω), b2(Ω)) et telle que une de
ses variétés p-isogène a (b1(pΩ), b3(pΩ), b2(pΩ)) comme invariants.
On prouve l’existence de ces symétries en regardant l’action de certaines
matrices. En effet, Φ1,p est le polynôme minimal de b1,p, ce qui signifie qu’il
est l’unique polynôme irréductible unitaire tel que pour tout Ω ∈ H2, Φ1,p(x,
b1(Ω), b2(Ω), b3(Ω)) = 0 si et seulement si x = b1,p(γΩ) pour un certain γ ∈
Γ2(2, 4)/(Γ2(2, 4) ∩ Γ0(p)) ; en particulier, on a que Φ1,p(b1,p(Ω), b1(Ω), b2(Ω),
b3(Ω)) = 0. Or cette dernière égalité est valable pour tout Ω ∈ H2 donc aussi
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pour γΩ avec γ ∈ Γ2, d’où Φ1,p(b1,p(γΩ), b1(γΩ), b2(γΩ), b3(γΩ)) = 0 pour tout
γ ∈ Γ2. On cherche alors une matrice dont l’action fixe b1 et b1,p, et remplace
b2 par b3 et b2,p par b3,p. Cette action sur Φ1,p(X) produit un polynôme unitaire
avec les mêmes racines et degrés que Φ1,p(X). Par unicité, ils doivent donc être
égaux.
Supposons maintenant qu’il y ait la symétrie pour Φ1,p. Alors par la défini-
tion 4.2.10, b`,p = Ψ`,p(b1,p)/Φ′1,p(b1,p) pour ` = 2, 3. L’action décrite plus haut
sur cette dernière égalité avec ` = 2 nous dit alors que
b3,p = Ψ2,p(b1,p, b1, b3, b2)/Φ′1,p(b1,p, b1, b2, b3),
et donc
Ψ2,p(b1,p, b1, b3, b2) = b3,pΦ′1,p(b1,p, b1, b2, b3) = Ψ3,p(b1,p, b1, b2, b3).
La recherche de la matrice qui a cette action se fait tout d’abord parmi les
représentants des classes du quotient Γ2/Γ2(2, 4) parce que Γ2(2, 4) fixe les bi. Un
représentant γ de l’unique classe telle que (bγ1 , b
γ
2 , b
γ
3) = (b1, b3, b2) est
γ =
(
1 −3 −2 2
0 1 2 0
0 0 1 0
0 −4 −5 1
)
.
Deuxièmement, on cherche une matrice γ′ dans Γ2(2, 4) telle que γγ′ (ou γ′γ
car Γ2(2, 4) est un groupe normal) soit dans Γ0(p). Pour p = 3, 5 et 7, on peut
prendre pour γ′ respectivement(−5 24 −12 12
−2 19 −12 8
0 6 −5 2
−2 4 0 3
)
,
(−7 6 4 2
0 −7 2 0
0 10 −3 0
10 −8 −6 −3
)
et
( 13 12 −16 −6
−10 −3 10 4
56 14 −55 −22
30 −40 −12 −7
)
.
Nous rappelons que nous notons X0, pour une matrice X, le vecteur composé
des éléments diagonaux de X.
Lemme 4.4.7. Soit M =
(
A′ B′
C′ D′
)
∈ Γ2/Γ2(2, 4) et M ′ ∈ Γ2(2, 4) telle que
MM ′ ∈ Γ0(p), pour un nombre premier p > 2. Alors (MM ′)p est dans la même
classe d’équivalence que M pour tout p ≡ 1 mod 4. Pour p ≡ 3 mod 4, c’est le cas
si on ajoute les propriétés (A′ tB′)0 ≡ 0 mod 2 et (C ′ tD′)0 ≡ 0 mod 2.
Démonstration. SoitMM ′ =
(
A B
C D
)
. Étudions sous quelles conditions (MM ′)pM−1
∈ Γ2(2, 4) ou, de manière équivalente, (MM ′)p(MM ′)−1, est dans Γ2(2, 4). On a(
A pB
C/p D
) (
tD − tB
− tC tA
)
=
(
A tD−pB tC −A tB+pB tA
C/p tD−D tC −C/p tB+D tA
)
,
où
(
tD − tB
− tC tA
)
est l’inverse de M . Comme p ≡ 1 mod 2, ce produit est l’iden-
tité modulo 2. Maintenant pour p ≡ 1 mod 4, on a −A tB + pB tA ≡ C/p tD −
D tC ≡ 0 mod 4 (souvenons nous que ce produit est dans Γ2) de telle sorte que
(MM ′)p(MM ′)−1 ∈ Γ2(2, 4). Pour p ≡ 3 mod 4, on a que −A tB + pB tA ≡
2A tB mod 4 et C/p tD − D tC ≡ 2C tD mod 4. Donc pour être dans Γ2(2, 4), on
veut que (A tB)0 ≡ (C tD)0 ≡ 0 mod 2. Enfin, notons que M ′ ≡ I4 mod 2 et on en
déduit le lemme.
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Par ce lemme, on a que (γγ′)p est dans la même classe d’équivalence que γ
pour tout premier p > 2, d’où la permutation (bγγ
′
1,p , b
γγ′
2,p , b
γγ′
3,p ) = (b1,p, b3,p, b2,p).
De plus, la surjectivité de Sp4(Z)→ Sp4(Z/4pZ) et le théorème des restes Chinois
prouvent que la matrice γ′ existe toujours. Ainsi, il y a des symétries pour tout
premier p > 2 (voir théorème 4.4.9).
Par ce qui précède, on a également démontré que le dénominateur est toujours
symétrique en b2 et b3. Pour prouver que L′p est également symétrique en b1 et
b2 (resp. b1 et b3), on utilise les matrices
γ410 =
( 0 −1 0 0
−1 0 0 0
0 0 0 −1
0 0 −1 0
)
et γ8316 =
(
1 0 0 2−3 1 2 −2
−4 0 1 −5
0 0 0 1
)
qui fixent b3 (resp. b2) et échangent b1 avec b2 (resp. avec b3).
L’action de γ410 (resp. γ8316) sur L′p nous fournit un polynôme irréductible
avec les mêmes racines que L′p, qui est toujours dans L′p par le lemme qui suit.
On en déduit que ce polynôme est L′p et donc ce dernier est symétrique.
Lemme 4.4.8. Soit Ω ∈ L′p, γ =
(
A B
C D
) ∈ Γ2/Γ2(2, 4) et γ′ tel que γp est dans
la même classe d’équivalence que γ′. Supposons que l’action de γ′ sur les thêta
constantes envoie l’ensemble {0, 4, 8, 12} vers lui-même. Alors γΩ est dans L′p.
Démonstration. Que Ω ∈ H2/Γ2(2, 4) soit dans L′p signifie qu’il existe M ∈
Γ2(2, 4)/ (Γ2(2, 4)∩Γ0(p)) qui vérifie θ0(pMΩ/2) = 0. SoitM ′ ∈ Γ2(2, 4)/(Γ2(2, 4)∩
Γ0(p)) tel que (M ′γ)M−1 ∈ Γ0(p). Il existe alors γ′′ ∈ Γ0(p) avec M ′γ = γ′′M .
On a, en utilisant la formule de duplication, que
θ0(pM ′γΩ/2) = θ0(pγ′′MΩ/2) = θ0(γ′′p (pMΩ)/2) =
∑
i∈{0,4,8,12}
θ2i (γ′′p (pMΩ)).
De plus, γ′′p = (M ′γM−1)p est dans la même classe d’équivalence que γp, c’est-
à-dire que γ′ par hypothèse (Γ2(2, 4) est un sous-groupe normal). L’action de γ′
envoie {0, 4, 8, 12} vers lui-même, et donc∑
i∈{0,4,8,12}
θ2i (γ′′p (pMΩ)) = ζ2γ′′p det(...)
∑
i∈{0,4,8,12}
θ2i (pMΩ)
= ζ2γ′′p det(...)θ0(pMΩ/2) = 0.
Nous avons prouvé le théorème suivant
Théorème 4.4.9. Soit p > 2 un nombre premier. Les p-polynômes modulaires
pour b1, b2 et b3 satisfont
Φ1,p(X, b1, b2, b3) = Φ1,p(X, b1, b3, b2) et Ψ2,p(X, b1, b2, b3) = Ψ3,p(X, b1, b3, b2).
De plus, le polynôme L′p est symétrique.
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4.4.3 Relations modulo 2 et 4
On étudie maintenant les différentes relations modulo 2 et 4 qui apparaissent
entre les exposants des bi dans chaque coefficient des polynômes modulaires.
Considérons le numérateur du `-ième coefficient du m-ième polynôme modulaire
pour m = 1 ou 2 (nous avons vu que le troisième polynôme peut être déduit du
second). Leurs monômes sont de la forme cijkbi1b
j
2b
k
3. Nous avons constaté que
pour p = 3, 5 et 7, si cijk 6= 0, alors
i ≡ `+m+ 1 mod 2
i+ j ≡ −p` mod 4
j + k ≡ p(m− 1) mod 4
(4.4)
et, avec des notation similaires, on a toujours que
i ≡ j ≡ k ≡ 0 mod 2 et i+ j ≡ j + k ≡ 0 mod 4 (4.5)
pour les dénominateurs. Ces égalités sont déterminées par l’existence de ma-
trices γ avec la propriété que bi(γΩ) = ıαibi(Ω) et bi,p(γΩ) = ıβibi,p(Ω), avec
αi et βi dans {0, 1, 2, 3}. On notera l’action d’une telle matrice par le vecteur
(α1, α2, α3, β1, β2, β3).
Avec les mêmes arguments que pour les symétries, on déduit qu’une telle ac-
tion produit un polynôme avec les mêmes racines et degrés que Φ1,p(X) (resp.
Ψ2,p(X)), qui est donc Φ1,p(X) (resp. Ψ2,p(X)) à une constante près. Comme
p3 + p2 + p + 1 ≡ 0 mod 4 pour tout premier p > 2 et comme le coefficient do-
minant de Φ1,p(X) est Xp
3+p2+p+1, on en déduit que cette action ne change pas
Φ1,p(X). Ce n’est pas le cas de Ψ2,p(X), qui est de degré p3 + p2 + p en X.
La matrice
γ134 =
(−1 0 0 0
0 −1 0 0
2 1 −1 0
1 0 0 −1
)
agit par (−1, 1, 1,−1, 1, 1) pour tout p d’après l’équation fonctionnelle de la pro-
position 2.6.4 et le lemme 4.4.7.
Le lemme 4.4.8 montre que cette matrice préserve la composante de Humbert
(et (γ134)p est dans la même classe d’équivalence que γ134 par le lemme 4.4.7). On
obtient ainsi un polynôme avec les mêmes racines et degrés que L′p : c’est un de
ses multiples. Comme ce dernier est irréductible, il contient au moins un monôme
où il n’y a pas b1 et donc cette matrice ne change pas ce monôme et la constante
est alors 1. Comme L′p est symétrique, on en déduit qu’il a des exposants en b1,
b2 et b3 qui sont pairs.
En supposant la conjecture 4.4.6, on a prouvé que l’action de γ134 sur les
numérateurs ne dépend pas de l’action sur les dénominateurs. Par suite, sur les
numérateurs de Φ1,p, l’action de γ134 montre que i + ` est toujours pair. Pour
Ψ2,p(X), on doit déterminer quelle constante apparaît. Le coefficient dominant
de ce polynôme est ∑γ∈Cp bγ2,pXp3+p2+p. Considérons maintenant le polynôme
minimal ∏γ∈Cp(X − bγ2,p) de b2 et remarquons qu’il est invariant par l’action
précédente, ce qui est donc le cas de ∑γ∈Cp bγ2,p. On en déduit que la constante
est −1, à cause de Xp3+p2+p, c’est-à-dire que∑
γ∈Cp
bγγ1342,p (b
γ134
1,p )p
3+p2+p = −
∑
γ∈Cp
bγ2,p(b1,p)p
3+p2+p.
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On a donc démontré la première des trois égalités de (4.4).
Pour les deux autres, on doit considérer les matrices
γ141 =
(−1 0 0 0
0 −1 0 0
1 1 −1 0
1 1 0 −1
)
et γ21 =
(−1 0 0 0
0 −1 0 0
0 0 −1 0
0 1 0 −1
)
.
Leurs actions pour p ≡ 1 mod 4 sont respectivement (ı, ı, 1, ı, ı, 1) et (1, ı, ı, 1, ı, ı),
tandis que pour p ≡ 3 mod 4 c’est (ı, ı, 1,−ı,−ı, 1) et (1, ı, ı, 1,−ı,−ı) parce que
dans ce cas (γ141)p et (γ21)p sont équivalents à
γ1886 =
(−1 0 0 0
0 −1 0 0
−1 1 −1 0
1 −1 0 −1
)
et γ155 =
(−1 0 0 0
0 −1 0 0
0 0 −1 0
0 3 0 −1
)
.
Sur L′p, l’action de γ141 ne change pas la composante de Humbert par le lemme 4.4.8,
de telle sorte que L′p(ıb1, ıb2, b3) est un multiple de L′p.
Comme L′p est irréductible, il existe un monôme sans b1, qui est alors de la
forme cbi2b
j
3, pour une constante c. On a déjà montré que i ≡ j ≡ 0 mod 2 et donc
c(ıb2)ibj3 = ±cbi2bj3. Si c’est +, alors l’action de γ141 fixe L′p. Sinon i ≡ 2 mod 4
et comme L′p est symétrique, on a alors que les monômes cbi1b
j
2 et cbi3b
j
2 existent.
Regardons ce dernier : cbi3(ıb2)j = ±cbi3bj2. Si c’est −, alors j ≡ 2 mod 4 et alors
c(ıb1)i(ıb2)j = cbi1b
j
2. Dans tous les cas, l’action de γ141 fixe L′p. On peut adapter
cette preuve à γ121 et en déduire (4.5).
On applique des arguments similaires sur Φ1,p(X) et Ψ`,p(X) pour prouver
(4.4). On obtient alors
Théorème 4.4.10. Soit p > 2 un nombre premier. Alors le polynôme L′p satisfait
(4.5). De plus, en supposant la conjecture 4.4.6, les numérateurs des deux premiers
polynômes modulaires vérifient (4.4).
4.5 Implantation
4.5.1 Logiciels externes
Dans sa thèse, Régis Dupont a présenté deux algorithmes pour calculer les
fonctions thêta. Le premier utilise la définition des thêta constantes en terme de
sommes d’exponentielles et calcule θi(Ω) pour i = 0, 1, 2, 3, Ω ∈ F2 à précision
N avec une complexité de O(M′(N)N). Le deuxième unit l’itération de Newton
avec les suites de Borchardt et est en O(M′(N) log(N)) sous la conjecture 3.6.2.
Il calcule θ2i (Ω)/θ20(Ω), i = 1, 2, 3. Ces algorithmes ont été étudiés et implantés
par Enge et Thomé dans [29, 30]. En utilisant la méthode des différences finies, ils
prouvent que la complexité pour calculer le carré de toutes les thêta constantes
est en O(M′(N) log(N)) sous la conjecture 3.6.2.
Nous avons utilisé la librairie cmh [30] écrite en C pour l’évaluation des carrés
des thêta constantes et avons également récupéré dans cette librairie l’implanta-
tion de l’algorithme de Mestre et quelques autres fonctions écrites en GP. Nous
avons également utilisé le logiciel pari-gnump [26] pour pouvoir passer des dif-
férents types du système GNU (GMP, MPFR et MPC [34, 37, 27]) aux types
correspondants dans Pari/GP afin de pouvoir appeler les algorithmes de cmh
depuis GP.
Il y a deux raisons pour lesquelles les différents algorithmes de calcul des
thêta constantes sont définis pour Ω seulement dans le domaine fondamental.
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La première est pour la convergence et la deuxième parce qu’on peut employer
l’équation fonctionnelle de la proposition 2.6.4 pour déduire les thêta constantes
en Ω ∈ H2 à partir des thêta constantes en Ω′ ∈ F2. Nous avons implanté un
algorithme qui calcule les dix fonctions ci pour une matrice quelconque de H2
avec GP [2].
Pour pouvoir appliquer l’algorithme 4.2.2, on a besoin d’une méthode pour
réduire une matrice Ω ∈ H2 dans le domaine fondamental. Nous avons donc
implanté l’algorithme 3.1.2. Comme nous l’avons déjà signalé, nous avons récupéré
le code de Pascal Molin [65] pour le calcul de Ω ∈ H2 correspondant à une courbe
hyperelliptique de genre 2 donnée.
De plus, on a besoin de connaître les représentants des classes des quotients
Γ2(2, 4)/(Γ0(p) ∩ Γ2(2, 4)) pour un nombre premier p. Ils sont bien sûr calculés
dans une phase préparatoire. Une généralisation directe de l’algorithme 1.3.1 en
dimension 2 permet de calculer pour des sous-groupes Γ′ ⊆ Γ de Γ2, les repré-
sentants des classes de Γ/Γ′ et un ensemble de générateurs de Γ′ à partir des
générateurs de Γ et une fonction qui dit si une matrice est dans Γ′ ou pas. On
peut l’appliquer deux fois : la première sur Γ = Γ2 et Γ′ = Γ2(2, 4), puis la
deuxième sur Γ = Γ2(2, 4) et Γ′ = Γ0(p) ∩ Γ2(2, 4). Une autre solution consiste
à utiliser la proposition 4.2.2 qui nous donne un ensemble de représentants des
classes de Γ2/Γ0(p) pour tout p ≥ 2. On doit multiplier chaque représentant par
une matrice dans Γ0(p) de telle sorte que la matrice résultante soit dans Γ2(2, 4),
ce qu’on peut toujours faire d’après le théorème des restes Chinois.
4.5.2 Évaluation et interpolation
Jusqu’à présent, nous avons présenté les algorithmes sous un point de vue
théorique. En pratique, on procède comme suit. Puisque nous voulons utiliser
l’interpolation rapide, il est nécessaire de connaître les degrés des coefficients des
polynômes modulaires en les trois variables f1, f2 et f3, où on reprend les nota-
tions de la section 4.2.2. Par exemple, soit F (f1, f2, f3) un des coefficients que l’on
veut calculer. Pour obtenir le degré total de son numérateur et de son dénomina-
teur, il est suffisant de calculer les matrices Ω ∈ H2, avec l’algorithme 4.2.2, qui
vérifient (f1(Ω), f2(Ω), f3(Ω)) = (xi, xiy, xiz) pour un certain nombre de xi et
des valeurs y et z fixées, pour pouvoir ensuite évaluer F (xi, xiy, xiz) et faire une
interpolation d’une fraction rationnelle trivariée. On en déduit les degrés totaux
plus des majorations des degrés en f1, f2 et f3. Pour connaître les degrés en f1,
on peut calculer F (xi, y, z) puis interpoler. On procède de manière similaire pour
les autres degrés. Par contre, tout ceci ne donnera pas forcément la bonne réponse
à chaque fois, en supposant que la précision est correcte et que l’on a assez de xi.
En effet, il peut il y a avoir des simplifications. Donc pour être certain du résultat,
il est préférable d’évaluer et d’interpoler en plusieurs valeurs de y et z et idem
pour F (X + r, y + s, z + t) pour plusieurs valeurs de r, s et t.
Une fois que l’on possède ces informations, on a deux choix dans la manière
de procéder. La première consiste à faire suffisamment d’évaluations pour calcu-
ler tous les coefficients en X des trois polynômes modulaires en interpolant des
fractions rationnelles. Ici, par évaluation, on entend l’évaluation des polynômes
modulaires en une matrice des périodes Ω telle que (f1(Ω), f2(Ω), f3(Ω)) soit de
la forme (xi, xiyj , xizk). L’autre manière consiste à se concentrer sur le coefficient
ayant le degré total le plus bas au numérateur afin de calculer le dénominateur
commun aux différents coefficients. Ensuite, on fait assez d’évaluations, cette fois
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de la forme (xi, yj , zk), pour calculer les autres coefficients par interpolation de po-
lynômes multivariés (et non pas de fractions rationnelles). On peut en effet parler
de polynômes car on peut multiplier les coefficients par le dénominateur commun
(et, par exemple dans le cas des invariants de Streng, aussi par une puissance de
i3).
Dans le premier cas, le nombre d’évaluations dépendra du degré total maximal
des trois polynômes, tandis que, dans le second, le degré total n’intervient que
pour le coefficient avec les plus petits degrés. De plus, la précision nécessaire pour
interpoler une fraction rationnelle est plus grande que celle pour un polynôme (et
la complexité d’une évaluation des trois polynômes modulaires en une matrice Ω
dépend de cette précision) et il est plus facile d’interpoler des polynômes plutôt que
des fractions. Pour le second choix, les tables de degrés suggèrent de se focaliser
sur le coefficient de degré p3 + p2 + p en X de Φ1,p.
On peut choisir de chercher des matrices Ω telles que les fi(Ω) soient entiers.
Une telle matrice Ω ainsi que les invariants de ses variétés isogènes ne sont par
contre pas à valeurs entières mais chaque coefficient des polynômes modulaires
évalués en cet Ω sont à valeurs rationnelles, car on a vu que les polynômes sont dans
Q(f1, f2, f3)[X]. Ainsi, il est possible, à chaque étape d’évaluation, de trouver ces
rationnels grâce à des fractions continues, si la précision est assez élevée. L’étape
d’interpolation se fait alors avec des valeurs exactes. Cependant, en procédant
de cette manière, la précision requise, en pratique, augmente et donc le temps
d’évaluation aussi. Il est préférable de prendre des valeurs flottantes et de retrouver
les rationnels une fois que les polynômes ont été calculés à la précision ambiante
pour trouver les coefficients exacts.
4.5.3 Temps de calcul
Notons que la phase d’évaluation peut être divisée en deux étapes : à partir
de (f1(Ω), f2(Ω), f3(Ω)) trouver Ω et ensuite évaluer les polynômes modulaires en
Ω. Cette dernière étape prend bien plus de temps que la première (à précision
suffisamment grande). Par exemple, pour p = 5 et 7 à une précision de 1000
chiffres décimaux il faut environ 0.5 seconde pour calculer Ω à partir des b′i(Ω)
alors que le calcul des deux polynômes modulaires Φ1,p(X, b1(Ω), b2(Ω), b3(Ω)) et
Ψ2,p(X, b1(Ω), b2(Ω), b3(Ω)) prend 12 et 30 secondes pour respectivement p = 5
et p = 7 (cette différence est due au nombre d’isogénies : 156 pour la première et
400 pour l’autre ; notons que ce nombre est de 1464 pour p = 11).
Concentrons nous maintenant sur le calcul des polynômes modulaires avec les
invariants de Streng. Nous employons la deuxième méthode qui n’est pas forcé-
ment la plus rapide parce qu’elle requiert deux phases d’évaluations (une pour
avoir le dénominateur et une autre pour les numérateurs), mais qui a l’avantage
de se concentrer sur le dénominateur qui est à l’origine de nombreuses difficul-
tés pour calculer les polynômes. De plus, dans notre implantation, nous faisons
l’interpolation d’une fraction rationnelle univariée par algèbre linéaire.
En niveau 2, le degré total du numérateur de degré 14 de Φ1,2(X) est 9 et celui
du dénominateur D′2 est 7. Pour calculer le dénominateur, il suffit de faire (9+7+
2)(5 + 1)(4 + 1) = 540 évaluations. Une fois que nous les avons faites, nous faisons
(33 + 1)(17 + 1)(16 + 1) = 10404 évaluations pour calculer les numérateurs (voir
le tableau 4.1). Tout ceci peut être fait à une précision de 100 chiffres décimaux.
Une évaluation prend environ 1.33 secondes de telle sorte que le dénominateur
peut être calculé en environ 12 minutes et tous les polynômes en 4 heures (sur un
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seul processeur).
En niveau 3, les degrés totaux sont 35 pour le numérateur du coefficient de
degré 39 de Φ1,3 et également 35 pour le dénominateur. Le dénominateur peut
être calculé avec (35 + 35 + 2)(20 + 1)(17 + 1) = 27216 évaluations en 17 heures
à précision 300 et puis tous les numérateurs avec (92 + 1)(52 + 1)(49 + 1) =
246450 évaluations (voir le tableau 4.2) en environ 30 jours à précision 1000.
L’interpolation prend environ 1 heure.
Pour calculer les polynômes modulaires avec les bi, on peut utiliser les résultats
trouvés dans les sections 4.3.2 et 4.4. En particulier, on ne doit calculer que les
deux premiers polynômes modulaires.
Pour p = 3, les degrés totaux sont 25 et 24 pour le numérateur et dénominateur
du 39-ième coefficient. Il faut environ (25 + 24 + 2)(12 + 1)(12 + 1)/32 ≈ 270
évaluations pour obtenir le dénominateur et environ (40+1)(19+1)(18+1)/32 ≈
487 pour les numérateurs (voir tableau 4.3). Nous utilisons 100 chiffres décimaux
pour la précision et ensuite une évaluation prend approximativement 0.6 secondes
de telle sorte que les deux (et donc trois) polynômes modulaires peuvent être
obtenus en moins de 10 minutes (la phase d’interpolation est négligeable).
Pour p = 5, les degrés totaux sont 121 et 120 pour le numérateur et dénomi-
nateur du 155-ième coefficient. Le nombre théorique d’évaluations pour calculer le
dénominateur et tous les numérateurs est (121+120+2)(72+1)(72+1)/32 < 40500
et (156+1)(97+1)(94+1)/32 < 46000 (voir tableau 4.4). Les calculs peuvent être
fait à une précision de 1000 chiffres décimaux où chaque évaluation prend environ
12 secondes. Les polynômes peuvent être calculés en moins de 12 jours (sur un
processeur). La phase d’interpolation peut être faite en moins de 2 heures.
Pour p = 7, nous n’avons eu d’autre choix que de calculer d’abord le dé-
nominateur commun car les deux polynômes prennent 29 Go d’espace mémoire
et les calculs intermédiaires beaucoup plus. De plus, nous avons constaté que
le coefficient dominant du dénominateur en b1 est respectivement 210b62b63b101 et
270b102 b103 b701 pour p = 3 et 5, de telle sorte que nous avons conjecturé qu’il serait
similaire pour p = 7. Après quelques expériences, nous avons compris qu’il devait
être égal à 2226b382 b383 b2261 . En connaissant ce monôme, nous n’avons pas eu be-
soin d’utiliser le degré total pour l’interpolation, comme expliqué dans la partie
de la section sur l’interpolation où l’on explique le cas spécial où un monôme de
la fraction est connu. Ceci nous a permis de réduire significativement le nombre
d’évaluations, car ce nombre, au lieu de dépendre du degré total, ne dépend plus
que du degré de b1. En effet, les degrés en b1 du 399-ième coefficient sont 233 et
226, tandis que les degrés totaux sont 337 et 336. Le nombre d’évaluation pour
le calcul du dénominateur est d’environ (233 + 226 + 2)(226 + 1)(226 + 1)/32 <
727000 et pour les numérateurs des deux premiers polynômes modulaires d’environ
(400+1)(279+1)(276+1)/32 < 972000 (voir tableau 4.4). Pour le dénominateur,
on a réussi à le calculer en moins de 700 jours à précision 2000 tandis que pour
les numérateurs il nous a fallu environ 2000 jours à précision 3000. L’interpola-
tion nous a pris autour d’une semaine ; c’est négligeable par rapport au temps
d’évaluation.
Finalement, notons que chaque évaluation est indépendante des autres ce qui
fait que le calcul des polynômes modulaires est parallélisable. L’interpolation d’un
coefficient est indépendant de l’interpolation des autres coefficients ; donc l’inter-
polation est également parallélisable.
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4.6 Exemples de courbes p-isogènes
L’objectif principal des polynômes modulaires est de trouver des courbes hy-
perelliptiques qui ont des Jacobiennes isogènes. En particulier, ces courbes peuvent
être sur un corps fini car les p-polynômes modulaires que nous avons obtenus
peuvent être réduits modulo un nombre premier ` 6= p tout en conservant leur
interprétation, d’après un argument que l’on peut trouver dans [8, Section 6 page
511].
Nous donnons des exemples avec les différents polynômes que nous avons cal-
culés. Notons que l’algorithme que nous avons présenté est heuristique parce que
nous n’avons pas de bornes pour la perte de précision et la taille des coefficients
et nous n’avons pas de preuve que nos polynômes sont corrects. On aurait pu
faire tous les calculs en utilisant une arithmétique d’intervalle mais nous pré-
férons vérifier heuristiquement la justesse des polynômes en les testant sur des
matrices des périodes aléatoires qui n’ont pas servi dans l’algorithme d’évalua-
tion/interpolation. Pour un certain Ω ∈ H2, il faut vérifier que
Φ1,p(f1,p(Ω), f1(Ω), f2(Ω), f3(Ω)) = 0
et que pour ` = 2, 3,
f`,p(Ω) = Ψ`,p(f1,p(Ω), f1(Ω), f2(Ω), f3(Ω))/Φ′1,p(f1,p(Ω), f1(Ω), f2(Ω), f3(Ω)).
Avec un seul calcul à haute précision, on peut être virtuellement certain que le
résultat est correct.
Les Jacobiennes des courbes suivantes sont des variétés 3-isogènes entre elles.
Nous avons trouvé ces courbes grâce aux polynômes avec les invariants de Streng
(pour p = 3 bien entendu). Les premières sont sur F5261 :
Y 2 = 272X5 + 4278X4 + 4297X3 + 4063X2 + 1069X + 2998,
Y 2 = 695X5 + 2322X4 + 3115X3 + 4588X2 + 1453X + 655
et les autres sur F2534267893 :
Y 2 = 1774507961X6 + 48872812X5 + 2028583210X4 + 1092030439X3+
671225738X2 + 2233670825X + 608155867,
Y 2 = 1927466494X6 + 2286039407X5 + 1720123333X4 + 87910848X3+
2422852850X2 + 183139891X + 825611194.
Nous donnons également deux exemples de courbes dont les Jacobiennes sont
5-isogènes et qui ont été trouvées grâce aux polynômes avec les bi. Sur F101 :
Y 2 = 27X5 + 71X4 + 91X3 + 59X2 + 5X + 14,
Y 2 = 29X5 + 26X4 + 38X3 + 20X2 + 7X + 51
et sur F4294967311 :
Y 2 = 2420332800X5 + 3653091983X4 + 2536585478X3 + 2805510580X2+
159741347X + 2690010753,
Y 2 = 4076826784X5 + 2616936853X4 + 3748957676X3 + 1209100179X2+
3172892980X + 1266950302.
Enfin, nous donnons deux paires de courbes avec des Jacobiennes 7-isogènes, cal-
culées en utilisant les polynômes modulaires avec les bi. Sur F10009 :
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Y 2 = 4826X5 + 471X4 + 2876X3 + 5411X2 + 7948X + 1308,
Y 2 = 7218X5 + 7699X4 + 7011X3 + 7103X2 + 1845X + 4087
et sur F3452678353 :
Y 2 = 393356368X5 + 1698662093X4 + 471351782X3 + 448279016X2+
1342046779X + 3241061457,
Y 2 = 2171506943X5 + 2231412358X4 + 2005208933X3 + 580698082X2+
306153493X + 474327543.
Le lecteur motivé peut vérifier que les courbes que nous donnons ont bel et
bien les propriétés que nous leurs donnons : il suffit pour cela de calculer leurs
fonctions zéta et voir si elles sont identiques ou pas (voir [82]).
Chapitre 5
Polynômes modulaires
d’Hilbert
Dans ce dernier chapitre, nous allons introduire une définition de polynômes
modulaires pour des surfaces abéliennes principalement polarisées qui ont multipli-
cation réelle par un corps de nombres quadratique réelK = Q(
√
D). Au lieu d’être
sur H2/Γ2, nous allons nous placer sur la surface de Hilbert H21/ SL2(OK ⊕ ∂−1K ),
qui s’envoie sur une surface de Humbert de l’espace précédent. L’équivalent des j-
invariants ici sont les invariants de Gundlach, qui n’ont été définis que pourD = 5.
Nous allons en définir pour D = 2 et montrerons comment réutiliser les techniques
du chapitre précédent pour calculer nos nouveaux polynômes modulaires. Enfin,
nous allons définir des thêta constantes sur l’espace de Hilbert et donnerons un
algorithme de calcul de ces polynômes modulaires avec des invariants définis à
partir de ces thêta constantes pour tout K = Q(
√
D).
Les références principales pour ce chapitre sont [56, 54, 72, 71, 36, 42, 43, 44,
74, 35].
5.1 Espaces modulaires d’Hilbert et de Siegel
5.1.1 Espace modulaire de Hilbert
Soit D un entier sans facteur carré et K = Q(
√
D) un corps quadratique réel.
Son discriminant ∆K est D si D ≡ 1 mod 4 et 4D si D ≡ 2, 3 mod 4. Considérons
OK l’anneau des entiers de K. On a que OK = Z + ωZ, où ω = 1+
√
D
2 si D ≡
1 mod 4 et ω =
√
D sinon. Notons par a le conjugué de a dans OK .
Rappelons que l’ensemble H1 = {z ∈ C : =(z) > 0} est le demi-plan de
Poincaré. Le groupe SL2(OK) agit par la gauche sur H21 par(
a b
c d
)
· (z1, z2) =
(
az1 + b
cz1 + d
,
az2 + b
cz2 + d
)
.
L’espace quotient H21/ SL2(OK) est la surface modulaire de Hilbert, qui paramé-
trise les surfaces abéliennes principalement polarisées ayant multiplication réelle
par l’ordre maximal OK (voir section 2.5.2).
Pour λ ∈ K et z = (z1, z2) ∈ H21, on note
λz = (λz1, λz2), N(z) = z1z2 et tr(z) = z1 + z2.
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On définit σ comme étant l’involution
σ : (z1, z2) ∈ H21 7−→ (z2, z1) ∈ H21.
Définition 5.1.1. Soit Γ un sous-groupe de SL2(OK). Une fonction holomorphe
f sur H21 est appelée une forme modulaire de Hilbert de poids k pour le sous-
groupe Γ si elle satisfait pour chaque γ =
(
a b
c d
) ∈ Γ et z = (z1, z2) ∈ H21 la
condition f(γz) = N(cz + d)kf(z). Si de plus elle vérifie f(σ(z)) = f(z) pour
tout z ∈ H21, alors on dit de cette forme modulaire qu’elle est symétrique. Une
fonction modulaire de Hilbert est le quotient de deux formes modulaires de Hilbert
de même poids pour le même groupe. On ajoute qu’elle est symétrique si les deux
formes le sont.
Théorème 5.1.2. La surface modulaire de Hilbert H21/ SL2(OK) est rationnelle
seulement pour D = 2, 3, 5, 6, 7, 13, 15, 17, 21, 33.
Démonstration. Voir [41, Théorème 2]
On ne connaît les deux générateurs de la surface modulaire symétrique de
Hilbert H21/(SL2(OK) ∪ SL2(OK)σ) que pour D = 2 et 5. On se concentrera sur
ces deux cas à présent. Soit  > 0 une unité dont sa norme vérifie  = −1. On
peut prendre 1 +
√
2 et 1+
√
5
2 pour respectivement D = 2 et D = 5. Posons
q1 = exp (2ıpi(z1 − z2)/
√
∆K) et q2 = exp (2ıpi(z2 − z1)/
√
∆K).
Proposition 5.1.3. Soit g une forme modulaire de Hilbert pour SL2(OK) de poids
k. Alors elle a un développement de Fourier de la forme :
g(z) = ag(0) +
∑
t=a+b∈O+K
ag(t)qa1qb2.
Démonstration. Voir [56, Proposition 3.2 (1)].
Notons AZ(SL2(OK))k le Z-module des formes modulaires symétriques de
Hilbert de poids pair k ayant des coefficients de Fourier rationnels et posons
AZ(SL2(OK)) = ⊕AZ(SL2(OK))k. Définissons la série d’Eisenstein de poids pair
k ≥ 2 par
Gk(z) = 1 +
∑
t=a+b∈O+K
bk(t)qa1qb2,
où
bk(t) = κk
∑
tOK⊆µOK
|OK/µOK |k−1
et κk = ζK(k)−1(2pi)2k((k − 1)!)−2∆1/2−kK .
Lemme 5.1.4. — Si K = Q(
√
2), alors κ2 = 24 · 3, κ4 = 25 · 3 · 5 · 11−1 et
κ6 = 24 · 32 · 7 · 19−2 ;
— Si K = Q(
√
5), alors κ2 = 23 · 3 · 5, κ4 = 24 · 3 · 5, κ6 = 23 · 32 · 5 · 7 · 67−1
et κ10 = 23 · 3 · 52 · 11 · 412751−1.
Démonstration. Voir [71, Lemme 1.1].
Les séries d’Eisenstein sont des formes modulaires symétriques pour SL2(OK)
avec des coefficients dans Q. De plus, on a
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Théorème 5.1.5. Dans le cas K = Q(
√
2), on pose
H4 = 2−6·3−2·11(G22−G4) et H6 =
−5 · 72
283313G
3
2+
11 · 59
28325 · 13G2G4−
192
27335 · 13G6.
Alors G2, H4 et H6 sont dans AZ(SL2(OK))k pour respectivement k = 2, 4, 6. De
plus, elles forment un ensemble minimal de générateurs de AZ(SL2(OK)) sur Z.
Démonstration. Voir [71, Théorème 1].
Théorème 5.1.6. Dans le cas K = Q(
√
2), le corps des fonctions modulaires
symétriques de Hilbert pour SL2(OK) sont des fonctions rationnelles en
J1 =
G22
H4
et J2 =
G2H6
H24
.
On appelle J1 et J2 les invariants de Gundlach pour K.
Démonstration. Une preuve de ce théorème sera donnée à la page 149.
Théorème 5.1.7. Dans le cas K = Q(
√
5), on pose
H6 =
67
253352 (G
3
2 −G6),
H10 = 2−103−55−57−1(412751G10 − 5 · 67 · 2293G22G6 + 223 · 7 · 4231G52)
et H12 = 2−2(H26 −G2H10).
Les quatre formes modulaires G2, H6, H10 et H12 sont dans AZ(SL2(OK))k pour
k = 2, 6, 10 et 12 respectivement. De plus, elles forment un ensemble minimal de
générateurs de AZ(SL2(OK)) sur Z.
Démonstration. Voir [36] ou [71, Théorème 2].
Théorème 5.1.8. Dans le cas K = Q(
√
5), le corps des fonctions modulaires
symétriques de Hilbert pour SL2(OK) sont des fonctions rationnelles en
J1 =
G52
H10
et J2 =
H6G22
H10
.
On appelle J1 et J2 les invariants de Gundlach pour K.
Démonstration. Voir [36]. Notons qu’il est usuel de prendre les invariants G
5
2
H10
et
H6
G32
. Nous avons choisi de remplacer ce dernier par le produit de ces deux afin
d’avoir le même dénominateur pour les deux invariants de Gundlach.
5.1.2 De Hilbert à Siegel
Soient z = (z1, z2) ∈ H21, x ∈ K et γ =
(
a b
c d
) ∈ SL2(K). Notons
z∗ =
(
z1 0
0 z2
)
, x∗ =
(
x 0
0 x
)
et γ∗ =
(
a∗ b∗
c∗ d∗
)
.
Fixons e1, e2 une Z-base de OK et définissons les matrices
R =
( e1 e2
e1 e2
)
et S =
(
tR 0
0 R−1
)
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et les applications
φe1,e2 : H21 −→ H2
z 7−→ tRz∗R et
φe1,e2 : SL2(K) −→ Sp4(Q)
γ 7−→ Sγ∗S−1.
Soit
SL2(OK ⊕ ∂−1K ) =
{(
a b
c d
)
∈ SL2(K) : a, d ∈ OK , b ∈ ∂−1K et c ∈ ∂K
}
.
Comme K = Q(
√
D), on a que ∂K =
√
∆KOK et ∂−1K = 1√∆KOK . Le groupe
SL2(OK ⊕ ∂−1K ) est engendré par les matrices(
1 1/
√
∆K
0 1
)
,
(
1 ω/
√
∆K
0 1
)
et
(
0 −1/√∆K√
∆K 0
)
.
Proposition 5.1.9. L’application φe1,e2 satisfait :
— φ−1e1,e2(Γ2) = SL2(OK ⊕ ∂−1K ) ;
— φe1,e2(γ · z) = φe1,e2(γ) ·φe1,e2(z) pour tous γ ∈ SL2(OK ⊕ ∂−1K ) et z ∈ H21 ;
— Si f1, f2 est une autre Z-base de OK , alors il existe un certain γ ∈ Γ2 tel
que pour tout z ∈ H21, φe1,e2(z) = γ · φf1,f2(z) ;
— Il existe un certain γ ∈ Γ2 tel que φe1,e2(σ(z)) = γ · φe1,e2(z).
Démonstration. La preuve est calculatoire. Nous renvoyons à [56, Proposition
3.1].
L’application φe1,e2 fournit donc une application holomorphe deH21/SL2(OK⊕
∂−1K ) vers H2/Γ2 qui est indépendante du choix de la base de OK . Elle envoie aussi
z et σ(z) vers le même point de H2/Γ2.
La base que nous choisissons est e1 = 1 et e2 = ω. Nous noterons φ au lieu
de φ1,ω. On a alors que φ(z) =
(
z1+z2 z1ω+z2ω
z1ω+z2ω z1ω2+z2ω2
)
=
(
Ω1 Ω2
Ω2 Ω3
)
∈ H2 et cette
application vérifie
D−1
4 Ω1 + Ω2 − Ω3 = 0 si D ≡ 1 mod 4;
DΩ1 − Ω3 = 0 si D ≡ 2, 3 mod 4. (5.1)
De plus, posons
M =

(
1 0 0 0
1 −1 0 0
0 0 1 1
0 0 0 −1
)
si D ≡ 1 mod 4;
(
1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
)
si D ≡ 2, 3 mod 4.
(5.2)
La matrice M satisfait
φ(σ(z)) = M · φ(z). (5.3)
Considérons maintenant γ =
(
a+a′ω (b+b′ω)/
√
∆K√
∆K(c+c′ω) d+d′ω
)
∈ SL2(OK ⊕ ∂−1K ). Alors
φ(γ) =

 a a
′ b′ b+b′
(D−14 )a
′ a+a′ b+b′ b+(D+34 )b
′
(D−14 )c
′−c c d (D−14 )d′
c c′ d′ d+d′
 si D ≡ 1 mod 4;
(
a a′ b′ b
Da′ a b Db′
Dc′ c d Dd′
c c′ d′ d
)
si D ≡ 2, 3 mod 4.
(5.4)
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Lorsque l’unité fondamentale a norme −1, il existe un isomorphisme qui per-
met de se placer sur SL2(OK) au lieu de SL2(OK ⊕ ∂−1K ). Soient  > 0 une telle
unité et α = diag(1,
√
∆K
 ), alors
φ0 : H21 −→ H21
z 7−→ √∆K z
et φ0 : SL2(OK) −→ SL2(OK ⊕ ∂
−1
K )
γ 7−→ αγα−1
sont des bijections. Notons que ceci ne fonctionne que lorsque  a norme −1
afin que √∆K soit totalement positif et φ0(z) ∈ H
2
1. Soit φ1 := φ1, et φ :=
φ1 ◦ φ0. La base {1, } est la base que nous avons utilisée pour définir les formes
modulaires symétriques de Hilbert de la section précédente. L’application φ vérifie
des propriétés similaires à celles de la proposition 5.1.9. Reconcentrons nous sur
les cas D = 2 et D = 5. Notons
Sym2(Z)∨ =
{
T =
(
m1
1
2m
1
2m m2
)
: mi,m ∈ Z
}
le dual de Sym2(Z) (les matrices symétriques de taille 2 dans Z) et Sym2(Z)∨,+
le sous-ensemble de Sym2(Z)∨ des matrices définies positives.
Proposition 5.1.10. Soit
f(Ω) = af (0) +
∑
T∈Sym2(Z)∨,+
af (T )qT
une forme modulaire de Siegel pour Γ2 de poids k. Alors son tiré en arrière g = φ∗f
est une forme modulaire symétrique de Hilbert avec le développement de Fourier
suivant :
g(z) = f(φ(z)) = ag(0) +
∑
t=a+b∈O+K
ag(t)qa1qb2,
avec ag(0) = af (0) et
ag(t) =
∑
T∈Sym2(Z)∨,+
QT (1,)=t
af (T ).
Ici, QT (x1, x2) = (x1, x2)T ( x1x2 ) est la forme quadratique définie positive associée
à T . Enfin, qT = exp (2ıpitr(TΩ)).
Démonstration. Voir [56, Proposition 3.2].
Nous nous intéressons aux tirés en arrière des invariants d’Igusa. Ils sont déjà
connus lorsque D = 5.
Théorème 5.1.11. Pour K = Q(
√
5), on a
φ∗ψ4 = G22;
φ∗ψ6 = −4225G32 + 6725G6 = G32 − 2533H6;
−4φ∗χ10 = H10;
12φ∗χ12 = 3H26 − 2G2H10.
Démonstration. Voir [72, Théorème 1].
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Corollaire 5.1.12. On a
φ∗ j1 = 8J1(3J22/J1 − 2)5;
φ∗ j2 = 12J1(3J22/J1 − 2)3;
φ∗ j3 = 2−3J1(3J22/J1 − 2)2(4J22/J1 + 2532J2/J1 − 3).
Démonstration. C’est une conséquence du théorème précédent et de la définition
3.9 des invariants d’Igusa en séries. Voir aussi [56, Proposition 4.5].
En utilisant la proposition 5.1.10 et en comparant les différentes séries de
Fourier (comme il est fait dans [72] dans le cas D = 5), nous avons trouvé :
Théorème 5.1.13. Pour K = Q(
√
2), on a
φ∗ψ4 = G22 + 144H4;
φ∗ψ6 = G32 − 648H4G2 − 1728H6;
φ∗χ10 = −14H4H6;
φ∗χ12 = 112G2H4H6 +H34 +H26 .
Corollaire 5.1.14. On a
φ∗ j1 = 8J31/J2(1 + 12/J2 + 12J2/J1)5;
φ∗ j2 = J21/J2/2(J1 + 144)(1 + 12/J2 + 12J2/J1)3;
φ∗ j3 = 18(1 + 12/J2 + 12J2/J1)2·
(J31/J2 + 16J21 + 16J31/J22 + 2304J21/J22 + 408J21/J2 + 2880J1).
5.2 Surfaces de Humbert
Soit Ω =
(
Ω1 Ω2
Ω2 Ω3
)
∈ H2 et a, b, c, d, e ∈ Z. On appelle une équation de la
forme :
aΩ1 + bΩ2 + cΩ3 + d(Ω22 − Ω1Ω3) + e = 0 (5.5)
une relation singulière. Si de plus pgcd (a, b, c, d, e) = 1, on dit de cette relation
qu’elle est primitive. Enfin, on définit le discriminant d’une relation singulière
comme étant ∆ = b2 − 4ac− 4de.
Proposition 5.2.1. Soit Ω ∈ H2 satisfaisant une relation singulière de discri-
minant ∆. Alors pour tout γ ∈ Γ2, γ · Ω satisfait aussi une relation singulière de
discriminant ∆. Cette dernière relation est primitive lorsque la première l’est.
Démonstration. Il suffit de montrer cette proposition sur les générateurs de Γ2.
Soient M1, M2, M3 et J comme dans l’équation (3.1) et soient Ω =
(
Ω1 Ω2
Ω2 Ω3
)
∈ H2
et des entiers a, b, c, d, e ∈ Z tels qu’on ait la relation (5.5). Commençons par M1.
On a M1 · Ω =
(
Ω1+1 Ω2
Ω2 Ω3
)
et alors
a(Ω1 + 1) + bΩ2 + (c+ d)Ω3 + d(Ω22 − (Ω1 + 1)Ω3) + e− a = 0
est une relation singulière de discriminant b2 − 4a(c+ d)− 4d(e− a) = ∆. Le cas
avec M3 est très proche de celui avec M1. Pour M2, on a M2 · Ω =
(
Ω1 Ω2+1
Ω2+1 Ω3
)
et il nous faut prendre la relation
aΩ1 + (b− 2d)(Ω2 + 1) + cΩ3 + d((Ω2 + 1)2 − Ω1Ω3) + e− b+ d = 0
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qui est aussi de discriminant ∆. Enfin, on a J · Ω = 1Ω22−Ω1Ω3
(
Ω3 −Ω2
−Ω2 Ω1
)
. On a
alors la relation singulière
c
Ω3
Ω22 − Ω1Ω3
− b −Ω2Ω22 − Ω1Ω3
+ a Ω1Ω22 − Ω1Ω3
+ e 1Ω22 − Ω1Ω3
+ d = 0
qui est bien de discriminant ∆.
Théorème 5.2.2 (Lemme d’Humbert). Soit Ω =
(
Ω1 Ω2
Ω2 Ω3
)
satisfaisant la relation
primitive singulière :
aΩ1 + bΩ2 + cΩ3 + d(Ω22 − Ω1Ω3) + e = 0
de discriminant ∆ = b2 − 4ac− 4de. Alors il existe une matrice γ ∈ Γ2 telle que
γ · Ω =
(Ω′1 Ω′2
Ω′2 Ω′3
)
vérifie une unique relation normalisée de la forme :
kΩ′1 + `Ω′2 − Ω′3 = 0 (5.6)
où k et ` sont déterminés uniquement par ∆ = 4k + ` et ` ∈ {0, 1}.
Démonstration. Voir [42, 43, 44].
Remarque 5.2.3. En écrivant l’équation (5.6) avec ∆ = ∆Q(√D), on retrouve
l’équation (5.1).
Soit Ω ∈ H2 satisfaisant une relation singulière de discriminant ∆. Un algo-
rithme constructif pour calculer γ comme dans le lemme d’Humbert peut être
trouvé dans [5, 74]. L’algorithme 5.2.1, que nous avons pris de [5], permet de
calculer cette matrice γ dans un cadre général. Il fournit alors une preuve du
lemme d’Humbert dans le cas où les entiers g0, . . . , g3 qui apparaissent dans cet
algorithme sont non nuls.
Proposition 5.2.4. Pour tout ∆ ≡ 0 ou 1 mod 4, ∆ > 0, l’ensemble H∆ := {Ω ∈
H2/Γ2 : Ω satisfait une relation primitive singulière de discriminant ∆} est une
surface dite surface de Humbert de discriminant ∆.
Démonstration. Voir [35, Proposition 2.11].
Proposition 5.2.5. Soit AΩ la surface abélienne principalement polarisée asso-
ciée à Ω ∈ H2. Soit aussi ∆ 6= ∆′ deux discriminants qui ne sont pas des carrés.
Alors :
— AΩ est simple si et seulement si Ω 6∈ ⋃m>0Hm2 ;
— Si Ω ∈ H∆, alors End(AΩ)⊗Q contient Q(
√
∆) ;
— Si Ω ∈ H∆∩H∆′, alors soit AΩ est simple et End(AΩ)⊗Q est une algèbre
de quaternions totalement indéfinie sur Q, ou AΩ est isogène à E ×E, où
E est une courbe elliptique.
Démonstration. Voir [35, Proposition 2.15].
Notons désormais Γ˜ = SL2(OK ⊕ ∂−1K ). La proposition 5.1.9 et les équations
(5.1), (5.2), (5.3) disent que l’image par φ de H21/Γ˜ et de H21/(Γ˜∪ Γ˜σ) sont dans la
surface de Humbert de discriminant ∆K . C’est également vrai pour φe1,e2 parce
que les images de z par φ et par φe1,e2 sont équivalentes modulo l’action de Γ2
(ce qui signifie que ces applications envoient z vers le même point de la surface de
Humbert). Similairement, φ envoie z vers cette même surface de Humbert, même
si les images de z par φ et par φ ne sont pas équivalentes modulo Γ2. On a plus
précisément :
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Algorithme 5.2.1 : Calcul du représentant normalisé sur une surface de
Humbert
Entrée : Ω =
(
Ω1 Ω2
Ω2 Ω3
)
∈ H2 satisfaisant la relation primitive singulière
(5.5) de discriminant ∆ = b2 − 4ac− 4de.
Sortie : Une matrice γ ∈ Γ2 telle que γ · Ω satisfait l’équation (5.6).
Notons R0 =
( 0 a 0 d
−c b −d 0
0 e 0 −c
−e 0 a b
)
.
1 Choisir des entiers α et β tels que αe− βc = pgcd(e, c) =: g0. Alors
M0 =
( 1 0 1 0
0 α 0 β
−1 0 0 0
0 c/g0 0 e/g0
)
est dans Γ2 et R1 = tM−10 R0 tM0 est de la forme(
A1 0
C1 tA1
)
, avec A1 =
(
0 a1
−c1 b1
)
et C1 =
(
0 e1−e1 0
)
;
2 Puisque pgcd(a1, c1, e1)|g1 := pgcd(a1, e1), le théorème de la progression
arithmétique de Dirichlet dit qu’il existe un entier n tel que p := e1g1 + n
a1
g1
est un nombre premier avec |c1| < p. Maintenant, M1 =
(
I2
−n 0
0 0
0 I2
)
∈ Γ2 et
R2 := tM−11 R1 tM1 =
(
A1 0
C2 tA1
)
où C2 =
(
0 e2−e2 0
)
avec e2 = e1 + a1n = g1p.
En particulier, pgcd(c1, e2)|g1 puisque |c1| < g1 et ainsi, pgcd(c1, e2)|a1 ;
3 Choisir des entiers γ et δ tels que γe2 − δc1 = pgcd(e2, c1) =: g2. Alors
M2 =
 γa1/g2 0 1 00 γ 0 δ−1 0 0 0
0 c1/g2 0 e2/g2
 ∈ Γ2 et R3 = tM−12 R2 tM2 est de la forme(
A3 0
0 tA3
)
avec A3 =
(
0 a3
−c3 b3
)
;
4 Choisir des entiers  et η tels que a3 + ηc3 = pgcd(a3, c3) =: g3. Alors
M3 =
( 1 0 1 0
0 c3/g3 0 −a3/g3
−a3/g3 0 ηc3/g3 0
0  0 η
)
∈ Γ2 et R4 = tM−13 R3 tM3 est de la
forme
(
A4 0
0 tA4
)
avec A4 =
(
0 a4c4
−c4 b4
)
;
5 Puisque pgcd(b4, c4) = 1, on peut choisir des entiers µ et ν tels que
µ((a4 + 1)c4 + b4) + µc4 = pgcd((a4 + 1)c4 + b4, c4) = 1. Alors
M4 =
( 1 0 1 0
0 c4 0 −(a4+1)c4−b4
−µ((a4+1)c4+b4) 0 νc4 0
0 µ 0 ν
)
et M ′4 =
( 1 0 0 0−1 1 0 0
0 0 1 1
0 0 0 1
)
sont dans
Γ2 et R5 = t(M4M ′4)−1R4 t(M4M ′4) + c4I4 est de la forme
(
A5 0
0 tA5
)
avec
A5 =
(
0 a5
−1 b5
)
;
6 Soit τ = b5/2 si b5 est pair et τ = (b5 − 1)/2 sinon. Alors
M5 =
( 1 0 0 0
τ 1 0 0
0 0 1 −τ
0 0 0 1
)
∈ Γ2 et R6 = tM−15 R5 tM5 − τI4 est de la forme
(
A6 0
0 tA6
)
avec A6 =
(
0 a′
−1 b′
)
avec b′ = 0 si b5 est pair et b′ = 1 si b5 est impair;
7 M = M5M4M ′4M3M2M1M0 ; si ∆ ≡ 1 mod 4, M = NM avec
N =
(
1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
)
;
8 return (M) ;
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Proposition 5.2.6. Le diagramme suivant commute :
H21/Γ˜
pi
&&
H21oo
ψ //

H2

H21/(Γ˜ ∪ Γ˜σ)
ρ // H2/Γ2
où ψ est soit φe1,e2, soit φ, pi est de degré 2 et ρ est une application génériquement
de degré 1 vers la surface de Humbert H∆K .
Démonstration. Voir [84, Page 328] ou [40, Proposition 8.4].
L’espace quotient analytique H21/(Γ˜∪ Γ˜σ) est appelé surface modulaire symé-
trique de Hilbert. L’involution σ identifie les surfaces abéliennes dont la multipli-
cation réelle diffèrent par conjugaison.
Lemme 5.2.7. Soient X une sous-variété de Y , toutes les deux irréductibles.
Alors l’application associée (qui n’est pas définie partout) sur les corps de fonctions
k(Y )→ k(X) est surjective.
Démonstration. PuisqueX est une sous-variété de Y , c’est une variété fermée dans
un ouvert U de Y . L’inclusion naturelle i : X → U nous fournit un épimorphisme
de faisceaux i∗ : OU → OX . En regardant les germes des points génériques, on peut
en déduire que l’application k(Y ) → k(X) (définie pour des fonctions f ∈ k(Y )
qui sont définies sur les points génériques de X) est surjective.
Preuve du théorème 5.1.6. La proposition 5.2.6 dit que l’application de l’espace
modulaire symétrique de Hilbert vers l’espace de Siegel est birationnelle à son
image (la surface de Humbert). Par le lemme 5.2.7, toute fonction modulaire
symétrique de Hilbert (vue par birationnalité comme une fonction rationnelle sur
la surface de Humbert) peut être relevée en une fonction modulaire de Siegel.
Nous savons déjà qu’une fonction modulaire de Siegel est une fonction rationnelle
avec des coefficients complexes en les invariants d’Igusa et par le corollaire 5.1.14,
les tirés en arrière des invariants d’Igusa peuvent être exprimés en terme des
invariants de Gundlach. Toute fonction modulaire symétrique de Hilbert peut
être ainsi exprimée en terme des invariants de Gundlach.
Comme on n’a pas d’invariants de Gundlach pour chaque D, on peut prendre
j˜k = φ∗jk, pour k = 1, 2, 3, comme invariants sur la surface modulaire symétrique
de Hilbert. Ces fonctions sont algébriquement dépendantes. De même, on consi-
dère les fonctions b˜k = φ∗bk et r˜k = φ∗rk pour k = 1, 2, 3 (ces fonctions bk et rk
sont définies à la section 3.4.2) . Soit
Γ˜(n) =
{(
a b/
√
∆K√
∆Kc d
)
∈ SL2(OK ⊕ ∂−1K ) : a ≡ d ≡ 1 mod n, b ≡ c ≡ 0 mod n
}
.
Définissons alors pour respectivement D ≡ 1 mod 4 et D ≡ 2, 3 mod 4
Γ˜(2, 4) =
{(
a b/
√
∆K√
∆Kc d
)
∈ Γ˜(2) : b ≡ c ≡ 0 mod 4
}
,
Γ˜(2, 4) =
{(
a (b+b′ω)/
√
∆K√
∆K(c+c′ω) d
)
∈ Γ˜(2) : b′ ≡ c′ ≡ 0 mod 4
}
.
(5.7)
Théorème 5.2.8. Les fonctions r˜k et b˜k pour k = 1, 2, 3 sont respectivement des
générateurs pour le corps des fonctions modulaires invariantes par Γ˜(2) et Γ˜(2, 4),
si D ≡ 1 mod 4, et par Γ˜(2) ∪ Γ˜(2)σ et Γ˜(2, 4) ∪ Γ˜(2, 4)σ, si D ≡ 2, 3 mod 4.
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Démonstration. D’après l’équation (5.4), on a que φ−1(Γ2(2, 4)) = Γ˜(2, 4). Ainsi,
les fonctions b˜k sont modulaires pour Γ˜(2, 4). De plus, si D ≡ 2, 3 mod 4, alors ces
fonctions sont aussi modulaires pour Γ˜(2, 4)σ, car la matriceM de l’équation (5.2)
appartient à Γ2(2, 4). Similairement, φ−1(Γ2(2)) = Γ˜(2) et les r˜k sont modulaires
pour Γ˜(2) et aussi par Γ˜(2)σ lorsque D ≡ 2, 3 mod 4. On conlut en appliquant
le lemme 5.2.7 et le fait que bi (resp. ri) sont des générateurs pour le corps des
fonctions modulaires de Siegel invariantes par Γ2(2, 4) (resp. Γ2(2)).
Proposition 5.2.9. Les sous-groupes Γ˜(2) et Γ˜(2, 4) de Γ˜ sont d’indices
36 et 576, si D ≡ 1 mod 8;
60 et 960, si D ≡ 5 mod 8;
48 et 192, si D ≡ 2, 3 mod 4.
Démonstration. On ne fait la preuve que pour Γ˜(2, 4) car l’autre cas fonctionne
pareil. Notons que Γ˜/Γ˜(4) ' SL2(OK/4OK). On a alors que OK/4OK est iso-
morphe à
— Z/4Z× Z/4Z, lorsque 2 est décomposé (D ≡ 1 mod 8) ;
— Z/4Z[X]/(X2 +X + 1), lorsque 2 est inerte (D ≡ 5 mod 8) ;
— Z/4Z[X]/(X2), lorsque 2 est ramifié (D ≡ 2, 3 mod 4).
Le cardinal de SL2(OK/4OK) est alors 482, 3840 ou 3072. De plus, l’indice du sous-
groupe Γ˜(4) de Γ˜(2, 4) est 4 lorsque D ≡ 1 mod 4 et 16 lorsque D ≡ 2, 3 mod 4.
Comme ces deux ensembles sont des sous-groupes normaux de Γ˜, le troisième
théorème d’isomorphisme des groupes nous donne le résultat désiré.
Considérons maintenant Γ un sous-groupe de Γ2 d’indice fini. La projection
pi : H2/Γ → H2/Γ2 est une application finie. Soit ∆ le discriminant d’un certain
corps de nombres quadratique. Une composante irréductible de pi−1(H∆) dans
H2/Γ est appelée une composante de la surface de Humbert. Nous nous intéressons
aux cas où Γ = Γ2(2) et Γ = Γ2(2, 4).
Proposition 5.2.10. Le nombre de composantes de la surface de Humbert pour
respectivement Γ2(2) et Γ2(2, 4) est
10 si D ≡ 1 mod 8,
6 si D ≡ 5 mod 8,
15 si D ≡ 2, 3 mod 4
et

10 si D ≡ 1 mod 8,
6 si D ≡ 5 mod 8,
60 si D ≡ 2, 3 mod 4.
Démonstration. Voir [74]. Un argument heuristique pour Γ2(2, 4) est que si l’on
note P (b1, b2, b3) la composante de Humbert qui est l’image de φ et Ω = φ(z) ∈
H2, alors pour tout γ ∈ Γ2/Γ2(2, 4), on a que P (bi(γΩ)) = 0 seulement pour les
matrices γ qui proviennent de l’image de φ(Γ˜/Γ˜(2, 4)) et de φ(Γ˜/Γ˜(2, 4)σ) dans
Γ2/Γ2(2, 4). Le nombre de composantes correspond au nombre
v(D) · |Γ2/Γ2(2, 4)|/|Γ˜/Γ˜(2, 4)|,
où v(D) est 1 si D ≡ 2, 3 mod 4 et 12 si D ≡ 1 mod 4. Cet argument fonctionne
aussi pour Γ2(2).
Nous donnons les équations des composantes des surfaces de Humbert qui
correspondent à l’image de φ pour Γ2(2, 4) et D = 2, 3, 5
b1 − 12(b22 + b23) = 0,
−b41 − b42 − 4b23 − 2b21b22 + 4b1b2 + 4b1b2b23 = 0,−1
2 (
∑
i b
4
i +
∑
i
∑
j 6=i(bibj)4) + b1b2b3(1 +
∑
i b
4
i − b1b2b3) = 0
(5.8)
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et similairement pour Γ2(2) et D = 2 seulement :
((16r23 − 16r3)r22 + (−16r23 + 16r3)r2)r41 + ((−16r23 + 16r3)r32 + (−16r33+
16r23)r22 + (16r33 − 16r3)r2)r31 + (−r42 + (16r33 − 16r3 + 2)r32 + (−14r23+
14r3 − 1)r22 + (−16r33 + 14r23 + 2r3)r2 + (−r43 + 2r33 − r23))r21 + (2r3r42+
(−16r33 + 14r23 − 2r3)r32 + (14r33 − 12r23)r22 + (2r43 − 2r33)r2)r1 + (−r23r42+
2r33r32 − r43r22) = 0.
(5.9)
Pour D = 3, les équations sont trop grosses pour être reproduites ici. Le calcul des
ces équations est le sujet de [35], où les équations associées à de nombreux discri-
minants peuvent être trouvées. Nous avons retrouvés les équations pour les petits
discriminants D = 2, 3, 5 en évaluant les différents invariants en de nombreuses
matrices des périodes et en procédant à une phase d’algèbre linéaire.
5.3 Polynômes Modulaires et multiplication réelle
5.3.1 Polynômes classiques
Notons dans cette section Γ˜ = SL2(OK) et considérons les cas où D = 2 ou
5. Le groupe Γ˜ est engendré par les trois matrices S =
( 0 −1
1 0
)
, T = ( 1 10 1 ) et
R = ( 1 ω0 1 ). Notons que T
( 1 0−1 1 )T = −S de telle sorte que nous allons parfois
considérer la matrice
( 1 0−1 1 ) au lieu de S.
Soit ` un nombre premier qui se décompose en facteur totalement positifs :
` = ββ. Soit z ∈ H21/Γ˜. Les variétés β-isogènes sont 1βγ ·z tandis que les β-isogènes
sont 1
β
γ·z, pour γ ∈ Γ˜. On veut définir des polynômes qui paramétrisent des classes
d’isomorphismes de surfaces abéliennes ayant multiplication réelle par OK munis
d’une β-isogénie. Nous commençons avec quelques notations. Rappelons que J1 et
J2 sont les invariants de Gundlach (voir théorèmes 5.1.6 et 5.1.8), que l’on connaît
pour K = Q(
√
2) et Q(
√
5).
Définissons pour i = 1, 2 et γ ∈ Γ˜ ∪ Γ˜σ
Ji,β : H21 −→ C
z 7−→ Ji( 1β z)
et
Jγi,β : H21 −→ C
z 7−→ Ji( 1βγ · z).
Soit Γ˜0(β) = {( a bc d ) ∈ Γ˜ : β|b}.
Lemme 5.3.1. Le sous-groupe Γ˜0(β) de Γ˜ est d’indice ` + 1. L’ensemble des
matrices
Cβ =
{
S, T i, i ∈ {0, . . . , `− 1}
}
est un ensemble de représentants des classes de Γ˜/Γ˜0(β).
Démonstration. Les ` + 1 matrices de Cβ sont clairement dans des classes diffé-
rentes du quotient Γ˜/Γ˜0(β). Remarquons que tT = ST−1S−1 ∈ Γ˜0(β) et tR =
SR−1S−1 ∈ Γ˜0(β) de telle sorte que Γ˜ est engendré par S, tT et tR. Pour tout
i ∈ {0, . . . , `− 1}, tTT i et tRT i sont dans la classe de T i tandis que tTS et tRS
sont dans la classe de S. De plus, ST i est dans la classe de S et SS = I2, ce qui
montre qu’il ne peut pas y avoir une classe de plus que les ` + 1 classes que l’on
connaît déjà.
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Pour une matrice γ ∈ Γ˜0(β), nous notons γβ =
(
a b/β
cβ d
)
∈ Γ˜. On a que
Jγi,β(z) := Ji
( 1
β
γ · z
)
= Ji
(
γβ ·
( 1
β
z
))
= Ji
( 1
β
z
)
=: Ji,β(z),
où la seconde égalité provient du fait que 1βγ · z = γβ · ( 1β z) et la troisième de la
modularité de Ji. Ainsi les fonctions Ji,β pour i = 1, 2 sont modulaires pour le
groupe Γ˜0(β). Cependant, ces fonctions ne sont en général pas symétriques car
Jγi,β(σ(z)) = J
γ
i,β
(z).
Rappelons que nous notons par  l’unité fondamentale de OK . Soit ′ ∈ O×,+K
une unité totalement positive de OK . S’il existe n ∈ Z tel que ′ = 2n, alors la
matrice γ =
(
n 0
0 −n
)
est dans Γ˜ et γ · z = ′z. Ainsi, dans ce cas, Ji(′z) = Ji(z),
et, en particulier, une β-isogénie est aussi une ′β-isogénie.
Remarque 5.3.2. — Nous ne considérons que des unités totalement posi-
tives ′ pour garantir le fait que ′z ∈ H21 ;
— Lorsque D = 2 ou 5, l’unité fondamentale  a norme −1 tandis que ′ ∈
O×,+K a norme 1, de telle sorte que ce dernier peut toujours être écrit
comme une puissance paire de . Ainsi, le choix de la décomposition de `
n’importe pas.
Proposition 5.3.3. Soit D = 2 ou 5 et ` un nombre premier. Écrivons ` = ββ
avec β ∈ O+K . Si ` est ramifié, alors les polynômes
Φ`(X, J1, J2) =
∏
γ∈Cβ
(X − Jγ1,β) et Ψ`(X, J1, J2) =
∑
γ∈Cβ
Jγ2,β
Φ`(X, J1, J2)
X − Jγ1,β
sont dans Q(J1, J2)[X]. Si ` se décompose, alors les polynômes
Φ`(X, J1, J2) =
∏
γ∈Cβ
(X − Jγ1,β)(X − Jγ1,β) et
Ψ`(X, J1, J2) =
∑
γ∈Cβ
Jγ2,β
Φ`(X, J1, J2)
X − Jγ1,β
+
∑
γ∈Cβ
Jγ2,β
Φ`(X, J1, J2)
X − Jγ1,β
sont dans Q(J1, J2)[X]. Ces polynômes dépendent seulement de `.
Démonstration. Nous ne donnons la preuve que pour Φ` car elle est similaire pour
Ψ`, et seulement dans le cas décomposé car les mêmes arguments s’appliquent dans
le cas ramifié. La preuve se fait en deux étapes.
1. Définissons les fonctions ci : H21 → C, pour i = 0, . . . , 2(`+ 1)− 1, par
∏
γ∈Cβ
(X − Jγ1,β)(X − Jγ1,β) = X
2(`+1) +
2(`+1)−1∑
i=0
ciX
i.
Les fonctions ci sont modulaires pour Γ˜ parce qu’elles sont symétriques en
les Jγ1,β et en les J
γ
1,β, qui sont modulaires pour Γ˜
0(β) et Γ˜0(β) respecti-
vement, et parce que l’ensemble Cβ est un ensemble de représentants des
classes de Γ˜/Γ˜0(β) et de Γ˜/Γ˜0(β).
De plus, les fonctions ci sont symétriques dans le sens où ci(z) = ci(σ(z))
pour z ∈ H21 (en d’autres termes, ci est modulaire pour Γ˜ ∪ Γ˜σ). Ceci
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provient de la symétrie de J1 et puis du fait que, pour γ ∈ Cβ, Jγ1,β(σ(z)) =
Jγ1,β(z). On en déduit que les fonctions ci sont des fonctions modulaires
symétriques de Hilbert et par les théorèmes 5.1.6 et 5.1.8, elles peuvent
être écrite comme des fonctions rationnelles en J1 et J2 avec des coefficients
complexes.
2. Comme J1 et J2 ont des coefficients de Fourier rationnels par les théorèmes
5.1.5 et 5.1.7, les mêmes arguments de la preuve de la proposition 4.2.7
montrent que ci ∈ Q(J1, J2).
Définition 5.3.4. Soit ` = ββ un nombre premier qui se décompose ou se ra-
mifie en éléments totalement positifs dans OK . Les polynômes Φ`(X, J1, J2) et
Ψ`(X, J1, J2) de la proposition 5.3.3 sont appelés les β-polynômes modulaires pour
K. Ils ne dépendent que de `.
Remarque 5.3.5. Ces polynômes dépendent seulement de ` car on se focalise
sur Q(
√
D) pour D = 2 et 5, où l’unité fondamentale a norme −1.
Par construction, pour chaque z ∈ H21, les polynômes modulaires satisfont
Φ`(X, J1(z), J2(z)) = 0 lorsque X est l’évaluation de J1 en un point z′ qui est β-
isogène, ou β-isogène dans le cas décomposé, à z. Alors J2(z′) = Ψ`(J1(z′), J1(z),
J2(z))/Φ′`(J1(z′), J1(z), J2(z)), où Φ′` est la dérivée de Φ` par rapport à la variable
X. Ainsi, pour J1(z) et J2(z) donnés, les β-polynômes modulaires permettent de
calculer tous les invariants de Gundlach des variétés isogènes à z.
Soit Γ˜′ un sous-groupe de Γ˜. Notons par CΓ˜′ le corps des fonctions méro-
morphes de H21 invariantes sous l’action de Γ˜′ (c’est le corps de fonctions de
H21/Γ˜′).
Lemme 5.3.6. L’extension de corps CΓ˜0(β)/CΓ˜∪Γ˜σ est algébrique et son degré est
2[Γ˜ : Γ˜0(β)] = 2(`+ 1).
Démonstration. Soit G = (Γ˜ ∪ Γ˜σ)/Γ˜(`) et L = CΓ˜(`). Comme G est un groupe
fini d’automorphismes de K, alors par un théorème d’Artin, l’extension L/LG est
Galoisienne de degré |G|. De plus, on peut facilement prouver que LG = CΓ˜∪Γ˜σ.
Soit H = Γ˜0(β)/Γ˜(`) un sous-groupe d’indice fini de G. On a que LH = CΓ˜0(β)
donc par le théorème fondamental de la théorie de Galois, l’extension CΓ˜(`)/CΓ˜0(β)
est Galoisienne de groupe de Galois H. À partir de ces deux extensions, on en dé-
duit le lemme. Notons que le sous-groupe Γ˜0(β) n’est pas normal donc l’extension
CΓ˜∪Γ˜σ/CΓ˜0(β) n’est pas Galoisienne. L’indice [Γ˜ : Γ˜0(β)] est donnée par le lemme
5.3.1.
Lemme 5.3.7. Soit N un entier. Alors l’application SL2(OK)→ SL2(OK/NOK)
est surjective.
Démonstration. C’est une application de la théorie d’approximation forte.
Théorème 5.3.8. Le corps des fonctions modulaires de Hilbert invariantes par
Γ˜0(β) est CΓ˜0(β) = C(Ji,β, J1, J2) pour i = 1, 2. Ainsi, Φ`(X, J1, J2) est le poly-
nôme minimal de J1,β sur CΓ˜∪Γ˜σ = C(J1, J2).
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Démonstration. Nous avons vu dans la preuve du lemme 5.3.6 que l’extension
CΓ˜(`)/CΓ˜∪Γ˜σ est Galoisienne de groupe de Galois (Γ˜ ∪ Γ˜σ)/Γ˜(`). Soient K1 =
CΓ˜∪Γ˜σ(J1,β) = C(J1,β, J1, J2) et K2 = C
Γ˜0(β)/Γ˜(`)
Γ˜(`) = CΓ˜0(β). Alors K1 ⊆ K2 et
on veut prouver l’égalité. Par la théorie de Galois, les sous-corps entre K1 et K2
correspondent aux sous-groupes de Γ˜ ∪ Γ˜σ contenant Γ˜0(β). Si on montre que le
groupe Γ˜0(β) est maximal dans Γ˜, alors on en déduit que K1 = CΓ˜∪Γ˜σ, K1 = CΓ˜
ou K1 = K2. Or seulement la dernière possibilité peut être vraie.
Soit pi : Γ˜  SL2(OK/`OK). Si ` se décompose, alors SL2(OK/`OK) '
SL2(Z/`Z)2 et pi(Γ˜0(β)) = {( ∗ 0∗ ∗ ) × ( ∗ ∗∗ ∗ )}. Par [49, Théorème 4.1], l’ensemble
des matrices triangulaires de SL2(Z/`Z) est maximal et pi(Γ˜0(β)) est alors maxi-
mal dans SL2(Z/`Z)2. Comme pi est surjectif, on en déduit que Γ˜0(β) est maximal
dans Γ˜. Si ` est ramifié, alors SL2(OK/`OK) ' SL2((Z/`Z)[X]/(X2)) et pi(Γ˜0(β))
est l’ensemble des matrices de la forme ( ∗ xX∗ ∗ ) pour chaque x ∈ Z/`Z. Soit G un
groupe qui contient strictement pi(Γ˜0(β)). Alors il existe une matrice
(
A B
C D
) ∈ G,
avec B(0) 6= 0. Si A est inversible (c’est-à-dire A(0) 6= 0) alors ( 1 0−AC 1 ) (A−1 00 A ) =(
1 A−1B
0 1
)
∈ G et (A−1B)(0) 6= 0 de telle sorte que A−1B = x0 +x1X avec x0 6= 0.
Finalement on a que
(
1 x0+x1X
0 1
) (
1 −x1X
0 1
)
=
( 1 x0
0 1
)
à partir de quoi on déduit
que ( 1 10 1 ) ∈ G. Comme cette dernière matrice ainsi que les matrices
( 1 0−1 1 ) et( 1 X
0 1
)
sont toutes dans G et sont des générateurs de SL2(OK), on déduit que G
est pi(Γ˜), que pi(Γ˜0(β)) est maximal et ainsi par surjectivité que Γ˜0(β) est aussi
maximal. Si A n’est pas inversible mais que D l’est, la preuve procède de manière
similaire. Sinon, si A et D ne sont pas inversibles, alors B et C le sont. De plus,(
A B
C D
)
( 1 01 1 ) =
(
A+B B
C+D D
)
et (A+B)(0) 6= 0, ce qui termine la preuve.
Soit L` le lieu des surfaces abéliennes principalement polarisées ayant multi-
plication réelle par OK qui sont β-isogènes, ou β-isogènes dans le cas décomposé,
à un produit de courbes elliptiques.
Théorème 5.3.9. Dans le cas où D = 5, les dénominateurs des polynômes mo-
dulaires Φ` et Ψ` sont divisibles par un polynôme L` dans Q[J1, J2] décrivant L`.
Démonstration. On adapte la preuve du lemme 4.2.8 et on ne la fait que dans le cas
décomposé. Soit z ∈ H21 qui est β- ou β-isogène à un produit de courbes elliptiques
et soit ci un coefficient de Φ`. La forme parabolique χ10 (définie dans l’équation
(3.7)) s’annule aux produits de courbes elliptiques et par le théorème 5.1.11, on a
que H10 = −4φ∗χ10 de telle sorte que H10 s’annule aussi aux produits de courbes
elliptiques. Ainsi J1 et J2 ont des pôles en ces valeurs et il existe une certaine
matrice γ ∈ Γ˜/Γ˜0(β) telle que Jγ1,β(z) ou Jγ1,β(z) soit infini. L’évaluation de ci en
z est une expression symétrique en les Jγ1,β(z) et en les J
γ
1,β
(z). Génériquement,
il n’existe pas de relations algébriques entre ces valeurs et l’évaluation de ci en z
est par suite également infinie. Puisque J1(z) et J2(z) sont finis, le numérateur
de ci est fini. Le dénominateur de ci doit s’annuler en z ce qui signifie que ci est
divisible par L`. La preuve pour Ψ` est similaire.
Si D = 2, les invariants de Gundlach J1 et J2 ont des pôles lorsque H4(z) = 0.
Puisque par le théorème 5.1.13, on a que φ∗χ10 = −14 H4H6, l’ensemble des pôles
est un sous-ensemble de produits de courbes elliptiques. On doit donc considérer le
sous-ensemble L′` de L` des surfaces z telles que H4( 1βγ · z) = 0, ou H4( 1βγ · z) = 0
dans le cas décomposé, pour un certain γ ∈ Cβ.
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Théorème 5.3.10. Dans le cas où D = 2, les dénominateurs des polynômes
modulaires Φ` et Ψ` sont divisibles par un polynôme L′` dans Q[J1, J2] décrivant
L′`.
5.3.2 Polynômes modulaires avec les fonctions thêta
Dans cette section, nous allons introduire des polynômes modulaires pour tout
entierD sans facteur carré en utilisant les thêta constantes. Les invariants que nous
utiliserons sont les tirés en arrière des générateurs pour le groupe Γ2(2, 4) définis
dans la section 3.13 : b˜i = φ∗bi pour i = 1, 2, 3, qui sont des fonctions modulaires
pour le groupe Γ˜(2, 4) qui est défini dans l’équation (5.7). Rappelons que nous
avons le théorème 5.2.8. Nous notons dans cette section Γ˜ = SL2(OK ⊕ ∂−1K ) et
nous ne considérons que des nombres premiers ` = ββ différents de 2.
Pour i = 1, 2, 3, β ∈ O+K et γ ∈ Γ˜ ∪ Γ˜σ, on pose :
b˜i,β : H21 −→ C
z 7−→ b˜i( 1β z)
et
b˜γi,β : H21 −→ C
z 7−→ b˜i( 1βγ · z).
Lemme 5.3.11. Le sous-groupe Γ˜(2, 4) ∩ Γ˜0(β) de Γ˜(2, 4) est d’indice `+ 1.
Démonstration. Soit γ ∈ Γ˜/Γ˜0(β). Il suffit de prouver qu’il existe un élément
γ′ ∈ Γ˜0(β) tel que γ′γ ∈ Γ˜(2, 4).
Regardons γ′ tel que γ′γ ≡ 0 mod 4, c’est-à-dire tel que γ′ ≡ γ−1 mod 4, et tel
que γ′ ≡ ( ∗ 0∗ ∗ ) mod `. Par le théorème des restes Chinois, ces conditions modulo
4 et ` donnent une matrice γ′′ qui doit satisfaire des conditions modulo 4` et par
le lemme 5.3.7, γ′′ peut être relevé en une matrice dans Γ˜.
Pour une matrice γ ∈ Γ˜(2, 4) ∩ Γ˜0(β), on aimerait pouvoir écrire
b˜γi,β(z) = b˜i
( 1
β
γ · z
)
= b˜i
(
γβ ·
( 1
β
z
))
= b˜i
( 1
β
z
)
= b˜i,β(z)
pour pouvoir conclure que les fonctions b˜i,β pour i = 1, 2, 3 sont modulaires pour le
groupe Γ˜(2, 4)∩Γ˜0(β). Cependant, la troisième égalité n’est vraie que si la matrice
γβ est dans Γ˜(2, 4). Un simple calcul montre que c’est toujours le cas lorsque
D ≡ 1 mod 4. Lorsque D ≡ 2, 3 mod 4, ceci n’arrive que si β est de la forme
a+ bω avec b pair. Si D ≡ 2 mod 4, c’est équivalent à demander que ` ≡ 1 mod 4
et sinon siD ≡ 3 mod 4, ` doit nécessairement vérifier ` ≡ 1 mod 4. En particulier,
dans ce dernier cas, 0, 1 ou 2 polynômes modulaires avec une structure sur Γ˜(2, 4)
peuvent exister pour un nombre premier qui se décompose en facteurs totalement
positifs donné, en fonction de l’unité fondamentale . Ainsi :
Proposition 5.3.12. Les fonctions b˜i,β pour i = 1, 2, 3 sont des fonctions modu-
laires pour Γ˜(2, 4) ∩ Γ˜0(β) lorsque
— D ≡ 1 mod 4 ;
— D ≡ 2 mod 4 et β = a + bω avec b pair, ou, de manière équivalente,
` ≡ 1 mod 4 ;
— D ≡ 3 mod 4 et β = a+ bω avec b pair ; ceci implique que ` ≡ 1 mod 4.
Proposition 5.3.13. Soit ` un nombre premier. Écrivons ` = ββ avec β ∈ O+K
et Cβ un ensemble de représentants des classes de Γ˜(2, 4)/(Γ˜(2, 4) ∩ Γ˜0(β)). Si
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D ≡ 1 mod 4, alors les polynômes
Φβ(X, b˜1, b˜2, b˜3) =
∏
γ∈Cβ
(X−b˜γ1,β) et Ψk,β(X, b˜1, b˜2, b˜3) =
∑
γ∈Cβ
b˜γk,β
Φβ(X, b˜1, b˜2, b˜3)
X − b˜γ1,β
pour k = 1, 2 sont dans Q(b˜1, b˜2, b˜3)[X]. Si D ≡ 2, 3 mod 4 et β = a+ bω avec b
pair, alors
Φβ(X, b˜1, b˜2, b˜3) =
∏
γ∈Cβ
(X − b˜γ1,β)(X − b˜γσ1,β), et
Ψk,β(X, b˜1, b˜2, b˜3) =
∑
γ∈Cβ
b˜γk,β
Φβ(X, b˜1, b˜2, b˜3)
X − b˜γ1,β
+
∑
γ∈Cβ
b˜γσk,β
Φβ(X, b˜1, b˜2, b˜3)
X − b˜γσ1,β
pour k = 1, 2 sont dans Q(b˜1, b˜2, b˜3)[X].
Démonstration. La preuve est comme celle de la proposition 5.3.3. La différence
entre les cas D ≡ 1 mod 4 et D ≡ 2, 3 mod 4 réside dans les équations (5.2) et
(5.3) : dans le premier cas, par la proposition 5.2.6, l’application H21/Γ˜(2, 4) →
H2/Γ2 est injective tandis que dans le second, c’est l’application H21/(Γ˜(2, 4) ∪
Γ˜(2, 4)σ)→ H2/Γ2 qui l’est. Les coefficients des séries de Fourier des b˜i sont dans
Q parce que c’est le cas des séries de Fourier des thêta constantes de Hilbert (voir
[54]).
Définition 5.3.14. Les polynômes Φβ(X, b˜1, b˜2, b˜3) et Ψk,β(X, b˜1, b˜2, b˜3) pour
k = 2, 3 définis dans la proposition 5.3.13 sont appelés les β-polynômes modulaires
pour K.
Notons qu’il existe trois polynômes pour que à b˜1, b˜2 et b˜3 donnés, on puisse
obtenir les valeurs b˜γ1,β, b˜
γ
2,β et b˜
γ
3,β pour tout γ ∈ Cβ, alors que nous n’avions que
deux polynômes avec les invariants de Gundlach. Néanmoins :
Remarque 5.3.15. Lorsque D = 2, l’équation (5.8) dit que l’on doit considérer
seulement b˜2 et b˜3 car b˜1 est déterminé par b˜2 et b˜3.
Contrairement aux polynômes modulaires avec les invariants de Gundlach, les
polynômes définis avec les b˜i dépendent du choix de β. Notons tout de même que
lorsque deux paires (β, β) et (β′, β′) d’éléments totalement positifs dont le produit
vaut ` et qui diffèrent d’un facteur pair de , où  est une unité fondamentale qui
peut être de norme −1 ou 1, alors β′ = 2nβ =
(
n 0
0 −n
)
β. Ainsi pour tout
z ∈ H21, si on calcule b˜i,β(z), pour i = 1, 2, 3, à partir des b˜i(z) et des β-polynômes
modulaires, alors on a que b˜i,β′(z) = b˜i
((
−n 0
0 n
)
1
β z
)
et en sachant comment la
matrice
(
−n 0
0 n
)
agit sur les b˜i,β, on peut calculer les b˜i,β′ à partir des b˜i,β. Dans
ce cas-là, il est inutile de calculer les β′-polynômes modulaires.
Exemple 5.3.16. Lorsque D = 2, 5 ou 13, l’unité fondamentale a norme −1.
— Si D = 2, on a que (b˜1,2 , b˜2,2 , b˜3,2) = (b˜1, b˜3, b˜2) ;
— Si D = 5, on a que (b˜1,2 , b˜2,2 , b˜3,2) = (b˜3, b˜1, b˜2) ;
— Si D = 13, on a que (b˜1,2 , b˜2,2 , b˜3,2) = (b˜2, b˜3, b˜1).
Lorsque la norme de  est 1, alors si ` = ββ, on a aussi que ` = β′β′, où β′ = β.
La multiplication par  ne provient pas de l’action d’une matrice et l’argument
précédent ne tient pas.
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Exemple 5.3.17. Lorsque D = 55, l’unité fondamentale  = 89+12
√
55 a norme
1 et pour ` = 5, on peut choisir β = 15 + 2
√
55 et β′ = β = 2655 + 358
√
55.
Comme 2 et 358 sont pairs, on peut définir deux triplets de polynômes modulaires
“non équivalents” (par les propositions 5.3.12 et 5.3.13) .
Théorème 5.3.18. Si b˜i,β est une fonction modulaire pour Γ˜(2, 4)∩ Γ˜0(β), alors
le corps des fonctions modulaires de Hilbert invariantes par Γ˜(2, 4) ∩ Γ˜0(β) est
CΓ˜0(β) = C(b˜i,β, b˜1, b˜2, b˜3) pour i = 1, 2, 3. Ainsi, Φβ(X, b˜1, b˜2, b˜3) est le polynôme
minimal de b˜1,β sur C(b˜1, b˜2, b˜3).
Démonstration. La preuve est similaire à celle du théorème 5.3.8.
Comme Φβ est un polynôme minimal, c’est l’unique polynôme unitaire et
irréductible qui vérifie, pour tout z ∈ H21, Φβ(b˜1,β(z), b˜1(z), b˜2(z), b˜3(z)) = 0.
Regardons ce qu’il se passe sur σ(z). La matrice M de l’équation (5.2) agit
comme suit : (bM1 , bM2 , bM3 ) = (b1, b2, b3) si D ≡ 2, 3 mod 4 et (bM1 , bM2 , bM3 ) =
(b3, b2, b1) si D ≡ 1 mod 4. Ainsi (b˜σ1 , b˜σ2 , b˜σ3 ) = (b˜1, b˜2, b˜3) si D ≡ 2, 3 mod 4 et
(b˜σ1 , b˜σ2 , b˜σ3 ) = (b˜3, b˜2, b˜1) si D ≡ 1 mod 4. Le polynôme irréductible et unitaire
Φβ(b˜σ1,β, b˜σ1 , b˜σ2 , b˜σ3 ) a les mêmes racines que Φβ(b˜1,β, b˜1, b˜2, b˜3) et donc, par uni-
cité, ces polynômes doivent être égaux. Ainsi par exemple, si D ≡ 1 mod 4 (l’autre
cas étant similaire), Φβ(b˜3,β, b˜3, b˜2, b˜1) = Φβ(b˜1,β, b˜1, b˜2, b˜3) et il est possible d’ob-
tenir la valeur b˜3,β(z) pour tout z ∈ H21 en utilisant le β-polynôme modulaire. On
a alors que, toujours en agissant par σ,
b˜2,β(z) = Ψ2,β(b˜3,β(z), b˜3(z), b˜2(z), b˜1(z))/Φ
′
β(b˜3,β(z), b˜3(z), b˜2(z), b˜1(z)) et
b˜1,β(z) = Ψ3,β(b˜3,β(z), b˜3(z), b˜2(z), b˜1(z))/Φ
′
β(b˜3,β(z), b˜3(z), b˜2(z), b˜1(z)).
On conclut qu’une fois que l’on possède les β-polynômes modulaires, il est inutile
de calculer les β-polynômes modulaires.
On peut procéder de la même manière avec des matrices de γ ∈ Γ˜/Γ˜(2, 4) qui
ont des propriétés spéciales, comme dans le cas des p-polynômes modulaires (voir
section 4.4). Si γ permute les b˜i et les b˜i,β, ceci implique qu’il existe des symé-
tries dans les polynômes modulaires. En particulier, si γ satisfait (b˜γ1 , b˜
γ
2 , b˜
γ
3) =
(b˜1, b˜3, b˜2) et (b˜γ1,β, b˜
γ
2,β, b˜
γ
3,β) = (b˜1,β, b˜3,β, b˜2,β), ceci signifie que
Φβ(X, b˜1, b˜2, b˜3) = Φβ(X, b˜1, b˜3, b˜2)
et par conséquent que
Ψ2,β(X, b˜1, b˜3, b˜2) = Ψ3,β(X, b˜1, b˜2, b˜3)
de telle sorte que l’on n’a besoin de calculer que les deux premiers β-polynômes
modulaires, car le troisième peut être déduit du deuxième. Ceci arrive par exemple
pour D = 6, ` = 73, β = 13− 4√6 et pour D = 10, ` = 41, β = 9− 2√10.
De plus, si γ satisfait b˜γi = ıαi b˜i et b˜
γ
i,β = ıβi b˜i,β, pour i = 1, 2, 3 et αi, βi ∈
{0, 1, 2, 3}, alors les puissances des b˜i dans chacun des coefficients des polynômes
modulaires vérifient des relations modulo 4. Comme l’on calcule ces polynômes
par évaluation/interpolation (voir section 5.4), ceci peut être utilisé pour faire
décroître le nombre d’évaluations.
L’existence de ces matrices dépendent de D et de β. Elles peuvent être re-
cherchées dans une phase de précalcul. Nous donnerons des exemples de relations
dans la section 5.5 (voir équation (5.12)).
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Soit Lβ le lieu des surfaces abéliennes principalement polarisées z modulo
Γ˜(2, 4) ayant multiplication réelle par OK pour lesquelles z, ou σ(z) dans le cas
D ≡ 2, 3 mod 4, est β-isogène à z′ tel que φ(z′) est isogène à un produit de courbes
elliptiques par la 2-isogénie φ(z′)→ φ(z′)/2 et telle que θ0(φ(z′)/2) = 0.
Théorème 5.3.19. Les dénominateurs des polynômes modulaires Φβ et Ψk,β sont
divisibles par un polynôme Lβ dans Q[b˜1, b˜2, b˜3] décrivant Lβ.
Démonstration. Soit z ∈ Lβ et soit c un coefficient de Φβ. Alors il existe un
γ ∈ Γ˜(2, 4)/(Γ˜(2, 4) ∩ Γ˜0(β)) tel que b˜γ1,β, ou b˜γσ1,β si D ≡ 2, 3 mod 4, est infini. En
effet, rappelons nous que bi = θiθ0 (Ω/2) et que par la proposition 3.2.3, exactement
une des thêta constantes s’annule en Ω si et seulement si Ω est isomorphe à un
produit de courbes elliptiques. On conclut en utilisant les mêmes arguments que
dans la preuve du théorème 5.3.9.
La raison pour laquelle nous avons introduit des polynômes modulaires avec
les b˜i est pour obtenir des polynômes plus petits que ceux avec les invariants
de Gundlach ou avec les tirés en arrière des invariants d’Igusa. Par le théorème
5.3.12, les β-polynômes modulaires ne sont pas définis pour tous les ` qui se
décomposent en facteurs totalement positifs. Nous avons deux manières de gérer ce
problème. La première consiste à trouver un sous-ensemble de Γ˜(2, 4) pour lequel
b˜i,β est invariant (on est dans le cas D ≡ 2, 3 mod 4). Un groupe qui fait toujours
l’affaire est le groupe Γ˜′ défini comme Γ˜(2, 4) dans le cas D ≡ 1 mod 4. Ce sous-
groupe est d’indice 4 dans Γ˜(2, 4) et on considère le quotient Γ˜(2, 4)/(Γ˜′ ∩ Γ˜0(β)),
contenant 4(`+1) classes, pour définir nos polynômes. La seconde manière consiste
à prendre d’autres invariants. En particulier, les tirés en arrière des invariants de
Rosenhain r˜i = φ∗ri. Nous avons déjà dit qu’ils sont des générateurs pour le corps
des fonctions modulaires de Hilbert invariantes par Γ˜(2) (voir théorème 5.2.8) et
r˜i,β, pour i = 1, 2, 3, est toujours invariant par Γ˜(2)∩ Γ˜0(β). Tous les résultats de
cette section peuvent être adaptés à ces invariants.
5.4 Algorithme
Nous décrivons maintenant un algorithme pour calculer les polynômes modu-
laires. Nous commençons par les β-polynômes avec les invariants de Gundlach.
Nous avons vu que Φ`(X, J1, J2) = X2(`+1) +
∑2(`+1)−1
k=0 ckX
k ∈ Q(J1, J2)[X].
On procède par évaluation/interpolation pour calculer les ck ∈ Q(J1, J2) et nous
réutilisons et adaptons les techniques décrites dans le chapitre précédent pour le
calcul des p-polynômes modulaires.
Rappelons brièvement la phase d’interpolation. Soit z ∈ H21. En calculant le
produit ∏γ∈Cβ (X−Jγ1,β(z))(X−Jγ1,β(z)) et en séparant les coefficients en fonction
des puissances de X, on obtient les valeurs ck(J1(z), J2(z)). C’est une procédure
qui permet d’évaluer les fonctions ck ∈ Q(J1, J2) en n’importe quel point z ∈ H1,
sans connaître les ck, qui peuvent alors être obtenus par interpolation (d’une
fonction rationnelle bivariée). On écrit
ck = ck(J1, J2) =
A(J1, J2)
B(J1, J2)
=
∑dAJ1
m=0
∑dAJ2
n=0 am,nJ
m
1 J
n
2∑dBJ1
m=0
∑dBJ2
n=0 bm,nJ
m
1 J
n
2
=
∑dAJ1
m=0 am(J2)Jm1∑dBJ1
m=0 bm(J2)Jm1
.
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Soit zm pour m = 1, . . . , dAT + dBT + 2, où T désigne le degré total, tel que
(J1(zm), J2(zm)) soit de la forme (um, vum) pour un v ∈ C fixé. On interpole
pour trouver la fraction rationnelle univariée ck(J1, vJ1) et on écrit la fraction
telle que le coefficient de degré 0 du dénominateur soit 1. Calculons de cette ma-
nière les fractions ck(J1, vnJ1) pour n = 1, . . . ,max (dAJ2 , d
B
J2) + 1. Il nous reste à
interpoler les polynômes am et bm pour obtenir ck(J1, J1J2) et à remplacer J2 par
J2/J1 pour en déduire ck(J1, J2).
Les calculs sont fait à une précision N qui doit être suffisamment élevée pour
qu’on puisse à la fin reconnaître les coefficients des fractions rationnelles biva-
riées comme des nombres rationnels. Puisque l’on ne connaît pas de bornes pour
cette précision, on l’augmente, en pratique, jusqu’à trouver une précision qui soit
suffisante. La complexité de l’interpolation d’une fraction rationnelle bivariée est
O˜(dTdJ2N), où dT = max (dAT , dBT ) et dJ2 = max (dAJ2 , d
B
J2).
Notons que pour pouvoir utiliser cette interpolation, on doit être capable de
trouver des zj ∈ H21 tels que (J1(zj), J2(zj)) soient de la forme (um, vnum). On
décrit un algorithme (algorithme 5.4.1) pour calculer z ∈ H21 à partir des valeurs
J1(z) et J2(z).
Algorithme 5.4.1 : Calcul de z à partir de (J1(z), J2(z))
Entrée : Les valeurs J1(z) et J2(z), une précision N
Sortie : z modulo SL2(OK) ∪ SL2(OK)σ
1 Calculer j1(Ω), j2(Ω), j3(Ω), où Ω ∈ H2 tel que Ω = φ(z);
2 Appliquer l’algorithme 4.2.1 pour déduire une matrice des périodes Ω
(modulo Γ2) à partir des trois invariants d’Igusa;
3 Trouver un certain γ ∈ Γ2 tel que φ(z) = γΩ et en déduire z;
La première étape peut être faite en utilisant le corollaire 5.1.12 ou 5.1.14.
La seconde a déjà été expliquée et peut être faite en O(M′(N) logN) sous la
conjecture 3.6.2. Pour la troisième, remarquons que pour D = 5, si z ∈ H21,
alors φ(z) =
(
Ω1 Ω2
Ω2 Ω3
)
∈ H2 vérifie par définition Ω1 + Ω2 − Ω3 = 0. La seconde
étape fournit un Ω′ ∈ H2 qui est plus précisément dans la surface de Humbert
H5. Ainsi, par le lemme d’Humbert, on sait qu’il existe une matrice γ ∈ Γ2, que
l’on peut calculer avec l’algorithme 5.2.1, telle que Ω′′ = γΩ′ =
(Ω′′1 Ω′′2
Ω′′2 Ω′′3
)
vérifie
Ω′′1 +Ω′′2−Ω′′3 = 0. On a alors que z∗ = (( √∆K )
∗)−1 tR−1Ω′′R−1. Pour D = 2, φ(z)
satisfait Ω1 + 2Ω2 −Ω3 = 0 et on peut adapter l’algorithme 5.2.1 pour trouver la
matrice γ. On a donc montré :
Théorème 5.4.1. Soient J1(z) et J2(z), où J1 et J2 sont les invariants de Gund-
lach pour D = 2 ou 5, et z ∈ H21. Sous la conjecture 3.6.2, on peut trouver
z ∈ H21/(SL2(OK) ∪ SL2(OK)σ) en temps O(M′(N) logN).
On doit aussi être capable d’évaluer J1(z) et J2(z) pour tout z ∈ H21. On
pourrait le faire en utilisant leurs définitions en série de Fourier mais la complexité
serait mauvaise. On procède comme suit.
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Algorithme 5.4.2 : Évaluation de J1(z) et J2(z), pour z ∈ H21
Entrée : z ∈ H21 et une précision N
Sortie : J1(z) et J2(z)
1 Calculer Ω = φ(z) à précision N ;
2 Calculer j1(Ω), j2(Ω) et j3(Ω);
3 Déduire J1(z) et J2(z) à partir des invariants d’Igusa;
Pour la première étape, il suffit d’utiliser la définition de φ. Pour la seconde,
on peut utiliser l’algorithme 3.6.2 qui calcule rapidement les thêta constantes
et la définition 3.3.1 des invariants d’Igusa en terme des thêta constantes. La
complexité est en O(M′(N) logN), sous la conjecture 3.6.2. Pour la troisième, on
doit inverser les tirés en arrière des corollaires 5.1.12 et 5.1.14. Ceci doit être fait
dans une étape de précalcul et on peut utiliser des bases de Gröbner. Dans le cas
D = 5, on a trouvé :
J2/J1 = (1/6912φ∗j21φ∗j2 − 1/2304φ∗j21φ∗j3 − 1/3359232φ∗j1φ∗j32 + 1/373248
φ∗j1φ∗j22φ∗j3 + 1/864φ∗j1φ∗j22 − 1/124416φ∗j1φ∗j2φ∗j23 + 1/124416φ∗j1φ∗j33 +
1/3359232φ∗j42 − 1/1119744φ∗j32φ∗j3)/(φ∗j1φ∗j22 + 1/1944φ∗j42 − 1/648φ∗j32φ∗j3);
J1 = −(45349632φ∗j31φ∗j42 − 2584929024/5φ∗j31φ∗j32φ∗j3 − 499571546112/5φ∗j31
φ∗j32 + 11019960576/5φ∗j31φ∗j22φ∗j23 + 1410554953728/5φ∗j31φ∗j22φ∗j3 −
20815481088/5φ∗j31φ∗j2φ∗j33 + 14693280768/5φ∗j31φ∗j43 − 186624φ∗j21φ∗j62 +
16236288/5φ∗j21φ∗j52φ∗j3 − 12380449536/5φ∗j21φ∗j52 − 23514624φ∗j21φ∗j42φ∗j23 +
146887458048/5φ∗j21φ∗j42φ∗j3 + 31972578951168/5φ∗j21φ∗j42 + 90699264φ∗j21
φ∗j32φ∗j33 − 651402114048/5φ∗j21φ∗j32φ∗j23 − 90275517038592/5φ∗j21φ∗j32φ∗j3 −
196515072φ∗j21φ∗j22φ∗j43 + 1279948013568/5φ∗j21φ∗j22φ∗j33 + 226748160φ∗j21φ∗j2
φ∗j53 − 940369969152/5φ∗j21φ∗j2φ∗j43 − 544195584/5φ∗j21φ∗j63 + 192φ∗j1φ∗j82 −
22464/5φ∗j1φ∗j72φ∗j3 − 18289152/5φ∗j1φ∗j72 + 229824/5φ∗j1φ∗j62φ∗j23 +
260527104/5φ∗j1φ∗j62φ∗j3 + 30051689472/5φ∗j1φ∗j62 − 1342656/5φ∗j1φ∗j52φ∗j33
− 1482541056/5φ∗j1φ∗j52φ∗j23 − 171240210432/5φ∗j1φ∗j52φ∗j3 + 979776φ∗j1φ∗j42
φ∗j43 + 4212476928/5φ∗j1φ∗j42φ∗j33 + 243799621632/5φ∗j1φ∗j42φ∗j23 − 2286144
φ∗j1φ∗j32φ∗j53 − 5976073728/5φ∗j1φ∗j32φ∗j43 + 16656192/5φ∗j1φ∗j22φ∗j63 +
3386105856/5φ∗j1φ∗j22φ∗j53 − 13856832/5φ∗j1φ∗j2φ∗j73 + 5038848/5φ∗j1φ∗j83 −
320φ∗j92 + 5568φ∗j82φ∗j3 − 155520φ∗j82 − 40320φ∗j72φ∗j23 + 4572288/5φ∗j72φ∗j3 +
3869835264/5φ∗j72 + 155520φ∗j62φ∗j33 − 6718464/5φ∗j62φ∗j23 − 336960φ∗j52φ∗j43 +
388800φ∗j42φ∗j53 − 186624φ∗j32φ∗j63)/(φ∗j82 − 42/5φ∗j72φ∗j3 − 7776/5φ∗j72 +
117/5φ∗j62φ∗j23 − 108/5φ∗j52φ∗j33);
Dans le casD = 2, les équations sont trop grosses pour être reproduites ici. Nous
en profitons pour remercier Pierre-Jean Spaenlehauer d’avoir réussi à calculer cette
base de Gröbner pour nous. On a donc montré :
Théorème 5.4.2. On peut évaluer les invariants de Gundlach J1(z) et J2(z) pour
D = 2 ou 5 en tout point z ∈ H21 avec une complexité en O(M′(N) logN), sous
la conjecture 3.6.2.
Nous avons vu que la complexité pour obtenir z à partir J1(z) et J2(z) est
en O˜(N). Nous devons calculer Jγ1,β et J
γ
1,β pour tout γ ∈ Cβ, ce qui peut être
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fait avec une complexité en O˜(`N). En utilisant un arbre de sous-produits (voir
[85, Section 10.1]), Φ`(X, J1(z), J2(z)) peut être obtenu en O˜(`N) et en utilisant
l’interpolation rapide (voir [85, Section 10.2]), Ψ`(X, J1(z), J2(z)) peut être calculé
avec la même complexité. Tout ceci correspond à une phase d’évaluation.
Pour trouver les β-polynômes modulaires, le nombre de phases d’évaluations
est en O(dTdJ2) et nous devons interpoler 4(`+ 1) fractions rationnelles bivariées.
La complexité est alors
O(dTdJ2)O˜(`N) + 4(`+ 1)O˜(dTdJ2N) ⊆ O˜(dTdJ2`N). (5.10)
Nous considérons maintenant les β-polynômes avec pour invariants les b˜i
(ou les r˜i : la méthode est la même). On doit interpoler des fractions ration-
nelles trivariées, ce qui peut être fait en regardant des zj avec la propriété que
(b˜1(zj), b˜2(zj), b˜3(zj)) sont de la forme (um, vnum, wrum), où les indices m, n et
r varient de 1 au degré maximal auquel les variables b˜1, b˜2 et b˜3 apparaissent. Le
problème est que ces trois variables sont algébriquement dépendantes (rappelons
les équations (5.8) et (5.9)), de telle sorte qu’à b˜1 et b˜2 fixés, les valeurs que b˜3
peut prendre sont déterminées (de plus, elles ne seront pas de la forme wrum
et le nombre de valeurs sera inférieur au degré en b˜3). Notons par E l’équation
entre les trois variables. Une solution à ce problème consiste à remarquer que
Q(b˜1, b˜2, b˜3)/(E) = Q(b˜1, b˜2)[b˜3]/(E). Ainsi, chaque coefficient ck du β-polynôme
modulaire peut être écrit comme ck(b˜1, b˜2, b˜3) =
∑d−1
i=0 ck,i(b˜1, b˜2)b˜i3, où d est le
degré dans lequel les variables b˜3 apparaissent dans E et ck,i ∈ Q(b˜1, b˜2).
L’interpolation est faite comme suit. Pour assez de valeurs um et vn, on calcule
les d racines wr de E(um, vnum, x). Pour r = 1, . . . , d, on trouve zr ∈ H21 tel que
(b˜1(z), b˜2(z), b˜3(z)) = (um, vnum, wr) et on évalue les β-polynômes modulaires
en zr. Ceci donne les valeurs ck(b˜1(zr), b˜2(zr), b˜3(zr)). En faisant l’interpola-
tion d’un polynôme univarié avec wr et ck(b˜1(zr), b˜2(zr), b˜3(zr)), on trouve les
ck,i(b˜1(zr), b˜2(zr)) = ck,i(um, vnum). Nous venons juste d’expliquer une procédure
pour évaluer les polynômes bivariés ck,i en un point donné et on a déjà vu comment
interpoler une fraction rationnelle bivariée.
Comme avec les invariants de Gundlach, on a besoin de procédures pour le
calcul des b˜i(z) en z ∈ H21 et pour trouver certains z ∈ H21 à partir des b˜i(z).
Le premier est similaire à l’algorithme 5.4.2, la troisième étape étant triviale car
b˜i = φ∗bi, et a la même complexité. Pour la deuxième procédure, on procède
comme dans l’algorithme 5.4.1, la première étape étant également triviale. Pour
la seconde, il est possible de trouver Ω modulo Γ2(2, 4) en O˜(N) (voir l’algorithme
4.2.2 et la section 4.2.2). La difficulté réside dans la troisième étape. En effet, nous
sommes capable de trouver γ tel que φ(z) = γΩ, mais γ n’est pas nécessairement
dans Γ2(2, 4) de telle sorte que l’on ne trouve que z modulo Γ˜ ∪ Γ˜σ au lieu de z
modulo Γ˜(2, 4), si D ≡ 1 mod 4, et modulo Γ˜(2, 4) ∪ Γ˜(2, 4)σ, si D ≡ 2, 3 mod 4.
Une solution consiste à précalculer toutes les classes de Γ˜/Γ˜(2, 4) et de Γ˜/Γ˜(2, 4)σ
et voir comment ces classes sont envoyées vers les classes de Γ2/Γ2(2, 4). Il suffit de
trouver dans quelle classe de Γ2/Γ2(2, 4) γ appartient pour trouver la matrice γ˜ qui
correspond dans Γ˜/Γ˜(2, 4) ou dans Γ˜/Γ˜(2, 4)σ. On a alors φ(γ˜−1z) = φ(γ˜−1)φ(z) =
γ−1γΩ = Ω. Ainsi :
Théorème 5.4.3. Supposons la conjecture 3.6.2. On peut évaluer les trois b˜i(z)
pour z ∈ H21 en O(M′(N) logN) et on peut déduire z modulo Γ˜(2, 4) ou modulo
Γ˜(2, 4) ∪ Γ˜(2, 4)σ selon les cas à partir des b˜i(z) avec cette même complexité.
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Pour calculer les β-polynômes modulaires, l’étape d’évaluation sera exécutée
O(ddTdb˜2) fois, où d est le degré en b˜3 de E, et on doit interpoler O(d`) fractions
rationnelles bivariées et faire O(`dTdb˜2) interpolations de polynômes univariés. La
complexité est alors
O(ddTdb˜2)O˜(`N)+O(d`)O˜(dTdb˜2N)+O(`dTdb˜2)O˜(dN) ⊆ O˜(ddTdb˜2`N). (5.11)
Théorème 5.4.4. Sous les heuristiques du théorème 4.2.15, la complexité du
calcul des β-polynômes modulaires avec les Gundlach est donnée par l’équation
(5.10), tandis que la complexité pour le calcul des β-polynômes modulaires avec
les b˜i est donnée par l’équation (5.11). Ces complexités sont quasi-linéaires en la
taille de la sortie.
5.5 Résultats
Nous présentons dans cette section des polynômes que nous avons calculés et
nous comparons des polynômes avec des invariants différents lorsque cette com-
paraison a un sens.
5.5.1 Cas D = 2
Nous avons calculé des β-polynômes modulaires avec les Gundlach pour de
nombreux nombres premiers, en particulier pour ` = 2, 7, 17, 23, 31 et 41. Si on
écrit dans le cas ramifié
Φ`(X, J1, J2) = X2`+2 +
2`+1∑
i=0
ci(J1, J2)Xi et Ψ`(X, J1, J2) =
2`+1∑
i=0
di(J1, J2)Xi,
alors nous avons constaté que le dénominateur de ci est de la forme D(J1, J2)4
sauf pour i = 2`+ 1, où c’est D(J1, J2)2, et le dénominateur de di est de la forme
D(J1, J2)6, sauf pour i = 2`+1, où c’est D(J1, J2)4. Nous avons par exemple pour
` = 7
D(J1, J2) = J21 − J1J22 + 2J1J2 − 81J1 + 64J22
et pour ` = 17
D(J1, J2) = J71 − J61J32 − 6J61J22 + J61J2 − 414J61 + 428J51J32 + 2387J51J22−
17760J51J2 + 431811J51 + 17728J41J42 − 331952J41J32 − 2578856J41J22+
6229197J41J2 − 80515134J41 − 6145536J31J42 + 52974272J31J32+
535037040J31J22 + 6116816412J31J2 + 37822859361J31 − 91648000J21J52−
6502153216J21J42 − 75793205760J21J32 − 197144611776J21J22−
17565696000J1J52 − 7812042752J1J42 + 110592000000J62.
Le tableau 5.1 contient certaines informations au sujet de ces polynômes. La
première colonne est le nombre premier `, la seconde l’espace mémoire des β-
polynômes modulaires, ensuite nous avons mis le degré total et les degrés en J1
et en J2 du polynôme bivarié D(J1, J2), et de même pour les degrés maximaux
apparaissant dans les numérateurs. La dernière colonne est le nombre de chiffres
décimaux du plus grand coefficient apparaissant dans un des polynômes.
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2 0.325 Ko 3 0 3 4 4 2 8
7 163 Ko 3 2 2 25 23 13 66
17 5.8 Mo 9 7 6 65 61 36 195
23 21 Mo 12 11 8 87 85 48 280
31 70 Mo 17 14 10 117 111 61 401
41 225 Mo 23 21 14 157 153 84 559
TABLEAU 5.1 – Informations sur les β-polynômes modulaires pour D = 2.
Nous avons obtenu des β-polynômes modulaires avec les b˜i pour ` = 17 et
41 (qui sont congrus à 1 modulo 4, voir la proposition 5.3.12). Par la remarque
5.3.15, les β-polynômes modulaires sont
Φβ(X, b˜2, b˜3) = X2`+2 +
2`+1∑
i=0
ci(b˜2, b˜3)Xi et Ψβ(X, b˜2, b˜3) =
2`+1∑
i=0
di(b˜2, b˜3)Xi.
Nous avons constaté que les dénominateurs de ci et de di sont de la forme
D(b˜2, b˜3)2 sauf pour i = 2`+ 1, où c’est D(b˜2, b˜3). Par exemple, on a pour ` = 17
et β = 5 + 2
√
2 :
D(b˜2, b˜3) = b˜63b˜182 + (6b˜83 − 6b˜43 + 1)b˜162 + (15b˜103 − 24b˜63 + 7b˜23)b˜142 + (20b˜123 − 42b˜83+
9b˜43 + 2)b˜122 + (15b˜143 − 48b˜103 + 37b˜63 + 4b˜23)b˜102 + (6b˜163 − 42b˜123 + 68b˜83 − 26b˜43+
3)b˜82 + (b˜183 − 24b˜143 + 37b˜103 + 8b˜63 − b˜23)b˜62 + (−6b˜163 + 9b˜123 − 26b˜83 − 24b˜43 + 2)b˜42+
(7b˜143 + 4b˜103 − b˜63)b˜22 + (b˜163 + 2b˜123 + 3b˜83 + 2b˜43 + 1).
Pour ` = 17 et 41, les degrés des coefficients ci et di en les variables b˜2 et
b˜3 sont proches des degrés en les variables J1 et J2. Par contre, avec les b˜i, il
y a certaines relations entre les exposants. Le numérateur de ci peut être écrit
comme ∑m∑n ci,m,nb˜m2 b˜n3 (et similairement pour di). On a alors que pour ` = 17
et β = 5 + 2
√
2 :
m ≡ 0 mod 2
n+ i ≡ 0 mod 2
m+ n ≡ i mod 4
et
m ≡ 1 mod 2
n+ i ≡ 1 mod 2
m+ n ≡ i mod 4
(5.12)
pour respectivement ci et di. Dans le cas ` = 41 et β = 7 + 2
√
2, ces équations
sont les mêmes sauf pour la dernière qui est m+n ≡ −i mod 4 pour ci et di. Une
autre différence est que pour ` = 17, le plus grand ci,m,n ou di,m,n s’écrit avec 13
chiffres décimaux, contre 195 pour les polynômes avec les invariants de Gundlach.
Pour ` = 41, c’est 38 contre 559. Du coup, les β-polynômes modulaires avec les b˜i
sont plus petits. En terme d’espace mémoire, ils prennent respectivement 221 Ko
et 7.2 Mo, ce qui est environ 26 et 31 fois plus petit que dans le cas des Gundlach.
Lorsque ` ≡ 3 mod 4, nous avons fait comme expliqué à la fin de la section
5.3.2. D’une part, nous avons calculé les polynômes en utilisant le sous-groupe
d’indice 4(` + 1) et d’autre part, nous avons calculé les polynômes en utilisant
les invariants de Rosenhain. La première solution donne de meilleurs résultats en
terme de degrés, les polynômes sont plus creux et ils occupent 930 Ko dans le
premier cas contre 70 Mo dans le second pour ` = 7. Notons que dans les deux
cas, c’est bien plus que les 163 Ko avec les invariants de Gundlach.
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5.5.2 Cas D = 5
Nous avons calculé les β-polynômes modulaires avec les Gundlach pour ` =
5, 11, 19, 29 et 31. Si on écrit
Φ`(X, J1, J2) = X2`+2 +
2`+1∑
i=0
ci(J1, J2)Xi et Ψ`(X, J1, J2) =
2`+1∑
i=0
di(J1, J2)Xi,
lorsque ` se décompose, alors nous avons constaté que les dénominateurs de ci et
de di sont de la forme D(J1, J2)4 sauf pour i = 2` + 1, où c’est D(J1, J2)2. Nous
avons par exemple pour ` = 11 :
D(J1, J2) = 4J71 + (−12J22 − 19236J2 + 119497519)J61 + (12J42 + 56972J32−
387805052J22 − 278163835056J2 + 35953243171744)J51 + (−4J62 − 55980J52+
449730698J42 + 943837290960J32 − 133230692691392J22 + 6651010132099840J2+
13001634695104256)J41 + (18500J72 − 215193500J62 − 1170430882000J52+
388324233980000J42 − 32395226716512000J32)J31 + (32609375J82+
635091750000J72 − 718632513000000J62 + 34620677424000000J52)J21+
(−124875000000J92 + 601911000000000J82)J1 − 182250000000000J102 .
Nous avons obtenu les β-polynômes modulaires avec les b˜i pour ` = 5, 11 et 19.
Ces polynômes sont
Φβ(X, b˜1, b˜2, b˜3) = X`+1 +
∑`
i=0
(
4∑
j=0
ci,j(b˜1, b˜2)b˜j3)Xi et
Ψk,β(X, b˜1, b˜2, b˜3) = X`+1 +
∑`
i=0
(
4∑
j=0
dk,i,j(b˜1, b˜2)b˜j3)Xi,
d’après l’équation (5.8) et ce que l’on a dit dans la section 5.4. Le tableau 5.2
contient les mêmes informations que le tableau 5.1. La partie haute concerne les
polynômes avec les invariants de Gundlach tandis que la seconde ceux avec les b˜i.
5 14 Ko 5 3 5 10 10 10 53
11 3.5 Mo 10 7 10 40 40 40 252
19 33 Mo 16 12 16 64 64 64 513
5 14 Ko 16 8 8 31 19 22 5
11 296 Ko 72 40 40 76 49 49 11
19 3.6 Mo 128 96 96 128 103 108 25
TABLEAU 5.2 – Informations sur les polynômes modulaires pour D = 5.
On peut voir qu’il y a un gain à utiliser les b˜i en terme d’espace mémoire, sauf
pour ` = 5, qui correspond au cas ramifié. Les degrés sont plus grand avec les b˜i
mais il y a des relations modulo 4 entre les exposants.
5.6 Exemples de courbes β-isogènes
Comme pour les p-isogénies, nous donnons des exemples de courbes hyperel-
liptiques dont les Jacobiennes sont β-isogènes sur un corps fini.
Commençons avec des exemples de courbes trouvées en se plaçant sur Q(
√
2)
et en prenant les invariants de Gundlach. Les Jacobiennes des courbes suivantes
sont (3 +
√
2)-isogènes sur F2333 :
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Y 2 = 356X6 + 116X5 + 1589X4 + 986X3 + 178X2 + 1094X + 1229,
Y 2 = 144X6 + 2096X5 + 387X4 + 1562X3 + 478X2 + 486X + 1718
tandis que les Jacobiennes de celles qui suivent sont (5+2
√
2)-isogènes sur F345267203 :
Y 2 = 288618938X5 + 208826828X4 + 73681500X3 + 329580565X2+
193693317X + 328425210,
Y 2 = 229859713X5 + 180037958X4 + 95105703X3 + 68631100X2+
32660205X + 107566399
et les Jacobiennes des courbes ci-après sont (7 +
√
2)-isogènes sur F3526982779 :
Y 2 = 3476666651X5 + 2997006123X4 + 2343918968X3 + 1313289865X2+
1251164949X + 1521154595,
Y 2 = 2390845907X6 + 2649299485X5 + 3307186776X4 + 2143442296X3+
1448110737X2 + 918458873X + 1476608496.
Nous donnons également deux exemples de paires de courbes calculées avec
les polynômes modulaires avec les invariants de Gundlach sur Q(
√
5). Premier
exemple de courbes pour des (4− (1 +√5)/2)-isogénies sur F56311 :
Y 2 = 13477X5 + 6136X4 + 35146X3 + 28148X2 + 7150X + 19730,
Y 2 = 2953X5 + 26725X4 + 14100X3 + 6565X2 + 22149X + 19740
et deuxième exemple pour des (5 + 2(1 +
√
5)/2)-isogénies sur F6728947 :
Y 2 = 3739712X6 + 4881762X5 + 6611129X4 + 5775262X3 + 521647X2+
2066678X + 350732,
Y 2 = 2707309X6 + 1535264X5 + 311501X4 + 2965267X3 + 3507011X2+
101110X + 5795310.
Enfin, nous donnons une paire de courbes dont les Jacobiennes sont (7+2
√
2)-
isogènes sur F562789, calculées en utilisant les polynômes modulaires avec les b˜i
sur Q(
√
2) :
Y 2 = 540913X5 + 353915X4 + 118050X3 + 355166X2 + 424096X + 379433,
Y 2 = 231396X5 + 474300X4 + 200176X3 + 335056X2 + 345222X + 464702
et une paire pour des (5− (1 +√5)/2)-isogénies sur F5362789, calculés en utilisant
les polynômes modulaires avec les b˜i sur Q(
√
5) :
Y 2 = 2531476X5 + 900554X4 + 1248025X3 + 440959X2 + 912166X+
4367293,
Y 2 = 1772175X5 + 3557482X4 + 848889X3 + 4562893X2 + 146681X+
475016.
Ici aussi, le lecteur motivé peut vérifier l’existence d’une isogénie entre les
différentes Jacobiennes de courbes en vérifiant que les fonctions zéta des courbes
sont identiques.
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Perspectives
Avant la présente thèse, une généralisation en dimension 2 des polynômes mo-
dulaires ne se retrouve essentiellement que dans les travaux de thèse de Régis
Dupont ([19]), quant à l’aspect algorithmique des polynômes définis avec les in-
variants d’Igusa, et dans un article de Bröker-Lauter ([9]) donnant de nombreux
résultats théoriques permettant de caractériser ces polynômes : on y montre que
le premier polynôme modulaire est un polynôme minimal, que les trois polynômes
modulaires sont dans Q(j1, j2, j3)[X] et le lien entre le dénominateur commun et
les surfaces qui sont p-isogènes à un produit de courbes elliptiques.
Nous avons pu généraliser ces différents résultats selon deux directions. D’une
part, en introduisant des polynômes modulaires pour d’autres invariants, comme
les invariants de Streng et les bi, et en démontrant des propriétés de ces polynômes,
analogues à celles de [9] avec en plus des symétries et des relations modulo 2 et
4 avec les invariants bi, et, d’autre part, en définissant la notion de polynômes
modulaires associées aux isogénies cycliques dans le cas où il y a multiplication
réelle maximale, où nous avons là aussi pu démontrer des résultats au sujet de ces
polynômes.
Néanmoins, il reste encore quelques zones d’ombres. Nous n’avons pas de
bornes sur les coefficients entiers qui apparaissent dans les polynômes, ni sur les
degrés des invariants dans les numérateurs et nous ne savons pas d’où viennent
les exposants qui apparaissent dans la partie commune aux dénominateurs.
Alors que nous avons pu calculer de nombreux polynômes modulaires de Hil-
bert, nous avons vu que nous ne disposons de polynômes de Siegel que pour
p = 2, 3, 5 et 7. Pour pouvoir obtenir plus de polynômes, nos travaux suggèrent de
trouver des invariants qui seraient définis pour des sous-groupes dont la définition
fait intervenir des congruences modulo un nombre plus grand que 4. Dans tous les
cas, le nombre de p-isogénies est d’ordre p3 ce qui nous fait penser que la taille des
polynômes modulaires est en p15 (p3 par invariant, p3 pour le nombre d’isogénies
et p3 pour la taille des entiers). Mais de meilleurs invariants ne feront que diviser
la complexité par une constante.
On pourrait également définir et calculer des polynômes modulaires sur la sur-
face de Hilbert avec des p-isogénies, au lieu des β-isogénies comme on l’a présenté
dans ce manuscrit. Le nombre d’isogénies est ici d’ordre p2.
Enfin, nous comptons appliquer ces différents polynômes modulaires comme
on le fait en dimension 1. En particulier dans l’exploration de graphes d’isogénies,
dans le calcul de l’anneau des endomorphismes de surfaces abéliennes et dans la
production d’un algorithme type CRT de calcul de polynômes de classes d’Igusa.
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Résumé
Les polynômes modulaires sont utilisés dans le calcul de graphes d’isogénies, le
calcul des polynômes de classes ou le comptage du nombre de points d’une courbe
elliptique, et sont donc fondamentaux pour la cryptographie basée sur les courbes
elliptiques.
Des polynômes analogues sur les surfaces abéliennes principalement polarisées
ont été introduits par Régis Dupont en 2006, qui a également proposé un algo-
rithme pour les calculer, et des résultats théoriques sur ces polynômes ont été
donnés dans un article de Bröker–Lauter, en 2009. Mais les polynômes sont très
gros et ils n’ont pu être calculés que pour l’exemple minimal p = 2.
Dans cette thèse, nous poursuivons les travaux de Dupont et Bröker–Lauter
en permettant de calculer des polynômes modulaires pour des invariants basés sur
les thêta constantes, avec lesquels nous avons pu calculer les polynômes jusqu’à
p = 7, tout en démontrant des propriétés de ces polynômes. Mais des exemples
plus grands ne semblent pas envisageables.
Ainsi, nous proposons une nouvelle définition des polynômes modulaires dans
laquelle l’on se restreint aux surfaces abéliennes principalement polarisées qui
ont multiplication réelle par l’ordre maximal d’un corps quadratique réel afin
d’obtenir des polynômes plus petits. Nous présentons alors de nombreux exemples
de polynômes et des résultats théoriques.
Mots-clés : Cryptographie, isogénies, variétés abéliennes, polynômes modu-
laires.
Abstract
Modular polynomials on elliptic curves are a fundamental tool used for the
computation of graph of isogenies, class polynomials or for point counting. Thus,
they are fundamental for the elliptic curve cryptography.
A generalization of these polynomials for principally polarized abelian surfaces
has been introduced by Régis Dupont in 2006, who has also described an algorithm
to compute them, while theoretical results can been found in an article of Bröker–
Lauter of 2009. But these polynomials being really big, they have been computed
only in the minimal case p = 2.
In this thesis, we continue the work of Dupont and Bröker–Lauter by defining
and giving theoretical results on modular polynomials with new invariants, based
on theta constants. Using these invariants, we have been able to compute the
polynomials until p = 7 but bigger examples look intractable. Thus we define a
new kind of modular polynomials where we restrict on the surfaces having real
multiplication by the maximal order of a real quadratic field. We present many
examples and theoretical results.
Keywords : Cryptography, isogenies, abelian varieties, modular polynomials.
