Abstract. In this article we give an explicit description of the representation matrix of a Heisenberg type action constructed by Blanchet, Habegger, Masbaum and Vogel. We give the matrix in terms of a ribbon graph and its admissible colorings. We show that components of the representation matrix satisfies the external edge condition, which is a natural combinatorial/geometric condition for maps from the first homology of the graph. We give the explicit formula of the trace of the action in the case of surfaces with colored structure using the external edge condition, the Verlinde formula and elementary counting arguments. Our formula is a generalization of the results for a surface without colored structure, which are already known.
Introduction
In [5] , Blanchet, Habegger, Masbaum and Vogel constructed a family of topological quantum field theories (TQFT) parameterized by non-negative integers p as a functor from a two dimensional cobordism category 1 to the category of modules. They constructed a TQFT-module V p (C) = V p (C, l, j ′ ) for each surface with colored structure (C, l, j ′ ). A surface with colored structure is a triple (C, l, j ′ ) consisting of a closed oriented surface C, a banded link l = l 1 ∪ · · · ∪ l n in C (i.e. embedded disjoint intervals) and a set of fixed colorings j ′ = (j ′ 1 , · · · , j ′ n ) of components l 1 , · · · , l n . Here a coloring is an integer. On the other hand, for each admissible coloring of a ribbon graph (Definition 2.1), one can associate an element of the TQFT-module. They also showed that such elements form a free basis of their TQFT-module. Our interest in this article is the Heisenberg type action on the TQFT-module for p = 2k + 4. They defined involutions on the TQFT-module V 2k+4 (C) associated with simple closed curves on the surface, and these involutions form a natural action of a Heisenberg type group defined as a central extension of H 1 (C − l; Z/2). Such a Heisenberg action is a starting point of a refinement of their TQFT, which is called spin-refined TQFT ( [3, 4] ).
The purpose of this article is to have an explicit representation matrix of the Heisenberg action on the TQFT-module in terms of a given ribbon graph and its k-admissible colorings based on combinatorial part of Yoshida's construction in [8] , and we carry out the computation of the trace of the action for a surface with colored structure using such an explicit description. The main ingredient for the computation of the trace is the external edge condition, which is a quite natural geometric/combinatorial condition for a map from the homology of the graph to the coefficient ring of the TQFT-module. The explicit description of the representation matrix tells us that the map appeared in the matrix satisfies the external edge condition. As a corollary of the computation of the trace we have the dimension formula for the brick decomposition of the TQFT-module for a surface with colored structure. The formula for a surface without banded link are obtained in [2] and [5] using algebro-geometric and skein theoretical technique respectively. Our explicit computation works uniformly for a surface with non-empty link. The computation of the trace also tells us that the external edge condition is a characterization of the Heisenberg action on the TQFT-module (Remark 6.1).
We should note that Masbaum gave the computation of the representation matrix a long time ago but he never published it. Such a computation is a special case of the algorithm called TQFT that implemented by Masbaum and A'Campo in PARI program to compute representation matrices of the mapping class group on the TQFT-module. It is possible to compute representation matrices of the mapping class group using similar methods. See [1] for the program TQFT and its applications.
This article is organized as follows. In Section 2 we recall some results obtained in [7] , which we use in Section 3 to compute the representation matrix explicitly. In Section 3 we first recall the definition of the involutions on the TQFT-modules. We give explicit descriptions of involutions on the TQFT-module associated with a meridian cycle and a longitude cycle. In Subsection 3.1 we introduce the external edge condition (Definition 3.5). By making use of the explicit description one can check that the map appeared in the matrix satisfies the external edge condition (Proposition 3.4). In Section 4 we define four lattices associated with the graph and realize the first homology group of the surface in terms of these lattices (Proposition 4.2). These lattices are introduced in [8] for a closed surface with a pants decomposition. In Section 5 we first recall the definition of the Heisenberg type group in [5] , and the explicit description obtained in Section 3 enable us to describe the action of the Heisenberg type group explicitly in terms of the graph and its k-admissible colorings. In Section 6 we compute the trace of the involution for a surface with colored structure (Theorem 6.1). To show the formula we use the external edge condition, the Verlinde formula and elementary counting arguments. In Section 7 we demonstrate the computation of the dimension formulas for a brick decomposition of the TQFT-module for a surface with colored structure.
Convention. In the figures, we use the convention that a line represents a ribbon parallel to the plane and each trivalent vertex is ordered in the counterclockwise direction. In this section we recall some results obtained in [7] , which are used in the next section to obtain the explicit description of involutions on the TQFT-module. Fix a non-negative integer k. We first recall the definition of k-admissible colorings of a graph. Definition 2.1. Let Γ be a trivalent graph. A map j from the set of edges of Γ to the set of integers {0, 1, · · · , k} is called a k-admissible coloring of Γ if the following three conditions hold at each vertex with edges f 1 , f 2 and f 3 ;
For a vertex with two edges f 1 and f 2 = f 3 , we interpret these conditions as a corresponding condition with j(f 2 ) = j(f 3 ). These three conditions are called the quantum Clebsh-Gordon condition of level k.
For a unitrivalent graph Γ with n univalent vertices, we fix an n-tuple of colorings j
. A coloring j of Γ is k-admissible if it satisfies the quantum Clebsh-Gordon condition of level k at each trivalent vertex and it is compatible with j ′ , i.e, j(f l ) = j ′ l for all f l with a univalent vertex.
The Jones-Kauffman skein module of a compact 3-dimensional manifold M over a commutative ring R is defined as the R-module generated by the set of isotopy classes of banded links in M meeting ∂M transversally in the banded link in ∂M quotiented by the Kauffman relations. A colored ribbon graph with a k-admissible coloring in a compact 3-dimensional manifold gives rise to an element in the Jones-Kauffman skein module by expanding the graph at each vertex and inserting the Jones-Wenzl idempotent at each edge. See [5] for detail. The coefficient ring of TQFT-module in [5] is defined as a kind of cyclotomic ring of degree 2(2k + 4). It contains an indeterminate A which should be a 2(2k + 4)-th root of unity. Recall the following notations.
•
• n := (−1)
It is known that [n] is invertible for n = 1, 2, · · · , k + 1 and [k + 2] = 0. Now we recall the results in [7] , which we will use in the next section. Those are equalities in the Temperley-Lieb algebra. The Temperley-Lieb algebra is the Jones-Kauffman skein module of the box
The product is given by the standard product of tangles.
where i, j and k (internal colors) are defined by
Then one has the following two equalities in the Temperley-Lieb algebra;
,
Then one has the following equality in the Temperley-Lieb algebra; 
Computation of representation matrices of the involutions
In this section we give graphical computations for involutions on the TQFT-module and obtain the explicit description of them. The involution in [5] is defined as follows. For each simple closed curve c on a oriented surface C, set Z(c)
is a cobordism from C to itself and it induces an endomorphism on the TQFT-module V 2k+4 (C). The involution in [5] is defined by Z(c) := (−1) k Z(c) 0 . Now we fix a ribbon unitrivalent graph Γ. Let B Γ be the product of the interval [0, 1] and the ribbon associated with Γ, which is homeomorphic to a handle body. Let C Γ be the boundary of B Γ . Note that C Γ is a closed oriented surface equipped with the pants decomposition which is dual to the given graph Γ, and C Γ may contain a banded link corresponding to univalent vertices of Γ. We also have a copy
Fix a boundary coloring j ′ of Γ. For each k-admissible coloring j of Γ, a triple (B Γ , Γ, j) defines an element of the TQFT-module V 2k+4 (C Γ ) = V 2k+4 (C Γ , j ′ ). In [5] they showed that the elements Figure 2 . Ribbon graph and surface with a pants decomposition
In this setting the involution explained above is described as follows;
where c is a simple closed curve on C Γ and j is a k-admissible coloring of Γ. In this section we have an explicit description of this involution for a meridian cycle and a longitude cycle. Here a meridian cycle means an element in the kernel of the natural map H 1 (C Γ ) → H 1 (B Γ ) and a longitude cycle means an element in H 1 (Γ 0 ). Before starting the computation we note the following equalities.
All these formulas are shown by the direct computations, and the left hand side of last three equalities appear in Theorem 1,2 and 3 for a graph with an edge colored by k. We also note that a triple (k, a, c) is k-admissible if and only if c = k − a.
Hereafter we denote an element (B Γ , Γ, j) by |j for simplicity.
Meridian. Take a meridian circle µ or a circle around a component of the banded link. Fix a k-admissible coloring j of Γ. Assume that µ has an edge colored by a as its core. See the figure below. µ a Here the thick line represents the cycle colored by k, and we use such a notation throughout this article. By the graphical computation below one has that
See also Remark 7.6 in [5] . In fact one can compute as follows.
The coefficient associated with these diagrams is
Here we used the equality
Longitude. Take a cycle λ in Γ 0 ⊂ C Γ and a k-admissible coloring j of Γ. To compute the explicit description of the involution Z(λ) on |j it is enough to consider λ-external (resp. internal) edges.
Definition 3.1 (λ-external edge and λ-internal edge). For a cycle λ in Γ, an edge f ∈ Γ is said to be a λ-external edge if the cycle λ on Γ does not pass through f and one of the vertex of f lies on λ and the other is not. If λ does not pass through f and all vertices of f lie on λ, then we call f is a λ-internal edge. See Figure 4 . For given λ we denote the set of all λ-external (resp. λ-internal) edges by Ex λ (resp. In λ ). by c correspond to λ-external/internal edges. We define a number ǫ λ (v) for each trivalent vertex v in D(λ, j) as follows.
To describe the involution Z(λ) explicitly, let us introduce the action of the homology of the graph on the set of k-admissible colorings.
Definition 3.2. Let Γ be a unitrivalent graph. For a k-admissible coloring j of Γ and a cycle λ on Γ,
that is, change all colors on the edges on λ from j l to k − j l , and the others are the same colors as those in j. One can check that λ · j is also a k-admissible coloring and this operation induces an action of H 1 (Γ; Z/2) on the set of all k-admissible colorings of Γ.
Proposition 3.3. The involution Z(λ) can be described as
Here δ j is defined by
where n λ is the number of edges on λ, v runs vertices on λ and j 
Here we note that A 2(k+2) = −1. By using these computations together with the equality (1) and
we have the explicit description of δ j (λ) as in the proposition. 
3.1. External edge condition. From the description of Z(λ) obtained in the previous section, one can see that the trace of Z(λ) is equal to the sum of coefficients δ j (λ) for all k-admissible colorings j with λ · j = j. For such λ and j, the diagram D(λ, j) consists of diagrams (I) k/2,k/2,c and (II) k/2,k/2,c . From now on we assume that k is an even number because k/2 should be a natural number
2
. We also note that if k is even and a triple (k/2, k/2, c) is admissible then c should be an even number. Then one can check the following proposition from the description of δ j (λ).
Proposition 3.4. The family of maps δ = (δ j ) appeared in the representation matrices of Z(λ) satisfies the external edge condition defined below.
Definition 3.5 (External edge condition). Let α = (α j ) be a family of maps parameterized by the set of k-admissible colorings of Γ compatible with the given boundary coloring, where each map α j is a map from H 1 (Γ; Z/2) to the coefficient ring R k of V 2k+4 . We say that α satisfies the external edge condition if the following condition is satisfied;
We only note that a λ-internal edge can be thought as a λ-external edge with multiplicity 2, and the coloring on such an edge contributes as (−1) even number = 1.
Four lattices
In this section we realize the first homology group of the surface in terms of a ribbon graph. Let Γ be a unitrivalent ribbon graph with 3g − 3 + 2n edges E(Γ) = {f l }, 2g − 2 + n trivalent vertices and n univalent vertices. We decompose the set of edges
Let R E t (Γ) be the R-vector space generated by E t (Γ). Let Λ * 0 = Z E t (Γ) be the standard lattice in R E t (Γ) and Λ * be the sublattice of Λ * 0 defined by
There is a natural pairing between R Ě (Γ) and R E t (Γ) denoted by ·, which is defined by e l · f l ′ = δ l,l ′ . Note that this pairing is non-degenerate except the subspace generated byĚ u (Γ). (1) There is a canonical isomorphism Λ * /2Λ * 0
The required isomorphism is given as follows. By definition each λ ∈ Λ * /2Λ * 0 can be represented by an element in Λ * which has two (or no) nontrivial entries at each trivalent vertex. Putting edges corresponding to nontrivial entries in λ together we obtain a cycle in Γ. Conversely for a given cycle in Γ we have an element in Λ * /2Λ * 0 whose nontrivial entries correspond with edges on the cycle. 
, and this is an isomorphism because these have the same rank g. This construction gives a splitting of the exact sequence 0 
Representation matrix of the Heisenberg action
In this section we describe the Heisenberg action in [5] explicitly in terms of a ribbon graph and its admissible colorings. We first review the construction of the Heisenberg type group in [5] . For an oriented surface C, let H(C) be the direct product of Z and H 1 (C; Z) with multiplication given by (n, x)(m, y) := (n + m + x · y, x + y), where x · y is the intersection number of x and y. We denote (n, 0) by u n for n ∈ Z and [x] = (0, x) for x ∈ H 1 (C; Z).
Definition 5.1. Let E(C) be the quotient of H(C) by the subgroup generated by u 4 and elements [2x]. One can check that E(C) is a central extension
For the surface C Γ associated with a ribbon graph Γ, we denote E(C Γ ) by E(Γ). We can define a map τ : Λ 0 /2Λ ⊕ Λ * /2Λ * 0 → E(Γ) as follows. We first note that µ ∈ Λ 0 /2Λ is represented by a disjoint union of simple closed curvesμ on C Γ , and it determined an element in H 1 (C Γ ; Z) up to sign. The induced element τ (µ) := [μ] ∈ E(Γ) depends only on µ sinceμ ·μ = 0 and hence [μ] = [−μ]. Similarly we have an element τ (λ) ∈ E(Γ). We define τ (µ, λ) := u µ•λ τ (λ)τ (µ), where µ • λ is the geometric intersection number of µ and λ.
where · is the natural pairing between Λ 0 /2Λ and Λ * /2Λ * 0 . Then E ′ (Γ) is a central extension
is a reduction of E(Γ) to a Z/2-extension. Namely the Z/4-extension induced from E ′ (Γ) via the natural inclusion Z/2 ֒→ Z/4 is isomorphic to E(Γ).
Fix a non-negative integer k and a boundary coloring
, which has a basis parameterized by the finite set of all k-admissible colorings. By previous computations, we have the following descriptions of the involutions of meridian cycles and longitude cycles;
Meridian. For µ ∈ Λ 0 /2Λ and a k-admissible coloring j one has
where j µ is defined by
Longitude. For λ ∈ Λ * /2Λ * 0 and a k-admissible coloring j one has
where the coefficient δ j (λ) can be computed as in the previous section and it satisfies the external edge condition (Definition 3.5).
Combining these descriptions and the action of central elements (See [5, Proposition 7.5].) we have the following description of E(Γ)-action on V 2k+4 (C Γ ); + b) ) by direct computation. In particular in the case of even k, the representation ρ (k) is an abelian.
Remark 5.2. If k is an even number the one has that ρ
(k) (τ (a))ρ (k) (τ (b)) = (−1) k 2 a·b ρ (k) (τ (a
Trace of the Heisenberg action
In this section we compute the trace of the involutions on the TQFT-module by making use of the previous results. The formula for closed surfaces with empty link is obtained in [2] and [5] . Our computation works uniformly for surfaces with non-empty link, and the formula is the same as the formula for a surface without banded link up to some factor (∈ {−1, 0, 1}) which is determined by the boundary coloring.
Let Γ be a ribbon unitrivalent graph. Fix a boundary coloring j ′ . For a non-negative integer k we denote by QCG k (Γ; j ′ ) the set of all k-admissible coloring of Γ compatible with the given boundary coloring j ′ . By the description of E(Γ)-action, the trace of ρ (k) (τ (µ, λ)) is given by
where QCG λ k (Γ; j ′ ) is the set of all k-admissible colorings fixed by the action of λ :
In this section we compute the right hand side directly and show the following formula.
Theorem 6.1. We have the following trace formula;
for µ ∈ Λ 0 /2Λ and λ( = 0) ∈ Λ * /2Λ * 0 or for µ / ∈ Λ u 0 /2Λ u and λ = 0, where γ(j ′ ) ∈ {−1, 0, 1} is defined below (Definitions/Notations (3)).
The last part follows from the description of the action of a cycle around a component of the banded link. The case for odd k follows from the following lemma.
Proof. First note that if λ · j = j then j l = k/2 for all l with λ l = 0. But k/2 is not an integer if k is odd. This implies that for an odd number k and λ = 0 we have QCG λ k (Γ; j ′ ) = ∅, and hence T r(ρ (k) (µ, λ); V 2k+4 (C Γ ; j ′ )) = 0. Now we assume that k is an odd number and
In this case we have
Take and fix a cycle
gives a bijection if k is an odd number because of the relation
Now we make several preparations to show the theorem for even k. Here after we assume that k is an even natural number. We introduce several notations. (See also Example 6.3.)
Definitions/Notations.
(1) For given (µ, λ) ∈ Λ 0 /2Λ ⊕ Λ * /2Λ * 0 take and fix representatives µ = l ǫ l e l and λ = l ǫ ′ l f l (we denote them by the same letters), and we define µ(λ) by µ(λ) := l ǫ l (1 − ǫ ′ l )e l . We consider the decomposition of the graph Γ into Γ(λ) ∪ Γ ′ (λ) and Γ(λ) ∪ Γ ′ (λ) µ as follows.
Γ ′ (λ) µ ; the graph obtained by cutting the edges in Γ ′ (λ) with µ(λ) l = 0.
(2) For a given graph ·, we denote by E u (·) the set of edges which have one univalent vertex and by E t (·) the set of edges which have no univalent vertex. Note that E u (Γ(λ)) = Ex λ . We define the subset of edges as follows;
(3) For a subset E ′ of E u (·) for a given graph ·, we denote by j ′ (E ′ ) the set of given boundary colorings of E ′ , and we put
(4) We put n 1 := # E u λ , n 2 := # E u λ and we assume that Γ(λ) has 3g 1 − 3 + 2(n 1 + m) edges and Γ ′ (λ) has 3g 2 − 3 + 2(n 2 + m) edges (then g = g 1 + g 2 + m − 1 and m = # E t λ ). Note that E u µ has an even element, and we put 2m
be the subset of all admissible colorings for (Γ; j ′ (Γ)) fixed by the action of λ, i.e,
Similarly we can define the subset QCG
Example 6.
3. An example of Γ(λ), Γ ′ (λ) and Γ ′ (λ) µ is shown in Figure 9 . We take µ = e 6 + e 8 + e 15 and λ = f 4 + f 5 + f 7 + f 8 + f 9 . In this case we have µ(λ) = e 15 , E Proposition 6.4. We have the equality
Proposition 6.5. We have the equality
.
By using these propositions we can prove Theorem 6.1 by an elementary counting argument.
edges on λ and integer colorings 0, · · · , k at edges in In λ . In addition such integer coloring at edges in In λ can be taken arbitrary. This implies that there are
To show Proposition 6.5, we use the following cerebrated Verlinde formula.
Verlinde formula. Let Γ be a unitrivalent graph and j ′ be a boundary coloring of E u (Γ). Then the number of k-admissible colorings compatible with j ′ is given by the following formula.
Proof of Proposition 6.5. By using the factorization property and the Verlinde formula, we have the following computation:
Here we used the following elementary equalities in the last equal sign;
2 ). Then the number in the proposition can be computed as follows.
Remark 6.1. We can show that the external edge condition is a characterization of the Heisenberg action on V 2k+4 (C Γ ) in the following sense. Let Γ be a unitrivalent graph and k a non-negative integer. Fix a boundary coloring j ′ of Γ and let R k (Γ; j ′ ) be the free R k -module generated by the finite set QCG k (Γ; j ′ ), which is isomorphic to V 2k+4 (C Γ ; j ′ ). Take a family of maps α = (α j : H 1 (Γ; Z/2) → R k ) parameterized by j ∈ QCG k (Γ; j ′ ). We assume that α satisfies the cocycle condition
By using such α we can define a homomorphism
Our proof of Theorem 6.1 shows that if α = (α j ) satisfies the external edge condition, then the representation ρ
In a suitable categorical setting, we can show that the converse is true. See [6] for detail.
Brick decomposition
Our trace formula (Theorem 6.1) enable one to describe the dimension of the direct summands of canonical decomposition of the TQFT-module V 2k+4 (C) associated with the E(C)-action. Such a decomposition is called the brick decomposition in [2] . These subspaces are defined as follows;
Here we used identifications H 1 (C − l; Z/2) = Hom(H 1 (C − l; Z/2), Z/2) and Spin(C − l) with the set of quadratic forms on H 1 (C − l; Z/2) inducing the intersection form.
Remark 7.1. They also showed in [2] and [5] that if k is odd, then V 2k+4 (C) is isomorphic to the tensor product of certain lower level modules as a representation of E(C).
In [2] and [5] they gave the dimension formula for submodules V 2k+4 (C, h) and V 2k+4 (C, q) for a closed surface equipped with the empty link. Theorem 6.1 tells us that the similar formulas hold for a surface with non-empty link. We demonstrate the computation as follows. The computation itself is the almost same as in [2] except the consideration of the boundary. Now we start from a ribbon unitrivalent graph Γ. Then we have the associated closed surface C = C Γ and the isomorphism H 1 (C • ; Z/2) = Λ 0 /2Λ ⊕ Λ * /2Λ * 0 , where C • is the compact surface obtained by removing open discs around the banded link in C. Remark 7.2. As it is noted in [5] , the action of µ = ǫ l e l ∈ Λ u 0 /2Λ u represented by boundary circles is given by scalar multiplication of (−1) ǫ l j ′ l , and hence V 2k+4 (C, h) (resp. V 2k+4 (C, q)) is zero except if h(e l ) = (−1) j ′ l (resp. q(e l ) = (−1) j ′ l ) for all boundary circles e l . We denote by H 1 (C; j ′ ) (resp. Spin(C; j ′ )) the set of cohomology classes (resp. spin structures) on C − l satisfying h(e l ) = (−1) j ′ l (resp. q(e l ) = (−1)
The case k ≡ 0 mod 4.
We have a direct sum decomposition
The trace formula asserts that the trace takes the same value for all nontrivial non-boundary element in H 1 (C • ; Z/2), and is therefore invariant under the automorphism group of H 1 (C • ; Z/2). One can check that the action of automorphism group on H 1 (C; j ′ ) is transitive. These imply that the dimension of V 2k+4 (C : h) is same for all non-trivial h ∈ H 1 (C; j ′ ). We denote this dimension by d
g,n (k; j ′ ), and we put d
g,n (k; j ′ ) := dim V 2k+4 (C, 0; j ′ ). These numbers can be computed by the following two equalities;
Note that # H 1 (C; j ′ ) = 2 2g and d g,n (k; j ′ ) = dim V 2k+4 (C; j ′ ) is the Verlinde number. In this way for k ≡ 0 mod 4, one has that
The case of k ≡ 2 mod 4.
We have a direct sum decomposition V 2k+4 (C) = V 2k+4 (C; j ′ ) = q V 2k+4 (C, q; j ′ ).
As in the same way for k ≡ 0 mod 4, the trace formula asserts that the trace is invariant under the automorphism group of H 1 (C • ; Z/2). Fix a decomposition H 1 (C
. According to this decomposition we have the decomposition q(a) = q 1 (a 1 )q 2 (a 2 ), for a = (a 1 , a 2 ) ∈ H 1 (C • ; Z/2). Since it is enough to consider for elements in Spin(C; j ′ ), we may assume that the map q 1 is equal to the map ε l e l → (−1)
On the other hand there is a well-defined Arf invariant Arf(q 2 ) ∈ Z/2, which parameterizes isomorphism classes of quadratic forms. In this way one knows that the dimension of V 2k+4 (C, q; j ′ ) depends only on Arf(q) :=Arf(q 2 ). For ε = + or −, we put d ε g,n (k; j ′ ) := dim V 2k+4 (C, q ε ; j ′ ), where q ε has Arf invariant ε1 ∈ {±1}. These numbers can be computed by the following two equalities; .
