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This dissertation develops new approaches for improving the performance of 
hyperspectral target detection. Different aspects of hyperspectral target detection are 
reviewed and studied to effectively distinguish target features from background 
interference. The contributions of this dissertation are detailed as follows.
1) Propose an adaptive background characterization method that integrates region 
segmentation with target detection. In the experiments, not only unstructured matched 
filter based detectors are considered, but also two hybrid detectors combining fully 
constrained least squared abundance estimation with statistic test (i.e., adaptive matched 
subspace detector and adaptive cosine/coherent detector) are investigated. The 
experimental results demonstrate that using local adaptive background characterization, 
background clutters can be better suppressed than the original algorithms with global 
characterization.
2) Propose a new approach to estimate abundance fractions based on the linear 
spectral mixture model for hybrid structured and unstructured detectors. The new 
approach utilizes the sparseness constraint to estimate abundance fractions, and achieves 
better performance than the popular non-negative and fully constrained methods in the 
situations when background endmember spectra are not accurately acquired or estimated, 
which is very common in practical applications. To improve the dictionary incoherence, 
the use of band selection is proposed to improve the sparseness constrained linear 
unmixing. 
3) Propose random projection based dimensionality reduction and decision fusion 
approach for detection improvement. Such a data independent dimensionality reduction 
process has very low computational cost, and it is capable of preserving the original data 
structure. Target detection can be robustly improved by decision fusion of multiple runs 
of random projection. A graphics processing unit (GPU) parallel implementation scheme 
is developed to expedite the overall process. 
4) Propose nonlinear dimensionality reduction approaches for target detection. 
Auto-associative neural network-based Nonlinear Principal Component Analysis 
(NLPCA) and Kernel Principal Component Analysis (KPCA) are applied to the original 
data to extract principal components as features for target detection. The results show that 
NLPCA and KPCA can efficiently suppress trivial spectral variations, and perform better 
than the traditional linear version of PCA in target detection. Their performance may be 
even better than the directly kernelized detectors. 
Key words: hyperspectral image analysis, target detection
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Hyperspectral imaging provides information of sensed objects at hundreds of 
specific wavelengths, and its related data exploitation is widely utilized in many fields, 
such as detection, classification, quantification and identification. Because of fine 
spectral resolution, discrimination and identification of spectrally similar materials using 
hyperspectral imagery are of great interest. Target detection is a key step for successful 
object discrimination and identification. 
As one of the major tasks in hyperspectral image analysis [1]-[12], target 
detection has important applications in national defense. With fine spectral resolution, it 
is possible to detect targets with subtle spectral features. It is also very useful in civilian 
applications, such as precision agriculture and environmental monitoring. For instance, 
target detection techniques are useful in the detection of pest insect and disease stresses in 
crops, and the detection of harmful algal blooms in reservoir and coastal waters. 
When image spatial resolution is rough, a target is embedded at the subpixel level, 
and the detection problem becomes more challenging due to the following facts: 1) there 
is no spatial property that can be used, so we have to resort to spectral analysis based 
methods; 2) the probability of (full-pixel) target occurrence is low and it is difficult to 
estimate the statistical properties of targets, so typical parametric pattern classification 
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algorithms may not be applicable; 3) interference from background and 
unknown/unwanted signal sources is more severe than noise in hyperspectral images, so 
effective interference suppression or elimination is the key to successful target detection. 
Therefore, a non-parametric spectral analysis based method with strong interference 
suppression/elimination capability is preferred. 
Based on the availability of target information, detection can be supervised or 
unsupervised. The similar categorization can be found in classification. [13]-[17]. 
Unsupervised detection actually is anomaly detection, searching for pixels whose 
signatures are significantly different from the surroundings. In this research, we focus on 
supervised target detection. For supervised target detection, matched filter (MF) is the 
main technique, and most of existing detectors include a process of matched filtering. 
Due to the difficulty in hyperspectral target detection, matched filtering has to be 
modified in order to conduct better interference/background suppression/elimination. 
This dissertation aims at improving hyperspectral target detection performance of several 
different approaches including the matched filter based detectors.
1.2 Motivation 
1.2.1 Background statistical characterization 
For unstructured matched filter based detectors, improvements are usually 
achieved by using the inverse of covariance or correlation matrix for background 
whitening [18]-[21]. Characterization of background impacts the performance of such 
detectors dramatically, since it plays an important role in suppressing noise or any non-
target interference and increasing target contrast. In general, two categories of techniques 
are employed for covariance or correlation matrix estimation: spatial based cluster or 
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spectral based cluster. For a spatial based cluster, several different windows are chosen 
around the pixel to be tested or target to be detected, and related statistics are calculated 
and combined. The choice of an appropriate window size is nontrivial. A region-based 
background statistical estimation will be proposed. 
1.2.2 Background modeling with linear spectral mixture analysis 
If the prior knowledge of the spectra of all materials is known, a pixel can be 
represented by a mixture of these materials with corresponding abundance fractions [22]-
[24]. For a pure pixel, only the abundance of a single material will exist. If some 
materials are absent from a pixel, the corresponding abundances will be zero. Based on 
structured background knowledge and physical modeling, different constraints are 
applied to estimate abundances of materials in each pixel. For instance, non-negative 
constraint requires all abundances in a pixel to be non-negative, while abundance sum-to-
one constraint requires that abundance fractions have a sum of one. Such constraints are 
reasonable when endmember information is complete and accurate. However, a pixel is 
seldom composed of more than three materials in many practical applications. Therefore, 
sparseness constraint may need to be imposed, particularly when the background 
endmember knowledge is uncertain. 
1.2.3 Efficient target detection with dimensionality reduction 
Spectral dimensionality reduction is a frequently used preprocessing step in 
hyperspectral image analysis. It can alleviate the requirement on the number of training 
samples caused by the Hughes phenomenon. In addition to overcome the data processing 
difficulties incurred from the high dimensionality, it has been shown by many researchers 
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that the performance of hyperspectral image analysis (e.g., detection, classification, 
endmember extraction) can be improved when using low-dimensional data. This is 
mainly due to the fact that data information can be better compacted in a low-dimensional 
space given that the transform is well-designed for such purposes. The frequently used 
dimensionality reduction methods, such as principal component analysis (PCA) and the 
maximum-noise-fraction (MNF) transform, are data dependent and have high 
computational cost. There is a need to implement a simpler data independent approach 
for dimensionality reduction. With modern highly developed computational facilities, 
such as clusters of multi-core processors and General Purpose Graphic Processing Units 
(GPGPU), the computing time of such serial algorithms can be greatly reduced. Parallel 
algorithms usually distribute computational burden to many parallel running processing 
units to achieve great speed-up, which is promising to be adopted in real-time 
applications. Compared to the serial version, the parallel implementation can greatly 
reduce the computational time in processing.  
1.2.4 Efficient target detection with nonlinear dimensionality reduction 
Because of atmospheric compensation and sensor-level degradation, there 
probably exists some nonlinear relationship between different bands. Therefore, in 
addition to the widely used linear methods, the performance of nonlinear dimensionality 
reduction methods in target detection should be investigated. Nonlinear dimensionality 
reduction can not only remove linear correlation among bands, but also those nonlinear 
correlations. As variants and extension of linear PCA, nonlinear PCA (e.g., neural 
network-based PCA and kernel PCA) is popular among nonlinear dimension reduction 
approaches. It should be studied and applied to hyperspectral target detection, and be 
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compared with the one after linear dimensionality reduction and those directly kernelized 
detectors.
1.3 Contributions
The specific contributions in this dissertation are summarized as below:
1. Propose an adaptive background characterization method that integrates 
region segmentation with target detection. Unstructured matched filter 
based detectors are considered; in addition, two hybrid detectors that 
combine Fully Constraint Least Squared (FCLS) abundance estimation 
with statistic test (i.e., Adaptive Matched Subspace Detector (AMSD) and 
Adaptive Cosine/Coherent Detector (ACE)) are investigated. The 
experimental results demonstrate that using local adaptive background 
characterization, background clutters can be better suppressed than the 
original algorithms with global characterization. 
2. Propose a new approach to estimate abundance fractions based on the 
linear spectral mixture model for hybrid structure detectors. The new 
approach imposes the sparseness constraint on the abundance fractions, 
and achieves better performance than the popular non-negative and fully 
constrained methods in the situations when background endmember 
spectra are not accurately acquired or estimated, which is very common in 
practical applications. To increase the dictionary incoherence, the use of 
band selection is proposed to improve the performance of sparseness 
constrained linear unmixing.  
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3. Propose a random projection (RP) based dimensionality reduction and 
decision fusion approach for detection improvement. Such a data 
independent dimensionality reduction process has very low computational 
cost, and it is capable of preserving the original data structure. Target 
detection can be robustly improved by decision fusion of multiple runs of 
random projection. A GPU parallel implementation scheme is developed 
and implemented to expedite the overall process. 
4. Propose nonlinear dimensionality reduction approaches for target 
detection. Auto-associative neural network-based nonlinear Principal 
Component Analysis (NLPCA) and Kernel Principal Component Analysis 
(KPCA) are applied to the original data to extract principal components as 
features for target detection. The results show that NLPCA and KPCA can 
efficiently suppress trivial spectral variations, and perform better than the 
linear version of PCA in target detection. Their performance may be even 
better than those of directly kernelized detectors using the original data. 
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CHAPTER II 
LITERATURE REVIEW ON HYPERSPECTRAL TARGET DETECTION 
Target detection of hyperspectral imagery has been widely studied [25]-[27]. 
Based on the availability of target information, detection can be supervised or 
unsupervised. Unsupervised detection, also known as anomaly detection, is to search for 
pixels with significantly different signatures from the surroundings. In this research, we 
will focus on supervised target detection, i.e., the prior information about the desired 
target is known. Matched filter (MF) is the popular and widely developed technique for 
supervised target detection, and most of existing detectors are variants of matched 
filtering together with other preprocessing technique. 
In terms of background modeling, target detection can be structured or 
unstructured. For structured target detection, a set of endmembers needs to be estimated 
or derived to serve as basis vectors of the background, and the following detection will be 
based on the result of endmember extraction. Constrained linear spectral mixture analysis 
is usually combined with structured background characterization to improve detection 
results. For unstructured detection, there is no need to physically model the background. 
Instead, the detection is based on the statistical characterization of background data, 
where background statistical estimation is critical.  
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2.1 Matched filter and unstructured background characterization 
2.1.1  Matched filter based detectors 
Spectral matched filters based detectors have been proposed and widely applied in 
different fields [25]-[29]. Spectral matched filter employs a target signature or feature to 
search for data that produce strong response, which implies that the data is similar to the 
target. An ideal matched filter will return impulse response at the location of target 
feature. In hyperspectral application, a matched filter can be implemented as matrix 
multiplication of target spectrum with the test data. Background can be characterized by 
the first and second order statistics [30]. Therefore, various implementations of the 
matched filter focus on background characterization. Statistics estimation issues relating 
to small sample size are also studied in [31]-[32]. 
Gaskill expressed the matched filter as a function of location, the convolution of 
which with a target feature or function would produce the Dirac delta [33]. In the field of 
hyperspectral target detection, the following proposed matched filter based detectors 
adopt the same principal that each pixel location will be searched and tested for similarity 
to a target feature. 
The simplest implementation of a matched filter based detector is spectral angle 
mapper (SAM), which does not take background variation into consideration. SAM is 
often used to compare the spectral similarity of a test pixel and a target pixel. The 
mathematical form of SAM is a simple vector projection from the test pixel onto the 
target spectrum [30]. In this form, there is no need to model background, and the 
computational cost is very low. The disadvantage is that the result is not acceptable when 
background variation is profound. 
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To improve the detection performance, the background needs to be modeled 
properly. There are two categories of background modeling, which are structured and 
unstructured modeling. Structured background modeling requires the background to be 
modeled physically, which is usually integrated with endmember extraction and 
abundance estimation approaches. We will discuss structured background modeling later 
together with the linear mixture model.  
2.1.1.1 Unstructured matched filter 
A matched filter based detector is usually derived from a binary hypothesis for the 










H   (2.1) 
0H  represents the situation that the test pixel x  does not contain target spectrum d , but 
contains the background B  and noise n  only, and the pixel under 0H  can be described as 
a normal probability density function (PDF) ),( bbP , where b  and b  represent the 
corresponding mean and covariance, respectively. 1H  represents the situation that the test 
pixel contains part or full target spectrum, and data from 1H  can be described as a normal 
PDF ),( ttP .with t  and t  denoting the mean and covariance under the alternative 
hypothesis, respectively. The PDF of multi-dimensional normal distribution has the  









eP Lπ   (2.2) 
where L  is the number of dimension in the data. 
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Based on this hypothesis, a generally likelihood ratio test (GLRT) can be derived 
by taking ratio of the PDFs from the two hypotheses and applying natural logarithm. 
However, the mean and covariance are generally unknown, which have to be estimated. 
Therefore, an adaptive detector needs to be developed as a generalized likelihood ratio 
test (GLRT). Because the covariance of the data where target is present cannot be easily 
formulated, it is usually assumed that the two PDFs share the same covariance, which can 
be estimated from the image data. Based on this assumption and GLRT, different 
detectors can be derived.
Kelly proposed a GLRT detectorby assuming that the background covariance 












GLRTT   (2.3) 
where  is the background covariance matrix. Kelly’s GLRT exhibits the property of 
constant false alarm rate (CFAR).  
Kraut and Scharf proposed Adaptive Coherence/Cosine Estimator (ACE), which 











ACET  (2.4) 
It assumes that the background covariance matrices under two hypotheses differ 
in a scaling factor. Theyshowed that ACE is a variant of GLRT when the test 
measurement is not constrained to have the same noise level as the training data. They 
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conclude that ACE is invariant to a more general scaling condition on the test and 
training data than the well-known Kelly’s GLRT [34]. 
Adaptive Matched Filter (AMF) is also derived [2], which emphasizes the 










AMFT   (2.5) 
To maximize the signal-to-noise ratio (SNR) of filter output, which is equivalent 
to minimizing the total energy of the filter output, Ferrand and Harsanyi derived a 
constrained energy minimization (CEM) filter [40]. The mathematical form of CEM 
detector represents the distance of the target spectrum and a test pixel with characterized 
background, which was scaled by the response of target spectrum to the background itself 
[40]-[41]. From the expression, it is easy to find that the CEM filter takes the similar 
form as the basic matched filter with the exception that it takes statistical characterization 









CEMT    (2.6) 
The CEM filter can only test the response to a single target at one time. In the 
situation that multiple targets exist, a target-constrained interference-minimized filter 
(TCIMF) can be applied to test the output of multiple targets simultaneously [42]-[43]. 
Let ],...,,[ 21 dpdddD =  represents the target signature matrix where dp  is the number of 
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desired targets, and ],...,,[ 21 bpbbbB =  includes bp  signatures of background. The 











bdT  (2.7) 
where ][ BDM = denotes the endmember matrix, 
dp
1 is a dp -dimensional vector 
consisting of 1s, and 
bp
0  is a bp -dimensional vector consisting of 0 s.
2.1.1.2 Hybrid  detectors 
Matched filters described in the previous section provide a binary statistical test to 
detect the existence of target spectra, but there is no physical structure of background 
involved. A linear spectral mixture analysis based estimator takes advantage of physical 
modeling background, but no statistical test is provided for the detection. In [44]-[45], 
fully constrained method is combined respectively with adaptive matched subspace filter 
(AMSF) and adaptive coherence/cosine estimator (AMF) which could provide a 
statistical test under the GLRT setting [46]. As the result, two hybrid detectors, i.e., 


























HUDT  (2.9) 
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where ]~~[~ bd=  includes the target abundance estimate d~  and the background 
abundance estimate b
~ .
2.1.2 Unstructured background characterization 
Unstructured background modeling only needs statistical characterization of 
background. The background needs to be statistically characterized to distinguish itself 
from targets. Global Covariance (GC) is the most common and straightforward method 
for background characterization [25][30][47], which is to calculate covariance based on 
the entire image data. Estimating the background based on the whole scene is simple and 
fast, but the performance may be limited when background variation is significant. 
Another obvious disadvantage is that targets are included when estimating the 
background covariance. 
Two types of techniques are proposed in the literature to obtain a better 
characterization of local background: spatial clustering and spectral clustering. Both 
categories aim to remove similar target features from data before estimation, which can 
more efficiently suppress background interference. By partitioning the data using spatial 
or spectral information, selected pixels are used to calculate the background statistical 
property. These selected data are generally more multivariate normal than the image-wise 
data. Many new target detection algorithms have been proposed which are combined with 
spectral classification problem to achieve better detection performance [5][47][48]. By 
spectrally classifying dataset and calculating background statistics separately in each 
class, target contrasts will be increased and a better detection result will be probably 
achieved. This kind of approach may increase the gaussian normality of the background, 
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and the variance in the same subset will help distinguish the target from background 
classes. Funk applied several forms of the adaptive matched filter with k-means 
clustering to hyperspectral data for plume detection and increase the performance of 
those filters [47]. Ashton also applied the k-means clustering method to improve 
detection results in multispectral Infrared data [48]. An adaptive Bayesian clustering 
algorithm was also applied to compare with k-means results. Stein combines the RX 
detector [25] with the stochastic expectation and maximization (SEM) method, where mean 
and covariance are calculated separately on the clustered data in the same class with the 
test pixel [5]. The spatial clustering and spectral clustering methods are fused to achieve 
improved detection results. 
The preceding discussion mentions that the k-means clustering and SEM can be 
applied to segment an image scene into several regions, and regions that are spectrally 
close to the prior signatures of targets are removed before calculating the covariance. In 
addition, the Spectral Angle Mapper (SAM) can be applied to the image data with 
signatures of each target as reference, and those pixels with similar spectra as targets are 
pre-removed and the remaining data is used to calculate the background covariance 
matrix. An advantage of the k-means-based segmentation is that a number of regions may 
be extracted, while only a few of pixels can be extracted with the SAM. These methods 
exclude targets from estimating background statistics by detecting target-like pixels and 
removing those pixels from calculation [8][19]. By doing so, target spectra will not be 
included in the background and will therefore help better estimate background statistical 
property.
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2.2 Structured detection and linear spectral mixture analysis 
Linear spectral mixture analysis has been widely used in remote sensing 
applications, such as material detection and classification [42]-[46]. Based on the linear 
mixture model, an image pixel can be represented as a mixture of different materials with 
corresponsing abundance fractions. Structured detection requires the result from linear 
spectral mixture analysis for background characterization.
2.2.1 Structured background characterization 
Structured background can be  estimated by those endmember extraction 
methods.  Healey and Slater showed that singular value decomposition (SVD) can be 
used to construct background subspace [49]. They also show that the low dimensionality 
of material subspaces is good for robust discrimination of materials over a wide range of 
conditions. Harsanyi and Chang proposed orthogonal subspace projection (OSP) 
algorithm, which projects pixels onto a subspace that is orthogonal to the selected 
structured background [50]. Pixel Purity Index (PPI) projects the hyperspectral data onto 
a random unit vector and counts the outliers on each line [51]. With repeated process, 
those pixels that continue to be outliers are noted as endmembers. N-FINDR finds the 
endmembers as a simplex that contains the maximum amount of the transformed data 
[52]. N-FINDR is not computationally expensive and can be performed without operator 
intervention. Iterative Error Analysis (IEA) algorithm extracts physically meaningful 
endmembers via iteratively minimizing the mean squared error between the actual image 
and an unmixed image [53]. The Fully Constrained Least Squares algorithm is used to 
estimate the endmembers and corresponding abundances [54]. 
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After endmembers are extracted, the Non-Negativity Constrained Least Squares 
[24][51] or Fully Constrained Least Squares algorithms [54] can be used to estimate their 
abundances in each pixel. Many numerical approaches are proposed to find optimal 
solutions in the feasible region bounded by the constraint. Singular value decomposition, 
maximum likelihood estimate, orthogonal subspace projection, and weighted least 
squares are representative approaches [50][55]-[61]. 
2.2.2 Structured detector 
Low-dimensional linear models have been shown to be an accurate representation 
for visible and infrared spectra as well as for outdoor illumination spectra. In [49], it is 
shown that a low-dimensional subspace of the hyperspectral-measurement space can 
capture the dependence of reflected spectra over a wide range of conditions. Using the 
subspace model, a local maximum-likelihood algorithm can be used for automated 
material identification that is invariant to illumination, atmospheric conditions and the 
scene geometry. The observed spectral vector is modeled by a linear combination of a set 
of orthogonal basis vectors with a residual vector. The residual vector can be modeled as 
a zero-mean Gaussian random vector with small covariance elements. The likelihood of 
the observed spectral vector is computed at each spatial location in the image and 




In this chapter, we introduce both the computer simulated data and real field data 
used in the experiments. 
3.1 Computer simulated data 
Fig. 3.1 shows the HyMap lab spectra of seven targets, where F1~F4 in the 
legends represent the four kinds of fabric panels, and V1~V3 represent the three kinds of 
vehicles. From the figure, fabric F1 shows similar signature as fabric F3, while fabric F2 
and F4 have similar signatures. Fig. 3.2 shows the actual photos of these seven manmade 
targets. These signatures are used to generate simulated data for detection performance 
evaluation. In particular, distinctive signatures serve as targets, while similar signatures 
serve as interference from the background. 
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Figure 3.1 Seven spectral signatures used for computer simulation. 
(a) Fabric 1            (b) Fabric 2             (c) Fabric 3          (d) Fabric 4 
(e) Vehicle 1        (f) Vehicle 2             (g) Vehicle 3
Figure 3.2 Photos of seven targets. 
3.2 Real HyMap dataset 
The real HyMap radiance image was captured over the Cooke City, Montana with 
approximately 3m spatial resolution. The dataset contains 126 bands covering 0.4-2.5 





















µm, and regions of interests (ROIs) of the seven targets are provided. 113 bands were 
kept for post processing after bad band removal. When converting radiance data from real 
numbers to integer, the data was first rescaled to preserve dynamic range, especially in 
the short wave infrared range. This rescaling involves multiplying bands 1 – 62 by 1000 
and bands 63 – 126 by 4000. After scaling, the data is converted to integer format. The 
HyMap reflectance image is in units of reflectance factor scaled by 10,000.
In the experiments, the original image data was cropped to a small one of size 
100×300. Fig. 3.3 shows the true color map of selected image area, and Fig. 3.4 shows 
the target locations. Table 3.1 lists the numbers of pixels corresponding to each target. 
The target spectra are shown in Fig. 3.5. They are similar to each other. 
Therefore, it is difficult to discriminate these targets from each other. 
Figure 3.3 True color map of the image scene 
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Figure 3.4 Ground truth map of the image scene 
Table 3.1 Number of ground truth pixels of each target 
Material Fabric 1 Fabric 2 Fabric 3 Fabric 4 Vehicle 1 Vehicle 2 Vehicle 3 
Num. 25 25 34 34 9 9 9 
Background F1 F2 F3 F4 V1 V2 V3
21
Figure 3.5 Target spectra in the real data experiments. 




















IMPROVING TARGET DETECTION WITH ADAPTIVE BACKGROUND 
CHARACTERIZATION 
4.1 Introduction 
Statistical characterization of background has great impact on the performance of 
unstructured and hybrid target detection, because it plays an important role in suppressing 
noise or any non-target interference and increasing target contrast. Background statistics 
is mainly described by it covariance matrix Two major categories of techniques can be 
employed to calculate the covariance matrix: spatial based and spectral based clustering 
methods. For a spatial cluster, several windows are chosen around the pixel to be tested, 
and the relative statistics are calculated and combined based on the selected local 
windows as needed [62]. Spatial based cluster usually performs well in anomaly 
detection when no prior information about spectra of targets is known. However, 
choosing an appropriate window size is critical [47]. A spectral clustering method usually 
classifies the pixels based on their spectral information, and then background is modeled 
in classified regions according to the known target spectrum [63]. In this chapter, several 
schemes to improving background statistical estimation are proposed. 
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4.2 Proposed methods 
Spectral angle mapper (SAM) provides a quick measurement of similarity 
between two vectors by projecting one vector onto the other. The angle between the two 








θ   (4.1) 
It shows that SAM can be utilized as a supervised classification. Therefore, the 
calculation of covariance can be conducted based on its classification results.
As an unsupervised clustering algorithm, k-means clustering partitions a set of n









x   (4.2) 
where i  is the mean of point vectors in region iS . In the implementation of k-means 
algorithm, many distance measures can be used to calculate the distance between a point 
within a class and its mean. The selection of different criteria can be another interesting 
topic. Here, we will focus on L1 norm as shown in Eq. 4.2. 
4.2.1 Global covariance (GC) 
Calculating the covariance matrix using all the data points is the simplest method, 
especially for images with small targets. 
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4.2.2 Target-exclusive covariance based on SAM (TES) 
The disadvantage of the GC method is that targets are included when estimating 
the background covariance. As the matched filter uses covariance to suppress background 
clutter and increase the contrast of targets to those non-targets, it will be a good practice 
to remove those potential targets before calculating the covariance. Applying SAM to the 
image data with signatures of each target as reference, those pixels with similar spectra as 
targets can be pre-removed [64]. 
4.2.3 Target-exclusive covariance based on k-means (TEK) 
In this method, k-means is applied to segment the image scene into several 
regions, and the covariance is calculated in the regions where the target to be detected 
does not reside. An advantage of the k-means-based segmentation is that a different 
number of regions may be classified, while only a fixed number of regions can be 
classified with the supervised SAM. 
4.2.4 Target-highlight covariance based on k-means (THK) 
In the previous method, k-means is applied to segment the image scene into 
several regions, and covariance is calculated in the regions not including targets most 
likely. The process may detect materials well, when signatures of those materials are 
distinct from those non-targets. However, a lot of false alarms could occur due to 
misclassification of those pixels with similar spectra of targets. To decrease this kind of 
false alarms, covariance can be estimated in the specific region corresponding to the 
target to be detected. 
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4.2.5 Target-highlight covariance based on k-means and SAM (THKS) 
The problem in the process described in GC is that the target to be detected is 
included to calculate the background covariance. To see if removing targets from this 
small region can improve the detection performance, k-means and SAM are combined to 
find pixels to be used for covariance calculation. k-means is first applied to segment the 
image scene into several clusters, and then in the region where targets may reside, pixels 
with similar spectra as target are removed via SAM. The remaining data in that region is 
used to calculate the background covariance. 
Fig. 4.1 illustrates the different approaches, where blue color represents the points 
or regions to be removed during background characterization, yellow color represents the 
ones to be kept, and red stands for target pixels.
                 
 (a) GC    (b) TES         (c) TEK  (d)THK (f) THKS 
Figure 4.1 Illustration of different approaches in finding pixels to be used in 
background covariance estimation 
4.3  Experiments 
4.3.1 Unstructured matched filter 
For ACE, Fig. 4.2 clearly showed that TES, TEK and THKS methods 
outperformed the original GC method in the detection of fabrics, while all the methods 
performed comparably in vehicle detection. 
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(a) Fabric 1                                        (b) Fabric 2
(c) Fabric 3                                        (d) Fabric 4
(e) Vehicle 1                                        (f) Vehicle 2 
Figure 4.2 Comparison of improvement on ACE 















































































































































(g) Vehicle 3 
Figure 4.2 (continued) 
For CEM, Fig. 4.3 showed that TES and TEK methods outperformed the original 
GC method in the detection of all materials. Although THKS did not perform well, its 
false alarm rate of Fabric 3 was lower than that of the GC method when the detection rate 
was high. 
For AMF, Fig. 4.4 showed that TES and TEK methods outperformed the original 
GC method in most situations. THKS method could achieve less false alarm rate than GC 
method when the detection rate was high, although its performance was not good when 
the detection rate was low. 
The performance of KGLRT in Fig.4.5 was similar to the AMF based detector. 
TES and TEK methods outperformed the original GC method in most situations. THKS 
method could achieve better performance than GC method when the detection rate was 
high, and worse performance when the detection rate was low. 
For TCIMF in Fig. 4.6, THKS method was not implemented because the 
detection of all materials could be conducted simultaneously, which means that the 























detection of each material shared the same covariance. TES and TEK methods 
outperformed the original GC method in most situations. THK method achieved better 
performance than GC method in detection of Fabric 3 and Fabric 4 when the detection 
rate was high. 
(a) Fabric 1                                        (b) Fabric 2
(c) Fabric 3                                        (d) Fabric 4 
Figure 4.3 Comparison of improvement on CEM 













































































































(e) Vehicle 1                                        (f) Vehicle 2
(g) Vehicle 3 
Figure 4.3 (continued) 



































































(a) Fabric 1                                        (b) Fabric 2
(c) Fabric 3                                        (d) Fabric 4
(e) Vehicle 1                                        (f) Vehicle 2 
Figure 4.4 Comparison of improvement on AMF 





















































































































































(g) Vehicle 3 
Figure 4.4 (continued) 
(a) Fabric 1                                        (b) Fabric 2 
Figure 4.5 Comparison of improvement on KGLRT 


















































































(c) Fabric 3                                        (d) Fabric 4
(e) Vehicle 1                                        (f) Vehicle 2 
(g) Vehicle 3 
Figure 4.5 (continued) 



































































































































(a) Fabric 1                                        (b) Fabric 2 
(c) Fabric 3                                        (d) Fabric 4 
(e) Vehicle 1                                        (f) Vehicle 2 
Figure 4.6 Comparison of improvement on TCIMF 



















































































































































(g) Vehicle 3 
Figure 4.6 (continued) 
4.3.2 Hybrid detector 
In our experiment, we will also implement two non-negative constrained version 
of hybrid detectors where abundance estimate in Eq. 2.8 and Eq. 2.9 is replaced with non-
nonnegative constrained results. 
Fig. 4.7 demonstrated that TES, TEK and THKS methods outperformed the 
original GC method in most situations for fully constrained hybrid structured detector 
(HSD). For the fully constrained hybrid unstructured detector (HUD) in Fig. 4.8, all 
proposed methods outperformed the original GC method. 
For the performance of non-negative constrained HSD and HUD in Figs. 4.9-
4.10, all proposed methods outperformed the original GC method except that THK and 
THKS did not perform well in the detection of Vehicle 2. 






















(a) Fabric 1                                        (b) Fabric 2 
(c) Fabric 3                                        (d) Fabric 4 
(e) Vehicle 1                                        (f) Vehicle 2 
Figure 4.7 Comparison of improvement on fully constrained HSD 
















































































































































(g) Vehicle 3 
Figure 4.7 (continued) 
(a) Fabric 1                                        (b) Fabric 2 
Figure 4.8 Comparison of improvement on fully constrained HUD 




































































(c) Fabric 3                                        (d) Fabric 4
(e) Vehicle 1                                        (f) Vehicle 2 
(g) Vehicle 3 
Figure 4.8 (continued) 






























































































































(a) Fabric 1                                        (b) Fabric 2 
(c) Fabric 3                                        (d) Fabric 4
(e) Vehicle 1                                        (f) Vehicle 2 
Figure 4.9 Comparison of improvement on non-negative constrained HSD 

























































































































































(g) Vehicle 3 
Figure 4.9 (continued) 
(a) Fabric 1                                        (b) Fabric 2 
Figure 4.10 Comparison of improvement on non-negative constrained HUD 









































































(c) Fabric 3                                        (d) Fabric 4
(e) Vehicle 1                                        (f) Vehicle 2 
(g) Vehicle 3 
Figure 4.10 (continued) 































































































































In this Chapter, we propose to adaptively characterize background statistics to 
improve the performance of unstructured matched filter and hybrid detectors. The 
original GC method calculates the covariance of background using all the pixels, where 
target pixels are also included, yielding a bias estimate. For better characterization, 
covariance is estimated in homogeneous regions that have similar spectra to that of the 
target to be detected, or in regions that have distinct spectra from that of the target. TES 
and TEK are implemented by applying SAM or k-means method to the image data with 
signatures of each target as reference and removing those potential target pixels or 
regions. THK method is introduced to calculate the covariance using the regions close to 
the targets. THKS method also calculates the covariance in the regions close to the 
targets, but the pixels similar to targets are pre-removed. The experimental results 
demonstrate that such adaptive background characterization, particularly, the THKS 
method, can improve detection performance for both unstructured and hybrid detectors. 
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CHAPTER V 
IMPROVING TARGET DETECTION WITH SPARSENESS CONSTRAINED 
LINEAR UNMIXING 
5.1 Introduction 
In our research, we assume endmember selection has been completed in a 
preprocessing step. Then either constrained or unconstrained least squares methods can 
be used for abundance estimation. The most popular constraint is the abundance non-
negative constraint [51]. The fully constrained least squares method was developed to 
apply the two abundance constraints (non-negativity and sum-to-one) simultaneously 
[59]-[60].  
Let the endmember matrix be represented by M , which is a pL × matrix 
representing p  materials each with L  bands. Specifically, the endmember matrix M  can 
be represented as ],...,,[ 21 pmmm , where im  is an L-dimensional vector representing the 
spectral signature of i-th material. An abundance fraction vector can be constructed as 
T
p ],...,,[ 21 ααα , which is a p-dimensional vector and each component corresponds to the 
fraction of one material in the pixel. Therefore, the linear spectral mixture model can be 
described as follows: 
nMr +=   (5.1) 
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where r  represents an L-dimensional pixel vector, and n  is noise or measurement error. 
To solve the non-negative constrained abundances, the following optimization problem is 
formulated: 
0subject to)()(Minimize ≥−−= rMrM TLSE  (5.2) 
A p-dimensional positive constant vector c  is constructed to form a Lagrangian 
multiplier problem: 
ccrMrM =−+−−=  with)()()(
2
1 λTJ
   (5.3) 
Take derivative to  and λ  respectively from J  and set them equal to zero, two 
equations can be given as below: 
TTTT
NC MMMrMMM
11 )()(~ −− −=   (5.4) 
)~( NC
T MrM −=λ    (5.5) 
An iterative algorithm is proposed in [69] to search for optimal solutions for (5.2). 
A passive set P  and an active set R  are constructed, where P  contains all indices of 
positive components in NC
~  from Eq. 5.4, and R  contains all in indices of non-positive 
components in NC
~ . From [73], the following Kuhn-Tucker conditions must be satisfied 













  (5.6) 
Using the above conditions as criteria, Eq. 5.4 and Eq. 5.5 can be iterated to find 
the optimal solution to problem (5.2). 
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For the fully constrained least squares method, an abundance sum-to-one 
constraint is applied in addition to the non-negative constraint. The problem can be 














A similar process as in the non-negative constrained method is applied to find the 
optimal solution to the problem. To impose the sum-to-one constraint, a new endmember 











   (5.8) 
where θ  is a small constant, and 1 represents a p-dimensional vector with each value of 
1. The fully constrained solution can be found with the same iterative equations and 
criteria as in the non-negativity constrained solution, except replacing M  and r  with M
and r  , respectively. 
5.2 Proposed methods 
5.2.1 Sparseness constraint 
There are some disadvantages related to the aforementioned constrained solutions. 
For the non-negative constrained least squares solution, there is no other constraint on it, 
which probably cannot find optimal solutions to represent true abundance fractions of 
each material in the practical application. For the fully constrained least squares solution, 
the abundance fractions in a pixel are constrained to have a sum of one, which is 
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reasonable for an accurate endmember matrix. However, if the endmember matrix is not 
accurate, like signature inference, the true abundance fractions within the pixel should not 
have such limitation. Therefore, we will propose a sparseness constrained method which 
will not only result in more accurate abundance fractions with physical meanings, but 
also can maintain its performance in situations when the endmember matrix (i.e., the 
number of endmembers and their signatures) is not accurate. The algorithm can be simply 
described as below: 
subject to||Minimize 0 rM =   (5.9) 
The solution to the linear equation system in Eq. 5.9 will be unique if the solution 
satisfying )(||2 0 Mspark≤ , where spark is the smallest number of linear dependent 
columns of M . The upper bound of spark of M is 1)( +Mrank . However, directly 
computing spark of a matrix is difficult. Thus, mutual coherence is introduced as a 













=μ    (5.10) 
where kM  represents the k th column in M and 2|| •  represents L2 norm. The lower 




+  .  
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5.2.2 L1 norm approximation 
The original problem in Eq. 5.9 is combinatorial and very complex to solve, we 
relax the constraint and uses L1 norm to replace L0 norm in original problem. The new 







iα   (5.11) 
Such a L1 minimization constrained problem is convex, and the solution can be 
found using linear programming solver. The solution is equivalent to the sparseness 
constraint imposed on the abundance vector in given circumstances related to matrix M ,
which is to use a minimum number of best endmember signatures to unmix each pixel in 
the image scene. 
As the results in [74] show, if a sufficiently sparse  exists such that rM = ,
then (5.11) will find it. If M ,  and r  are all real-valued variables, (5.11) can be recast 


















   (5.12) 
To solve such a linear programming problem, a primal dual algorithm can be 
explored by solving the system of nonlinear equations. The solution procedure is the 
classic Newton method, which could linearize and solve the equations at interior points. 
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5.2.3 L2 norm approximation 
Another approximation to Problem (5.9) is to use L2 norm minimization. One 
advantage of using L2 norm minimization is that a closed form solution can be found 
[75][76]. It is also shown that such an approach performs well when the endmember 
matrix is highly correlated, which means that no prior decorrelation process needs to be 
done. The problem (5.9) can be rewritten as 
22 ||||minarg My λ+−=
(5.13)
where can be set to weight the constraint with prior information, or it can be simply set 
as identity matrix I , which imposes an energy constraint on the solution. λ  is used to 
adjust the regularization term 2||  which penalizes solutions with large L2 norm. The 
closed form solution can be found as: 
yMMM TTT 12 )( −+= λ (5.14)
5.2.4 Band selection 
As L1 norm minimization based approximation is sensitive to the correlation 
among bands of endmember matrix, an efficient band selection algorithm can be applied 
to decrease such correlation. Yang and Du proposed an unsupervised approach to select 
most distinctive and informative spectral bands of hyperspectral imagery [77]. The 
algorithm is initialized by selecting a pair of bands and put them into the set of selected 
bands. The next band is selected by choosing the one that is most distinct to all the bands 
in the current selected set based on a similarity metric. After grouping the new selected 
band into the selected set, the algorithm continues until there are enough bands in the 
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selected set. The initial bands can be selected by a greedy searching strategy. The bands 
selected are relatively stable and are ordered by the degree of dissimilarity. The criterion 
employed in our implementation of the algorithm is orthogonal subspace projection, 
which is used to evaluate the dissimilarity between a single band and multiple bands. 
5.2.5 Modified hybrid detectors 
In Section 4.2.2, we introduced two hybrid detectors, which combine fully 
constrained linear spectral mixture analysis approaches with adaptive matched subspace 
filter (AMSF) and adaptive coherence/cosine estimator (ACE). We rewrite these two 


























HUDT    (5.16) 
where ~  represents the entire abundance estimates, b~ is the fully constrained abundance 
estimates for background signatures, d
~ is the fully constrained abundance estimates for 
target signatures. 
Now we can modify these two hybrid detectors by using the sparseness 
constrained linear unmixing results. Thus, the new ~  represents the sparseness 
constrained abundance estimate of the entire endmember matrix M , b
~ is the sparseness 
constrained abundance estimate according to background signatures, and d
~ is the 
sparseness constrained abundance estimate according to target signatures. In our 
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experiment, we will apply the two modified hybrid detectors to practical hyperspectral 
dataset to demonstrate the improvement of detection performance. 
5.3  Experiments 
We designed three sets of experiments to compare the performance of non-
negative constrained (NC) based method, fully constrained (FC) based method, and 
sparseness constrained (SC) based method. Because the accuracy of abundance estimates 
is of interest but no true abundance information for practical hyperspectral dataset is 
available, the first two sets of experiment are based on simulation data designed for 
several different situations. The simulated dataset utilizes field spectra of manmade 
targets as reference and abundance estimation experiments are designed and conducted. 
In this case, we will have the true value of tested pixels’ abundance and a quantitative 
analysis can be easily performed. In addition to computer simulation, the experiment with 
practical hyperspectral dataset is also implemented to demonstrate the performance of the 
sparseness constrained methods. 
5.3.1 Endmember matrix with the accurate number of endmembers 
Three distinct material signatures, i.e., Fabric 1, Fabric 4 and Vehicle 3, were 
chosen as target signatures. A total of 401 pixel vectors were generated in the simulation. 
We started the first pixel vector with 100% of Fabric 1 and 0% of Fabric 4, then 
decreased 0.25% of Fabric 1 and increased 0.25% of Fabric 4 until the 401st pixel vector 
containing 0% of Fabric 1 and 100% of Fabric 4. The signature of Vehicle 3 was added to 
Pixels 199-203 with abundance fractions 10% while reducing the abundance fractions of 
Fabric 1 and Fabric 4 by multiplying their abundance fractions by 90%. Taking the 201st 
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pixel vector as an example, it contained 45% of Fabric 1, 45% of Fabric 2, and 10% of 
Vehicle 3. With Gaussian noise being added, the performance of the three methods are 
shown in Fig. 5.1. The Gaussian noise was added to each pixel to achieve a 25:1 SNR. A 
quantitative analysis is listed in Tables 5.1 and 5.2 as Theoretical Abundance with Noise 
(TAWN). It can be shown that in the situation that Gaussian noise is added, FC based 
approach performs the best, while SC based approach performs similarly as NC based 
approach.
In practical application, the endmember estimated may not be accurate. Two 
situations need to be taken into consideration. One is that the endmember matrix may 
consist of other signature inferences, which will be discussed in a later section. The other 
one is that the sum of the abundance fractions of each pixel vector may not be one. Both 
situations are also correlated. The former situation may also lead to the latter one. To 
simplify the discussion, we consider them in two separate situations. Here, based on the 
design in the previous experiment, we set the abundance fractions of Fabric 1 to zero for 
the first 100 pixel vectors. The Gaussian noise with 25:1 SNR is added into simulated 
pixel, and the performance of the three methods are shown in Fig. 5.2. A quantitative 
analysis is listed in Tables 5.1 and 5.2 as Practical Abundance with Noise (PAWN). 
To quantitatively analyze the performance of the three methods in different 
situations, the mean squared error of abundance estimates are calculated for comparison 















   (5.17) 
51
where N  is the number of pixels in the measurement, and p  is the number of 
endmembers. 
5.3.2 Endmember matrix with the inaccurate number of endmembers 
Endmember estimated may not be accurate in the practical application. One 
common situation is that the endmember matrix consists of other signature inferences. 
Here, an experiment with inaccurate endmember composition is designed to compare the 
performance of different methods. Same as experiment designed in section 5.3.1., a total 
of 401 pixel vectors were generated from spectral signature of Fabric 1, Fabric 4 and 
Vehicle 3. For the endmember matrix, all the remaining four spectral signatures are 
considered in the estimated endmember matrix. That is, we assume the endmember 
matrix from previous endmember selection procedure consists of spectral signatures of 
all the seven materials. For simplicity, Fig. 5.2 only shows the abundance estimates of 
Fabric 1, Fabric 4 and Vehicle 3, which are the true sources of pixels tested. With 
Gaussian noise being added, the performance of the three methods are shown in Fig. 5.3. 




(b) Fabric 4 
(c) Vehicle 3 
Figure 5.1 Abundance estimates of each material (TAWN) when the number of 

























































































































































































































































(b) Fabric 4 
(c) Vehicle 3 
Figure 5.2 Abundance estimates of each material (PAWN) when the number of 
























































































































































































































































Table 5.1 Mean squared error of abundance estimates of 199th to 203rd pixel vectors 
when the number of endmembers is accurate 
 NC FC SCL1 SCL1_BSN SCL2 
TAWN 1.515e-003 1.283e-004 1.710e-002 6.423e-004 2.604e-004 
PAWN 6.099e-004 6.318e-005 9.589e-003 9.835e-004 2.810e-004 
Table 5.2 i. Mean squared error of abundance estimates of all pixel vectors when the 
number of endmembers is accurate 
 NC FC SCL1 SCL1_BSN SCL2 
TAWN 2.749e-003 5.417e-005 7.448e-003 8.003e-004 2.115e-004 
PAWN 2.620e-003 2.186e-001 6.153e-003 8.153e-004 2.187e-004 
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(a) Fabric 1 
 (b) Fabric 4 
(c) Vehicle 3 
Figure 5.3 Abundance estimates of each material (TAWN) when the number of 
























































































































































































































































 (a) Fabric 1                                   
(b) Fabric 4 
 (c) Vehicle 3 
Figure 5.4 Abundance estimates of each material (PAWN) when the number of 
























































































































































































































































Table 5.3 Mean squared error of abundance estimates of 199th to 203rd pixel vectors 
when the number of endmembers is inaccurate 
 NC FC SCL1 SCL1_BSN SCL2 
TAWN 1.917e-003 9.603e-005 2.536e-003 1.443e-003 4.580e-004 
PAWN 1.132e-004 2.826e-003 3.533e-003 1.449e-003 6.471e-004 
Table 5.4 i. Mean squared error of abundance estimates of all pixel vectors when the 
number of endmembers is inaccurate 
 NC FC SCL1 SCL1_BSN SCL2 
TAWN 2.352e-003 7.716e-005 3.765e-003 1.625e-003 5.074e-004 
PAWN 1.743e-003 2.492e-001 3.237e-003 1.587e-003 5.303e-004 
Similarly, we set the abundance fractions of Fabric 1 to zero for the first 100 pixel 
vectors. With Gaussian noise being added, the performance of the three methods are 
shown in Fig. 5.4. The abundance estimate of Vehicle 1 is also included to demonstrate 
the false alarms of fully constrained method. A quantitative analysis is listed in Tables 
5.3 and 5.4 Practical Abundance With Noise (PAWN). Band selection can improve the 
performance of L1 norm approximation of SC based approach. The performance of L2 
norm solution of SC based approach is stable regardless of noise. 
5.3.3 Experiment with in-field hyperspectral dataset 
We first compare the performance of abundance estimate for each method. 
However, because no true abundance fractions are available for actual comparison of 
abundance values, we cannot compare abundance estimation performance directly. Here, 
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we use estimated abundance values to calculate false alarm rate and detection rate for 
comparison. To do this, the maximum abundance value for each pixel is chosen and 
compared with maximum abundance value in target locations, which is available as 
ground-truth data. The results are plotted as ROC curves of separate target and overall 
targets, which are shown in Fig. 5.5. The ROC curves demonstrated that the SC method 
performed better than the other two methods in general. For the fabric detection, the 
performance of SC based method is not very good when the false alarm rate is low. 
However, its detection rate increases very fast and quickly achieves an acceptable rate 
with relative lower false alarm rate compared to the other two popular methods. The 
detection of vehicles is not good because we only use single spectral information as 
signature of each vehicle while each vehicle actually contains several different spectral 
components. The overall ROC curve demonstrated that SC based method outperformed 
FC based method and NC based method. 
Sparseness constrained method is also combined with hybrid unstructured 
detector. The ROC curves of each target and overall result are shown in Fig. 5.6. It 
showed that SC method performs better than other methods in detection of all Fabrics 
except Fabric 3. The detection of vehicles based on SC method is not good compared to 
other two methods. The overall detection ROC curve proves that SC method performs 
much better than FC and NC methods. 
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(a) Fabric 1                                        (b) Fabric 2
(c) Fabric 3                                        (d) Fabric 4
(e) Vehicle 1                                        (f) Vehicle 2 
Figure 5.5 Comparison of ROC curves for abundance estimation 























































































































































(g) Vehicle 3                                        (h) Overall
Figure 5.5 (continued) 
(a) Fabric 1                                        (b) Fabric 2 
Figure 5.6 Comparison of ROC curves with HUD 





































































































(c) Fabric 3                                        (d) Fabric 4 
(e) Vehicle 1                                        (f) Vehicle 2
(g) Vehicle 3                                        (h) Overall 
Figure 5.6 (continued) 























































































































































Table 5.5 Mutual coherence values and spark estimation of selected bands used in 
HUD
Band # 113 5  25  35  40  45  50  55  
Spark (upper 
bound) 
58 6 26 36 41 46 51 56 
Spark (lower 
bound) 
2.0000 2.0006 2.0001 2.0001 2.0001 2.0001 2.0001 2.0001 
Mean of 
Similarity 
0.9262 0.8694 0.9170 0.9127 0.9162 0.9180 0.9195 0.9209 
Figure 5.7 ROC comparison of HUD result for all bands and selected bands 
Sparseness constrained approach is combined with Yang's band selection 
algorithm, which can decrease the correlation between endmembers used in proposed 
method. Fig. 5.7 shows ROC curves comparison of original sparseness constrained result 
with results of selected bands. The detection is based on modified hybrid unstructured 
detector. Fig. 5.7 shows that results of selected bands all perform better than original 





























result of sparseness constrained approach. Table 5.5 shows the mutual coherence and 
estimated spark values for different number of selected bands. 
Fig. 5.8 shows the variation of results with increasing selected bands. The y axial 
represents the area under ROC curve. The blue line shows the result of original all bands. 
From Fig. 5.8, we can find that the performance of SC combined with selected bands 
changes according to the number of bands selected. Because band selection algorithm we 
use will generate stable result, which means that the bands are selected in specific order, 
regardless of how many bands we want to extract. Therefore, the only parameter 
affecting the performance of proposed method is the number of bands. From Fig. 5.8, we 
can find that the results with few selected bands are not very good, although the 
correlation between endmembers is very small. If the bands selected are very less 
compared to the complexity of compositions of dataset, the spectral information provided 
by endmembers are not enough for hybrid unstructured detectors to distinct targets with 
false alarms. If the selected bands are too many, correlations between endmembers will 
also increase, which will affect the performance of sparseness constrained method. 
Therefore, the complexity of dataset and correlation between bands should both be 
considered for selecting an appropriate number of bands. 
The detection performance of modified hybrid structured is also studied. Fig. 5.9 
shows the detection performance of sparseness constrained approach with original all 
bands. It is shown that sparseness constrained approach performs better than the other 
two approaches in the detection of Fabric 1 and Fabric 4. The overall ROC shows that 
proposed approach achieves similar detection performance as nonnegative constrained 
approach, both of which perform slightly better than fully constrained approach. 
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Fig. 5.10 shows ROC curves comparison of original result with results of selected 
bands based on modified hybrid structured detector. Results of selected bands shown in 
Fig. 5.10 all perform better than original result. Because we use endmember matrix to 
select bands and the endmember matrix used in these two detectors are different, bands 
selected for these two detectors are also different. 
Fig. 5.11 shows the variation of results with increasing selected bands. The y axial 
represents the area under ROC curve. The blue line shows the result of original all bands. 
From Fig. 5.11, we can find that the results are not very good with more selected bands 
because correlation between endmembers is strong again. The improvement of 
performance is obvious when selected band numbers are appropriate, considering both 
the correlation among spectral bands and data complexity. Table 5.6 shows the mutual 
coherence and estimated spark values for different number of selected bands. 
Figure 5.8 Performance comparison regarding to selected band numbers for HUD 






















The detection performance of L2 norm minimization based solution is also 
studied and compared with L1 norm based solution. In the experiments with HUD and 
HSD, the parameter λ in L2 norm based solution is set to be 0.3. 
(a) Fabric 1                                        (b) Fabric 2 
(c) Fabric 3                                        (d) Fabric 4 
Figure 5.9 Comparison of estimated ROC curves with HSD 





































































































(e) Vehicle 1                                        (f) Vehicle 2
(g) Vehicle 3                                        (h) Overall ROC 
Figure 5.9 (continued) 





































































































Figure 5.10 ROC comparison of HSD result for all bands and selected bands 
Figure 5.11 Performance comparison regarding to selected band numbers for HSD 


















































Table 5.6 i. Mutual coherence values and spark estimation of selected bands used in 
HSD
Band # 113 2 5 10 13 16 18 
Spark (upper 
bound) 
8 3 6 8 8 8 8 
Spark (lower 
bound) 
2.0000 2.1472 2.0045 2.0000 2.0000 2.0000 2.0000 
Mean of 
Similarity 
0.9769 0.8717 0.9442 0.9473 0.9542 0.9594 0.9623 
Fig. 5.12 shows the comparison of detection performance between L1 norm based 
solution and L2 norm based solution based on modified hybrid unstructured detector. It is 
shown that the L1 norm based approach performs better than the L2 norm based 
approach. The false alarm rate of L1 norm based solution is much lower than the false 
alarm rate of L2 norm based approach when the detection rate is low. When the detection 
rate is high, L1 norm based approach performs slightly better than L2 norm based 
approach. Generally, L1 norm based approach performs better than L2 norm based 
approach with hybrid unstructured detector. 
We also compare the performance of the two approaches with hybrid structured 
detector. The ROC curve is shown in Fig. 5.13, where L1 norm based approach performs 
similarly as L2 norm based approach in general.  The false alarm rate of L2 norm based 
solution is lower than the false alarm rate of L1 norm based approach when the detection 
rate is low. When the detection rate is high, L1 norm based approach performs better than 
L2 norm based approach. Generally, it is shown that L1 norm based approach performs 
better than L2 norm based approach with hybrid structured detector. As we stated before, 
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bands selected for these two detectors are different. In addition to that the endmembers 
used in these two detectors are different, the number of bands with which the best result 
is achieved is also different. 
Figure 5.12 ROC comparison of L1 norm and L2 norm based results with HUD 


























Figure 5.13 ROC comparison of L1 norm and L2 norm based results with HSD 
5.4 Conclusion 
In this chapter, we proposed a sparseness constrained method to estimate 
abundance fractions on the basis of linear spectral mixture analysis. It can not only result 
in more accurate abundance fractions with physical meanings, but also maintain its 
performance in situations when the endmember matrix is not accurate. In computer 
simulation, if the endmember information is accurate, which meets the assumption of the 
fully constrained method, the three methods will achieve similar results. When the 
endmember information related to true endmembers are not accurate, the sparseness and 
non-negative constrained methods outperform the fully constrained method. The real-data 
experiment further proves the advantage of the sparseness constrained method. 
To show the improvement on detection result, real-data experiment was 
conducted both with Adaptive Cosine Estimator and with hybrid detector. First, the 


























detection performance is compared based on the detection result directly coming from 
abundance estimation. To better demonstrate the improvement of performance in target 
detection, proposed approach is combined with modified hybrid structured detector and 
hybrid unstructured detector. The results prove that sparseness constrained approach 
outperforms nonnegative and fully constrained approach when combined with hybrid 
unstructured detector. Sparseness constrained approach can achieve similar detection 
performance as nonnegative constrained approach when combined with hybrid structured 
detector, both of which performs better than fully constrained approach. The performance 
of sparseness constrained approach can be improved with band selection algorithm. In 
addition to this, the L1 norm solution of sparseness constrained problem is compared 
with L2 norm solution of sparseness constrained problem. The results further prove the 
advantage of the sparseness constrained method. 
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CHAPTER VI 
IMPROVING TARGET DETECTION WITH RANDOM PROJECTION BASED 
DIMENSIONALITY REDUCTION AND DECISION FUSION 
6.1 Introduction 
Spectral dimensionality reduction is a frequently used preprocessing step in 
hyperspectral image analysis. It can alleviate the requirement on the number of training 
samples due to the Hughes phenomenon [78]-[79]. In addition to overcome the data 
processing difficulties incurred from the high dimensionality, it has been shown by many 
researchers that the performance of hyperspectral image analysis (e.g., detection, 
classification, endmember extraction) can be improved when using low-dimensional data 
[80]-[83]. This is mainly due to the fact that data information can be better compacted in 
a low-dimensional space given that the transform is well-designed for such purpose. 
Dimensionality reduction can be achieved by band selection or spectral transformation. 
Based on the availability of class information, dimensionality reduction methods can be 
supervised or unsupervised. In this chapter, we focus on transform-based unsupervised 
dimensionality-reduction methods. The widely used principal component analysis (PCA) 
and the maximum-noise-fraction (MNF) transform [84] belong to this type. Both PCA 
and MNF are data dependent and entail a heavy computational load. For example, for a 
hyperspectral image with N pixels and L bands, PCA needs L2N multiplications for 
covariance matrix calculation, O(L3) multiplications for eigen-decomposition, and KLN
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multiplications for the transform (with K principal components (PCs)); on the other hand, 
MNF requires estimation of the covariance matrix of the noise, as well as whitening, in 
addition to the PCA computations.
Random projection (RP) is a computationally efficient, data-independent method 
for dimensionality reduction [78]. We focus on the case in which the transformation 
matrix of RP consists of Gaussian random vectors which have been orthogonalized and 
normalized to unit norm. Theoretical results indicate that such a RP can preserve 
distances among data points as well as the structure of data cloud [85]-[87]. RP is of 
recent interest due to the mathematical theory of compressed sensing provides that 
sparsely representable signals can be recovered exactly from RP [88]. According to the 
Johnson and Lindenstrauss lemma, any set of N points in d-dimensional Euclidean space 
can be embedded into k-dimensional Euclidean space, where k is logarithmic in N and 
independent of d, so that all pairwise distances are maintained [87]. Let the Euclidean 
distance between two data vectors x1 and x2 be 21 xx − . After RP, this distance is 
approximated by the scaled Euclidean distance of these vectors in the reduced space: 
21/ RxRx −kd , where R is a random matrix [86]. Here, R consists of Gaussian 
random numbers. RP can result in significant computational savings over techniques such 
as PCA and MNF. For example, if the original data is reduced from L dimensions to K
dimensions, the computation time involved in the random-matrix generation is only 
O(K2L), including the expensive Gram-Schmidt orthogonalization process; it can be 
further reduced to O(KL) if using uniformly distributed random variables without 
orthogonalization. Note that, for a hyperspectral remote-sensing image, K<L<<N.
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Although extensive research has been conducted toward the reconstruction of the 
original data from RP, recent reports show that signal processing (e.g., detection, 
classification, estimation) can be performed in the RP domain [89]-[91]. However, due to 
the randomness nature of the randomly projected data, signal processing outputs are 
varied in each realization. In some realizations, it may be possible that the signal 
processing performance in the RP domain is better than in the original domain; however, 
in other realizations, it may be not. For instance, when the randomly projected data is 
applied to the target-detection task, the detection map produced for each different RP 
instance will be different in each run. This phenomenon makes such a technique less 
practically useful. In this chapter, we propose to use decision fusion for multiple RP 
processes. In experimental results, we show that a detection map of greater accuracy can 
be produced by fusing all the individual outputs resulting from different projection 
matrices [92]. Since the same detection process is repeated multiple times, the overall 
computing time is increased although the original data dimensionality is reduced. 
However, this approach is suitable to parallel computing which can significantly reduce 
the overall computation time [93]. The graphics computing unit (GPU)-based parallel 
implementation for multiple RP processes will be proposed in this chapter. 
6.2 Proposed methods 
6.2.1 Random projection and decision fusion 
The entire algorithm is illustrated in Fig. 6.1. A series of random matrices of size 
K × L are generated as the first step; the reduction ratio for these random matrices is 
defined as K/LP = . Subsequently, some suitable target-detection algorithm is applied to 
the data in the randomly-projected, K-dimensional domain. From multiple runs with 
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different random matrices, a higher-quality result can be generated compared to the 
corresponding target detection applied in original, L-dimensional data. This is due to the 
phenomenon that a target pixel which is salient in the original data domain generally 
remains distinctive after RP; thus, the target can be detected in the RP domain (see, e.g., 
[86]-[87]). However, with the use of multiple-detector fusion, the false-alarm rate may be 
reduced. Different fusion methods can be employed. The simplest is to claim a pixel to be 
a target pixel if it is extracted by m times out of n runs. In the experiment, we simply set 
m = n.
Figure 6.1 The proposed approach for target detection. 
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6.2.2 Parallel implementation 
The parallel implementation on clusters is easy to understand. Assume there are 
cores to participate in the implementation. One core is designed to serve as server, which 
manages the assignment of tasks to the remaining cores, as well as sending data and 
receiving results from each core. Besides these tasks, the server can also participate in 
part of calculation that other cores mainly focus on. The remaining cores, as described 
before, are focused on finding solutions of each individual tasks received from servers. 
For such a message-passing-interface based implementation, deal lock situations should 
be avoided, where both server and clients are waiting for each other's response. The 
procedure can be shown in the flowchart of Fig. 6.2. It can be summarized as below: 
Server side: 
1. Read data into memory of the core; 
2. Set and calculate relative parameters; 
3. Divide data into several bins based on the number of participating cores; 
4. Send data into corresponding cores; 
5. Solve the task with remaining data; 
6. Receive results from other cores and store results into correct memory; 
7. Judge from stop criteria. If not stop, go to step 2); otherwise, continue; 
8. Send stop signal to other cores; 
9. Combine previous results to get final result. 
Client side: 
1. Receive data from server: if stop signal, release memory and exit; 
otherwise, continue; 
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2. Solve the task with received data; 
3. Send results back to the server; 
4. go to step 1). 
Figure 6.2 Flowchart of cluster version 
78
The parallel implementation on GPU not only utilizes multiple cores of GPU to 
process data simultaneously, but also set CPU to do random projection when it is waiting 
for results from GPU. The flowchart is shown in Fig. 6.3.  
Figure 6.3 The flowchart of proposed GPU implementation. 
The procedure can be summarized as below: 
CPU side: 
1. Read data into memory of the core; 
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2. Do random projection; 
3. Calculate coefficients of TCIMF; 
4. Send data and filter parameters to GPU; 
5. Do random projection; 
6. Receive results from GPU and store results into correct memory; 
7. Judge from stop criteria. If not stop, go to step 3); otherwise, continue; 
8. Combine previous results to get final result. 
Client side: 
1. Allocate memory for data; 
2. Receive data and filter parameters from CPU; 
3. Solve the task with received data; 
4. Send results back to the CPU; 
5. Release memory. 
In our CPU cluster implementation, a 2048 core cluster composed of 512 Sun 
Microsystems SunFire X2200 M2 servers was utilized, each with two dual-core AMD 
Opteron 2218 processors (2.6GHz) and 8 GB of memory. All of the computing nodes are 
diskless. The system uses gigabit ethernet to connect the 32 nodes in each rack together, 
and 10 GbE to connect the 16 racks to one another. 
6.3 Experiment
The performance of TCIMF was studied in the experiment. Fig. 6.4 shows the 
ROC curves with different dimensionality reduction methods, where RS stands for 
random selection of spectral bands. We can see that when K/L is large enough, say, 0.7 
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for this data set, RP and RS based data-independent dimensionality reduction methods 
could provide better target detection performance after decision fusion.  
Fig. 6.5 shows the GPU speedup performance when n = 20. As the reduction ratio 
P is increased, both the serial and parallel versions of the algorithm use more compute 
time. However, the speedup remains relatively unchanged at about 9. Obviously, the 
speedup performance will be improved as the number of repetitions, n, is increased. Fig. 
6.6 is the cluster speedup performance. Its performance with 32 clusters was similar to 
the GPU performance. 
6.4 Conclusion 
In this chapter, we investigated supervised target detection using RP-based 
dimensionality reduction. First, we simply introduced several transform-based 
unsupervised dimensionality-reduction methods. However, several popular methods, like 
PCA and MNF, are data dependent and the computational load is also heavy. To 
overcome such problem, random projection based method is introduced, which is  
computationally efficient and data-independent for dimensionality reduction. When the 
reduction ratio P is not too small, target detection can be robustly improved by decision 
fusion of multiple runs. A simple RS-based dimensionality reduction can offer 
comparable performance as the RP-based dimensionality reduction.  
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(a) K/L = 0.6 
(b) K/L = 0.7 
(c) K/L = 0.8 
Figure 6.4 ROC curves for different dimensionality reduction methods (m = n = 20). 
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Figure 6.6 Speedup performance of cl
83
uster (n = 20)
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CHAPTER VII 
IMPROVING TARGET DETECTION WITH NONLINEAR DIMENSIONALITY 
REDUCTION 
7.1 Introduction 
Because hyperspectral data may suffer noise from different sources, such as 
sensor degradation, the data between different bands exist some kind of nonlinearity. 
Several nonlinear versions of detection algorithms are proposed [94]-[95]. However, 
implementation of nonlinearity on the level of detector is not as straightforward as 
applying nonlinear transformation on the data themselves. It is well-known that 
hyperspectral dimensionality reduction can improve data analysis performance. Thus, in 
this chapter, we will study the performance improvement from using nonlinear 
dimensionality reduced data. 
PCA [96] is a popular spectral transformation technique that transforms the 
original correlated data to an uncorrelated subspace where the data reconstruction error 
can also be minimized. Each dimension of the transformed data is called principal 
components (PCs), and the importance of each PC is ranked in terms of its variance. 
Usually, the first several PCs account for the most variances. PCA has been widely used 
in various multi-dimensional data analysis, such as dimensionality reduction, data 
compression, and feature extraction. Because of its popularity, various nonlinear 
extensions of the linear PCA are derived [97]-[100]. In this dissertation, the neural 
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network-based nonlinear principal component analysis (NLPCA) and Kernel principal 
component analysis (KPCA) will be studied [101]-[103].  
7.2 Proposed methods 
7.2.1 Neural network-based NLPCA 
NLPCA, like traditional PCA, is a multivariate analysis technology used to 
remove correlations among original data. However, there are several advantages of 
NLPCA on traditional PCA. Traditional PCA can only detect and remove linear 
correlations among multiple hyperspectral bands, while NLPCA can detect and remove 
both linear and nonlinear correlations among different bands. In addition, the information 
extracted via NLPCA is equally distributed among principal components, while the 
information extracted via traditional PCA are concentrated on first several principal 
components. In [104], auto-associative neural network (ANN) is used to derive NLPCA. 
In NLPCA, the mapping into feature space is generalized to allow arbitrary nonlinear 
functionalities, which can be described in the following form: 
)(YGT =   (7.1) 
where Y  represents the original data, and },...,,{ 21 fGGG=G  is a nonlinear vector 
function of f  individual nonlinear functions. To restore the original data from 
transformed feature space, another nonlinear vector function },...,,{ 21 mHHH=H  is 
utilized: 
)(' THY =    (7.2) 
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where 'Y  denotes the reconstructed data. The network is designed to generate the output 
as similar to the input as possible. The complete architecture of the network is shown as 
in Fig. 7.1. 
Figure 7.1 Architecture of ANN for NLPCA 
The complete architecture of the network is shown as in Fig. 7.1. In this network, 






  (7.3) 
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where t is used to control the slope of activation function.  in Fig. 7.1 represents 
linear or sigmoid function used in the nodes. As indicated in Fig. 7.1, the output of nodes 
in the bottleneck layer is the transformed feature space. Therefore, the number of nodes 
in the bottleneck layer is usually designed to be equal to the number of PCs to be 
extracted. In the implementation, all hidden layers, including the bottleneck layer, use the 
sigmoid function in Eq. 7.3 as activation function. 
To train the combined network, the weights appearing in the networks connecting 
each layers recursively updated so that the reconstructed outputs 'Y  match the inputs Y .















   (7.4) 
where iy  and 'iy  represents the ith dimension of vector input and output vector, and p
represents the reconstruction error on the pth input.  
A conjugate gradient version of backpropagation algorithm is applied to train the 
weights.  The algorithm searches the steepest descent direction on the first iteration. A 
line search is performed to determine the optimal distance to move along the current 
direction. The next search direction is determined so that it is conjugate to previous one, 
which usually combines the new steepest descent direction with the previous search 
direction. In the k th iteration, the search direction is updated as: 
1−+−= kkkk pgp β  (7.5) 
88
where kp  represents the search direction, and kg  is the gradient of reconstruction error. 












The conjugate gradient algorithm converges faster than basic backpropagation 
algorithm and is a good choice for the network with a large number of weights. 
7.2.2 Kernel PCA 
Kernel PCA is another extension of PCA that utilizes kernel methods [105]. The 
mapping between original data and feature space is conducted in a kernel Hilbert space. 
Kernel PCA is proposed from the observation that N  points can always be linearly 
separated in d  dimension, where Nd ≥ . However, projecting original data directly into 
a higher dimension is not adoptable because of computational complexity of working in 
the kernel space. Therefore, the projection of original data to feature space is not really 
implemented. Instead, projecting the data to the inner space of the high dimensional 
feature space is studied. Similarly, the calculation will not be utilized to produce principal 
components themselves, but the projection of data in feature space onto those principal 
components. 
Assume )(xΦ  is the mapping function that maps data into a high-dimensional 







)()(1 xxC   (7.7) 
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To find eigenvalues λ  and eigenvectors v  of the covariance, the following 
equation is utilized: 
Cvv =λ   (7.8) 







)(xv α   (7.9) 
Multiplying )(xΦ  on each side of (7.8) and substituting (7.7) and (7.9) into it, the 
following equation is derived: 
K=λN   (7.10) 
where K  is the kernel function with following form: 
)()(),( xxxxK ΦΦ= T   (7.11) 
Selecting appropriate kernel function is important to the effect of KPCA. 
Polynomial kernels, radial basis function (RBF) kernels, and sigmoid kernels are three 
popular kernels used in KPCA. In this chapter, RBF kernel is focused on and one entry of 
K can be expressed as: 
)2/(|||| 22),( σjiek jiij
yxyxK −−==   (7.12) 
The kernel components related to a new data point x  are calculated as: 
aXxkx ),(=proj  (7.13) 
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where k has the same expression as in Eq. 7.12, and X  represents the training data that is 
used to calculate a .
7.2.3 Method for comparison 
Kernel detectors have been proposed to perform detection in kernelized high-
dimensional space [94][95]. To better demonstrate the performance of NLPCA and 
KPCA-based dimensionality reduction for target detection, we studied Kwon's kernel 
ACE detector and compare its performance.  
Assume the input pixel has been mapped by a nonlinear function )(xΦ  into a 














where Φn represents the Gaussian random noise with distribution ),0( C . ΦU  is the 
matrix whose column vectors are eigenvectors that span the mapped target subspace. Φ
is the abundance vector corresponding to columns in ΦU , and Φ  is the noise variance 
under Φ1H .










1−= T . Here, X  represents the mapped background 
spectral signatures, Y represents the mapped target spectral signatures, and is the 
matrix consisting of eigenvectors of kernel matrix Y)K(Y, .
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7.3 Experiments
NLPCA is applied on original hyperspectral dataset to extract nonlinear principal 
components. We compare the extracted principal components with the ones extracted by 
linear principal component analysis approach. Fig. 7.2 shows 5 PCs extracted by NLPCA 
and PCA. 
                           
                            
                           
                           
                           
(a)  NLPCA                                                                    (b) PCA 
Figure 7.2 The first five principal components comparison of NLPCA and PCA 
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Similarly, Kernel PCA is applied on original dataset and principal components are 
extracted for postprocessing. The extracted kernel principal components are also 
compared with extracted linear principal components. The extracted 5 PCs are shown in 
Fig. 7.3 for demonstration. 
                          
                           
                           
                           
                           
(a)  KPCA                                                                       (b) PCA 
Figure 7.3 The first five principal components comparison of KPCA and PCA 
To demonstrate the improvement of detection performance, we apply NLPCA on 
original dataset and combine it with ACE detector for target detection. The number of 
93
PCs selected usually impact the performance and we will discuss later its influence of 
number of principal components on detection performance. Here, 20 nonlinear PCs are 
selected for detection. For comparison, 20 linear PCs are also selected for detection. The 
performance of KPCA on target detection is also studied. The choice of kernel type and 
parameters affect the performance of detection. We tested several different kernels and 
found that the results of RBF kernel are much better than polynomial kernel and sigmoid 
kernel. As shown in Fig. 7.4, it is obvious that the performance of KPCA was better than 
the performance of original data in the detection of Fabric 1, Fabric 4 and Vehicle 1. In 
the detection of Fabric 2, its performance is better when the false alarm rate is high but 
not very good when the false alarm rate is low. In the detection of Fabric 3, Vehicle 2 and 
Vehicle 3, the performance based on KPCA is not good when the false alarm rate is low, 
but it can quickly achieve similar performance when the false alarm rate increases. The 
performance of NLPCA is similar to KPCA when detecting individual targets. The last 
plot in Fig 7.4 shows the comparison of overall performance and we can find that the 
KPCA and NLPCA can provide better detection performance than PCA or using original 
data. Generally, the performance of KPCA and NLPCA are similar, but the detection rate 
of NLPCA is a little higher than the detection rate of KPCA when the false alarm rate is 
low.
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(a) Fabric 1                                              (b) Fabric 2 
(c) Fabric 3                                              (d) Fabric 4 
  (e) Vehicle 1                                            (f) Vehicle 2 
Figure 7.4 Comparison of NLPCA, PCA and Original data based on ACE 




























































































































































(g) Vehicle 3                                            (h) Overall 
Figure 7.4 (continued) 
The relationship between the performance of NLPCA and the number of PCs are 
also studied. Here, different numbers of PCs are selected and ROC curves for all targets 
are generated to compare the performance.  
Fig 7.5 shows that the performance when with the number of principal 
components increasing. With more PCs, when the detection rate is high, false alarm rate 
may not improve accordingly. Overall, the performance can be very good with very few 
PCs. It also shows the effect of number of PCs on KPCA and PCA. When the false alarm 
rate is low, the effect of increasing number of PCs is similar for these two methods. 
However, when the false alarm rate is high, the detection rate of KPCA based method 
increases obviously with the number of PCs increasing. For PCA, the detection rate 
actually decreases with the increased number of PCs when the false alarm rate is high.  
To better demonstrate the performance of KPCA based detection, we compare the 
results with kernel ACE detector. The result is shown in Fig. 7.6. For comparison, we 
also include the result of NLPCA based detection. Fig. 7.6 shows that proposed NLPCA 
and KPCA based ACE detector performs much better than kernelized ACE detector. 





















































In this chapter, we applied nonlinear dimensionality reduction via NLPCA and 
KPCA for hyperspectral target detection. The linear PCA is combined with the same 
detector as the two methods and the results are compared and discussed. For nonlinear 
PCA based method, in addition to showing improvement of its performance over linear 
PCA based method, the effect of number of PCs are also studied. The experiment shows 
that the performance of nonlinear PCA based method can be very good with few PCs 
selected. For KPCA based method, when the false alarm rate is high, the detection rate 
increases obviously with the number of PCs increasing. The performance of KPCA based 
ACE detection is also better than the one with original dataset and the one with linear 
PCA. Kernel ACE is also studied and implemented for comparison of proposed 
approaches. The experiment result shows that proposed NLPCA and KPCA based ACE 





Figure 7.5 ACE performance comparison of PCA, NLPCA and KPCA with different 
numbers of PCs 






















































Figure 7.5 (continued) 
Figure 7.6 Performance comparison of KPCA, Kernel ACE and NLPCA 




















































Original + Kernel ACE
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CHAPTER VIII 
CONCLUSION AND FUTURE WORK 
In this research, new approaches have been developed for improving the 
performance of hyperspectral target detection. Specific conclusions can be summarized 
as below.  
1) We have developed a new approach to better estimate background covariance 
matrix to be used for target detection. Specifically, adaptive background characterization
technique that utilizes region segmentation is proposed to suppress noises or any non-
target interferences and increase target contrast. The approach is combined with several 
popular unstructured matched filter based target detectors and two hybrid target detectors. 
The experimental results demonstrate that using local adaptive background 
characterization, background clutters can be better suppressed than the original 
algorithms with global characterization. 
2) We propose to use sparseness constrained linear unmixing for hybrid structured 
and unstructured detectors. To better improve the linear unmixing and the following 
detection performance, band selection is also proposed to increase the incoherence of the 
endmember matrix. The computer simulation and real-data experiments demonstrate that 
the proposed sparseness constrained unmixing outperforms the non-negative constrained 
or fully constrained unmixing for target detection.
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3) As a frequently used preprocessing step in hyperspectral image analysis, 
spectral dimensionality reduction is introduced to alleviate computation burden without 
impacting detection performance. We propose random projection based dimensionality 
reduction and decision fusion for detection improvement. Although one run of random 
projection may involve performance variation, the fusion of multiple runs of random 
projections can robustly improve the detection accuracy. A GPU parallel implementation 
scheme is developed and implemented, which greatly reduces the computing time in the 
overall detection process. 
4) To better remove nonlinear correlation among hyperspectral bands, we propose 
nonlinear dimensionality reduction for hyperspectral target detection. Specifically, neural 
network-based NLPCA and kernel PCA are applied to the original data to extract 
principal components as features for hyperspectral target detection. The experimental 
results show that NLPCA and KPCA can outperform the traditional linear PCA in target 
detection. Their performance is also compared with directly kernelized detectors; based 
on our investigation, nonlinear dimensionality reduction followed by a linear detector 
may produce better detection performance than using a corresponding kernelized 
nonlinear detector on the original data.
As for future work, one aspect is related to sparseness constrained unmixing. 
Currently, we use L1 minimization to replace the L0 minimization, and the basis pursuit 
algorithm is utilized to find an approximation of solution, where the solution is equivalent 
to the sparseness constraint being imposed on the abundance vector in given 
circumstances; we also demonstrate that band selection can reduce correlation among 
endmember matrix, thereby improving the following unmixing performance. In [106], it 
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is shown that by assuming non-negative spectral reflectance values in the endmember 
matrix, the sparseness constrained problem is equivalent to a non-negative signal problem 
with relaxed fully constraint. In the future work, we will study the solution that can be 
found with this approach,. Furthermore, we will explore the improvement of performance 
that can be achieved with different band selection algorithms. 
In experiments of nonlinear PCA, we demonstrate that the performance is 
improved and better than the traditional linear PCA approach. We also demonstrate that 
adaptive background characterization can improve detection performance of unstructured 
matched filter based detectors and hybrid detectors. In the future work, we will focus on 
combining adaptive background characterization with nonlinear dimensionality reduction 
to further improve the performance. 
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