Abstract-Recent completeness results on the ZX-calculus used a third-party language, namely the ZW-Calculus. As a consequence, these proofs are elegant, but sadly non-constructive. We address this issue in the following. To do so, we first describe a generic normal form for ZX-diagrams in any fragment that contains Clifford+T quantum mechanics. We give sufficient conditions for an axiomatisation to be complete, and an algorithm to reach the normal form. Finally, we apply these results to the Clifford+T fragment and the general ZX-calculus -for which we already know the completeness -, but also for any fragment of rational angles: we show that the axiomatisation for Clifford+T is also complete for any fragment of dyadic angles, and that a simple new rule (called cancellation) is necessary and sufficient otherwise.
I. INTRODUCTION
The ZX-calculus is a powerful graphical calculus devoted to quantum information processing, introduced in 2008 by Coecke and Duncan [5] . The language relies on two fundamental structures in quantum mechanics: the interacting observables and the phase group. Thanks to its flexibility, the language has already been used in several topics such has the foundations of quantum mechanics [2] , [11] , measurement-based quantum computing [14] , [20] , [10] , quantum error correction [12] , [13] , [4] , [9] ... Quantum processes are described in the language as diagrams, providing a compact and down-to-earth visualisation. Diagrams can be manipulated through the interactive proof assistant Quantomatic [25] , [26] . As the quantum circuits, the diagrams are universal: whatever the considered quantum operation, there exists a ZX-diagram that describes it. This representation is however not unique: two distinct ZXdiagrams may represent the same evolution. As a consequence the language is equipped with a set of equations. These equations preserve the represented evolution: they are sound. The converse of soundness is completeness, and is much harder to get. It is achieved when, whenever two diagrams represent the same evolution, they can be transformed into each other using solely the transformation rules.
The question of the completeness of the ZX-calculus gave rise to a series of results on various fragments of the language. A fragment corresponds to a restriction on the phase group structure: the π n -fragment is made of the diagrams involving angles in π n Z only. The π 2 -and the π-fragments have been proved complete [1] , [15] ; and, more recently, a complete axiomatisation has been provided for the π 4 -fragment [22] , providing the first completeness result for an (approximately) universal fragment since this fragment corresponds to the socalled Clifford+T quantum mechanics. This has been then extended to a complete axiomatisation of the general ZXcalculus [23] , [19] .
All these recent completeness results for (approximately) universal ZX-calculi used different versions of another graphical language called ZW-Calculus [6] , [17] , [18] . The language describes the interactions between the only two non-equivalent kinds of entanglement between three qubits, precisely the GHZ and W states [16] . In its last version [18] , the ZW-calculus is crucially parametrised by a ring, and as a consequence admits a natural representation of matrices over this ring: the ZWdiagram represents the structure of the matrix where some of the generators are parametrised by the entries of the matrix. This representation of matrices led to a notion of ZW-diagrams in normal forms on which the proof of completeness is built.
The ZX-calculus is instead parametrised by elements of a group, the so-called phase group structure. The choice of the parameters has been driven by quantum mechanics, they correspond to rotation angles in the so-called Bloch sphere representation. Thus the primary use of the ZX-calculus is to represent quantum evolutions, and designing a ZX-diagram to represent a given matrix (over a ring) by combining each of its entries is much more involved than in the ZWcalculus. We introduce in this paper the first normal forms for (approximately) universal fragments of the ZX-calculus. This normal form is generic, depending on the considered fragment of the language. We reprove the two completeness theorems of the ZX-calculus, namely for the π 4 -fragment and the general calculus, but this time constructively (one theorem used in [23] was absolutely not constructive, while the proof of [19] induces an indirect and unnatural proof inside the ZX-Calculus itself). This new proof uses the normal form in the ZXcalculus, and hence does not need a third-party language. The normal form sheds light on the role of each axiom. This allows to give completenss results for other fragments: We show that for any fragment of dyadic angles (which allows for instance the exact representation of the Quantum Fourier Transform [29] ) is complete; we also show that for any other fragment of rational angles, the following new and simple rule, called cancellation, is necessary and sufficient for completeness:
In addition, the normal form can be used to build a diagram that represents any quantum evolution, and interestingly, the controlled-state introduced as an intermediary form can be used to perform the sum of two maps.
Related works. Three completeness results on diagrammatic languages have been established recently [3] , [7] , [30] , independently of the present work. In [3] , a new language, the ZH-calculus is introduced. The ZH-calculus is intuitively an angle-free ZX-calculus augmented with a generalisation of the H-generator with an arbitrary number of inputs/outputs and parametrised by a complex number. This language allows very nice and simple representation of some useful controlled operations. The authors give a completeness result based on normal forms. Like in the ZW-calculus, the entries of a complex matrix can be directly represented in a ZH-diagram while the representation of the scalars is the cornerstone -and the main technicality -of the normal forms in ZX-diagrams. In [7] , the authors show that a simpler axiomatisation of the ZX-calculus is enough to prove the equivalence of 2-qubit Clifford+T circuits. Surprisingly, the proposed axiomatisation is based on the use of diagrams which are not in the π 4 -fragment whereas all 2-qubit Clifford+T circuits are in this fragment. Very recently, this very axiomatisation was proven to actually be complete for the unrestricted ZX-calculus [30] . As such, it would simplify one of the axiomatisations of the present article, that we have denoted ZX A .
Structure of the paper. We first present the ZX-calculus in Section II. We then give the general structure of the normal form in Section III, and sufficient conditions for obtaining the completeness. We apply this for the general ZX-calculus in Section IV, for rational angles in Section V and in the particular case of the dyadic angles in Section VI. Full proofs for this paper can be found at arXiv:1805.05296.
II. THE ZX-CALCULUS

A. Diagrams and Standard Interpretation
A ZX-diagram D : k → l with k inputs and l outputs is generated by:
where n, m ∈ N, α ∈ R, and the generator e is the empty diagram.
and the two compositions: .
For any n, m such that n + m > 0:
To simplify, the red and green nodes will be represented empty when holding a 0 angle:
ZX-Diagrams are universal:
B. Calculus
Since the diagrammatic representation of a matrix is not unique with ZX-diagrams, the calculus comes with a set of axioms that can be used to rewrite diagrams as equivalent ones (diagrams that represent the same matrix). The axioms for the π 4 -fragment of the calculus are represented in Figure  1 .
To these axioms are added a set of transformation rules aggregated under the paradigm Only Connectivity Matters. It means that the wires can be bent at will, and that the inputs/outputs of the generators R Z , R X and H can be reordered at will. What matters is solely the connectivity between two nodes. Such axioms are:
When one can transform one diagram D 1 into another D 2 using only the rules of the ZX-calculus, we write ZX D 1 = D 2 , which can be done by applying axioms locally. Indeed, for any diagrams D, D 1 and
The local application of axioms is sound: it preserves the represented matrix. The converse of soundness is completeness. The language is complete if we can transform two diagrams into one another as long as they represent the same matrix:
In other words, the language is complete if it captures all the power of quantum mechanics.
C. Fragments of the Language
Even though the language is universal, it may be convenient to consider restrictions -called fragments. For instance, when the angles are restricted to multiples of π 2 , the language captures the properties of the so-called Stabilizer quantum mechanics [1] , a fragment of quantum mechanics which can be efficiently simulated on classical computer but which nonetheless can be used to describe quantum protocols or some interesting quantum entangled states. When restricted to angles multiple of π 4 , the language captures the properties of the Clifford+T quantum mechanics [22] . This fragment of quantum mechanics is particularly interesting as any quantum evolution can be approximated within this fragment. Larger fragments are also useful, for instance dyadic angles allow an exact representation of the quantum Fourrier transform. Notice that, from a computer science point of view, it is convenient to work within a fragment of rational angles to avoid the question of the implementation of arbitrary angles.
Fragments of the ZX-calculus are formalised as follows. Given an additive subgroup G of R/2πZ, let ZX G be the Gfragment of the ZX-calculus. The diagrams of ZX G are the subset of the ZX-diagrams which angles are in G. The rules of ZX G -calculus are those of the ZX-calculus which angles in G, i.e. the rules of Figure 1 with α, β, γ ∈ G. When G is generated by a one element of the form It is fairly easy to see that the standard interpretation . maps diagrams of the fragment G to matrices over R G :=
, e iG , that is, the smallest subring of C that contains the integers Z,
, and the set {e iα | α ∈ G}. As a consequence, ZX G -calculus is said to be universal for matrices over
In general, all matrices over R G are not expressible with a diagram of the fragment G.
). Indeed it is well-known that the so-called Toffoli gate, expressible as a matrix with integer entries, is not in the stabilizer fragment of quantum mechanics [29] and hence cannot be represented in these two fragments. However, we will show in the following that if π 4 ∈ G, then the fragment G is universal for matrices over R G (Theorem 1).
The set of axioms given in Figure 1 is known to be complete for the π 4 -fragment of the ZX-calculus [22] . It is also known that one only has to add the axiom (A) (Figure 2 ) to make the ZX-calculus complete in general [23] . When considering a set of rules augmented with an additional axiom, we use the superscript notation. For instance, the complete set of rules for the general ZX-calculus is denoted ZX A . Introduced in [22] as a syntactic sugar and used as a generator in [27] , [28] , [31] is the so-called triangle:
. It stands for a ZX-diagram of the 
III. CONTROLLED STATES AND NORMAL FORM
In the following, we will only consider fragments of the ZX-calculus that contain the angle 
(BW) Fig. 1 . Set of rules ZX for the ZX-calculus with scalars. All of these rules also hold when flipped upside-down, or with the colours red and green swapped. The right-hand side of (E) is an empty diagram. (...) denote zero or more wires, while ( · · · ) denote one or more wires. ZX G is obtained when constraining the angles α, β, γ ∈ G. 
A. The Transistor and its Algebra
We first define another syntactic sugar, which will be used in the normal form: Definition 2: We define the transistor as the three legged diagram 1 :
One can check that, using the axioms of the language: = and = π It can be seen as a control of a switch: if |0 is plugged on the left, the right wire is intact, but if |1 is plugged on the left, the right wire is "opened" by the operation. A classical transistor has a similar mechanics: if some electrical current is applied on the control side, it allows for current to pass through the vertical wire, otherwise it acts as an open switch. If we want to assimilate |0 to "no current" and |1 to "current", we actually have to apply NOT on the control wire: π This construction is interesting, for it can serve as a building block for several controlled operations. Moreover, it reacts interestingly with the generators of the language:
form a bialgebra: , when k, ∈ {0, 1}). As such, it has been used in [22] , [31] to create the Toffoli gate. The previous two propositions where observed as tensor network transformations with AND gates in [21] .
B. Controlled states
In this section, we present the cornerstone of the normal forms: the controlled states. Controlled states form a particular family of ZX diagrams with a single input and n outputs, their interpretation should map |0 to the uniform superposition For instance is a controlled scalar encoding
We introduce other examples of controlled scalars, parameterised by integer polynomials:
Definition 5: For any G ∈ G and any α ∈ G, let Γ α : Z[X] → ZX G be the map which associates to any polynomial P a ZX-diagram Γ α (P ) : 1 → 0, inductively defined as 0 → and ∀a ∈ N \ {0}, ∀b ∈ {0, 1}, ∀k ∈ N, and ∀P ∈ Z[X] such that deg(P ) < k,
For any integer polynomial P , the corresponding diagram Γ α (P ) is a controlled scalar encoding the scalar P (e iα ): Lemma 1: ∀G ∈ G, ∀α ∈ G, and ∀P ∈ Z[X],
Proof: By induction using (B1), α = and = (proven in [22] ).
Whereas it is not obvious in the ZX-calculus to add two given diagrams, a fundamental property of controlled states is that they can be freely added and multiplied (according to the entrywise product a.k.a. the Hadamard product or Schur product) as follows:
Lemma 2 (Sum and Product): For any controlled states
• . is the entrywise product.
Proof: This is routine to show.
C. Normal forms
Amongst the family of controlled state diagrams, we define those that are in normal form. Our definition of normal form is generic in the sense that it is defined with respect to a given set of controlled scalars. Intuitively the choice of these controlled scalars depends on the considered fragment of the language, as detailed in the next sections.
Definition 6 (Controlled Normal Form): Given a set S of controlled scalars, the diagrams in controlled normal form with respect to S (S-CNF) are inductively defined as follows:
• ∀D ∈ S, D is in S-CNF; 
D. Universality
While the main application of the notion of normal form is to prove completeness results (in the next sections), our first application is to prove the universality of ZX G for any G ∈ G. First notice that the universality of ZX G can be reduced to the existence of an appropriate set of controlled scalars:
Lemma 3 (Sufficient condition for universality): Given G ∈ G, if ∃S ⊆ ZX G a set of controlled scalars such that the map η :
Proof: It is easier to see this if we look at the interpretation of ZX-diagrams as matrices. η being surjective, for any x ∈ R G , there exists D x ∈ S such that D x = 1 x .
As pointed out, any diagram in S-CNF represents a quantum evolution of the form 1 ψ , where 1 is a column vector whose entries are all 1, and ψ is another column vector. Moreover, one can show that if D 0 = 1 ψ 0 and
Hence, by induction, for any column vector ψ over R G , one can perform the matrix 1 ψ as an S-CNF. Plus, π = 0 1 so we can recover a diagram representing the vector ψ. Finally, using the map/state duality, any matrix over R G can be represented as a ZX-state over R G , where some outputs wire are bent so as to become inputs (this procedure gives the S-NF form). Theorem 1: For any G ∈ G, ZX G is universal for matrices over R G :
Proof: Let S ⊆ ZX G be the set of all controlled scalars. According to Lemma 3 it suffices to show that η : S → R G is onto. Let x ∈ R G , there exist p ∈ N, α 0 , . . . , α k ∈ G, and P 0 . . . 
E. A sufficient condition for completeness
The controlled states give a generic internal structure for a diagram in normal form, by separating the coefficients of the process -i.e. controlled scalars intuitively accounting for the entries of the represented matrix -from the way they are combined. While the representation of the controlled scalars depends on the considered fragment, their combination is done in the π 4 -fragment. Hence, all the sound operations on the structure of the normal forms should be doable using the ZX rules, which are known to be complete for the π 4 -fragment [22] . The completeness for broader fragments is then reduced to the capacity to apply elementary operations on coefficients:
Theorem 2 (Sufficient condition for completeness): Given G ∈ G, ZX G is complete if ∃S ⊆ ZX G a set of controlled scalars such that η : S → R G = D → D |1 is bijective, and the following equations hold: ∀α ∈ G, ∀x, y ∈ R G ,
Before proving Theorem 2, notice that all the above equations are involving diagrams with a single input and no output, thus for any fragment the completeness reduces to the completeness for diagrams with 1 input and no output, or equivalently -by bending the wires -to diagrams representing 1-qubit state preparations which have no input and a single output:
Corollary 1: For any G ∈ G, ZX G is complete if and only if it is complete for 1-qubit state preparations, i.e. for all diagrams with no input and a single output.
Notice that thanks to the hypothesis of Theorem 2, one can associate to any state |ϕ ∈ R 
Lemma 6: With the hypothesis of Theorem 2, each generator can be transformed into a diagram in S-NF.
In the next sections, we will consider several fragments of the ZX-calculus for which we will exhibit a diagrammatic representation of controlled states. For some fragments, the above equations are provable, implying the completeness of the ZX-calculus for these fragments. For other fragments, we will need the help of some additional axioms to prove the above equations, implying the completeness of a ZX-calculus augmented with these additional axioms.
IV. NORMAL FORMS WITH ARBITRARY ANGLES
In the case of the general ZX-calculus, we know [23] that the language is complete with the set of rules in Figure 1 enriched with the axiom (A). Hence, we choose our set of rules to be precisely this set, denoted ZX A . Definition 9: Let Λ R : C → ZX [1, 0] be the map defined as:
Lemma 7: For any x ∈ C, Λ R (x) is a controlled scalar, and
The general ZX-calculus with set of rules ZX A is complete, and any ZX-diagram can be put into a normal form with respect to S R . Proof: Thanks to Lemmas 7 and 8, by application of Theorem 2.
V. COMPLETENESS AND NORMAL FORMS WITH RATIONAL ANGLES
In this section, we consider the case where the angles are rational multiples of π, i.e. fragments G ∈ G Q := {G ∈ G | G ⊆ Qπ}. Among the rational angles, dyadic angles, i.e. G D := {G ∈ G | G ⊆ Dπ}, where D := { p 2 q | p, q ∈ N} enjoy some particular properties, and are considered in details in the next section.
A. Incompleteness and a new rule for cancelling scalars
An interesting set of equations comes from the controlled scalars parametrised by integer polynomials, more precisely from those parametrised by cyclotomic polynomials. Indeed for any n > 0, Γ 2π n (φ n ) |1 = φ n (e i2π n ) = 0 (where φ n is the n th cyclotomic polynomial), thus Γ 2π
However, the corresponding equations are not provable in ZX when n = 8p with p an odd prime number, implying the incompleteness of any fragment of rational angles which contains at least one angle of the form Notice that a similar proof of incompleteness can be derived using cyclotomic supplementarity instead: For any G ∈ G Q \ G D , there exists an odd prime number p such that (SUP p ) is not provable in ZX G :
Hence the ZX-calculus needs to be completed to deal with rational angles. One possible way of doing this is to add the previous set of equations as axioms:
. This would translate as:
= with p prime and -as we will see in the following -would be enough for completeness. However, instead of adding one or several new equations, we propose to add a simple and very natural rule to the language, the cancellation rule which allows one to simplify non zero scalars: Definition 10 (Cancellation rule): The cancellation rule (cancel) is defined as follows. For any diagrams of the ZXcalculus D 1 and D 2 :
To prove the equation Γ π 4n (Φ 8n ) = on cyclotomic polynomials, we need to be able to perform the sum and the product of polynomials: Lemma 10: For any polynomials P and Q in Z[X]:
Now, thanks to the new rule (cancel) together with the previous lemma, we get:
Proposition 3: For any n > 0,
We show in the next subsection that the ZX-calculus augmented with the new cancellation rule makes the ZX-calculus complete for rational angles.
B. Normal forms
First, let G ∈ G Q \ G D be finite. Then, there exists n such that G is generated by To palliate this problem, we need to work in Z[X]/φ 8n (X) where φ 8n is the 8n th cyclotomic polynomial. Indeed, φ 8n is the unique irreducible polynomial with e 2iπ 8n as root. Then, applying the Euclidean division of Q by φ 8n :
where R and Q are uniquely chosen so that deg(R)
. Indeed, if P = 0, then P = 2 × 0 = 2P , so the last constraint imposes that p = 0.
Proof: Every element of R G is uniquely defined as We now need to meet the conditions of Theorem 2. First we notice that we can operate the sum and the product on controlled polynomials thanks to Lemma 10.
Two problems arise when trying to do the same with diagrams of S π
4n
. First of all, the sum of two diagrams in normal form can have a parity issue. For instance
2 ) which shall be reduced to 1 + X + X 2 . This is dealt with thanks to the following lemma: Lemma 13:
Secondly, the product of two polynomials may well end up with a degree larger than ϕ(8n). However, since we can operate the sum and product of controlled polynomials thanks to Lemma 10, we can derive the controlled version of the Euclidean division (DIV). Combined with Lemma 3, we get, assuming P = Qφ 8n + R:
All in all, any controlled scalar in the form Λ π 4n P can be reduced to a diagram in S π 4n . Lemma 14: 
VI. NORMAL FORMS WITH DYADIC ANGLES
In this section we focus on a particular case of dyadic angles, i.e. a subgroup of Dπ which contains π 4 (i.e. G ∈ G D ). In the previous section, we introduced the cancellation rule which makes the ZX-calculus complete for rational angles.
Notice that, given a fragment G ∈ G, the cancellation rule can be derived from the other rules if for every α ∈ G, α = 0 mod π, there exists an inverse of α , i. . This is the case in any fragment of dyadic angles:
Lemma 15: For any n ≥ 1, and any k ∈ {−2 n + 1, · · · , 2 n+1 − 1}, kπ 2 n has an inverse. There exist 0 ≤ m < n and p ∈ Z such that: For n ≥ 2, the π 2 n -fragment of the ZX-calculus with set of rules ZX π 2 n is complete, and any ZX-diagram can be put into a normal form with respect to S π 2 n = S π 4×2 n-2 . Corollary 3: For any G ∈ G D (finite or not), the fragment G with set of rules ZX G is complete, and any ZX-diagram can be put into a normal form with respect to S G := π 2 n ∈G S π 2 n .
VII. DISCUSSION
We now have a constructive proof for the completeness of the π 4 -fragment and of the general ZX-calculus. Additionally, we used the "generic" normal form to prove the completeness of the π 2 n -fragment for any n. When n ≥ 2, the π 2 n -fragment uses the set of rules ZX. In the general case, (A) is added to this set, and it has been proven to be necessary. We remind the complete axiomatisations used for the different fragments reviewed in this article in Figure 4 . We proved that any π 4n -fragment is complete with the set of axioms ZX augmented with the meta-rule (cancel). We leave as open the existence of a set of axioms that makes the π 4n -fragments complete without the use of a meta-rule. Such a potential (family of) axiom(s) has been identified as the cyclotomic supplementarity [24] . This can provide the inverse of α but only for some values of α. For instance, in the . However the results presented in this paper can be generalised to fragments which do not contain π 4 using the ∆ZX [31] , where the triangle is part of the syntax.
An application of the constructive proofs of completeness is the synthesis of ZX-diagrams: given a matrix one wants to produce a ZX-diagram representing this matrix. The proofs of completeness presented in this paper can be used for such synthesis of ZX-diagrams. Notice that combined with Circuit extraction, which consists in transforming a ZX-diagram representing a unitary transformation into a quantum circuit, the synthesis of ZX-diagram can also be used for quantum circuit synthesis [8] .
