Abstract. We establish an analytic local Hopf bifurcation theorem and a topological global Hopf bifurcation theorem to detect the existence and to describe the spatial-temporal pattern, the asymptotic form and the global continuation of bifurcations of periodic wave solutions for functional differential equations in the presence of symmetry. We apply these general results to obtain the coexistence of multiple large-amplitude wave solutions for the delayed Hopfield-Cohen-Grossberg model of neural networks with a symmetric circulant connection matrix.
Introduction
The purpose of this paper is to study the spatial-temporal patterns of solutions for systems of functional differential equations in the presence of symmetry. Of major concern is the existence, the asymptotic form, the isotropy group and the global continuation of periodic wave solutions. The well-known Hopfield-CohenGrossberg model of neural networks with delay provides the motivation and the illustration of our main general results.
We will start with the symmetric local Hopf bifurcation problem of the following parametrized system of functional differential equationṡ x(t) = L(α)x t + f(α, x t ), (1.1) where f (α, 0) = 0 and ∂ ∂φ f (α, 0) = 0 for α ∈ R and φ ∈ C := C( [−τ, 0] ; R n ), τ ≥ 0, is a given constant, x t is the usual notation for an element of C defined by x t (s) = x(t + s) with s ∈ [−τ, 0], L : R × C → R n is continuous and linear in the second argument. Moreover, there exists a compact Lie group Γ acting on R n such that f (α, γφ) = γf (α, φ) and L(α)γφ = γL(α)φ for (α, γ, φ) ∈ R × Γ × C, where γϕ ∈ C is given by (γφ)(s) = γφ(s) for s ∈ [−τ, 0]. We assume that there exists a critical value α 0 such that at α = α 0 , (i). The infinitesimal generator A(α) of the C 0 -semigroup generated by the linear systemẋ(t) = L(α)x t has a pair of purely imaginary eigenvalues ±iβ 0 ; (ii) the generalized eigenspace U iβ0 (A(α 0 )) associated with iβ 0 consists of eigenvectors of A(α 0 ) only and the restricted action of Γ on U iβ0 (A(α 0 )) is isomorphic to V ⊕ V for some absolutely irreducible representation V of Γ.
where f is a sigmoidal function normalized so that f (0) = 0, J = (J ij ) is a symmetric circulant matrix with all the diagonal elements identical to zero. It was shown by Hopfield [33, 34] and Cohen and Grossberg [10] that every solution of (1.2) is convergent to the set of equilibria if τ = 0. On the other hand, in electronic implementations of analog neural networks, time delays are present in the communication and response of neurons due to the finite switching speed of amplifiers (neurons). Designing a network to operate more quickly increases the relative size of the intrinsic delay and may cause sustained oscillations. In particular, Marcus and Westervelt [47] have demonstrated how the neuron gain, delay and the size and connection topology of the network affect the existence of oscillatory modes in continuous-time analog neural networks with time delay from the viewpoint of local analysis and with the help of numerical integration and some experiments on a small electronic network.
By using Theorem 2.1 and Theorem 3.3, we will show that system (1.2) exhibits very rich dynamics and various types of oscillations for large delay. In particular, we will obtain the coexistence of (i) pitchfork bifurcations of equilibria; (ii) Hopf bifurcations of synchronous oscillations (periodic solutions satisfying u i (t) = u i−1 (t) for i(mod n), t ∈ R); (iii) Hopf bifurcations of phase-locked oscillations (periodic solutions satisfying u i (t) = u i−1 (t − r n p), i(mod n), t ∈ R, where r ∈ {0, . . . , n − 1} is a given integer and p > 0 is a period of u); (iv) Hopf bifurcations of mirror-reflecting waves (periodic solutions satisfying u i (t) = u n−i (t), i(mod n), t ∈ R); (v) Hopf bifurcations of standing waves (periodic solutions satisfying u n−i (t) = u i (t − 1 2 p), i(mod n), t ∈ R, where p > 0 is a period of u). We will also show that several branches of phase-locked oscillations, standing waves and mirror-reflecting waves may bifurcate simultaneously from the trivial solution at some critical values of the delay.
The above wave solutions are special cases of the so-called coherent oscillation observed by Marcus and Westervelt [47] . In comparison with these results, we not only can detect the existence of sustained oscillations but also describe their spatio-temporal patterns. Moreover, as a result of our approach based on global bifurcation theorems, the coexistence of the aforementioned wave solutions will be established for delay not only near but also far away form the critical values. Therefore, we can obtain wave solutions of large amplitudes. We establish such global existence results by applying Theorem 3.3 and by (i) obtaining a priori bounds for periodic solution; (ii) excluding wave solutions of a certain period using the spectral analysis of Nussbaum [50] for circulant matrices (see Lemma 5.3, Theorem 5.4 and Theorem 6.3).
Depending on the value of the neuron gain (f (0)) and the topology and size of the interconnection matrix, the aforementioned oscillations can be either stable or unstable. In fact, in Marcus and Westervelt [47] it has been observed that some systems of neural networks with delay possess multiple basins of attraction for coexisting equilibria and oscillatory attractors. Due to the (topological) nature of our approach to the existence of wave solutions we are, in general, unable to discuss the stability of these waves, except in several special cases where the theory of monotone dynamical systems of Hirsch [32] and Smith [52] can be applied to exclude stable discrete waves, as will be illustrated in Section 6.
Finally, we mention that existing research has indicated some similarity between the system (1.2) with large delay and the parallel-update network u i (k + 1) = n j=1 J ij f (u j (k)) studied in Frumkin and Moses [18] , Goles-Chacc, FogelmanSoulie and Pellegrin [22] , Goles and Vichniac [23] , Grinstein, Jayaprakash and He [26] , Little [43] and Little and Shaw [44] . We wish to address the related singular perturbation problem in a future paper.
Analytic local symmetric Hopf bifurcations for FDEs
Let τ ≥ 0 be a given real number and C denote the Banach space of continuous mapping from [−τ, 0] into R n equipped with the supremum norm φ = sup −τ ≤θ≤0 |φ(θ)| for φ ∈ C. In what follows, if σ ∈ R, A ≥ 0 and x: [σ−τ, σ +A] → R n is a continuous mapping, then x t ∈ C, t ∈ [σ, σ+A], is defined by x t (θ) = x(t+θ) for −τ ≤ θ ≤ 0.
Suppose L : R × C → R n is continuous and linear in the second argument, f : R × C → R n is continuous and has continuous first and second derivatives in the second argument with f (α, 0) = 0, αf αφ (α, 0) = 0 for α ∈ R and φ ∈ C. Consider the following system of delay differential equationṡ
It is well-known that for each fixed α, the linear systeṁ
generates a strongly continuous semigroup of linear operators with the infinitesimal generator A(α) given by
Moreover, the spectrum σ(A(α)) of A(α) consists of eigenvalues which are solutions of the following characteristic equation
where the characteristic matrix ∆(α, λ) is given by
We assume (H1) The characteristic matrix is continuously differentiable in α ∈ R and there exist α 0 ∈ R and β 0 > 0 such that (i) A(α 0 ) has eigenvalues ±iβ 0 ; (ii) the generalized eigenspace, denoted by U iβ0 (A(α 0 )), of these eigenvalues ±iβ 0 consists of eigenvectors of A(α 0 ); (iii) all other eigenvalues of A(α 0 ) are not integer multiple of ±iβ 0 . (H2) There exists a compact Lie group Γ acting on R n such that both L(α) and
. Note that we do not require the eigenvalues ±iβ 0 to be simple. In fact, the presence of symmetry often causes these purely imaginary eigenvalues to be multiple. Hence, the standard Hopf bifurcation theory of functional differential equations (cf. Hale [27] and Hassard, Kazarinoff and Wan [29] ) cannot be applied. To state the next assumption, we note that under (H1), U β0 (A(α 0 )) is the real vector space consisting of Re(e iβ0· b) and Im(e iβ0· b) such that b ∈ Ker ∆(α 0 , iβ 0 ). Moreover, there exists a natural identification between Ker ∆(α 0 , iβ 0 ) and R 2m , where 2m = dim Ker ∆(α 0 , iβ 0 ), as a real vector space. We also require (H3) There exists an m-dimensional absolutely irreducible representation V of Γ such that Ker ∆(α 0 , iβ 0 ) is isomorphic to V ⊕ V , here a representation V of Γ is absolutely irreducible if the only linear mapping that commutes with the action of Γ is a scalar multiple of the identity. Then the columns of Φ α0 = (ε 1 , . . . , ε 2m ) form a basis for U iβ0 (A(α 0 )), where
It can be easily verified that
That is,
where
and Id m is the identity matrix of order m.
where η(α, θ) is an n × n matrix function of bounded variation in θ ∈ [−τ, 0]. Then (2.2) can be written asẋ
Along with this linear homogeneous equation, we will also consider the formal adjoint equationẏ
together with the bilinear form
for φ ∈ C and ψ ∈ C * := C([0, τ]; R n * ), where R n * is the space of n-dimensional row vectors. Let A * (α) denote the infinitesimal generator of the strongly continuous semigroup generated by (2.6) on C * . Then the subspace of solutions to the linear algebraic equation 
Proof. Let P and I − P denote the projection operators defined by the decomposition
As Ker ∆(α 0 , iβ 0 ) is Γ-invariant, P and I − P commutes with the Γ-action. Rewrite the equation
is the unique decomposition such that
Applying the implicit function theorem, we obtain δ 1 > 0 and an n × n matrix
is a solution of the first equation of (2.9), and D * (α, λ) commutes with the action of Γ on Ker ∆(α 0 , iβ 0 ). Therefore, the existence of an eigenvalue λ near iβ 0 for α near α 0 is equivalent to the existence of a solution of
Properly choosing a basis for C n , we may assume
Therefore,
Moreover, substituting d by D * (α, λ)b 0 in the first equation of (2.9), we get
Consequently, from (2.12) it follows that
As dim U iβ0 (A(α 0 )) = 2m, by the well-known folk theorem for retarded functional differential equations (cf. Hale [27] and Levinger [42] ) we have
Therefore, as det ∆ 22 (α 0 , iβ 0 ) = 0, we derive from (2.14) the following
On the other hand, under assumption (H3) we may assume
for some m × m real matrices F ij , i, j = 1, 2. The Γ-equivariance of D * (α, λ) implies that f (α, λ) commutes with the diagonal action of Γ on V ⊕ V , and hence F ij commutes with the action of Γ on V . By the absolute irreducibility of V , we have
Therefore, from the implicit function theorem it follows that there exist δ 0 > 0 and a continuous differen-
is an eigenvalue of A(α) with multiplicity 2m, and the corresponding eigenvector is
form a basis of U λ(α) (A(α)) with the required properties.
The same argument can be applied to construct the basis {c *
for the subspace of solutions to the equation
form a basis of U λ(α) (A * (α)) with the required properties. This completes the proof.
Remark 2.3. It can be easily shown that
We also need the following
The proof is similar to that of Lemma 3.9 on pp. 179 of Hale [27] and therefore is omitted.
Let ω = 
Denote by SP ω the subspace of P ω consisting of all ω-periodic solutions of (2.2) with α = α 0 . Then for each subgroup Σ ≤ Γ × S 1 , the fixed point set
is a subspace. Under assumption (H1), the columns of
,k≤m . Then, we can easily verify that
Therefore, θSP ω ⊆ SP ω . This completes the proof.
T2γ T1γ ) be given in the argument of Lemma 2.3. Then
and this action is isomorphic to the restricted action of
gives an isomorphism of the representation of R 2m and U iβ0 (A(α 0 )).
Lemma 2.5. Consider the linear nonhomogeneous equatioṅ
Proof. It is well-known that (2.17) has an ω-periodic solution if and only if 
So y(s − θ)γ is also an ω-periodic solution of (2.6) with α = α 0 . Consequently, for
This shows (γ, θ)g ∈ T P ω , completing the proof.
Recall that in Lemma 2.1, we have proved that under (H1)-(H3), there exist δ 0 > 0 and a continuously differentiable function λ :
consists of eigenvectors of A(α) and has the same dimension as U iβ0 (A(α 0 )). We can now state the final assumption-the transversality condition: 
must be of the above type. Proof. We start with the normalization of the period. Let
Let J : P ω → T P ω be a fixed Γ × S 1 -equivariant projection and let K : T P ω → P ω be a bounded linear Γ × S 1 -equivariant operator such that Kg is an ω-periodic solution of (2.17) for every g ∈ T P ω . Then u is an ω-periodic solution of (2.18) with Σ as the group of symmetry if and only if there exists z = (
We now apply the implicit function theorem to obtain a solution of the first equation of (2.19) 
The function u * (α, β, z) is continuously differentiable in (α, z) from the implicit function theorem. Moreover, a solution of the first equation of (2.19) satisfies a differential integral equation and hence, u
Furthermore, the uniqueness guaranteed by the implicit function theorem and the Γ-equivariance of f and L imply that
Consequently, all ω-periodic solutions of (2.18) are obtained by finding solutions (α, β, z) of the bifurcation equation
As noted in the proof of Lemma 2.5, g ∈ T P ω if and only if
So the bifurcation equation is equivalent to
) denote the isomorphism defined in the proof of Lemma 2.4. Then there exists a vector w 1 = (w 11 , w 21 )
One can easily verify that
Hence,
Consequently, we get
As G commutes with the S 1 -action, we have
The remainder of the proof proceeds exactly as in the proof of the standard Hopf bifurcation theorem (cf. Hale [27] ), and therefore is omitted.
A topological global Hopf bifurcation theorem
Theorem 2.1 enables us to detect generic Hopf bifurcations of periodic solutions. It also describes the spatial-temporal symmetry of the bifurcated periodic solutions. Therefore, one can often obtain a reduced system of functional differential equations which characterizes the bifurcated periodic solutions. In particular, for the delayed neural network to be studied in subsequent sections, generic periodic solutions are discrete waves, mirror-reflecting waves and standing waves which are completely characterized by a scalar functional differential equation with the period as an additional parameter. Due to this additional parameter, the reduced scalar functional differential equations have several discrete delayed and advanced arguments. This motivates us to consider the local existence and global continuation of periodic solutions for functional differential equations of mixed type and with two parameters.
We will need the following S 1 -bifurcation theory for a coincidence problem with two parameters. Let E be a real isometric Banach representation of the group G = S 1 . The isotypical direct sum decomposition is denoted by
. For simplicity, we assume that each E k , k = 0, 1, . . . , is of finite dimension.
All subspaces E k , k ≥ 1, admit a natural structure of complex vector spaces such that an R-linear operator A : E k → E k is G-equivariant if and only if it is C-linear with respect to this complex structure. Therefore, by choosing a basis in E k , k ≥ 1, we can define an isomorphism between the group of all G-equivariant automorphisms of E k , denoted by GL G (E k ), and the general linear group GL(m k , C),
For 
is the canonical direct sum of α 1 and α 2 .
Let F be another Banach isometric representation of G, and L: E → F be a given equivariant linear bounded Fredholm operator of index zero. We assume that L has an equivariant compact resolvent K : E → F. That is, K is equivariant and
In what follows, a point of the Banach space E × R 2 is denoted by (x, λ) with x ∈ E and λ ∈ R 2 , and the action of
We consider a G-equivariant continuous map f :
where Q : E× R 2 → F is a completely continuous map and the following assumption is satisfied
We further assume that at all points (x 0 , λ 0 ) ∈ N the derivative D x f (x 0 , λ 0 ): E → F of f with respect to x exists and is continuous on N . We say that (
is isolated if there are no other E-singular points in some neighbourhood of (x 0 , λ 0 ).
Suppose that (x 0 , λ 0 ) ∈ N is an isolated E-singular point. We identify R 2 with C, and for sufficiently small ρ > 0, we define α : D → N , D := {z ∈ C; |z| ≤ 1}, by
Clearly, the formula Ψ(z) :
and [21] established the following global bifurcation result by applying the S 1 -degree theory due to Dylawerski, Geba, Jodel and Marzantowicz [12] .
Geba and Marzantowicz
Moreover, if we assume that N is complete and every E-singular point in N is isolated, then for each bounded connected component P of S(f ), where S(f) denotes the closure of the set f −1 (0)\N , the set P ∩ S(f) is finite and
for every positive integer k.
With the above preparation, we can now consider global Hopf bifurcations for general functional differential equations of mixed type with two parameters.
Let X denote the Banach space of bounded continuous mappings x : R → R n equipped with the supremum norm. For reasons discussed at the beginning of this section, we will consider functional differential equations with both delayed and advanced arguments. Therefore, for x ∈ X and t ∈ R, we will use x t to denote an element in X defined by x t (s) = x(t + s) for s ∈ R. Consider the following functional differential equatioṅ
parametrized by two real numbers (α, p) ∈ R × R + , where R + = (0, ∞) and F : X × R × R + → R n is completely continuous. Identifying the subspace of X consisting of all constant mappings with R n , we obtain a mapping
Denote byx 0 ∈ X the constant mapping with the value x 0 ∈ R n . We call (x 0 , α 0 , p 0 ) a stationary solution of (3.1) if F (x 0 , α 0 , p 0 ) = 0. We assume (A2) At each stationary solution (x 0 , α 0 , p 0 ), the derivative of F (x, α, p) with respect to the first variable x, evaluated at (x 0 , α 0 , p 0 ), is an isomorphism of R n Under (A1)-(A2), for each stationary solution (x 0 , α 0 , p 0 ) there exists ε 0 > 0 and a continuously differentiable mapping y :
We need the following smoothness condition: (A3) F (ϕ, α, p) is differentiable with respect to ϕ, and the n × n complex matrix function
, where DF (x 0 , α 0 , p 0 ) is the complexification of the derivative of F (ϕ, α, p) with respect to ϕ, evaluated at (x 0 , α 0 , p 0 ). For easy reference, we will again call ∆ (x0,α0,p0) (λ) the characteristic matrix and the zeros of det ∆ (x0,α0,p0) (λ) = 0 the characteristic values of the stationary solution (x 0 , α 0 , p 0 ). So, (A2) is equivalent to assuming that 0 is not a characteristic value of any stationary solution of (3.1). p0 is a characteristic value of (x 0 , α 0 , p 0 ). We assume that there exists m ∈ J(x 0 , α 0 , p 0 ) such that (A4) There exist ε ∈ (0, ε 0 ) and δ ∈ (0, ε 0 ) so that on
. Consequently, the following integer 
To describe the global continuation of the local bifurcation obtained in Theorem 3.2, we need to assume (H5) All centers of (3.1) are isolated and (A4) holds for each center (x 0 , α 0 , p 0 ) and each m ∈ J(x 0 , α 0 , p 0 ).
for all m = 1, 2, . . . , where γ m (x, α, p) is the mth crossing number of (x, α, p) if m ∈ J(x, α, p), or it is zero if otherwise.
Proof of Theorems 3.2 and 3.3. Put
Clearly, x(t) is a p-periodic solution of (3. 
, the derivative of Q with respect to the first variable is given by
Identifying ∂D with S 1 , as (x 0 , α 0 , p 0 ) is an isolated center we can easily show that the mapping Id −(L + K)
] is an isomorphism of E and that the mapping Ψ :
is continuous. 
Then one can show, as in Erbe, Geba, Krawcewicz and Wu [13] , that γ k (x 0 , α 0 , p 0 ) = n k (x 0 , α 0 , p 0 ) and therefore Theorems 3.2 and 3.3 are simply an immediate consequence of Theorem 3.1 with
. This completes the proof.
Applications to delayed neural networks: Local existence and asymptotic forms of waves
We now consider the following system of delay-differential equations
which describes the evolution of a network of n saturating voltage amplifiers (neurons) with delayed output coupled via a resistive interconnection matrix, where the variable u i represents the voltage on the input of the ith neuron, and each neuron is characterized by an input capacitance C i , and a transfer function f i which is sigmoidal, saturating at ±1 with maximum slope at u = 0. More precisely, the transfer function f i satisfies the following condition:
(TF) f i : R → R is twicely continuously differentiable, strictly increasing, f (0) = 0, lim x→±∞ f i (x) = ±1 and xf i (x) < 0 if x = 0.
T = (T ij ) is called the interconnection matrix
where T ij has a value (R ij ) −1 when the noninverting output of the jth neuron is connected to the input of the ith neuron through a resistance R ij , and a value −(R ij ) −1 when the inverting output of the jth neuron is connected to the input of the ith neuron through a resistance R ij .
−1 is called the parallel resistance at the input of the ith neuron. The system was proposed by Hopfield [33, 34] and the time delay was incorporated by Marcus and Westervelt [47] to account for the finite switching speed of amplifiers. Similar systems were also investigated by Cohen and Grossberg [10] .
We will concentrate on the case of identical neurons
Rescaling time, delay and T ij by
we obtain the following normalized systeṁ In what follows, J = (J ij ) will be called the normalized interconnection matrix, and RC the characteristic network relaxation time.
We further assume that the normalized interconnection matrix J is a symmetric circulant matrix, i.e. J ij = a j−i+1 , where a i = a n−i+2 and the subscripts a k are written modulo n, so a 0 = a n , a −1 = a n−1 , etc. We will denote this by 1 , a 2 , . . . , a n ).
Circulant interconnection matrix includes the following four important special cases:
,
which represents all-excitatory or ferromagnetic networks, all-inhibitory or antiferomagnetic networks, symmetrically connected excitatory rings and symmetrically connected inhibitory rings of neurons, respectively. We will consider the Hopf bifurcation of periodic solutions of (4.1) with a circulant interconnection matrix J = circ(a 1 , . . . , a n ). The linearization of (4.1) at the trivial solution leads tȯ
is called the neuron gain. Regarding τ as the parameter, we first determine when the infinitesimal generator A τ of (4.3) has a pair of purely imaginary eigenvalues. Some version of the following result has appeared in Belair [6] and Braddock and van den Driessche [7] , we include the proof for the completeness of the presentation. 
Proof. For any x > 0, we have
So, q(ix) = 0 if and only if √ 1 + x 2 = R, arctan x = θ − τx + 2kπ for some integer k from which the conclusions (i) and (ii) follow.
As
there exist δ > 0 and a smooth curve λ :
Differentiating q(λ(τ )) = 0 with respect to τ , we get
This completes the proof.
To apply the previous lemma to system (4.3), we put
Clearly, {W 0 , . . . , W n−1 } spans C n . The eigenvalues of A τ of (4. 
. We now explore the symmetry in system (4.1). Let Γ = D n be the dihedral group of order 2n. Γ acts on R n by
where ρ is the generator of the cyclic subgroup Z n and κ is the flip. Clearly, system (4.1) is Γ-equivariant. It is an easy exercise to verify the following: Clearly, for any θ ∈ (0, ω),
is a subgroup of Γ × S 1 . We first consider 
In particular, 
Consequently, in order for the following equality
Consequently, (4.5) holds if and only if
Clearly,
The conclusion thus follows. Note that 
n ,
Lemmas 4.2-4.5 enable us to apply Theorem 2.1 to obtain the following result on the existence of smooth local Hopf bifurcations of wave solutions: and satisfying
More precisely, we have 
of (4.1) with sup |x(t)| t∈R < δ m and satisfying (4.7) must be of the above type. Remark 4.1. Periodic solutions satisfying (4.6) are called discrete waves in the literature (cf. Fiedler [16] and Golubitsky, Stewart and Schaeffer [25] and references therein). They are also called synchronous oscillations (if r = 0) or phase-locked oscillations (if r = 0) as each neuron oscillates just like others except not necessarily in phase with each other. The existence of synchronous oscillation in ordinary/partial differential equations has been extensively studied (cf. Alexander and Auchmuty [3] ) and some existence results have also been obtained for functional differential equations in conjunction with Turing rings with delayed coupling (see Krawcewicz and Wu [40] and Wu and Krawcewicz [55] . Periodic solutions satisfying (4.7) and (4.8) are called mirror-reflecting solutions and standing waves, respectively. Remark 4.2. As will be shown in the next section, the non-resonance condition (NR) is not necessary for the existence of bifurcations of periodic solutions.
Applications to delayed neural networks:
Global continua of discrete waves
Consider system (4.1) with a symmetric circulant interconnection matrix. Results in Section 4 show that, under certain conditions, system (4.1) has branches of periodic solutions u(t) which satisfy the following property:
where p is a period of u(t) and r is an integer satisfying 0 ≤ r ≤ n − 1.
Let x(t) = u 1 (t). Clearly, if u(t) is a solution of (4.1) satisfying (5.1), the x(t) is a solution of the following scalar functional differential equatioṅ
Conversely, if x(t) is a p-periodic solution of (5.2), then
T is a p-periodic solution of (4.1) satisfying (5.1). Consequently, there exists a oneto-one correspondence between a p-periodic solution of the scalar equation (5.2) and a discrete wave satisfying (5.1) of the system (4.1). When r = 0, system (5.2) reduces to the following scalar delay-differential equationẋ
This equation has been extensively studied. In particular, Mallet-Paret and Nussbaum [45] proved the following:
3) has at least (k + 1) periodic solutions x 1 (t), . . . , x k+1 (t) such that the period of x 1 (t) is larger than 2τ and the period of 1 2 , τ m ). Hence, for each τ > τ k , (4.1) has (k + 1) distinct synchronous oscillations with periods in (2τ, ∞) and ( τ m+ 1 2 , τ m ), respectively.
We now follow Mallet-Paret and Nussbaum [45] and call a periodic solution of (4.1) a slowly oscillatory solution if its period is larger than twice the delay, and a rapidly oscillatory solution if otherwise. So, Theorem 5.1 shows the coexistence of a slowly oscillatory synchronous oscillation and k rapidly oscillatory synchronous oscillations for τ > τ k under the assumption β n j=1 a j < −1.
In the case where 
The solution semiflow generated by equation (5.3) is eventually strongly monotone, and hence the stability of an equilibrium x * is determined by the associated ordinary differential equationẋ = −x + n j=1 a j f (x * )x by Theorem 3.1 of Smith [52] .
Consequently, if β n j=1 a j < 1, then the unique equilibrium 0 is asymptotically stable, and if β n j=1 a j > 1, then the trivial solution is unstable and other equilibria y * and z * are asymptotically stable. The generic convergence to the asymptotically stable equilibria is a consequence of the general theory of monotone dynamical systems developed by Hirsch [32] and Smith [52] . This completes the proof.
Throughout the remainder of this section, we assume
It can be easily shown that under this assumption, 0 is the only equilibrium of (5.2) for all p, τ > 0. Our goal is to apply the global bifurcation theorem in Section 3 to investigate the maximal continuation of each branch of discrete waves obtained in Section 4. (The discussion of the maximal continua of standing waves and mirror-reflecting waves is similar and thus omitted). The existence results in the previous section is local in character; the amplitude is small and the delay τ is close to the bifurcation values τ r,k . We will show that the existence of discrete waves (synchronous/phase-locked oscillations) is preserved as τ moves away form these bifurcation values. Clearly, as τ moves away from τ r,k , the amplitude of discrete waves may increase. Consequently, we obtain large-amplitude periodic solutions.
First of all, we establish some a priori bounds for possible periodic solutions of (5.2).
Lemma 5.1. If x(t) is a non-constant periodic solution of
Consequently, |x(t * )| < 1. This completes the proof.
Next, we exclude some periodic solutions with specific periods. Proof. If u(t) is a period solution of (4.1) of period τ , then u(t) solves the system of ordinary differential equationṡ
For this system of ordinary differential equations, Hopfield [33] showed that the time derivative of the energy function
Therefore, by the well-known invariance principle, each solution of (5.5) is convergent to an equilibrium. Consequently, (5.5) (and thus (4.1)) has no non-constant periodic solution of period τ . This completes the proof. 
Proof. Suppose that x(t) is an r
−1 nsτ -periodic solution of (5.2) with p = r −1 nsτ . Thenẋ
Clearly, x(t) is also nsτ -periodic. Let By Lemma 1.1 of Nussbaum [50] for the spectral analysis of circulant matrices, we have
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Consequently, for V (y) = n i=1 yi 0 f (s) ds, along solutions of (5.6), we have
y < 1 for all y = 0, then d dt V (y(t)) < 0 along nontrivial solutions of (5.6). This implies that (5.6) has no non-constant periodic solutions. Hence, x(t) must be constant. This completes the proof. Then for every τ > τ r,k , system (4.1) has a discrete wave (a p-periodic solution) satisfying u i−1 (t) = u i (t − r n p) for t ∈ R, i(mod n) and q r,k,1 < p/τ < q r,k,2 . Proof. We regard (τ, p) as parameters and apply Theorem 3.3. By (5.4), we can easily show that (0, τ, p) is the only stationary solution of (5.2) and the corresponding characteristic matrix
is clearly continuous in (τ, p, λ) ∈ R + × R + × C. This justifies (A1)-(A3) of Theorem 3.3 for the considered equation (5.2) .
To locate centers, we consider
Using results in Lemma 4.1 and notations in Lemma 4.2, we can show that for each fixed r, (0, τ, p) is a center if and only if there exist an integer m ≥ 1 and an integer
In particular, (0, τ r,k ,
) is a center and all centers are isolated. In fact, the set of centers is countable and can be expressed as
We now fix r ∈ {0, . . . , n − 1} such that |α r β| > 1.
) is an isolated center and 1
).
Consider q(λ) with m = 1. By Lemma 4.1 there exist ε > 0, δ > 0 and a smooth curve λ :
Clearly, if |τ − τ r,k | ≤ δ and (u, p) ∈ ∂Ω ε such that det ∆ (0,τ,p) (u + i 
By Theorem 3.3, we conclude that the connected component
) in Σ r is nonempty, where ) to be unbounded, the projection of
) onto τ-space must be unbounded. Consequently, the projection
) onto τ-space must be an interval [α, ∞) with 0 < α < τ r,k .
This shows that for each τ > τ r,k , (5.2) has a non-constant periodic solution with a period in (τq r,k,1 , τq r,k,2 ). This completes the proof. 
Note that we do not require non-resonance condition, but we cannot describe the smoothness, the isotropy group and the asymptotic form of the bifurcated wave solution.
Examples and further discussions
In this section, we concentrate on some specific networks to discuss some implications and limitations of our general results. For simplicity, we will only consider synchronous/phase-locked oscillations and omit the discussion about standing waves and mirror-reflecting waves.
6.
A. All-Excitatory Networks. For this special network, as f is an increasing function and the interconnection matrix has positive off diagonal elements, the solution semiflow is eventually strongly monotone and hence the convergence to equilibria is the dominant dynamics. More precisely, we have Proof. Let (x 1 , . . . , x n ) be an equilibrium of (4.1). Then
and from the increasing property of f it follows that x i = x j for all 1 ≤ i, j ≤ n. Therefore, (x 1 , . . . , x n ) is an equilibrium of (4.1) if and only if x = f (x) and x i = x for all 1 ≤ i ≤ n. Consequently, using property (TF) we conclude that (4.1) has a unique equilibrium (0, . . . , 0) if β < 1, and has three equilibria (y * , . . . , y * ), (0, . . . , 0), (z * , . . . , z * ) when f(y * ) = y * < 0 < z * = f(z * ) if β > 1. In the latter case, we also have f (y * ), f (z * ) < 1. We now consider the case where β < 1. As f is strictly increasing and J E has positive off diagonal elements, the general theory of Smith [52] shows that the solution semiflow generated by (4.1) is eventually strongly monotone and the zero solution (0, . . . , 0) of (4.1) is asymptotically stable if and only if the zero solution of the associated ordinary differential equatioṅ
is asymptotically stable. It can be easily shown that eigenvalues of (6.1) at the trivial solution are −1 + βα r , 0 ≤ r ≤ n − 1, where
i fr= 0,
Consequently, β < 1 implies that the zero solution of (6.1) is asymptotically stable. As each solution of (4.1) is clearly bounded, (0, . . . , 0) is the only equilibrium and is asymptotically stable. By results in Smith [52] , the zero solution is a global attractor.
In the case where β > 1, using the same argument as above we can verify that the zero solution (0, . . . , 0) is unstable, and (y * , . . . , y * ), (z * , . . . , z * ) are asymptotically stable. Again, by results in Hirsch [32] and Smith [52] , almost every solution of (4.1) is convergent to either (y * , . . . , y * ) or (z * , . . . , z * ), and there are monotonically heteroclinic orbits connecting (0, . . . , 0) to (y * , . . . , y * ) and to (z * , . . . , z * ). This completes the proof.
Remark 6.1. The above result shows that the generic dynamics of (4.1) is the convergence to equilibria. This is independent of the length of the delay τ . The only interesting phenomena is the bifurcation of the pitchfork type: as the neuron gain moves through value 1, the zero solution becomes unstable, and two asymptotic stable equilibria appear in either side of the origin in the ferromagnetic direction (u i = 1 for all 1 ≤ i ≤ n). This phenomena was observed in Marcus and Westervelt [47] .
Let us now try to apply Theorem 5.4 and Remark 5.3 to discuss the occurrence of discrete waves. Clearly, Remark 6.2. By Theorem 6.1, any synchronous/phase-locked oscillation obtained above must be unstable. Consequently, in all-excitatory networks, delay may cause discrete waves but these waves can hardly be observed in experiments. An interesting phenomena here is the simultaneous occurrence of (n − 1) branches of phase-locked oscillations with distinct phase differences. We should also mention that if (n − 1) β 2 −1 β 2 −(n−1) 2 is not a positive integer, then we can apply Theorem 2.1 to discuss the smoothness and directions of these (n − 1) branches of phase-locked oscillations. 
