Klasifikasi Dokumen Bahasa Indonesia Menggunakan Metode Multinominal Naive Bayes dan Jaringan Saraf Tiruan by Bagus Kurniawan
KLASIFIKASI DOKUMEN BAHASA INDONESIA MENGGUNAKAN METODE
MULTINOMINAL NAIVE BAYES DAN JARINGAN SARAF TIRUAN
 
Bagus Kurniawan¹, Retno Novi Dayawati², Angelina Prima Kurniati³
 
¹Teknik Informatika, Fakultas Teknik Informatika, Universitas Telkom
Abstrak
Klasifikasi adalah metode pengelompokan satu data kedalam suatu kelompok data berdasarkan
kemiripannya dengan data lain dalam kelas-kelas data yang telah di tentukan. Proses klasifikasi
ini juga dapat diterapkan pada berita berita berbahasa indonesia dengan menggunakan classifier
multinominal naive bayes. Namun terdapat suatu cara untuk meningkatkan hasil akurasi metode
multinominal naive bayes ini yaitu dengan menggabungkannya dengan metode jaringan saraf
tiruan setelah proses metode multinominal naive bayes secara sequensial untuk memperbaiki
sistem pemisahan linier dari metode multinominal naive bayes.
Hasil pengujian menunjukan bahwa metode gabungan antara multinominal naive bayes dan
jaringan saraf tiruan menghasilkan peningkatan performansi dibandingkan klasifikasi
menggunakan metode multinominal naive bayes saja. Sehingga dapat dikatakan bahwa metode
multinominal naive bayes dan Jaringan saraf tiruan dapat digunakan untuk proses klasifikasi
berita berbahasa Indonesia
Kata Kunci : Klasifikasi, classifier, multinominal naïve bayes, jaringan saraf tiruan dan akurasi.
Abstract
Classification is a method that group a data into one data class depend on that similiarity
characteristic with the other data .In this method the data classes have been determined before
the process. Classification process can be implemented for indonesian news document using
multinominal naive bayes classifier. There is a way to improve the accuration of multinominal
naive bayes for classification task by combining this method with artificial neural network method
sequentially.The artificial neuron network method is used to fix the linier separating system
which was created by multinominal naive bayes method.
The result show that the combined method add accuracy in spite of using only multinominal naive
bayes method. Depend on this fact that can be concluded that the combined method between
multinominal naive bayes method and artificial neuron network can be used for classifiying
Indonesian news document
Keywords : Clasification, classifier, multinominal naïve bayes, artificial neural network and
accuracy .
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1. PENDAHULUAN 
 
1.1 Latar belakang masalah 
Semakin berkembangnya jaman menyebabkan arus informasi yang 
semakin deras. Salah satu informasi penting yang telah berkembang cukup pesat 
dan banyak dicari orang adalah berita. Namun tidak semua orang tertarik dengan 
semua berita, melainkan mencari berita dengan topik tertentu saja. Bukanlah hal 
yang mudah bila harus memilah-milah sendiri berita yang ingin dibaca setiap 
harinya, baik itu melalui Internet maupun sumber-sumber yang lain. Oleh karena 
itulah akan sangat membantu bila terdapat sebuah sistem yang membantu 
memilah-milah atau mengklasifikasikan berita yang ingin dibaca.  
 Tugas akhir ini mengkolaborasikan dua buah metode yaitu metode 
multinominal naive bayes dan jaringan saraf tiruan yang pemprosesannya 
dilakukan secara sequensial. multinominal naive bayes merupakan metode naive 
bayes yang  digunakan untuk klasifikasi berbasis teks[11]. Metode ini termasuk ke 
dalam golongan analytical learning dalam skema pembelajaran yang 
menggunakan data training untuk memprediksi data tertentu. Metode ini berdasar 
pada sebuah asumsi antara atribut yang satu dengan yang lain pada sebuah object 
yang akan diklasifikasikan adalah saling bebas atau biasa disebut dengan 
conditional indepedence. Hal inilah yang menjadikan metode multinominal naive 
bayes sederhana untuk dimplementasikan, memiliki proses yang cepat dan cukup 
baik untuk data yang besar dan memiliki tingkat akurasi yang cukup tinggi. 
Metode ini merupakan metode yang memisahkan data secara linier sehingga 
diperlukan suatu pemisah linier yang dapat memisahkan data secara tepat. Namun 
metode ini memiliki masalah ketika berhadapan dengan banyak kategori. Kurang 
beragamnya data training dari segi distribusi datanya, Mengakibatkan salah satu 
kelas mendapatkan lebih banyak instance untuk dilatih dan dibandingkan kelas 
lainnya. Masalah lain pada metode ini adalah noise pada data.  
 Metode yang kedua adalah Jaringan saraf tiruan.Jaringan saraf tiruan 
adalah metode pada machine learning yang  termasuk ke dalam golongan 
inductive learning. Metode ini memiliki proses pembelajaran menggunakan node-
node dan bobot, dimana aturan-aturan yang diproduksi diperbaiki dengan 
perubahan bobot. Kemampuan belajar metode ini digunakan untuk memperbaiki 
hasil pemisahan linier metode multinominal naive bayes dan memperbaiki 
kesalahan prediksi pada saat pelatihan akibat noise dan outlier. Selain itu 
kelebihan lainnya adalah memiliki fault-tolerance. Jaringan saraf tiruan dapat 
digunakan untuk  mengetahui pola-pola tertentu untuk masalah yang kompleks. 
Keuntungan lain metode ini adalah memiliki kemampuan untuk mengurangi 
tingkat kesalahan melalui metode perubahan bobot. Sehingga dalam Tugas Akhir 
ini metode jaringan saraf tiruan digunakan sebagai metode untuk memproses data 
hasil metode multinominal naive bayes untuk meningkatkan akurasi klasifikasi 
suatu dokumen berita.   
 Metode jaringan saraf tiruan yang digunakan adalah metode 
Backpropagation. Backpropagation menggunakan perhitungan maju untuk 
menghitung error hasil klasifikasi dan propagasi balik digunakan untuk merubah 
bobot pada jaringan. Backpropagation dipilih sebagai tipe jaringan karena 
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keterhubungan atau relasi antar atribut belum diketahui jelas, Selain itu tidak 
menutup kemungkinan proses klasifikasi yang dilakukan menghasilkan masalah 
yang kompleks dan diperlukan sebuah solusi yang jelas. Metode Backpropagation 
dipilih sebagai metode JST yang digunakan untuk mengatasi kelemahan pada 
metode multinominal naive bayes karena metode ini sebelumya pernah 
dimplementasikan untuk aplikasi text retrival dan menghasilkan tingkat akurasi 
yang cukup tinggi yaitu sebesar 96%[ 1]. 
 
1.2 Perumusan masalah 
Dalam tugas akhir ini penulis menitikberatkan pembahasan pada peningkatan 
akurasi yang didapat dengan menggabungkan  Metode Multinominal Naive bayes 
dan jaringan saraf tiruan backpropagation dibandingkan dengan menggunakan 
metode multinominal naive bayes saja. Sehingga perumusan masalah untuk Tugas 
Akhir ini dapat dibagi menjadi point-point berikut : 
 Bagaimana menentukan perbandingan yang tepat untuk data 
training1,training2 dan data testing yang digunakan? 
 Apa saja yang harus dilakukan untuk menghasil term-term yang sesuai 
yang menunjang tingkat akurasi pada data dokumen yang disediakan ? 
 Bagaimanakah model JST backpropagation yang sesuai untuk 
menghasilkan tingkat akurasi yang baik pada metode gabungan ini ? 
 Seberapa besarkah perbaikan tingkat akurasi yang diberikan oleh metode 
jaringan saraf tiruan yang digunakan ? 
1.3 Tujuan 
Tujuan yang ingin dicapai dalam pembuatan Tugas Akhir ini 
antara lain : 
 Implementasi metode multinominal naive bayes dan JST pada proses 
klasifikasi dokumen berita bahasa indonesia. 
 Analisis akurasi metode multinominal naive bayes dan  jaringan saraf 
tiruan backpropagation  terhadap klasifikasi dokumen artikel berita 
 
1.4 Batasan Masalah 
Adapun batasan masalah dalam tugas akhir ini adalah sebagai berikut : 
 Dokumen yang diinputkan merupakan dokumen terstruktur yang telah 
jelas memiliki label judul dan isi dengan jumlah dokumen 450 buah 
 Untuk berita yang memiliki judul dan sub judul dilakukan penanganan 
khusus berupa penggabungan keduanya menjadi satu judul saja. 
 Untuk preprocessing tepatnya proses pembentukan term tidak menangani 
masalah phrase atau ungkapan dalam bahasa indonesia. 
 preprocessing stemming menggunakan algoritma porter stemmer untuk 
bahasa Indonesia 
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 Kelas-kelas klasifikasi telah ditentukan sebelumnya, yaitu: 
politik,ekonomi,hiburan,olahraga,teknologi. 
 
1.5 Metodologi penyelesaian masalah 
 Studi Literatur 
Pencarian referensi dan sumber-sumber lain yang dapat digunakan 
sebagai acuan dalam pembangunan aplikasi klasifikasi dokumen berita 
bahasa indonesia ini. 
 Implementasi Sistem 
 Menyiapkan data yang diperlukan untuk keperluan sistem 
 Data yang disiapkan berupa data untuk melatih metode 
multinominal naive bayes, jaringan sarf tiruan back propagation, 
serta data untuk menguji akurasi dari sistem. 
 
 Preprocessing 
 Proses dimulai dengan pemecahan documen menjadi term-
term.Setelah itu barulah dilakukan proses filtering,Stemming dan 
pembobotan.  
 
 Pembentukan Implementasi dan analisa Model 1(model 
Knowledge based neural network) 
a) Pembentukan model multinominal naïve 
bayes_1(Model Knowledge Based Neural Network) 
 Data latih 1 yang telah mengalami 
preprocessing selanjutnya digunakan untuk 
membuat model classifier metode Multinominal 
Naive Bayes. 
b) Pembentukan JST 1(Model Knowledge Based 
Neural Network) 
 Setelah model multinominal naive bayes 
terbentuk selanjutnya data latih 2 yang telah 
mengalami proses preprocesing dimasukan ke 
dalam model multinominal naive bayes yang telah 
terbentuk sebelumnya  hasil dari proses ini berupa 
nilai probabilitas suatu kata ke dalam suatu kategori 
dan nilai probabilitas dari suatu kategori terhadap 
keseluruhan dokumen.Hasil inilah yang nantinya 
akan menjadi bobot awal pada jaringan saraf tiruan 
yang akan dilatih dengan metode backpropagation. 
c) Analisa model 1(Model Knowledge Based Neural 
Network 
 Hal-hal yang dianalisa dalam proses ini 
adalah tingkat akurasi dan waktu pelatihan untuk 
model Knowledge Based Neural Network 
 
Tugas Akhir - 2009
Fakultas Teknik Informatika Program Studi S1 Teknik Informatika
  4 
 Pembentukan Implementasi dan analisa Model custom model  
a) Pembentukan model multinominal naïve bayes_2 
 Data latih 1 yang telah mengalami 
preprocessing selanjutnya digunakan untuk 
membuat model classifier metode ”Multinominal 
Naive Bayes”. 
 
b) Pembentukan JST 2(Custom model) 
  Setelah model multinominal naive 
bayes terbentuk selanjutnya data latih 2 yang telah 
mengalami proses preprocesing dimasukkan ke 
dalam model multinominal naive bayes yang telah 
terbentuk sebelumnya. Hasil dari proses ini adalah 
nilai probabilitas suatu instance masuk ke suatu 
kategori dan nilai probabilitas suatu instance tidak 
masuk ke suatu kategori.bila suatu instance tidak 
termasuk ke dalam suatu kategori maka intance 
tersebut akan masuk ke dalam kelas kategori khusus 
yang telah disediakan. untuk masing-masing 
kategori, hasil ini akan menjadi inputan bagi 
pembentukan JST backpropagation. 
 
c) Analisa model 2 
 Hal-hal yang dianalisa dalam proses ini 
adalah tingkat akurasi dan waktu pelatihan untuk 
model 2 
 
 Pross pengujian  
 Proses pengujian merupakan proses untuk mengukur 
tingkat akurasi data.Pengukuran ini dilakukan baik untuk data 
yang normal ,mengandung outlier, dan terhadap data yang 
penyebarannya tidak merata.Namun sebelumnya dilakukan proses 
pemilihan model JST antara model 1 dan model 2 berdasarkan 
tingkat akurasi dan waktu pelatihan jaringan terbaik. 
 
 Evaluasi dan Analisa keseluruhan hasil keluaran sistem 
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Diagram Proses pembentukan model : 
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5. KESIMPULAN DAN SARAN 
5.1 Kesimpulan 
Metode multinominal naive bayes dan jaringan saraf tiruan dapat 
dimplementasikan secara sequensial  untuk pengklasifikasian dokumen berita 
berbahasa indonesia. Pengimplementasian metode gabungan ini adalah dengan 
menggunakan custom model. Model ini dipilih karena berdasarakan hasil 
percobaan dan pengujian yang telah dilakukan menunjukan bahwa custom model 
memiliki tingkat ketahanan terhadapa kenaikan jumlah kategori dan menghasilkan 
tingkat akurasi yang lebih baik dibandingkan metode gabungan KBNN. Selain itu 
didapat juga bahwa dengan metode gabungan custom model diperoleh 
peningkatan akurasi sebesar 3.39 untuk data yang bersifat normal, dan 3.98 untuk 
data yang bersifat unbalanced dibandingkan dengan menggunakan metode 
multinominal naive bayes saja.Hal ini terjadi karena adanya pelatihan JST oleh 
custom model pada keluaran metode multinominal naive bayes yang mengurangi  






1. Hasil  yang lebih baik untuk metode gabungan multinominal naive bayes 
dan JST secara sequensial dapat diperoleh dengan menggunakan fungsi 
stemming yang benar-benar sesuai untuk bahasa indonesia.  
2. Hasil yang lebih baik untuk metode gabungan ini mungkin didapat dengan 
menambahkan algoritma-algoritma baru atau cara-cara baru yang sudah 
teruji untuk pelatihan model JST yang digunakan terutama yang berkaitan 
dengan parameter-parameter JST itu sendiri. 
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