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Spatial simultaneous autoregressive models have been adapted to model data
with both a geographic and a compositional nature. Interpretation of parameters
in such a model is intricate. Indeed, due to their spatial dimension, this interpreta-
tion must focus on impacts rather than parameters when they involve a lag of the
dependent variable and because of their compositional nature, this interpretation
should be based on elasticities (or semi-elasticities). We provide here exact formulas
for the evaluation of these elasticity-based impact measures which have been only
approximated so far in some applications. We also discuss their decomposition into
direct and indirect impacts.
1 Introduction
Impact of covariates in a classical (non spatial and non compositional) regression model
is based on the parameters of the model as follows: if a given covariate Xj increases by a
given additive amount δ, all things equal, it results in an additive increase of the expected
dependent variable Y equal to the product of δ by the parameter βj of that covariate.
This results from the fact that the expected value of the dependent variable, E(Y | X),
is the sum of the linear term βjXj, (where βj is the parameter associated to Xj) and
other terms independent of Xj. If one now considers a spatial simultaneous autoregres-
sive model, this simple interpretation gets more complex due to the fact that the link
between the expected value of the dependent variable and the covariate of interest then
involves a so-called filter matrix. For spatial autoregressive models with a lag component,
this type of interpretation has been introduced by [LeSage and Pace, 2009]. In a compo-
sitional regression model, some variables (dependent and/or independent) may be vectors
of parts conveying relative information on some parts of a total abundance characteritic.
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In such a model with compositional variables possibly on both sides of the regression
equation, [Morais and Thomas-Agnan, 2020] show that an interpretation of variations in
the simplex is possible through the use of elasticities or semi-elasticities depending on
the particular type of model. However, their derivation is for the case of independence
between individuals and has to be extended now in the framework of cross-correlations
between individuals (locations). Finally in a model of the spatial autoregressive type for
compositional data, such as the one introduced in [Nguyen et al., 2020], the two difficul-
ties are present and one needs to combine the two approaches. Another difficulty arises
when trying to define the decomposition of these impact measures because the tradi-
tional decomposition into direct and indirect impacts is based on the classical addition
in Euclidian space. In Section 2, we review the basic tools of compositional regression
models and in particular the models combining a spatial and a compositional dimension.
Section 3.2 recalls the impacts computations in the spatial autoregressive models with a
single dependent variable and in the compositional regression models. In Section 4, we
first extend the impacts computation to the multivariate regression framework and we
develop formulas for the exact evaluation of these impact measures in the case of a model
with a spatial and compositional dimension. Section 5 addresses the question of their
decomposition into direct and indirect impacts.
2 Simplex operations reminder
Let us briefly recall some tools for working with compositional data. A D-composition u
is a vector of D parts which can be represented in the so-called simplex space
SD =
{
u = (u1, . . . , uD)






where T is the transposition operator. For any vector w ∈ R+D, the closure operation is
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. The perturbation and the powering opera-
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u⊕v = C(u1v1, . . . , uDvD), u,v ∈ SD and λu = C(uλ1 , . . . , uλD), λ is a scalar,u ∈ SD











where u ∈ SD, B = (blm) with l = 1, . . . L, m = 1, . . . , D
is a L × D matrix satisfying BjD = 0D and BT jD = 0D where jD (resp 0D) denote the
D-dimensional column vector of ones (resp zeros).
For a D × (D − 1) contrast matrix VD (see e.g. [Pawlowsky-Glahn et al., 2015]) , an
isometric log-ratio transformation (ilr) is then defined by: u∗ = ilr(u) = VTDln(u), where
the logarithm of u ∈ SD is understood componentwise, and the inverse transformation is
given by: u = ilr−1(u∗) = C(exp(VDu∗)).
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3 Covariates impacts in spatial autoregressive mod-
els and in simplicial regression models
Before combining these techniques in the next section, we remind the reader the results
about covariate impact evaluation both in spatial autoregressive models and in simplicial
regression models.
3.1 Spatial autoregressive models
Let us consider here a spatial autoregressive regression model, often referred to as the
LAG model, of the following type
Y = ρWY + Xβ + ε, (1)
where Y = (Y1, · · · , Yn) is the vector of observed values of the dependent variable at n
locations in space, X = (xki )i=1,···n,k=1,···K is a n×K matrix of K covariate values observed
at the same locations, ε is a vector of i.i.d. disturbances with mean zero and variance σ2,
and W is a n×n neighborhood matrix. In spatial econometrics, the neighborhood matrix
elements wij are measures of proximity between locations i and j [Bivand et al., 2008] and
the lagged vector WY contains averages of the values of the variable Y in neighboring
locations when W is row normalized. In order to assess the covariate impacts, one has to
first rewrite the model equation in the so-called the reduced form
Y = (I − ρW)−1Xβ + ε, (2)
where I is the identity matrix of size n. Equations (1) and (2) are equivalent provided
the parameter ρ is such that the filter matrix A(W ) = I − ρW is invertible. [LeSage and
Pace, 2009] show that due to the presence of the filter matrix, the parameters of each
explanatory variable no longer measure the marginal effect of a change in this explanatory
variable on the dependent variable. These marginal effects are measured by the matrix





when i and j range in the set of n locations. For a given variable Xk, these can be easily
expressed in terms of the parameters and the terms of the filter matrix bymeij = aij(W )β
k
where aij(W ) denotes the general term of the filter matrix and β
k is the parameter corre-
sponding to variable Xk. [LeSage and Pace, 2009] propose to summarize these n2 impact
measures separating the direct effects corresponding to i = j from the indirect effects





j=1meij then measures the average
cumulative effect of increasing Xk by one unit at all locations on any of the Y value. The
average direct impact DEk = 1
n
∑n
i=1meii (respectively the average indirect impact, also
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j=1,j 6=imeij) measure the average cumulative effect
of increasing Xk by one unit at all locations on the corresponding Y value (respectively
the average cumulative effect of increasing Xk by one unit at all locations on the Y values
at all other locations).
3.2 Simplicial regression models
Turning now attention to simplicial regression models, we will focus on the case where the
dependent variable is of a compositional nature Y ∈ SD and we will assume for simplicity
that none of the explanatory variable is compositional. For a given choice of contrast
matrix V, the ilr transformed vectors and parameters will be denoted by Y∗ and b∗.
In that case, [Morais and Thomas-Agnan, 2020] show that the marginal effects should
be measured using semi-elasticities to respect the simplex structure of the space of the





where E⊕Y is the expected value in the simplex of the simplex valued random variable
Y. [Morais and Thomas-Agnan, 2020] show that for each individual the vector of semi-






where Wz = ID − 1Dz′ with ID the D ×D identity matrix and 1D the D × 1 vector of
ones, W∗z = WzV, b
k is the vector of parameters in the simplex for variable Xk and b∗k
is the vector of parameters in coordinate space for variable Xk. Let us recall that the
vector seki = (se
k
i1, · · · sekiD) of semi-elasticities satisfies the following property
D∑
m=1
sekimYim = 0 (6)





belongs to SD and is related to the vector of semi-elasticities by
sdki = C(exp(seki )) (8)
.
4
4 Elasticity-based impacts for the spatial-compositional
regression model
[Nguyen et al., 2020] introduce a simultaneous spatial regression model of the LAG type
for compositional data. [Thomas-Agnan et al., 2020] present an application of this model
to land use data. Although it is possible to use a different set of explanatory variables
for each ilr coordinate, we will assume for simplicity that the same set of K explanatory
variables is used in all coordinate regression equation. The model can be written in the
simplex as follows
Y = (W ·4Y)  R⊕X β ⊕ ε, (9)
where R is a D × D matrix of autocorrelation parameters such that RjD = 0D and
RT jD = 0D, β is a K × D matrix of parameters. ε is a n × D matrix of compositional
errors satisfying the following conditions. Denoting by ε.l the columns of ε and by εi. its
rows, we assume that E(ε∗i.ε∗j.T ) = Σ∗ if individuals i and j are equal and 0 if they are
different, where Σ∗ is a (D− 1)× (D− 1) covariance matrix. [Thomas-Agnan et al., 2020]




In(D−1) − ((R∗)T ⊗W)
)−1 [






where ⊗ denotes the Kronecker product of matrices and where veccA denotes the column
vectorization obtained by stacking the columns of a matrix A. For i, j = 1, · · ·n and
l,m = 1, · · ·D, let us denote by ail:jm(W) the general term of the n(D − 1) × n(D − 1)
filter matrix A(W) = (In(D−1) − ((R∗)T ⊗W))−1.
The covariate impacts in [Thomas-Agnan et al., 2020] are assessed using approxima-
tions of semi-elasticities based on finite defferences. After recalling the calculation of
approximate elasticites, we are now going to develop a formula for an exact evaluation of
these quantities.
4.1 Approximate semi-elasticities






 (Yim(xj + δ)	 Yim(xj)) (11)
which can be rewritten
Yim(xj + δ) = Yim(xj)⊕ C(sdδij,m) = C(Yim(xj)sdδij,m) (12)





∼ 1 + δ log(seij,m) (13)
also equivalent to
Yim(xj + δ)− Yim(xj)
Yim(xj)
∼ δ log(seij,m) (14)
(14) allows the interpretation of the value of a semi-elasticity computed by the exact
formula (21): δ log(seij,m) represents the percentage change of Yim(xj) when xj increases
by δ. But it also allows to approximate the semi-elasticity by finite differences if one does
not want to use the exact formula and this is how they were computed in [Thomas-Agnan
et al., 2020].
4.2 Exact semi-elasticities





and therefore to extend (4). Note that these semi-elasticites are now doubly-indexed as
for the marginal effects (3). Using the same approach as [Morais and Thomas-Agnan,









The first term on the RHS is given by an application of Lemma 4.2 in [Morais and




For computing the second term, using the reduced form of the model in coordinate












where Uk is a sum of terms involving the other explanatory variables at the exception of










If we denote by Aij(W) the (D − 1) × (D − 1) submatrix of the filter matrix A(W)
corresponding to all terms involving locations i and j, we can rewrite the result for the





1 , · · · , β∗kD−1)T (20)
Combining (17) and (20), we get the following theorem
Theorem 1. In the spatial simultaneous autoregressive model (9), the vector of semi-





1 , · · · , β∗kD−1)T (21)
It is possible to extend easily this result to the case of a compositional explanatory
variable with the same technique and we obtain
Theorem 2. In the spatial simultaneous autoregressive model (9), the vector of semi-







Finally, to get the classical decomposition into direct, indirect and total impacts, one
first needs to re-arrange the semi-elasticities computed at the individual level by (21)
into D matrices of size n × n (one matrix of semi-elasticities per component). For each
component, the diagonal elements correspond to direct impacts, and the extra-diagonal
terms to indirect impacts. The classical way to summarize these impacts is to compute
the average of the direct impacts (diagonal of the impacts matrix) and the row-average
of the column-sums of extra-diagonal impacts for the indirect impacts. In order to do so
here, we need to define a proper way for aggregating the semi-elasticities. Given (6) and
(4), it is more convenient to properly aggregate simplex derivatives with the perturbation
operation of the simplex rather than to aggregate semi-elasticities.



























In case of a large data set, in order to reduce the computational burden, one may envision
to restrict the second sum of the indirect effect to couples (i, j) with j being a neighbor









where V (i) is a neighborhood of i.
Now to interpret these results we need somehow to go back to the semi-elasticities space.
Based on (8), we define the “average direct semi-elasticity” to be S.ADE = log(ADE).
The “average total indirect semi-elasticity” can be defined by S.AIE = log(AIE). These
two quantities can be interpreted as percentage changes “average” impacts in the same
way as semi-elasticities with a notion of “average” adapted to the simplex.
To go beyond the interpretation of these two summaries into more detail, other options
are possible. The first one would be to graph the densities of the direct and indirect semi-
elasticities. A further step towards keeping more information, would be to map for each
component the set of local contributions to the direct effect seii,m. For local contributions
to the indirect effect, we have the choice between the vector log
⊕
j:j 6=i,j∈V (i) sdij or the
vector log
⊕
i:i 6=j,j∈V (i) sdij depending on whether we want to focus on the change of Y at
a given location induced by changing X at other locations or the change of Y induced at
a given location by changing X on at all other locations. Instead of maps, one could also
consider producing graphs of the densities of the direct and indirect semi-elasticities.
6 Illustration on a toy example
The objective of this section is to use simulated data in order to assess the relative accu-
racy of the approximate and exact semi-elasticities and to illustrate the semi-elasticities
interpretation. We will also show that if the data generating process is indeed driven by
a spatio-compositional model, using assessments of covariate impacts based on a wrong
model (non-spatial or non-compositional) can lead to erroneous conclusions.
6.1 Data generating process and summary statistics
Our simulation framework is based on a dataset and a model fitted in [Nguyen et al.,
2020]. We consider the 13 departements of the French Occitanie region and we simulate
for each departement the vote shares of three parties: Left, Right and Extreme Right
(XR) using a spatial-compositional regression model. In this model, we have two classical
variables (unemployment rate, denoted “unemp” and income rate denoted “income”) as
explanatory variables and the values of the parameters have been chosen close to those
obtained in [Nguyen et al., 2020], although not at the same geographical scale. We
simulate in the ilr space the following model :
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The geometries of the departments have been simplified and we consider rook contiguity-
based weights. Finally, Table 1 gives summary statistics and Figure 1 represents the
explanatory variables, the spatial weight matrix and the simulated vote shares in the
simplex.
Table 1: Summary statistics
min max mean median sd
unemp 0.05 0.11 0.08 0.08 0.02
income 0.39 0.54 0.43 0.42 0.04
Left 0.28 0.45 0.37 0.37 0.04
Right 0.11 0.19 0.14 0.13 0.02
XR 0.42 0.54 0.49 0.50 0.04
6.2 Models results
Table 2 presents the results of the multivariate independent and spatial regression models.
As expected, most of the parameters estimates of the spatial model appear to be closer
to the data generating process ones. The estimated variance of the non spatial model
is larger than in the spatial one because it incorporates the variability due to spatial
dependence.
6.3 Relative accuracy of exact and approximate semi-elasticities
We are first going to compare the semi-elasticities of the data generating process computed
with the exact formula, which reflect the true impact of the covariates with the estimated
semi-elasticities obtained via the exact and the approximate formulas, using both models
(the DGP model and the independence model).
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Figure 1: Top row: maps of the explanatory variables (unemployment and income rate),








Unemployment rate in Occitanie
Source: Insee 2018
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Income rate in Occitanie
Source: Insee 2018
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Table 2: Multivariate independent and spatial regression models








Constant -2.242(0.513)∗∗∗ -0.023(0.114) −1.933(0.723)∗∗ −0.359(0.085)∗∗∗
unemp 0.679(1.982) 4.621(0.440)∗∗∗ −0.314(2.361) +3.526(0.277)∗∗∗
income +3.484(1.084)∗∗∗ +0.693(0.241)∗∗ +3.682(0.924)∗∗∗ +0.703(0.108)∗∗∗
R∗.1 - - +0.777(0.385)
∗ +0.351(0.933)
R∗.2 - - −0.0364(0.0453) +0.615(0.109)∗∗∗
Σ∗.1 +0.189 +0.0048 +0.0136 −0.00017
Σ∗.2 +0.0048 +0.00937 −0.00017 +0.000189
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
6.3.1 Using the non spatial model
Table 3 presents the semi-elasticities computed with the non spatial model for the variable
unemployment. The relative absolute error is printed below in brackets given that the
true semi-elasticity are evaluated based on total impacts. The sign printed to the left of
the relative absolute error is the sign of the true value: a comparison with the sign of
the estimated value above thus indicates whether there is a sign error in the estimation.
We can see that the approximated and exact semi-elasticities are quite close. In order
to visualize the results (in particular in view of applications with a larger number of
locations), we propose to use parallel boxplots as on the left hand side of Figure 2. It is
also possible to represent the semi-elasticities associated to each location on a map (see
right hand side of Figure 2).
6.3.2 Using the spatial model
In the same fashion as Table 3, Table 4 reports the exact semi-elasticities computed
using the correct specification, i.e. the spatial model. The approximate and exact semi-
elasticities computed with the spatial model are very close. As the number of semi-
elasticities is more important than in the non-spatial model, we only represent in Table 4
the exact semi-elasticities and below, in brackets, the relative absolute error computed
with the true semi-elasticities from the DGP. Note that this spatial model has 14 pa-
rameters for 13 observations, which may explain some instabilities. Figure 4 presents the
parallel boxplots of the semi-elasticities, as on the left hand side of Figure 2 but for the
spatial model. We can see that the largest errors come from the indirect semi-elasticities.
Figure 3 illustrates the fact explained in Section 3.1 that in a spatial-compositional
regression model, a change of a particular unit has an impact on itself but also on all other
units. Figure 3 is a map of the semi-elasticities after changing only the first observation
(”Lot” department on the top-left). In this case, the direct semi-elasticity is shown on
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Table 3: Semi-elasticities using the non spatial model. Comparaison with the true semi-
elasticities of the DGP.
Approximate Exact
Left Right XR Left Right XR
LT -3.14 -2.18 3.00 -3.14 -2.18 3.00
(-0.40) (-0.29) (0.45) (-0.40) (-0.29) (0.45)
LZ -2.82 -1.86 3.32 -2.82 -1.86 3.32
(-0.42) (-0.30) (0.44) (-0.42) (-0.30) (0.44)
TG -3.10 -2.14 3.04 -3.10 -2.14 3.04
(-0.40) (-0.29) (0.46) (-0.40) (-0.29) (0.45)
TA -3.09 -2.13 3.05 -3.09 -2.13 3.05
(-0.42) (-0.32) (0.44) (-0.42) (-0.32) (0.44)
AV -2.96 -2.00 3.18 -2.96 -2.00 3.18
(-0.43) (-0.33) (0.43) (-0.43) (-0.33) (0.43)
GA -3.33 -2.37 2.81 -3.33 -2.37 2.81
(-0.41) (-0.31) (0.45) (-0.41) (-0.31) (0.45)
GE -2.90 -1.94 3.24 -2.90 -1.94 3.24
(-0.44) (-0.36) (0.41) (-0.44) (-0.36) (0.41)
HG -3.41 -2.44 2.73 -3.41 -2.45 2.73
(-0.43) (-0.35) (0.43) (-0.43) (-0.35) (0.43)
AU -3.16 -2.20 2.98 -3.16 -2.20 2.98
(-0.42) (-0.32) (0.44) (-0.42) (-0.32) (0.44)
HE -3.43 -2.47 2.71 -3.43 -2.47 2.71
(-0.41) (-0.32) (0.45) (-0.41) (-0.32) (0.45)
HP -3.21 -2.25 2.93 -3.21 -2.25 2.93
(-0.41) (-0.30) (0.45) (-0.41) (-0.30) (0.45)
AR -3.13 -2.17 3.01 -3.13 -2.17 3.01
(-0.43) (-0.34) (0.43) (-0.43) (-0.34) (0.43)
PO -3.40 -2.44 2.74 -3.40 -2.44 2.74
(-0.39) (-0.28) (0.47) (-0.39) (-0.28) (0.47)
the top left department and the indirect semi-elasticities are all the others. Obviously,
the spillovers are more important in the neighborhood of the change location, even more
so as they are close to the location of the change.
7 Conclusion
We have discussed how to evaluate covariate impacts in the framework of a spatial au-
toregressive model involving compositional variables. We have developped formulas for
the exact computation of semi-elasticities in these models and compared them with ap-
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Figure 3: Map of the semi-elasticities corresponding to a change of the top left unit, one
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Impacts due to s1 on y2
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Impacts due to s1 on y3
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TG TA AV GA
GE HG AU HE
HP AR PO
13

















Table 4: Semi-elasticities using the spatial-compositional regression model. Comparaison
with the true semi-elasticities of the DGP.
Direct impact Indirect impact Total impact
Left Right XR Left Right XR Left Right XR
LT -0.34 -1.09 4.08 0.06 -2.78 2.23 -0.29 -3.87 6.31
(-0.79) (-0.57) (0.93) (-1.02) (-4.11) (0.34) (-0.95) (-0.26) (0.15)
LZ -0.27 -0.94 4.07 0.08 -2.84 2.34 -0.19 -3.78 6.41
(-0.805) (-0.605) (0.884) (-1.022) (-8.956) (0.377) (-0.960) (-0.419) (0.083)
TG -0.34 -1.35 4.25 0.04 -2.54 2.04 -0.31 -3.89 6.29
(-0.823) (-0.464) (0.742) (-1.011) (-4.389) (0.350) (-0.941) (-0.298) (0.128)
TA -0.36 -1.13 3.94 0.04 -2.77 2.34 -0.31 -3.90 6.28
(-0.783) (-0.549) (0.889) (-1.011) (-3.290) (0.300) (-0.941) (-0.240) (0.157)
AV -0.30 -1.32 4.22 0.05 -2.51 2.13 -0.25 -3.83 6.35
(-0.844) (-0.467) (0.721) (-1.016) (-4.067) (0.325) (-0.952) (-0.291) (0.132)
GA -0.39 -1.22 4.04 0.02 -2.74 2.19 -0.37 -3.96 6.22
(-0.789) (-0.541) (0.963) (-1.005) (-2.553) (0.292) (-0.933) (-0.153) (0.210)
GE -0.34 -1.19 4.05 0.06 -2.67 2.27 -0.28 -3.86 6.32
(-0.803) (-0.517) (0.804) (-1.016) (-3.729) (0.312) (-0.947) (-0.276) (0.139)
HG -0.42 -1.25 3.89 0.11 -2.64 2.40 -0.31 -3.89 6.29
(-0.780) (-0.527) (0.960) (-1.027) (-1.376) (0.149) (-0.948) (-0.034) (0.308)
AU -0.37 -1.26 4.00 -0.01 -2.70 2.22 -0.38 -3.96 6.22
(-0.803) (-0.509) (0.855) (-0.997) (-2.990) (0.301) (-0.930) (-0.221) (0.167)
HE -0.42 -1.24 4.01 0.01 -2.76 2.17 -0.41 -4.00 6.18
(-0.779) (-0.547) (1.030) (-1.003) (-2.097) (0.268) (-0.929) (-0.102) (0.250)
HP -0.37 -1.15 4.02 0.03 -2.77 2.24 -0.34 -3.92 6.26
(-0.783) (-0.551) (0.926) (-1.009) (-3.275) (0.315) (-0.937) (-0.220) (0.168)
AR -0.39 -1.27 4.06 0.01 -2.69 2.15 -0.38 -3.97 6.22
(-0.794) (-0.512) (0.874) (-1.001) (-3.030) (0.312) (-0.930) (-0.210) (0.173)
PO -0.40 -1.13 3.95 -0.02 -2.87 2.22 -0.42 -4.00 6.18
(-0.773) (-0.573) (1.043) (-0.994) (-2.845) (0.312) (-0.925) (-0.175) (0.196)
proximate semi-elasticities on a toy example. The results reveal that using an incorrect
model which does not take into account either the spatial nature or the compositional
nature leads to erroneous conclusions. Finally, since these semi-elasticities are location
dependent, we have adapted to the compositional nature of the dependent (and possibly
independent) variable the impacts summary measures classically defined in an ordinary
spatial autoregressive model. The toy example illustrates the main ideas. Further inves-
tigations should include an example with a larger number of locations and an assessment
of the estimation error based on a real simulation study.
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