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Abstract We wish to understand how irreducible representations of a group G be-
have when restricted to a subgroup G′ (the branching problem). Our primary con-
cern is with representations of reductive Lie groups, which involve both algebraic
and analytic approaches. We divide branching problems into three stages: (A) ab-
stract features of the restriction; (B) branching laws (irreducible decompositions of
the restriction); and (C) construction of symmetry breaking operators on geomet-
ric models. We could expect a simple and detailed study of branching problems in
Stages B and C in the settings that are a priori known to be “nice” in Stage A,
and conversely, new results and methods in Stage C that might open another fruit-
ful direction of branching problems including Stage A. The aim of this article is to
give new perspectives on the subjects, to explain the methods based on some recent
progress, and to raise some conjectures and open questions.
Key words: branching law, symmetry breaking operator, unitary representation,
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1 Program — ABC for branching problems
From the viewpoint of analysis and synthesis, one of the fundamental problems
in representation theory is to classify the smallest objects (e.g., irreducible repre-
sentations), and another is to understand how a given representation can be built
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up from the smallest objects (e.g., irreducible decomposition). A typical example
of the latter is the branching problem, by which we mean the problem of under-
standing how irreducible representations π of a group G behave when restricted to
subgroups G′. We write π|G′ for a representation π regarded as a representation of
G′. Our primary concern is with real reductive Lie groups. We propose a program
for branching problems in the following three stages:
Stage A. Abstract features of the restriction π|G′ .
Stage B. Branching laws.
Stage C. Construction of symmetry breaking operators.
Here, by a symmetry breaking operator we mean a continuousG′-homomorphism
from the representation space of π to that of an irreducible representation τ of the
subgroup G′.
Branching problems for infinite-dimensional representations of real reductive
groups involve various aspects. Stage A involves several aspects of the branching
problem, among which we highlight that of multiplicity and spectrum here:
A.1. Estimates of multiplicities of irreducible representations of G′ occurring
in the restriction π|G′ of an irreducible representation π of G. (There are several
“natural” but inequivalent definitions of multiplicities, see Sections 3.1 and 4.2.)
Note that:
• multiplicities of the restriction π|G′ may be infinite even when G′ is a maximal
subgroup in G;
• multiplicities may be at most one (e.g., Howe’s theta correspondence [18],
Gross–Prasad conjecture [14], visible actions [39], etc.).
A.2. Spectrum of the restriction π|G′ :
• (discretely decomposable case) branching problems may be purely algebraic
and combinatorial ([12, 13, 15, 26, 28, 29, 32, 49, 50, 59]);
• (continuous spectrum) branching problems may have analytic features [8, 52,
57, 63]. (For example, some special cases of branching laws of unitary represen-
tations are equivalent to a Plancherel-type theorem for homogeneous spaces.)
The goal of Stage A in branching problems is to analyze the aspects A.1 and A.2
in complete generality. A theorem in Stage A would be interesting on its own, but
might also serve as a foundation for further detailed study of the restriction π|G′
(Stages B and C). An answer in Stage A may also suggest an approach depending
on specific features of the restrictions. For instance, if we know a priori that the
restriction π|G′ is discretely decomposable in Stage A, then one might use alge-
braic methods (e.g., combinatorics, D-modules, etc.) to attack Stage B. If the re-
striction π|G′ is known a priori to be multiplicity-free in Stage A, one might expect
to find not only explicit irreducible decompositions (Stage B) but also quantitative
estimates such as Lp − Lq estimates, and Parseval–Plancherel type theorems for
branching laws (Stage C).
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In this article, we give some perspectives of the subject based on a general theory
on A.1 and A.2, and recent progress in some classification theory:
• the multiplicities to be finite [bounded, one, · · · ],
• the spectrum to be discrete / continuous.
We also discuss a new phenomenon (localness theorem, Theorem 7.18) and open
questions.
Stage B concerns the irreducible decomposition of the restriction. For a finite-
dimensional representation such that the restriction π|G′ is completely reducible,
there is no ambiguity on a meaning of the irreducible decomposition. For a unitary
representation π, we can consider Stage B by using the direct integral of Hilbert
spaces (Fact 3.1). However, we would like to treat a more general setting where π
is not necessarily a unitary representation. In this case, we may consider Stage B as
the study of
HomG′(π|G′ , τ) or HomG′(τ, π|G′) (1.1)
for irreducible representations π and τ of G and G′, respectively.
Stage C is more involved than Stage B as it asks for concrete intertwining opera-
tors (e.g., the projection operator to an irreducible summand) rather than an abstract
decomposition; it asks for the decomposition of vectors in addition to that of repre-
sentations. Since Stage C depends on the realizations of the representations; it often
interacts with geometric and analytic problems.
We organize this article not in the natural order, Stage A ⇒ Stage B ⇒ Stage
C, but in an opposite order, Stage C ⇒ Stages A and B. This is because it is only
recently that a complete construction of all symmetry breaking operators has been
carried out in some special settings, and because such examples and new methods
might yield yet another interesting direction of branching problems in Stages A to
C. The two spaces in (1.1) are discussed in Sections 4–6 from different perspectives
(Stage A). The last section returns to Stage C together with comments on the general
theory (Stages A and B).
2 Two concrete examples of Stage C
In this section, we illustrate Stage C in the branching program with two recent ex-
amples, namely, an explicit construction and a complete classification of differential
symmetry breaking operators (Section 2.1) and continuous symmetry breaking op-
erators (Section 2.2). They have been carried out only in quite special situations
until now. In this section we examine these new examples by making some obser-
vations that may contain some interesting hints for future study. In later sections,
we discuss to what extent the new results and methods apply to other situations and
what the limitations of the general theory for Stage A would be.
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2.1 Rankin–Cohen bidifferential operators for the tensor products
of SL2-modules
Taking the SL2-case as a prototype, we explain what we have in mind for Stage C
by comparing it with Stages A and B. We focus on differential symmetry breaking
operators in this subsection, and point out that there are some missing operators even
in the classical SL2-case ([9, 62], see also van Dijk–Pevzner [11], Zagier [76]).
First, we begin with finite-dimensional representations. For every m ∈ N, there
exists the unique (m + 1)-dimensional irreducible holomorphic representation of
SL(2,C). These representations can be realized on the space Polm[z] of polynomi-
als in z of degree at most m, by the following action of SL(2,C) with λ = −m:
(πλ(g)f)(z) = (cz + d)
−λf(
az + b
cz + d
) for g−1 =
(
a b
c d
)
. (2.1)
The tensor product of two such representations decomposes into irreducible repre-
sentations of SL(2,C) subject to the classical Clebsch–Gordan formula:
Polm[z]⊗ Poln[z] ≃ Polm+n[z]⊕ Polm+n−2[z]⊕ · · · ⊕ Pol|m−n|[z]. (2.2)
Secondly, we recall an analogous result for infinite-dimensional representations
of SL(2,R). For this, let H+ be the Poincare´ upper half plane {z ∈ C : Im z > 0}.
Then SL(2,R) acts on the space O(H+) of holomorphic functions on H+ via πλ
(λ ∈ Z). Further, we obtain an irreducible unitary representation of SL(2,R) on the
following Hilbert space Vλ (the weighted Bergman space) via πλ for λ > 1:
Vλ := {f ∈ O(H+) :
∫
H+
|f(x+√−1y)|2yλ−2dxdy <∞},
where the inner product is given by∫
H+
f(x+
√−1y)g(x+√−1y)yλ−2dxdy for f, g ∈ Vλ.
Repka [63] and Molchanov [57] obtained the irreducible decomposition of the
tensor product of two such unitary representations, namely, there is a unitary equiv-
alence between unitary representations of SL(2,R):
Vλ1⊗̂Vλ2 ≃
∞∑
a=0
⊕Vλ1+λ2+2a, (2.3)
where the symbols ⊗̂ and∑⊕ denote the Hilbert completion of the tensor product
⊗ and the algebraic direct sum ⊕, respectively. We then have:
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Observation 2.1. (1) (multiplicity) Both of the irreducible decompositions (2.2)
and (2.3) are multiplicity-free.
(2) (spectrum) There is no continuous spectrum in either of the decompositions
(2.2) or (2.3).
These abstract features (Stage A) are immediate consequences of the decomposition
formulæ (2.2) and (2.3) (Stage B), however, one could tell these properties without
explicit formulæ from the general theory of visible actions on complex manifolds
[34, 39] and a general theory of discrete decomposability [26, 28]. For instance, the
following holds:
Fact 2.2. Let π be an irreducible unitary highest weight representation of a real
reductive Lie group G, and G′ a reductive subgroup of G.
(1) (multiplicity-free decomposition) The restriction π|G′ is multiplicity-free if π
has a scalar minimal K-type and (G,G′) is a symmetric pair.
(2) (spectrum) The restriction π|G′ is discretely decomposable if the associated Rie-
mannian symmetric spaces G/K and G′/K ′ carry Hermitian symmetric struc-
tures such that the embedding G′/K ′ →֒ G/K is holomorphic.
Stage C asks for a construction of the following explicit SL2-intertwining opera-
tors (symmetry breaking operators):
Polm[z]⊗ Poln[z]→ Polm+n−2a[z] for 0 ≤ a ≤ min(m,n),
Vλ1 ⊗̂Vλ2 → Vλ1+λ2+2a for a ∈ N,
for finite-dimensional and infinite-dimensional representations, respectively. We
know a priori from Stages A and B that such intertwining operators exist uniquely
(up to scalar multiplications) by Schur’s lemma in this setting. A (partial) answer to
this question is given by the classical Rankin–Cohen bidifferential operator, which
is defined by
RCλ1+λ2+2aλ1,λ2 (f1, f2)(z)
:=
a∑
l=0
(−1)l
l!(a− l)!
(λ1 + a− 1)!(λ2 + a− 1)!
(λ1 + a− l − 1)!(λ2 + l− 1)!
∂a−lf1
∂za−l
(z)
∂lf2
∂zl
(z)
for a ∈ N, λ1, λ2 ∈ {2, 3, 4, . . .}, and f1, f2 ∈ O(H+). Then RCλ1+λ2+2aλ1,λ2 is an
operator which intertwines πλ1⊗̂πλ2 and πλ1+λ2+2a.
More generally, we treat non-unitary representations πλ on O(H+) of the uni-
versal covering group SL(2,R)∼ of SL(2,R) by the same formula (2.1) for λ ∈ C,
and consider a continuous linear map
T : O(H+ ×H+)→ O(H+) (2.4)
that intertwines πλ1 ⊗ πλ2 and πλ3 , where SL(2,R)∼ acts on O(H+ × H+) via
πλ1 ⊗ πλ2 under the diagonal action. We denote by H(λ1, λ2, λ3) the vector space
of symmetry breaking operators T as in (2.4).
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Question 2.3. (1) (Stage B) Find the dimension of H(λ1, λ2, λ3) for (λ1, λ2, λ3) ∈
C3.
(2) (Stage C) Explicitly construct a basis of H(λ1, λ2, λ3) when it is nonzero.
Even in the SL2-setting, we could not find a complete answer to Question 2.3 in the
literature, and thus we explain our solution below.
Replacing µ! by Γ (µ+ 1), we can define
RCλ3λ1,λ2(f1, f2)(z) :=
a∑
l=0
(−1)l
l!(a− l)!
Γ (λ1 + a)Γ (λ2 + a)
Γ (λ1 + a− l)Γ (λ2 + l)
∂a−lf1
∂za−l
(z)
∂lf2
∂zl
(z),
(2.5)
where a := 12 (λ3 − λ1 − λ2) as long as (λ1, λ2, λ3) belongs to
Ω := {(λ1, λ2, λ3) ∈ C3 : λ3 − λ1 − λ2 = 0, 2, 4, . . .}.
We define a subset Ωsing of Ω by
Ωsing := {(λ1, λ2, λ3) ∈ Ω : λ1, λ2, λ3 ∈ Z, λ3−|λ1−λ2| ≥ 2 ≥ λ1+λ2+λ3}.
Then we have the following classification of symmetry breaking operators by using
the “F-method” ([51, Part II]). Surprisingly, it turns out that any symmetry breaking
operator (2.4) is given by a differential operator.
Theorem 2.4. (1) H(λ1, λ2, λ3) 6= {0} if and only if (λ1, λ2, λ3) ∈ Ω.
From now on, we assume (λ1, λ2, λ3) ∈ Ω.
(2) dimCH(λ1, λ2, λ3) = 1 if and only if RCλ3λ1,λ2 6= 0, or equivalently,
(λ1, λ2, λ3) 6∈ Ωsing. In this case, H(λ1, λ2, λ3) = CRCλ3λ1,λ2 .(3) The following three conditions on (λ1, λ2, λ3) ∈ Ω are equivalent:
(i) dimCH(λ1, λ2, λ3) = 2.
(ii) RCλ3λ1,λ2 = 0.(iii) (λ1, λ2, λ3) ∈ Ωsing.
In this case, the two-dimensional vector space H(λ1, λ2, λ3) is spanned by
RCλ32−λ1,λ2 ◦ ((
∂
∂z1
)1−λ1 ⊗ id) and RCλ3λ1,2−λ2 ◦ (id⊗(
∂
∂z2
)1−λ2).
Theorem 2.4 answers Question 2.3 (1) and (2). Here are some observations.
Observation 2.5. (1) (localness property) Any symmetry breaking operator from
πλ1 ⊗ πλ2 to πλ3 is given by a differential operator in the holomorphic real-
ization of πλj (j = 1, 2, 3).
(2) (multiplicity-two phenomenon) The dimension of the space of symmetry break-
ing operators jumps up exactly when the holomorphic continuation of the
Rankin–Cohen bidifferential operator vanishes.
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The localness property in Observation 2.5 (1) was recently proved in a more
general setting (see Theorem 7.18 and Conjecture 7.23).
Remark 2.6 (higher multiplicities at Ωsing).
(1) From the viewpoint of analysis (or the “F-method” [40, 47, 51]), the multiplicity-
two phenomenon in Observation 2.5 (2) can be derived from the fact that Ωsing
is of codimension two in Ω and from the fact that { ∂∂λ1RC
λ3
λ1,λ2
, ∂∂λ2RC
λ3
λ1,λ2
}
forms a basis in H(λ1, λ2, λ3) whenRCλ3λ1,λ2 = 0, namely, when (λ1, λ2, λ3) ∈
Ωsing.
(2) The basis given in Theorem 2.4 (3) is different from the basis in Remark 2.6
(1), and clarifies the representation-theoretic reason for the multiplicity-two phe-
nomenon as it is expressed as the composition of two intertwining operators.
(3) Theorem 2.4 (3) implies a multiplicity-two phenomenon for Verma modules
M(µ) = U(g)⊗U(b) Cµ for g = sl(2,C):
dimCHomg(M(−λ3),M(−λ1)⊗M(−λ2)) = 2 for (λ1, λ2, λ3) ∈ Ωsing.
Again, the tensor product M(−λ1) ⊗M(−λ2) of Verma modules decomposes
into a multiplicity-free direct sum of irreducible g-modules for generic λ1, λ2 ∈
C, but not for singular parameters. See [51, Part II] for details.
(4) In turn, we shall get a two-dimensional space of differential symmetry breaking
operators at Ωsing for principal series representations with respect to SL(2,R)×
SL(2,R) ↓ diag(SL(2,R)), see Remark 7.15 in Section 7.
2.2 Symmetry breaking in conformal geometry
In contrast to the localness property for symmetry breaking operators in the holo-
morphic setting (Observation 2.5 (1)), there exist non-local symmetry breaking op-
erators in a more general setting. We illustrate Stage C in the branching problem by
an explicit construction and a complete classification of all local and non-local sym-
metry breaking operators that arise from conformal geometry. In later sections, we
explain a key idea of the proof (Section 7) and present potential settings where we
could expect that this example might serve as the prototype of analogous questions
(Section 6). For full details of this subsection, see the monograph [52] joint with
Speh.
For λ ∈ C we denote by I(λ)∞ the smooth (unnormalized) spherical principal
series representation of G = O(n+ 1, 1). In our parametrization, λ ∈ n2 +
√−1R
is the unitary axis, λ ∈ (0, n) gives the complementary series representations, and
I(λ)∞ contains irreducible finite-dimensional representations as submodules for
λ ∈ {0,−1,−2, . . .} and as quotients for λ ∈ {n, n+ 1, n+ 2, . . . }.
We consider the restriction of the representation I(λ)∞ and its subquotients to
the subgroupG′ := O(n, 1). As we did for I(λ)∞, we denote by J(ν)∞ for ν ∈ C,
the (unnormalized) spherical principal series representations of G′ = O(n, 1). For
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(λ, ν) ∈ C2, we set
H(λ, ν) := HomG′(I(λ)
∞, J(ν)∞),
the space of (continuous) symmetry breaking operators. Similarly to Question 2.3,
we ask:
Question 2.7. (1) (Stage B) Find the dimension of H(λ, ν) for (λ, ν) ∈ C2.
(2) (Stage C) Explicitly construct a basis for H(λ, ν).
(3) (Stage C) Determine when H(λ, ν) contains a differential operator.
The following is a complete answer to Question 2.7 (1).
Theorem 2.8. (1) For all λ, ν ∈ C, we have H(λ, ν) 6= {0}.
(2) dimCH(λ, ν) =
{
1 if (λ, ν) ∈ C2 \ Leven,
2 if (λ, ν) ∈ Leven,
where the “exceptional set” Leven is the discrete subset of C2 defined by
Leven := {(λ, ν) ∈ Z2 : λ ≤ ν ≤ 0, λ ≡ ν mod 2}.
The role of Leven in Theorem 2.8 is similar to that of Ωsing in Section 2.1. For
Stage C, we use the “N -picture” of the principal series representations, namely,
realize I(λ)∞ and J(ν)∞ in C∞(Rn) andC∞(Rn−1), respectively. For x ∈ Rn−1,
we set |x| = (x21 + · · · + x2n−1)
1
2
. For (λ, ν) ∈ C2 satisfying Re(ν − λ) ≫ 0
and Re(ν + λ) ≫ 0, we construct explicitly a symmetry breaking operator (i.e.,
continuousG′-homomorphism) from I(λ)∞ to J(ν)∞ as an integral operator given
by
(Aλ,νf)(y) :=
∫
Rn
|xn|λ+ν−n(|x − y|2 + x2n)−νf(x, xn)dxdxn (2.6)
=restxn=0 ◦(|xn|λ+ν−n(|x|2 + x2n)−ν ∗Rn f).
One might regard Aλ,ν as a generalization of the Knapp–Stein intertwining op-
erator (G = G′ case), and also as the adjoint operator of a generalization of the
Poisson transform.
The symmetry breaking operator Aλ,ν extends meromorphically with respect to
the parameter (λ, ν), and if we normalize Aλ,ν as
A˜λ,ν :=
1
Γ (λ+ν−n+12 )Γ (
λ−ν
2 )
Aλ,ν ,
then A˜λ,ν : I(λ)∞ → J(ν)∞ is a continuous symmetry breaking operator that
depends holomorphically on (λ, ν) in the entire complex plane C2, and A˜λ,ν 6= 0 if
and only if (λ, ν) 6∈ Leven ([52, Theorem 1.5]).
The singular set Leven is most interesting. To construct a symmetry breaking
operator at Leven, we renormalize A˜λ,ν for ν ∈ −N, by
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˜˜Aλ,ν := Γ (λ− ν
2
)A˜λ,ν =
1
Γ (λ+ν−n+12 )
Aλ,ν .
In order to construct differential symmetry breaking operators, we recall that the
Gegenbauer polynomial Cαl (t) for l ∈ N and α ∈ C is given by
Cαl (t) :=
[ l
2
]∑
k=0
(−1)k Γ (l − k + α)
Γ (α)Γ (l − 2k + 1)k! (2t)
l−2k.
We note that Cαl (t) ≡ 0 if l ≥ 1 and α = 0,−1,−2, . . . ,−[ l−12 ]. We renormalize
Cαl (t) by setting C˜αl (t) :=
Γ (α)
Γ (α+[ l+1
2
])
Cαl (t), so that C˜αl (t) is a nonzero polynomial
in t of degree l for all α ∈ C and l ∈ N. We inflate it to a polynomial of two variables
u and v by
C˜αk (u, v) := u
k
2 C˜αk (
v√
u
).
For instance, C˜α0 (u, v) = 1, C˜α1 (u, v) = 2v, C˜α2 (u, v) = 2(α + 1)v2 − u, etc.
Substituting u = −∆Rn−1 = −
∑n−1
j=1
∂2
∂x2
j
and v = ∂∂xn , we get a differential
operator of order 2l:
C˜λ,ν := restxn=0 ◦ C˜λ−
n−1
2
2l (−∆Rn−1 ,
∂
∂xn
).
This closed formula of the differential operator C˜λ,ν was obtained by Juhl [21]
(see also [47] for a short proof by the F-method, and [40] for yet another proof by
using the residue formula), and the closed formula (2.6) of the symmetry breaking
operator A˜λ,ν was obtained by Kobayashi and Speh [52].
The following results answer Question 2.7 (2) and (3); see [52, Theorems 1.8 and
1.9]:
Theorem 2.9. (1) With notation as above, we have
H(λ, ν) =
{
CA˜λ,ν if (λ, ν) ∈ C2 \ Leven
C ˜˜Aλ,ν ⊕ CC˜λ,ν if (λ, ν) ∈ Leven.
(2) H(λ, ν) contains a nontrivial differential operator if and only if ν − λ =
0, 2, 4, 6, . . . . In this case A˜λ,ν is proportional to C˜λ,ν , and the proportional-
ity constant vanishes if and only if (λ, ν) ∈ Leven.
From Theorem 2.9 (2) and Theorem 2.8 (1), we have the following:
Observation 2.10. (1) Unlike the holomorphic setting in Section 2.1, the localness
property fails.
(2) Even if an irreducible smooth representation π∞ = I(λ)∞ is unitarizable as a
representation of G, the condition HomG′(π∞|G′ , τ∞) 6= {0} does not imply
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that the irreducible smooth representation τ∞ = J(ν)∞ is unitarizable as a
representation of G′ (see Section 3.2 for the terminology).
For λ ∈ {n, n + 1, n + 2, . . . }, I(λ)∞ contains a unique proper infinite-
dimensional closed G-submodule. We denote it by Aq(λ − n)∞, which is the
Casselman–Wallach globalization of Zuckerman’s derived functor module Aq(λ −
n) (see [69, 71]) for some θ-stable parabolic subalgebra q of g. It is unitarizable
([70, 74]) and has nonzero (g,K)-cohomologies (Vogan–Zuckerman [73]).
By using the explicit formulæ of symmetry breaking operators and certain identi-
ties involving these operators, we can identify precisely the images of every subquo-
tient of I(λ)∞ under these operators. In particular, we obtain the following corollary
for the branching problem of Aq(λ) modules. We note that in this setting, the re-
striction Aq(λ)|g′ is not discretely decomposable as a (g′,K ′)-module (Definition
4.3).
Corollary 2.11 ([52, Theorem 1.2]). With notation as above, we have
dimCHomG′(Aq(i)
∞|G′ , Aq′(j)∞) =
{
1 if i ≥ j and i ≡ j mod 2,
0 if i < j and i 6≡ j mod 2.
There are some further applications of the explicit formulæ (2.6) (Stage C in
the branching problems). For instance, J. Mo¨llers and B. Ørsted recently found an
interesting application of the explicit formulæ (2.6) to Lp − Lq estimates of certain
boundary-value problems, and to some questions in automorphic forms [58].
3 Preliminary results and basic notation
We review quickly some basic results on (infinite-dimensional) continuous repre-
sentations of real reductive Lie groups and fix notation. There are no new results in
this section.
By a continuous representation π of a Lie group G on a topological vector space
V we shall mean that π : G→ GLC(V ) is a group homomorphism from G into the
group of invertible endomorphisms of V such that the induced map G × V → V ,
(g, v) 7→ π(g)v is continuous. We say π is a (continuous) Hilbert [Banach, Fre´chet,
· · · ] representation if V is a Hilbert [Banach, Fre´chet, · · · ] space. A continuous
Hilbert representation π of G is said to be a unitary representation when all the
operators π(g) (g ∈ G) are unitary.
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3.1 Decomposition of unitary representations
One of the most distinguished features of unitary representations is that they can be
built up from the smallest objects, namely, irreducible unitary representations. To
be precise, let G be a locally compact group. We denote by Ĝ the set of equivalence
classes of irreducible unitary representations of G (the unitary dual), endowed with
the Fell topology.
Fact 3.1 (Mautner–Teleman). For every unitary representation π of a locally com-
pact group G, there exist a Borel measure dµ on Ĝ and a measurable function
npi : Ĝ → N ∪ {∞} such that π is unitarily equivalent to the direct integral of
irreducible unitary representations:
π ≃
∫ ⊕
Ĝ
npi(σ)σ dµ(σ), (3.1)
where npi(σ)σ stands for the multiple of an irreducible unitary representation σ
with multiplicity npi(σ).
The decomposition (3.1) is unique if G is of type I in the sense of von Neumann
algebras, in particular, if G (or G′ in later notation) is a real reductive Lie group
or a nilpotent Lie group. Then the multiplicity function npi is well-defined up to a
measure zero set with respect to dµ. We say that π is multiplicity-free if npi(σ) ≤ 1
almost everywhere, or equivalently, if the ring of continuous G-endomorphisms of
π is commutative.
The decomposition (3.1) splits into a direct sum of the discrete and continuous
parts:
π ≃ (π)disc ⊕ (π)cont, (3.2)
where (π)disc is a unitary representation defined on the maximal closed G-invariant
subspace that is isomorphic to a discrete Hilbert sum of irreducible unitary repre-
sentations and (π)cont is its orthogonal complement.
Definition 3.2. We say a unitary representation π is discretely decomposable if π =
(π)disc.
3.2 Continuous representations and smooth representations
We would like to treat non-unitary representations as well for branching problems.
For this we recall some standard concepts of continuous representations of Lie
groups.
Suppose π is a continuous representation of G on a Banach space V . A vec-
tor v ∈ V is said to be smooth if the map G → V , g 7→ π(g)v is of C∞-
class. Let V∞ denote the space of smooth vectors of the representation (π, V ).
Then V∞ carries a Fre´chet topology with a family of semi-norms ‖v‖i1···ik :=
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‖dπ(Xi1) · · · dπ(Xik )v‖, where {X1, . . . , Xn} is a basis of the Lie algebra g0 of
G. Then V∞ is a G-invariant dense subspace of V , and we obtain a continuous
Fre´chet representation (π∞, V∞) of G. Similarly we can define a representation
πω on the space V ω of analytic vectors.
Suppose now that G is a real reductive linear Lie group, K a maximal compact
subgroup of G, and g the complexification of the Lie algebra g0 of G. Let HC
denote the category of Harish-Chandra modules whose objects and morphisms are
(g,K)-modules of finite length and (g,K)-homomorphisms, respectively.
Let π be a continuous representation ofG on a Fre´chet space V . Suppose that π is
of finite length, namely, there are at most finitely many closedG-invariant subspaces
in V . We say π is admissible if
dimHomK(τ, π|K) <∞
for any irreducible finite-dimensional representation τ of K . We denote by VK the
space of K-finite vectors. Then VK ⊂ V ω ⊂ V∞ and the Lie algebra g leaves
VK invariant. The resulting (g,K)-module on VK is called the underlying (g,K)-
module of π, and will be denoted by πK .
For any admissible representation π on a Banach space V , the smooth representa-
tion (π∞, V∞) depends only on the underlying (g,K)-module. We say (π∞, V∞)
is an admissible smooth representation. By the Casselman–Wallach globalization
theory, (π∞, V∞) has moderate growth, and there is a canonical equivalence of cat-
egories between the category HC of (g,K)-modules of finite length and the cate-
gory of admissible smooth representations ofG ([74, Chapter 11]). In particular, the
Fre´chet representation π∞ is uniquely determined by its underlying (g,K)-module.
We say π∞ is the smooth globalization of πK ∈ HC.
For simplicity, by an irreducible smooth representation, we shall mean an irre-
ducible admissible smooth representation of G. We denote by Ĝsmooth the set of
equivalence classes of irreducible smooth representations of G. Using the category
HC of (g,K)-modules, we may regard the unitary dual Ĝ as a subset of Ĝsmooth.
4 Two spaces: HomG′(τ, pi|G′) and HomG′(pi|G′, τ )
Given irreducible continuous representations π of G and τ of a subgroup G′, we
may consider two settings for branching problems:
Case I. (embedding) continuous G′-homomorphisms from τ to π|G′ ;
Case II. (symmetry breaking) continuous G′-homomorphisms from π|G′ to τ .
We write HomG′(τ, π|G′) and HomG′(π|G′ , τ) for the vector spaces of such
continuousG′-homomorphisms, respectively. Needless to say, the existence of such
G′-intertwining operators depends on the topology of the representation spaces of
π and τ .
Cases I and II are related to each other by taking contragredient representations:
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HomG′(τ, π|G′) ⊂HomG′(π∨|G′ , τ∨),
HomG′(π|G′ , τ) ⊂HomG′(τ∨, π∨|G′).
Thus they are equivalent in the category of unitary representations (see Theorem 4.1
(3)). Furthermore, we shall use a variant of the above duality in analyzing differen-
tial symmetry breaking operators (Case II) by means of “discretely decomposable
restrictions” of Verma modules (Case I); see the duality (7.3) for the proof of Theo-
rem 7.13 below.
On the other hand, it turns out that Cases I and II are significantly different if
we confine ourselves to irreducible smooth representations (see Section 3.2). Such
a difference also arises in an analogous problem in the category HC of Harish-
Chandra modules where no topology is specified.
Accordingly, we shall discuss some details for Cases I and II separately, in Sec-
tions 5 and 6, respectively.
4.1 K-finite vectors and K ′-finite vectors
Let G be a real reductive linear Lie group, and G′ a reductive subgroup. We take
maximal compact subgroups K and K ′ of G and G′, respectively, such that K ′ =
K ∩G′.
We recall that for an admissible representation π of G on a Banach space V ,
any K-finite vector is contained in V∞, and the underlying (g,K)-module πK is
defined on
VK := VK-finite (⊂ V∞).
When we regard (π, V ) as a representation of the subgroup G′ by restriction, we
denote by (V |G′)∞ the space of smooth vectors with respect to the G′-action, and
write (π|G′)∞ for the continuous representation of G′ on (V |G′)∞. In contrast to
the case G = G′, we remark that K ′-finite vectors are not necessarily contained in
(V |G′)∞ if G′ $ G, because the G′-module (π|G′ , V |G′) is usually not of finite
length. Instead, we can define a (g′,K ′)-module on
VK′ := VK′-finite ∩ (V |G′)∞,
which we denote simply by πK′ . Obviously we have the following inclusion rela-
tions:
VK ⊂ VK′
∩ ∩ (4.1)
V∞ ⊂ (V |G′)∞ ⊂ V
None of them coincides in general (e.g., VK = VK′ if and only if πK is discretely
decomposable as (g′,K ′)-module, as we shall see in Theorem 4.5 below.
We set
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HK(τ, π) :=Homg′,K′(τK′ , πK |g′),
HK′(τ, π) :=Homg′,K′(τK′ , πK′ |g′).
According to the inclusion relation (4.1), for irreducible representations τ of G′ we
have:
HK(τ, π) ⊂ HK′(τ, π).
In the case where π is a unitary representation ofG, the latter captures discrete sum-
mands in the branching law of the restriction π|G′ (see, Theorem 4.1 (3)), whereas
the former vanishes even if the latter is nonzero when the continuous part (π|G′)cont
is not empty (see Theorem 4.5). The spaces of continuousG′-homomorphisms such
as HomG′(τ, π|G′) or HomG′(τ∞, π∞|G′) are in between.
We begin with a general result:
Theorem 4.1. Suppose that π and τ are admissible irreducible Banach representa-
tions of G and G′.
(1) We have natural inclusions and an isomorphism:
HK(τ, π) →֒ HomG′(τ∞, π∞|G′)
→֒ HomG′(τ∞, (π|G′)∞) ∼→ HK′(τ, π). (4.2)
(2) There are canonical injective homomorphisms:
HomG′(π|G′ , τ) →֒ HomG′(π∞|G′ , τ∞)
→֒ HomG′(πω |G′ , τω) →֒ Homg′,K′(πK , τK′). (4.3)
(3) (unitary case) If τ and π are irreducible unitary representations of G′ and G,
respectively, then we have natural isomorphisms (where the last isomorphism is
conjugate linear):
HK′(τ, π)
∼← HomG′(τ∞, (π|G′)∞)
∼← HomG′(τ, π|G′) ≃ HomG′(π|G′ , τ). (4.4)
We write mpi(τ) for the dimension of one of (therefore, any of) the terms in (4.4).
Then the discrete part of the restriction π|G′ (see Definition 3.2) decomposes
discretely as
(π|G′)disc ≃
∑
τ∈Ĝ′
⊕mpi(τ)τ.
Remark 4.2. Even if π and τ are irreducible unitary representations of G and G′,
respectively, the canonical injective homomorphism
HomG′(π|G′ , τ) →֒ HomG′(π∞|G′ , τ∞) (4.5)
is not surjective in general.
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In fact, we can give an example where the canonical homomorphism (4.5) is not
surjective by using the classification of HomG′(π∞|G′ , τ∞) for the pair (G,G′) =
(O(n+1, 1), O(n, 1)) in Section 2.2 as follows. Recall HomG′(I(λ)∞|G′ , J(ν)∞)
6= {0} for all (λ, ν) ∈ C2 with the notation therein. However, for a fixed π ∈ Ĝ,
there exist at most countably many τ ∈ Ĝ′ that occur in the discrete part of the
restriction π|G′ , and therefore {τ ∈ Ĝ′ : HomG′(π|G′ , τ) 6= {0}} is an infinite set
because we have the following bijection:
{τ ∈ Ĝ′ : HomG′(π|G′ , τ) 6= {0}} ≃ {τ ∈ Ĝ′ : HomG′(τ, π|G′) 6= {0}}.
Hence, by taking π∞ = I(λ)∞ for a fixed λ ∈ n2 +
√−1R (unitary axis) or
λ ∈ (0, n) (complementary series), we see that the canonical homomorphism (4.5)
must be zero when we take τ∞ to be a representation I(ν)∞ for ν ∈ C such that
ν 6∈ n−12 +
√−1R and ν 6∈ R.
Let us give a proof of Theorem 4.1.
Proof. (1) To see the first inclusion, we prove that any (g′,K ′)-homomorphism
ι : τK′ → πK |g′ extends to a continuous map τ∞ → π∞|G′ . We may assume that
ι is nonzero, and therefore, is injective. Since ι(τK′) ⊂ πK ⊂ π∞, we can define a
Fre´chet space W to be the closure of ι(τK′ ) in π∞, on which G′ acts continuously.
Its underlying (g′,K ′)-module is isomorphic to ι(τK′) ≃ τK′ .
Since the continuous representation π∞ of G is of moderate growth, the Fre´chet
representationW of the subgroupG′ is also of moderate growth. By the Casselman–
Wallach globalization theory, there is a G′-homomorphism τ∞ ∼→ ι(τK′) (= W )
extending the (g′,K ′)-isomorphism ι : τK′
∼→ ι(τK′). Hence we have obtained a
natural map Homg′,K′(τK′ , πK |g′)→ HomG′(τ∞, π∞|G′), which is clearly injec-
tive because τK′ is dense in τ∞.
The second inclusion is obvious.
To see the third inclusion, it suffices to show that any ι ∈ Homg′,K′(τK′ , πK′ |g′)
extends to a continuous G′-homomorphism from τ∞ to (π|G′)∞. Since τK′ is an
irreducible (g′,K ′)-module, ι is injective unless ι is zero and ι(τK′) is isomorphic
to τK′ as (g′,K ′)-modules.
Let V be the Banach space on which G acts via π, and W1 and W2 the clo-
sures of ι(τK′ ) in the Banach space V and the Fre´chet space (V |G′)∞, respectively.
Then the underlying (g′,K ′)-modules of W1 and W2 are both isomorphic to τK′ .
Moreover,W2 ⊂W1 ∩ (V |G′)∞ by definition, and W2 is closed in W1 ∩ (V |G′)∞
with respect to the Fre´chet topology. Since the subspace ι(τK′ ) of W2 is dense
in W1 ∩ (V |G′)∞, we conclude that W2 coincides with W1 ∩ (V |G′)∞, which
is the Casselman–Wallach globalization of the (g′,K ′)-module ι(τK′ ) ≃ τK′ .
By the uniqueness of the Casselman–Wallach globalization [74, Chapter 11], the
(g′,K ′)-isomorphism τK′
∼→ ι(τK′) extends to an isomorphism between Fre´chet
G′-modules τ∞ ∼→ W2(= W1 ∩ (V |G′)∞).
(2) If ι : π|G′ → τ is a continuous G′-homomorphism, then
ι(π∞|G′) ⊂ ι((π|G′ )∞) ⊂ τ∞,
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and thus we have obtained a continuous G′-homomorphism ι∞ : π∞|G′ → τ∞
between Fre´chet representations. Furthermore ι 7→ ι∞ is injective because V∞ is
dense in V . This shows the first inclusive relation of the statement (2). The proof for
other inclusions are similar.
(3) The last isomorphism in (4.4) is given by taking the adjoint operator. The other
isomorphisms are easy to see. The last statement follows from the fact that if ϕ ∈
HomG′(τ, π|G′) then ϕ is a scalar multiple of an isometric G′-homomorphism. ⊓⊔
The terms in (4.2) do not coincide in general. In order to clarify when they coin-
cide, we recall from [29] the notion of discrete decomposability of g-modules.
Definition 4.3. A (g,K)-module X is said to be discretely decomposable as a
(g′,K ′)-module if there is a filtration {Xi}i∈N of (g′,K ′)-modules such that
• ⋃i∈NXi = X and
• Xi is of finite length as a (g′,K ′)-module for any i ∈ N.
The idea was to exclude “hidden continuous spectrum” in an algebraic setting, and
discrete decomposability here does not imply complete reducibility. Discrete de-
composability is preserved by taking submodules, quotients, and the tensor product
with finite-dimensional representations.
Remark 4.4 (see [29, Lemma 1.3]). Suppose that X is a unitarizable (g,K)-
module. Then X is discretely decomposable as a (g′,K ′)-module if and only if
X is isomorphic to an algebraic direct sum of irreducible (g′,K ′)-modules.
We get much stronger results than Theorem 4.1 in this setting:
Theorem 4.5 (discretely decomposable case). Assume π is an irreducible admis-
sible representation of G on a Banach space V . Let πK be the underlying (g,K)-
module. Then the following five conditions on the triple (G,G′, π) are equivalent:
(i) There exists at least one irreducible (g′,K ′)-module τK′ such that
Homg′,K′(τK′ , πK) 6= {0}.
(ii) πK is discretely decomposable as a (g′,K ′)-module (see Definition 4.3).
(iii) All the terms in (4.2) are the same for any irreducible admissible Banach rep-
resentation τ of G′.
(iv) All the terms in (4.2) are the same for some irreducible admissible Banach
representation τ of G′.
(v) VK = VK′ .
Moreover, if (π, V ) is a unitary representation, then one of (therefore, any of) the
equivalent conditions (i) – (v) implies that the continuous part (π|G′)cont of the
restriction π|G′ is empty.
Proof. See [29] for the first statement, and [32] for the second statement. ⊓⊔
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4.2 Some observations on HomG′(τ∞, pi∞|G′) and
HomG′(pi
∞|G′, τ
∞)
For a unitary representation (π, V ) of G, Fact 3.1 gives an irreducible decomposi-
tion of the restriction π|G′ into irreducible unitary representations of G′. However,
symmetry breaking operators may exist between unitary and non-unitary represen-
tations:
Observation 4.6. Suppose π is a unitary representation of G, and (τ,W ) an irre-
ducible admissible representation of a reductive subgroup G′.
(1) If HomG′(τ∞, π∞|G′) 6= {0}, then τ∞ is unitarizable. Actually, τ occurs as a
discrete part of (π|G′)disc (see (3.2)).
(2) It may well happen that HomG′(π∞|G′ , τ∞) 6= {0} even when τ∞ is not unita-
rizable.
In fact, the first assertion is obtained by taking the completion of ϕ(W∞) in the
Hilbert space V for ϕ ∈ HomG′(τ∞, π∞|G′) as in the proof of Theorem 4.1 (3),
where we considered the case (π|G′)∞ instead of π∞|G′ . Theorem 2.9 gives an
example of Observation 4.6 (2).
Here is another example that indicates a large difference between the two spaces,
HomG′(τ
∞, π∞|G′) and HomG′(π∞|G′ , τ∞).
Example 4.7. SupposeG is a real simple connected Lie group, and G′ is a noncom-
pact closed subgroup of G. Let π be any irreducible unitary representation such that
dimπ = ∞ and HomG(π∞, C∞(G/G′)) 6= {0}. Then by Howe–Moore [20] we
have
HomG′(1, π
∞|G′) = {0} 6= HomG′(π∞|G′ ,1).
5 Features of the restriction, I : HomG′(τ, pi|G′) (embedding)
In this section, we discuss Case I in Section 4, namely G′-homomorphisms from
irreducible G′-modules τ into irreducible G-modules π. We put emphasis on its
algebraic analogue in the categoryHC of Harish-Chandra modules.
The goals of this section are
(1) (criterion) to find a criterion for the triple (G,G′, π) such that
Homg′,K′(τK′ , πK |g′) 6= {0} for some τ ; (5.1)
(2) (classification theory) to classify the pairs (G,G′) of reductive groups for
which (5.1) occurs for at least one infinite-dimensional π ∈ Ĝ.
We also discuss recent progress in this direction as a refinement of (2):
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(2)′ (classification theory) Classify the triples (G,G′, π) for which (5.1) occurs in
typical cases (e.g., πK is Zuckerman’s Aq(λ) module, or a minimal represen-
tation).
In Section 7 we shall explain two new applications of discretely decomposable
restrictions: one is a dimension estimate of differential symmetry breaking operators
(Theorem 7.13), and the other is a proof of the “localness property” of symmetry
breaking operators (Theorem 7.18); see Observation 2.5 (1).
5.1 Criteria for discrete decomposability of restriction
We review a necessary and sufficient condition for the restriction of Harish-Chandra
modules to be discretely decomposable (Definition 4.3), which was established in
[28] and [29].
An associated variety Vg(X) is a coarse approximation of the g-modules X ,
which we recall now from Vogan [72]. We shall use the associated variety for the
study of the restrictions of Harish-Chandra modules.
Let {Uj(g)}j∈N be the standard increasing filtration of the universal enveloping
algebra U(g). Suppose X is a finitely generated g-module. A filtration
⋃
i∈NXi =
X is called a good filtration if it satisfies the following conditions:
• Xi is finite-dimensional for any i ∈ N;
• Uj(g)Xi ⊂ Xi+j for any i, j ∈ N;
• There exists n such that Uj(g)Xi = Xi+j for any i ≥ n and j ∈ N.
The graded algebra grU(g) :=
⊕
j∈N Uj(g)/Uj−1(g) is isomorphic to the sym-
metric algebra S(g) by the Poincare´–Birkhoff–Witt theorem and we regard the
graded module grX :=
⊕
i∈NXi/Xi−1 as an S(g)-module. Define
AnnS(g)(grX) := {f ∈ S(g) : fv = 0 for any v ∈ grX},
Vg(X) := {x ∈ g∗ : f(x) = 0 for any f ∈ AnnS(g)(grX)}.
Then Vg(X) does not depend on the choice of good filtration and is called the asso-
ciated variety of X . We denote byN (g∗) the nilpotent variety of the dual space g∗.
We have then the following basic properties of the associated variety [72].
Lemma 5.1. Let X be a finitely generated g-module.
(1) If X is of finite length, then Vg(X) ⊂ N (g∗).
(2) Vg(X) = {0} if and only if X is finite-dimensional.
(3) Let h be a Lie subalgebra of g. Then Vg(X) ⊂ h⊥ if h acts locally finitely on X ,
where h⊥ := {x ∈ g∗ : x|h = 0}.
(1) and (3) imply that if X is a (g,K)-module of finite length, then Vg(X) is a
KC-stable closed subvariety of N (p∗) because k⊥ = p∗.
Dual to the inclusion g′ ⊂ g of the Lie algebras, we write
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pr : g∗ → (g′)∗
for the restriction map.
One might guess that irreducible summands of the restriction π|G′ would be
“large” if the irreducible representation π of G is “large”. The following theorem
shows that such a statement holds if the restriction of the Harish-Chandra module is
discretely decomposable (Definition 4.3), however, it is false in general (see Coun-
terexample 5.4 below).
Fact 5.2. Let X be an irreducible (g,K)-module.
(1) If Y is an irreducible (g′,K ′)-module such thatHomg′,K′(Y,X |g′) 6= {0}, then
pr(Vg(X)) ⊂ Vg′(Y ).
(2) If Y (j) are irreducible (g′,K ′)-modules such that Homg′,K′(Y (j), X |g′) 6= {0}
(j = 1, 2), then
Vg′(Y1) = Vg′(Y2).
In particular, the Gelfand–Kirillov dimension GK-dim(Y ) of all irreducible
(g′,K ′)-submodules Y of X |g′ are the same.
(3) (necessary condition [29, Corollary 3.5]) If X is discretely decomposable as a
(g′,K ′)-module, then pr(Vg(X)) ⊂ N ((g′)∗), where N ((g′)∗) is the nilpotent
variety of (g′)∗.
An analogous statement fails if we replace Homg′,K′(τK′ , πK |g′) by the space
HomG′(τ, π|G′) of continuous G′-intertwining operators:
False Statement 5.3. Let π be an irreducible unitary representation of a real reduc-
tive Lie group G.
(1) If τ ∈ Ĝ′ satisfies HomG′(τ, π|G′) 6= {0}, then pr(Vg(πK)) ⊂ Vg′(τK′).
(2) If τ (j) ∈ Ĝ′ satisfy HomG′(τ (j), π|G′) 6= {0} (j = 1, 2), then Vg′(τ (1)K′ ) =
Vg′(τ (2)K′ ).
Here are counterexamples to the “False Statement 5.3”:
Counterexample 5.4. (1) There are many triples (G,G′, π) such that π ∈ Ĝ satis-
fies (π|G′)cont 6= 0; see [26, Introduction], [33, Section 3.3], and Theorem 5.14,
for instance. In this case, pr(Vg(πK)) 6⊂ Vg′(τK′) for any τ ∈ Ĝ′ by Fact 5.2
(3).
(2) Let (G,G′) = (G1 × G1, diag(G1)) with G1 = Sp(n,R) (n ≥ 2). Take an
irreducible unitary spherical principal series representation π1 induced from the
Siegel parabolic subgroup of G1, and set π = π1 ⊠ π1. Then there exist discrete
series representations τ (1) and τ (2) of G′ (≃ Sp(n,R)), where τ (1) is a holo-
morphic discrete series representation and τ (2) is a non-holomorphic discrete
series representation, such that
HomG′(τ
(j), π) 6= {0} (j = 1, 2) and GK-dim(τ (1)) < GK-dim(τ (2)).
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In fact, it follows from Theorem 5.14 below that HomG′(τ, π) 6= {0} if and
only if τ is a discrete series representation for the reductive symmetric space
Sp(n,R)/GL(n,R). Then using the description of discrete series representations
[55, 71], we get Counterexample 5.4 (2).
We now turn to an analytic approach to the question of discrete decomposability
of the restriction. For simplicity, assume K is connected. We take a maximal torus
T of K , and write t0 for its Lie algebra. Fix a positive system ∆+(k, t) and denote
by C+ (⊂
√−1t∗0) the dominant Weyl chamber. We regard T̂ as a subset of
√−1t∗0,
and set Λ+ := C+ ∩ T̂ . Then Cartan–Weyl highest weight theory gives a bijection
Λ+ ≃ K̂, λ 7→ τλ.
We recall for a subset S of RN , the asymptotic cone S∞ is the closed cone defined
by
S∞ := {y ∈ RN : there exists a sequence (yn, εn) ∈ S × R>0 such that
lim
n→∞
εnyn = y and lim
n→∞
εn = 0}.
The asymptoticK-supportASK(X) of a K-moduleX is defined by Kashiwara and
Vergne [22] as the asymptotic cone of the highest weights of irreducibleK-modules
occurring in X :
ASK(X) := SuppK(X)∞,
where SuppK(X) is the K-support of X given by
SuppK(X) := {λ ∈ Λ+ : HomK(τλ, X) 6= {0}}.
For a closed subgroup K ′ of K , we write k′0 for its Lie algebra, and regard
(k′0)
⊥ = Ker(pr : k∗0 → (k′0)∗) as a subspace of k0 via a K-invariant inner product
on k0. We set
CK(K
′) := C+ ∩
√−1Ad∗(K)(k′0)⊥.
An estimate of the singularity spectrum of the hyperfunction K-character of X
yields a criterion of “K ′-admissibility” ofX for a subgroupK ′ of K ([28, Theorem
2.8] and [33]):
Fact 5.5. Let G ⊃ G′ be a pair of real reductive linear Lie groups with compatible
maximal compact subgroups K ⊃ K ′, and X an irreducible (g,K)-module.
(1) The following two conditions on the triple (G,G′, X) are equivalent:
(i) X is K ′-admissible, i.e., dimHomK′(τ,X |K′) <∞ for all τ ∈ K̂ ′ .
(ii) CK(K ′) ∩ ASK(X) = {0}.
(2) If one of (therefore either of) (i) and (ii) is satisfied, then X is discretely decom-
posable as a (g′,K ′)-module.
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5.2 Classification theory of discretely decomposable pairs
We begin with two observations.
First, for a Riemannian symmetric pair, that is, (G,G′) = (G,K) where
G′ = K ′ = K , the restriction X |g′ is obviously discretely decomposable as a
(g′,K ′)-module for any irreducible (g,K)-module X , whereas the reductive pair
(G,G′) = (SL(n,C), SL(n,R)) is an opposite extremal case as the restriction X |g′
is never discretely decomposable as a (g′,K ′)-module for any infinite-dimensional
irreducible (g,K)-module X ([29]). There are also intermediate cases such as
(G,G′) = (SL(n,R), SO(p, n − p)) for which the restriction X |g′ is discretely
decomposable for some infinite-dimensional irreducible (g,K)-module X and is
not for some other X .
Secondly, Harish-Chandra’s admissibility theorem [16] asserts that
dimCHomK(τ, π|K) <∞
for any π ∈ Ĝ and τ ∈ K̂.
This may be regarded as a statement for a Riemannian symmetric pair (G,G′) =
(G,K). Unfortunately, there is a counterexample to an analogous statement for the
reductive symmetric pair (G,G′) = (SO(5,C), SO(3, 2)), namely, we proved in
[32] that
dimCHomG′(τ, π|G′) =∞ for some π ∈ Ĝ and τ ∈ Ĝ′ .
However, it is plausible [32, Conjecture A] to have a generalization of Harish-
Chandra’s admissibility in the category HC of Harish-Chandra modules in the fol-
lowing sense:
dimHomg′,K′(τK′ , πK |g′) <∞
for any irreducible (g,K)-module πK and irreducible (g′,K ′)-module τK′ .
In view of these two observations, we consider the following conditions (a) – (d)
for a pair of real reductive Lie groups (G,G′), and raise a problem:
Problem 5.6. Classify the pairs (G,G′) of real reductive Lie groups satisfying the
condition (a) below (and also (b), (c) or (d)).
(a) there exist an infinite-dimensional irreducible unitary representation π of G and
an irreducible unitary representation τ of G′ such that
0 < dimHomg′,K′(τK′ , πK |g′) <∞;
(b) there exist an infinite-dimensional irreducible unitary representation π of G and
an irreducible unitary representation τ of G′ such that
0 < dimHomg′,K′(τK′ , πK |g′);
(c) there exist an infinite-dimensional irreducible (g,K)-module X and an irre-
ducible (g′,K ′)-module Y such that
22 Toshiyuki Kobayashi
0 < dimHomg′,K′(Y,X |g′) <∞;
(d) there exist an infinite-dimensional irreducible (g,K)-module X and an irre-
ducible (g′,K ′)-module Y such that
0 < dimHomg′,K′(Y,X |g′).
Obviously we have the following implications:
(a) ⇒(b)
⇓ ⇓
(c) ⇒(d)
The vertical (inverse) implications (c) ⇒ (a) and (d) ⇒ (b) will mean finite-
multiplicity results like Harish-Chandra’s admissibility theorem.
For symmetric pairs, Problem 5.6 has been solved in [50, Theorem 5.2]:
Theorem 5.7. Let (G,G′) be a reductive symmetric pair defined by an involutive
automorphism σ of a simple Lie group G. Then the following five conditions (a),
(b), (c), (d), and
σβ 6= −β (5.2)
are equivalent. Here β is the highest noncompact root with respect to a “(−σ)-
compatible” positive system. (See [50] for a precise definition.)
Example 5.8. (1) σ = θ (Cartan involution). Then (5.2) is obviously satisfied be-
cause θβ = β. Needless to say, the conditions (a)–(d) hold when G′ = K .
(2) The reductive symmetric pairs (G,G′) = (SO(p1+p2, q), SO(p1)×SO(p2, q)),
(SL(2n,R), Sp(n,C)), (SL(2n,R),T · SL(n,C)) satisfy (5.2), and therefore
(a)–(d).
The classification of irreducible symmetric pairs (G,G′) satisfying one of (therefore
all of) (a)–(d) was given in [50]. It turns out that there are fairly many reductive
symmetric pairs (G,G′) satisfying the five equivalent conditions in Theorem 5.7
when G does not carry a complex Lie group structure, whereas there are a few such
pairs (G,G′) when G is a complex Lie group. As a flavor of the classification, we
present a list in this particular case. For this, we use the following notation, which
is slightly different from that used in the other parts of this article. Let GC be a
complex simple Lie group, and GR a real form. Take a maximal compact subgroup
KR of GR, and let KC be the complexification of KR in GC. We denote by g, k, and
gR the Lie algebras of GC, KC, and GR, respectively, and write g = k + p for the
complexified Cartan decomposition.
Example 5.9 ([50, Corollary 5.9]). The following five conditions on the pairs
(GC, GR) are equivalent:
(i) (GC,KC) satisfies (a) (or equivalently, (b), (c), or (d)).
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(ii) (GC, GR) satisfies (a) (or equivalently, (b), (c), or (d)).
(iii) The minimal nilpotent orbit of g does not intersect gR.
(iv) The minimal nilpotent orbit of g does not intersect p.
(v) The Lie algebras g, k, and gR are given in the following table:
g sl(2n,C) so(m,C) sp(p+ q,C) fC4 e
C
6
k sp(n,C) so(m− 1,C) sp(p,C) + sp(q,C) so(9,C) fC4
gR su
∗(2n) so(m− 1, 1) sp(p, q) f4(−20) e6(−26)
where m ≥ 5 and n, p, q ≥ 1.
Remark 5.10. The equivalence (iv) and (v) was announced by Brylinski–Kostant
in the context that there is no minimal representation of a Lie group GR with the
Lie algebra gR in the above table (see [7]). The new ingredient here is that this
condition on the Lie algebras corresponds to a question of discretely decomposable
restrictions of Harish-Chandra modules.
For nonsymmetric pairs, there are a few nontrivial cases where (a) (and therefore
(b), (c), and (d)) holds, as follows.
Example 5.11 ([26]). The nonsymmetric pairs (G,G′) = (SO(4, 3),G2(2)) and
(SO(7,C),GC2 ) satisfy (a) (and also (b), (c), and (d)).
Once we classify the pairs (G,G′) such that there exists at least one irre-
ducible infinite-dimensional (g,K)-module X which is discretely decomposable
as a (g′,K ′)-module, then we would like to find all such Xs.
In [49] we carried out this project for X = Aq(λ) by applying the general cri-
terion (Facts 5.2 and 5.5) to reductive symmetric pairs (G,G′). This is a result in
Stage A of the branching problem, and we think it will serve as a foundational result
for Stage B (explicit branching laws). Here is another example of the classification
of the triples (G,G′, X) when G ≃ G′ ×G′, see [50, Theorem 6.1]:
Example 5.12 (tensor product). Let G be a noncompact connected simple Lie
group, and let Xj (j = 1, 2) be infinite-dimensional irreducible (g,K)-modules.
(1) Suppose G is not of Hermitian type. Then the tensor product representation
X1 ⊗X2 is never discretely decomposable as a (g,K)-module.
(2) SupposeG is of Hermitian type. Then the tensor product representationX1⊗X2
is discretely decomposable as a (g,K)-module if and only if bothX1 andX2 are
simultaneously highest weight (g,K)-modules or simultaneously lowest weight
(g,K)-modules.
5.3 Two spaces HomG′(τ, pi|G′) and Homg′,K′(τK′, piK|g′)
There is a canonical injective homomorphism
Homg′,K′(τK′ , πK |g′) →֒ HomG′(τ, π|G′),
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however, it is not bijective for τ ∈ Ĝ′ and π ∈ Ĝ. In fact, we have:
Proposition 5.13. Suppose that π is an irreducible unitary representation of G. If
the restriction π|G′ contains a continuous spectrum and if an irreducible unitary
representation τ of G′ appears as an irreducible summand of the restriction π|G′ ,
then we have
Homg′,K′(τK′ , πK |g′) = {0} 6= HomG′(τ, π|G′).
Proof. If Homg′(τK′ , πK |g′) = Homg′,K′(τK′ , πK |g′) were nonzero, then the
(g,K)-module πK would be discretely decomposable as a (g′,K ′)-module by The-
orem 4.5. In turn, the restriction π|G′ of the unitary representation π would de-
compose discretely into a Hilbert direct sum of irreducible unitary representations
of G′ by [32, Theorem 2.7], contradicting the assumption. Hence we conclude
Homg′,K′(τK′ , πK |g′) = {0}. ⊓⊔
An example of Proposition 5.13 may be found in [45, Part II] where π is the
minimal representation of G = O(p, q) and τ is the unitarization of a Zuckerman
derived functor moduleAq(λ) for G′ = O(p′, q′)×O(p′′, q′′) with p = p′+p′′ and
q = q′ + q′′ (p′, q′, p′′, q′′ > 1 and p+ q even).
Here is another example of Proposition 5.13:
Theorem 5.14. Let G be a real reductive linear Lie group, and let π = IndGP (Cλ)
be a spherical unitary degenerate principal series representation of G induced from
a unitary character Cλ of a parabolic subgroup P = LN of G.
(1) For any irreducible (g,K)-module τK , we have
Homg,K(τK , πK ⊗ πK) = {0}.
(2) Suppose now G is a classical group. If N is abelian and P is conjugate to the
opposite parabolic subgroup P = LN , then we have a unitary equivalence of
the discrete part:
L2(G/L)disc ≃
∑
τ∈Ĝ
⊕ dimCHomG(τ, π⊗̂π) τ. (5.3)
In particular, we have
dimCHomG(τ, π⊗̂π) ≤ 1
for any irreducible unitary representation τ ofG. Moreover there exist countably
many irreducible unitary representations τ of G such that
dimCHomG(τ, π⊗̂π) = 1.
A typical example of the setting in Theorem 5.14 (2) is the Siegel parabolic sub-
group P = LN = GL(n,R)⋉ Sym(n,R) in G = Sp(n,R).
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Proof. (1) This is a direct consequence of Example 5.12.
(2) Take w0 ∈ G such that w0Lw−10 = L and w0Nw−10 = N . Then the G-orbit
through (w0P, eP ) in G/P×G/P under the diagonal action is open dense, and
therefore Mackey theory gives a unitary equivalence
L2(G/L) ≃ πλ⊗̂πλ (5.4)
because Ad∗(w0)λ = −λ, see [30] for instance. Since N is abelian, (G,L)
forms a symmetric pair (see [64]). Therefore the branching law of the tensor
product representation π⊗̂π reduces to the Plancherel formula for the regu-
lar representation on the reductive symmetric space G/L, which is known; see
[10]. In particular, we have the unitary equivalence (5.3), and the left-hand side
of (5.3) is nonzero if and only if rankG/L = rankK/L ∩K due to Flensted-
Jensen and Matsuki–Oshima [55]. By the description of discrete series repre-
sentation for G/L by Matsuki–Oshima [55] and Vogan [71], we have the con-
clusion.
⊓⊔
5.4 Analytic vectors and discrete decomposability
Suppose π is an irreducible unitary representation ofG on a Hilbert space V , andG′
is a reductive subgroup of G as before. Any G′-invariant closed subspace W in V
contains G′-analytic vectors (hence, also G′-smooth vectors) as a dense subspace.
However, W may not contain nonzero G-smooth vectors (hence, also G-analytic
vectors). In view of Theorem 4.5 in the categoryHC of Harish-Chandra modules, we
think that this is related to the existence of a continuous spectrum in the branching
law of the restriction π|G′ . We formulate a problem related to this delicate point
below. As before, π∞ and τ∞ denote the space ofG-smooth vectors and G′-smooth
vectors for representationsπ and τ ofG andG′, respectively. An analogous notation
is applied to πω and τω .
Problem 5.15. Let (π, V ) be an irreducible unitary representation of G, and G′ a
reductive subgroup of G. Are the following four conditions on the triple (G,G′, π)
equivalent?
(i) There exists an irreducible (g′,K ′)-module τK′ such that
Homg′,K′(τK′ , πK |g′) 6= {0}.
(ii) There exists an irreducible unitary representation τ of G′ such that
HomG′(τ
ω , πω|G′) 6= {0}.
(iii) There exists an irreducible unitary representation τ of G′ such that
HomG′(τ
∞, π∞|G′) 6= {0}.
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(iv) The restriction π|G′ decomposes discretely into a Hilbert direct sum of irre-
ducible unitary representations of G′.
Here are some remarks on Problem 5.15.
Remark 5.16. (1) In general, the implication (i) ⇒ (iv) holds ([32, Theorem 2.7]).
(2) If the restriction π|K′ is K ′-admissible, then (i) holds by [29, Proposition 1.6]
and (iv) holds by [26, Theorem 1.2].
(3) The implication (iv)⇒ (i) was raised in [32, Conjecture D], and some affirmative
results has been announced by Duflo and Vargas in a special setting where π
is Harish-Chandra’s discrete series representation (cf. [12]). A related result is
given in [77].
(4) Even when the unitary representation π|G′ decomposes discretely (i.e., (iv) in
Problem 5.15 holds), it may happen that V∞ $ (V |G′)∞. The simplest example
for this is as follows. Let (π′, V ′) and (π′′, V ′′) be infinite-dimensional unitary
representations of noncompact Lie groups G′ and G′′, respectively. Set G =
G′×G′′, with G′ realized as a subgroup of G as G′×{e}, and set π = π′⊠π′′.
Then V∞ $ (V |G′)∞ because (V ′′)∞ $ V ′′.
6 Features of the restriction, II : HomG′(pi|G′, τ ) (symmetry
breaking operators)
In the previous section, we discussed embeddings of irreducible G′-modules τ into
irreducible G-modules π (or the analogous problem in the category HC of Harish-
Chandra modules); see Case I in Section 4. In contrast, we consider the opposite
order in this section, namely, continuous G′-homomorphisms from irreducible G-
modules π to irreducible G′-modules τ , see Case II in Section 4. We highlight the
case where π and τ are admissible smooth representations (Casselman–Wallach
globalization of modules in the category HC). Then it turns out that the spaces
HomG′(π
∞|G′ , τ∞) or Homg′,K′(πK |g′ , τK′) are much larger in general than the
spacesHomG′(τ∞, π∞|G′) orHomg′,K′(τK′ , πK |g′) considered in Section 5. Thus
the primary concern here will be with obtaining an upper estimate for the dimen-
sions of those spaces.
It would make reasonable sense to find branching laws (Stage B) or to construct
symmetry breaking operators (Stage C) if we know a priori the nature of the mul-
tiplicities in branching laws. The task of Stage A of the branching problem is to
establish a criterion and to give a classification of desirable settings. In this section,
we consider:
Problem 6.1. (1) (finite multiplicities) Find a criterion for when a pair (G,G′) of
real reductive Lie groups satisfies
dimHomG′(π
∞|G′ , τ∞) <∞ for any π∞ ∈ Ĝsmooth and τ∞ ∈ Ĝ′smooth.
Classify all such pairs (G,G′).
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(2) (uniformly bounded multiplicities) Find a criterion for when a pair (G,G′) of
real reductive Lie groups satisfies
sup
pi∞∈Ĝsmooth
sup
τ∞∈Ĝ′smooth
dimHomG′(π
∞|G′ , τ∞) <∞.
Classify all such pairs (G,G′).
One may also think of variants of Problem 6.1. For instance, we may refine Problem
6.1 by considering it as a condition on the triple (G,G′, π) instead of a condition on
the pair (G,G′):
Problem 6.2. (1) Classify the triples (G,G′, π∞) with G ⊃ G′ and π∞ ∈ Ĝsmooth
such that
dimHomG′(π
∞|G′ , τ∞) <∞ for any τ∞ ∈ Ĝ′smooth. (6.1)
(2) Classify the triples (G,G′, π∞) such that
sup
τ∞∈Ĝ′smooth
dimHomG′(π
∞|G′ , τ∞) <∞. (6.2)
Problem 6.1 has been solved recently for all reductive symmetric pairs (G,G′);
see Sections 6.3 and 6.4. On the other hand, Problem 6.2 has no complete solution
even when (G,G′) is a reductive symmetric pair. Here are some partial answers to
Problem 6.2 (1):
Example 6.3. (1) If (G,G′) satisfies (PP) (see the list in Theorem 6.14), then the
triple (G,G′, π) satisfies (6.1) whenever π∞ ∈ Ĝsmooth.
(2) If π is K ′-admissible, then (6.1) is satisfied. A necessary and sufficient condition
for the K ′-admissibility of π|K′ , Fact 5.5, is easy to check in many cases. In
particular, a complete classification of the triples (G,G′, π) such that π|K′ isK ′-
admissible was recently accomplished in [49] in the setting where πK = Aq(λ)
and where (G,G′) is a reductive symmetric pair.
We give a conjectural statement concerning Problem 6.2 (2).
Conjecture 6.4. Let (G,G′) be a reductive symmetric pair. If π is an irreducible
highest weight representation of G or if π is a minimal representation of G, then the
uniform boundedness property (6.2) would hold for the triple (G,G′, π∞).
Some evidence was given in [35, Theorems B and D] and in [45, 46].
6.1 Real spherical homogeneous spaces
A complex manifold XC with an action of a complex reductive group GC is called
spherical if a Borel subgroup ofGC has an open orbit inXC. Spherical varieties have
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been studied extensively in the context of algebraic geometry and finite-dimensional
representation theory. In the real setting, in search of a broader framework for global
analysis on homogeneous spaces than the usual (e.g., reductive symmetric spaces),
we propose the following:
Definition 6.5 ([27]). Let G be a real reductive Lie group. We say a connected
smooth manifold X with G-action is real spherical if a minimal parabolic subgroup
P of G has an open orbit in X , or equivalently #(P\X) <∞.
The equivalence in Definition 6.5 was proved in [5] by using Kimelfeld [23] and
Matsuki [54]; see [48, Remark] and references therein for related earlier results.
Here are some partial results on the classification of real spherical homogeneous
spaces.
Example 6.6. (1) IfG is compact then allG-homogeneous spaces are real spherical.
(2) Any semisimple symmetric space G/H is real spherical. The (infinitesimal)
classification of semisimple symmetric spaces was accomplished by Berger [3].
(3) G/N is real spherical where N is a maximal unipotent subgroup of G.
(4) For G of real rank one, real spherical homogeneous spaces of G are classified
by Kimelfeld [23].
(5) Any real form G/H of a spherical homogeneous space GC/HC is real spherical
[48, Lemma 4.2]. The latter were classified by Kra¨mer [53], Brion, [6], and Mik-
ityuk [56]. In particular, ifG is quasi-split, then the classification problem of real
spherical homogeneous spaces G/H reduces to that of the known classification
of spherical homogeneous spaces.
(6) The triple product space (G × G × G)/ diagG is real spherical if and only if
G is locally isomorphic to the direct product of compact Lie groups and some
copies of O(n, 1) (Kobayashi [27]).
(7) Real spherical homogeneous spaces of the form (G × G′)/ diagG′ for sym-
metric pairs (G,G′) were recently classified. We review this in Theorem 6.14
below.
The second and third examples form the basic geometric settings for analysis on
reductive symmetric spaces and Whittaker models. The last two examples play a
role in Stage A of the branching problem, as we see in the next subsection.
The significance of this geometric property is that the groupG controls the space
of functions on X in the sense that the finite-multiplicity property holds for the
regular representation of G on C∞(X):
Fact 6.7 ([48, Theorems A and C]). SupposeG is a real reductive linear Lie group,
and H is an algebraic reductive subgroup.
(1) The homogeneous space G/H is real spherical if and only if
HomG(π
∞, C∞(G/H)) is finite-dimensional for all π∞ ∈ Ĝsmooth.
(2) The complexification GC/HC is spherical if and only if
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sup
pi∞∈Ĝsmooth
dimCHomG(π
∞, C∞(G/H)) <∞.
See [48] for upper and lower estimates of the dimension, and also for the non-
reductive case. The proof uses the theory of regular singularities of a system of
partial differential equations by taking an appropriate compactification with normal
crossing boundaries.
6.2 A geometric estimate of multiplicities : (PP) and (BB)
Suppose that G′ is an algebraic reductive subgroup of G. For Stage A in the branch-
ing problem for the restriction G ↓ G′, we apply the general theory of Section 6.1
to the homogeneous space (G×G′)/ diagG′.
Let P be a minimal parabolic subgroup of G, and P ′ a minimal parabolic sub-
group of G′.
Definition-Lemma 6.8 ([48]). We say the pair (G,G′) satisfies the property (PP) if
one of the following five equivalent conditions is satisfied:
(PP1) (G×G′)/ diagG′ is real spherical as a (G×G′)-space.
(PP2) G/P ′ is real spherical as a G-space.
(PP3) G/P is real spherical as a G′-space.
(PP4) G has an open orbit in G/P ×G/P ′ via the diagonal action.
(PP5) #(P ′\G/P ) <∞.
Since the above five equivalent conditions are determined by the Lie algebras g and
g′, we also say that the pair (g, g′) of reductive Lie algebras satisfies (PP), where g
and g′ are the Lie algebras of the Lie groups G and G′, respectively.
Remark 6.9. If the pair (g, g′) satisfies (PP), in particular, (PP5), then there are
only finitely many possibilities for Supp T for symmetry breaking operators T :
C∞(G/P,V)→ C∞(G′/P ′,W) (see Definition 7.9 below). This observation has
become a guiding principle to formalise a strategy in classifying all symmetry break-
ing operators used in [52], as we shall discuss in Section 7.2
Next we consider another property, to be denoted (BB), which is stronger than
(PP). Let GC be a complex Lie group with Lie algebra gC = g ⊗R C, and G′C a
subgroup of GC with complexified Lie algebra g′C = g′ ⊗R C. We do not assume
either G ⊂ GC or G′ ⊂ G′C. Let BC and B′C be Borel subgroups of GC and G′C,
respectively.
Definition-Lemma 6.10. We say the pair (G,G′) (or the pair (g, g′)) satisfies the
property (BB) if one of the following five equivalent conditions is satisfied:
(BB1) (GC ×G′C)/ diagG′C is spherical as a (GC ×G′C)-space.
(BB2) GC/B′C is spherical as a GC-space.
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(BB3) GC/BC is spherical as a G′C-space.
(BB4) GC has an open orbit in GC/BC ×GC/B′C via the diagonal action.
(BB5) #(B′
C
\GC/BC) <∞.
The above five equivalent conditions (BB1) – (BB5) are determined only by the
complexified Lie algebras gC and g′C.
Remark 6.11. (1) (BB) implies (PP).
(2) If both G and G′ are quasi-split, then (BB) ⇔ (PP).
In fact, the first statement follows immediately from [48, Lemmas 4.2 and 5.3],
and the second statement is clear.
6.3 Criteria for finiteness/boundedness of multiplicities
In this and the next subsections, we give an answer to Problem 6.1. The follow-
ing criteria are direct consequences of Fact 6.7 and a careful consideration of the
topology of representation spaces, and are proved in [48].
Theorem 6.12. The following three conditions on a pair of real reductive algebraic
groups G ⊃ G′ are equivalent:
(i) (Symmetry breaking) HomG′(π∞|G′ , τ∞) is finite-dimensional for any pair
(π∞, τ∞) of irreducible smooth representations of G and G′.
(ii) (Invariant bilinear form) There exist at most finitely many linearly independent
G′-invariant bilinear forms on π∞|G′⊗̂τ∞, for any π∞ ∈ Ĝsmooth and τ∞ ∈
Ĝ′smooth.
(iii) (Geometry) The pair (G,G′) satisfies the condition (PP) (Definition-Lemma
6.8).
Theorem 6.13. The following three conditions on a pair of real reductive algebraic
groups G ⊃ G′ are equivalent:
(i) (Symmetry breaking) There exists a constant C such that
dimCHomG′(π
∞|G′ , τ∞) ≤ C
for any π∞ ∈ Ĝsmooth and τ∞ ∈ Ĝ′smooth.
(ii) (Invariant bilinear form) There exists a constant C such that
dimCHomG′(π
∞|G′⊗̂τ∞,C) ≤ C
for any π∞ ∈ Ĝsmooth and τ∞ ∈ Ĝ′smooth.
(iii) (Geometry) The pair (G,G′) satisfies the condition (BB) (Definition-Lemma
6.10).
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6.4 Classification theory of finite-multiplicity branching laws
This section gives a complete list of the reductive symmetric pairs (G,G′) such
that dimHomG′(π∞|G′ , τ∞) is finite or bounded for all π∞ ∈ Ĝsmooth and
τ∞ ∈ Ĝ′smooth. Owing to the criteria in Theorems 6.12 and 6.13, the classi-
fication is reduced to that of (real) spherical homogeneous spaces of the form
(G×G′)/ diagG′, which was accomplished in [44] by using an idea of “lineariza-
tion” :
Theorem 6.14. Suppose (G,G′) is a reductive symmetric pair. Then the following
two conditions are equivalent:
(i) HomG′(π∞|G′ , τ∞) is finite-dimensional for any pair (π∞, τ∞) of admissible
smooth representations of G and G′.
(ii) The pair (g, g′) of their Lie algebras is isomorphic (up to outer automorphisms)
to a direct sum of the following pairs:
A) Trivial case: g = g′.
B) Abelian case: g = R, g′ = {0}.
C) Compact case: g is the Lie algebra of a compact simple Lie group.
D) Riemannian symmetric pair: g′ is the Lie algebra of a maximal compact
subgroup K of a noncompact simple Lie group G.
E) Split rank one case (rankRG = 1):
E1) (o(p+ q, 1), o(p) + o(q, 1)) (p+ q ≥ 2),
E2) (su(p+ q, 1), s(u(p) + u(q, 1))) (p+ q ≥ 1),
E3) (sp(p+ q, 1), sp(p) + sp(q, 1)) (p+ q ≥ 1),
E4) (f4(−20), o(8, 1)).
F) Strong Gelfand pairs and their real forms:
F1) (sl(n+ 1,C), gl(n,C)) (n ≥ 2),
F2) (o(n+ 1,C), o(n,C)) (n ≥ 2),
F3) (sl(n+ 1,R), gl(n,R)) (n ≥ 1),
F4) (su(p+ 1, q), u(p, q)) (p+ q ≥ 1),
F5) (o(p+ 1, q), o(p, q)) (p+ q ≥ 2).
G) Group case: (g, g′) = (g1 + g1, diag g1) where
G1) g1 is the Lie algebra of a compact simple Lie group,
G2) (o(n, 1) + o(n, 1), diag o(n, 1)) (n ≥ 2).
H) Other cases:
H1) (o(2n, 2), u(n, 1)) (n ≥ 1).
H2) (su∗(2n+ 2), su(2) + su∗(2n) + R) (n ≥ 1).
H3) (o∗(2n+ 2), o(2) + o∗(2n)) (n ≥ 1).
H4) (sp(p+ 1, q), sp(p, q) + sp(1)).
H5) (e6(−26), so(9, 1) + R).
Among the pairs (g, g′) in the list (A)–(H) in Theorem 6.14 describing finite
multiplicities, those pairs having uniform bounded multiplicities are classified as
follows.
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Theorem 6.15. Suppose (G,G′) is a reductive symmetric pair. Then the following
two conditions are equivalent:
(i) There exists a constant C such that
dimCHomG′(π
∞|G′ , τ∞) ≤ C
for any π∞ ∈ Ĝsmooth and τ∞ ∈ Ĝ′smooth.
(ii) The pair of their Lie algebras (g, g′) is isomorphic (up to outer automorphisms)
to a direct sum of the pairs in (A), (B) and (F1) – (F5).
Proof. Theorem 6.14 follows directly from Theorem 6.12 and [44, Theorem 1.3].
Theorem 6.15 follows directly from Theorem 6.13 and [44, Proposition 1.6]. ⊓⊔
Example 6.16. In connection with branching problems, some of the pairs appeared
earlier in the literature. For instance,
(F1), (F2) · · · finite-dimensional representations (strong Gelfand pairs) [53];
(F2), (F5) · · · tempered unitary representations (Gross–Prasad conjecture) [14];
(G2) · · · tensor product, trilinear forms [8, 27];
(F1)–(F5) · · · multiplicity-free restrictions [2, 68].
7 Construction of symmetry breaking operators
Stage C in the branching problem asks for an explicit construction of intertwining
operators. This problem depends on the geometric models of representations of a
group G and its subgroup G′. In this section we discuss symmetry breaking opera-
tors in two models, i.e., in the setting of real flag manifolds (Sections 7.1–7.3) and
in the holomorphic setting (Sections 7.4–7.5).
7.1 Differential operators on different base spaces
We extend the usual notion of differential operators between two vector bundles on
the same base space to those on different base spaces X and Y with a morphism
p : Y → X as follows.
Definition 7.1. Let V → X and W → Y be two vector bundles, and p :
Y → X a smooth map between the base manifolds. A continuous linear map
T : C∞(X,V)→ C∞(Y,W) is said to be a differential operator if
p(Supp(Tf)) ⊂ Suppf for all f ∈ C∞(X,V), (7.1)
where Supp stands for the support of a section.
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The condition (7.1) shows that T is a local operator in the sense that for any open
subset U of X , the restriction (Tf)|p−1(U) is determined by the restriction f |U .
Example 7.2. (1) If X = Y and p is the identity map, then the condition (7.1) is
equivalent to the condition that T is a differential operator in the usual sense,
due to Peetre’s theorem [61].
(2) If p : Y → X is an immersion, then any operator T satisfying (7.1) is locally of
the form
∑
(α,β)∈Nm+n
gαβ(y)
∂|α|+|β|
∂yα∂zβ
∣∣∣∣∣∣
z1=···=zn=0
(finite sum),
where {(y1, . . . , ym, z1, . . . , zn)} are local coordinates ofX such that Y is given
locally by the equation z1 = · · · = zn = 0, and gαβ(y) are matrix-valued
functions on Y .
7.2 Distribution kernels for symmetry breaking operators
In this section, we discuss symmetry breaking operators in a geometric setting,
where representations are realized in the space of smooth sections for homogeneous
vector bundles.
Let G be a Lie group, and V → X a homogeneous vector bundle, namely, a
G-equivariant vector bundle such that the G-action on the base manifold X is tran-
sitive. Likewise, let W → Y be a homogeneous vector bundle for a subgroup G′.
The main assumption of our setting is that there is aG′-equivariant map p : Y → X .
For simplicity, we also assume that p is injective, and do not assume any relationship
between p∗V andW . Then we have continuous representations of G on the Fre´chet
spaceC∞(X,V) and of the subgroupG′ onC∞(Y,W), but it is not obvious if there
exists a nonzero continuous G′-homomorphism (symmetry breaking operator)
T : C∞(X,V)→ C∞(Y,W).
In this setting, a basic problem is:
Problem 7.3. (1) (Stage A) Find an upper and lower estimate of the dimension of
the space
HomG′(C
∞(X,V), C∞(Y,W)) of symmetry breaking operators.
(2) (Stage A) When is HomG′(C∞(X,V), C∞(Y,W)) finite-dimensional for any
G-equivariant vector bundle V → X and any G′-equivariant vector bundle
W → Y ?
(3) (Stage B) Given equivariant vector bundles V → X and W → Y , determine
the dimension of HomG′(C∞(X,V), C∞(Y,W)).
(4) (Stage C) Construct explicit elements in HomG′(C∞(X,V), C∞(Y,W)).
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Here are some special cases:
Example 7.4. Suppose G = G′, X is a (full) real flag manifold G/P where P is a
minimal parabolic subgroup of G, and Y is algebraic.
(1) In this setting, Problem 7.3 (1) and (2) were solved in [48]. In particular, a nec-
essary and sufficient condition for Problem 7.3 (2) is that Y is real spherical, by
Fact 6.7 (1) (or directly from the original proof of [48, Theorem A]).
(2) Not much is known about precise results for Problem 7.3 (3), even when
G = G′. On the other hand, Knapp–Stein intertwining operators or Poisson
transforms are examples of explicit intertwining operators when Y is a real flag
manifold or a symmetric space, respectively, giving a partial solution to Problem
7.3 (4).
Example 7.5. Let G be the conformal group of the standard sphere X = Sn, let G′
be the subgroup that leaves the totally geodesic submanifold Y = Sn−1 invariant,
and let V → X , W → Y be G-, G′-equivariant line bundles, respectively. Then
V and W are parametrized by complex numbers λ and ν, respectively, up to signa-
tures. In this setting Problem 7.3 (3) and (4) were solved in [52]. This is essentially
the geometric setup for the classification of HomO(n,1)(I(λ)∞, J(ν)∞) which was
discussed in Section 2.2.
We return to the general setting. Let H be an algebraic subgroup of G, (λ, V )
a finite-dimensional representation of H , and V := G ×H V → X := G/H the
associated G-homogeneous bundle. Likewise, let (ν,W ) be a finite-dimensional
representation of H ′ := H ∩ G′, and W := G′ ×H′ W → Y := G′/H ′ the asso-
ciated G′-equivariant bundle. Denote by C2ρ the one-dimensional representation of
H defined by h 7→ | det(Ad(h) : g/h→ g/h)|−1. Then the volume density bundle
ΩG/H of G/H is given as a homogeneous bundle G ×H C2ρ. Let (λ∨, V ∨) be the
contragredient representation of the finite-dimensional representation (λ, V ) of H .
Then the dualizing bundle V∗ := V∨⊗ΩG/H is given by V∗ ≃ G×H (V ∨⊗C2ρ)
as a homogeneous vector bundle.
By the Schwartz kernel theorem, any continuous operator T : C∞(X,V) →
C∞(Y,W) is given by a distribution kernel kT ∈ D′(X × Y,V∗ ⊠W). We write
m : G×G′ → G, (g, g′) 7→ (g′)−1g,
for the multiplication map. If T intertwines G′-actions, then kT is G′-invariant un-
der the diagonal action, and therefore kT is of the form m∗KT for some KT ∈
D′(X,V∗)⊗W . We have shown in [52, Proposition 3.1] the following proposition:
Proposition 7.6. Suppose X is compact. Then the correspondence T 7→ KT in-
duces a bijection:
HomG′(C
∞(X,V), C∞(Y,W)) ∼→ (D′(X,V∗)⊗W )∆(H′).
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Using Proposition 7.6, we can give a solution to Problem 7.3 (2) when X is a real
flag manifold:
Theorem 7.7. Suppose P is a minimal parabolic subgroup of G, X = G/P , and
Y = G′/(G′ ∩ P ). Then HomG′(C∞(X,V), C∞(Y,W)) is finite-dimensional for
any G-equivariant vector bundle V → X and any G′-equivariant vector bundle
W → Y if and only if G/(G′ ∩ P ) is real spherical.
Proof. We set Y˜ := G/(G′ ∩ P ) and W˜ := G ×(G′∩P ) W . Then Proposition 7.6
implies that there is a canonical bijection:
HomG(C
∞(X,V), C∞(Y˜ , W˜)) ∼→ HomG′(C∞(X,V), C∞(Y,W)).
We apply [48, Theorem A] to the left-hand side, and get the desired conclusion for
the right-hand side. ⊓⊔
The smaller X is, the more likely it will be that there exists Y satisfying the finite-
ness condition posed in Problem 7.3 (2). Thus one might be interested in replacing
the full real flag manifold by a partial real flag manifold in Theorem 7.7. By apply-
ing the same argument as above to a generalization of [48] to a partial flag manifold
in [41, Corollary 6.8], we get
Proposition 7.8. Suppose P is a (not necessarily minimal) parabolic subgroup of
G and X = G/P . Then the finiteness condition for symmetry breaking operators in
Problem 7.3 (2) holds only if the subgroup G′ ∩ P has an open orbit in G/P .
Back to the general setting, we endow the double coset space H ′\G/H with the
quotient topology via the canonical quotient G→ H ′\G/H . Owing to Proposition
7.6, we associate a closed subset of H ′\G/H to each symmetry breaking operator:
Definition 7.9. Given a continuous symmetry breaking operator T : C∞(X,V) →
C∞(Y,W), we define a closed subset SuppT in the double coset space H ′\G/H
as the support of KT ∈ D′(X,V∗)⊗W .
Example 7.10. If H = P , a minimal parabolic subgroup of G, and if H ′ has an
open orbit in G/P , then #(H ′\G/P ) < ∞. In particular, there are only finitely
many possibilities for Supp T .
Definition 7.11. Let T : C∞(X,V) → C∞(Y,W) be a continuous symmetry
breaking operator.
1) We say T is a regular symmetry breaking operator if SuppT contains an interior
point of H ′\G/H . We say T is singular if T is not regular.
2) We say T is a differential symmetry breaking operator if SuppT is a singleton in
H ′\G/H .
Remark 7.12. The terminology “differential symmetry breaking operator” in Defi-
nition 7.11 makes reasonable sense. In fact, T is a differential operator in the sense
of Definition 7.1 if and only if SuppT is a singleton in H ′\G/H (see [51, Part I,
Lemma 2.3]).
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The strategy of [52] for the classification of all symmetry breaking operators for
(G,G′) satisfying (PP) is to use the stratification ofH ′-orbits in G/H by the closure
relation. To be more precise, the strategy is:
• to obtain all differential symmetry breaking operators, which corresponds to the
singleton in H ′\G/H , or equivalently, to solve certain branching problems for
generalized Verma modules (see Section 7.3 below) via the duality (7.3),
• to construct and classify {T ∈ H(λ, ν) : Supp T ⊂ S} modulo {T ∈ H(λ, ν) :
SuppT ⊂ ∂S} for S ∈ G′\G/H inductively.
The “F-method” [38, 40, 47, 51] gives a conceptual and a practical tool to construct
differential symmetry breaking operators in Step 1. The second step may involve
analytic questions such as the possibility of an extension of an H ′-invariant distri-
bution on an H ′-invariant subset of G/H satisfying a differential equation to an
H ′-invariant distribution solution on the whole of G/H (e.g., [52, Chapter 11, Sect.
4]), and an analytic continuation and residue calculus with respect to some natural
parameter (e.g., [52, Chapters 8 and 12]).
We expect that the methods developed in [52] for the classification of symmetry
breaking operators for the pair (G,G′) = (O(n + 1, 1),O(n, 1)) would work for
some other pairs (G,G′) such as those satisfying (PP) (see Theorem 6.14 for the
list), or more strongly those satisfying (BB) (see Theorem 6.15 for the list).
7.3 Finiteness criterion for differential symmetry breaking
operators
As we have seen in Theorem 7.7 and Proposition 7.8, it is a considerably strong
restriction on the G′-manifold Y for the space HomG′(C∞(X,V), C∞(Y,W)) of
symmetry breaking operators to be finite-dimensional, which would be a substantial
condition for further study in Stages B and C of the branching problem. On the other
hand, if we consider only differential symmetry breaking operators, then it turns out
that there are much broader settings for which the finite-multiplicity property (or
even the multiplicity-free property) holds. The aim of this subsection is to formulate
this property.
In order to be precise, we write HomG′(C∞(X,V), C∞(Y,W)) for the space of
continuous symmetry breaking operators, and DiffG′(C∞(X,V), C∞(Y,W)) for
that of differential symmetry breaking operators. Clearly we have
DiffG′(C
∞(X,V), C∞(Y,W)) ⊂ HomG′(C∞(X,V), C∞(Y,W)). (7.2)
We now consider the problem analogous to Problem 7.3 by replacing the right-
hand side of (7.2) with the left-hand side.
For simplicity, we consider the case where V → X is aG-equivariant line bundle
over a real flag manifold G/P , and write Lλ → X for the line bundle associated
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to a one-dimensional representation λ of P . We use the same letter λ to denote the
corresponding infinitesimal representation of the Lie algebra p, and write λ ≫ 0 if
〈λ|j, α〉 ≫ 0 for all α ∈ ∆(n+, j) where j is a Cartan subalgebra contained in the
Levi part l of the parabolic subalgebra p = l+ n+.
We say a parabolic subalgebra p of g is g′-compatible if p is defined as the sum
of eigenspaces with nonnegative eigenvalues for some hyperbolic element in g′.
Then p′ := p ∩ g′ is a parabolic subalgebra of g′ and we have compatible Levi
decompositions p = l+ n+ and p′ = (l ∩ g′) + (n+ ∩ g′). We are ready to state an
answer to a question analogous to Problem 7.3 (1) and (2) for differential symmetry
breaking operators (cf. [40]).
Theorem 7.13 (local operators). Let G′ be a reductive subgroup of a real reductive
linear Lie group G, X = G/P and Y = G′/P ′ where P is a parabolic subgroup
of G and P ′ = P ∩ G′ such that the parabolic subalgebra p = l + n+ of g is
g′-compatible.
(1) (finite multiplicity) For any finite-dimensional representations V andW of the
parabolic subgroups P and P ′, respectively, we have
dimCDiffG′(C
∞(X,V), C∞(Y,W)) <∞,
where V = G ×P V and W = G′ ×P ′ W are equivariant vector bundles over X
and Y , respectively.
(2) (uniformly bounded multiplicity) If (g, g′) is a symmetric pair and n+ is
abelian, then for any finite-dimensional representation V of P ,
CV := sup
W
dimCDiffG′(C
∞(X,V), C∞(Y,W)) <∞.
Here W runs over all finite-dimensional irreducible representations of P ′. Further-
more, CV = 1 if V is a one-dimensional representation λ of P with λ≫ 0.
Proof. The classical duality between Verma modules and principal series represen-
tations in the case G = G′ (e.g., [17]) can be extended to the context of the restric-
tion of reductive groups G ↓ G′, and the following bijection holds (see [51, Part I,
Corollary 2.9]):
Hom(g′,P ′)(U(g
′)⊗U(p′) W∨, U(g)⊗U(p) V ∨)
≃ DiffG′(C∞(G/P,V), C∞(G′/P ′,W)). (7.3)
Here (λ∨, V ∨) denotes the contragredient representation of (λ, V ). The right-hand
side of (7.3) concerns Case II (symmetry breaking) in Section 4, whereas the left-
hand side of (7.3) concerns Case I (embedding) in the BGG category O. An analo-
gous theory of discretely decomposable restriction in the Harish-Chandra category
HC (see Sections 4 and 5) can be developed more easily and explicitly in the BGG
category O, which was done in [37]. In particular, the g′-compatibility is a suffi-
cient condition for the “discrete decomposability” of generalized Verma modules
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U(g) ⊗U(p) F when restricted to the reductive subalgebra g′. Thus the proof of
Theorem 7.13 is reduced to the next proposition.
Proposition 7.14. Let g′ be a reductive subalgebra of g. Suppose that a parabolic
subalgebra p = l+ n+ is g′-compatible.
(1) For any finite-dimensional p-module F and p′-module F ′,
dimHomg′(U(g
′)⊗U(p′) F ′, U(g)⊗U(p) F ) <∞.
(2) If (g, g′) is a symmetric pair and n+ is abelian, then
sup
F ′
dimHomg′(U(g
′)⊗U(p′) F ′, U(g)⊗U(p) Cλ) = 1
for any one-dimensional representation λ of p with λ ≪ 0. Here the supremum is
taken over all finite-dimensional simple p′-modules F ′.
Proof. (1) The proof is parallel to [37, Theorem 3.10] which treated the case where
F and F ′ are simple modules of P and P ′, respectively.
(2) See [37, Theorem 5.1]. ⊓⊔
Hence Theorem 7.13 is proved. ⊓⊔
Remark 7.15. If we drop the assumption λ ≫ 0 in Theorem 7.13 (2) or λ ≪ 0
in Proposition 7.14 (2), then the multiplicity-free statement may fail. In fact, the
computation in Section 2.1 gives a counterexample where (g, g′) = (sl(2,C) +
sl(2,C), diag(sl(2,C))); see Remark 2.6 (3).
Remark 7.16. (1) (Stage B) In the setting of Proposition 7.14 (2), Stage B in the
branching problem (finding explicit branching laws) have been studied in [35,
37] in the BGG category O generalizing earlier results by Kostant and Schmid
[65].
(2) (Stage C) In the setting of Theorem 7.13 (2), one may wish to find an explicit
formula for the unique differential symmetry breaking operators. So far, this
has been done only in some special cases; see [9, 11] for the Rankin–Cohen
bidifferential operator, Juhl [21] in connection with conformal geometry, and
[47, 51] using the Fourier transform (“F-method” in [38]).
We end this subsection by applying Theorem 7.13 and Theorem 6.12 to the re-
ductive symmetric pair (G,G′) = (GL(n1+n2,R),GL(n1,R)×GL(n2,R)), and
observe a sharp contrast between differential and continuous symmetry breaking
operators, i.e., the left-hand and right-hand sides of (7.2), respectively.
Example 7.17. Let n = n1 + n2 with n1, n2 ≥ 2. Let P , P ′ be minimal parabolic
subgroups of
(G,G′) = (GL(n,R),GL(n1,R)×GL(n2,R)),
respectively, and set X = G/P and Y = G′/P ′. Then:
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(1) For all finite-dimensional representations V of P and W of P ′,
dimCDiffG′(Ind
G
P (V )
∞, IndG
′
P ′ (W )
∞) <∞.
Furthermore if V is a one-dimensional representation Cλ with λ ≫ 0 in the
notation of Theorem 7.13, then the above dimension is 0 or 1.
(2) For some finite-dimensional representations V of P and W of P ′,
dimCHomG′(Ind
G
P (V )
∞, IndG
′
P ′(W )
∞) =∞.
7.4 Localness theorem in the holomorphic setting
In the last example (Example 7.17) and also Theorem 2.9 in Section 2.2, we have
seen in the real setting that differential symmetry breaking operators are “very spe-
cial” among continuous symmetry breaking operators. In this subsection we ex-
plain the remarkable phenomenon in the holomorphic framework that any continu-
ous symmetry breaking operator between two representations under certain special
geometric settings is given by a differential operator; see Observation 2.5 (1) for the
SL(2,R) case. A general case is formulated in Theorem 7.18 below. The key idea
of the proof is to use the theory of discretely decomposable restrictions [26, 28, 29],
briefly explained in Section 5. A conjectural statement is given in the next subsec-
tion.
Let G ⊃ G′ be real reductive linear Lie groups, K ⊃ K ′ their maximal compact
subgroups, and GC ⊃ G′C connected complex reductive Lie groups containing G ⊃
G′ as real forms, respectively. The main assumption of this subsection is that X :=
G/K and Y := G′/K ′ are Hermitian symmetric spaces. To be more precise, let QC
and Q′
C
be parabolic subgroups of GC and G′C with Levi subgroups KC and K ′C,
respectively, such that the following commutative diagram consists of holomorphic
maps:
Y = G′/K ′ ⊂ X = G/K
Borel embedding ∩ ∩ Borel embedding (7.4)
G′C/Q
′
C ⊂ GC/QC.
Theorem 7.18 ([51, Part I]). Let V → X , W → Y be G-equivariant, G′-
equivariant holomorphic vector bundles, respectively.
(1) (localness theorem) Any G′-homomorphism from O(X,V) to O(Y,W) is given
by a holomorphic differential operator, in the sense of Definition 7.1, with re-
spect to a holomorphic embedding Y →֒ X .
We extend V and W to holomorphic vector bundles over GC/QC and G′C/Q′C, re-
spectively.
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(2) (extension theorem) Any differential symmetry breaking operator in (1) defined
on Hermitian symmetric spaces extends to a G′
C
-equivariant holomorphic dif-
ferential operatorO(GC/QC,V)→ O(G′C/Q′C,W) with respect to a holomor-
phic map between the flag varieties G′
C
/Q′
C
→֒ GC/QC.
Remark 7.19. The representation π on the Fre´chet space O(G/K,V) is a maxi-
mal globalization of the underlying (g,K)-module πK in the sense of Schmid [66],
and contains some other globalizations having the same underlying (g,K)-module
πK (e.g., the Casselman–Wallach globalization π∞). One may ask whether an anal-
ogous statement holds if we replace (π,O(G/K,V)) and (τ,O(G′/K ′,W)) by
other globalizations such as π∞ and τ∞. This question was raised by D. Vogan dur-
ing the conference at MIT in May 2014. We gave an affirmative answer in [51, Part
I] by proving that the natural inclusions
HomG′(π, τ) ⊂ HomG′(π∞, τ∞) ⊂ Homg′,K′(πK , τK′)
are actually bijective in our setting.
7.5 Localness conjecture for symmetry breaking operators on
cohomologies
It might be natural to ask a generalization of Theorem 7.18 to some other holo-
morphic settings, from holomorphic sections to Dolbeault cohomologies, and from
highest weight modules to Aq(λ) modules.
Problem 7.20. To what extent does the localness and extension theorem hold for
symmetry breaking operators between Dolbeault cohomologies?
In order to formulate the problem more precisely, we introduce the following as-
sumption on the pair (G,G′) of real reductive groups:
K has a normal subgroup of positive dimension which is contained in K ′. (7.5)
Here, K and K ′ = K ∩ G′ are maximal compact subgroups of G and G′, re-
spectively, as usual. We write K(2) for the normal subgroup in (7.5), k(2)0 for the
corresponding Lie algebra, and k(2) for its complexification. Then the assumption
(7.5) means that we have direct sum decompositions
k = k(1) ⊕ k(2), k′ = k′(1) ⊕ k(2)
for some ideals k(1) of k and k′(1) of k′, respectively. The point here is that k(2) is
common to both k and k′.
We take H ∈ √−1k(2)0 , define a θ-stable parabolic subalgebra of g by
q ≡ q(H) = l+ u
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as the sum of eigenspaces of ad(H) with nonnegative eigenvalues, and set L :=
G∩QC whereQC = NGC(q) is the parabolic subgroup ofGC. Then L is a reductive
subgroup of G with complexified Lie algebra l, and we have an open embedding
X := G/L ⊂ GC/QC through which G/L carries a complex structure. The same
element H defines complex manifolds Y := G′/L′ ⊂ G′
C
/Q′
C
with the obvious
notation.
In summary, we have the following geometry that generalizes (7.4):
Y = G′/L′ ⊂ X = G/L
open ∩ ∩ open
G′C/Q
′
C ⊂ GC/QC.
It follows from the assumption (7.5) that the compact manifold K/L∩K coincides
with K ′/L′ ∩ K ′. Let S denote the complex dimension of the complex compact
manifolds K/L ∩K ≃ K ′/L′ ∩K ′.
Example 7.21. (1) (Hermitian symmetric spaces) Suppose that K(2) is abelian.
Then Y ⊂ X are Hermitian symmetric spaces, S = 0, and we obtain the geo-
metric setting of Theorem 7.18.
(2) (G,G′) = (U(p, q;F),U(p′;F)×U(p′′, q;F)) with p = p′+p′′ for F = R,C, or
H, and K(2) = U(q;F). Then neither G/L nor G′/L′ is a Hermitian symmetric
space but the assumption (7.5) is satisfied. Thus the conjecture below applies.
For a finite-dimensional holomorphic representation V ofQC, we define a holomor-
phic vector bundle GC ×QC V over the generalized flag variety GC/QC, and write
V := G ×L V for the G-equivariant holomorphic vector bundle over X = G/L as
the restriction (GC ×QC V )|G/L. Then the Dolbeault cohomology Hj∂¯(X,V) natu-
rally carries a Fre´chet topology by the closed range theorem of the ∂¯-operator, and
gives the maximal globalization of the underlying (g,K)-modules, which are iso-
morphic to Zuckerman’s derived functor modulesRjq(V ⊗C−ρ) [69, 75]. Similarly
for G′, given a finite-dimensional holomorphic representation W of Q′
C
, we form a
G′-equivariant holomorphic vector bundle W := G′ ×L′ W over Y = G′/L′ and
define a continuous representation ofG′ on the Dolbeault cohomologiesHj
∂¯
(Y,W).
In this setting we have the discrete decomposability of the restriction by the general
criterion (see Fact 5.5).
Proposition 7.22. The underlying (g,K)-modules Hj
∂¯
(X,V)K are K ′-admissible.
In particular, they are discretely decomposable as (g′,K ′)-modules.
Explicit branching laws in some special cases (in particular, when dimV = 1)
of Example 7.21 (1) and (2) may be found in [35] and [15, 25], respectively.
We are now ready to formulate a possible extension of the localness and exten-
sion theorem for holomorphic functions (Theorem 7.18) to Dolbeault cohomologies
that gives geometric realizations of Zuckerman’s derived functor modules.
Conjecture 7.23. Suppose we are in the above setting, and let V and W be finite-
dimensional representations of QC and Q′C, respectively.
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(1) (localness theorem) Any continuous G′-homomorphism
HS∂¯ (X,V)→ HS∂¯ (Y,W)
is given by a holomorphic differential operator with respect to a holomorphic
embedding Y →֒ X .
(2) (extension theorem) Any such operator in (1) defined on the open subsets
Y ⊂ X of G′
C
/Q′
C
⊂ GC/QC, respectively, extends to a G′C-equivariant holo-
morhic differential operator with respect to a holomorphic map between the flag
varieties G′
C
/Q′
C
→֒ GC/QC.
The key ingredient of the proof of Theorem 7.18 for Hermitian symmetric spaces
was the discrete decomposability of the restriction of the representation (Fact 2.2
(2)). Proposition 7.22 is a part of the evidence for Conjecture 7.23 in the general
setting.
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