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I. INTRODUCTION
Interference is a critical issue in wireless communication, limiting the capacity of a network, and the two-user-pair interference channel (IC) has been a canonical model for studying the capacity of interference networks. The degrees of freedom (DoF) of an MIMO IC with three antennas at each terminal, for instance, is only 3, instead of 6 when there is no interference between the two pairs of users [1] . An interesting discovery is made in [2] - [4] , however, that the sum DoF of this network can be easily increased to 4 by simply allowing cross messaging between the two pairs of users, and this network is referred to as X channel (XC) in the literature. Recently, however, questions were raised as to how the capacity of an interference network would change when the links between the transmitters and receivers exist only intermittently due to frequency hopping, shadowing, co-channel interference, ... etc, c.f. [5] , [6] , [9] among others. This conceptually simple change turns out to have profound implications. Take the bursty MIMO XC for example [6] . Burstiness of the channel disrupts the network topology, turning the XC into a new network with 16 different topologies. This significantly changes its channel capacity and achievability schemes, and greatly complicates the characterization of the sum DoF.
Availability of channel state information at the transmitters (CSIT) is long known to have a great impact on the channel capacity. Interestingly, it is also discovered in [7] that delayed CSIT is still very useful, even if it is completely stale. This motivates a sequence of works to further explore the benefits of delayed CSIT, including [8] - [10] for the IC and XC. Moreover, for networks with time-varying topology, communication rate gains have been reported even with only topological information at the transmitters [11] , [12] . The highlight of the achievability schemes in these works is coding over multiple channel uses or topologies. This motivates us to consider how channel topology information at the transmitters (CTIT) may be used to enhance the achievable rates on the bursty MIMO XC. As a first step, we consider instantaneous feedback of channel topology to the transmitters in this work.
Unlike [8] - [12] , where the channel matrices are timevarying, we study the bursty MIMO XC whose channel matrices are drawn from a continuous distribution and are fixed throughout the communication. The only time-varying component in this channel is its topology, which is assumed known to the receivers and is fed back to transmitters instantaneously. Each transmitter and each receiver are equipped with and antennas, respectively. The four links between the transmitters and receivers are on-and-off intermittently, governed by four independent Bernoulli ( ) random sequences, similar to the model in [9] . For this bursty MIMO XC, we ask these questions: How may we exploit the topology feedback to achieve higher DoF? What is its sum DoF? How does it compare to the case where there is no topology feedback [6] or no cross-link messaging [9] ?
Our key findings are the following: First, strictly higher DoF can be achieved on this bursty MIMO XC by coding across channel topologies. In particular, sophisticated codes across as many as 5 topologies prove beneficial on this channel. This in contrast to the simpler codes for the channels considered in [12] , [11] , or [9] . Secondly, the search of DoF-optimal codes by trials-and-errors is prohibitive due to the large space of coding possibilities for this channel. The transfer function view of the parallel channel across topologies, on the other hand, affords a systematic approach that dramatically reduces the effort of code design and makes it much more manageable. It also elucidates the fact that these are space-time codes, obtained by interference alignment over space and time. A similar observation of the interference alignment interpretation is also made in [7] albeit for the broadcast channel. Thirdly, armed with these codes, we give a partial characterization of the sum DoF of this channel. The sum DoF is determined when ≤ 1 2 , or when the antenna ratio , defined as min( , ) max( , ) , is no greater than 2 3 . When > 2 3 and > 1 2 , the sum DoF is not fully characterized. However, we provide a lower bound that is within 5.2% of the upper bound, in the worst case. Figure 1 illustrates the sum DoF of this channel, the benefits of coding across topologies, and how the sum DoF of the channel varies when topology feedback or cross-link messaging is not allowed.
II. PROBLEM FORMULATION
The system model of the bursty MIMO XC is depicted in Figure 2 . There are two transmitters and two receivers in the system, denoted by Tx and Rx , respectively, for , ∈ {1, 2}. Each transmitter is equipped with antennas, while each receiver has antennas. ∼ Unif{1, 2, . . . , 2 } denotes the message from Tx to Rx , encoded over a code block of symbols with code rate , and^is the decoded message at Rx . represents the signal transmitted by Tx and is the received signal at Rx . Each transmitter has an average transmit power constraint , i.e. 1 
[ ] denotes the -th transmitted symbol of Tx . models the × channel matrix from Tx to Rx . To simplify the notations in Section IV and V, we assign the following aliases: 1 = 11 , 2 = 12 , 3 = 21 and 4 = 22 . The channel matrices are drawn randomly from a continuous distribution with i.i.d. elements, but are fixed during the transmission. Each transmitter or receiver is assumed to have perfect knowledge of all channel matrices.
is the additive Gaussian noise at Rx with zero mean and unit variance, i.i.d. in time.
The four Tx-Rx links are intermittently on and off, controlled by four independent and identically distributed Bernoulli ( ) random sequences, 11 
For convenience, we also define the normalized sum DoF to be / max( , ).
In this paper we evaluate the sum DoF of the channel in the almost surely (a.s.) sense, since the channel matrices are drawn from a continuous probability distribution as in [3] .
III. MAIN RESULTS
The normalized sum DoF of the bursty MIMO XC with instantaneous feedback of channel topology is characterized and bounded by the following two theorems. Remark 1. It is easily verified that lb is within 5.2% of min( ub 1 , ub 2 ), and the maximum gap occurs when ≃ 0.81 and ≃ 0.77.
The sum DoF of this bursty MIMO XC has the following properties, as illustrated in Figure 1 :
1) The sum DoF of the bursty MIMO XC can be larger than that of the non-bursty channel when is large, e.g. ≃ 1. In contrast, without transmitter knowledge of channel topology (CTIT), the best known achievable sum DoF of the bursty channel is always lower. 2) However, when ≤ 2 3 , burstiness of the channel, i.e. < 1, always reduces the sum DoF of the channel. 3) Coding across channel topologies can lead to strictly higher sum DoF, but only when > 1 2 . 4) When ≤ 1 2 and ≥ , lack of CTIT does not decrease the sum DoF. 5) When ≤ 1 2 and ≤ , lack of CTIT and lack of cross messaging both lead to the same lower sum DoF. 6) Existence of cross-links can increase the sum DoF when the channel is bursty ( < 1). Due to the limitation of space, we prove the achievability of Theorem 1 and lb of Theorem 2 for ≥ in this paper. The rest of the proof can be found in the full version of this paper, including the converse proof and the ≤ case.
IV. ACHIEVABILITY SCHEMES AND DOF LOWER BOUNDS
In this section, we present the coding schemes and prove achievability of the sum DoF given by Theorem 1 and the lb lower bound of Theorem 2 with ≥ . Key to the proof are the following two lemmas which establish the sum DoF of two parallel MIMO channels, each consisting of a subset of the topologies illustrated in Figure 3 . Proof: To prove this, we combine the strategy of coding across topologies in [12] with interference nulling beamforming in [6] , [4] . As illustrated in Figure 4 , the 2 and When the signal power ( ) is large, it is obvious from the schematic that ( , ) can be solved reliably at Rx2 and so can ( , ) at Rx1. Moreover, since 2 2 = 0, Rx1 also receives a linear combination of and , denoted by ( , ), plus noise, from which can be solved reliably as is known. By the same token, can also be solved reliably at Rx2. Hence we can communicate a total of 2 + variables reliably as tends to infinity, proving the achievability of the sum DoF.
Since alignment [3] and interference nulling [6] , [4] into coding across topologies. As in the proof of Lemma 1, let˜consist of the first columns of , and let be an × ( − ) full-rank matrix satisfying = 0, = 1, 2, 3, 4. In addition, let us define to comprise the first (2 − ) columns of the pseudo inverse of , namely ( ) −1 , and consider the coding scheme depicted in Figure 5, where , , , . .., are vectors of real variables with their length specified in Table I .
Assuming large signal power ( ), we decode with successive interference cancellation in three steps:
Step 1: Decode the variables at the receiver of eachtopology with only one incoming link (indicated by an → in the figure) . At Rx2 of the 1 -topology, for example, ( , ) can clearly be decoded reliably. The other -topologies can be treated similarly.
Step 2: Decode the variables at both receivers of thetopology. Consider Rx1 first. Since ( , ) have been decoded in Step 1, we can remove them. Note also that vector is gone due to interference nulling, i.e. 2 2 = 0. Moreover, vectors and are aligned because 1 1 = 2 2 . As a result, we can reliably decode and ( , ), a linear combination of and , as illustrated in Figure 5 . Rx2 is decoded similarly.
Step 3: Finally, we decode the remaining receiver of each -topology. Take Rx1 of the 1 -topology for instance. Vector is nulled, while and are aligned and ( , ) has been decoded in Step 2. Canceling it, vector can hence be decoded reliably. The same strategy applies to the other -topologies.
Therefore, vectors , , , ..., can all be reliably decoded, leading to an achievable sum DoF of 4 + 4(2 − ) + 6( − ) = 6 + 2 . A. Achievability proof of Theorem 1
To prove Theorem 1, we distinguish three cases:
, it is unnecessary to code across topology. With DoF-optimal code for each topology, it is easy to verify that the following sum DoF is achievable (a.s.):
(4 3 + 10 2 2 + 8 3 + 2 4 ) = 2 (1 + ). (2)
, we use codes across { 1 , 2 } topologies and { 3 , 4 } topologies, together with per-topology DoF-optimal codes for the remaining topologies. With Lemma 1, it follows that we can achieve (a.s.) a sum DoF of
Lastly, let us consider the case where 2 3 < ≤ and ≤ 1 2 . For a long period of ( ) channel uses, the -topology occurs approximately 4 times, while eachtopology occurs approximately 3 times. We first code across the { 1 , 2 , 3 , 4 , } topologies and totally consume the -topologies. Since 4 ≤ 3 , we then use { 1 , 2 }and { 3 , 4 }-topological codes on the remaining -topologies. For the other topologies, simply employ a DoF-optimal code on each topology. Thus, by Lemma 1 and 2, we can achieve sum DoF of 3 4 + 2 2 (6 + 2 ) + 4 (6 + 2 ) + ( 3 − 4 )(4 + 2 ), or equivalently
which, interestingly, coincides with (3). The achievability of Theorem 1 is hence established by (2)-(4).
B. Proof of lb of Theorem 2 When 2 3 < ≤ and > 1 2 , the priority is again to use the { , }-topological code as much as possible. For the remaining topologies, DoF-optimal code is employed on each of them. Noting that 4 > 3 , we conclude that the following sum DoF is achievable (a.s.): 3 4 + 2 2 (6 + 2 ) + 3 (6 + 2 ) + ( 4 − 3 ) 4 3 , or equivalently
proving the lb of Theorem 2.
V. TRANSFER FUNCTION VIEW
For simple codes across a couple of topologies, the DoFoptimal codes are not hard to find by inspecting the schematic, e.g. Figure 4 , and trials and errors. This approach, however, quickly becomes impractical as the topologies and antennas increase. Take the 5-topology parallel channel shown in Figure  5 , for example. This parallel channel has 10 transmitters and 10 receivers, and with = 4 and = 3, its sum DoF is 26. To find a DoF-optimal code from the schematic by trials-anderrors, we need to decide how to distribute these 26 variables among the 10 transmitters. Some variables may be used multiple times and combined with other variables. For each variable, we also have the flexibility of choosing a beamforming vector. There are simply too many possibilities-assuming even just 4 coding choices on each transmitter, this would amount to 4 10 possibilities! Not to mention the decoding schemes across the receivers. We need a more systematic method.
One such approach can be obtained from the transfer function view of the entire { , }-parallel channel, namely 
where the noise is ignored, and , , , denote the transmitted and received vector at Tx and Rx of the topology, respectively. More compactly, we write
where , refer to the super vector across 5 topologies at Tx and Rx , respectively, and denotes the corresponding 5 × 5
super channel matrix. Our goal is to design a precoding matrix P = diag( , ) so that we can solve the desired number of variables from the transformed system of linear equations:
[︂ ]︂ .
Note that 1 = 1 , 2 = 2 , where is the effective super input vector at Tx , across topologies. For concreteness, we illustrate the approach with = 4, = 3 again. The extension to general and is straightforward.
1 vanishes at 1 and so does 3 at 2 , these two vectors occupy only 1 dimension at either receiver, but they enable us to send one more variable through the network. The rationale for [ 4 , 4 , 2 ] is the same, and the linear independence of the non-zero columns at each receiver is maintained.
Hence the optimal 26 DoF is achievable with this scheme. Moreover, we obtain the code shown in Figure 5 after a slight optimization (of reducing the number of filters.) It is also clear in this view that this code is a space-time code, obtained by interference alignment over space and time (topologies). 
