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Introduction
Characterizing the theories dual to Vasiliev’s higher-spin gauge theories in anti de-Sitter
space[2][3][4] under the AdS/CFT correspondence[5][6][7] has been a topic of active
research for over ten years, starting from the conjecture of Klebanov and Polyakov that
Vasiliev’s theory in four dimensions is dual to the critical O(N) vector model in three
dimensions[8][9]. Under general principles of AdS/CFT, we expect that the conformal
field theory duals to Vasiliev’s theories (when given appropriate boundary conditions)
should also have higher-spin symmetry, so it is natural to try to classify all higher-spin
conformal field theories. In the case of CFT’s in three dimensions, this task has already
been accomplished by Maldacena and Zhiboedov[1], who showed that unitary conformal
field theories with a unique stress tensor and a higher-spin current are essentially free
in three dimensions. This can be viewed as an analogue of the Coleman-Mandula
theorem[10][11], which states that the maximum spacetime symmetry of theories with
a nontrivial S-matrix is the super-Poincare group.
In this paper, we will prove a four-dimensional analogue of the Coleman-Mandula
theorem for generic conformal field theories. We will show that in any unitary conformal
field theory with a symmetric conserved current of spin larger than 2 and a unique stress
tensor in four dimensions, all correlation functions of symmetric currents of the theory
are equal to the correlation functions of a free field theory - either the free boson, the free
fermion, or the free vector field. However, a recent paper by Boulanger, Ponomarev,
Skvortsov, and Taronna [12] strongly indicates that all the algebras of higher-spin
charges that are consistent with conformal symmetry are not only Lie algebras but
associative. Hence, they are all reproduced by the universal enveloping construction of
[13] with the conclusion that any such algebra must contain a symmetric higher-spin
current. This implies that our result should be true even after relaxing our assumption
that the higher-spin current is symmetric. The argument is structured as follows:
In the first two sections, we will develop two technical tools which help us solve
certain Ward identities:
In section 1, we will define a particular limit of three-point functions of symmetric
conserved currents called lightcone limits. We will show that such correlation
functions behave essentially like correlation functions of a free theory in these
limits, enabling us to translate complicated Ward identities of the full theory into
simpler ones involving only free field correlators.
In section 2, we will explain how one can use the spinor-helicity formalism to con-
vert Fourier-space matrix elements of conserved currents into simple polynomials.
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This will allow us to further simplify Ward identities into easily-analyzed poly-
nomial equations.
The rest of the paper will then carry out proof of our main statement. The steps
are as follows:
In section 3, we will solve the Ward identity arising from the action of the charge Qs
arising from a spin s current js on the correlator 〈j2j2js〉 in the lightcone limit,
where j2 is the stress tensor. We will show that the only possible solution is given
by the free-field solution. This implies the existence of infinitely many conserved
currents of arbitrarily high spin,1 thereby giving rise to infinitely many charge
conservation laws which powerfully constrain the theory.
In section 4, we will construct certain quasi-bilocal fields which roughly behave like
products of free fields in the lightcone limit, yet are defined for any CFT. We
will establish that all the higher-spin charges (whose existence was proven in the
previous step) act on these quasi-bilocals in a particularly simple way.
In section 5, we will translate the action of the higher-spin charges on the quasi-
bilocals into constraints on correlation functions of the quasi-bilocals. We will
then show that these constraints are so powerful that they totally fix every cor-
relation function of the quasi-bilocals to agree with the corresponding correlation
function of a bilocal operator in a free-field theory.
In section 6, we show how the quasi-bilocal correlation functions can be used to prove
that the three-point function of the stress tensor must be equal to the three-point
function of either the free boson, the free fermion, or the free vector field, even
away from the lightcone limit. This is then used to recursively constrain every
correlation function of the CFT to be equal to the corresponding correlation
function in the free theory, finishing the proof.
This strategy is similar to the argument in the three-dimensional case given in [1].
There are two main differences between the three-dimensional and four-dimensional
case that we must account for:
1The fact that the existence of a higher-spin current implies the existence of infinitely many other
higher-spin currents has been proven before in [14] under the additional assumptions that the theory
flows to a theory with a well defined S-matrix in the infrared, that the correlation function 〈j2j2js〉 6= 0,
and that the scattering amplitudes of the theory have a certain scaling behavior. This statement was
also proven in [12] by classifying all the higher-spin algebras in four dimensions. We give a proof for
the sake of completeness, and also because our techniques differ from those two papers.
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First, the four-dimensional Lorentz group admits asymmetric representations, but
the three-dimensional Lorentz group does not. By asymmetric, we mean that a cur-
rent Jµ1...µn is not invariant with respect to interchange of its indices. In the standard
(j1, j2) classification of representations of the Lorentz group induced from the isomor-
phism of Lie algebras so(3, 1)C ∼= sl(2,C)⊕ sl(2,C), these are the representations with
j1 6= j2. The existence of these representations means that many more structures are
possible in four dimensions than in three (the asymmetric structures), and so many
more coefficients have to be constrained in order to solve the Ward identities. We re-
strict our attention to Ward identities arising from the action of a symmetric charge to
correlation functions of only symmetric currents; we will then show that asymmetric
structures cannot appear in these Ward identities, making the exact solution of the
identities possible.
Second, the space of possible correlation functions consistent with conformal sym-
metry is larger in four dimensions than in three. For example, consider the three-point
function of the stress tensor 〈j2j2j2〉. It has long been known (see, e.g. [15][16][17][18])
that this correlation function factorizes into three structures in four dimensions, as op-
posed to only two structures in three dimensions (ignoring a parity-violating structure
which is eliminated in three dimensions by the higher-spin symmetry). These three
structures correspond to the correlation functions that appear in the theories of free
bosons, free fermions, and free vector fields. We will show that even though more
structures are possible in four dimensions, the Ward identities we need can still be
solved.
Note: While this paper was being prepared, a paper by Stanev [19] appeared,
in which the four, five, and six-point correlation functions of the stress tensor were
constrained in CFT’s with a higher spin current in four dimensions. It was also shown
that the pole structure of the general n-point function of the stress tensor coincides
with that of a free field theory. Though this paper reaches the same conclusions as that
paper, we do not make the rationality assumption [20] of that paper.
1 Definition of the lightcone limits
The fundamental technical tool we need to extend into four dimensions is the lightcone
limit. In order to constrain the correlation functions of the theory to be equal to free
field correlators, we will show that the three-point function of the 〈j2j2j2〉 must be
equal to 〈j2j2j2〉 for a free boson, a free fermion, or a free vector - it cannot be some
linear combination of these three structures. To this end, it will be helpful to split up
the Ward identities of the theory into three different identities, each of which involves
only one of the three structures separately. To do this, we will need to somehow project
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all the three-point functions of the theory into these three sectors. The lightcone limits
accomplish this task.
Before defining the lightcone limits, we will set up some notation. As in [1], we are
writing the flat space metric ds2 = dx+dx− + d~y2 and contracting each current with
lightline polarization vectors whose only nonzero component is in the minus direction:
js ≡ Jµ1...µsµ1 . . . µs = J−−···−. We will also denote ∂1 ≡ ∂/∂x−1 and similarly for ∂2
and ∂3. Thus, in all expressions where indices are suppressed, those indices are taken
to be minus indices. There are two things we will establish:
1. We need to define an appropriate limit for each of the three cases, which, when
applied to a three-point function of conserved currents
〈
js1js2js3
〉
, yields an ex-
pression proportional to an appropriate correlator of the free field theory. For
example, in the bosonic case where all the currents are symmetric, we would like
the lightcone limit to give us ∂s11 ∂
s2
2 〈φφ∗js3〉free.
2. Second, we need to explicitly compute the free field correlator which we obtain
from the lightcone limits. In the bosonic case where all currents are symmetric,
this would mean that we need to compute the three-point function 〈φφ∗js3〉 in
the free theory.
For the first task, we claim that the desired lightcone limits are:〈
js1js2bjs3
〉
≡ lim
|y12|→0
|y12|2 lim
x+12→0
〈js1js2js3〉 ∝ ∂s11 ∂s22 〈φφ∗js3〉free (1.1)〈
js1js2fjs3
〉
≡ lim
|y12|→0
|y12|4 lim
x+12→0
1
x+12
〈js1js2js3〉 ∝ ∂s1−11 ∂s2−12
〈
ψγ−ψ¯js3
〉
free (1.2)〈
js1js2vjs3
〉
≡ lim
|y12|→0
|y12|6 lim
x+12→0
1
(x+12)
2
〈js1js2js3〉 ∝ ∂s1−21 ∂s2−22 〈F−αF−αjs3〉free (1.3)
Here, the subscript b, f, and v denote the bosonic, fermionic, and vector lightcone limits.
φ is a free boson, ψ is a free fermion, and F is the field tensor for a free vector field. The
justification for the first two equations comes from the generating functions obtained in
[17][18]; in those references, the three-point functions for correlation functions of con-
served currents with y12 and x+12 dependence of those types was uniquely characterized,
and so taking the limit of those expressions as indicated gives us the claimed result.
In the vector case, [18] did not find a unique structure, but rather, a one-parameter
family of possible structures. Nevertheless, all possible structures actually coincide in
the lightcone limit, as is proven in appendix D.
We note that parity-violating structures cannot appear after taking these lightcone
limits. This is because the all-minus component of every parity violating structure al-
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lowed by conformal invariance in four dimensions is identically zero, as is easily checked
from the explicit forms given in [17]2
Now, we will compute the free field three-point functions. The computation for
each of the three cases is straightforward; we demonstrate the calculation explicitly
only for the bosonic case. Our goal is to explicitly compute 〈φφ∗js〉 on the lightcone.
Then, using the explicit forms of the currents [21]:
js =
s∑
k=0
ck∂
kφ∂s−kφ∗ (1.4)
ck =
(−1)k
k!
(
k + d−4
2
)
!(s− k)! (s− k + d−4
2
)
!
(1.5)
We can compute 〈φ(x1)φ∗(x2)js(x3)〉 directly using Wick’s theorem:
〈φ(x1)φ∗(x2)js(x3)〉 =
∑
ci(∂
i
3〈φ(x1)φ∗(x3)〉)(∂s−i3 〈φ(x3)φ∗(x2)〉)
=
∑
ci(∂
i
1〈φ(x1)φ∗(x3)〉)(∂s−i2 〈φ(x3)φ∗(x2)〉), by translation invariance
∝
∑
ci∂
i
1∂
s−i
2
1
(xˆ13xˆ23)d−2/2
=
(−1)s
s!(d−4
2
)!
s∑
k=0
(−1)ks!
k!(s− k)!
1
xˆ
k+(d−2)/2
13 xˆ
s−k+(d−2)/2
23
∝ 1
(xˆ13xˆ23)d−2/2
(
1
xˆ13
− 1
xˆ23
)s
(1.6)
Here, we have defined xˆ13 = x−13 +
~y13
x+13
and similarly for xˆ23. We have omitted an overall
factor of (x+13)(2−d)/2 which is common to all correlators and will not matter for our
calculations.
The fermionic case proceeds in precisely the same way. The relevant results are
2A more direct argument that does not require explicit calculation can be made. All parity-
violating structures for three-point functions consistent with conformal symmetry must have exactly
one µ1µ2µ3µ4 tensor contracted with polarization vectors and differences in coordinates. Only two of
these differences are independent of each other, and all polarization vectors in the all-minus components
are set to be equal. Thus, there are only three unique objects that can be contracted with the  tensor,
but we need four unique objects to obtain a nonzero contraction. Thus, all parity-violating structures
have all-minus components equal to zero.
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tabulated below:
js =
s−1∑
k=2
(−1)k(s−1
k
)(
s+d−3
k+n
2
−1
)(
s+d−3
n
2
−1
) ∂kψ¯γ∂s−k−1ψ (1.7)
〈
ψ1ψ¯2js
〉 ∝ 1
(xˆ13xˆ23)d−1/2
(
1
xˆ13
− 1
xˆ23
)s−1
(1.8)
Here, note that we have suppressed the spinor indices of ψ1 and ψ2. They are set to 1
and 1˙, respectively, so that the corresponding expression in vector indices has all minus
indices.3
For the vector case, let cab and c¯a˙b˙ be the self-dual and anti-self-dual parts of the
field tensor - in spinor indices, we would write Faba˙b˙ = abc¯a˙b˙ + a˙b˙cab. Then, again
setting the spinor indices a, b = 1 and a˙, b˙ = 1˙ to keep the corresponding vector indices
in the minus direction, we have:
js =
s−1∑
k=1
(−1)k(s−2
k
)(
s+d−2
k+n
2
)(
s+d−2
n
2
−1
) ∂kc¯∂s−k−2c¯ (1.9)
〈c1c¯2js〉 ∝ 1
(xˆ13xˆ23)d/2
(
1
xˆ13
− 1
xˆ23
)s−2
(1.10)
where here, we have suppressed the spinor indices by defining c = c11 and c¯ = c¯1˙1˙. Be-
fore continuing, we emphasize that these three limits do not cover all possible lightcone
behaviors which can be realized in a conformal field theory. We define only these three
limits because one crucial step in our proof is to constrain the three-point function of
the stress tensor 〈j2j2j2〉, which has only these three scaling behaviors.
Furthermore, though we have discussed only symmetric currents, one could hope
that similar expressions could be generated for asymmetric currents - that is, lightcone
limits of correlation functions of asymmetric currents are generated by one of the three
free field theories discussed here. Unfortunately, running the same argument in [18]
fails in the case of asymmetric currents in multiple ways. Consider the current 〈j2jsj¯s〉,
where js is some asymmetric current and j¯s is its conjugate. To determine how such a
correlator could behave the lightcone limit, one could write out all the allowed confor-
mally invariant structures consistent with the spin of the fields, and seeing how each
one behaves in the lightcone limits. Unlike the symmetric cases, one finds that in the
lightcone limit many independent structures exist, and these structures behave differ-
ently depending on which pair of coordinates we take the lightcone limit. To put it
3Recall x11˙ = x−. See appendix A for more details.
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another way, for a symmetric current s, one has the decomposition:
〈j2jsjs〉 =
∑
j∈{b,f,v}
〈j2jsjs〉j
where the subscript j denotes the result after taking corresponding lightcone limit in
any of the three pairs of coordinates (all of which yield the same result), and the
corresponding structures can be understood as arising from some free theory. In the
case of asymmetric js, this instead becomes a triple sum
〈j2jsj¯s〉 =
∑
j,k,l∈{b,f,v}
〈j2jsj¯s〉(j,k,l)
where each sum corresponds to taking a lightcone limit in each of the three different
pairs of coordinates, and we do not know how to interpret the independent structures
in terms of a free field theory. This tells us that for asymmetric currents, the lightcone
limit no longer achieves its original goal of helping us split up the Ward identities
into three identities which can be analyzed independently; each independent structure
could affect multiple different Ward identities. Again, we emphasize that this does
not exclude the possibility of a different lightcone limit reducing the correlators of
asymmetric currents to those of some other free theory. It simply means that our
techniques are not sufficient to constrain correlation functions involving asymmetric
currents, so we will restrict our attention to correlation functions that involve only
symmetric currents.
2 Basic properties of form factors
In this section, we will discuss how the spinor-helicity formalism and Fourier trans-
formation allows us to express correlation functions as simple polynomials. This will
make analysis of charge conservation identities much easier. From this section on, in
order to make formulas easier to read, we will often write s instead of js when referring
to a current of spin s in a correlation funtion. For example, the three-point function
of the stress tensor would be written as 〈222〉. As in the previous section, to simplify
the discussion, we will begin with the bosonic case, and comment on the fermionic and
vector cases afterwards.
2.1 Bosonic case
We will consider the Fourier space expression of the spin s current js(p) of a free scalar
theory contracted with spinors λα and λ˜α˙. For a symmetric spin s current, for example,
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this contraction is written explicitly in spinor indices4 as λα1 . . . λαsλ˜β˙1 . . . λ˜β˙sj
α1...αsβ˙1...β˙s
s .
Since such a current is bilinear in the fields, we may consider the matrix element Fs of
this current in a two-particle state:
Fs ≡ 〈p1, p2|λ · · ·λλ˜ · · · λ˜js(p)|0〉 (2.1)
Note that here (and from now on), we suppress spinor indices, which are always con-
tracted in the obvious way. First, we will establish some basic properties about the
form factors Fs, and then we will explain precisely how the Fs are related to lightcone
limits of three-point functions.
Recall (from, e.g. [22]) that in four dimensions, some lightlike momentum pµ can
be represented as a product of spinors as
pαα˙ ≡ pµσµαα˙ = piαp˜iα˙ (2.2)
Lorentz invariance requires that Fs be built from contractions of the pi’s with the λ’s
(or otherwise vanish). However, there is a scaling symmetry given by:
(pi, p˜i)→ (zpi, z−1p˜i) , z ∈ C\{0} (2.3)
and both pii can be rotated independently. Enforcing this symmetry reduces the possible
structures that can appear to just xx˜ and yy˜, where
x ≡ λpi1 x˜ ≡ λ˜p˜i1 y ≡ λpi2 y˜ ≡ λ˜p˜i2
Counting spinors clearly forces Fs to be homogeneous of degree 2s in these variables.
Then, letting q = p1 + p2, we have that current conservation implies the equation
qαβ˙
∂2
∂λαλ˜β˙
F = 0 (2.4)
A short computation verifies that this equation reduces to
(pi1pi2)(p˜i1p˜i2)
(
∂2
∂x∂x˜
+
∂2
∂y∂y˜
)
Fs(xx˜, yy˜) = 0 (2.5)
The solutions to this equation are simple in the bosonic case, and we also independently
derived them from the explicit expressions for the currents found in [21]:
F bosons = (yy˜)
s
2F1
(
−s,−s, 1,−xx˜
yy˜
)
, (2.6)
4More details about the representation theory of the Lorentz group in spinor indices can be found
in appendix A.
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where 2F1 is the hypergeometric function.
To see how Fs relates to lightcone limits of three-point functions, note that this
function is a symmetric, homogenous degree s polynomial in the variables xx˜ and yy˜.
If we explicitly expand the hypergeometric function, we see that the coefficient of the
(xx˜)k(yy˜)s−k term in Fs is equal to ck/c0, where ck are the coefficients in the ∂k1φ∂
s−k
2 φ
∗
term of jk given in section 1. Thus, the form factors Fs simply translate the differential
structure of s3 into some polynomial in the spinor helicity variables in essentially the
same way as the Fourier transform.
To make this precise, recall that we established in the previous section that the
lightcone limit of three-point functions of CFT’s with symmetric currents will agree
with the result of the free theory in the sense that:〈
s1s2bs3
〉 lightcone limit−−−−−−−−→ ∂s11 ∂s22 〈φφ∗s3〉free (2.7)
However, we have:
〈φφ∗s3〉free =
∑
ci
〈
φ(x1)φ
∗(x2)∂i3φ
∗(x3)∂s−i3 φ(x3)
〉
=
∑
ci∂
i
3〈φ(x1)φ∗(x3)〉∂s−i3 〈φ(x3)φ∗(x2)〉
=
∑
ci(−1)s∂s−i1 ∂i2〈φ(x1)φ∗(x3)〉〈φ(x3)φ∗(x2)〉
Immediately, it can be noted by taking ∂1 → xx˜ and ∂2 → yy˜ that we would obtain
exactly the form factor F up to the overall 1/c0 constant. So the structure is indeed
well defined. This analysis flows exactly analogously for the fermion and vector cases.
However, for the sake of completeness, we note that we can really interpret the form
factors as being a Fourier transform of the correlation function and not just a for-
mal correspondence between differential operators and polynomials. The proof of this
statement for each of the three cases is in appendix B.
2.2 Fermionic case
In this case, our external particle states come equipped with a helicity, which compli-
cates the analysis somewhat. To review, recall the chiral Dirac equation for a negative
helicity spinor is
0 = iσµαα˙∂µψ
α (2.8)
Our expected plane wave solution ψα = µα exp(ip · x) solves this equation only if
pαα˙µ
α = piαp˜iα˙µ
α = 0 - i.e. µ is proportional to pi. Analogous remarks hold for the
spinor of positive helicity; its wavefunction brings a helicity vector proportional to p˜i.
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Now, suppose we are given a symmetric current Js with q undotted and q dotted
indices. We would like to compute the matrix element of Js|0〉 with some two-particle
state. The most general structure that could appear has the form:
(λpi1)
a(λpi2)
b(pi1pi2)
c(λ˜p˜i1)
d(λ˜p˜i2)
e(p˜i1p˜i2)
f (2.9)
Then we impose constraints on the coefficients as follows:
1. Js is spin s, so:
a+ b+ d+ e = s (2.10)
2. Js is in the representation
(
1
2
q, 1
2
q
)
, i.e. it has q dotted and q undotted indices,
so:
a+ b = q (2.11)
d+ e = q (2.12)
3. pi1 and pi2 both have helicities h1 and h2, which can take on values ±1/2. This
imposes the constraints:
a+ c− d− f = −2h1 (2.13)
b+ c− e− f = −2h2 (2.14)
4. The current must be conserved - i.e. the conformal dimension of the current
has to be d − 2 + s = s + 2 (since d = 4). Also, an n particle state of definite
momentum with particles of spin j has dimension −2jn, which is −2 in our case.
All in all, F should have dimension s+ 2− 2 = s. Since E ∼ p2 and p ∼ pipi, each
contraction of spinors has dimension 1/2. This gives us:
1
2
(a+ b+ c+ d+ e+ f) = s (2.15)
After imposing these constraints, the original six-parameter family is reduced to a one-
parameter family of permissible terms - in particular, h1 and h2 must have opposite
helicities. To fix the coefficients, we take an arbitrary linear combination of terms and
demand that the sum be a conformal primary (because J is a conformal primary) - i.e.
it should be invariant under special conformal transformations. This constraint can be
expressed as a simple differential equation in the spinor-helicity language [23]:
Kαα˙F =
(
∂2
∂λα1∂λ˜
α˙
1
+
∂2
∂λα2∂λ˜
α˙
2
)
F = 0 (2.16)
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This generates a recursion relation among the coefficients that can be solved explicitly.
As before, let us define
x ≡ λpi1 x˜ ≡ λ˜p˜i1 y ≡ λpi2 y˜ ≡ λ˜p˜i2
Then, the solution is
F fermions ≡ 〈0|Jsλsλ˜s|p1−, p2+〉 ∝ xy˜(yy˜)s−12F1
(
1− s,−s, 2,−xx˜
yy˜
)
(2.17)
As a check, we note that these form factors could have been computed using explicit
expressions for all the currents in the free fermionic theory, which can be found, e.g. in
[24], and our results agree.
2.3 Vector case
In this case, our external particle states come with a polarization vector µ satisfying
 · p = 0 and a gauge symmetry → + wp for any constant w. Unlike in the fermion
case, there is no canonical choice for a polarization vector given p and a choice of helicity.
Once we pick a decomposition pαα˙ = piαp˜iα˙, the corresponding negative (resp. positive)
helicity polarization vector can be written in terms of an arbitrary positive helicity
spinor µ˜ (resp. negative helicity spinor µ) according to
αα˙ =
piαµ˜α˙
[p˜iµ˜]
, ˜αα˙ =
µαp˜iα˙
〈piµ〉 (2.18)
Fortunately, up to a gauge transformation µ˜ → µ˜ + η′p˜i, this polarization vector is
independent of the choice of µ˜. Furthermore, under the scaling (pi, p˜i) → (zpi, z−1p˜i),
αα˙ scales as z2, which is what we expect for a helicity −1 particle. Similar remarks
hold for ˜αα˙.
Now, we can solve the system of linear equations determining (a, b, c, d, e, f) as
before, except now, the helicities hi take on the values ±1 instead. Exactly the same
analysis as before allows us to compute the relevant form factor:
F vectors ≡ 〈0|Jsλsλ˜s|p1−, p2+〉 ∝ (xy˜)2(yy˜)s−22F1
(
2− s,−s, 3,−xx˜
yy˜
)
(2.19)
3 Charge conservation identities
We will now use the results of the previous section to prove that every CFT with
a higher-spin current contains infinitely many higher-spin currents of arbitrarily high
(even) spin. We will do this by analyzing the constraints that conservation of the higher-
spin charge imposes. We treat the bosonic, fermionic, and vector cases separately.
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Before beginning, we will tabulate a few results about commutation relations that
we will use freely throughout from this section onwards. Their proofs are identical to
those in [1], and are therefore omitted:
1. If a current j′ appears (possibly with some number of derivatives) in the commu-
tator [Qs, j], then j appears in [Qs, j′].
2. Three-point functions of a current with odd spin with two identical currents of
even spin are zero: 〈jsjsjs′〉 = 0 if s is even and s′ is odd.
3. The commutator of a symmetric current with a charge built from another sym-
metric current contains only symmetric currents and their derivatives:
[Qs, js′ ] =
s′+s−1∑
s′′=max[s′−s+1,0]
αs,s′,s′′∂
s′+s−1−s′′js′′ (3.1)
The proof of this statement requires an additional step since one needs to exclude
asymmetric currents contracted with invariant symbols like the  tensor. For
example, consider what structures could appear in [Q2, j2]. This object has three
dotted and three undotted spinor indices, so one could imagine that a structure
like abjabcdec˙d˙e˙ could appear in [Q2, j2]. However, [Q2, j2] has conformal dimension
5, and the unitarity bound constrains the current j, which transforms in the
(5/2, 3/2) representation, to have conformal dimension at least d − 2 + s = 6,
which is impossible. The proof for a general commutator [Qs, js′ ] follows in an
identical manner.
4. [Qs, j2] contains ∂js. This was actually proven for all dimensions in appendix A
of [1]. Item 1 then implies that [Qs, js] contains ∂2s−3j2.
In these statements, we are implicitly ignoring the possibility of parity violating struc-
tures. For example, the three-point function 〈221〉, which is related to the U(1) gravita-
tional anomaly, may not be zero in a parity violating theory. As mentioned in section 1,
however, the all-minus components of every parity-violating structure consistent with
conformal symmetry is identically zero, so they will not appear in any of our identities
here.
Let’s start with the bosonic case:
Consider the charge conservation identity arising from the action of Qs on 〈22bs〉:
0 =
〈
[Qs, 2]2
b
s
〉
+
〈
2[Qs, 2]
b
s
〉
+ 〈22b[Qs, s]〉
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If s is symmetric, we may use the general commutation relation (3.1) and the lightcone
limit (1.1) to expand this equation out in terms of free field correlators:
0 = ∂21∂
2
2
(
γ(∂s−11 + (−1)s∂s−12 )
〈
φφ∗s
〉
free
+
∑
2≤k<2s−1 even
α˜k∂
2s−1−k
3
〈
φφ∗k
〉
free
)
(3.2)
Note that the sum over k is restricted to even currents since 〈22k〉 = 0 for odd k.
In addition, the fact that the coefficient in front of the ∂s−12 term is constrained to be
(−1)s times the coefficient for the ∂s−11 term arises from the symmetry of equation (1.6)
under interchange of x1 and x2.
Now, we apply our methods from section 2. In the Fourier transformed spinor
variables, which turns derivatives into multiplication by the momenta, and therefore
into multiplication by the appropriate spinor products, we find that the action of the
derivatives with respect to each variables are ∂1 ∼ xx˜, ∂2 ∼ yy˜, and ∂3 ∼ xx˜ + yy˜.
Furthermore, the action of φ and φ∗ on the bra 〈0| allows us to rewrite the charge
conservation identity in terms of the matrix elements Fs. After “cancelling out” the
overall derivatives as before, the relevant equation is:
0 = γ((xx˜)s−1 + (−1)s(yy˜)s−1)Fs(xx˜, yy˜) +
∑
2≤k<2s−1 even
α˜k(xx˜+ yy˜)
2s−1−kFk(xx˜, yy˜)
(3.3)
The solution of (3.3) is not easy to obtain by direct calculation in four dimensions. We
can make two helpful observations, however. First, not all coefficients can be zero. This
is because we know 2 appears in [Qs, s], so at least α˜2 is not zero. Second, we know
that the free boson exists (and is a CFT with higher spin symmetry), and therefore,
the coefficients one obtains from that theory would exactly solve this equation. We will
show that this solution is unique.
Suppose we have two sets of coefficients (γ, {α˜k}) and (γ′, {β˜k}) that solve this
equation. First, suppose γ 6= 0 and γ′ 6= 0. Then, we can normalize the coefficients
so that γ = γ′ are equal for the two solutions. Then, subtract the two solutions from
each other so that the γ terms vanish. If we evaluate the result at momenta such that
x˜ = y˜, we may absorb all overall y and y˜ factors into the coefficients and re-express the
equation as a polynomial identity in a single variable z ≡ x/y:
0 =
∑
2≤k<2s−1 even
δ˜k(1 + z)
2s−1−k
2F1(−k,−k, 1,−z) (3.4)
Then, the entire right hand side is divisible by 1 + z since s is even, so we may divide
both sides by 1 + z. Setting z = −1, we find that 2F1(2 − 2s, 2 − 2s, 1, 1) 6= 0 implies
δ˜2s−2 = 0. Then, the entire right hand side is proportional to (1 + z)2, so we may
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divide it out. Then, setting z = −1 again, we find δ˜2s−4 = 0. Repeating this procedure,
we conclude that all coefficients are zero, and therefore, that the two solutions are
identical. On the other hand, suppose one of the solutions has γ = 0. Then, the same
argument establishes that all the coefficients α˜k are zero. As noted earlier, however,
the trivial solution is disallowed. Therefore, the solution is unique and coincide with
one for free boson. Thus, we have infinitely many even conserved currents, as desired.
In the fermionic case, precisely the same analysis works. The action of Qs on
〈
22fs
〉
for symmetric s leads to
0 = ∂21∂
2
2
(
γ(∂s−21 + (−1)s−1∂s−22 )
〈
ψψ¯s
〉
+
∑
2≤k<2s−2 even
α˜k∂2s−2−k3
〈
ψψ¯k
〉)
, (3.5)
Then, converting this expression to form factors and running the same analysis from
the bosonic case verbatim (i.e. take x˜ = y˜, absorb factors of y˜ into the coefficients and
write it as a polynomial in z = −x/y, etc.) establishes that the unique solution to this
equation is the one arising in the theory of a free fermion.
In the vector case, the argument again passes through exactly as before, except
for one problem: unlike in the bosonic and fermionic case, we do not have unique
expressions for the three-point functions of currents with the vector-type coordinate
dependence, so this only demonstrates that the free-field solution is an admissible
solution, but not necessarily the unique solution. Nevertheless, in the lightcone limit,
all possible structures for three-point functions coincide with the free-field answer.5
This was proven in appendix D.
4 Quasi-bilocal fields: basic properties
In this section, we will define a set of quasi-bilocal operators, one for each of the
three lightcone limits, and characterize their commutation relations with the conserved
charges of the higher-spin currents. These quasi-bilocals will turn out to mimic true
bilocal products of free fields in the lightcone limit, ultimately enabling us to prove that
the three-point function of the stress tensor can exhibit only one of the three possible
structures allowed by conformal symmetry. As in the three-dimensional case, we define
the quasi-bilocal operators on the lightcone as operator product expansions of the stress
5Actually, we proved that correlators of the form 〈22s〉 have a unique vector structure even away
from the lightcone limit. The proof, however, is very technical, and it is given in appendix E.
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tensor with derivatives “integrated out”:
22b = ∂
2
1∂
2
2B(x1, x2)
22f = ∂1∂2F−(x1, x2)
22v = V−−(x1, x2)
The motivation behind these definitions can be understood by appealing to what these
expressions look like in free field theory. There, they will transform like simple bilocal
products of free fields:
B(x1, x2) ∼: φ(x1)φ¯(x2) : + : φ(x2)φ¯(x1) :
F−(x1, x2) ∼: ψ1(x1)ψ¯1˙(x2) : − : ψ1(x2)ψ¯1˙(x1) :
V−− ∼: F−α(x1)F−α(x2) :
Also, it is clear from the basic properties of our lightcone limits that when they are
inserted into correlation functions with another conserved current js, they will be pro-
portional to an appropriate free field correlator. Since 〈22s〉 = 0 for odd s, only the
correlation functions with even s will be nonzero:〈
B(x1, x2)js
〉 ∝ 〈φ(x1)φ(x2)js(x3)〉free〈
F−(x1, x2)js
〉 ∝ 〈ψ(x1)ψ¯(x2)js(x3)〉free〈
V−−(x1, x2)js
〉 ∝ 〈c(x1)c¯(x2)js(x3)〉free
Of course, away from the lightcone, things will not be so simple: we have not even
defined the quasi-bilocal operators there, and their behavior there is the reason why
they are not true bilocals. These complications, however, will be important only in
section 5. For now, the lightcone behavior alone is enough to establish the commutator
of Qs with the bilocals. As usual, we begin with the bosonic case:
Assume that 〈22b2〉 6= 0. We claim that
[Qs, B(x1, x2)] = (∂
s−1
1 + ∂
s−1
2 )B(x1, x2). (4.1)
This can be shown using the same arguments as [1]. To begin, notice that the action
of Qs commutes with the lightcone limit. Thus,
〈[Qs, B]jk〉 =
〈
[Qs, j2]j2jk
〉
+
〈
j2[Q, j2]jk
〉
= −〈j2j2[Qs, jk]〉 = 〈[Qs, j2j2]jk〉
This immediately leads to:
[Qs, B(x1, x2)] = (∂
s−1
1 + ∂
s−1
2 )B˜(x1, x2) + (∂
s−1
1 − ∂s−12 )B′(x1, x2), (4.2)
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Here, B˜ is built from even currents (of the free theory), while B′ is built from odd
currents. This makes the whole expression symmetric. We would like to show that
B′ = 0. Therefore, suppose otherwise so that some current js′ has nontrivial overlap
with B′. Then, the charge conservation identity 0 = 〈[Qs′ , B′j2]〉 yields
0 =
〈[
Qs′ , B
′(x1, x2)
]
j2
〉
+
〈
B′(x1, x2) [Qs′ , j2]
〉
, (4.3)
⇒ 0 = γ
(
∂s
′−1
1 − ∂s
′−1
2
) 〈
φφ¯j2
〉
+
s′+1∑
k=0
α˜k∂
s′+1−k〈φφ¯jk〉. (4.4)
Using the same techniques as the previous section, we obtain
0 = γ
(
(xx˜)s
′−1 − (yy˜)s′−1
)
F2 (xx˜, yy˜) +
s′+1∑
k=0
α˜k (xx˜+ yy˜)
s′+1−k Fk (xx˜, yy˜) . (4.5)
In this sum, α˜s′ 6= 0 because js′ ⊂ [Qs′ , 2]. Therefore, we can use the same procedure
as before to show that all α˜k are nonzero if they are nonzero for the free field theory.
In particular, since α˜1 is not zero for the complex free boson, the overlap between j1
and B′ is not zero. Now, let’s consider
0 = 〈[Qs, Bj1]〉 =
(
∂s−11 − ∂s−12
) 〈B′j1〉+ 〈B [Qs, j1]〉, (4.6)
where Qs is a charge corresponding to any even higher-spin current appearing in the
operator product expansion of j2j2b. We have shown the first term is not zero. We will
prove that the second term must be equal to zero to get a contradiction. Specifically,
we will show that there are no even currents in [Qs, j1]. Since B is proportional to 22,
and since 〈22s〉 = 0 for all odd s, this yields the desired conclusion.
Consider the action of Qs on 〈221〉. After running the usual series of tricks, we
have
0 = γ
(
(xx˜)s−1 − (yy˜)s−1)F1 (xx˜, yy˜) + s∑
k=0
α˜k (xx˜+ yy˜)
s−k Fk (xx˜, yy˜) . (4.7)
We want to show that αk = 0 for even k. Recall the definition of Fk from equation
(2.6):
Fk = (yy˜)
k
2F1
(
−k,−k, 1,−xx˜
yy˜
)
=
k∑
i=0
cki (xx˜)
i(y(˜y))k−i
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The hypergeometric coefficients cki have the property that cki = (−1)kckk−i. Now, we
collect terms in equation (4.7) proportional to (xx˜)s and (yy˜)s - each sum must vanish
separately for the entire polynomial to vanish. We obtain
γ +
∑
0≤k≤s odd
αkuk +
∑
0≤k≤s even
αkvk = 0
−γ −
∑
0≤k≤s odd
αkuk +
∑
0≤k≤s even
αkvk = 0
Here, uk and vk are sums of products of coefficients of the hypergeometric function and
the binomial expansion of (xx˜ + yy˜)s−k; we do not care about their properties except
that, with the signs indicated above, they are strictly positive, as can be verified by
direct calculation. By adding and subtracting these equations, we obtain two separate
equations that must be satisfied by the odd and even coefficients separately
γ +
∑
0≤k≤s odd
αkuk = 0∑
0≤k≤s even
αkvk = 0
Exactly analogously, we may do the same procedure to every other pair of monomi-
als (xx˜)a(yy˜)s−a and (xx˜)s−a(yy˜)a to turn the constraints for the two monomials into
constraints for the even and odd coefficients (where we’re considering γ as an odd coef-
ficient) separately. Hence, by multiplying each term by the monomial from which it was
computed and then resumming, we find that the original identity (4.7) actually splits
into two separate identities that must be satisfied. For the even terms, this identity is:
0 =
∑
0≤k≤s even
αk(xx˜+ yy˜)
s−k(yy˜)k2F1
(
−k,−k, 1,−xx˜
yy˜
)
Then, we may again use the tricks from section 3 and conclude that all αk = 0 for even
k, which is what we wanted. Thus, B′ = 0.
Now we would like to show that B = B˜. First of all we will show that B˜ is nonzero.
Consider the charge conservation identity
0 = 〈[Qs, Bj2]〉 =
(
∂s−11 + ∂
s−1
2
) 〈
B˜2
〉
+ 〈B, [Qs, 2]〉
Since [Qs, j2] ⊃ ∂js, and since 〈Bs〉 6= 0, the second term in that identity is nonzero,
and so B˜ must be nonzero. Now we can normalize the currents in such a way that j2
has the same overlap with B˜ and B. After normalization, we know that B−B˜ does not
contain any spin 2 current because the stress tensor is unique, by hypothesis. Now, we
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will show that B− B˜ is zero by contradiction. Suppose B− B˜ is nonzero. Then, there
is a current js whose overlap with B − B˜ is nonzero. Then, the charge conservation
identity for the case s > 2 is
0 =
〈[
Qs,
(
B − B˜
)
j2
]〉
, (4.8)
0 = γ
(
(xx˜)s−1 + (yy˜)s−1
)
F2(xx˜, yy˜) +
s+1∑
k=0
α˜k(xx˜+ yy˜)
s+1−kFk (xx˜, yy˜) , (4.9)
where we assume that α˜s 6= 0. Then, we can again run the same analysis as section 3 to
conclude that since α˜s 6= 0, we must have α˜2 6= 0 - that is, j2 has nonzero overlap with
B−B˜, which is a contradiction. It means that B−B˜ has no overlap with any currents js
for s > 2. The only possibility is to overlap only with spin zero currents. Suppose that
there is a current j′0 that overlaps with B− B˜, where the prime distinguishes it from a
spin 0 current j0 that could appear in B. We first show that 〈j0j′0〉 = 0. Consider the
charge conservation identity the action Q4 on
〈
(B − B˜)j0
〉
. The action of the charge
is [Q4, 0] = ∂3j0 + ∂j2 + . . . , where the . . . represent terms that cannot overlap with 22
(from which B is constructed) or the even currents that appear in B˜. By hypothesis,
B − B˜ has no overlap with j2, so the identity simplifies to 〈j0j′0〉 = 0. Then, since j′0
is nonzero, it should have nontrivial overlap with some Qs. Now, recall the fact that
if a current j′ appears (possibly with some number of derivatives) in the commutator
of [Qs, j], then j appears in [Qs, j′]. Thus, there should be a current current of spin
s′′ < s such that [Qs, js′′ ] = j′0 + . . . . The action Qs on
〈(
B − B˜
)
js′′
〉
is〈[
Qs,
(
B − B˜
)
js′′
]〉
= ∂33
〈(
B − B˜
)
j′0
〉
+ ∂
〈(
B − B˜
)
j2
〉
, (4.10)
Here, we have used that the action of Qs on B and B˜ is identical because B′ = 0.
Then, since the second term is zero, thus the first term is equal to zero as well. Thus,
B − B˜ has no overlap with any currents and is equal to zero, as desired.
In the fermionic case, we can run almost the same argument as in the bosonic
case, except there is no discussion of a possible j0, since there is no conserved spin zero
current in the free fermion theory. We obtain the action of the charge on the fermionic
quasi-bilocal is
[Qs, F−(x1, x2)] = (∂s−11 + ∂
s−1
2 )F−(x1, x2). (4.11)
In the vector case, we again can repeat the argument to obtain
[Qs, V−−(x1, x2)] = (∂s−11 + ∂
s−1
2 )V−−(x1, x2), (4.12)
However, in this case we can consider j3 instead of j1, and we again do not have to
consider j0.
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5 Quasi-bilocal fields: correlation functions
In this section, we will discuss how to sensibly extend the quasi-bilocal fields away from
the lightcone. This will allow us to impose constraints on the correlation functions of the
bilocals from the full conformal group, not just the subgroup that keeps the arguments
of the quasi-bilocals on the lightcone. With the commutation relations developed in
the previous section, we will show that this totally fixes all the correlation functions of
the quasi-bilocal operators.
Let’s begin by tackling the first problem of extending the quasi-bilocals away from
the lightcone in a sensible fashion. Recall that the bilocals are operator product ex-
pansions of the stress tensor with itself. We know that this expansion will contain all
the even higher-spin currents and their descendants. It may contain other kinds of
operators, but the lightcone limit is defined so that these operators are projected out.
This suggests that we can extend the quasi-bilocals away from the lightcone limit by
taking a general combination of conserved currents and their descendants and enforcing
that their correlation functions should behave like a true bilocal in the lightcone limit.
For example, in the bosonic case, we may define
B(x1, x2) =
∑
even s≥2
bs(x1, x2) (5.1)
bs(x1, x2) =
∑
k,l
ckl(x1 − x2)k∂ljs
(
x1 + x2
2
)
(5.2)
The coefficients ckl are totally fixed because in the lightcone limit,
〈
B(x1, x2)js
〉 ∝
〈φ(x1)φ∗(x2)js〉. Since 〈jsjs′〉 ∝ δss′ for conserved currents, only the spin s sector could
give the required limit for a particular js. That is, we must demand
〈
bs(x1, x2)js
〉 ∝
〈φ(x1)φ∗(x2)js(x3)〉 for each bs separately. This relation fixes all the ckl for each bs,
and makes bs transform like a product of two free fields. By comparing conformal
dimensions of both sides of (5.2), we find that the sum over k and l is then restricted
to be over values of k and l such that s+ l−k = 0. After all these coefficients are fixed,
there is no obstruction to taking x1 and x2 away from the lightcone. This construction
works the same way for the fermionic and vector quasi-bilocals with analogous results,
except that the quasi-bilocals in those cases carry some spin structure.
Evidently, under this definition the bosonic quasi-bilocal is a bi-primary field with
a conformal dimension of 1 with respect to each argument. It has the transformation
properties of a product of two free bosons since we required this of each bs. Put another
way, each bs is like a conformal block, giving the contribution of the spin s primary
and its descendants to the OPE of two free fields. This qualitative picture can be made
sharp by noticing the two point function of any particular bs actually does encode the
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contribution of the spin s current to the four-point of free fields, which is precisely what
a conformal block is. This answer in four dimensions is known, and given in equation
(2.11) of [25]. One can then check that for any particular s, the scaling behavior of this
solution near one of its singularities is logarithmic, unlike the power-like singularities
we would expect from a local operator. Thus, each bs is not truly bilocal. Nevertheless,
we will now show that B, the full sum of all the bs, is bilocal.
Let’s consider an n-point function of quasi-bilocals. In the bosonic case, the com-
mutation relation (4.1) imposes the simple relation
2n∑
i=1
∂s−1i
〈
B(x1, x2) . . . B(x2n−1x2n)
〉
, for all even s
As shown in appendix E of [1], this fixes the x− dependence of the n-point function to
have the particular form:∑
σ∈S2n
gσ
(
x−σ(1) − x−σ(2), x−σ(3) − x−σ(4), . . . , x−σ(2n−1) − x−σ(2n)
)
where S2n is the set of permutations of 2n elements. The point is that the x−i depen-
dence of the n-point function is constrained such that, for each gσ, x−i can only appear
in a difference with one and only one other coordinate. This is a very strong constraint:
each gσ in the above series can be written as a product of a dimensionful function of
distances that matches the conformal dimension of the bilocals and a dimensionless
function F(u, v) of conformal cross-ratios u = x212x234
x213x
2
24
and v = x
2
14x
2
23
x213x
2
24
. The constraint on
the functional form of gσ, however, forbids any F(u, v) except for the trivial function
F(u, v) = 1, because u and v each separately violate the constraint. Furthermore, by
rotational invariance, translational invariance, and conformal covariance, the n-point
function of bilinears should have the correct spin structure and conformal dimension
for a product of two free fields: it can only depend on distances between coordinates
dij and have conformal dimension 1 with respect to each variable. Since x1 and x2 are
lightlike separated, d12 cannot appear, and similarly for every pair of arguments of the
same bilocal. Since B is symmetric in its two arguments, and since the n point function
must be symmetric under interchange of any pair of the identical B’s, the form of the
n-point function has to be proportional to a sum of terms with equal coefficients, each
of which is a product
∏
d−2ij , where the product has n terms corresponding to some
partition of the 2n points into pairs where no pair contains two arguments of the same
bilocal. For example, the two-point function is
N˜
(
1
d213d
2
24
+
1
d214d
2
23
)
,
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where N˜ is a constant of proportionality. One immediately notes that these answers
are proportional to the n-point function of : φ(x1)φ(x2) : in a theory of free bosons.
These results all extend to the fermionic and vector cases, with the sole difference
that we need to take into account the spin of the operators. For example, in the
fermionic case, instead of having products built out of terms like d−2ij , we will instead
have building blocks of x+ijd
−3
ij , which yields the two-point function
N˜
(
x+13x
+
24
d313d
3
24
+
x+14x
+
23
d314d
3
23
)
. In the vector case, the correct building blocks are (x+ij)2d
−4
ij , which results in the
two-point function
N˜
(
(x+13)
2(x+24)
2
d413d
4
24
+
(x+14)
2(x+23)
2
d414d
4
23
)
.
Now, let’s fix the the overall constants in front of each n-point function. We
claim that they all are fixed by the normalization of the two-point function of the
bilocals. This can be seen by considering how one can obtain the n-point function of
quasi-bilocals from the n − 1 point function. We know the n-point function of some
quasi-bilocal A is:
〈A . . .A〉︸ ︷︷ ︸
n copies of A
= N˜ng(dij)
where g is some known function which agrees with the result for the n-point function
of the corresponding free theory bilocal. Each bilocal contains the stress tensor j2 in
its OPE, so we can consider acting on both sides with some projector P which isolates
the contribution of j2 from the first bilocal. We will see in the section 6, for example,
that for the vector bilocal, this projector just sets x1 = x2. Then, we can integrate over
the coordinate x1. This yields the action of the dilatation operator on the n− 1 point
function, whose eigenvalue will be some multiple of the conformal dimension of the free
field. So by this procedure, we can fix the coefficient in front of the n-point function in
terms of the n− 1 point function. So by recursion, all the coefficients of the correlation
functions are fixed by the coefficient N˜ appearing in front of the two-point function.
6 Constraining all the correlation functions
We have shown now that the n-point functions of each quasi-bilocal field exactly coin-
cides with the result for a theory of N free fields for some well-defined integer n. Now,
we will explain how to use this fact to extract all the other correlation functions of the
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theory and fix them to be equal to the free field result. We will start by proving that
the three point function 〈222〉 must be exactly equal to the result for a free boson, a
free fermion, or a free vector, but not a combination of those structures. That is, if we
write the most general possible form:
〈222〉 = cb〈222〉free boson + cf〈222〉free fermion + cv〈222〉free vector (6.1)
The result will be consistent with the higher-spin symmetry only if (cb, cf , cv) ∝ (1, 0, 0)
or (0, 1, 0) or (0, 0, 1). Since the lightcone limits project out each sector separately, it
is sufficient to show that if the bosonic lightcone limit 〈22b2〉 is nonzero, then the other
two lightcone limits are zero, and similarly for the other two cases.
We first show that if 〈22b2〉 6= 0 then
〈
22f2
〉
= 0 =
〈
22v2
〉
. Consider the action
of Q4 on 〈22b2〉. By exactly the same analysis as the charge conservation identities of
section 3, we obtain exactly the same expression as equation (3.2), except the summa-
tion starts from j = 0. Thus, the existence of the spin 4 current implies the existence
of a spin 0 current with 〈22b0〉 6= 0. The action of charge Q4 on j0 is
[Q4, j0] = ∂
3j0 + ∂j2 + no overlap with 22b (6.2)
We can consider charge conservation identities from the action of Q4 on
〈
22f0
〉
and
〈22v0〉. However,
〈
22f0
〉
= 0 = 〈22v0〉. Thus,
〈
22f2
〉
= 0 = 〈22v2〉.
So now, we may assume that 〈22b2〉 = 0, and it suffices to show that if 〈22v2〉 6= 0,
then
〈
22f2
〉
= 0. In this case, by hypothesis, the quasi-bilocal V−− is nonzero. The
results of the previous section tell us that the three point function of the vector quasi-
bilocal is proportional to:
〈V−−(x1, x2)V−−(x3, x4)V−−(x5, x6)〉 ∝
(
x+13
)2 (
x+25
)2 (
x+46
)2
d613d
6
25d
6
46
+ perm. (6.3)
and this precisely coincides with the three-point function of the free field operator
v−−(x1, x2) =: F−α(x1)F−α(x2) :
〈V−−(x1, x2)V−−(x3, x4)V−−(x5, x6)〉 ∝ 〈v−−(x1, x2)v−−(x3, x4)v−−(x5, x6)〉 (6.4)
Now, take x1 and x2 very close together and expand both sides of this equation in
powers of (x1 − x2). The zeroth order term of v is clearly the normal ordered product
: F−α(x1+x22 )F−α(
x1+x2
2
) : - this is precisely the free field stress tensor. On the other
hand, consider the vector analogue of (5.2)
V−−(x1, x2) =
∑
even s≥2
vs−−(x1, x2) (6.5)
vs−−(x1, x2) =
∑
k,l
ckl(x1 − x2)k∂ljs
(
x1 + x2
2
)
(6.6)
– 23 –
We know that V−− transforms like a product of free fields, so comparing the conformal
dimension of the left and right hand side yields the constraing that s+ l−k = 2. Since
we want to extract the k = 0 piece, this forces l = 0 and s = 2. Repeating the same
procedure for the pairs of coordinates (x3, x4) and (x5, x6), we obtain the desired result:
〈222〉 = 〈222〉free vector (6.7)
⇒ 〈22f2〉 = 〈22b2〉 = 0 (6.8)
as required. Therefore, since the stress-energy tensor is unique,
〈222〉b 6= 0⇒ 〈222〉f = 0, 〈222〉v = 0, j2j2b =
∞∑
k=0
[j2k] , j2j2f = 0, j2j2v = 0,
(6.9)
〈222〉f 6= 0⇒ 〈222〉b = 0, 〈222〉v = 0, j2j2f =
∞∑
k=1
[j2k] , j2j2b = 0, j2j2v = 0,
(6.10)
〈222〉v 6= 0⇒ 〈222〉b = 0, 〈222〉f = 0, j2j2v =
∞∑
k=1
[j2k] , j2j2b = 0, j2j2f = 0,
(6.11)
where square brackets denotes currents and their descendants. This establishes the
claim that the three-point function of the stress tensor coincides with the answer for
some free theory.
To obtain all the other correlation functions, we may expand equation (6.4) to
higher orders in x1 − x2, and use the correlation functions obtained at lower orders to
fix the ones that appear at higher orders. For example, at second order in x1 − x2,
v−− is (x1 − x2)2
(
: ∂2F−α
(
x1+x2
2
)F−α(x1+x22
)
: + : ∂F−α
(
x1+x2
2
)∂F−α(x1+x22
))
, and V−−
contains terms involving only the spin 2, 3, and 4 currents. Using our answers for 〈222〉
and our knowledge that 〈223〉 = 0, we can then fix 〈224〉 to agree with the free field
theory. This procedure recursively fixes all the correlators in the free vector sector. The
argument flows identically for the free bosonic and free fermionic sectors, except that
the zeroth order term will not fix 〈222〉, but some lower-order current. For example,
in the bosonic theory, the zeroth order term will fix 〈000〉, and one will need to carry
out the power series expansion to higher orders in order to fix the correlators of the
higher-spin conserved currents.
Then, one could consider correlation functions that have indices set to values other
than minus. This works in exactly the same way, since the operator product expansion
of two currents with minus indices will contain currents with other indices. This has the
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effect of doubling the number of bilocals required to build a correlation function, since
we need to take an extra OPE to fix the index structure. Thus, an n-point function with
non-minus indices can be fixed from 2n bilocals. Thus, we have fixed every correlation
function from currents at appear in successive OPE’s of two stress tensors, including
those of every higher-spin current.
The last thing to prove is that the normalization of the correlation functions
matches the normalization for some free theory. For example, in the theory of N
free bosons, the two-point function of
∑N
i=1 : φiφ
∗
i : will have overall coefficient N . The
same is true for the fermionic and vector cases. One might wonder if the overall coeffi-
cient N˜ of the quasi-bilocal could be non-integer, which would imply that it could not
coincide with any theory of N free bosons. We will now show that this is not possible.
We start with the bosonic case, which works exactly as in [1] without modification:
In a theory of N free bosons, consider the operator
Oq = δ[i1,...,iq ][j1,...,jq ](φi1∂φi2 . . . ∂q−1φiq)(φj1∂φj2 . . . ∂q−1φjq)
Here, δ is the totally antisymmetric delta function that arises from a partial contraction
of  symbols:
δ
[i1,...,iq ]
[j1,...,jq ]
∝ i1...,iq ,iq+1...iN j1...,jq ,iq+1...iN
Upon contracting indices, this delta function ensures that Oq is a sum of products of
q bilinear operators. Now, consider the norm of the state that Oq generates. This is
computed by the two point function 〈OqOq〉. The contractions of the bilinears means
that this correlator is a polynomial in N of order q, and it is not hard to see from
explicit calculation that the correlation function vanishes at q ≥ N . So we know
all the roots of the polynomial, and hence the correlation function is proportional to
N(N −1) . . . (N − (q−1)). Now, consider an analytic continuation of this correlator to
non-integer N˜ . By taking q = bNc+ 2, we find that this product is negative, which is
impossible for the norm of a state. Since the correlators of Oq are forced to agree with
the correlators of some operator in the full CFT, we conclude that the normalization
N˜ of the scalar quasi-bilocals must be an integer.
The same argument can be ran in the vector case for an operator defined similarly:
Oq = δ[i1,...,iq ][j1,...,jq ](ci1∂ci2 . . . ∂q−1ciq)(c¯j1∂c¯j2 . . . ∂q−1c¯jq)
where we have suppressed the spinor indices of c and c¯, the self-dual and anti-self dual
parts of F defined before equation (1.9). We again conclude that the normalization
constant N˜ must be an integer.
The construction in the fermionic case is somewhat simpler. We know j2 ap-
pears in F−, and we can define an operator Oq = (j2)q by extracting the term in
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the operator product expansion of q copies of j2 whose correlation functions coin-
cide with the free fermion operator (j2)qfree. In the theory of N free fermions, j2 =∑
i(∂ψi)γ−ψ¯i − ψiγ−(∂ψ¯i), where here i is the flavor index for the N fermions. By
antisymmetry of the fermions, we know that Oq will be zero if q ≥ N . Then, as in the
bosonic case, we can consider the norm of the state that Oq generates, which is com-
puted by 〈OqOq〉, and the rest of the argument runs as before. Thus, the normalization
N˜ of the fermionic bilocals must be an integer.
7 Conclusions
In this paper, we have shown that in a unitary conformal field theory in four dimensions
with a unique stress tensor and a symmetric conserved current of spin higher than 2,
the three-point function of the stress tensor must coincide with the three-point function
of the stress tensor in either a theory of free bosons, free fermions, or free vector fields.
This then implies that all the correlation functions of symmetric currents of the theory
coincide with the those in the corresponding free field theory. Our technique was to use
a set of appropriate lightcone limits and the spinor-helicity formalism to transform the
data of certain key Ward identities into simple polynomial equations. Even though we
could not directly solve for the coefficients in these identities like in three dimensions,
we were nevertheless able to show that the only solution these Ward identities admit
is the one furnished by the appropriate free field theory. This was the key step that
allowed us to defined bilocal operators which were used to show that the three-point
function of the stress tensor must agree with a free field theory. This in turn fixed all
the other correlators of the theory to agree with those in the same free field theory.
These results can be understood as an extension of the techniques and conclusions of
[1] from three dimensions to four dimensions.
We stress that our classification into the bosonic, fermionic, and vector free field
theories depends sharply on our assumption that a unique stress tensor exists. Other
free field theories with higher spin symmetry exist in four dimensions, such as a theory
of free gravitons. This theory, however, does not have a stress tensor, and we make
no statement about how the correlation functions of such theories are constrained, and
analogously for theories with many stress tensors. Moreover, we have not computed
correlation functions or commutators for asymmetric currents and charges. In [13], it
was shown that if one considers the possible algebras of charges in theories that contain
asymmetric currents, a one-parameter family of algebras exists. This may suggest the
existence of nontrivial higher-spin theories, though our result indicates that at least
the subalgebra generated by the symmetric currents must agree with free field theory.
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Unfortunately, our techniques do not easily generalize to higher dimensions, where
the spinor-helicity formalism does not exist, and where representation theoretic diffi-
culties pose a greater challenge. For this case, additional techniques will be necessary
to establish the relevant identities, assuming the same proof strategy still works.
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A Representation theory of the Lorentz group
A.1 Spinor notation
Here, we will review some basic facts that allow us to translate equations written in
vector indices to spinor indices. The key fact is that the Euclidean Lie algebra so4
is isomorphic to su2 × su2. This isomorphism leads to the classification of the rep-
resentations of the Lorentz group in terms of pairs of half-integers (p, q), which are
the eigenvalues of the Jz rotation operator on each su2 factor. This isomorphism of
algebras also induces a isomorphism of representations between the vector representa-
tion V (which is the (1/2, 1/2) representation) and the product S− × S+ between the
left-handed and right-handed Weyl representations (which transform as (1/2, 0) and
(0, 1/2), respectively, and are expressed as spinors λa, a = 1, 2, for S− and λ˜a˙, a˙ = 1˙, 2˙
for S+). This isomorphism is given by the ordinary Pauli matrices:
σ : V → S− × S+, σ¯ : S− × S+ → V. (A.1)
pµσ
µ
aa˙ = paa˙, paa˙ (σ¯
µ)a˙a = pµ. (A.2)
For example, this map yields the correspondences x11˙ = x−, x22˙ = x+, etc.
For higher-dimensional symmetric representations (for example, a completely sym-
metric tensor Tµ1...µn , which transforms in the (n/2, n/2) representation), the map to
spinor indices is the natural extension of the previous formula:
Tµ1...µnσ
µ1
a1a˙1
. . . σµnana˙n = T˜a1...ana˙1...a˙n . (A.3)
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Tensors in the (p, q) representationwith p 6= q have the property that they are anti-
symmetric instead of symmetric under interchange of some of their indices. In spinor
indices, Ta1...a2pa˙1...a˙2q will be also antisymmetric under the permutation of some ai and
aj, but the only object with two indices that is totally antisymmetric under the per-
mutation of two indices is ab. In the case where p > q, we will then obtain
Tµ1...µ2pσ
µ1
a1a˙1
. . . σ
µ2p
a2pa˙2p
= Ta1...a2pa˙1...a˙2qa˙2q+1a˙2q+2 . . . a˙2p−1a˙2p . (A.4)
Put another way, the symmetrizers for two tensor representations are the same
Σ
(∏
V
)
= Σ′
(∏
S+,
∏
S−
)
. (A.5)
Translating from spinor to vector indices follows the same rules. For example, for a
(p, q) tensor with p > q, we have
Ta1...a2pa˙1...a˙2qa˙2q+1a˙2q+2 . . . (σ¯
µ1)a˙1a1 . . . (σ¯µ2p)a˙2pa2p = T µ1...µ2p . (A.6)
A.2 Spin
Here, we will state how the eigenvalues (p, q) of the Jz operators of the su2 factors
are related to rotation operators in so4. Recall su(2) has three generators (Jx, Jy, Jz),
while the so(4) has 6 generators; three rotations Jij and three boosts J0i. In Minkowski
signature, the correspondence between these two sets of generators is given by:
J
(1)
k = ijkJij + J0k, (A.7)
J
(2)
k = ijkJij − J0k. (A.8)
We are interested in the z component:
J (1)z = J12 + iJ03, (A.9)
J (2)z = J12 − iJ03. (A.10)
This leads to
J12 =
1
2
(
J (1)z + J
(2)
z
)
, (A.11)
iJ03 =
1
2
(
J (1)z − J (2)z
)
. (A.12)
In Euclidean signature:
J12 =
1
2
(
J (1)z + J
(2)
z
)
, (A.13)
J34 =
1
2
(
J (1)z − J (2)z
)
. (A.14)
It means that we have two planes and rotations in one plane correspond to one
spin while rotations into another plane correspond to another plane.
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B Form factors as Fourier transforms of correlation functions
Let’s start with the bosonic case. Fourier transforming the lightcone limit of the three
point functions with respect to x−1 and x
−
2 and using the fact that in the lightcone limit
we have x+1 = x
+
2 and ~y1 = ~y2, we obtain:
∂s−i1 ∂
i
2〈φ(x1)φ∗(x3)〉〈φ(x3)φ∗(x2)〉 (B.1)
−→ is(p+1 )s−i(p+2 )i
∫
dx−1 dx
−
2 e
ip+1 x
−
1 eip
+
2 x
−
2
1
x+13x
−
13 + ~y
2
13
1
x+23x
−
23 + ~y
2
23
(B.2)
= is(p+1 )
s−i(p+2 )
i
∫
dx−1 dx
−
2 e
ip+1 x
−
1 eip
+
2 x
−
2
1
x+13
(
x−13 +
~y213
x+13
− i
) 1
x+13
(
x−23 +
~y213
x+13
− i
)
(B.3)
= −4pi2is (p
+
1 )
s−i(p+2 )
i
(x+13)
2
eip
+
1 x¯+ip
+
2 x¯ (B.4)
∝ (p+1 )s−i(p+2 )i × (a nonsingular function) (B.5)
Here, x¯ = x−3 − ~y
2
13
x+13
is the location of the poles in the integral. Now, since p ∼ pip˜i,
we find that 〈φφ∗s3〉 scales like
∑
cip
s−i
1 p
i
2 ∼
∑
cipi
s−1
1 p˜i
s−i
1 pi
i
2p˜i
i
2. Since spinors have to
contract with other spinors of the same helicity, and the only other spinors to contract
with are λ and λ˜, 〈φφ∗s3〉 scales like
∑
ci(xx˜)
s−i(yy˜)i. Hence, as claimed, Fs transforms
into a polynomial in xx˜ and yy˜ multiplied by some universal nonsingular function which
can be divided out in the charge conservation identities. That is, the Fourier transform
does not render some of the charge conservation identities trivial, as we might have
feared.
For the fermion, the Fourier transform required involves a non-meromorphic square
root:
∂s−i−11 ∂
i
2
〈
ψ(x1)ψ¯(x3)
〉〈
ψ(x3)ψ¯(x2)
〉
(B.6)
−→ is(p+1 )s−i−1(p+2 )i
∫
dx−1 dx
−
2 e
ip+1 x
−
1 eip
+
2 x
−
2
1
(x+13x
−
13 + ~y
2
13)
3/2
1
(x+23x
−
23 + ~y
2
23)
3/2
(B.7)
= is
(p+1 )
s−i−1(p+2 )
i
(x+13)
3
∫
dx−1 dx
−
2 e
ip+1 x
−
1 eip
+
2 x
−
2
1(
x−13 +
~y213
x+13
)3/2 1(
x−23 +
~y213
x+13
)3/2 (B.8)
To deal with the branch points, we analytically continue both integrals. Both have the
schematic form
∫∞
−∞
eipx
x3/2
. Depending on the sign of p, we move the branch cut up or
down by i so that ipx < 0 at the branch point and then take s = −ix. Then the
integrals become a simple product of Γ functions, which are nonsingular, and so F has
the desired property.
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For the vector case, we have double poles which, as in the boson case, are nonsin-
gular.
∂s−i−21 ∂
i
2〈c(x1)c¯(x3)〉〈c(x3)c¯(x2)〉 (B.9)
−→ is(p+1 )s−i−2(p+2 )i
∫
dx−1 dx
−
2 e
ip+1 x
−
1 eip
+
2 x
−
2
1
(x+13x
−
13 + ~y
2
13)
2
1
(x+23x
−
23 + ~y
2
23)
2
(B.10)
= −4pi2is+2 (p
+
1 )
s−i−1(p+2 )
i+1
(x+13)
2
eip
+
1 x¯+ip
+
2 x¯ (B.11)
∝ (p+1 )s−i−2(p+2 )i × p+1 p+2 × (a nonsingular function) (B.12)
Again, F is nonsingular, as required.
C Conformal invariants
Conformal invariance is Poincare invariance with invariance under the action of the
special conformal transformation and dilatation operators. Therefore, in order to build
conformally invariant objects, we should write down structures which are manifestly
Poincare invariant structure and are homogeneous under rescaling.
In analogy with [26] and [27], we can easily identify the following conformal invari-
ants:
Pi,j = λixˇijλ˜j, (C.1)
Qi = −λi (xˇi,i+1 − xˇi,i+2) λ˜i, (C.2)
where
xˇ =
xµ (σµ)aa˙
x2
, σµ = (1, ~σ, ) , σ¯µ = (1, ~σ) . (C.3)
We have 9 these invariants. Let’s make sure that they form a complete basis. For each
point we have 4 degrees of freedom that correspond to the coordinates xi, and 2 + 2
degrees of freedom that correspond to the spinor variables λi, λ˜i. The dimension of the
conformal group is 15. Therefore, in total, for the three-point function we expect have
3(4 + 2 + 2)− 15 = 9 (C.4)
degrees of freedom. This number coincides with the number of Pi,j, Qi. One could
wonder why did not take into account the gauge symmetry for spinors
λi −→ ziλi, λ˜i −→ 1
zi
λ˜i, zi ∈ C∗. (C.5)
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We did not take this into account because our conformal invariants are not invariant
under this transformation. Indeed,
Pij −→ zi
zj
Pij. (C.6)
If we would like to take into account these symmetries we should consider a different
set of invariants
Qi = −Vi, Hij = 2PijPji. (C.7)
These invariants are also invariants under the gauge transformation and it means that
the count of degrees of freedom is different now
3(4 + 2 + 2− 1)− 15 = 6. (C.8)
D Uniqueness of three-point functions in the vector lightcone
limit
Our goal in this section is to show that the free vector solution for the lightcone limit of
three-point functions explained in section 2 is indeed unique, at least in the lightcone
limit.
Note that Lorentz symmetry constrains the propagator of spin j field to be of the
form 〈
ψ−j(x)ψ¯−j(0)
〉 ∝ (x+)2j. (D.1)
Generically, according to [18], the most generic conformally invariant expression one can
write down for a three-point function of symmetric conserved currents with vector-type
coordinate dependence is:
〈js1js2js3〉 =
1
x212x
2
23x
2
13
×
×
∑
a,b,c
(Λ21αa,b,c+Λ2βa,b,c) (P12P21)
aQb1 (P23P32)
c (P13P31)
−a−b+s1Q−a−c+s22 Q
a+b−c−s1+s3
3
(D.2)
where the αa,b,c and βa,b,c are free coefficients, and the Λi are defined as:
Λ1 = Q1Q2Q3 + [Q1P23P32 +Q2P13P31 +Q3P12P21] , (D.3)
Λ2 = 8P12P21P23P32P13P31. (D.4)
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Here, the P and Q invariants are defined as in [26] and [27], and the basic properties
of these invariants are compiled in appendix C. However, for the choice of polarization
vector µ = − there is a nontrivial relation:
Λ2
∣∣
µi =
− = −2Λ21
∣∣
µi =
− , Λ1
∣∣
µi =
− =
1
4
x+12x
+
23x
+
13
x212x
2
23x
2
13
(−)3. (D.5)
Therefore, in the case µ = − the expression for this three-point function greatly
simplifies. Instead of having two sets of undetermined coefficients ca and da, one can
combine the Λi’s into a single prefactor α1Λ21 +α2Λ2, where the αi are arbitrary and can
be chosen to be convenient; to produce exact agreement with the canonically normalized
free-vector theory, we will choose α1 = 1 and α2 = 12(d−2) =
1
4
. Now, we take the
lightcone limit, which corresponds to the point where
P23P32 = 0, Q1 = −
(
P13P31
Q3
+
P12P21
Q2
)
(D.6)
in Pij, Qi space. Then, the three-point function reduces to〈
js1js2js3v
〉
=
Λ21 + Λ2/(2(d− 2))
x212x
2
23x
2
13
s1−2∑
a=0
ca (P12P21)
a (P13P31)
s1−2−aQs2−a2 Q
S3−s1+a
3 ,
(D.7)
Now, the ca can be fixed demanding that all currents are conserved. The result is given
by the following recurrence relation, with c0 = 1:
c(a+ 1)
c(a)
=
(s1 − 2− a)(s1 + d−42 − a)(s2 + a+ d−22 )
(a+ 1)(a+ d−2
2
+ 2)(s1 + s3 +
d−4
2
− 2− a)
This solution exactly coincides with the free vector solution, as required.
E Uniqueness of 〈s22〉 for s ≥ 4
Let us use the following definition of double brackets
〈js1js2js3〉 =
〈〈js1js2js3〉〉
x12d−2x23d−2x13d−2
. (E.1)
Using conformal invariants we can write the most general expression for a conformal
invariant correlation function
〈〈jsj2j2〉〉 = V s−41
[
a1H
2
1,2H
2
1,3+a2
(
V1V2H1,2H
2
1,3 + V1V3H
2
1,2H1,3
)
+a3V
2
1 H1,2H1,3H2,3+
+ a4
(
V 21 V
2
3 H
2
1,2 + V
2
1 V
2
2 H
2
1,3
)
+ a5V
2
1 V2V3H1,2H1,3+
+ a6
(
V 31 V2H1,3H2,3 + V
3
1 V3H1,2H2,3
)
+ a7
(
V 31 V2V
2
3 H1,2 + V
3
1 V
2
2 V3H1,3
)
+
a8V
4
1 H
2
2,3 + a9V
4
1 V2V3H2,3 + a10V
4
1 V
2
2 V
2
3
]
. (E.2)
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From conservation condition in d = 4 it follows that
a1 = −a7(s− 3)(s− 1)(s− 2)
2
32(s+ 1)(s+ 4)
+
a4(s− 5)(s− 3)s(s− 2)
8(s+ 1)(s+ 4)
+
a5(s− 3)(s− 2)
8(s+ 4)
,
(E.3)
a2 = −a4(s− 2)
2
s+ 4
+
a7(s− 1)(s− 2)
4(s+ 4)
− a5(s− 2)
2(s+ 4)
, (E.4)
a3 = −8a4 (s
2 − 3s− 1)
(s+ 1)(s+ 4)
+
a5(s− 8)
2(s+ 4)
+
a7(s− 1)(2s− 1)
(s+ 1)(s+ 4)
, (E.5)
a6 =
12a4(s− 2)
(s− 1)(s+ 4) +
6a5
(s− 1)(s+ 4) +
a7(s− 2)
2(s+ 4)
, (E.6)
a8 =
a7(s− 2) (s2 + 11s− 2)
4s(s+ 1)(s+ 4)
− 6a4(s− 5)
(s+ 1)(s+ 4)
+
a5(s− 2)
s(s+ 4)
, (E.7)
a9 =
a7 (s
2 + 8s− 8)
s(s+ 4)
− 24a4(s− 2)
(s− 1)(s+ 4) +
4a5(s− 2)(s+ 2)
(s− 1)s(s+ 4) , (E.8)
a10 =
a7 (s
2 + 8s+ 4)
s(s+ 4)
− 24a4(s+ 1)
(s− 1)(s+ 4) +
4a5(s+ 1)(s+ 2)
(s− 1)s(s+ 4) . (E.9)
Therefore, 〈〈jsj2j2〉〉v depends only on three parameters. The bosonic light-cone limit
of this function is zero if
a5 =
a7(s− 2)(s− 1)
4(s+ 1)
− a4(s− 5)s
s+ 1
. (E.10)
While the fermionic light-cone limit of this function is also zero if
a4 =
a7
4
. (E.11)
Therefore 〈〈s22〉〉v depends only on one parameter or in other words it is unique up to
a rescaling6
〈〈jsj2j2〉〉v ∝ V s−21
[
H212V
2
3 +(H23V1 + V2 (H13 + 2V1V3))
2+H12 (H13 + 2V1V3) (H23 + 2V2V3)
]
,
(E.12)
or for arbitrary d
〈〈jsj2j2〉〉v = V s−21
[
(H23V1 +H13V2 +H12V3 + 2V2V3V1)
2 +
2
(d− 2)H12H13H23
]
= V s−21
[
Λ21 +
1
2(d− 2)Λ2
]
. (E.13)
This formula coincides with the expression that was proposed in [18], however now it
has been proven that this structure is unique.
6In [17] it was proven that there are only three structures for 〈〈22s〉〉 in d=4.
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