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RESUMO
Esta tese apresenta condições necessárias e suficientes para a obtenção de 
hipoeliticidade global e resolubilidade global para uma classe de campos vetori- 
ais definidos em um produto de grupos de Lie compactos. Tanto a hipoeliticidade 
global quanto a resolubilidade global sao estudadas no sentido usual das funcoes 
suaves, bem como em classes de Komatsu. Em vista da conjectura de Greenfield 
e Wallach sobre a nao existencia de campos vetoriais globalmente hipoelíticos 
senao definidos no toro, e estudada uma classe de exemplos que podem ser con­
siderados como perturbacoes de ordem zero de campos vetoriais.
Palavras-chave: grupos compactos, hipoeliticidade global, resolubilidade glo­
bal, classes de Komatsu.
ABSTRACT
In this dissertation we present necessary and sufficient conditions to have global 
hypoellipticity and global solvability for a class of vector fields defined in a prod­
uct of compact Lie groups. Both global hypoellipticity and solvability are studied 
in the usual smooth sense as in the sense of Komatsu. Considering the Green­
field’s and Wallach’s conjecture, about the non-existence of globally hypoelliptic 
vector fields out of tori, we also study classes of examples that can be considered 
as zeros-order perturbations of our vector fields.
Keywords: compact groups, global hypoellipticity, global solvability, Komatsu 
classes.
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In this work we propose to study regularity of solution and solvability of vector fields (and 
their perturbations by zero order terms) on a compact Lie group G. More precisely, denoting 
by V ( G )  the space of distributions on G and by P  : V ( G )  ^  V ( G )  a first-order differential 
operator, we are interested in establishing conditions that ensure that u is smooth whenever Pu  
is smooth. This property is known as global hypoellipticity. In relation to the global solvability, 
we want to identified under what conditions it is possible to guarantee that the equation Pu  = 
f  e  V ( G )  has a solution, in the sense of distributions.
Both global hypoellipticity and global solvability have been widely studied in recent years, 
especially in the n —dimensional torus T™. See, for example, the impressive list of authors who 
have published articles addressing these subjects: [6], [7], [10], [14], [24], [26], [27], [28], [30], 
[31], [32] and references there in.
Even in the case of T™, the investigation of these global properties for vector fields is a 
challenging problem that still has open questions. Perhaps, the most famous and seemingly 
far-off question of a solution is the Greenfield’s and Wallach’s conjecture, which states the 
following: if a closed smooth orientable manifold admits a globally hypoelliptic vector field, 
then this manifold is C ^  — diffeomorphic to a torus and this vector field is C œ —conjugated to 
a constant vector field whose coefficients satisfy a Diophantine condition (see [22] and [27]).
S. Greenfield and N. Wallach have proved this conjecture for compact Lie groups in [27]. The 
conjecture it was also proved for compact manifolds of dimensions 2 and 3, and in some very 
particular cases, which are described by G. Forni in [22] and by L. Flaminio, G. Forni, and F. 
Rodriguez Hertz in [21].
Most of the studies that deal with the question of global hypoellipticity and global solvability 
in the torus make use of Fourier analysis as the main tool to obtain results from conditions 
imposed on the symbol or on the coefficients of the operator. For example, in [26], S. Greenfield 
and N. Wallach use only the Fourier series in T™ to characterize the global hypoellipticity of a
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differential operator through its symbol and the famous application: L = dx +  ady, a  E R is 
globally hypoelliptic in T2 if, and only if, a  is a irrational non-Liouville number appears for the 
first time. Therefore a natural way of extending such studies to other smooth manifolds would 
be to consider manifolds where we have a Fourier analysis.
In this direction, based on ideas [28] and [40], J. Delgado and M. Ruzhansky [18] introduced 
in compact smooth manifold M  a notion of Fourier series for operators that commute with a 
fixed elliptic operator. Using these ideas, a study of global hypoellipticity for such operators 
was made in [15], [16], and [17]. The obvious disadvantage of this technique is that it works 
only for operators that commute with a fixed elliptic operator.
In the particular case where the compact manifold is a Lie group G, there is a natural way 
of introducing a Fourier analysis into G, see for example [11], [12], [13], [20], [36], [37], [38], 
[39], and [41]. In this work we use the notation and results based on the book by M. Ruzhansky 
and V. Turunen [35] to study the global hypoellipticity and global solvability of vector fields on 
Lie groups.
In the development of this project we find natural to begin by extending the results of [26] 
and [30] to a product of Lie groups G x x G2. In the case of constant coefficients, we observed 
that the classic results of the torus could be easily recovered and that some interesting novelties 
appeared. Next, by extending the theory of partial Fourier series to a product of Lie groups, 
we recover the reduction in the normal form for operators of the form L = X x + a ( x i ) X 2, 
where a  E C ^ ( G x) is a real-valued function and each X j  is a vector field on the Lie algebra 
gj . Considering the Greenfield’s and Wallach’s conjecture, we also analyze the case L = X x +  
a ( x x) X 2 + q (x \ , x 2), where a E C ^ ( G \ )  and q E C ^ ( G \  x  G2).
After analyzing the solvability and hypoellipticity in the smooth sense, we decided to study 
these same properties in the sense of Gevrey, which naturally led us to a generalization for the 
Komatsu classes. In this way, we also study global solvability and global hypoellipticity in the 
sense of Komatsu.
Outline of the dissertation:
This dissertation is organized as follows:
In Chapter 1 we introduce most of the notations and preliminary results concerning the 
Fourier analysis on compact Lie groups. We also give a brief description of Komatsu classes of 
Roumieu and Beurling types.
In Chapter 2 we study the global hypoellipticity and global solvability of a constant-co-
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efficient vector field defined in compact Lie groups. Moreover, motivated by the presented 
examples and by Greenfield-Wallach conjecture, we give alternative ways to define global hy- 
poellipticity to obtain examples in groups different from tori. We also investigate the properties 
of the vector field with a perturbation by a zero-order term.
In Chapter 3 we study a class of vector fields with variable coefficients and give some condi­
tions that relate the global hypoellipticity and global solvability of these equations to constant- 
coefficient operators.
In Chapter 4 we present a study of the global hypoellipticity of a vector field defined on 
a product of a one-dimensional torus and a compact Lie group, which imaginary part of the 
variable coefficient is not constant.
In Chapters 5 and 6 we extend the results of Chapters 2 and 3 to Komatsu classes.
In Appendix A we present precisely the partial Fourier series and in Appendix B we present 




In this chapter we introduce most of the notations and preliminary results necessary for the 
development of this dissertation. A presentation of these concepts and the demonstration of 
all the results presented here can be found in the references [11], [12], [20] (chapters 1 and 2), 
and [35] (chapters 7, 8 and 10).
1.1 Fourier analysis on compact Lie groups
1.1.1 Representations of topological groups
Let G be a topological group and let 0  G Hom(G, Aut(V)) be a representation of G in 
a vector space V . We say that 0  is unitary when Aut(V) =  U ( V ) and matrix unitary when 
Aut(V) =  U(n). The dimension of 0  is denoted by
= dim 0 := dim V.
A subspace W  Ç V  is said to be 0-invariant if 0 ( x ) W  Ç W, for all x  G G. When W  
is 0-invariant, we consider the restricted representation 0\W G Hom(G, A ut(W )) defined by 
0\W(x)w := 0(x)w.  In particular, if 0  is unitary then its restriction is also unitary.
Let {Vj}jej  be a family of mutually orthogonal subspaces of an inner product space V  and
write W  = 0  Vj . I f  0j G Hom(G, Aut(Vj )) and Aj G End (Vj ) we define
jeJ
0 = @  0j G Hom(G, Aut(W )) by 0\v  = 0 j , j  G J  ; and 
jeJ
A  = Aj  G End(W ) and Av := A j v , j  G J  and v G Vj.
jeJ
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Definition 1.1. Let H  be a Hilbert space and $ G H om (G ,U(H))  a unitary representation. 
We say that $ is a strongly continuous representation if  the map x  G G m  $(x)v G H  is 
continuous, fo r  every v G H.
A strongly continuous representation $ is called topologically irreducible if  the only closed 
$-invariant subspaces are the trivial ones ({0} and H).
Definition 1.2. An intertwining operator between the representations $ G Hom(G, Aut(V)) 
and f  G Hom(G, Aut(W )), denoted A  G Ho m( $ , f ) ,  is a linear mapping A  : V  m  W  such 
that
When the intertwining operator A  is invertible, the representations $ and f  are said to be 
equivalent, and we denote this by $  ~  f .
If $ G Hom(G, Aut(V)) and f  G Hom(G, Aut(W )) are irreducible representations and 
A G Hom($, f ), then it is possible to prove that either A  =  0 or A  is invertible. For equivalent 
irreducible unitary representations, the operator A  is an isometric isomorphism.
When $ G Hom(G, Aut(V)) is an irreducible and finite-dimensional representation, by 
Schur’s Lemma, we have Hom($, $) = C I =  {AI; A G C}. In particular, if G is commutative, 
all irreducible finite-dimensional representations of G are one-dimensional.
1.1.2 The Peter-Weyl decomposition
We say that G is a compact group if G is compact as a topological space. In this case, there
exists an unique measure p G, called Haar measure of G, that satisfies the following properties:
(i) f G 1 dx = pa(G) = 1;
(ii) f G f  (x) dx = f G f  (yx) dx,  for all y G G, 
where we write
A$(x)  = f ( x ) A ,  Wx G G.
From these properties we obtain
(iii) f G f  (x)dx = f G f  (xy) dx, for all y G G;
(iv) JG f  (x)dx = f G f  (x i ) dx.
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We define the classical spaces Lp(G) as being the set of all complex-valued functions for 
which the p-th power of their absolute value is integrable with respect to Haar measure p G.
The Haar measure of a product of compact groups is the product of the Haar measures of 
each one of the compact groups and we may write
When G is compact, strongly continuous unitary representations can be written as direct 
sum of finite-dimensional irreducible unitary representations. In particular, strongly continuous 
irreducible unitary representations of compact groups are finite-dimensional.
We will denote by Rep(G) the set of all continuous irreducible unitary representation of G.
Definition 1.3. The unitary dual G o f a locally compact group G is the set consisting o f all 
equivalence classes o f strongly continuous irreducible unitary representations o f G.
When G is compact, we have
Let f  = (fij)™j=1 and f  = ( f ij)™j=1 be irreducible matrix unitary representations such that 
f  ~  f , then there exists a unitary matrix A  E Cmxm such that
Lem m a 1.4. Let G be a compact group. Let f  and f  continuous irreducible matrix unitary 
representations. Then
Let G be a compact group. We define its left and right regular representations nL,nR :
G = {[f]; f  is a continuous irreducible unitary representation of G} .
For each equivalence class £ E G, there exists a unitary matrix representation f  E £ =  [f], 
that is, there is a homomorphism f  = ( f ij ) i j=1 : G — > U(m),  where the functions f ij : 
G — > C are continuous.
f ( x ) A  = A f ( x ) ,  Wx E G.
(1.1)
G U( L 2(G)) by
(nL(y ) f ) ( x )  := f  (y 1x), 
(nR(y ) f ) ( x )  := f  (xy),
for almost every x  E G, with respect to p G.
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Theorem 1.5 (Peter-Weyl). Let G be a compact group. Then
B =  { ; 0 = (0ij fP =1, [0] e  G } ,
is an orthonormal basis fo r  L 2(G), where we pick only one matrix unitary representation in 
each class o f equivalence.
Moreover, let 0 = (0 ij )dj =i, [0] e  G, then
G ■H f, := span{0 j; 1 <  j  < d f}  Ç L (G)
is nR-invariant and
0  ~  h r \Hf
L2(G) =  ©  © h
[f]eG i=1
df
nR ~  ©  ©  0 .
[f]eG i=1
Fourier series on compact Lie groups
Definition 1.6. Let G be a compact group, f  G L 1(G), and 0 = (0ij ) (dfj=1, [0] G (G. The 
0-Fourier coefficient o f f  is
f ( 0 )  := Î  f  (x)0(x)* dx G Cdf xdf ,
JG
more precisely,
f (0)ij = f  (x)0(x) ji dx = { f , 0ji}L2(G)-
J G
Observe that when 0 = (0ij ) f j=i and f  = ( f ij ) rfj=\ are irreducible matrix unitary equiva­
lent representations, there exists a unitary matrix U e  Cmxm such that
f ( x )  = U*0(x)U, Gx e  G. (1.2)
So,
f ( f ) = [  f  (x) f (x)* dx = i  f  (x)(U *0(x)U )* dx = i  f  (x)U *0(x)U dx = U *f(0)U,
G G G
that is, f ( 0 )  and f ( f )  are similar matrices.
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By the Peter-Weyl Theorem, a Fourier series presentation of f  e  L 2(G) is given by
d$
f  (x) = Y  dim $ E { f , $ij )L2(G)$(x)i3 
[$]eG i,j=1
d$
= y  dim $ Y  f ( d ) j i$ (x)ij
&]eG i,j=1
= y  dim $ Tr { f ($ ) $ (x ) ) ,
\<t>]eG
converging for almost every x  e  G, with respect to p G, as well in L 2(G), and the Plancherel 
identity takes the form
iif  \?l2{g) = Y dim $ Tr f ( $ ) f ($ r )  = Y dim $  (1.3)
&]eG [fleG
where ||A||hs := \/Tr(A*A).
We point out that by (1.2) and properties of the trace of matrices, the equalities above are 
independent of the representative of the equivalence class.
1.1.3 Linear Lie groups and Lie algebras
A Lie group is a set endowed with compatible structures of group and C ^ -manifold, that 
is, the group operation and the inversion are C ^ -functions. A linear Lie group is a Lie group 
which is a closed subgroup of GL(d, C).
We will concentrate our study on linear Lie groups because the following characterization 
of compact Lie groups that can be found in [9] (Chapter III, Theorem 4.1):
Proposition 1.7. Let G be a compact Lie group. Then there is some m e  N such that G is 
isomorphic to a subgroup o f U(m).
Throughout this work we set dim G = d.
The fundamental tool for studying linear Lie groups is the matrix exponential map. We will 
endow Cdxd = L ( Cd) with the operator norm
Y  ^  IIY IU(cd) :=  sup llY x llcd.
llXllCd
Definition 1.8. Let X  e  Cdxd. The exponential exp(X ) e  Cdxd is defined by the power series
<X>
exp(X ) : = Y ,  k X k ,.
k=0
where X 0 :=  I .
Notice that this series converges in the Banach space Cdxd because
E  m X  IL(Cd) <  E  M »X lllc(cJ) =  e^X,L'Cd < to.
k=0 k=0
Let X , Y  e  Cdxd and P  e  GL(n,  C). Then
(i) If X Y  = Y X  then
exp(X  +  Y ) = exp(X  )exp(Y ).
In particular, exp : Cdxd — > GL(n, C) satisfies exp(—X ) =  exp(X ) 1;
(ii) exp(X T) =  exp(X )T;
(iii) exp(X *) = exp(X )*;
(iv) e x p ( P X P -1) = P  exp(X ) P -1.
We have
HOM(R, GL(n, C)) =  {t ^  e x p ( t X ); X  e  Cdxd},
where HOM(R, GL(n, C)) denotes the set of all continuous homomorphism from R to the 
group GL(n, C).
Let A  e  Cdxd be a matrix such th a t«I  — A«L(Cd) < 1. The logarithm
log(A) := — E  k (I  — A)k
k=1
is well defined and exp(log(A)) =  A. Moreover, there exists r > 0 such that
»X  »L(Cd) < r = ^  log (exp (X)) =  X .
Definition 1.9. A K -Lie algebra is a K-vector space V  endowed with a bilinear mapping [•, •] 
satisfying
1. [a, a] =  0, Wa e  V;
2. Jacobi identity: [a, [b, c]] + [b, [c, a]] +  [c, [a, b]] = 0, Wa, b,c e V .
A vector subspace W  C V  o f a Lie algebra V  is called a Lie subalgebra i f  [a,b] e  W , for  
all a,b e W .
A linear mapping A  : V1 — > V2 between Lie algebras V1 ,V 2 is called a Lie algebra homo­
morphism i f  [Aa, Ab]v2 = A[a,b]v2, for  all a,b e  V1.
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Let G be a closed subgroup of GL(n,  C). The R-vector space
Lie (G) =  g := { X  e  Cdxd; e x p ( t X ) e G ,  Vt e  R}.
is a Lie subalgebra of the R-Lie algebra LieR(Cdxd) =  gI(Cd), with respect to the operation
[X, Y ] = X Y  -  Y X ,  for all X , Y  e  Cdxd.
Definition 1.10. Let G be a linear Lie group and 0 =  Lie(G). The dimension o f G is dim(G) := 
dim(g) =  k, hence g =  R k as a vector space.
The mapping X  e  g M exp(X ) e  G is a diffeomorphism in a small neighborhood of 0 e  g. 
Moreover, if G is compact and connected then exp(g) =  G.
The Lie algebra g can be identified with the tangent space of G at the identity I  e  G. Using 
left-translations, g can be identified with the set of left-invariant vector fields on G , and vector 
fields have a natural interpretation as first-order partial differential operators on G .
Definition 1.11. For x  e  G, X  e  g and f  e  C^ (G) ,  define
d
L X f  (x) := d t f  (x exP( t X ))
t=0
Notice that the operator L X is left-invariant. Indeed
n L(y )Lx  f  (x) =  l x  f  (y - l x )  
d
d t f  (y exp ( tX))
t=0
d 
d tnL (y ) f  (x exP( tX )) 
L X nL(y ) f  (x) ;
y=0
for all x , y  e  G.
Where there is no possibility of ambiguous meaning, we will write only X f  instead of L x  f .
Definition 1.12. Let G, H  be linear Lie groups with respective Lie algebras g, h. The differen­
tial homomorphism o f  ̂  e  HOM(G, H ) is the mapping rf ! = Lie ( f )  : g m  h defined by
d
f ( X ) :=  ~Tt f ( e x P( t X ))dt t=0
and satisfies
f ( e x p ( t X )) = e x p ( t f ' ( X )),
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that is, the following diagram commutes
G - ^  H
exp exp
Moreover, ^  is a Lie algebra homomorphism.
The adjoint representation of a linear Lie group G is the mapping Ad e  HOM(G, Aut(«)) 
defined by
A d ( A ) X  := A X  A -1 ,
where A  e  G and G e  0.
The adjoint representation of the Lie algebra « of a linear Lie group G is the differential 
representation
ad =  Ad' : « ^  £it(Aut(&))  =  0 l(«), 
that is, ad(X ) := A d '(X ), so that
ad (X ) Y  = A d'(X  ) Y  = [X,Y].
Next we construct a natural associative algebra U («) generated by « modulo an ideal, en­
abling embedding « into U («). Recall tha t« can be interpreted as the vector space of first-order 
left-translation invariant partial differential operators on G. Consequently, U («) can be inter­
preted as the vector space of finite-order left-translation invariant partial differential operators 
on G .
Definition 1.13. L e t« be a K-Lie algebra. Let
T  : ^ ®  0 m0
m=0
be the tensor product algebra o f «, where 0 m« denotes the m-fold tensor product« 0  — 0  «; 
that is, T  is the linear span o f the elements o f the form
M Km
Aool +  EE ̂mk X mk1 0  — 0  X mkm:
m=1k=1
where 1 is the formal unit element o f T , \ mk e  K, X mkj e  « and M,  K m e  Z+; the product o f 
T  is begotten by the tensor product, that is,
(X 1 0  — 0  X P)(Y1 0 - - Y q ) : =  X 1 0 ^  — 0  Xp 0  Y 1 0  — ^Yq
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is extended to a unique bilinear mapping T  x  T  m  T . Let J  be the (two-sided) ideal in T  
spanned by the set
O := { X  0  Y -  Y 0  X  -  [ X , Y ] : X , Y  e  g}.
The quotient algebra
U (g) := T / J
is called the universal enveloping algebra o f g.
Definition 1.14. The Killing form o f the Lie algebra g is the bilinear mapping B  : g x g m  K, 
defined by
B ( X ,  Y ) := Tr(ad(X)ad(Y)).
A  (R or C)-Lie algebra g is called semisimple i f  its Killing form is non-degenerate, that is, if
V X  e  g \{ 0 }3 Y  e  g; B ( X ,  Y ) = 0;
equivalently, B  is non-degenerate if the matrix (B  ( X i , X j  ))dj=i is invertible, where {X j }d=1 C 
g is a vector space basis.
A connected linear Lie group is called semisimple if its Lie algebra is semisimple.
The Killing form of the Lie algebra of a compact linear Lie group G is negative semi­
definite, i.e., B ( X , X ) <  0, for all X  e  g. On the other hand, if the Killing form of a Lie 
group is negative definite, i.e., B ( X , X )  < 0 whenever X  =  0, then the group is compact 
and semisimple. We point out that there are compact groups which their Killing form is not 
negative definite. For instance, the Killing form of the torus is identically zero, because of its 
commutativity.
Let g be a semisimple K-Lie algebra with a vector space basis { Xj  }d=1 C g. Let B  be the 
Killing form of g, and define the matrix R  e  K dxd by R ij := B ( X i , X j ). Let
d
X i : = Y , ( R ~ % X j ,
j=1
so that { X i}d=i is another vector space basis for g. Then the Casimir element Q e U ( g )  of g is 
defined by
d
Q : = Y I  X iX i.
i=l
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Theorem 1.15. The Casimir element o f a finite-dimensional semisimple K-Lie algebra 0 is 
independent o f the choice o f the vector space basis {X j }d=l c  g. Moreover,
DQ = QD,
fo r  all D e U(g).
In the case where 0 is semisimple, we can choose a convenient basis {Xj  }d=l such that 
B (X i , X j ) = —5ij. In this case, R  = —I  and the Casimir element is written as
Q =  — £  X2.
i=l
The Casimir element of a linear semisimple Lie group is also denoted by
L g : = Q e U(G),  (1.4)
and viewed as a second-order partial differential operator on G is also called the Laplace oper­
ator on G. The Laplace operator L G is a negative definite bi-invariant operator on G. If G is 
equipped with the unique (up to a constant) bi-invariant Riemannian metric, L G is its Laplace- 
Beltrami operator.
R em ark 1.16. In the case where g is not semisimple we can construct the Laplace-Beltrami 
operator as follows. By Theorem 3.6.2 o f [19], g can be written as
0 =  0  © Z,
where g' is a Lie subalgebra o f  g on which the Killing form is negative definite, and z is the 
kernel o f the Killing form. Let {-, -)g/ be the inner product induced by the Killing form  and 
let {Yl , . . . , Y d} be a orthonormal basis o f  g'. For z, choose any inner product Ad-invariant 
and consider { Z l , . . . Z m} an orthonormal basis o f z. Observe that the sum o f these inner 
products is an inner product Ad-invariant on g, denoted by {-, -)fl, and we have that B = 
{Yl , . . . , Y d, Z l , . . . , Z m} is an orthonormal basis o f g. One can shows that
d m
l g = — £  Y 2 — £  Z 2,
i=l j=l
is the Laplacian-Beltrami operator on G fo r  the metric induced by {-, -)fl (see [34]). Notice that
m
L g, = q - £  ’T*2,
j=l
where Q is the Casimir element o f g, which implies that L G commutes with any element o f  g.
Preliminaries 24
Let 0  =  (0ij ) <djj=1 e  G, [0] e  G and define
H  = span{0ij; 1 <  i , j  < d$}.
Theorem 1.17. For every [0] e  G, the space H  is an eigenspace o f L G and
L G0ij v[4>] 0 ij , 1 < i, j  < d^ ,
fo r  some v^] > 0.
Notice that v^] is independent of the choice of the representative of [0], that is, if f  =
(0kl)M e  [0l  then
- C a f M = v[^]fki, 1 < k , t  < d$.
1.1.4 Function spaces
Let G be a compact Lie group of dimension d and { X i }d=1 a basis of its Lie algebra. For 
a multi-index a = (a1, a 2, . . . , a d) e  N 0 we define the left-invariant differential operator of 
order \a\
da := Yi ■■■Y\a\,
with Yj e  { X i}d=1, 1 < j  < \a\ and 1 = a k for every 1 < k < d. It means that
j:Yj =Xk
da is a composition of left-invariant derivatives with respect to vector X 1, . . . , X d such that 
each X k enters da exactly a k times. We do not specify in the notation da the order of vectors 
X 1, . . . , X d, but this will not be relevant in the arguments that we will use in this work.
Proposition 1.18. Let G be a compact Lie group o f dimension d. The following statements are 
equivalent:
(i) f  e  C k(G);
(ii) daf  e  C(G) for  all \a\ < k;
(iii) L f  e  C  (G) fo r  all L e  U(g) o f degree less or equal k.
Proposition 1.19. Let G be a compact Lie group o f dimension d. The following statements are 
equivalent:
(i) f  e  C ~  (G);
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(ii) daf  e  C(G) for  all a  e  N0;
(iii) ( - L a ) k f  e  C(G) for  all k e  No;
(iv) L f  e  C(G) for  all L e  U(«).
We equipped C ^ ( G )  with the usual Frechet space topology defined by seminorms pa ( f ) =  
max \da f  (x)\. Thus, the convergence on C™(G) is just the uniform convergence of functionsx€G
and all their derivatives: f k — f  in C™(G) if daf k(x) — daf  (x), for all x  e  G, due to the 
compactness of G .
For all f  e  Rep(G), we have H  C C™(G).  It follows from Theorem 1.17 that e
C™(G),  for all 1 <  i , j  < d$.
Definition 1.20. We define the space o f distributions V ( G )  as the space o f all continuous linear 
functionals on C™(G), in which we consider the notion o f usual convergence: fo r  Uj ,u  e  
V ( G ) ,  we write Uj — u in V ( G )  as j  — ro if Uj (p) — u(p)  in C as j  — ro, for  all 
p e  C™(G).
For u e  V ( G )  and p e  C™(G),  we write
(u , p )g := u(P) .
If u e  Lp(G), 1 < p < ro, we can identify u with a distribution in V ( G )  (which continues to 
be denoted by u) in a canonical way by
(u , p )G := u(x)p(x)  dx.
G G
In particular, if uj — u in L ( G ) ,  then uj — u in V'(G).
For Y  e  0, we can differentiate u e  V ( G )  with respect to the vector field Y :
(Y u , P)G := - (U , Y P)G, 
for all p e  C ^  (G). Similarly, for a e  N0, we define
(8au ,p)a : = ( - 1 p {u,dap)G,
for all p e  C ~  (G).
Definition 1.21. The space M ( G )  consists o f all mappings
<X
F  : G -  | J  L ( H )  C ( J  Cmxm
&]£G m=
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satisfying F ([f]) e  L('H.f), fo r  every f  e  G. With respect to the matrix representations, we 
have F ([f]) e  C© x© .
The space L 2(G) consists o f all mappings F  e  M ( G )  such that
llF W2l 2{g) := ^  dim ( f ) \\F ([f]) ||Hs <  ^
[d\e g
where
«F üf])i|Hs =  V T r(F  ([f])F ([f])*).
The space L 2(G) is a Hilbert space with the inner product
( E , F ) l 2(S) d im( f ) Tr (E ([ f])F ([f])*).
[d\e g
From now on, for every [f] e  G, we choose a representative matrix f  = ( f ij )dj =1. Notice 
that for any f  e  L 2 (G), we can define
f  : G M  U Cmxm
m=1
[f] m  m ,
and by the Plancherel formula on Proposition 1.3, we have f  e  L 2(G). We have the Parseval’s 
identity
( f , g)L2(G) = ^  d im (f) Tr ( / ( f ) g ( f ) *) = ( f , g ) l2(S).
rn^G
Theorem 1.22. Let G be a compact Lie group. The Fourier transform f  m  F Gf  = f  defines a 
surjective isometry L 2(G) L 2(G). The inverse Fourier transform is given by
— i(f g 1H )(x) = dim( f )  T r ( H([ f ]) f ( x ) )
[d\e G
= ^ 2 dim( f )  y ,  H M )  mn f ( x ) nm 
[4>\e G m,n=1
and we have
F - 1 o T q  = ldL2(G) and T q  o F - 1 = IdL ( Sy
Definition 1.23. Let G be a compact Lie group, u e  V ( G )  and f  = ( f ij Ÿij=1, [f] e  G. The 
f-Fourier coefficient o f u is
u ( f )  := (u, f * ) G e  C © x© ,
that is,
u ( f ) ij = {u , f j^Q.
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Notice that this definition agrees with Definition 1.6 when the distribution comes from an 
L l (G) function.
For u G V ( G ) ,  we have
d ̂
u = d m ( f ) T r ( u ( f ) f )  = dim( f )  * ( f ) y  j
[<t>\eG [<t>\eG i j =1
where the convergence is in the distribution sense.
Let L g be the Laplace-Beltrami operator of G. For each [f] G G, its matrix elements are 
eigenfunctions of L G correspondent to the same eigenvalue that we will denote by —v^\, where 
V[̂ \ > 0. Thus
- C G0ij(x) = V[ \̂0 ij(x), for all 1 <  i , j  < d$, (1.5)
and we will denote by
( f)  '■= (0  +  v[4,\) 1
the eigenvalues of (I  — Lçf)1!2.
Proposition 1.24. Let G be a compact Lie group. There exists C  > 0 such that
V[$\ < { f Ÿ  < C v[$\;
fo r  all non-trivial [f] G G.
Proposition 1.25. There exists a constant C  > 0 such that the inequality
dim G
dim( f )  < C ( f )  2
holds fo r  all f  G Rep(G). Moreover, fo r  every integer M  > there exists CM > 0 such 
that
\\f ij ||l^(G) <  CM (f)M,  (1.6)
fo r  all [f] G G, 1 < i , j  < d$
Proposition 1.26. Let G be a compact Lie group. Then
^  dK f) -2t  < ™ ^  t > n .
W\£.G
Theorem 1.27. Let G be a compact Lie group. The following statements are equivalent:
(i) f  G C ~  (G);
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(ii) fo r  each N  > 0, there exists CN > 0 such that
HS < CN {f)
—N
fo r all [f] e  G;
(iii) fo r  each N  > 0, there exists CN > 0 such that
\ f ( f ) i j \  < Cn {f )
N
fo r  all [f] e  G, 1 < i , j  < d$.
Theorem 1.28. Let G be a compact Lie group. The following statements are equivalent:
(i) u e  D(G) ;
(ii) there exist C, N  > 0 such that
N
u ( f )  IIhs <  C { f ) N ,
for  all [f] e  G;
(iii) there exist C, N  > 0 such that
\u ( f ) ij\ < C{ f ) N
fo r  all [f] e  G, 1 < i , j  < d$.
Definition 1.29. Let G be a compact Lie group and A  : C™(G) — C™(G) be a continuous 
linear operator. We define the symbol o f the operator A  in x  e  G and f  e  Rep(G), f  =
( f ij j  as
aA( x , f )  := f ( x ) * ( Af ) ( x )  e  C  
where ( A f ) ( x ) j  := ( A f j ) ( x ) , f o r a l l  1 < i , j  < d$.
For instance, if we take A  = - L a , we get
olg ( x , f )  = f ( x ) *( - Ca f ) ( x )  = f ( x ) *(vw f ) ( x )  = v [̂ ]Idd^.
Theorem 1.30. Let aA be the symbol o f a continuous linear operator A  : C™(G) — C™(G). 
Then
A f  (x) =  ^  dim (f)T r U (x)*aA( x , f ) f ( f)
&]ea
fo r  every f  e  C™(G) and x  e  G.
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Notice that the formula above is independent of the choice of the representative. Indeed, if 
0  ~  0  are matrix representations, there exists a unitary matrix U such that 0( x ) = U*0 (x)U 
for all x  E G. By Remark 1.2 we have f ( 0 )  = U*0 (x)U and by the formula of the symbol of 
the operator A,
oa (x , 0) = 0(x)* (A0 )(x ) = (U *0 (x)*U )(U * A 0 U  )(x )) = U *aA( x , 0 )U.
Thus Tr \0(x)*aA(x, 0 ) f ( 0 ) j  = Tr y0(x)*aA(x, 0 ) f ( 0 ) j , for all x  E G.
When A  : C™(G) e  C™(G) is a continuous linear left-invariant operator, that is A n L(y) = 
n L(y)A,  for all y E G, we have that oa is independent of x  E G and
A f ( 0 )  = Oa (0) f (0),
for all f  E C™ (G) and [0] E G. By duality, this remains true for all f  E V ( G ) .  For instance, 
by relation (1.5), we obtain
L Gf  (0) = —v[f 0 ) , (1.1)
for all f  E V ( G )  and [0] E (A.
Proposition 1.31. Let A , B  : C ^ ( G )  -e  C ^ ( G )  be continuous linear operators and X E C. 
Then fo r  all x  E G and [0] E G holds:
1. oa+b (x ,0 )  = o a (x ,0) + o b (x ,0);
2. oXa (x ,0) = Xo a (x ,0);
3. I f  B  is a left-invariant operator, then oa b (x, 0) = oA(x, 0 )ob (0).
Let Y  E g . Notice that i Y  is a left-invariant operator and
0 Y f , g)L2(G) = ( iY f  )(x)g (x) dx
J G




= idtt J f  (x)g(x e x p ( —t Y )) dx
t=0
= i f  (x)(—Yg) (x)  dx
J g
= {f , i Y g)L2(G),
that is, the operator i Y  is symmetric on L 2(G). Hence, for all [0] E G we can choose a 
representative 0  such that aiy  (0) is a diagonal matrix, with entries Xm(0) E R, 1 <  m  <
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d^, which follows because symmetric matrices can be diagonalized by unitary matrices. By 
Proposition 1.31,
Cy ( f ) mn iXm(f)Xmn, Xm e  R . (1.8)
Notice that [Xm( f ) } dmi=1 are the eigenvalues of aiy ( f)  and then are independent of the choice 
of the representative, since the symbol of equivalent representations are similar matrices. We 
can consider B = [Y \, • •• ,Y n} an orthonormal basis of 0 with
Y  = _Y _
1 \\Y ||,
where the inner product is took as in Remark 1.16. By the properties of Laplacian operator, we 
have that [LG — Y ^ Y f ]  = 0, so we can diagonalize simultaneously a - y 2 ( f )  and a - (£G-y2) ( f ) ,  
for all [f] e  G. Notice that
XMIdd̂  =  °-C g = a-{CG-y?)( f ) + a - y ? ( f ) -. 
where X[f] > 0. Since these two operators are positives and Y1 is left-invariant, we obtain that
X[̂ ] > (cYi ( f ')mm) ,
for all 1 <  m  < d$. By (1.8), we have
1 i x \  x \  Xm( f )21 + x &] > x &] > \\y \2 .
Thus,
\Xm( f ) \< \ \Y \ \ { f ) ,  (1.9)
for all 1 < m  < d$. In order to simplify the notation, throughout the text we will assume that 
the vector fields are normalized.
Proposition 1.32. Let G be a compact group, [f] e  G and [Y]_, • •• ,Y d} be a basis fo r  «. There 
exists Co > 0 such that
ha*( f ) lop  < C0al{ f ) H , Va e  K  (1.10)
From Chapter 2 of [23], we have
|| C da ( f )  || op < llcda (f) ||HS <  \ f d ^ ||Cd“ ( f ) l  op. (1.11)
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1.2 Komatsu classes
In the previous section we have characterized smooth functions on G . The next natural 
class of functions to study is the class of analytic functions on G, i.e., the class C u (G) of 
smooth functions 0  that satisfies the following property: for every h > 0, there exists Ch > 0 
such that
\\da0\\L~ < C h a 1 \a\!, a  e  N .
Since Cu (G) C C™(G),  many authors consider intermediary classes of functions between 
C ( G )  and C ^ ( G )  (see [1], [2], [3], [4], [8], [25]). An example of such class is the Gevrey 
class of Roumieu type 7 s(G) of order s, with s > 1 described as follow: 0 e  7 s (G) if for every 
h > 0, there exists Ch > 0 such that
r é W r ^  < Ch  1 a 1 H P , a  g N
When 1 <  s ! < s2 , we have C “ (G) C 7 s2 (G) C 7 s2 (G) C C ™ (G). Notice that 7 1(G) =
C “ (G).
In [11], A. Dasgupta and M. Ruzhansky have characterized the Gevrey class of functions in 
terms of their Fourier coefficients.
In this dissertation we will use the characterization given by A. Dasgupta and M. Ruzhansky 
in [12] to extend our results to the framework of Komatsu classes, which are also classes of 
functions between C “ (G) and C ™ (G). We point out that our examples will be given mainly in 
Gevrey classes, which are a particular example of Komatsu classes.
Let { M k } k e N0 be a sequence of positive numbers such that there exist H  > 0 and A  > 1 
satisfying
(M.0) M o = 1
(M.1) (stability) M k+ !  < A H k M k , k =  0 , 1, 2 , . . .  .
(M.2) M 2k < A H 2k M 2 , k = 0,1, 2 , . . .  .
(M.3) 3 £ , C >  0 such that k ! <  C£k M k , for all k G No.
«  .  ^  M r M s M r+s
(M.4) M r - T  < M a i , y r , s g No. r! s ! (r +  s )!
We will assume also the logarithmic convexity:
(LC) - 2 < — k - i — k + i , k = 1 ,  2, 3 , . . . .
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Given any sequence { M k} that satisfies (M.0)-(M.3), there exists an alternative sequence 
that satisfies the logarithmic convexity and defines the same classes that we will study. So 
assuming (LC) does not restrict the generality compared to (M.0)-(M.3).
From (M.0) and (LC) we have M k < M k+1, for all k e  N, that is, { M k} is a non-decreasing 
sequence. Moreover, for k < n  we have
Mk • M n-k  < M n.
The condition (M.2) is equivalent to M k < A H k min M qM k_q, (see [33], Lemma 5.3).0<q<k
1.2.1 Associated function
Given a sequence { M k} we define the associated function as
r k
M(r)  := sup log ——, r > 0 ,
keNo M k
and M (0) :=  0. Notice that M  is a non-decreasing function.
Example 1.33. Let s > 1 and consider M k = (k!)s. This sequence satisfies the conditions 
above and we have
M(r)  ~  r 1/s.
In the next propositions we present some technical results of the associated function that we 
will use throughout this chapter.
Follow by the definition that for every r > 0 we have
e x p { - M ( r ) }  = inf (1.12)keNo rk 
r k
e x p { M (r)} = sup —  (1.13)
keNo M k
Proposition 1.34. For every r ,s  > 0 we have
(i) e x p { - M ( r )} e x p { - M (s)} <  exp [ - M  (^ )}
(ii) e x p { M (r)} e x p { M (s)} <  A  exp { M  (H(r + s))}
Proof. (i) Let r ,s  > 0. By (1.12) we obtain
e x p { - M ( r ) }  e x p { - M (s)} < ^ M  j ,
rj sl rj sl
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for all j,  i  e  N0. Let k e  N0. Thus for i  = k — j  we have




k /! \ k
2k exp[ M  (r)} exp[M  (s)} =  ^  j  exp[M  (r)} exp[M  (s)} > ^  M ^  ’
j=o j  j=o
that is,
Mk
r+s k 'exp[—M ( r )} exp[—M (s)} <
for all k e  N . Therefore
r i s
exp[ — M( r ) }  exp[ — M (s)} <  exp < —M  "
2
(ii) Let r , s  > 0. We have M k+e < A H k+eM kMe and rkse < (r + s)k+e, for all k , i  e  No.
Thus
rk se r k se h  (r + s)k+e ( h  (r + s))k+e
log + log = log < log A H (r' + s) = log A +  log (H (r' + s))
M k M e M k M e M k+e M k+e
< log A  +  M ( H ( r  + s)).
For every i  e  N fixed we have
k e er s s
log —  < log A  + M ( H ( r + s )) — log —  = ^  M ( r ) < log A  + M ( H ( r + s )) — log —  .
Now,
se
log—  < log A  + M  (H (r + s)) — M  (r), Vi  e  No, 
M e
which implies that
M (s) <  log A  +  M ( H ( r  + s)) — M(r) .
By the properties of the exponential function we obtain
e x p [ M (r)} e x p [ M (s)} <  A  exp [ M  (H(r  + s))} .
□
Proposition 1.35. For every r ,s  > 0 and t e  No we have
(i) r t exp[ — M (sr)} <  A  ( H s -1)t M t exp[ — M ( H -1sr)};
(ii) r t exp[M(sr ) }  < A s - t M t exp[M(Hsr ) } .
Proof. (i) Let r , s , t  > 0. We have
r t exP{ —M ( s r ) } < r t M  = s - j s ^ h , y k  > t .
Since M k < A H kM tM k_t, for all k > t, we obtain
/  e x p { - M (sr)} < A s - 'H kM M 0  = M  , * k > t
Therefore
rt exp{ — M (sr)} <  A  (H s - l M t exp{ — M (H - l sr)}.
(ii) Let r , s , t  > 0. We have
t t (sr)k sk r k+t _t (sr)k+t
r e x p  M( s r  H =  r sup , r =  sup ——— =  s sup ———
k£N0 Mk k&% Mk k&% Mk
Since M k+t < A H k+tM kM t, we obtain
(Hsr )k+t ( T f s r )
rt e x p { M (sr)} <  A s - t M t sup — —------- <  A s - t M t sup — —— .




r exp{M(sr ) }  < As  M t exp{M(Hsr )} .
□
Proposition 1.36. Let G be a compact Lie group. For every N , L ,  5 > 0 there exists C  > 0 
such that
{£)N exp{—5 M ( L { £ ) ) } < C ,
fo r  all [i] E G.
Proof. Let N , L , 5  > 0. Then
M  s
{i )N exp{—5 M  (L{i))} = {i)N (exp{—M  (L{£ ))}); < { ) N "
(L{i ) )kS :
for all k E N0. In particular, take k0 E N0 such that k05 > N . So,
M i  
LkoS < Lkot{i)N e x p { - 5 M ( L { i ) ) }  < {i )N < = C.
□
Proposition 1.37. Let G be a compact Lie group and let L  > 0. Then
exp { — \ M  (L{£))} < v A e x p {  — M  ( L , {£))}, (1.14)




exp{ — 2M(L(£) ) }  = ini jy jk y k /A  < inf
M l /2 . . „ m 1/2
2 keNo (L(^))k/2 eeNo (L(£)Y
□
By the property (M.2), we have
m 2£ < a h 2£m 2
This implies
exp{ - 2m (m m  < M  ^ ^ i n t o  j — r i = ^ expi ~ M ( M u m ,
where L 2 = H .
1.2.2 Komatsu class of Roumieu type
Definition 1.38. The Komatsu class o f Roumieu type r ^Mk }(G) is the space o f all complex­
valued C™ functions f  on G such that there exist h > 0 and C > 0 satisfying
IIdaf  \\l*(g) < C h 1 a IM\a| , Va e  Nd.
In the definition above, we could take the L^-norm  and obtain the same space. The elements 
of r { Mk}(G) are often called ultradifferentiable functions. Notice that by (M.3) we have that 
r {Mk}(G) contains the analytic functions on G.
Example 1.39. Let G be a compact Lie group and 0 = (0ij ) (dj= 1, [0] e  G. Let us show that 
0ij e  r { Mk}(G) fo r all sequences { M k}keNo satisfying the conditions (M.0)-(M.3).
Let /3 e  NdJ, so
d f
\dfi0ij ( x ) \ = &l(x)adt (0)lj
l=1
d
< Y 1  \ ^ l (x)\\ad? (0)lj \
l=1
M< C(0 ) \\adi3 op
( <°’ C (0)M ( ) )  I « K
where M  > . Take h = C0 {f) and by the fact that M k > 1, fo r  all k G N0, we conclude
that
IId3fij \ \l*{g) < C h ^ M w
and then f j  G T{Mk}(G).
Theorem 1.40. Assume conditions (M.0)-(M.3). The following statements about a function 
f  G C™(G) are equivalent:
(i) f  G r {Mk}(G);
(ii) There exist constants C  > 0, L > 0 such that
||/(f)||H s <  C e x p { - M ( L { f ) ) ) } ,  V[f] G G;
(iii) There exist constants C  > 0, L > 0 such that
\ î ( f )ij \ < C exp{ - M (L{f) ) )} ,  V [f] G G, 1 < i , j  < d$.
Proof. The equivalence (i) ^  (ii) can be found on [12], Theorem 2.4, page 8487. Let us prove 
that (ii) ^  (iii). The first implication is trivial because
\î ( f ) ij \ < l l / ( f ) l|HS;
for all [f] G G, 1 < i , j  < d$. Conversely, we have
Il/(f)llHs =  £  \ / X f h  ?
i,j=1
< J 2  C 2 e x p { - 2 M ( L f ) ) }
i,j=1
= dl C  2 exp{ - 2 M  ( L {f ) ) } ,
that is,
| | / ( f ) ||HS <  Cd$ exp { - M  ( L { f ) ) } .
By Proposition 1.25, we have
| | / ( f ) ||HS <  C{f )N exP{ - M ( L { f ) )},
Preliminaries 36
where N  > . Using now Proposition 1.36 and 1.37 we obtain
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hs <  C ( f ) N e x p { - M  (L( f ) ) }
□
=  C ({f )  exp { - 2M ( L ( f ) ) } j  exp {- 1M ( L ( f ) ) }
< C e x p { - M ( L 2 ( f ) )}
We also can characterise the elements of the dual r { Mk}(G) by its Fourier coefficients.
Theorem 1.41. Let r {Mk} (G) the dual space o f r ^Mk}(G). The following statements about a 
linear functional defined on r { Mk}(G) are equivalent:
(i) u e  r {Mk}(G);
(ii) For every B  > 0 there exists K B > 0 such that
||u(f)||Hs <  K b e x p { M ( B ((f)))} , A[f] e  G;
(iii) For every B  > 0 there exists K B > 0 such that
\u(f)ij \ <  K b e x p { M  (B (f)))} , A[f] e  G, 1 < i , j  < d$.
Proof. The equivalence (i) ^  (ii) can be found on [12], Theorem 2.4, page 8488. Let us prove 
that (ii) ^  (iii). The first implication is trivial because
\u ( f )ij \ < \\u( f)W HS ,
for all [f] e  (A, 1 < i , j  < d$. On the other hand,
= Y ^  \u ( f ) ij\2
i,j=1
dfi
< K B exp {2M (B (f))}
i,j=1
= d K  exp{2M( B( f ) ) } ,
that is, for all B  > 0, there exists K B > 0 such that
||w(0 ) ||hs <  d^KB e x p { M ( B {0))}.
2
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By Proposition 1.25, we have d$ < C ( f ) M for some M  > and by Proposition 1.36, for 
all B  > 0 there exists CB such that
(0)M < Cb e x p { M ( B (0 ))},
for all [0] E G. By Proposition 1.37,
U(0) Whs <  K b e xp{2M(B(0) ) }  < K b e x p { M ( B (0 ))},
where B  =  B H .  Therefore u E T{Mk}(G). □
1.2.3 Komatsu class of Beurling type
Next, to define Komatsu classes of Beurling type, we have to change the condition (M.3) by 
the following one:
(M.3’) Vi > 0, 3Cl such that k ! <  C likM k, for all k e  No.
Notice that the condition (M.3’) implies the condition (M.3).
Definition 1.42. The Komatsu class o f Beurling type r^Mk)(G) is the space o f C  ̂  functions f  
on G such that fo r  every h > 0 there exists Ch > 0 such that we have
Theorem 1.43. Assume conditions (M .0)-(M .3’). The following statements about a function 
f  E C™(G) are equivalent:
\\daf  Wl2(g) < Chh1 a 1 MiaI, Va E Nd0.
(i) 0 E T(Mk)(G):
(ii) For every L > 0 there exists CL > 0 such that
W/(0)Whs <  Cl exp{ — M  (L((0)))},  V[0] E G ;
(iii) For every L > 0 there exists CL > 0 such that
\f ( 0 ) ij I <  c l exp { — M ( L ( 0 ) ) ) } c V[0] E G c 1 <  i , j  < d#.
Example 1.44. Let G be a compact group and f  = ( f  [f] E G. We have E P(Mk )(G)
fo r  all sequences { M k}ken0 satisfying the conditions (M .0)-(M .3’) because
and then 0 j  satisfies the statement (iii) o f the previous theorem.
Theorem 1.45. Let r (Mk)(G) the dual space o f V(Mk)(G). The following statements about a 
linear functional defined on V(Mk )(G) are equivalent:
(i) u e  T{Mk)(G);
(ii) There exist K , B  > 0 such that
||« ( f ) ||m <  K e x p [ M ( B ( { f ) ) ) } ,  V[f] e  G ;
(iii) There exist K , B  > 0 such that







Constant coefficient vector fields
Let G 1 and G2 be compact Lie groups, G := G 1 x  G2, and consider the linear operator 
L : C™(G) ^  C™(G) defined by
L := X 1 + 0X 2 ,
where X 1 e  01, X 2 e  02 and 0 e  C. Thus, for each u e  C™(G) we have 
L u ( x 1, x 2) := X 1 u ( x 1, x 2) + oX2u ( x 1, x 2)
d
— u(xi  e x p ( t X i ) , x 2) 
dt
d
+ c— u(xi , x2  exp(sX 2))
t=0 ds s=o
The operator L  extends to distributions in a natural way, that is, if u e  D ( G ) ,  then
{LuX )a := —{u,L¥ )G, V e  C ™(G).
In this chapter, we present necessary and sufficient conditions for the vector field L  to be 
globally hypoelliptic and to be globally solvable. After that, we present examples recover­
ing known results in the torus and presenting examples in T 1 x S3 and S3 x S3. Because of 
the presented examples and by the validity of Greenfield-Wallach conjecture on compact Lie 
groups, we investigate the global properties of perturbations of L  by zero-order terms and we 
also present weaker notions of global hypoellipticity.
The main tool that we will use in the development of our results is the partial Fourier series 
with respect to each one of the Lie groups. The details and main results about partial Fourier 
series on compact Lie groups can be found on Appendix A.
2.1 Global hypoellipticity
Definition 2.1. Let G be a compact Lie group. We say that an operator P  : V' (G) -e  V' (G)  is 
globally hypoelliptic i f  the conditions u E V' (G) and Pu  E C <x (G) imply that u E C <x (G).
Consider the equation
L u ( x l , x 2) = X lu ( x l , x 2) + c X 2u ( x l , x 2) = f  (x l , x 2), 
where f  E C ^( G) .  For each [i] E G l , we can choose a representative £ E Rep(Gl ) such that
°Xi ( i)mn — i ^m (£)5mn, 1 < m ,n  < d%,
where Xm( i ) E R for all [i] E G l and 1 < m  < d% (see Proposition 1.31). Similarly, for each
[n] E G2, we can choose a representative n E Rep(G2) such that
0X2 (n)rs = ifir (n)5rs, 1 < r, s < dv,
where \ir (n) E R for all [n] E G2 and 1 < r < dn.
Suppose that u E C™ (G). Thus, taking the partial Fourier coefficient with respect to the
first variable at x 2 E G2 (see Definitions A.1 and A.2) we obtain
f ( i , x 2) = L u (£,x 2)
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/ L u ( x 1, x 2)£(x1)* dx
'Gi
= X 1u ( x 1, x 2)£(x1)* d x1 + c X 2u ( x 1, x 2)£(x1)* d x 1
JGi JGi
= X i u ( £ , x 2) + CX2 u ( x i , x 2)£(xi)* dxi
J g-1
= o X\ (£ )uu(£, x2) + cX2u(£,x2).
Hence, for each x 2 e  G2, we have that f ( £ , x 2) e  Cd«xd« and
Î(£,  x 2)mn = i \ m(£)U(£, x2 )mn + c X 2li(£, x2)mn, 1 < m ,U  < dç.
Now, taking the Fourier coefficient of f (£,  ■)mn with respect to the second variable, we obtain
J (£, fi)mn = \  f ' (£ , x 2)mnfi(x2)* dx2 
JG2
= (i^m(£) Î£ , x2 )mn  + cX2ti(£, x2)mn^ ^ 2)* dx2
JG2
= i^m(£) u(£,x2)mnfi(x2)* dx2 + C X2ti(£, x2)mnfi(x2)* dx2
JG2 JG2
= i \ m (0  u f a n )  mn + coX2 (n) u (C, v) mn.
Thus, if(C,V)mn E Cdn *dn and
J (î , f i ) mnrs = i(Xm(Ç) + cfir (fi)) f ( î , V )mnrs , 1 < r ,s  < dv. (T 1)
From this we can conclude that
f (t,  n)mnrs = 0, whenever \m(£) + c^r (n) = 0. (2.2)
Moreover, if \ m (£) + c^r (n) = 0, then
u(c,v)mnrs T7T 7T7 ' T~\\ f  (C,n)mnrS. (2.3)
i (xm(0  + cfir (n))
We begin by presenting the following necessary condition for global hypoellipticity of the 
vector field L = X 1 + c X 2.
Proposition 2.2. Suppose that the set
N  = {([£], [n]) E Gi x  G2; Xm(C) +  c^r(n) = 0, fo r  some 1 < m  < d%, 1 < r < dv} (2.4)
has infinitely many elements. Then there exists u E V ( G )  \  C™(G) such that
Lu  = 0.
In particular, L is not globally hypoelliptic.
Proof. Consider the sequence
s. i  1  if Xm(£) +  Cfir (n) = 0,
u(Ç, n)mnrs ^
0, otherwise.
Notice that for any [Ç] E G 1, [n] E G2, 1 < m ,n  < d% and 1 < r ,s  < dn we have
I û (i , n)mnrs \ < ( )  + (n)-
Thus by the characterization of distributions by Fourier coefficients (Theorem A.3) we conclude 
that u E V ( G ) ,  where
d̂  dn
u = Y ,  H  d% dn u(C, n)mnrsCnm'^sr ■
[Ç]€G1 [njeci mn=1 r,s=1
Since there exist infinitely many representations such that u(£, n)mnrs = 1, it follows from
Theorem A.3 that u E C™(G).  Furthermore, we have
L u(t  n)mnrs = i(Xm(C) + Cfir (n)) f ( t  n)mnrs = 0,
for all [t] E G 1, [n] E G2, 1 < m  < d%, 1 < r < dn. Then, by Plancherel formula (1.3), we 
conclude that Lu  =  0. □
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Theorem 2.3. The operator L = X 1 + oX 2 is globally hypoelliptic i f  and only i f  the following
conditions are satisfied:
1. The set
N  = {([£], [n]) e  G 1 x  G2; \m (Q  + c^r (n) = 0, fo r  some 1 < m  < d%, 1 < r < dv}
is finite.
2. 3C, M  > 0 such that
\Am(C) + cfir (n) \ > C  ({0  + {n))-M,  (2.5)
fo r  all [£] e  G 1, [n] e  G2, 1 < m  < d%, 1 < r < dn, whenever \ m(£) + c^r (n) = 0.
Proof. ( ) Suppose that Lu = f  e  C™(G) for some u e  V ( G ) .  Let us prove that
u e  C ^  (G). Since the set N  is finite, there exists C > 0 such that
\ u(C, n)mnrs \ < C ,
for all ([£], [n]) e N ,  1 < m , n  < d%, 1 < r , s  < dn. Let N  e  N. Then, for ([£], [n]) e  N ,  we
have
\ u(^ ,n)mnrs \ < C  ({£) + {n))N m  + {n))-N
< CN({£) + {n))-N
where CN = max { C ({£) +  {n))N }. On the other hand, if ([£], [n]) e  N , by 2.3) and (2.5)
([?],[n])e^
we obtain
\ U(^  n)mnrs \ = \Xm(£ ) ^  c^r (n)\ \ f ( ^  n)mnrs \
<  C -1 ( {$  + {n))M\ n z , n ) mnrS\
Since f  e  C™(G),  there exists CN+M > 0 such that
\ !f ( £, n)mnrs \ < CN+M ({0  + {n))-(N+M)
Thus,
\ u fa ^m n rs \ < C-1 c n +m ({i ) +  {n))M({0  + {n) ) - (N+M)
=  CN ({£) + {n))- N ,
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where C'N = C 1CN+M. Hence, if ([£], \ri]) /  N  we conclude thatN+  •
| u(Î ,n)mnra \ < C  N ({C ) + (V))~N.
Setting CN := m a x {C  N ,C"N}, we have
| u(î ,V)mnrs \ < C n  ( {0  + (V))~N .
for all [C] e  G 1, [q] e  G2. Therefore by Theorem A.3 we conclude that u e  C^(G) .
( = ^  ) Let us prove the result by contradiction. If Condition 1 were not satisfied, by Propo­
sition 2.2, there would be u e  V ( G) \ C™( G)  such that Lu = 0, contradicting the hypothesis 
of global hypoellipticity of L. So, let us assume that Condition 2 is not satisfied, then for every 
M e  N, we choose [Cm  ] e  G 1 and [nM ] e  G2 such that
0 <  \Xm(^M) + c^r(v m )| <  ({Cm ) + {v m ))- M , (2.6)
for some 1 < m  < dçM and 1 < r < dVM.
Let A  = {([Cj], [nj])}jeN. It is easy to see that A  has infinitely many elements. Define
^  f  1, if ([£], [n]) = ([Cj] . [Vj]) for some j  e  N and (2.6) is satisfied.
U(C, V)mnrs = <
I 0, otherwise.
In this way, u e  D(G) \C™(G) .  Let us show that Lu = f  e  C™(G).
If ([C], [n]) /  A,  then \ î (C, n)mnr s\ = 0. Moreover, for every M e  N, we have
\ g(CM .VM )mnrs \ = \^m(CM ) +  cfir (VM ̂  u(CM .VM )mnrs \
< ({Cm ) + {VM))-M
for every element of A .
Fix N  > 0. If M  > N , then
\ U(CM .VM )mnrs \ < ({CM) + {VM))-M < ({C,M) + {nM) ) - N .
For M  < N  we have
U(CM .VM )mnrs = U(CM .VM )mnrs ({C,M ) + {VM ))N ({C,M ) + {VM ))-N
< CN ({Cm ) + {v m ))- N . 
where CN := max  | \  f (CM. Vm )mnrS\({Cm) +  {v m ) ) ^ . For CN = m ax{C N . 1} we ob-
m,n,r,s
tain
\ f ( c . n)mnrs \ < c n  ({c ) + {n) ) - N .
for all [C] e  G 1. [n] e  G2. 1 < m  . u < dç. 1 < r . s  < dn. Therefore f  e  C ^ ( G) ,  which 
contradicts the assumption that L  is globally hypoelliptic. □
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2.2 Global solvability
In the literature there are several notions for the solvability of an operator, mainly depending 
on the functional environment in which one is working and what one intends to study. So the 
first step here is to define precisely what we mean by the global solvability.
Given a function (or distribution) f  defined on G, assume that u e  V ( G )  is a solution of 
Lu = f . By taking the partial Fourier coefficient with respect to x 1 and x 2 separately, and 
following the same procedure of the last subsection, we obtain from (2.2) that
Am(C) + c^r (n) = ° = ^  f ( ^  n)mnrs = 0-
Therefore, let us consider the following set
K := { w e  D ( G ); W  (£, n)mnrs = 0, whenever \m(£) + c^r (n) = 0}-
If f  /  K,  then there is no u e  V ( G )  such that Lu = f . We call the elements of K  of admissible 
functions (distributions) for the solvability of L.
Definition 2.4. We say that the operator L is globally solvable i f  L ( V ( G ) )  = K.
Theorem 2.5. The operator L = X 1+ c X 2 is globally solvable i f  and only i f  there exist C, M  > 
0 such that
\Am(C) + cVr (n) \ > C  ({0  + {n))-M,  (2.7)
fo r  all [£] e  G-\_, [n] e  G2, 1 < m  < d%, 1 < r < dn whenever \ m(£) + c^r (n) = 0.
Proof. ( <̂== ) For each f  e  K  define
, i  0, if Xm(C) +  c^r (n) = 0,
Tu(^ , n)mnrs = \  f  (2.8)
[ - i ( ^ m ( ,̂) +  c^r(n)) 1 f(£,n)mnrs, otherwise.
Let us show that { f (£ ,  n)mnrs} is the sequence of Fourier coefficient of an element u e  V ( G ) .
Since f  e  V ( G ) ,  there exists N  e  N and C > 0 such that
\ f (Z,n)mnrs \ < C  ({£) + {n))N , 
for all [£] e  G 1, [n] e  G2, 1 < m  < d%, 1 < r < dn. So
\ û (C, n)mnrS \ = \^m (0  + c^r (n) \- 1 \ f̂ ( C, n)mnrS \ (2.9)
<  C  ({0 +  {n))M \ f (Z,n)mnrs \
< c ({0  + {n))N+M
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Therefore u e  V ( G )  and Lu = f .
( = ^  ) Let us proceed by contradiction by constructing an element f  e K  such that there
is no u e  V ( G )  satisfying Lu = f .
If (2.7) is not satisfied, for each M  e  N, there exists [Çm ] e  Gi  and [nM] e  G2 such that
0 <  \ \fn(Çm ) + C^f(fiM)| <  ({Çm ) + {VM))- M . (2.10)
for some 1 < m  < d^M and 1 < r < dnM. We can suppose that {ÇM) + {rjM) < {Çn ) + {fiN)
when M  < N . Let A  = {([£,], [nj])}jeN. Consider f  e K  defined by
^  i  1, if ([£], [n]) = ( [0 ], [nj]) for some j  e  N and (2.10) is satisfied.
f (C,n)mnrS = <
I 0 . otherwise.
Suppose that there exits u e  V ( G )  such that Lu = f . In this way, its Fourier coefficients 
must satisfy
) + c^r (n)) f ( £.n) mnrs f ( £.n) mnrs *
So
\ U(ÎM .nM )min \ = \^m (ÇM ) +  cf i f (nM ) | - i \\ f  (ÇM .nM )min \
> ({Çm ) + {nM))M. 
where m  and r are coefficients that satisfy (2.10). Thus
Il f ( ç M.nM) |hs >  ({Çm ) + {nM))M.
for all M  > 0, which contradicts the fact that u e  V ( G ) .  Therefore there does not exist 
u e  V ( G )  such that Lu = f . □
Notice that the estimate for the global solvability in the statement of the last theorem is 
exactly the same as one of the conditions to obtain global hypoellipticity announced in (2.5), 
thus we have the following corollary.
Corollary 2.6. I f  L is globally hypoelliptic, then L is globally solvable.
A more detailed analysis of the last proof shows that it is possible to obtain a better control 
on the Fourier coefficients of u when f  is smooth, more precisely, we have the following result.
Proposition 2.7. I f  L is globally solvable and f  e K i l  C™(G), then there exists u e  C^ ( G )  
such that Lu = f .
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Proof. Let f  e  K n  C™(G) and define u as in (2.8). Since L  is globally solvable, it holds (2.7) 
and then by (2.9)
\ ti(C, n)mnrs \ = \^m (0  + cfir (n) \- 1 \ f̂ ( C, n)mnrs \
< C m  + {n))M \ f (Z,n)mnrs\- 
In view of the smoothness of f , for every N  > 0 there exists CN > 0 such that
\ T(i,n)mnrs \ < C n  ({i ) + {n))- N , 
for all [i] e  G 1 , [n] e  G2 , 1 < m  < d%, 1 < r < dn. Hence 
\ ti( i , n)mnrs\ < C({i)  + {n))M\ T ( i , n)mnrs\ < c n+m({i) + {n) ) - N -
Therefore u e  C X (G) and Lu  = f . □
2.3 Examples
In this section we recover some classical examples of S. Greenfield and N. Wallach (see 
[26]) on the global hypoellipticity and global solvability in tori (T2 and T d) and present a class 
of examples in T 1 x S3 and in S3 x S3.
Example 2.8. G = T2
Set G 1 = G2 = T 1, where T 1 =  R /2nZ . Since T 1 is abelian, the irreducible unitary 
representations of T 1 are unidimensional. Moreover the dual T 1 can be identified to Z. For 
each k e  Z, the function ek : T 1 U(C)  defined by
ek(t) := eitk
is an element of T 1 and
T 1 =  {ek}kez-
The Haar measure on T 1 is the normalized Lebesgue measure and
{k) := {ek) = V 1 + ¥ .
Let c e  C and consider the operator
L = dt + cdx , ( t ,x)  e  T 1 x T 1.
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Notice that
0dt (ek) = ek (t)*(dtek )(t) = e-itk (ikeitk) = ik, 
that is, \ ( e k) = k, for all k E Z. Thus, if Lu = f , then
f (k ,£)  = i(k + cl) u(k,£).
In this case,
N  = {(k,£)  E Z 2; k + cl  =  0}.
By Theorem 2.3, L  is globally hypoelliptic if and only if N  is finite and there exist C , M  > 0
such that
\k + c£\> C  ({k) + {£))- m 
for all (k, £) E Z 2, whenever k + a£ = 0. For (k, £) = (0,0), we have
\k\ + \£ \ <( k )  + {£) < 3(\k\ + \£\),
then the second condition of the Theorem 2.3 becomes
\k + c£\> C  (\k\ + \£\)- m  (2.11)
for all (k, £) E Z 2, whenever k + c£ = 0.
Notice that N  is an infinity set if and only if c E Q. Moreover, if c E Q, then N  = {(0,0)}.
Suppose that Q(c) = 0. If £ =  0, then
\k +  a£\ > \S(c)\\£\ >  \N(c)\(\k\ + \£\)- \
If £ =  0, we have k = 0 and
\k + a£\ = \k\ > (\k\ + \£\)- .
Take C = max{1, \S(c)\}. Then
\k + c£\> C(\k\ + \ £ \ y l ,
for all (k, £) E Z 2 {(0,0)}. Therefore, if N(c) = 0 then L  is globally hypoelliptic.
Suppose now that Q(c) = 0. We recall that an irrational number c is called a Liouville 
number if it can be approximated by rational numbers to any order. That is, for every positive 
integer N  there is K  > 0 and infinitely many integer pairs (k,£) so that
k K
c -  £  < £N .
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Notice that the inequality (2.11) is satisfied if and only if c is an irrational non-Liouville 
number.
We conclude that L = dt + cdx is globally hypoelliptic if and only if Q(c) = 0 or c is an 
irrational non-Liouville number.
For solvability we need to analyze the condition 2 of the Theorem 2.3 when c E Q. Suppose 
that c = p , -  E Z and q e N. We have
for all (k, £) E Z 2, whenever qk + -£  = 0.
Therefore, L = dt + cdx is globally solvable if and only if Q(c) = 0, or c E Q, or c is an 
irrational non-Liouville number.
Example 2.9. G = Td
and by Theorem 2.3, L  is globally hypoelliptic if and only if N  is finite and there exists C , M  > 
0 such that
For instance, if some cj =  0, then the set N  is infinity, which implies that L  is not globally 
hypoelliptic. It is easy to see that if all cj E Q, them L  is globally solvable, even if some of
cj = °.
If cj = 1 for j  = 1, ••• ,d — 1 and ^ ( c d) = 0, than L  is globally hypoelliptic. The same is 
true if we consider cd being an irrational non-Liouville number.
Example 2.10. G = T 1 x S3
P 1 1 1
\k + c£\ = k + - £  = - \qk + p£ \> -  > ~(\k\ + \£\)- 1 ,
q q q q
From the above example we can extend the analysis for operators defined on Td. Let
d
l  = ^ 2  cj dt j , cj e  c
j=i
If Lu = f , then
The set N  is
d
for all k E Z d whenever cjkj = 0.
j=1
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Let S3 be the unitary dual of S3, that is, S3 consists of equivalence classes [te] of continuous 
irreducible unitary representations te : S3 ^  C(2e+1)x(2e+1), i  G 2No, of matrix-valued func­
tions satisfying t£(xy) = t£(x)t£(y) and t£(x)* = t£(x)- 1  for all x , y  G S3. We will use the 
standard convention of enumerating the matrix elements ttmn of t£ using indices m, n  ranging 
between —i  to i  with step one, i.e. we have —i  < m , n  < i  with i  — m , i  — n G N0. For 
i  G 1N0 we have
(i) := (t£) = ^ / Î + W + Ï ) .
The details about the Fourier analysis on S3 can be found in Chapter 11 of [35].
Let X  be a smooth vector field on S3 and c G C. Consider the following operator defined
on T 1 x S3 :
L = dt + cX.
Using rotation on S3, without loss of generality, we may assume that the vector field X  has the 
symbol
&x(i)mn = imômn, i  G 2N0, —i  < m , n  < i, i  — m , i  — n G N0 
with 8mn standing for the Kronecker’s delta (see [35], [37], and [38]). Hence, if Lu  = f , then
f ( k ,  i)mn = i(k + cm) u(k,  i)mn,
where k G Z, i  G 1N0, —i  < m , n  < i  and i  — m , i  — n G N0. In this case,
N  = {(k , i )  G Z x 1N0; k + cm = 0, for some — i  < m  < i , i  — m  G N0}.
By Theorem 2.3, L  is globally hypoelliptic if and only if N  is finite and there exist C , M  > 0 
such that
\k + c m \ > C  ((k) + (i))-M  (2.12)
for all (k, i) G Z x 2N0, —i  < m  < i, i  — m  G N0 whenever k + cm = 0. For i  G 1N0, we
have
~j2( l + i) < ( t e) < i  + i
and we can write (2.12) as
\k + cm\ > C(\k\ + 1 + i ) -M
for all (k, i) G Z x 2N0, —i  < m  < i, i  — m  G N0 whenever k + cm = 0.
Notice that (0,i) G N ,  for all i  G N0, so N  has infinitely many elements and then L  is not 
globally hypoelliptic for any c C.
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The analysis of the global solvability of L  is similar to the T2 case and we have L  globally 
solvable if and only if Q(c) = 0, or c E Q, or c is an irrational non-Liouville number. For 
instance, the operator
L = dt + a X ,
where a  is the continued fraction a  = [101!, 10 2\  103!, . . . ] , is not globally solvable because a 
is an irrational Liouville number (see page 162 of [29]).
Example 2.11. G = S3 x S3
Consider the operator
L = X i  + c X 2 ,
where X 1 , X 2 E s 3 and c E C. Here, we assume that the vector field X 1 acts only in the first 
variable, while X 2 acts only in the second variable. Following the ideas of Example 2.10, we 
may assume that
&X-1 (£)mn = imômn, I  E 2N0, - f  < m , n  < I, I  — m , £  — n E N0,
and
aX2(fc)rs = irórs, k  E 2N0, —k < r , s  < k, k  — r,K — s E N0.
Hence, if Lu = f , we have
1 {k, f)mnrs = i(r +  cm) u(k,  f)mnrs ,
where k ,£ e 1N0, —k < r , s  < k , —f  < m , n  < f,  and , k —r, k — s , f —m , f —n E N0. It is easy 
to see that if (k , £) E N x N, then (k , £) E N .  So the operator L  is not globally hypoelliptic. 
As in Example 2.10, we conclude that L  is globally solvable if and only if Q(c) = 0, or c E Q, 
or c is an irrational non-Liouville number. For instance, similarly to the previous example, we 
notice that the operator
L = X i  + a X 2
is not globally solvable, because a  = [101!, 1021, 103!, . . . ]  is an irrational Liouville number.
2.4 Weaker notions of hypoellipticity
All the known examples of globally hypoelliptic vector fields are set on tori. Actually, in 
1973, S. Greenfield and N. Wallach proposed the following conjecture.
Constant coefficient vector fields 53
Conjecture 2.12 (Greenfield-Wallach). I f  a closed, connected, orientable manifold M  admits 
a globally hypoelliptic vector field X , then M  is diffeomorphic to a torus and X  is smoothly 
conjugate to a constant Diophantine vector field.
In [22], G. Forni showed the equivalence between this conjecture and Katok’s conjecture, 
about the existence of C^-cohom ology free smooth vector fields on closed, connected, ori­
entable smooth manifolds. From this equivalence we will show that on compact connected Lie 
groups the set N  defined in (2.4) contains only the trivial representation. First, let us define 
what is a C œ-cohomology free vector field.
Definition 2.13. Let M  be a closed, connected, orientable smooth manifold. A smooth vector 
field X  on M  is C^-cohom ology free if  fo r  all f  G C ^  (M  ) there exists a constant c ( f  ) G C 
and u G C ^ ( M ) such that
X u  = f  -  c ( f ) .
Theorem 2.14. [G. Forni [22]] Let X  be a smooth vector field on a closed connected manifold 
M . Then X  is C^-cohom ology free i f  and only i f  X  is globally hypoelliptic.
Proposition 2.15. I f  G is a compact connected Lie group and L is globally hypoelliptic, then 
N  has only one element.
Proof. Notice that for the trivial representations 1 Gl and 1G2 we have A ^ l ^ ) =  Pi (1g2) =  0, 
so N  = 0 . Suppose that there exists a non-trivial representation such that
^m ( 0  + CPr (fi) = 0. 
for some 1 < m  < d^, 1 < r < dn. Let f  = Ç1m x n1r G C™(G),  so
f ( £ , v )m 1ri = /  f  (xi ,X2)Ç(Xi)im n(xf)lr dx2 dxi
Jgi J G2
= / £(xi)lmfi(x2)lr£(xi)lm f i ^ l r d x 2dxi
J o -1 J G2
= \£(xi)lm\2 dxi  \n(x2)lr\2 dx2
Joi Jo 2
= d  dv )- i
Since L  is globally hypoelliptic, by Theorem 2.14 L  is C™-cohomology free, then there exists
u E C ^  (G) such that
Lu = f  — ^
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where f 0 = f G f  d ^ G. We have
Lu( i ,  n)m1r 1 = i (^m(i)) + cLr (n)) f ( i ,  n)m1r 1 = 0
which implies that
f  -  f 0 ( i , n)m1r 1 = 0- 
Since i  ® n is not the trivial representation, by (1.1) we have f 0(i, n)m1r 1 = 0, so
m n U r  1 = 0,
what is a contradiction because f ( i ,  n)m1r1 = d d n)- 1. Therefore N  contains only the trivial 
representation. □
In view of Example 2.10 and Proposition 2.15, the following question naturally arises:
Question 2.1. Does there exist a compact Lie group G = Td such that there exists X  e g  
satisfying aX (4>) singular fo r  only finitely many [f] e  G, that is, the set
Z  = {[f] e  G; \ m(4>) = 0, fo r  some 1 < m  < d^} 
is finite, where ax  (f)mn = i^m(f)$mn?
S. Greenfield and N. Wallach have proved this conjecture for compact Lie groups in [27]. 
The conjecture it was also proved for compact manifolds of dimensions 2 and 3, and in some 
very particular cases, which are described by G. Forni in [22] and by L. Flaminio, G. Forni, and 
F. Rodriguez Hertz in [21]. The answer to the above question is a way to obtain an alternative 
proof for the Greenfield-Wallach conjecture on compact Lie groups.
In view of the validity of the Greenfield-Wallach conjecture on compact Lie groups, the 
study of the global hypoellipticity of vector fields defined on closed manifolds is restricted to 
tori. However, the study of the regularity of solutions of such vector fields is yet an interesting 
subject. For this reason, in this section we will make some considerations looking to weaken the 
usual concept of the global hypoellipticity and introduce what we will call global hypoellipticity 
modulo kernel and global W -hypoellipticity.
2.4.1 Global hypoellipticity modulo kernel
First, assuming that the set N  has infinitely many elements, we will show that to reduce the 
range of the operator does not help us to obtain a weaker version of global hypoellipticity.
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Proposition 2.16. Suppose that N  has infinitely many elements. Then there is no subset A  C 
C™(G) that satisfies the condition: u E V ( G )  and Lu E A  imply that u E C™(G).
Proof. Assume that there exists a subset A  C C <x (G) that satisfies the property above. Let 
u E V ( G )  such that Lu E A,  then u E C™(G).  By Proposition 2.2 there exists an element 
v E ker L  such that v E V( G) \C™( G) .  Since v E ker L, we have L(u + v) = Lu E A,  which 
implies that u + v E C™(G).  Therefore v = (u + v) — u E C™(G),  a contradiction. □
In view of Proposition 2.16 we give the following definition:
Definition 2.17. We say that an operator P  : V ( G )  ^  V ( G )  is globally hypoelliptic modulo 
ker P  if the conditions u E V ( G )  and Pu  E C™(G) imply that there exists v E C™(G) such 
that u — v E ker P .
Clearly, global hypoellipticity implies global hypoellipticity modulo kernel. Our main re­
sult here is the equivalence of the concepts of global hypoellipticity modulo kernel and global 
solvability for constant coefficient vector fields.
Proposition 2.18. The operator L = X l + c X 2 is globally hypoelliptic modulo ker L if  and 
only i f  L is globally solvable.
Proof. ( = ^  ) Suppose that L  is not globally solvable. Then by Theorem 2.5, for every M  E N, 
choose [CM] E G l and [nM] E G2 such that
0 <  \Xm(^M) + cpr (vm )\ <  ({Cm  ) + {vm ))- M ,
for some 1 < m  < d^M and 1 < r < dVM. Using the same construction of the proof of Theorem 
2.3, we find a u E V ( G )  \  C ^ ( G )  such that Lu = f  E C™(G).  Notice that if u — v E ker L, 
for some v E C™(G),  then
i(Am(C) +  CPr (n))U — v (C, n)mnrs = ^  
for all [C] E G l , [r/] E G2 , 1 < m , n  < d^, 1 < r , s  < dn, which implies that
Am(C) + cPr (n) = 0 f(C, n)mnrs = f(C, h)mnrs .
Since f(CM,nM)mnrs = 1, we conclude that v E C™(G),  so L  is not globally hypoelliptic 
modulo ker L.
( ^ = )  Let u e  D ( G )  such that Lu = f  E C™(G).  Notice that f  E K n C  ™(G) and by 
Proposition 2.7 there exists v E C™(G) such that Lv  = f . Therefore u — v E ker L  and then L  
is globally hypoelliptic modulo ker L. □
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Example 2.19. Let G = T 1 x S3. In Example 2.10 we saw that the operator L = dt + X  is not 
globally hypoelliptic but it is globally solvable. By Proposition 2.18, we conclude that even not 
being globally hypoelliptic, the operator L is globally hypoelliptic modulo kernel.
2.4.2 W-global hypoellipticity
In the light of Proposition 2.16, our next notion of hypoellipticity is based on the reduction 
of the domain of the operator.
Definition 2.20. Let W  be a subset o f V' (G).  We say that an operator P  : V' (G) — V' (G) is 
W-globally hypoelliptic i f  the conditions u e W  and P u E C™(G) imply that u E C™(G).
Observe that an operator P  is always C ^(G )-globally  hypoelliptic, and to say that P  is 
V'(G)-globally hypoelliptic means that P  is globally hypoelliptic.
Example 2.21. Let L = X l + c X 2 and set
K  := {u E V'(G); u(£, n)mnrS = 0, whenever Xm(£) + cpr(n) = 0}-
I f  L is globally solvable, then L is K-globally hypoelliptic.
Indeed, by the characterization o f the global solvability (Theorem 2.5), there exist C, M  > 0 
such that
\)m(S) + cpr(n)\ > C m  + (n))- M ,
for  all [£] E G l , [n] E G2 , 1 < m  < d%, 1 < r < dn, whenever \ m(£) + cpr (n) = 0.
Let u e K  such that Lu = f  E C™(G). We know that
= i (^ m( £ ) + chr (n)) u (£ , n)mnrs -
I f  ̂ m(£) + cpr (n) = 0 then u(£, n)mnrs = 0.
I f  ̂ m(£) + cpr(n) = 0, we have
\ uu(£,n)mnrS \ = n  ( £ ) +---- ( - ^  \ ^f(£,n)mnrS \ < C  ({£) + {h))M \ f ( £ , n)mnrs\-
|Am(£ ) + cPr (n) \
Therefore u E C™(G).
Proposition 2.22. I f  W i C W 2 and L is W 2-globally hypoelliptic, then L is W l-globally 
hypoelliptic.
Proof. Let u E W i such that Lu E C™(G ). As W i Ç W 2, we have u E W 2 and since L  is 
W 2-globally hypoelliptic, u E C™ (G). Therefore L  is W i-globally hypoelliptic. □
Since we always have K Ç L(V' (G)) ,  where L(D'(G))  denotes the image of L, we obtain 
the following corollary.
Corollary 2.23. I f  L is K-globally hypoelliptic, then L is L(D '(G ))-globally hypoelliptic.
Corollary 2.24. Suppose that L is globally solvable. I f  there exists k E N such that L ku E 
C™(G), then Lu E C™(G).
Proof. Suppose that there exists k E N such that L ku E C™(G).  Since v = L k - i u E L(D'(G))  
and Lv  E C™(G),  we have, by the L(D '(G ))-global hypoellipticity of L, that v E L k - iu E 
C™(G). We can continue this process to conclude that Lu E C™ (G). □
If L  is globally solvable, the previous corollary says that if Lu  E C™ (G), then L ku f  
C™(G) for all k E  N.
Let
M  := { u E  D' (G); V N e  N, 3Cn  > 0; || u(Ç,n)hs  < CN ((£) + (n))- N , V([Ç], [rj\)E N } .  
Notice that C™(G) C M .
Theorem 2.25. I f  L is globally solvable, then L is M -globally  hypoelliptic.
Proof. Let u E M  such that Lu E C™(G).  We know that
Lu(C, V)mnrs = i(Xm(£) + CPr (fi)) U(£, fi)mnrs ,
for all [Ç\ E G i , [n\ E G2, 1 < m  < d%, 1 < r < dn. If ([£], [n\) /  N ,  then Xm(£) +  cpr(n) = 0 
and
u(C,V)mnrS ./ \ jp: . / u  Lu(C, V)mnrsi (x m(Q + cpr (n))
Proceeding similarly as in the proof of Theorem 2.3, it can be proved that for every N  E N, 
there exists CN' > 0 such that
IIu ( ç ,n ) h s  < CN((£) + (n))- N ,
for all ([£\, [n\) E N . Since u E M ,  we can conclude that for every N  E N, there exists 
K n  > 0 such that
IIu ( N n ) h s  < K n ((£) + (n))- N ,
for all ([£\, [n\) E G i  x  G2. Therefore u f C ™ ( G ) .  □
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2.5 Low order perturbations
In view of the Greenfield-Wallach conjecture, a way to obtain example of globally hypoel- 
liptic first order differential operators defined on compact Lie groups other than the torus is to 
consider perturbations of vector fields by low order terms.
We start by considering the case where the perturbation is given by a constant. In the next 
chapter we will deal with perturbations by smooth functions. This approach was inspired by the 
reference [5] of A. Bergamasco. In both situations, perturbations by constant and functions, we 
characterize the global hypoellipticity and the global solvability.
Let G be a compact Lie group, A  G 0 and q G C. Define the operator 
L q : C™(G) ^  C ™(G) as:
L qu := X u  + qu, u G C™(G)
We can extend L q to V ( G )  as:
{Lqu,p) := — { u ,X p )  + {u,qp) = - { u , L - q p ) ,  u G  D (G), p  G C™ (G). (2.13)
If L qu = f  G C™(G), the Fourier coefficient of f  can be obtained as
f (0  = L q u(Ç) = Xu(Ç) + QU(Ç) = ° X (Ç)u(Ç) + qu(0 ,
for all [Ç] G (G. So
f (Ç)mn — iXm(Ç)'u(Ç ')mn + q'u(Ç')mn — i(Xm(Ç) iQ)u(Ç ')mn,
for all [Ç] G G, 1 <  m , n  < d%.
From this we conclude that
f (Ç)mn = 0, whenever Xm(Ç) — iq =  0.
In addition, if \ m(Ç) — iq = 0, then
u(Ç)mn T77 T7Â T̂ “ f (Ç)mn.
i(*m(Ç) — iq)
Thus, we obtain the following characterization for the global hypoellipticity and solvability 
of L q which is similar to the vector fields case and so its proof will be omitted.
Theorem 2.26. The operator L q = X  +  q is globally hypoelliptic i f  and only i f  the following 
conditions are satisfied:
1. The set
N  = {[£] E G ; Am(£) — iq = 0 fo r  some 1 < m  < d%}
is finite.
2. 3C, M  > 0 such that
^ ( 0  — i q \ > C  {Q~M , (2.14)
for  all [£] E G, 1 < m  < d% whenever Am (£) + iq = 0.
Let Kq := {w E V ( G ) ;  w(£)mn = 0, whenever Am(£) — iq = 0}.
Definition 2.27. We say that L q is globally solvable if  L q(V'(G)) = K q.
Theorem 2.28. The operator L q = X  + q is globally solvable i f  and only if the condition (2.14) 
is satisfied, that is, 3C, M  > 0 such that
\Am(£) — i q \ > C  {£ )- M ,
for  all [£] E G, 1 < m  < d% whenever Am(£) + iq = 0.
Corollary 2.29. I f  L q is globally hypoelliptic, then L q is globally solvable.
Recall the definition of global hypoellipticity modulo kernel given in Section 2.4. The proof 
of the next result is similar to Proposition 2.18 and its proof will be omitted.
Proposition 2.30. The operator L q is globally hypoelliptic modulo ker L q if  and only if L q is 
globally solvable.
Example 2.31. G = T 1 x S3
In Example 2.10 we concluded that the operator L = dt + s /2 X  is not globally hypoelliptic, 
but it is globally solvable, since s/2 is an irrational non-Liouville number. Consider now the 
operator
L = dt +  s/~2X + i 1.
In this case we have
N  = ^(k,£)  E Z x 1N0; k +  V 2 m  +  1 =  0, for some — £ < m  < £^ = 0 .
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Notice that
k + V 2m  + i  = 2 (2 k +  1) +  2 s /2m
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In view of 2 \f2  be an irrational non-Liouville number, by Theorem 2.26 we conclude that 
L  is a globally hypoelliptic operator, which implies that L  is also a globally solvable operator 
(Corollary 2.29). Notice that for the operator
L = dt +  \P2 X  + i,
the set N  remains having infinitely many elements. Therefore L  is not globally hypoelliptic. 
However, we have that L  is globally solvable because y/2 is an irrational non-Liouville number 
and so satisfies (2.14).
We also obtained in Example 2.10 that the operator L = dt + a X  is neither globally hy­
poelliptic nor globally solvable, where a = [101!, 102\  103!, . . . ] . Consider the perturbation
L = dt + a X  + ia.
We have that
N  = {(k,£) e  Z x 2No; k + a m  + a  = 0 , for some — Í  < m  < £}
has infinitely many elements because (0,£) e  N ,  for every £ e  N. So L  is not globally 
hypoelliptic. Moreover, we have
\k + a m  + a\ = \k + a ( m  + 1)|.
Since a  is an irrational Liouville number, we conclude by Theorem 2.28 that L  is not globally 
solvable. Hence, the perturbed operator continues not being neither global hypoelliptic nor 
globally solvable. With the same argument, we can also conclude that the operator
L = dt + a X  + i 2
is neither globally hypoelliptic nor globally solvable.
Example 2.32. G = S3 x S3
Similarly to the T 1 x S3 case, we will analyze now what happens to perturbations of the 
operators that we have studied in Example 2.11. Notice that the operator
L = X i  + V 2 X 2
is globally solvable but it is not globally hypoelliptic. Consider the perturbed operator
Li  = X i  + V 2 x 2 +  i 1.
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Differently to the previous example, this operator remains not being globally hypoelliptic be­
cause for k E 2N0 \  N0 and t  E N0, we have (k ,£) e  N .  Notice that L l continues being 
globally solvable.
Consider now the operator
L 2 = X l  + V 2X 2 + l  i.
For this operator we have N  = 0  and it satisfies the conditions of Theorem 2.26 because is
an irrational non-Liouville number. Therefore L 2 is globally hypoelliptic.
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Chapter 3 
Variable coefficient vector fields - Real case
3.1 A class of vector fields with variable coefficients
Let G i and G2 compact Lie groups, and set G = G i x  G2. In this section we will characterize 
the global hypoellipticity and the global solvability for operators in the form
L aq = X i +  a(x i ) X 2 +  q(x i , x 2);
where X i G g i , X 2 G g2, a G C™(Gi)  is a real-valued function, and q G C™(G).  First, let us 
consider the case where q = 0.
3.1.1 Normal form
Let
L a = X i +  a(x i ) X 2;
where X i G g i , X 2 G g2 and a G C™(Gi ) is a real-valued function. If L au = f  G C™(G), 
taking the partial Fourier coefficients with respect to the second variable, we obtain
Lau(x i,n)rs = X i u ( x i,n)rs + i^r (n)a(xi )u(xi , r)rs = f ( x i,n)rs, 
for all [n] G G]_, 1 < r ,s  < dn. The idea now is to find p( • ,n)rs = 0 such that
v(xi ,n)rs = p(xi ,n)rsu(xi ,n)rs
satisfies
Xiv(x i ,n) rs  + ihr (n)aoV(xi,n)rs = ^ ( x i  ,rj)rsf(xi,rj)rs '■= g(xi,n)rs,
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for all [n] e  <f 1 , 1 < r ,s  < dn, for some a0 e  R. So
p(x,  n)rs f (x 1 ,n)rs = X 1 ( p ( x 1 , n ) r s f ( x 1 ,n)rs) + iPr (n)aoV(x1 , n) rs f (x 1 ,n)rs 
= X 1 ( p ( x 1 ,n)rs)u(x1 ,n)rs + p ( x 1 ,n)rs(X 1 f ( x 1 ,n)rs)
+ ipr (n)aop(x1 ,n)rsti(x1 ,n)rs 
= X 1 ( p ( x 1 ,n)rs)u(x1 ,n)rs -  iPr (n) (a(x^  -  ao)p(x 1 , n ) r s f ( x 1 ,n)rs 
+ p ( x 1 ,n)rs( ( X  1u(x  1 ,n) rs) + iPr (n)a(x 1 ) f ( x 1 ,n)rs)
= X 1 (<p(x1 ,n)rs)u(x1 ,n)rs + <p(x1 , n ) r s f ( x 1 ,n)rs 
-  ipr (n)(a(x1 ) -  ao)p(x 1 , n) rs f (x 1 ,n)rs
Thus, if f ( x 1,n)rs = 0, we have
X 1 p ( x 1 ,n)rs = ifir (n)(a(x1 ) -  ao)p(x 1 ,n)rs (3.1)
Suppose that there exists A  e  C™(G1 ) such that
X 1A ( x 1 ) = a(x-]) -  a0. (3.2)
We can assume that A  is a real-valued smooth function. So
0 =  X 1A ( x 1 ) d x 1 = (a(x1 ) -  a0) d x 1
JG1 JG1
Therefore a0 = a(x 1 ) d x 1 and the equation (3.1) becomes
G1
X 1p ( x 1 ,n)rs = ipr (n) (X 1A ) ( x 1 ) v ( x 1 ,n)rs (3.3)
and by Lemma 3.15, the function
p ( x 1 ,n)rs = eitlr(n)A(x1)
is a solution of (3.3).
Define the operator T a as
dn
^ a u ( x 1 , x 2) := ^ 2  dV ^ 2  e ^ r (V)A(X1)f ( x 1 ,n)rs nsr (x2)- (3.4)
[v]eG2 rs= 1
Rem ark 3.1. When G 1 is the one-dimensional torus, the operator X 1 = dt is globally solvable 
and a -  a0 belongs to the set o f admissible functions, therefore the assumption over the existence 
o f such function A  satisfying (3.2) is verified, fo r  any a e  C  ̂ ( G f .  However, fo r  other compact 
Lie groups, including higher-dimensional torus and the sphere S3, it is not difficult to construct 
examples o f a function a fo r  which there is no A  satisfying (3.2).
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The next lemma is a technical result necessary to show that the operator ^ a is well-defined.
Lem m a 3.2. Let G be a compact group, f  E C™(G), and z E C with \z \ >  1. Let {Y\, 
a basis fo r  g. For all ß  E N0, there exists Cß > 0 such that
\dßezf(x)\ < Cß\z\ß e Y zf(x)).
Proof. Let us proceed by induction on \ß \.
For \ß\ = 0, we have




Suppose now that (3.5) holds for every 7 e  Nq with \ j \  < k and let fd E NO with \d \ = k +  1. 
We can write fd = 7 +  ej , for some j  = 1, ■ ■ ■ ,d  and \ j \  = k. So
\dp ezf(x)\ = \dY Y3 ezf  (x)\ =  \dY (zY3 f  (x)ezf(x))\
< \z| £  \ E Y j f  (x)\ \dY"ezf(x)\
y'+y"=y
= Cp \z \p eR(zf(x))
□
Rem ark 3.3. We have a similar result fo r  the case where \ z \< 1. In this case, the power o f \z\ 
on the estimate (3.5) is equal to 1 fo r  every fd E N0, i.e., fo r  all fd E Nq there exists Cp such that
\dpez f (x)\ <  Cp\z\eRe(zf(x)), Vx E G.
Proposition 3.4. The operator ^ a defined in (3.4) is an automorphism o f C ^ ( G )  and o f  V'(G).
Proof. First of all, notice that ^ _ a is the inverse of ^ a, therefore we only need to prove that
^a(C™(G)) = C™(G) and ^ a ( V ' ( G )) =  V'(G).
Let d E N0 and u E C ^( G) .  We will show that ^ au E C™(G).  Notice that ^ au ( x 1 ,n)rs = 
e%̂r(v)q(xi)u ( x 1 ,n)rs and p r(n)A(x1) E R, for all [n] E G2, 1 < r < dn and x 1 E G 1. Using
(3.5) we obtain
\dp %u(xi ,n)rs \  = \dp (eYr (n)A(xi)u(xi,n)rs)\
Y  dp' e1^  G)AGl)dp// u ( x 1 ,n)r
ß'+ß"=ß
< Y  dpl e1^ (n)A(xi) dp" u ( x l ,n)r
ß'+ß"=ß
< Y  Cß' \fir (n)\lßl dP" u(xi ,n)r
ß'+ß"=ß
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Since u E C™(G) and \pr (n)\ < { ) ,  it is easy to see that given N  > 0, there exists CpN such 
that
d ^ au(xl,n)rs\ < CpN {n)- N .
Therefore T au E C™(G).  The distribution case is analogous. □
Proposition 3.5. Let a E C ^ ( G l ), a0 := JG a(x l ) d x lt and consider the operator L a0 = 
X l + a0X 2. Assume that there exists A  E C™(Gl ) such that X lA  = a — a0. Then we have
Lao ◦  Ta =  Ta ◦ La 
in both C™(G) and in V ( G ) ,  where T a is given in (3.4).
Proof. Let us show that for any u E C ^  (G) we have
L ao (’T au) ( x l ,n)rs T  a(Lau) ( x l , n ')rs,
for all x l E G l , [n] E G2, 1 < r ,s  < dn.
Indeed,
L ao (Tau)(xl ,n)rs = XlTau(x l ,n)r s  + aoX2Tau(xl ,n)rs
= XlTau(x l ,n)r s  + ifir (n)aoTau(xl,n)rs
= X l ( e l^r (v')A(xi')u(xl ,n)rs) + ipr (rj)aoe%tXr (v)A(xi)u(xl ,q)rs  
= ( X l e ^ r (n)A(xi))u(xl ,n)rs + e ^ r (n)A(xi)(Xlu(xl ,n)rs)
+ ipr (v)aoel^r (v)A(xi):u(xl,n)rs 
= ipr (n)(a(xl) — ao)e%tXr (v)A(xi)u(xl ,n)rs + el^r (n')A(xi') (Xlu(xl ,n)rs)
+ ipr (n)aoe%̂r (v')A(xi')u(xl ,n)rs
= e ^ r G)A(xi)(Xlu(xl ,ri)rs + ipr (n)a(xl)u(xl ,n)rs)
= e ^ r (n)A(xi)L u ( x l  ,n)rs 
= Ta(Lau)(xl ,n)rs
The same is true when u E V ( G ) .  □
3.1.2 Global properties
Recall that the operator L ao is globally solvable if L ao( V( G) )  = K ao, where
Kao := {w E V ( G ) ;  \ m(C) + aopr(n) = 0, whenever W(C,fi)mnrS = 0}.
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We will say that L a is globally solvable if L a( V( G) )  = J a, where
Ja := { v e  V ( G ) ; ^ - a v e  Ka0}.
Proposition 3.6. The operator L a is globally hypoelliptic (resp. globally hypoelliptic modulo 
ker L a) i f  and only i f  L a0 is globally hypoelliptic (resp. globally hypoelliptic modulo ker L a0 ). 
Similarly, the operator L a is globally solvable i f  and only i f  L a0 is globally solvable.
Proposition 3.7. Assume that there exists A  e  C ^  (G) such that X \A  = a — a0, where a0 =
f G a(x) dx. Then
1. L a is globally hypoelliptic i f  and only i f  L a0 is globally hypoelliptic;
2. L a is globally hypoelliptic modulo ker L a if and only i f  L a0 is globally hypoelliptic modulo
ker L qo ;
3. L a is globally solvable i f  and only if L a0 is globally solvable.
Proof. 1. Suppose that L a is globally hypoelliptic. If L a0u = f  e  C™(G) for some u e  D( G) ,  
then ty-aLa0 u = t y -a f  e  C™(G).  Since ty-a O La0 = La O - a , we have La(^-aU) e  C^ ( G)  
and by global hypoellipticity of L a we have ty-au e  C™(G),  which implies that u e  C™(G) 
and then L a0 is globally hypoelliptic.
Assume now that L a0 is globally hypoelliptic. If L au = f  e  C™(G) for some u e  D( G) ,  
we can write L a(ty- a tyau) =  f  e  C™(G).  By the fact that L a o ty-a =  ty-a o L a0 we obtain 
ty-aLa0 (tyau) = f , that is, La0 (tyau) = tyaf e  C X (G). By global hypoellipticity of La0 we 
have that tyau e  C ™(G ) and then u e  C ™(G ).
2. Suppose that L a is globally hypoelliptic modulo ker L a. If L a0u = f  e  C™(G) for 
some u e  V ( G ) ,  then ty-a L a0u = ty-af  e  C™(G).  Since ty-a  o L a0 = L a o ty- a , we have 
L a(ty-au) = ty- a f  e  C™(G).  By assumption, L a is globally hypoelliptic modulo ker L a, so 
there exists v e  C ^  such that ty-au — v e  ker L a, i.e.,
Laty-a(u — tyav) = La(ty-au — v) = 0.
Hence, L a0 (u — tyav) = 0. Since tyav e  C™(G) and u — tyav e  ker L a0, we conclude that L a0 
is globally hypoelliptic modulo ker L a0. The other implication is analogous so it is omitted.
3. Assume that L a is globally solvable and let f  e  K a0. Let us show that there exists 
u e  V ( G )  such that L a0u = f . We can write f  = tyaty-af , so ty-af  e  J a. Since L a is
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globally solvable, there exists v E V ( G )  such that L av = V _ af . we can write v = V_aVav 
and then L a(V_aV av) = V _ af . By Proposition 3.16, we have
^_aLa0 Vav = La(V_aVav) = V_ a f ,
that is, La0 Vav = f .
Suppose now that L a0 is globally solvable and let f  E J a. By the definition of J a, we have 
V af  E K a0 and by the global solvability of L a0, there exists u E V ( G )  such that L a0u = V af , 
that is, V_aL a0u = f . By Proposition 3.16, we get L aV _ a u = f .
Hence, the operator L a inherits the following properties from the operator L a0 that we have 
proved in Chapter 2.
Corollary 3.8. I f  L a is globally hypoelliptic, then L a is globally solvable.
Proof. Suppose that L a is globally hypoelliptic. By Proposition 3.7 the operator L a0 is globally 
hypoelliptic, so by Corollary 2.6, L a0 is globally solvable. Finally, by Proposition 3.7, we 
conclude that L a is globally solvable. □
Corollary 3.9. The operator L a is globally hypoelliptic modulo ker L a if  and only i f  L a is 
globally solvable.
Example 3.10. G = T2
For instance, for a(t) = sm(t) + s/2, we have a0 = s/2  and A(t) = —cos(t). Take G2 = T 1. 
We know by Example 2.8 that the operator
L ao = dt + V 2dx
is globally hypoelliptic, because s/2 is an irrational non-Liouville number. Hence,
La = dt + (sin(t) + V2)dx 
is globally hypoelliptic and then globally solvable.
Example 3.11. G = T 1 x  S3
Take now G2 = S3. By Example 2.10, we know that
La0 = dt + V 2 X
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is not globally hypoelliptic but it is globally solvable. Therefore
La = dt +  (sin(t) — y/2 ) X
is not globally hypoelliptic and it is globally solvable.
Example 3.12. G = S3 x S3
We can identify S3 with SU(2) and the Euler’s angle parametrization of SU(2) is given by
(  cos (2 ) ei((+ )/2 i sin (2 ) ei(^ )/2 I
x($,e ,4>)= ( ( 2  V2J I e S U ( 2 ), (3.6)
y i sin ( f )  e- i &- ^)/2 cos (§) e-i(4>+^)/2 J
where 0 <  0 < 2n, 0 <  0 < n  and —2n < ^  < 2n (see Chapter 11 of [35]). The trace
function on SU(2) in Euler’s angles (see (3.6)) is given by
tr(x(0 , 0 , )) = 2 cos (2 ) cos (y y ) .
Consider the operator
L = X l  +  a ( x \ ) X 2 ,
where X l acts in the first variable, X 2 acts in the second variable and a : S 3 ^  R is expressed 
in Euler’s angles by
a(x l ( 0 l , 0 l , ^ l ) )  = — cos (y ) sin ( ^ ) +  V 2  (3.7)
The operator X l in Euler’s angles is the operator d^i and then we have
X ltr(x l ) =  a(x l ) — V2.
By Proposition 3.7, we conclude that L  is not globally hypoelliptic but it is globally solvable, 
because the operator L 0 = X l + V 2 X 2 has this properties (see Example 2.32).
R em ark 3.13. We had supposed that given a function a E C <x(Gl ) there exists a function 
A  E C™(Gl ) and a0 E R such that X lA  = a — a0, that is, X l is C^-cohom ology free on G l 
(see Definition 2.13).
Conjecture 3.14 (Katok). I f  a closed, connected, orientable manifold M  admits a C ^ -co h o ­
mology free vector field X , then M  is diffeomorphic to a torus and X  is smoothly conjugate to 
a Diophantine vector field.
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In [22], G. Forni has proved that the Katok’s conjecture is equivalent to the Greenfield’s 
and Wallach’s conjecture, mentioned in the previous chapter (see Conjecture 2.12). In view o f 
the proof o f this conjecture in dimensions 2 and 3, and its validity in compact Lie groups, it is 
necessary to add in the hypothesis the existence o f such A  satisfying X 1A = a — a0. Otherwise, 
the above results would be valid only fo r  the case where G 1 is a torus.
3.2 Perturbations of vector fields by functions
In this section we are concerned with the operator L q := X  + q, with q E C™(G).  The idea 
is to establish a connection between the global hypoellipticity and the global solvability of Lq 
and L q0 = X  + q0, where q0 is the average of q in G.
In [5], Bergamasco proved that the operator
where a E R is an irrational non-Liouville number and q E C ^ (T 2), is globally hypoelliptic 
if and only if it is the operator L q0 = dt + adx + q0, where q0 = f T2 q(t, x) dxdt. The key
(dt + adx)Q = q — q0. The existence of such Q is guaranteed by the global hypoellipticity of 
the operator dt + adx.
For the study of the operator L q = X  + q, with q E C™(G),  we can not assume the global 
hypoellipticity of X  in view of the Greenfield-Wallach’s conjecture. Hence, we will assume as 
hypothesis that there exists Q E C™(G)(G)  such that
Lq — dt +  adx +  q,
to make this connection is the fact that L q o e Q = e Q o L q0, where Q E C ^ (T 2) satisfies
X Q  — q -  qo,
where q0 = JG q(x) dx.
Lem m a 3.15. For any ip E C™(G) we have
XeX — (Xp)eX.
Proof. Let x  E G, then
( X p ) ( x ) e ^ x)
□
Let Lq : C™(G) ^  C™(G) defined by
L qu = X u ( x )  + qu, u e  C™(G).
We can extend L q to V ( G )  as in (2.13).
Proposition 3.16. Assume that there exists Q e  C™(G) such that X Q  = q — q0, where q0 = 
Jg q(x) dx. Then
1. L q o e-Q = e-Q o L q0, in both C™(G) and in V ( G ) ;
2. L q is globally hypoelliptic i f  and only i f  L q0 is globally hypoelliptic;
3. L q is globally hypoelliptic modulo ker L q if  and only if L q0 is globally hypoelliptic modulo
ker Lq0.
Proof. 1. Let u e C  ™(G). Then
(Lq o e-Q)u = L q(e-Qu)
= X  (e-Qu) + qe-Qu = ( X e -Q)u + e-QX u  + qe-Qu 
= (—X Q ) e -Q u + e-QX u  + qe-Qu
= —(q — q0)e-Qu + e-QX u  + qe-Qu
= e-Q( X u  + q0u)
= (e-Q ◦ L qo)u
The same is true when we have u e  D(G) .
The proof of 2. and 3. is similar to what was done in Proposition 3.7. □
Now assume that L qu = f  e  V ( G )  for some u e  V ( G ) .  We may write u = e-Q(eQu), so
L q(e-Q(eQu)) = f . By Proposition 3.16, we have e-QL q0eQu = f , that is,
L q0 eQu = eQf .
This implies that eQ f  e  K q0.
Definition 3.17. We say that the operator L q is globally solvable if:
1. there is Q such that X Q  = q — q0, where q0 = f G q(x) dx; and
2. Lq(V'(G)) = Jq, where
J  := { v e  V ( G ) ;  eQv e  K qo}.
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Proposition 3.18. L q is globally solvable if  and only i f  L q0 is globally solvable.
The proof is omitted because it is analogous to the proof of Proposition 3.7.
Corollary 3.19. I f  L q is globally hypoelliptic then L q is globally solvable.
Corollary 3.20. L q is globally hypoelliptic modulo ker L q if  and only i f  L q is globally solvable. 
Example 3.21. G = T2 
Consider the operator
L q = dt +  dx +  q(t , x) ,
where q(t ,x)  =  sin(t +  x). For Q(t ,x)  = — 2 cos(t + x) we have (dt + dx)Q(t ,x)  = q(t ,x)  — q0, 
where q0 = 0. Since L q0 = dt + dx is not globally hypoelliptic, we conclude by Proposition 3.16 
that L q is not globally hypoelliptic. On the other hand, the operator L q0 is globally solvable, 
then Lq is globally solvable.
For q(t ,x)  = sin(t + x) + 1, we have q0 = 1 and by Theorem 2.26 we have that L q0 is 
globally hypoelliptic and then Lq is globally hypoelliptic, which implies that Lq is also globally 
solvable.
Example 3.22. G = T 1 x S3
Recall from Example 3.12 that the trace function on SU(2) in Euler’s angles (see (3.6)) is 
given by
tr(x(f ,  9, f ) )  = 2 cos (2) cos ( )  .
Consider the operator
Lq = dt +  \Z~2X  + q(t,x),  
where X  is the same vector field from Example 2.10 and
q(t, x) = — sin(t)tr(x) +  V 2 cos(t)h(x) +  i 2 ,
where h : S3 ^  C is expressed in Euler’s angles by
h(x(f>, 9, f ) )  = — cos (2) sin (L+X) . (3.8)
We have that X  in Euler’s angles is the operator d ^ , so
X  tr(x) — h(x).
Let Q(t, x) = cos(t)tr(x). Notice that
(dt + V2X)Q( t ,  x) = q(t, x) — i 2.
By Example 2.31, the operator L qo = dt + \ /2 X  + 1 is not globally hypoelliptic but it is globally 
solvable. By Proposition 3.16 we conclude that
L q = dt + V2,X — sin(t)tr(x) + V2cos(t )h(x)  + i 2
is not globally hypoelliptic, but it is globally solvable.
Example 3.23. G = S3 x  S3
Consider
L = X l  + \ [ 2 x  2 +  q ( x l , x 2),
where X l acts in the first variable, X 2 acts in the second variable, and q : S3 C is expressed
in Euler’s angles by
q ( x l , x 2) = Pl(xl) + P2(x2) + l  i,
where p l and p 2 are the projections of SU(2) ~  S3 given in Euler’s angle by
p l (x(0 , 0 , ^ ) )  = cos (2 ) ei(^+^)/2 and p2(x(0 , 0 , ^ ) )  = i sin (2 ) ei(^- ^ )/2,
with 0 <  <p < 2n, 0 <  0 < n, — 2n < ^  < 2n. Notice that the function Q ( x l , x 2) = 
2 i(p2(x2) — p l (xl )) satisfies
(Xl  + V 2X 2) Q ( x i , x 2) = q ( x l , x 2) — l  i.
By Proposition 3.16 and 3.18, we conclude that L  is not globally hypoelliptic but it is glob­
ally solvable, because L 0 = X l + \[2 X 2 +  2i has this properties (see Example 2.32). Similarly, 
we conclude that
L = X l  + \ f 2X 2 + pi (x i )  + p 2(x2) +  4 i
is globally hypoelliptic because L 0 = X l + V 2 X 2 + l i is globally hypoelliptic (see Example 
2.32).
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3.3 The general case
We can now combine what was made in Sections 3.1 and 3.2 to study the operator
L aq = X l +  a(x l ) X 2 +  q{x l , x 2) -,
where X l E g l , X 2 E g2, a E C ^ ( G l ) is a real-valued function, and q E C^ ( G) .  Furthermore, 
we will assume that there exists Q E C™(G) satisfying
L aQ = ( X i +  aiXi ) X 2)Q = q — qo- 
By Proposition 3.16 we have
Laq ◦ e-Q = e-Q O Laqo ,
where Laq0 = X i  + a ( x i ) X 2 + qo.
It follows from Proposition 3.5 that
L oW  o L aoqo o ^ a ^ a o ^aqo •
where Laoqo = X i  + aoX2 + Qq. Thus,
L o e-Q o ^  =  e-Q o L o ^  =  e-Q o ^  o L^aq O ° O * a ° O uaqo O ^ a ° O * a O ^aoqo •
We say that L aq is globally solvable if L aq( V( G) )  = J aq, where
Jaq := {v e  V  (G); * -a e Qv e  Kaoqo}
and
Kaoqo := {w e  V ( G ) ;  W (£, n)mnrs = 0 whenever \ m(Ç) + a0^r(n) — iqo = 0}.
The next results are consequences of what was done previously.
Proposition 3.24. The operator L aq is globally hypoelliptic (resp. globally hypoelliptic mod­
ulo ker L aq) i f  and only i f  L aoqo is globally hypoelliptic (resp. globally hypoelliptic modulo
ker L aoqo ). Similarly, the operator L aq is globally solvable i f  and only i f  L aoqo is globally solv­
able.
Corollary 3.25. I f  L aq is globally hypoelliptic, then L aoqo is globally solvable.
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Corollary 3.26. The operator L aq is hypoelliptic modulo ker L aq i f  and only i f  L aoqo is globally 
solvable.
Example 3.27. G = T 1 x S3
Let G = T 1 x S3 and X  E s 3 as in the Example 2.10. Let a(t) = sin(t) + y/2 and 
q(t, x) = cos(t) + (sin(t) + V2)h(x)  + 1, with h as in Example 3.2. Here, a0 = V 2  and q0 = 1. 
Notice that the function Q(t ,x)  = sin(t) + tr(x) satisfies (dt + a ( t )X)Q( t , x )  = q(t ,x).  By 
Theorem 2.26 the operator
L aoqo = dt +  V 2 X  + 1
is globally hypoelliptic (see Example 2.10) and then the operator
Laq = dt + (sin(t) + V 2 ) X  + (cos(t) + (sin(t) + V2)h(x)  + 1)
is globally hypoelliptic, which implies that L aq is globally solvable.
For q(t, x) = cos(t) + (sin(t) + y/2)h(x) + i, the operator
L a0q0 = dt +  V 2 X  +  i
is not globally hypoelliptic (see Example 2.31) and then the operator
Laq = dt + (sin(t) + V 2 ) X  + (cos(t) + (sin(t) + V2)h(x)  + i)
is not globally hypoelliptic. However, since y/2 is an irrational non-Liouville number, the 
operator L aoqo is globally solvable, which implies that L aq is globally solvable.
Example 3.28. G = S3 x  S3
In this example we will analyze a perturbation of the operator studied in Example 3.12. 
Consider
L = X i  +  a ( x i ) X 2 +  q(xi,x2),
where X 1 acts in the first variable, X 2 acts in the second variable, a : S3 R expressed in
Euler’s angles by
a ( x i ( ^ i , 9 i , f i ) )  = — cos ( )  sin ( )  + V 2 , 
and q : S3 x S3 ^  C is given by
q ( x \ , x 2) — pi  (xi) +  a(xi) p 2(x2) + ^ i,
wherep i andp 2 are the projections of SU(2) ~  S3 (see Example 3.23). Notice that Q ( x i , x 2) = 
2 i(p2(x2) — pi(xi ))  satisfies
(Xi  +  a ( x i ) X 2)Q(xi  , x 2) = q ( x i , x 2) — \  i.
By Proposition 3.24, we can extract the global properties of L aq from the operator
La0q0 = X i + V 2X 2 +  2 i '. 
that we already have studied in Example 3.23. Therefore, the operator
L = X i  + a ( x i ) X 2 + pi (x i )  + a(xi) P2(x2) + 1 i
is not globally hypoelliptic but it is globally solvable.
Analogously, with a slight change in the definition of q, we conclude that
L = X i  + a ( x i ) X 2 + pi (x i )  + a(xi) P2(x2) + 1 i
is globally hypoelliptic, since the operator L = X i + V 2 X 2 + 4i is globally hypoelliptic (see
Example 2.32).
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Chapter 4 
Variable coefficient vector fields - Complex 
case
Let G be a compact Lie group and consider the operator L q : V ^ T 1 x G) ^  V ^ T 1 x  G) 
defined by
Lq := dt +  c( t )X  +  q,
where X  e 0, c E C™(T1), c(t) = a(t) + ib(t), and q E C. In this chapter, we will study the 
necessary and sufficient conditions for the global hypoellipticity of this operator. Here we are 
assuming that the first group is the one-dimensional torus because the study of the operator Lq 
leads us to solve a system of ordinary differential equations, which we only can solve in T 1, for 
now. The case where either c is a constant function or b = 0 was completely characterized in 
Chapters 2 and 3. Recall that for each [n] E G, we can choose a representative n E Rep(G) 
such that
OX (n)rs = i^r (n)$rs, 1 < r, S < dv,
where dn = dim n, and ^ r (n) E R for all [n] E G. In Chapter 3, we have seen that when b = 0, 
the global hypoellipticity of L q is strictly related to the global hypoellipticity of the operator
Lq0 = dt +  a0X  +  q
because these two operator are conjugated by the automorphism
dn
^ a u ( t , x ) := ^ 2  dv ^ 2  e%̂ (V)A(t)Ui(t,n)rs Vsr (x)
Mec r’s=1
defined in (3.4). If we wanted to do the same in the case where b ^  0 we would not have the 
growth control of the term e- ^r that appears in the definition of Therefore is not an
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automorphism. However, we will prove in Proposition 4.2 that the global hypoellipticity of L qo 
is a necessary condition for the global hypoellipticity of L q and at the end of the chapter we give 
an example where this is not a sufficient condition. First, observe that by the automorphism T a 
we may assume that a(t) is a constant function, so
Lq = dt +  (ao +  ib( t ))X + q.
4.1 Global hypoellipticity
Consider the equation L qu = f  E C™ (Tl x G). Taking the partial Fourier coefficient with 
respect to the second variable we obtain
f ( t ,  n) = Lq u(t,  n) = dt u(t, n) + c( t )ax (n)u(t, n) + qu(t, n),
that is,
f ( t ,  n)rs = Lqu(t, n)rs = dtu(t, n)rs + i p  (n)c(t) — iq)u(t, n)rs, (4.1)
for 1 < r , s  < dn.
Let
r't 1 f'2n
C ( t ) =  c( t  )dr — c0t, where c0 = —  c( t  )dr.
Jo 2n Jo
Multiplying by ei^r(n)C(t), we obtain
dtu(t ,n)rse^r {v)C(t) + i(pr (n)c(t) — iq)u(t ,n)rse^r (v)C (t) = f ( t ,n)rseXr {v)C(t)
Then
dt[u(t ,n)rse^r (n)C (t)]+i(pr (n)co — iq)u(t, n)rse^r (n)C (t) = f ( t , n ) r s e^ r (n)C(t),
that is, for each n E G and 1 < r , s  < dn, we have that u(t, n)rsei^r(’n')C(t) is a solution of
dt v(t, n)rs + i(pr (n)co — iq)v(t, n)rs = g(t, n)rs, (4.2)
where g(t, n)rs = f ( t ,  n)rsei^r(n)C(t). It follows from Lemma B.1, from Appendix B , that (4.2) 
has a unique solution given by
1 r2n
v X  n)r. = Y Z  (v)c-q> e . - ' ^ ' g ( t  — r,
whenever p r (n)c0 — iq E Z, or equivalently by
1 f'2n
Therefore, we obtain
1 r 2n ^
^  0̂e-qT e -“‘r -C  « » /( (  — T, n U l T ,  (4.3)
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or equivalently,
1 f'2n
f M "  = — J o eqTe- ' “’ - C(‘+T + T  n U lT .  (4.4)
In the remainder of this chapter we will need to control the behavior of the numerical se­
quence that precedes the integral in the expression above. For this end we will use the following 
technical lemma, the proof of which can be found in Appendix B.
Lem m a 4.1. Are equivalent:
1. There exist C ,M  > 0 such that
\k +  co^r(n) -  iq\ > C ( \k\ +  (q))- M , 
for  all k E Z, [q] E G, 1 <  r < dn, whenever k + c0p r (q) — iq = 0.
2. There exist C ,M  > 0 such that
| l  — e± 2n'(co“r(n)- 'q)\ > c ( q ) - M , (4.5)
f or  all [q] E G, 1 < r < dv, whenever c0p r (q) — iq E Z.
4.1.1 Necessary conditions
Proposition 4.2. I f  L q is globally hypoelliptic, then L q0 is globally hypoelliptic.
Proof. Assume that L q0 is not globally hypoelliptic. By Theorem 2.26 we have two cases to 
consider:
(i) The set
N  = {(k, [q]) E Z x G ; k +  c0p r(q) — iq =  0, for some 1 < r < dn} 
has infinitely many elements or;
(ii) for all M  > 0, there exists kM E Z and [qM] E G satisfying
0 <  \kM + coPr(VM) — iq\ < (\k\ + (qM))- M ,
for some 1 < r < dVM.
Case (i): Assume that there exists a sequence [qk] e  G such that c0f r (nk) — iq e  Z, for some 
1 < r < dVk. for all k e  N. We may assume without loss of generality that r = 1 for all 
[nk] e  G. For each k e  N, let t k e  [0, 2n] such that
f t  ftk
mk := max / (Re(q) — f i (nk  )b(s)) ds = / (Re(q) — f i (nk  )b(s)) ds. 
te[o,2n]J0 J 0
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Set
emk exp j  — / 0 (i f i (nk )c(s) + q) ds }  , if [n] = [nk ] and r = s = 1 ,
u(t ,n)rs = S
0 , otherwise.
Since c0f 1 (nk) — iq E Z, for all k E N, the sequence of functions {u(t,  n)rs} is well-defined on 
T 1 . Notice that
\u ( t , nk ) ii| 1 ,emk ex^ |  —J  (Re(q) — /ii(nk )b(s)) ds 
by the definition of m k. By Theorem A.5, we have that u E V ^ T 1 x  G). Moreover, we have
\u(tk ,nk )ii I =  1 ,
for all k E N. By Theorem A.4 we conclude u E C ^ ( T 1 x G). Since each element of the 
sequence {u(t,  n)rs} satisfies
dt{u(t,  n)rs} + i (fir (n)c(t) — iq){u(t,  n)rs} = 0,
for all [n] E G, 1 < r , s  < dn, we conclude that L qu = 0, which implies that L q is not globally 
hypoelliptic.
Case (ii): By the equivalence given in Lemma 4.1, we can construct a sequence [nk] satisfying 
for all k E N
0 < \1 — e-2ni(c0»r(nk)-iq)\ < n )- k , (4.6)
for some 1 < r < dnk. We may assume r = 1 for convenience of notation and c0fi1 (nk) — iq E Z
for all k E Z, because N  is finite.
For each k E N, choose t k E [0, 2n] such that
t tk
max  / (fii(nk)b(s) — Re(q)) ds = (fii(nk)b(s) — Re(q)) ds.
te[0,2n] J0 J 0
Notice that with this choice we have
[  (fi1 (nk)b(s) — Re (q)) ds < 0, for all t E [0, 2n\. (4.7)
tk
t
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By the compactness of the torus, we may assume, by passing to a subsequence, that there exists 
t0 E [0, 2n] such that t k ^  t0, as k
Let p E C ^ (T l ) be a real-valued smooth function satisfying supp(p) C 1 , 0 <  p(t) < 1, 
and f t2n p(s) ds > 0, where I  is a closed interval in (0, 2n) such that t0 E I .
Consider
f{t ,n)rs =
Ck exp I - i  j'tk (pi (nk)c(w) -  iq) d w j  p(t),  if [p] = [rjk], and r = s = 1 ,
otherwise,
for t E [0, 2n], where ck := 1 — e- 2n'(c°“l(vk)-'q). Since supp(p) C I , the sequence { f ( t ,  p)rs} 
is well-defined on T l . Let us show that { f ( t ,  p)rs} defines a smooth function on T l x G. For 
a  e  N we have
daf( t ,Vk  h i I _  e- 2ni(coßi{vk)- iq) I ^  ( ß ) dß ex^ - i .1 (ß i (n k - iq) dw} da ß^ (t )
By Faa di Bruno’s formula we have
dß exp j  - i f  (pi(nk )c(w) -  iq) d w \  = ^  ß  exp ( - i f  (pi(pk )c(w) -  iq) dw
I Jtk J YeMß) Y ! I Jtk
*n
j=i
ß / - i d j f tk (pi(rk)c(w) -  iq) d w x lj
where A (p) = I Y E No; E  j Yj = p  
I j=l
Since for all k E N we have \pl (pk)\ <  (Vk) and f tk(Re (q) — p l (pk)b(w)) dw < 0, for all 
t E [0, 2n], we obtain
d° exp | —i Jk (pl(rjk)c(w) — iq) d w ^  < Co (rjk)0 ,
for some Cß > 0. By (4.6) we obtain
\ a—k
d? f ( t , m ) ii < C* (m )
for some Ca > 0. By Theorem A.4 we conclude that f  E C ~ (T l x G).
Let us construct now a distribution u E V (Tl x G) \  C ^ (T l x G) satisfying L qu = f . By 
(4.3), set
u(t , rk  )
1 <-2n




and u (t, n)rs =  0 for all the other cases. For t  — t  > 0 we have
r2n ( rt rt—r
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p f pt pt r
u(t,Vk)ii  = \  exp < —i (c(w)vi(rik) — iq) dw — i (p\(Vk)c(w) — iq) d w ' f p i t  — r ) dr
JO I Jt—r Jtk J
=  exp |  —i Jk (c(w)vi(rik) — iq) d w | J  p( t  — r ) dr. (4.8)
We have 0 <  p(t )  < 1, so by (4.7) we obtain
\u(t,r/k) ii | <  2 n exp |  (^i(r/k)b(w) — Re(q) )  d w ^  < 2n.
For t  — t  < 0 we need to use the 2n-periodic extension of f  on de definition of u ( t , n k) i i . 
Hence,
p2n f rt pt—r+2n
u(t,  nk)ii =  / exp<^ —i (c(w)^ i (nk) — iq) dw — i (fii(fik)c(w) — iq) dw
Jo L Jt—r Jtk
x  p ( t  — t  +  2n) dT
=  exp |  —i ^  (c(w)^ i (nk) — iq) dw + 2ni(coVi(fik) — iq ) ^  J  P(t  — t  + 2n) dT.
(4.9)
Similar to the previous case, we have
\u( t ,nk)ii | <  2n exp {2n(Re(q)  — bo^i(nk))} <
for sufficiently large k,  where the last inequality comes from the fact that by (4.6) we have 
\e—2m(c0k'i(vk)—iq)\ i,  when k -g x . By Theorem A.5, we have u G V ( T i x  G).  Notice that 
if t 0 > sup I , then t k > sup I , for k  sufficiently large, which implies that t k — t  > 0, for every 
t  G supp(p). By (4.8) we obtain
p 2n
\u(tk,nk)ii | =  / p(tk — T) dT = \\p\\Li(Ti) > 0.
o
On the other hand, if t 0 < inf I , we have for k  sufficiently large. that t k < t , for every 
t  G supp(p). By (4.9) we have
p 2n
\u(tk,nk)ii\ =  exp  {2n(Re (q) — bo^i(nk))} /  p(tk — t  + 2n) dT > 2 \\p \\l i (t i ) > 0.o 2
By Theorem A.4 we conclude that u G C ~ ( T i x G).  Therefore L q is not globally hypoelliptic.
□
For the next theorem we will assume an additional hypothesis about the eigenvalues of the 
symbol of X . Precisely:
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Hypothesis A: Assume that there exist 0 < C < 1 and a sequence {[%]}jeN in G such that for 
all j  E N we have
C (fij) < \fir{fij) | ;
for some 1 <  r < dnj. We may assume without loss of generality that r = dVj and p dji, (r j ) >  0, 
for all j  E N. Hence, /idVj (fij) .
Rem ark 4.3. When G = T 1 and X  = dx, we have p 1 (k) = k and (k) = V l +  k 2, fo r  all 
k E Z. Thus
2 ( k ) < \ k \ < ( k ) ,  Vk E Z  \ { 0 } .
For G = S3 and X  the usual vector field that we are studying, we have pe(£) = t  and 
(t) = / 1  +  t ( t  +  1), for  all t  E 1N0. Therefore
2 ( t ) < t  < ( t ) ,  V t E 2N.
Theorem 4.4. Assume that b ^  0 and that Hypothesis A holds. I f  L q = dt +  (a0 +  ib(t ))X +  q 
is globally hypoelliptic then b does not change sign.
Proof. Suppose that b change sign and b0 > 0. Consider
r t+T p t+T




B  = min Im(G( t ,T) )  = I m( G( t 0,T0)) = b(w) dw.0<t,T <2n Jt
Since b change sign, we have B  < 0. Moreover, we can consider t0, r0 E (0, 2n) and b(0) = 0.
It can be shown that b(t0 +  t 0) = 0, which implies that t0 + t 0 e  (0, 2n).
Let p E C ^ T 1) such that supp(p) C [t0 + t 0 — 5, t0 + t 0 + £] C (0, t0) with p(t) = 1 for
t E [t0 + T0 — S / 2 , t 0 + T0 + d/2\ and 0 < p(t) < 1.
Let us construct a distribution u E V ^ T 1 x  G ) \ C ^ ( T 1 x G) such that L qu = f  E C ^ T 1 x 
G). From Hypothesis A, there exist 0 < C < 1 and a sequence {[rj]}jeN in G such that
C( r j ) <f idVj (r j ), (4.10)
for all j  E N. By Proposition 4.2 we have that L q0 is globally hypoelliptic. In particular, the set
N  = {[r] E G ; p r(r)c0 — iq E Z,  for some 1 < r < dn}
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is finite and we may assume that [nj] E Z, for all j  E N. Define
ckeBßr(vj)p(t)e ißr(nj)ao(t to), if [q] = [nj], for some j  E N, and r = s = d.Vj'
otherwise
where ck := e2m(^r(nj)c°-,iq) — 1 . In order to prove that the sequence { f ( t ,  n)rs} defines a 
smooth function in T 1 x G, it is enough to consider the representations [%] and the components
r = s = dVj.
Notice that
\dt f i t , nj )dVj dVj \
(e2niCdVj (Vj )co-ig) _  i ) eBrdVj (Vj) ^
ß<a
a  ̂ e~ißdnj (nj)a0(t-to) ga~ßip(t)
< e nj -  1 Brdn, (nj ) ^  I ae nj E
ß<a ß
dße~ißdj (nj)ao(t~to) e r ß 'f(t)
Observe that
e2ni(rdVj (Vj)co~iq) 1 < e2ni(kdVj (Vj)co~iq) + 1 < e2n(~ßdvj (nj)bo+Re(q)) + 1 < c
for some C > 0, because b0 > 0 and pdnj (fij) ^  ro. Notice that
ßße~ißdj  (nj)ao(t~to) ( _ V , 1„ (Vj)a ,)ße-i,‘d'’i (n‘,ao(,- ‘o) <  Cß n )
Moreover, since B  < 0, we obtain from (4.10)
Hence,
B r d j  (vj) K eCB{Vj).
W R td h )d „ d .„  \ < CaeCB‘n ) (Vj )a .
Since B  < 0, for any N  > 0 there exists CaN such that
\d a 'f{t , n)dn dn \ < CaN (n) N.
By Theorem A.4, we conclude that f  E C ^ ( T 1 x G). If L qu = f , then
f ( t ,  n)rs = Lqu(t, V)rs = dtu(t, n)rs + ifir (V)(a0 + ib(t) _  iq)u(t, n) (4.11)
for 1 < r,s,  < dn. Since /idVj (fij)oj — iq E Z, by (4.4) we obtain
r 2n
u ( t , Vj)
1
dnjdnj 2ni(Pdv- (nj)co-iq)e j
eqreirdVj (Vj)G(t,r)
— 1 J 0
2n
f ( t  + T,Vj)rs dr
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In all the other cases set u(t, r ) rs — 0. First, let us show that the sequence {u ( t , r )rs} defines a 
distribution u e  V ( T l x  G), where
dn
u — ^   ̂ ^   ̂ u(t, 'iĵ rs fisr ■
iv]eG r,s= 1
In order to apply the Theorem A.5, it is enough to consider the case where [r] — [rj] for 
some j  e  N and r — s — dnj because the other cases are well-controlled.
Let ^  e  C ~ (T 1),then
! p2n , p2n
\{u{t,nj )rs,^)\ t e- ^ (Vj )ao(t-to) eqT eßdni(Vj )(B-lm(G(t,T))) ̂  + T) d r ^ ( t ) dt
0 Jo
2n p  2n
< / eRe(q>T e ^ j (Vj )(B-lm(GVC))\v (t + T ) \ \ ^ ( t ) \drdt
Jo Jo
< (2^ )2m u h u
< K p i (^ ) ( r j ) .
Notice that here we have used the fact that p drij (r j ) (B — Im (G(t, r ))) <  1. Therefore u e  
V ^ T 1 x  G). Consider the function
r to +T
d(r) — B  — Im (G(t0, r))  — B  — b(w) dw■
Jto
We may consider 5 small enough in the properties of p  such that either cos(Im(q)) or 
sin(Im (q)) does not change sign on (r0 +  5,r0 +  5). Assume without loss of generality that 
sin(Im (q)) > 0 on (r0 +  5,r0 +  5). Thus
<-2n
\u(t0>Vj)dVj dVj \ - eqTeßdni {Vj)e(T) p(to +  T) dT
0
rTo+i
> eRe(q'>T sin(Im (q) r)e^dvj (Vj'>e(T̂ p(t0 +  r ) dr
JT0-& 
n T0+S/2
> eRe(q>T sin(Im (q) r)e^d̂ j(Vj)9(t> dr  
J To—b/2
f  to+S/2
> K  en)d(T> dr ,
J To-S/2
where we use the fact that 9(r ) <  0, for all r  e  [0, 2n], p dr], (r j ) <  {rj) for all [rj] e  G, and 
there exists K  > 0 such that eRe(q̂>T sin(Im (q) r ) >  K  on [r0 — 5/2 , r 0 +  5/2].
Let us analyze the behavior of the function
r- To+d/2
J  (rj ) — en  )d(T > dr
J to-S/2
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when {r/j} ^  ro. We have
fio +T0
9(t0) = B  — b(w) dw = B  — B  =  0
'io
and
O'ijo) = —b(to + To) = 0.
Thus by Taylor’s formula, we have
9{ro +  h) = 9( to) +  9liro)h +  911 ( to +  9(h))h2 = 911 (to +  9(h))h2 ,
for h E (t0 — 5 / 2 , t 0 +  5/2)  and 9(h) E [t0 — 5 / 2 , t 0 +  5/2}. Let
9" (y)M  := sup
To-S<y<To+ö 2
If M  =  0 then 9 = 0 in [t0 — 5 / 2 , t 0 + 5/2}. Thus
for some C\ > 0. 
If M  > 0, then
So
pTo+5/2 rTo+5/2 c
en)d(T) dT = e0 dT = 5 > — ^ =
ItqS/ 2 J t qS / 2 \ f  {nj }
—9(to + h) = — 29"(To + 9(h))h2 < M h 2.
{Vj}9(to + h) > ~ M { fij} h
Thereby
pr0+8/2 pS/2 pS/2 c
e{n)e(T) dT = en)e(T0+h) dh > e-M n)h2 dh > - C =
Jto—8/2 J - 8/2 J - 8/2 V  (Vj)
for some C2 > 0. Considering C = m a x{K C 1 }K C 2], we have
C
\u( t0,Vj)dVjdVj \ >
V W i
for all [nj} E G such that oX (nj) =  y drij (nj). Therefore u E C ^ ( T 1 x G).
The case where b0 < 0 is analogous to the previous one, but needs some adaptions. Here 
we take
C i
B  := max I m(H( t ,T) )  = I m ( H ( t 1 ,T1 )) = b(w) dw.0<t,T <2n I,-  ’ -  Jti-ri
Since b change sign, then B  > 0. For r = s = dn., define
f ( t ,dj )rs = (l — e- 2ni(ßr (Vj )co- iq))e- Bßr (Vj ){p(t)e-ißr (nj )ao(i-i 1)
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where p  e  C ^ ( T 1) satisfies similar properties of p. One can shows that f  e  C ^ ( T 1 x G) and
there exists u e  V ' ( T 1 x  G )\C ^ ( T 1 x G) such that L qu = f . For this, define for r = s = dVj
u(t, qj )rs = e- i^r n  )ao(t-tl) efr Gj (tG )-B)p( t  — t  ) dr.
J 0
The proof that u e  V '(T 1 x G )\C ^ ( T 1 x G) is similar to the previous case and it will be
4.1.2 Sufficient conditions
In view of Proposition 4.2, from now we will assume that L q0 is global hypoelliptic. By 
Theorem 2.26, this assumption implies that the set
N  = {(k, [q]) e  Z x G ; k +  c0p r(q) — iq =  0, for some 1 < r < dn} (4.12)
is finite and there exist C , M  > 0 such that
Theorem 4.5. Assume that L q0 is globally hypoelliptic and b ^  0. I f  b does not change sign 
then L q is globally hypoelliptic.
Proof. Assume that b(t) > 0 for all t e  T 1. By hypothesis, b0 = 0, where c0 = a0 + ib0. 
Notice that the global hypoellipticity of L q0 implies that p r(q)c0 — iq e  Z for only finitely 
many representations. So there is no loss of generality to assume that p r(q)c0 — iq E Z. 
Let f  e  C ^ ( T 1 x G) such that L qu = f , for some u e  V ' ( T 1 x  G). Let us show that 
u e  C ~ (T 1 x G).
Define
omitted. □
\k + coßr(n) -  iq\ > C (\k\ + {q}) M, (4.13)
for all k e  Z, [q] e  G, 1 < r < dn, whenever k + c0p r (q) — iq = 0.
H ( t , t) = Cot -  C(t  -  t ) + C(t).
For p r (n) < 0, consider the solution (4.3):
u( t i n)rs 1 — e- 2ni(pr (n)co-iq)
1
e-qTe-ißr(n)H(T>t)f ( t  -  t , n)rsdT (4.14)
and for p r (q) > 0, consider the solution (4.4):
u ( t i n)rs eqTe- ißr(n)H(-T,t)J( t  + t , n)rsdT. (4.15)
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Notice that
H ( t . t) = OqT — C(t  — t ) +  C(t)
p t- r pt





So, using the fact that b(t) > 0, for all t E T 1, we obtain
Im(H(T, t ) )  = I m[  c(w)dw)  = b(w)dw > 0.
t T t T
(4.16)
I m ( H ( —T,t)) = Im[  c(w)dw \ = b(w)dw < 0.
I t+T /  Jt+T
Notice that there exist K  > 0 such that
± T \<  K.
(4.17)




1 _  e-2ni(^r(n)c0-  
1
1 — e- 2ni(ßr (n)co-iq)
r2n
^  Jo da ie-qTe~ißr(v)H(T,t)f ( t  — t , n U  dr
1 271 \e-qTI £  \dße- i »r(n)H(T,t) \ \dta-ß  f ( t  — r, n)r dr.
By the assumption of the global hypoellipticity of L q0, we obtain from Lemma 4.1 constants
C .M  > 0 satisfying
|1 — e- 2ni(ßr(v)cq-iq)\- l < C(jj) (4.18)
for all [n] E G, 1 < r < dn, whenever copr (n) — iq E Z. By Faa di Bruno’s Formula, we have
dß e- i rr(v)H(t,t) = £  ß  (—lßr (rj))\Y\e- *r (v)H(T,t ) ^ J
i^A(ß)
Yj
where A( f i ) =  -I y e  Nq ; 31 j = P \. Hence,
j=i
dße-i^r(n)H(tt < ß  \pr (n)\lYleßr(n)lm(H
jeA(ß) Y j=i
dj H  (T.t)
f -
Yj
Notice that by (1.9) we have
\dr(v )i1y1 < (v )hl < (n)
t t
ß
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for all [q] e  G, 1 < r < dn, and y e  A ( 3 ). Moreover, by (4.16) we have
ePr (n)lm(H(T,t)) <  1 .
Thus,
dße- ißr(v)h(t,t) < (v )ß ß  n
Y ! -*■YeA(ß) 1 j=i
dj H  (T, t )
j !
Y]
By the continuity of the function H  and the compactness of T 1, for all 3  e  N0 there exists 
Cp > 0 such that
£ 7 n
YeA(ß) '• j=i




for all 0 <  t ,T < 2n.
Let N  > 0. Since f  e  C ^ ( T 1 x G), by Theorem A.4 for every /3 < a  there exists CpN > 0
such that
\ s r ßf ( t - r ) U  < CßN(n)-(N+ß +m,
for all t e  T 1, with M  as in (4.18). Therefore,
da%l(t,n)rs\ <
1
1 — e- 2ni(pr (n)co-iq) r \ e -qT\ i t  ( D  d ß e ^ G ^ G G  dß- ß f ( t  -  r,q)Jo ß=Q\  PJ
dr.
< k c (v )m I ' g  { ß j C ß CßN(v)- {N+ß+M) dr
< CaN (n)-N
We can obtain the same type of estimate when p r (q) > 0. In this case, it is enough to consider 
the expression (4.15) to take the derivatives. We can adjust CaN, if necessary, to obtain
d‘au{t,q)rs\ < CaN (fi) N
for every [q] e  G, 1 < r , s  < dn. By Theorem A.4 we conclude that u e  C ^ T 1 x G). The 
case b(t) < 0, for all t e  T 1, is totally analogue, just use (4.14) for p r (q) > 0 and (4.15) for
fir (n) < 0. □
We can summarize the results obtained in this chapter as follows:
Theorem 4.6. Let G be a compact Lie group and consider the operator L q : V ' ( T 1 x  G) ^
V ( T 1 x G) defined as
Lq ■— dt +  c( t )X  +  q,
where X  e g ,  c e  C  ̂ T 1), and q e  C. Assume that
rs
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a) b ^  0;
b) L q0 := dt + c0X  + q is globally hypoelliptic, where c, is the average o f c;
c) there exist 0 < C < 1 and a sequence {[nj }}jeN in G such that fo r  all j  E N we have
C(nj) <  \fir (nj^
for  some 1 < r < dnj.
Then Lq is globally hypoelliptic i f  and only i f  b does not change sign.
Example 4.7. Let G be a compact Lie group and q E i(R  \  Z). The operator
Lq := dt +  (eit +  i ) X  + q
is globally hypoelliptic. Indeed, we have Im (eit + i) = sin(t) + 1 ^  0 and the operator 
L q0 = dt + iX  + q is globally hypoelliptic by Theorem 2.26 because in this case we have
N  = {[n] E G; ipr (n) — iq E Z}  = 0 ,
and
\k + ipr (n) — iq\ > \ k  — iq\ > C,
for  some C  > 0, fo r  all k E Z, [n] E G, 1 < r < dn. Since Im (eit + i) = sin(t) + 1 does not 
change sign, by Theorem 4.5 we conclude that L q is globally hypoelliptic.
Example 4.8. Let G = S3 and X  E s 3 a normalized vector field on S3. Let q E i(R  \  Z), and 
consider the operator
Lq := dt +  (2eit +  i )X  + q.
Notice that Im (2eit + i) = 2 sin(t) + 1 ^  0 and the operator L q0 = dt + iX  + q is globally 
hypoelliptic (see previous example). Moreover, we have seen in Remark 4.3 that condition c) 
from Theorem 4.6 holds. Since Im (2eit + i) = 2 sin(t) + 1 changes sign, we conclude that L q 
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In Part I we have studied global properties for a class of operators defined in smooth func­
tions. The next step is to extend these results for other classes of functions. For instance, 
in [1], [2], [3], [4], [8], [25] it was consider the Gevrey classes of functions.
Definition 5.1. Let G be a compact Lie group and s > 1. The Gevrey-Roumieu class y s(G) is 
the space o f functions f  E C™ (G) fo r  which there exist constants h > 0 and C > 0 such that
\\daf  IIl 2(g) < C h '“'|« \!s, a  E <
We refer [11] for a detail study of these spaces on compact Lie groups. Notice that when 
s = 1 we obtain the space of analytic functions on G. These spaces are well-defined on G 
because the compact Lie group G is an analytic manifold.
The Gevrey classes y s(G) is an example of a Komatsu class when we consider the sequence 
= k!s (see Section 1.2) , so we have decided to extend the results from Part I to Komatsu 
classes.
5.1 Global properties in Komatsu classes of Roumieu type
In this section we will study global hypoellipticity of the operator
L = X i  + c X 2
on Komatsu Classes of Roumieu type.
If we restrict the operator L = X 1 +  c X 2 to the Komatsu class of Roumieu type r^Mk}(G) 
we obtain an endomorphism, that is, L : r {Mk}(G) ^  r {Mk}(G). In this way, we can extend
the operator L  to u E r {Mk}(G) as
(L u , v )  -.= —(u , L ^) ,  y ^ E r {Mk}(G).
Definition 5.2. Let G be a compact Lie group. We say that an operator P  : r {Mk}(G) ^  
r { Mk}(G) is globally r { Mk yhypoelliptic i f  the conditions u E r {Mk }(G) and P u  E r { Mk }(G) 
imply that u E r {Mk} (G).
Theorem 5.3. The operator L = X 1 + cX 2 is globally r  {Mk}—hypoelliptic i f  and only the 
following conditions are satisfied:
1. The set
N  = {([£], [n]) E G 1 x  G2; ^ m ( 0  + cpr (n) = 0, for  some 1 < m  < d%, 1 < r < dv}
is finite.
2 . WB > 0, 3 K b > 0 such that
|Am(C) + cfir(n) \ > K b exp { —M ( B ( {0  + {n)))}, (5 .1)
f or  all [£] E G 1, [n] E G2, 1 < m  < d%, 1 < r < dn whenever \ m(£) + cpr(n) = 0.
Proof. ( ) Suppose Lu = f  E r {Mk}(G) for some u E r ^Mk}(G). Since N  is finite, it is
enough to study the behavior of u(£, n)mnrs outside of N . If ([£], [n]) /  N ,  by (2.3) we have
tl(^ , n)mnrS = —i(^m(0 + cfir (n) ) - 1 ,
for all 1 < m  < d% and 1 < r < dn. Thus
\ ti(C, n)mnrS \ = \^m (0  + cfir (n) \- 1 \ \
< c n exp { M ( N ( ( £) + (n)))} \ f ( £, n)mnrs\
Since f  E r {Mk}(G), by (1.40) there exist constants C , N '  > 0 such that
\ if(C, n)mnrs \ < C  exP{ — M ( N ' ((0  + (n)) )}-
Hence
\ U(i , n)mnrs \ < CN exP{ M  ( N  ((i ) + (n)))} exP{ — M  ( N ' ((£) + (n)) )} .
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From (1.14), for N  = H , we obtain
exp{ - M (N '({0  + (n)))} < A e x p { - 2 M ( N ((ç) +  (n)) )} .
Thus
I u(C,n)mursI <  c exp { - M ( N ((ç) + (n) ) )} .,
Therefore u E C{Mk}(G).
( = ^  ) Let us prove the result by contradiction. If (1) were not satisfied, by Lemma 2.2, 
there would be u E V f( G) \ C^ (G) ,  which implies that u E r {Mk}(G) \  C{Mk}(G), such that 
Lu = 0, contradicting the hypothesis of global T{Mk}-hypoellipticity of L. So, let us assume 
that 2. is not satisfied, then there exists B  > 0 such that for all K  E N there exist [Çk ] E G\  
and [qK] E G2 satisfying
0 <  I^m(^K) + cpr(v k )| <  K e x p { - M (N((Çk ) +  (v k )))}, (5.2)
for some 1 < m  < d^K and 1 < r < dVK. We can suppose that ([Çk ], [qK]) E N  and that 
(Çj ) + (Vj) < {Çl) + (Vl) when j  < I.
Let K  E N and m  and r such that (5.2) holds. Define
^  J (^ m(ÇK ) + CPr (nK ))((ÇK) + (nK)) , if m n  = m1 , r s  = fT
J (ÇK ,nK )mnrs = 3
I 0 , otherwise.
Let C > 0 be obtained from (1.36) satisfying
((Çk ) + (Vk ))exp { - 1M ( N ((Çk ) + (Vk )) )} <  c -,
for all K  E N. Hence
1 1 (ÇK , nK )fnln  1 =  Î rh (ÇK ) + Cpf (VK )|((ÇK ) +  (nK ))
< K  exp { - M ( N ((Çk ) + (Vk )))} ((Çk ) + (Vk ))
< c e x p { - M ( N ((Çk ) + (V k )) )} exP{ 1 M ( N ((Çk ) +  (Vk )))}
<  c e x p { - M ( N ((Çk ) +  (Vk )))} ;
where N  = H . Thus f  E V{Mk}(G).
By (2.3) and (2.2), if Lu = f  for some u E T'{Mk}(G), we have
Î- i ( (ÇK ) + (vk )), if m n  = m 1 , rs  = r 1 0 , otherwise.
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In particular,
U(£k  ,fiK )fnln  = (ÇK ) + {fiK ), (5.3)
for all K  E N. Thus
I u{Î ,V)mnrs I <  ( 0  + (n) -,
for all [Ç] e  G\,  [r/] E G2, 1 <  m , n  < d% and 1 <  r , s  < dn. Therefore u E D'(G)  and then 
u E r'[Mk}(G). By (5.3) u E C™(G).  Consequently u E ^{Mk}(G), which contradicts the fact 
that L  is globally r {Mk }-hypoelliptic. □
Corollary 5.4. I f  L is globally hypoelliptic, then L is globally V{Mk}-hypoelliptic.
Proof. By Theorem 2.3, if L  is globally hypoelliptic, the set N  is finite and there exist C, N ' >
0 such that
IXm(Ç) + c^r ( n ) I > c  ((Ç ) + (n))-N  ' -
for all [Ç] E G i , [n] E G2, 1 < m  < d%, 1 < r < dn, whenever Xm(f>) +  cyr(n) = 0.
By (1.36), for every N  > 0, there exits CN > 0 such that
((Ç) +  ( n ) f '  e x p { - M  ( N  ((Ç ) + (n)))} < Cn  .
Thus,
|Am(C) + cfir(n)I > c n exp { - M ( N ( )  + (n)))-
for all [Ç] E G i , [n] E G2, 1 < m  < d%, 1 < r < dn, whenever Xm(Ç) +  cyr (n) = 0. By 
Theorem 5.3 the operator L  is globally V{Mk}-hypoelliptic.
□
For the case where M k = k!, we obtain the class of analytic functions on G and we have 
M(r)  ~  r. Hence, we have the following characterization for the global analytic hypoellipticity 
of the operator L:
Theorem 5.5. The operator L = X x + cX 2 is globally analytic hypoelliptic i f  and only the 
following conditions are satisfied:
1. The set
N  = {([£], [n]) E Gi x  G2; Xm(£) + c^r (n) = 0, for  some 1 < m  < d%, 1 < r < dv} 
is finite.
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2. WB > 0, 3 K b > 0 such that
\Am(C) + cHr(n) \ > K b exP{ —B ( ( f ) + (n)))},  (5.4)
f or  all [f] E G 1 , [n] E G2 , 1 < m  < d%, 1 < r < dn whenever Am(f) + c^r (n) = 0.
Now, to define global solvability for the operator L  in the sense of Komatsu classes, observe 
that given an ultradifferentiable function (or ultradistribution) f  defined on G, if u E V ( G )  is 
a solution of Lu = f , we obtain from (2.2) that
Am(£) + cHr (n) = ° = ^  f ( ^  n)mnrs = 0
Therefore, let us consider the following set
K := { f  E r {Mk }(G); f ( ^  n)mnrs = 0 whenever Am(£) + cHr (n) = 0}-
Clearly there are no u E r {Mk}(G) satisfying Lu = f  when f  /  K.
Definition 5.6. We say that the operator L  is globally r { Mk}-solvable i f  L ( r { Mk}(G)) = K.
Notice that L( r{ Mk}(G)) C K  and the next result give us the condition to obtain the other 
inclusion.
Theorem 5.7. The operator L = X 1 + cX 2 is globally r {Mk }(G)-solvable i f  and only i f  (5.1) 
holds, that is, fo r  all N  > 0 there exists CN > 0 such that
\ Am (0 +  cHr (n) \ > CN exP{ — M  (N  ((f ) + (n) ) )} ,
for  all [f] E G-\_, [n] E G2 , 1 < m  < d%, 1 < r < dn whenever Am(f) + cHr (n) = 0. Moreover, if
L is globally r {Mk }(G)-solvable, fo r  any admissible ultradifferentiable function f  E r {Mk }(G), 
there exists u E r {Mk} (G) such that Lu = f .
Proof. ( <̂== ) For each f  E K  define
s. i  0 , if Am(C) +  cHr (n) = 0 ,
u (C n)mnrs = < f  (5.5)
[ — i(Am(f) + c^r(n)) 1 f(£,n)mnrS, otherwise.
Let us show that { u ( f , n ) mnrs} is the sequence of Fourier coefficient of an ultradistribution
u E r {Mk} (G). If Am( f ) + cHr(n) = 0, by (5.1) we have
\ ui (i , n)mnrs \ = \Am(£) + cHr (n) \- 1 \ J fa r fm n r . \
< CN exp { M ( N ( ( f ) + (n)))} \ f ( £ , n)mnrs \
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Using the fact that f  E r {Mk} (G) , we conclude that for all N  > 0 and N ' > 0, there exist 
Cn n > > 0 such that
\ û (i , n)mnrs\ < c n n  exp { M ( N ( ( D) +  (n) ) ) } exp { m ( N ' ((D) + (n) ) ) } ,
for all [D] E G 1 , [n] E G2, 1 < m ,n  < d% and 1 < r ,s  < dn.
Let D > 0. Choose N  = N ' = D . Using (1.14) we obtain
\ U(^  n) mnrs \ < CD exP { 2M  (D ((0  + (n)))}
< CD exp { M (D ( ( 0  + (n)))} .
Therefore u E r {Mk}(G) and Lu = f .
( =^  ) Suppose that is not true, then there exists N  > 0 such that for all K  E N there exist
[Dk} E G 1 and [nK} E G2 satisfying
0 <  Dm(Dk) + cpf (nK )\ <  exp{ — M ( N ( (Dk) + (nK )))}, (5.6)K
for some 1 < m  < d%K and 1 < r < d%K. We can assume that (Dj ) + (nj ) < D ) + (ni) when 
j  < I. Consider f  e K  defined by
f  i  1, if ([D}, [n]) = ([Dj ], [nj }) for some j  E N and (5.6) is satisfied,
f (D n)mnrs = \
I 0, otherwise.
Suppose that there exits u E r {Mk} (G) such that Lu = f . In this way, its Fourier coefficients 
must satisfy
i(Dm(D) + cfir (n)) f(D ,n) mnrs f(D ,n) mnrs .
So
\ u(DK , nK )m1n \ = \Dm (DK ) + cfir (nK ) \- 1\\ f  (D,K , nK )m1n \
> K e x p { M ( N ( (Ck) + (nK )))},
which, by Proposition 1.41, implies that u E r {Mk}(G). Therefore L  is not globally solvable.
Let us now prove the last part of the theorem. Let f  E K  C r {Mk }(G) and define u as in
(5.5). Since L  is globally r {Mk}-solvable, it holds (5.1) and then
\ f(D ,n)mnrs \ < CN exp { M ( N ( (D) + (n )) )} \ f  (D, n)mnrs\, 
for all [D] E G 1, [n] E G2, 1 < m  < d%, 1 < r < dn .B y  (1.40), there exist C ,N ' > 0 such that
\ f  (D,n)mnrs \ < C exp { — M (N ' ( (D) + (n) ))} .
By (1.14), we have for N  = H  that
I u ^ q U ^, | <  C  exp { M  (H  HQ + M ) ) }  e x p { - M  (N'  + (q)))}
< C e x p  { M  (H H ) )  + (q)) )}  C exp { - 2 M  (H + (q)) )}
< C e x p  { —M  ( H r ) + (q)) )}
for all [£] e  G 1, [q] e  G2, 1 < m  < d%, 1 < r < dn. Therefore L u  = f  and u e  C{Mk}(G) . □
As in the smooth case we obtain the following corollary in Komatsu classes:
Corollary 5.8. I f  L  is globally r { Mk}-hypoelliptic, then L  is globally C{Mk}-solvable.
With the same proof of Corollary 5.4 we obtain the following class of globally r { Mk}-  
solvable operators:
Corollary 5.9. I f  L  is globally C ^-solvable, then L  is globally r { Mk}-solvable.
5.2 Global properties in Komatsu classes of Beurling type
Analogously to the Roumieu type case, restricting the operator L  = X 1 + c X 2 to the Ko­
matsu class of Beurling type V(Mk) (G) we obtain an endomorphism, that is,
L  : r (Mk)(G) ^  r (Mk)(G) -
In this way, we can extend the operator L  to u e  r ( Mk) (G) as
( L u , P) := —( u , L p ), V p e  V(Mk) (G) .
Definition 5.10. Let G be a compact Lie group. We say that P  : C(Mk)(G) ^  r ( Mk)(G) is 
globally V(Mk)-hypoelliptic i f  the conditions u e  r ( Mk)(G) and P u  e  T(Mk)(G) imply that
u e  r (Mk)(G)-
Theorem 5.11. The operator L  = X 1 + c X 2 is globally r  (Mk)-hypoelliptic on G 1 x  G 2 i f  and 
only i f  the following conditions are satisfied:
1. The set
N  =  {([£], [q]) e  G 1 x  G 2 ; \m (Q  + c^r (q) =  0, fo r  some 1 < m  < d%, 1 < r < dv}
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is finite.
2. 3 B  > 0 ,K  > 0 such that
\ ^m(f) + ch r (n ) \ > K  exP { - M ( B ( { f )  + in)))},  (5.7)
fo r  all [f] G G i , [n] G G 2 , 1 <  m  < d%, 1 < r < dn whenever \ m(f) + c ^ r (n) =  0.
Proof. ( ) Suppose L u  = f  G V(Mk)(G)  for some u G r ( Mk)(G) . Since N  is finite, it is
enough to study the behaviour of u( f ,  n)mnrs outside of N .  If ([f], [n]) /  N , then
u ( f , n)mnrs = - i ( ^ m ( f  ) + chr (n )— J ( f , n )mnrS , 
for all 1 < m  < d% and 1 < r < dn. Thus
\ u ( f , n)mnrs \ = \^m (f) + chr (n ) \- i \ f̂ ( f , n )mnrS \
< C  exp { M  (N ({f  ) +  {n )) )} \"f ( f , n )mnrs \
Since f  G V(Mk)(G) , for every N 1 > 0, there exists CN/ >  0 such that
II / ( f , n)llHs <  c n <exp { - M ( N ' ({f) + {n) ) ) } .
Hence
\ u ( f , n )mnrs\ < c n  1 exp { M ( N ( { f )  + {n ) ) ) } e x p { - M ( N ' ({f) + {n) ) ) } .
Fix D  > 0. If N  < D , then
exp { M ( N ( { f )  + {n )))} < exp { M ( D ( { f )  +  {n) ) ) } : 
for all [f] G Gi,  [n] G G2, because M  is a non-decreasing function, as well the exponential. So
\ u ( f , n )mnrs\ < c n  1 exp { M ( D ( { f )  + {n)))} exp { - M ( N ' ({f) + {n ) ) ) } .
Choose N f = D H . By (1.14) we have
e x p { - M ( D H ( { f )  + {n)))} < A e x p { - 2 M ( D ( { f )  + {n)))}.
Thus
\ u ( f , n )mnrs\ < c d exP{ M ( D ( { f )  +  {n) ) ) } e x P{ - M ( D H ( { f )  + {n )))}
< CD exp { M ( D ( { f )  + {n) ) ) } e x p { - 2 M ( D ( { f )  + {n )))}
< CD e x p { - M ( D ( { f  ) + {n)))}.
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If N  > D , choose N '  = N H .  Again by (1.14),
exp{ — M ( NH ( (D )  + (n)))} < A e x p {  — 2 M ( N ( ( D ) + (n)))}.
So
\ u (D,n)mnrs\ < C e x p {M (N ((D ) +  (n ) ) ) } e x p { —M( NH ( ( D )  + (n )))}
< C exp{M(N( (D)  + (n )))} exp { — 2M(N((D)  + (n)))}
< C e x p {  — M(N( (D)  + (n)))}
< C e x p {  — M( D( ( D) + (n)))}.
Hence, for every D  > 0, there exists CD > 0 such that
\u(D,n)mnrS\ < c d exp { —M(D((D)  + (n ) ) ) ,
for all ([D], [n]) /  N .  Therefore u E r^Mk)(G).
( = ^  ) Let us prove the result by contradiction. If (1) were not satisfied, by Lemma 2.2, 
there would be u E V ' ( G ) \ C ^ ( G ) ,  which implies that u E r { Mk}(G) \  r^Mk)(G),  such that 
L u  =  0, contradicting the hypothesis of global r (Mk)-hypoellipticity of L . So, let us assume 
that (2) is not satisfied, then for every K  E N, we can choose a [Dk } E G 1 and a [nK} E G 2 such 
that
0 < \Dm(DK) + cpf (nK)\ <  exp{ — M ( K ((Dk ) + (nK) ) )} , (5.8)
for some 1 < m  < d%K and 1 < r < d%K. We can assume that (Dj) + (nj) < D )  + (ni) when 
j  < L
Let A  =  {([Dj}, [nj])}jeN. It is easy to see that A  has infinitely many elements. Define
^  i  1, if ([D], [n]) =  ([Dj}, [nj}) for some j  E N and (5.8) is satisfied,
U(D, n )mnrs = \
I 0, otherwise.
By (1.43) and (1.45), it is easy to see that u E r ( Mk) ( G ) \ r ( Mk)(G) . Let us show that we have
L u  = f  E r (Mk)(G) .
If ([D] , [n]) = ( [Dj}, [nj}) for any j  E N then f  (D,n) = 0 . In the other hand, for every K  E N, 
we have
\ f  (D,K ,nK)rh1ri \ \ Dm (D,K) + cfir(nK ) \\ u(D,K , nK)m1ki \
< exp { —M ( K ((dk ) + (nK 
Therefore L u  = f  E r^Mk)(G),  which contradicts the hypothesis. □
Notice that the conditions for the global T{Mk } —hypoellipticity of the Theorem 5.3 imply 
the conditions for the global V(Mk — hypoellipticity of the Theorem 5.11. In this way, we have 
the following corollary:
C orollary  5.12. I f  L  is globally r { Mk }—hypoelliptic, then L  is globally V(Mk )—hypoelliptic. 
For the study of global solvability in Komatsu classes of Beurling type, define
K := { f  E V(Mk )(G); f ( ^  n )mnr s  =  0 whenever Xm (Ç ) + cHr (n ) =  0} -
So, if f  /  K  then there are no u E T(Mk )(G)  satisfying L u  = f .
D efinition 5.13. We say the operator L  is globally r ( Mky solvable i f  L ( T ' ( M k)(G)) = K .
We always have L(T(Mk)(G)) Ç K. The next result give us the condition for the other 
inclusion.
T heorem  5.14. The operator L  = X x + c X 2 is globally r ( Mky solvable i f  and only i f  (5.7) 
holds, that is, there exist C, N  > 0 such that
\ Xm (Ç) + cHr (n ) I > C  exP{ - M  (N  ( (Ç) + (n )) )} :
fo r  all [Ç] e  G i , [n] E G 2 , 1 < m  < d%, 1 < r < dn, whenever Xm (Ç) +  cpr (n) =  0. Moreover,
i f  L  is globally r ( Mk ^-solvable, fo r  any admissible ultradifferentiable function f  E T(Mk )(G),
there exists u E V(Mk )(G) such that L u  = f .
Proof. ( <̂== ) For each f  E K  define
N i  0, if Xm (Ç) +  cHr (n ) = 0,
u(Ç, n)mnr s  =  \  x f
[ - i(Xm(Ç) +  cpr(n))- 1 f (Ç,n)mn r s , otherwise.
Let us show that { u(Ç,n)mnr s } is the sequence of Fourier coefficient of an ultradistribution 
u E T(Mk)(G).  We have by hypothesis that
I ti (Ç,n)mnr s  I =  IXm (Ç) +  cHr I
<  C e x p {M ( N ( (ç ) +  (n)))}I m n U n s I 
Using the fact that f  E r ( Mk) (G ), we conclude that there exist C, N ' > 0 such that
I u ( ç ,n)mnr S I <  C e x p { M ( N ( (ç ) + (n )) )} exp { M ( n ' ( (Ç) + (n )) )} ,
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for all [f] G G i , [n] G G 2, 1 < m , n  < d% and 1 < r , s  < dn. Let D  = m a x {B , N } ,  so
\ u ( f , n )mnrs\ < C exp { 2 M ( D ( { f )  + {n )))} < C exp { M ( D ( { f ) +  {n) ) ) } -,
where D  = D H . Therefore u G r (Mk)(G) and L u  = f .
( =^  ) Suppose that is not true, then for any K g  N there exist [fK ] G G i and [nK ] G G 2 
satisfying
0 <  \\ rh( fK ) + c^ f (nx ) \ <  -1 e x p { - M ( K ( {f K) +  {nK) ) )} , (5.9)
K
for some 1 < m  < d%K and 1 < r < d%K. We can assume that {fj ) + {nj ) < {f t ) + {ne) when
j  < I-
Define
/  i  1, if ([f], [n]) = ([fj ], [nj ]) for some j  g N  and (5.9) is satisfied.
/ (f- n )mnrs = \
0 , otherwise.
Notice that f  G K.  If L u  = f  for some u G T{Mk} (G), then
u ( fK , nK )min = - i ( ^ hi ( f K ) + cfir (nK ) ) - i / ( fK , nK )min .
So
\ u ( fK , nK )min \ = \^m ( fK ) + cfir (nK ) \- i \ U ( fK , nK )min  \
> K e x p { M ( K ( { f K ) + {nK )) )} .
which implies that u G r (Mk)(G),  a contradiction.
The proof of the last part of the theorem is analogous to the proof of Theorem 5.7 and then 
its proof is omitted.
□
Similar to the smooth and Roumieu cases, we have the following corollaries:
Corollary 5.15. I f  L  is globally T (Mk)-hypoelliptic, then L  is globally C(Mky solvable. 
Corollary 5.16. I f  L  is globally r { Mk}-solvable, then L  is globally V(Mk)-solvable.
We can summarize the last corollaries about the operator L  in the following diagram:
G H  G T {Mk}H  = ^  G T {Mk)H
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(5.10)
GN = ^  GT{Mk }S  = ^  GT(Mk)S
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5.2.1 Komatsu levels
We can prove that the global r { Mk}(G )-hypoellipticity of the operator L  implies its global 
r ( Mk)-hypoellipticity using what we will call Komatsu levels.
Definition 5.17. Let {M k}fceN be a sequence satisfying the conditions (M .0)-(M .3’) and let 
N  > 0. The Komatsu Level N  o f ultradifferentiable functions r Mk (G ) is the space o f C <x  
functions f  on G such that there exists C  > 0 satisfying
| | / ( 0 )||hs <  c exp { - M (N ( f ) )},
fo r  all [f ] e  G, 1 < i , j  < d$.
Notice that this definition is independent of the choice of the representative of [f ] E G. 
Moreover, we have
^ m ,}(G ) =  U  r Mk( G  and r (M„)(c ) =  I"| r M k G  (5 .n )
N>0 N>0
Let us investigate how the operator L  acts on Komatsu levels. For u E r Mk (G ) , we obtain 
from (2.1)
L u (D,n)mnrs = i (Am(D) + cPr (n)) u (D,n)mnrs .
By (1.11), we h av e \Am(D)\ <  (D) and \pr (n) \ < (n), so we have
II Lu(D,n) ^Hs < C((D) + (n^ l  ^ ^ I I hs.
By (1.36), there exists C > 0 such that (D) + (n) < C exp{ 1M (N ( (D) + (n)) )}. Using now
(1.14), we obtain
II L u (D,n ) h s  < C exp { - M  ( N ((D) +  (n))) } ,
where N  = H , which implies that Lu E r Mk (G ) .
Assume that L  is globally r { Mk}-hypoelliptic. In the proof of Theorem 5.3 we showed that 
if Lu E r Mk(G ) , then u E r Mk(G ) , where N  = H . Let us prove that L  is globally r ( Mk)(G )-  
hypoelliptic. If Lu E r ( Mk)(G ) , by (5.11) we get Lu E r Mk(G ) , for all N  > 0 and then 
u E r Mk (G ) , for all N  > 0. Therefore u E r ( Mk) (G ) and L  is globally r (Mk)-hypoelliptic.
We also can prove that global r { Mk}-solvability implies global r ( Mky-solvability for the 
operator L  using Komatsu levels of ultradistributions.
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Definition 5.18. Let {M k}keN be a sequence satisfying the conditions (M.0), (M.1), (M.2) and 
(M .3’) and N  > 0. The Komatsu Level N  o f ultradistributions r 'N  (G) is the space o f linear 
functionals u such that there exists C  > 0 satisfying
||w(0 )||hs <  C e x p { M (N (0 ) )},
fo r  all [0] e  G, 1 < i , j  < d$.
Similarly, we have
L m ,}(G) =  0  V'S„ (G) and T 'iMJ G) = U  (G). (5.12)
N >0 N >0
Suppose that L is globally r {Mk }-solvable. In the proof of Theorem 5.7 we showed that if 
f  is an admissible ultradistribution and f  e  r 'N  (G), then there exists u e  r 'N  (G) such that 
Lu = f , where N  = N H .
Let us prove that L  is globally r (Mk)-solvable. Let f  e  r (Mk) (G) an admissible ultradistri­
bution. By (5.12), f  e  r 'N  (G) for some N  > 0 and then there exists u e  V'M[k (G) such that 
Lu = f , where N  = N H . Therefore L  is globally r (Mk)-solvable.
5.3 Examples
In this section we will consider the sequence {M k}keNo given by M k = (k!)s, with s > 1. 
So, the Komatsu class of Roumieu type associated to this sequence is the Gevrey space Ys(G) 
and we have that the associated function satisfies
M (r)  ~  r 1/s.
for all r > 0.
In this framework we present a class of examples in T 1 x S3 and in S3 x S3. Examples of 
operators defined on tori in Gevrey spaces can be found on [3, 8].
Example 5.19. G = T 1 x S3
Let
L = dt + cX,
where c e  C and X  e  s 3 is a normalized vector field on S3. With a similar analysis to that 
Example 2.10, we may assume that
&x(C)mn = im 8mn,, I  e  |N o , —f  < m ,n  < t, t  — m ,£  — n e  No.
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In this case, we have
N  = {(k,£)  E Z  x 1N0; k + c m =  0, for some — £ < m  < £,£ — m  E N0}.
Notice that N  has infinitely many elements, so by Theorem 5.3 the operator L  is not globally 
Ys-hypoelliptic, for any s >  1. Let us analyze the global y^-solvability of L. In order to L  
satisfies Condition 2 of Theorem 5.3, for any B  > 0 must there exist K  B > such that
\k + cm\ > K b e - (k+ i')1/s , (5.13)
for all k E Z, £ E 2N0, —£ < m  < £, £ — m  E N, whenever k + cm  =  0. Notice that this is 
satisfied when either Im(c) = 0 or c E Q. In the case where c E R  \  Q, the condition (5.13) 
is satisfied if and only if c is not an exponential Liouville number of order s . For instance, in 
Example 2.10 we showed that
L  = dt +  V 2 X
is globally solvable. By Corollary 5.9, we conclude that L  is globally y ^-solvable, for any
s >  1.
Consider now the operator
L  = dt + a X ,
where a  is the continued fraction [101!, 1021, 103!, . . . ] . We proved in Example 2.10 that L  is 
neither globally hypoelliptic nor globally solvable, because in this case N  has infinitely many 
elements and a  is an irrational Liouville number. However, a  is not an exponential Liouville 
number, for any s >  1 (see Proposition 6.2 of [3]). By Theorem 5.7, we conclude that L  is 
globally y ^-solvable, for any s >  1.
Example 5.20. G =  S3 x S3
Consider the operator
L  = X 1 + c X 2 ,
where X 1 , X 2 E s 3 and c E C. Here, we assume that the vector field X 1 acts only in the first 
variable, while X 2 acts only in the second variable. As seen in Example 2.11, the analysis 
of this operator is similar to the analysis of the operator studied in Example 5.19. Hence, the 
operator L  is not globally y ^-hypoelliptic, for any s >  1. If Im(c) = 0 or c E Q, the operator L  
is globally y s-solvable, for any s >  1. W hen c E R  \  Q, the operator L  is globally y s-solvable 
if and only if c is not an exponential Liouville number of order s. For instance, the operators
L  = X 1 + V 2 X 2 and L  = X 1 + a X 2 ,
where a = [10i!, 10 21, 103!, . . . ] , are globally 7 s-solvable, for any s >  1.
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5.4 Low order perturbations
We can characterize the global hypoellipticity and global solvability of the operator
L = X  + q,
where X  E g  and q E C , on Komatsu classes, both Roumieu and Beurling type, similarly to the 
vector field case. We say that L q is globally r { Mk}(G)-solvable if L q(r{Mk}(G)) = K q, where
Kq := {w E r{Mk}(G); w(f)mn = 0, whenever Am(f ) — iq = 0}.
Analogously we define de global r (Mk) (G)-solvability of L q.
Theorem 5.21. The operator L q = X  + q is globally r (Mk) -hypoelliptic (respectively, globally 
r  {Mk}-hypoelliptic) if  and only i f  the following conditions hold:
1. The set
N  = {[£] E G; Am( f ) — iq =  0, fo r  some 1 < m  < d%}
is finite.
2. 3 N  > 0 (respectively, WN > 0) and 3C  > 0 such that
\Am(0  — iq \> C  exp {—M  (N  (f))} , 
fo r  all [f ] E G, 1 < m  < d%, whenever Am (f) — iq = 0.
Moreover, the operator L q is globally r (Mk)-solvable (respectively, globally r { Mk}-solvable) if 
and only if Condition 2. above is satisfied.
The proof is similar to the vector field case and it will be omitted. We also have (6.13) for 
this case.
Example 5.22. G = T 1 x S3
Consider the following operator defined on T 1 x S3:
L = dt +  V2,X + i 1.
Constant coefficient vector fields 106
In Example 2.31 we have seen that L  is globally hypoelliptic. By Corollary 5.4, we conclude 
that L  is globally j s-hypoelliptic, for any s >  1.
Consider now the operator
L  = dt +  a X  + i 1 .
We have seen in Example 2.31 that this operator is neither globally hypoelliptic nor globally 
solvable because although the set N  is finite, the fact that a  is an irrational Liouville number 
implies that Condition 2 of Theorem 2.3 is not satisfied. However, since a  is not an exponential 
Liouville number, we conclude that L  is globally Ys-solvable, for any s >  1. Similarly, we can 
conclude that
L  = dt + a X  + ia  
is not globally 7 s-hypoelliptic, but it is globally 7 s-solvable, for any s >  1.
E xam ple 5.23. G =  S3 x S3
Let
L  = X 1 + a X 2 + i 2
be an operator defined on S3 x S3, where a  =  [101!, 1021, 103!, . . . ] . In Example 2.32 we have 
seen that the set N  for this operator has infinitely many elements, which implies, by Theorem 
5.21, that L  is not globally Ys-solvable, for any s >  1. However, although L  is not globally 
solvable, by the fact that a  is not an exponential Liouville number of order s, for any s >  1, we 
conclude that L  is globally Ys-solvable, for any s >  1.
Consider now the operator
L  = X 1 + a X 2 +  i ̂ .
In this case the set N  is empty and, again by the fact that a  is not an exponential Li- 
ouville number of order s, for any s >  1, we conclude by Theorem 5.21 that L  is globally 
Ys-hypoelliptic, for any s >  1.
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Chapter 6
Variable coefficient vector fields - Real case
6.1 Normal form
Let G i and G 2 be compact Lie groups and consider the operator L a defined on G := G i x G 2
by
La = X i  +  a ( x i ) X 2 ,
where X l E g l 5 X 2 e  g2 , and a E TyMk}(G l ) is a real-valued function. Recall that for each 
[£] E G]_, we can choose a representative £ e  Rep(G l ) such that
GX 1 (£)mn i Xm(f )6 mn, 1 — m . n  — dy.
where Xm (£) E R  for all [£] E G l and 1 — m  — dy. Similarly, for each [n] E G 2 , we can choose
a representative n E R ep(G2) such that
&X2 (n)rs = ißr (n)Örs, 1 — r,S — dv ,
where p r (n) E R  for all [n] E G 2 and 1 — r — dn.
Now assume that there exists A  E TyMk}(G l ) such that
X l A ( x l ) = a(x\ )  — a0,
for all x l E G l , where
a0 := a ( x l ) d x l .
Jo  i
By the definition of ultradifferentiable functions, there exist K , £  > 0 such that for all 
a  E N d1 holds
\daA(x i ) \  — K '£ 'lalM\a\, V xi E G i .
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Since M\a\ < A H lalM 1M \a—1 , we obtain for all non-zero a  E Ndl
\daA ( x 1 ) \ < K t IaI-1M H _ 1 , Wx 1 E G 1 , (6.1)
where K  = K 't 'H A M 1 and t  = f 'H .
Similarly, if A  E r ( Mk) (G1) , for any t  > 0 there exists K e > 0 such that for all non-zero 
a  E N 1 holds
\d aA ( x 1) \ < K et  1 a 1 - 1M\a |- 1, Wx 1 E G 1 . (6.2)
Define the operator ^ a as:
^ au := ^ 2  dV ^ 2  e%̂  (V)A(')f (  ■ , n ) rs nsr. (6.3)
[v]eG2 r’s=1
In Section 3.1 of Chapter 3 it was proved that ^ a is an automorphism of C ™(G) and V (G) , 
with inverse ^ _ a. Moreover, it holds
^ a  O L a = L a0 O ^ ,  (6.4)
where L a0 = X 1 + a0 X 2 .
Since the operator L a is the same as in Chapter 3, the expression (6.4) remains valid in 
Komatsu classes. In the next results, we present sufficient conditions for the operator ^ a be 
an automorphism in the space of ultradifferentiable functions and ultradistributions of both 
Roumieu and Beurling types.
Proposition 6.1. Let a E r {Mk} (G1). Then the operator ^ a, defined in (6.3), is an automor­
phism  o f r {Mk}(G 1 x G 2 ).
Proof. It is enough to show that ^ au E r {Mk}( G 1 x G 2) when u E r {Mk}( G 1 x G 2) . By 
the characterization of ultradifferentiable functions of Roumieu type from their partial Fourier 
coefficients, there exist C , h , e  > 0 such that
\d au ( x 1 , n)rs\ < C h  1 a M l a I e x p { — M  (e(n ))} , (6.5)
for all a  E Ndl , x 1 E G 1, [q] E G 2 and 1 <  r , s  < dn. Notice that
^ au ( x 1 , n )rs = e^ r (v)A(Xl)u ( x 1 , n ) rs
Thus, for a  E N^1 we have
\d a% u ( x 1 , n )rs\ = \da {e ^ r(n)A(Xl)u ( x 1 , n ) rs)\ < ^  (]I
/3<a M
j  |d ßei ß r \da-ßu(xi ,n)rs
Variable coefficient vector fields - Real case 109
Using that \^r (n)\ < ( )  and (6.1), we have by Faa di Bruno’s Formula that
d  einr (v)A(xi)\ < ^  K k (v )kf\P I- k  | ^  f \ P \ \ J  M -
k=1 \-eA(IpI,k)x y r( ) - j =1
where A ( \ 0 \ , k )  =  { A e  N k; \A\ =  \4\ and A1 > ■ ■ ■ > A k > 1} and r ( A) e  NQl , where r ( \ ) j
counts how many times j  appears on .
By property (M.4) of the sequence { M k}keNo we obtain
\ ^ \ \  I T  M  141I I T  M xi-1 ^  141! I T  M xi-1  ^  \q \I M \p\-k (66 )
a )  ]= [M - . -  =  l4 l! j=1 —  <  I4 '1 U  (Aj - n y  <  l4 \!( 4 ^ • (6  6)
for A e  A ( \ 4 \ , k ) . Using the fact that
1 = ( \4  \ — 1^  1
r(A)I \  k — 1 )  k ! ,
- eA(\p I ,k) v 1 v 7
we have
IPI ( IOI 1\  1 rk /„\ k /]\i3\—k| g ß eßM A M | <  g  l' I ß  ̂  ^  1 K k{v)t f rn- k |ß | (6.7)
By (6.5), we have
It r i Tu i x u , , ) '.I  < c  £  (0 )  £  ( 1 ßk f  1 K k (n)k f m - k (6.8)
-  k)\
By Proposition 1.35,
x Iß h ' “ ' "  'ß ' M \ » I -  I ß I e x p { - M  (e{ri))} (6.9)
So,
(q)k e x p { - M ( e ( n ) ) } <  A  I — ') M k e x p { - M ( e H  1 (n))}.
IdaV M M  < A C  r ( ; )  £  (  ß \- )  (K H H ) k
ß<a y k=1  v /  \  /
M Iß I-k M k
-  k)\~k\
Notice that
x Iß M\ a I -  I ß I e x p { - M  (e(n))}.
M  ß k M k M  ß
' r k j i M M a - m  < IßI \ ^ M a - m < m h .
Denote by S  =  max{ K r  ,£ } . Thus
IdaV T u (x i ,V)rsI < A C  £  ( ß ) s I ß I h Ia I - 1 ß I M a  I e x p { - M  ( e H - 1 (V))}  £  O ß  -
ß<a Xß '  k=1
\f\
We have ^  ^ kl1 )  = 2 \f \- 1 . Moreover,
k=1
^  ( a \  (2S)\2i \h}a\- \fi\ = j r  d a \ )  (2S)\2i \h}a\- \fi\ = (2S  + h)\a\. (6.10)
P<a' 'P'  \f\=0 ' \^ ̂
In this way
\da^ a u ( x 1 ,n)rs\ < A C  (2S + h ) ia M\a\ e x p { —M ( e H - 1 (n))}.
By Theorem A .8 we conclude that ^ au E r { Mk} (G 1 x  G2) . □
Proposition  6.2. Assume that a E r ( Mk) ( G1). Then ^ a is an automorphism o f  r ( Mk) (G 1 x  G2).
Proof. Let u E r ( Mk) (G 1 x  G 2) . By (6.1) we have that
\daA ( x 1) \ < K e£\a\-1M lah 1 , Wx1 E G 1 .
By Theorem A.9 for all h , e  > 0 there exists Ch£ > 0 such that
\dau ( x 1 ,n)rs\ < Ch£h\a\M\a\ e x p { —M(e(n) ) } ,  (6.11)
for all a  E N^1, x 1 E G 1, [n] E G 2 and 1 <  r , s  < dn. We can follow the proof of Roumieu 
type case and obtain
\da^ a u ( x 1 ,n)rs\ < Che (2S + h ) H M\a\ exp{ — M ( e H - 1 (n))},
where S  =  m ax{K H ,£}.  Given j , 5  > 0, choose £ = j  and e =  m ax 1 5H,  4Kj  H | . Thus 
S  = j  and
exp{ — M ( e H - 1 (n))} < exp{ — M(S(n) ) } ,
for all [n] E G 2 . Hence
\da^ a u ( x 1 ,n)rs\ < AChs (2 +  h ) H M\a\ e x p { —M ( 6 (n))},
Choose now h = 2 . Therefore
\da^ a u ( x 1 ,n)rs\ < C j s j H M\a\ exp{ — M ( 6 (n))},  
which implies that ^ au E r ( Mk) (G1 x  G2) . □
Proposition  6.3. For a E r { Mk}(G1), the operator ^ a is an automorphism o f  r { Mk}(G1 x G2).
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Proof. M ost of the estimate that we will use here was proved in the demonstration of Theorem 
6.1. Let us show that ^ au E r { Mk} (G 1 x  G 2 ) when u E r { Mk} (G 1 x  G 2 ) . By the characteriza­
tion of ultradistributions of Roumieu type (Theorem A.10) for all h, e > 0 , there exists Che > 0 
such that
\(u( ■ , n)rs, L ) \ < Ch e | |p ||h exP{ M  (e(n ))},  WP E r {Mk }(G 1 ) .
In this way, for p  E r { Mk} (G ^ , we have
^ au(^,n)rs, ^  = ( e ^ r (V')A(')li(^,n)rs , 2  = ( M  , n )rs, e ^ r ̂ ^ p ) .
Hence,
( M , n ) rs, e ^ r(v)A(')p )  < Che\ M r(v)A(')p \ h exp{M(e(n) ) } .
Notice that
\da ( e^ r (n)A(xi)p ( x 1)) \ < £  ( a) )  \dPel^r(n)A(t) \ \da_Pp(t)\
By (6.7), using that \d 1 a 1 A(x^_)\ < K t 1 a 1 _ 1M\a |_1, we obtain
\P \ A  1 ix k h^kff IP I- k m u  Ml p 1 _k
k=1
By Proposition 1.35,
(n)k e x p{ M( e ( n ) ) }  < Ae  kM k e x p { M ( H e ( n ) ) }  
and then by the property (M.4) we obtain
\da ( e*r(n)A(xi)p ( Xl ) ) \ e x p { M ( e ( n ) ) }  < A £  ^ L^ )  ( f ) k fV 'M m  (6 .12)
x \d IaI_ IPIp ( x 1) \ e x p { M ( H e ( n ) ) }
Let S  =  m a x {  K , t , then for any j  > 0 we have
\da [eißr <n>A<xl> p ( x i ) ) \ e x p { M  (e(q))} < A  ^  ( ® \ s  m M m \d lal-lßlp ( x l )\ 1 1
ß<a ' k = M k  -  1
x exp{M(He{r j ) ) }
A T  ( a )  (2S ) 'ß ' M m  Il'PlI,j H -  m M a ' -  |.
ß<a
x  ex p { M( He { q ) ) }
Using the fact that M\a—\f\M\f\ < M\a\ and (6.10), we obtain
|d a ( e ^ (n)A(t)p (t )) \ exp{ M  (e(n) )} < A  (2S  + j  )H M l j  M\a\ exp{ M  (H e ( n ) )}
Given j ,  5 > 0, choose e =  H and then h = 2S  + j . Notice that
| | e W exp{M (e (n ))} < A ||p ||j  exp{M (5 (n ) ) } , 
then we conclude that
[^ au (-, n )r s , ^ l  < CheIIelllr(v)A(')p Ih exp{M (e (n ))}
< Cj-s M l j exp {M (5 (n) ) } .
Therefore ^ au E r {Mk} (G 1 x  G 2 ) and then ^ a is an automorphism. □
Proposition 6.4. For a E r (Mk)(G 1), the operator ^ a is an automorphism o f  r (Mk) (G 1 x G 2 ).
Proof. Let us show that ^ au E r (Mk) (G 1 x G 2 ) when u E r (Mk) (G 1 x  G 2 ). By the charac­
terization of ultradistributions of Beurling type (Theorem A.11) there exist h , e , C  > 0 such 
that
\(u ( • , n)rs, p ) \ < C M lh exp { M (e(n)) }, E r (Mk)(G 1) .
In this way, for p  E r (Mk) (G 1 ),
( ^ a u ( ^ n ) r s , ^  = (e l^r (v)A(')i i (^,n)rs,T) = {%(• , n ) r s , e ^ r (v)A(')p) .
We have
( u (^, n )rs,el^r(n)A(-)p )  < C llel»r(n)A(-)p Ih exp{M (e (n ) )} .
Following the proof of the Proposition 6.3, by the fact that a E r (Mk) (G 1) we obtain
||e w (n')A(-')p l 2S+j exp{ M (e(n) )} < A ||p ||j  exp{ M (H e ( n ) )},
where S  = m ax { K  ,£} . Now, choose £ = h and consider e sufficiently large such that S  = £. 
For j  = h , we obtain
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^ a u ( ^ n ) r s , p )  < c ||ew (v)A(')p I h  exp{M( e ( n ) ) }  
< C M l 2  exp { M ( H e ( n) ) } ,
which implies that ^ au E r ( Mk) (G 1 x  G 2 ). □
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6.1.1 Global Komatsu hypoellipticity and solvability
Let us turn our attention to the study of global properties of the operator L a defined on the 
compact Lie group G := G 1 x  G 2 by
La = X 1 +  a ( x \ ) X 2,
where X 1 e  g 1, X 2 e  g2, and a e  r { Mk}(G1) (or a e  r ( Mk) (G1)) is a real-valued function.
Recall that L a0 = X 1 + a0 X 2, where a0 := f Gi a ( x 1) d x 1. Now, if L a0u = f  e  r { Mk}(G),  
for some u e  r { Mk} (G),  then
i(Am(£) + a0 ^r (n ))u(£ , n ) mnrs /  (& n) mnrs ,
for all [£] e  G 1, [n] e  G 2, 1 < m  < d^, and 1 < r < dn . I n  particular, f  belongs to the 
following set
K ao := {g e  r '{Mk}( G1 x  G 2) ; f f o  n)mnrs =  0, whenever Am(^ ) + a0^r (V) =  0}.
In order to study the solvability of the operator L a, assume that L au = f  e  r '{Mk} ( G 1 x  G 2 ~) 
for some u e  r { Mk}(G 1 x  G2). We can write u =  V _a (Vau),  so L a(V  _a(V  au)) = f . Thus, 
using the fact that Va o L a = L ao o Va , we obtain V _ aL ao V au = f , that is,
Lao Vau = ^ a f .
This implies that V af  e  K ao and motivates the following definition:
Definition 6.5. We say that the operator L a is globally r { Mk}-solvable i f  L a( r{Mk}(G1 x  
G 2 )) = Ja, where
J a := {v e  r '{Mk} ( G 1 x  G 2 ) ; V  av e  K ao} .
Similarly is defined these global properties for Komatsu classes of Beurling type. Using the 
results from the previous section, we obtain the following connection between the operator La 
and its normal form, which proof will be omitted because is the same of the smooth case (see 
Proposition 3.7).
Proposition 6.6. Let a e  r { Mk}(G1) (respectively, a e  r ( Mk)(G-\_)) then:
1. the operator L a is globally r { Mk}-hypoelliptic (respectively, r ( Mk)-hypoelliptic) i f  and only 
i f  L ao is globally r { Mk}-hypoelliptic (respectively, r ( Mk)-hypoelliptic);
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2. the operator L a is globally r { Mk }-solvable (respectively, r^Mk)-solvable) i f  and only i f  L a0 
is globally r { Mk}-solvable (respectively, r^Mk)-solvable).
From the automorphism ^ a we recover for the operator L a the connection between the 
different notions of global hypoellipticity and global solvability, obtained in Chapter 5, for 
constant coefficients vector fields, summarized in the following diagram:
G H  = ^  a r {Mk} H  = ^  o r {Mk) H
i f  I  (6-13)
G S  = *  G r{Mk }S  = *  G T (Mk)S
Notice that we need to assume that a e  r (Mk) (G) for the implications involving Komatsu classes 
of Beurling type.
Example 6.7. G =  T 1 x S3
Consider the continued fraction a  =  [101!, 102\  103!, . . . ]  and a normalized vector field 
X  e s 3. Let L a be the operator defined as
La = dt +  a( t )X,
where a(t) = s in ( t)+ a . Notice that a e  y ^(T1), for all s > 1 and the function A  : t  — cos(t) 
satisfies dtA( t )  = a(t) — a . By Proposition 6.6, we can study the global properties of L a from 
the operator
L a0 = dt +  a X -
In Example 5.19 we have seen that the operator L a0 is globally y s-solvable, for any s >  1. In 
addition, since a  is a Liouville number, the operator L a0 is not globally solvable in the smooth 
sense (Example 2.10).
We conclude then that the operator L a is neither globally y s-hypoelliptic nor globally solv­
able in the smooth sense, but L a is globally y s-solvable, for any s >  1.
Example 6.8. G =  S3 x S3
Consider the operator
L h = X 1 +  h (Xi ) X 2 , 1 
where X 1 , X 2 e  s 3, h  is expressed in Euler’s angle by
h ( x 1 ( f 1 , d 1 , f 1 )) = — cos (TT) sin ( ^ ^  ) +  a,
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where 0 <  f 1 < 2 n , 0 <  91 < n , —2 n  < f 1 < 2 n , and a  is the continued fraction 
[101!, 1021, 103!, . . . ] . Moreover, we will assume that the vector field X 1 acts only in the first 
variable, while X 2 acts only in the second variable. Since X 1tr(x 1) =  h ( x 1 ) — a , with tr as in 
Example 3.12, it is enough to understand the global properties of the operator
L h0 = X 1 +  a X 2
for the study of the global properties of L h. In Example 2.32 we have seen that the operator L ho 
is globally Ys-solvable, for any s >  1. In addition, since a  is a Liouville number, the operator 
L ho is not globally solvable in the smooth sense (Example 2.11).
Therefore, the operator Lh is neither globally Ys-hypoelliptic nor globally solvable in the 
smooth sense, but it is globally y s-solvable, for any s >  1.
6.2 Low order perturbations
The next step for the study of low order perturbations is to consider the operator L q := X + q , 
where q E r {Mk}(G) . The idea is to establish a connection between the global hypoellipticity 
and the global solvability in Komatsu sense of L q and L q0 = X  + q0 , where q0 is the average of 
q in G.
In [5], Bergamasco proved that the operator
Lq = dt +  adx +  q,
where a R  is an irrational non-Liouville number and q E C ^ ( T 2), is globally hypoelliptic 
if and only if it is the operator L q0 = dt + adx + q0 , where q0 = f T2 q(t, x) d x d t . The key 
to make this connection is the fact that L q o e - Q = e- Q o L q0 , where Q E C ^ ( T 2) satisfies 
(dt + adx)Q = q — q0 . The existence of such Q  is guaranteed by the global hypoellipticity of 
the operator dt + adx .
For the study of the operator L  = X  + q, with q E r  {Mk}(G) , we can not assume the global 
hypoellipticity of X  in view of the Greenfield-Wallach’s conjecture. Hence, we will assume as 
hypothesis that there exists Q E r {Mk}(G) such that
X Q  = q — ^ ,
where q0 = JG q(x) d x .
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From Proposition 3.16, we have
(6.14)
in C™(G)  and V ( G ) .  The aim of the next lemma is to extend this conjugation to Komatsu 
classes.
Lem m a 6.9. I f  f  E T {Mk}(G), then ef  E V{Mk}(G).
Proof. By the characterization of ultradifferentiable function of Roumieu type, there exist 
C ,h  > 0 such that
for all a  E Nq, x  E G.
Let a  E N0 such that \a \ = p. We have that
where A(p,  k) = {X E Nk ; \X\ = p  and X\ > ■ ■ ■ > Xk > 1} and r(X) E N0, where r(X)j  
counts how many times j  appears on X. For example, X =  ( 2 , 2 , 1 , 1) e  A ( 6 , 4) and r(X) = 
(2, 2, 0, 0, 0, 0). Since (px) =  XltP'[Xk;, by property (M.4) we obtain









Y  rTW ^  2 peC and we obtain
\eA(p,k) r '
\daef (æ)| <  K ( 2 h)pM p,
which implies that ef  E V{Mk}{G ) - □
R em ark 6.10. With a slight modification in the above proo f it is possible that ef  E r M̂k) (G ) 
whenever f  E r ^Mk) (G ).
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From Lemma 6.9, we obtain that eQv E r {Mk}(G),  whenever v E r {Mk}(G).  Moreover, for 
u E r {Mk}(G),  we also have eQu E r {Mk}(G).  The equality (6.14) motivates us to define the 
global r {Mk}-solvability of L q as:
Definition 6.11. Let G be a compact Lie group, X  E g, and Q E r {Mk}(G). We say that the 
operator
L q = X  +  Q-,
where X Q  = q — q0 , q0 = f G q(x) dx, is globally r '{Mk}-solvable i f  L q( V ( G ) )  = J q, where
J q := {v E r {Mk}(G); eQv E K qo} .
Proposition 6.12. Let G be a compact Lie group and consider the operator L  = X  + q, where 
X  E g and q E r {Mk }(G). Assume that there exists Q E r {Mk }(G) satisfying X Q  = q — q0, 
where q0 = f G q(x) dx. The operator L q is globally r {Mk}-hypoelliptic i f  and only i f  L q0 is 
globally r {Mk }-hypoelliptic. Moreover, the operator L q is globally r {Mk }-solvable i f  and only 
i f  L q0 is globally r {Mk}-solvable.
Proof. The proof is analogous to the demonstration of Theorem 3.7. □
Corollary 6.13. I f  L q is globally r {Mk}-hypoelliptic, then L  is globally r {Mk}-solvable. 
Example 6.14. G =  T 1 x S3 
Consider
Lq = dt + a X  + q(t , x) ,
where a  =  [101!, 1 0 2\  103!, . . . ]  and q( t , x )  = cos(t) + h(x)  + 2 i, where h is expressed in 
Euler’s angles by
h ( x ( f ,  B, f ) )  = — cos (§) sin ( )  .
Notice that q is an analytic function, which implies that q E y ^ T 1 x S3) for all s >  1. Let 
Q(t,  x)  = sin(t) + a tr(x), where tr is the trace function given in Euler’s angles by
t r (x( f ,  B, f ) )  = 2 cos (2 ) cos ( )  .
The vector field X  is the operator d^ in Euler’s angle and we obtain X tr(x ) =  h(x).  Hence,
(dt + a X ) Q ( t ,  x) = q(t, x) — 2i,
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and by Proposition 6.12 it is enough to study the global properties of
Lq0 = dt +  a X  + 2 i.
In Example 5.22 we have seen that L q0 is not globally y s-hypoelliptic but it is globally y s-  
solvable, for any s >  1. In addition, in Example 2.31 we have seen that the operator L q0 is not 
globally solvable in the smooth sense. Therefore, the operator
L q = dt + a X  +  cos(t) + h(x)  +  1 i
is not globally Ys-hypoelliptic but it is globally y s-solvable, for any s >  1. Moreover, L q is not 
globally solvable in the smooth sense. Similarly, we can conclude that
Lq = dt + V 2 X  + cos(t) + h(x)  +  1 i
is globally y s-hypoelliptic, for any s >  1, because in Example 5.22 we have seen that the 
operator L q = dt + \ / 2 X  +  1 i has this property.
Consider now the operator
Lq1 = dt +  a X  + q1 (t, x),  
where q1 (t, x)  = cos(t) + h(x)  + a i . Analogously to the previous example, we have
(dt + a X ) Q ( t ,  x) = q(t, x) — ai  
and by Proposition 6.12, it is enough to study the operator
Lq10 = dt +  a X  + ia.
This operator was already completely characterized in Examples 2.31 and 5.22. Hence, we 
conclude that
L qi = dt + a X  + cos(t) + h(x)  + ai
is not globally Ys-hypoelliptic but it is globally y s-solvable, for any s >  1. Moreover, L q is not 
globally solvable in the smooth sense.
E xam ple 6.15. G =  S 3 x  S 3
Let us analyze the same operator studied in Example 3.23. Consider
L  — X \  + \ [ 2 x  2 +  q ( x i , x 2) ;
Variable coefficient vector fields - Real case 119
where X 1 acts in the first variable, X 2 acts in the second variable, and q : S 3 ^  C is expressed 
in Euler’s angles by
q( x 1 , x 2 ) = P1 ( x 1) +  V 2  P2 (x 2 ) +  1 i, 
where p 1 and p 2 are the projections of SU(2) ~  S3 given in Euler’s angle by
p 1 ( x ( f , 9 , f ) )  = cos (2) el(^+^ )/2 and p 2 ( x ( f , 9 , f ) )  = i sin ( | ) el(<̂- '̂)/2,
with 0 <  f  < 2n, 0 <  9 < n,  — 2n < f  < 2n. Notice that q is an analytic function, so
q E y ^ T 1 x S3), for any s >  1. Moreover, the function Q ( x 1 , x 2) = 2i(p2 (x2) — p 1 ( x 1)) 
satisfies
( X 1 + V 2 X 2 ) Q ( x 1 , x 2 ) = q ( x 1 , x 2 ) — 1 i.
The set N  for the operator
L 0 = X 1 +  \ f 2 X 2 +  1 i
has infinitely many elements (see Example 2.32), so L  is not globally Ys-hypoelliptic, for any 
s >  1. Since L 0 is globally solvable in the smooth sense, we conclude by Corollary 5.9 that L  
is globally y s-solvable, for any s >  1.
6.3 The general case
We can use the results about perturbations of constant coefficient vector fields presented in 
Section 6.2 to study the operator Laq defined on G 1 x  G 2 by
Laq = X 1 + a ( x 1 ) X 2 +  q( x 1 , x 2 ),
where a E r { Mk}(G1) is a real-valued ultradifferentiable function and q E r { Mk}(G1 x G2).
As discussed in Section 6.2, we will assume that there exists Q E r { Mk}(G1 x  G2) such that
( X 1 + a ( x 1 ) X 2 )Q = q — q0 , 
where q0 is the average of q in G 1 x  G 2. We have that eQ E r { Mk}(G1 x  G2) and
eQ o L — L o eQe o L aq  L aqo o e ,
where L am = X 1 +  a (x 1 ) X 2 + q0 . Now, we obtain
^ a  o L aqo L aoqo o ̂ a,
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where Laoqo = X i  + a0 X 2 +  q0. Therefore,
'P o eQ o L =  'P o L o eQ = L o ^  o eQ^ a ◦  ° ◦  uaq ^  a ◦  uaqo ◦  ° ^aoqo ◦  ^  a ◦  ° •
The next result is a consequence of what was done previously.
Proposition 6.16. The operator L aq is globally r  {Mk}-hypoelliptic i f  and only i f  L aoqo is glob­
ally V{Mk }-hypoelliptic. Similarly, the operator L aq is globally V{Mk }-solvable i f  and only if  
L aoqo is globally r { Mk}-solvable.
Example 6.17. G =  T 1 x S3
Consider
Laq = dt +  a ( t ) X  + q(t, x)
where X  e  s 2 , a(t) = sin(t)  +  a,  and q( t , x)  = cos(t) + (sin(t) + a)h(x )  +  1 i, where h is
expressed in Euler’s angle by
h( x ( 0 , d, ^ )) = -  cos (§) sin ( )  ,
where 0 <  0  < 2n,  0 <  9 < n,  —2n < ^  < 2n.  Notice that q is an analytic function, which
implies that q E y ^(T1 x S3) for all s > 1.
The vector field X  is the operator d-  in Euler’s angle and we have that X tr(x ) =  h(x),  
where the trace function tr is expressed in Euler’s angle by
tr(x(0,  9, ^ ) )  = 2 cos (§) cos ( )  ■
The function Q(t,  x) = sin(t) +  tr(x ) satisfies
(dt + a ( t ) X) Q( t ,  x) = q(t, x) -  §i ■
By Proposition 6.16, the operator
Laq = dt + (sin(t) + a ) X  +  |c o s ( t ) +  (sin(t) + a)h(x )  +  1 i )
is globally y s-hypoelliptic if and only if
L a0qo = dt +  a X  +  1 i
is globally y s-hypoelliptic. In Example 5.22 we have seen that L aoqo is globally y s-hypoelliptic, 
for any s >  1. We conclude that L aq is globally Ys-hypoelliptic for any s >  1, which implies
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that L aq is also globally y s-solvable, for any s >  1. In addition, the operator L aq is neither 
globally hypoelliptic nor globally solvable, because L aoqo has these properties.
Similarly, the operator
L aq = dt +  (sin(t) +  a ) X  +  {cos(t) +  (sin(t) +  a)h(x)  + a i }
is not globally y s-hypoelliptic but is globally y s-solvable because
L a0qo = dt +  a X  +  a i
has these properties. Again, the operator Laq is neither globally hypoelliptic nor globally solv­
able.
Example 6.18. G =  S3 x S3
Consider the operator
L hq = X 1 +  h (x 1) X 2 +  q (x 1 , x 2 ) ,
where q is given by:
q (x 1 , x 2 ) = P1 ( x 1) + h ( x f p 2 ( x 2 ) +  1 i, 
where p 1 and p 2 are the projections of SU(2) ~  S3 given in Euler’s angle by
rp 1( x ( f , B , f ) )  = cos (2) ei(^+^ )/2 and p 2( x ( f , B , f ) )  = i sin ( | ) ei(^_^ )/2 ,
where 0 <  f  < 2n , 0 <  B < n , —2n < f  < 2n . As in Example 3.23, the function Q ( x 1 , x 2) =  
2 i (p2(x2) — p 1( x1)) satisfies
( X 1 + h ( x 1 ) X 2 ) Q ( x 1 , x 2 ) = q ( x 1 , x 2 ) — 1 i.
Since Q  is analytic, we have that Q E y s (S3 x  S3), for any s >  1. By Proposition 6.16, we can 
extract the global properties of Lhq from the operator
L hoqo = X 1 +  a X 2 +  2 i .
We have seen in Example 5.23 that the operator L hoqo is globally y s-hypoelliptic for any s >  1, 




A Partial Fourier series
Let G 1 and G 2 be compact Lie groups, and set G = G 1 x  G 2 . Consider the representations 
£ E H om (G 1, Aut(V1)) and n E H om (G 2, Aut(V2)). The external tensor product representation
£ ® n of G  on V1 ® V2 is defined by
£ ® n : G 1 x G2 ^  Aut(V1 ® V2 )
(:X1 ,X2 ) ^  (£ 0  n)(X1 ,X2 ) : V1 0  V2 ^  V1 0  V2
(V1 ,V2 ) ^  £(X1)(V1) 0  n(X2 )(V2 )
We point out that the external tensor product of unitary representation is also unitary. M ore­
over, if £ E H om (G, U (dg)) and n E H om (G, U (dn)) are matrix unitary representations, then 
£ 0  n E H om (G , U (d?dn)) is also a matrix unitary representation and
£ 0  n ( x 1 , x 2 ) = £ ( x 1 ) 0  n ( x 2 ) e  c d«dnxdi xdv ,
where £(xi)  0  n ( x 2 ) is the Kronecker product of these matrices.
It is enough to study continuous irreducible unitary representations of G 1 and G 2 to obtain 
the elements of G, since for every [f] E G,  there exist [£ ] E G 1 and [n] E G 2 such that f  ~  £ 0 n ,  
that is, [f] = [£ 0  e \ E G  and d o — ■ d . Mioreover, [£1 0  m] =  [£2 0  n2] if and only if 
£ ]  =  [£2] and [nf] = [n2]. The proof of this fact can be found on [9] (Chapter II, Proposition 
4.14). Therefore, the map [£ 0  n] ^  ([£], [n]) is a bijection from G  to G 1 x  G 2.
It is easy to see that L q = L Gl + L G2 , so we have v[^®v] = + v[n]. Therefore we have
2 ((£) + (n )) < (£ 0  n ) < (£) + (n ), ( A 1)
for all [£] G 1 and [n] G 2 .
Let f  E L 1 (G ) and [4 ] E G . Let [Ç] E G 1 and [n\ E G 2 such that [4 ] = [Ç G rj\. Notice that
Î (Ç G n ) = f  f  (x )(Ç G n )(x )* dx  
J e
= / f  (x 1 , x 2 )(Ç(x 1) G n (x 2))* d x 1d x 2
Jg 2 Jg 1
= / f  (x 1 , x 2 )Ç(x 1 )* G q (x 2 )* d x 1d x 2 .
Jg 2 j Gi
Thus Î '(Ç G n ) E C d«dn xd^dn with elements
HÇ g  n )ij = /  /  f  (x 1 , x 2 )(Ç(x 4 * G n (x 2 )*)ij d x 1d x 2 
Jg 2 J Gi
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=  /  /  f  ( x i , x 2 )£(xi)nm n (x 2 )sr d x Xd x 2
JG2 J G\
where 1 < m , n  < d%, 1 < r , s  < dn are given by
dn : 
dLIrq-
Similarly for u E V ( G ) , we have
U(£ G n)ij =  ^ u, (£ G q)jG/ = {u,Cnm X Vsr), 
where (£nm X T/sr)(xi,x2 ) := £ (xi )nmV(x2 )sr.
m  = i- 1dn + 1 , r = i —
i- 1
dn
U = + 1 , 8  = j  — 11
D efinition A.1. Let G 1 and G 2 be compact Lie groups and, set G = G 1 x  G 2. Let f  E L 1 (G) 
and £ E Rep(Gl ). The x l-Fourier coefficient o f  f  is defined by
f ( Ç , x 2 ) = f  ( x 1 , x 2 ) Ç (x1)* d x 1 e C î  X î , x 2 E G 2 ,
J Gi
with components
f  (Ç, x 2)mn = f ( x 1 , x 2 ) Ç ^ fin m  d x U 1 < m ,U  < dç.
JGi
Similarly, fo r  n E Rep(G2), we define the x 2-Fourier coefficient o f  f  as
f ( x 1 , n ) =  f  ( x 1 , x 2 ) n ( x 2 )* d x 2 E C  n x n , x 1 E G 1 ,
Jg  2
with components
f ( x 1 ,n)rs = \  f ( x 1 , x 2 ) n ( x 2 )sr d x 1 , 1 < T, 8  < dv .
Jg  2
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By the definition, the function
f (£ ,  ■ )mn ■ G 2 -----> C
x 2 1---- > f ( C, x 2 ) mn
belongs to L 1 (G 1 ) for all £ E R ep(G 1 ) , 1 < m , n  < d%. Similarly, the function
/'(■ ,n)rs ■ Gi  C
x i  ---- > f ( x i , n ) r s
belongs to L 1 (G2 ) for all n E Rep(G 2 ) , 1 < r ,s  < dn.
Let £ E R ep(G 1) and n E Rep(G 2). Since f (£ ,  ■ )mn E L 1 (G2 ) for all 1 < m , n  < d%, we 
can take its Fourier coefficient:
f ( £ , n )mn ■= [  T (£ , x 2 )m nn(x2 )* d x 2 E C ^nXdn
JC2
with components
f ( £ , d ) mnrs /  f ( £ , x 2 ) mn n ( x2)sr d x 2
J 0 2
=  / f  (Xi , X 2 )£ (Xi)nm d X ) s r  dXldx 2 ,
JG2 J G1
for 1 <  r , s  < dn. Similarly, since f (  ■ ,n) rs E L l (Gl ) for all 1 <  r , s  < dn, we can take its
Fourier coefficient:
J (£, d )rs =  Î  f ( x l , d )rs£ ( x l )* d x l E c d«
G 1
with components
f ( £ , d )rsmn = f ( x l , d )rs£ ( x l )nm d x l
G 1
f (£, d )mnrS = f (£, d )rsmn = f  (£ 0  d) l] ;
=  / f  ( x i , x 2 )£(xi)nm d ^ s r  d x 2 dxi ,
J G1 J G2
for 1 < m , n  < d%.
Notice that
with
i = dn ( m — 1) +  r, j  = dn (n — 1) +  s, 
for all 1 < m , n  < d% and 1 < r , s  < dn.
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D efinition A.2. Let G 1 and G 2 be compact Lie groups, and set G = G 1 x  G 2. Let u e  V ( G ) ,  
£ e  R ep(G 1) and 1 < m ,n  < d%. The m n-com ponent o f  the x 1-Fourier coefficient o f  u is the 
linear function defined by
In sim ilar way, fo r  n e  Rep(G 2) and 1 < r ,s  < dn, we define the rs-component o f  the x 2-  
Fourier coefficient o f  u as
P--------I---» (u( ■ , n)rs ,p)  := ( u , p  x  nsr)G-
By definition, u(£, ■ )mn, e  V ( G 2 ) and u( ■ ,n)rs e  V ( G i ) for all £ e  Rep(Gi ) , n e
Rep(G 2 ) , 1 < m , n  < d% and 1 < r , s  < dn.
Let £ e  R ep(G i) and n e  Rep(G2). Since u(£, ■ )mn e  V ( G 2 ) for all 1 < m , n  < d%, we
can take its Fourier coefficient:
for all 1 < r , s  < dn. Now, since u( ■ , n) rs e  V ( G 1) for all 1 < r , s  < dn we can take its 
Fourier coefficient:
u(£, ■ )mn : C™(G2 ) C
f  1  ̂ (u ( £ i ■ )mn, f )  : {\u ,£ nm x  g '
u( ■ ,n)rs : C™(Gi) C
U(£,n)mn := (u(£, ■ )mn,n*) e  C dn Xdn
with components
U(£,n)r,  ■■= (U( ■ , n U , C )  e  C“^
with components
uu(£,n )rss
for all 1 < m , n  < d%. Notice that
u (£, n )mnrs = u (£, n )rsmn = u(£ ® n )i j ,
with
i = dn ( m — 1) +  r, j  = dn (n — 1) +  s,
for all 1 < m , n  < d% and 1 < r , s  < dn.
Notice that
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d,£ dv dç dv 2 2
2 ^  n |2 ^  ^  1 ~ 2 2




for all [£] E G l and [q] E G2 whenever u E L 1 (G) or u E V (G ).
It follows from (A .1) and (A.2) the following adaption of Theorem 1.27 to characterize
smooth functions and distributions defined on a product of compact Lie groups:
Theorem A.3. Let G l and G2 be compact Lie groups, and set G = G l x  G2 . The following 
three statements are equivalent:
(i) f  E C ~  (G);
(ii) For every N  > 0, there exists CN > 0 such that
II f (£ ,n ) ||HS <  CN ({£) + {v)) N , y [£ ] E G l, [h] E G2;
(iii) For every N  > 0, there exists CN > 0 such that
,f ( £ ,V)mnrS < c n ({£) + {v ))~N , V[£] E G l, [q] E G2, 1 < m ,n  < dt , 1 < r ,s  < dn.
Moreover, the following three statements are equivalent:
(iv) u E V (G );
(v) There exist C, N  > 0 such that
|| f (£ ,n ) ||hS <  C ({£) + {n))N , V[£] E Gl , [h] E G2;
(vi) There exist C, N  > 0 such that
u(£, q)mnrs < C ({£) + {q))N , V[£] E Gl, [q] E G2, 1 < m ,n  < ds , 1 < r ,s  < dv .
In the next results we will investigate when a sequence of partial Fourier coefficients can 
define a smooth function or a distribution.
Theorem A.4. Let G l and G2 be compact Lie groups, G = G l x  G2, and let { f (  ■ ,q )rs} be a 
sequence o f functions on G l. Define
dn
f  (x l ,x 2) : = f (X l ,q ) rshsr (Xl) .
[V]&G 2 r,s=l
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Then f  E C™(G) i f  and only i f  f (  ■ , n ) rs E C rx(Gl ), f o r  all [n] E G 2, 1 < r , s  < dn and for
0 ana z > u there exist Cp#every ß  G d i 0 £ > 0 such that
\dp f ( x i , n ) r s \ <  Cpein) #, Vxi  E Gi,  [n] e g , 1 < r , s  < dv .
Proof. ( ) It is sufficient to consider N  E N in Theorem A.3 to conclude that f  E C ™(G) .
Recall that —v^] is the eigenvalue of the Laplacian operator CGl associated to the eigenfunctions
{£mn, 1 < m , n  < d%}, and we have
L Gi 9  (£)mn =  ( L Gi g , £nm} = {g , L Gi £nm) =  — v[£]( 9, £nm} = — V[C]9(£ )mn,
for all 9  E C ^ (G]_), [£] E Ĝ _, and 1 < m , n  < d%. In particular, for N  E N, we obtain
V[t]\ f ( £ ,V)rsmn \ = £&  f (£ ,n) r
/ HGl f ( x i  ,n)rs£(xi  )nm dxi  
IGi
< I  \L G1 f ( x 1 , n )rs\\£ ( x 1)nm\ d x l
Gi
1/ 2 \  1/ 2
N \ 2ri \  ia/ \ 12
“  (X \CNl f ( x i , v ) rs\2 dx i) (̂JG \£(x i )nm\2 dx ĵ
^  \dß f ( x 1 ’d)rs\
\ a t 2N xieGi
<
„ / d , ß\= N
By Proposition 1.24, there exists C  > 0 such that {£) < Cv^] for all non-trivial [£] G G 1. Thus 
for all i  = N  we have
\ f (£,n)rsmn\ < C n (£ ) - n (v)- n  < C n 2 n ((£) + (V))- N .
Therefore f  G C™(G) .
( = ^  ) Let E 2 := ( I  — L G2 ) 1. Since f  G C™(G) , for all ß  G N ^  and N  G N0 we have 
d ßE N f  G C™(G)  and then, by the compactness of G, there exists CßN > 0 such that
\dß eGN f  ( x l , x 2 )\ < CßN, G( x i , x 2 ) G G l X G 2 . (A.3)
mn
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Fix n E Rep(G2), 1 < r , s  < dn. We already know that f (  ■ ,n) rs E C ^ ( G 1) . Moreover 
\(n )N d  f ' ( x 1 , n )rs\ = \dp E f  f  ( x 1 , n )rs\
d 3  E 2!  f  (Xi ,X2 )n(X2 )sr dX2
JG2
< \d3  E N f  (Xi ,X2 )\ \n(x2 )sr \ dX2
IG2





<  — = C3N ■
Therefore,
\d3 J ( X i , n ) r s \ <  C3 N(n) N ,
for all Xi e  G i , [n] e  G 2, 1 < r , s  < dn. □
Theorem  A.5. Let G 1 and G 2 be compact Lie groups, set G = G 1 x  G 2, and let {u(  ■ , n) rs} 
be a sequence o f  distributions on G 1. Define
dn
U ^   ̂ dn ^   ̂ u ( ■ ,n )rsnsr
[v]eG r,s= 1
Then u E V ( G )  i f  and only i f  there exist K  E N and C  > 0 such that
(u ( ,̂ n)rs, p ) \ < C p k (p )(n )
K (A.4)
f o r  all p  E C Xl( G 1) and [n] E G, where p K (p) '■=
\5\<K
Proof. ( ^ = )  Take p  = £nm, [£] E G 1 , 1 < m , n  < d%. Let [3 E N}, 
(A.4). Since the symbol of d 5  at x 1 E G 1 and £ E R ep(G 1 ) is given by
°dP (x 1,£) =  £ (x 0 * (9 5  £ )(x 1),
we have
\d3  £nm(Xi)\ ^   ̂£ni(X)&df3 (£)i
i=i
dp




< K , with K  as in
dp i / 2
< E \ £ n i ( X ) 2 \ l  ( E \ ^  (£)im\*
i=i i=i
Let M  E Z satisfying M  > ^m^ 1. By (1.6) we have
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l / 2 /  dç \  1/ 2
^ |£n i (x)2| l <  \\£n i\\l™(Gi) J <  CM \[ < k {£)M
i=l )  \  i=l
and, by Proposition 1.25, there exists C > 0 such that
d^ < C {£)m .
Moreover, notice that
d \  l/2dç x
\op
i=l
where the last inequalities come from (1.10) and (1.11). Hence
\dP £ n m ( X l ) \ < C  (£ )M y d  b *  (£)|
<  C {£) Mdt  b *  (£) \ op
<  C C lf 1 {£) 2M+1 p 1.
Then
Hence
p K (£nm) p K (£nm) <  C{£)
2M+K
\ u(£ , n )rsmn \ — \(u( ■ , n)rs,£nm) \ < C  p K (£nm) {n)
< c  { ^ M+k  n 2M+k
< C ((£) + (n) ) 2 ™ +K\
Therefore u E V ( G ) .
( = ^ )  Since u E V ( G ) , then there exist C  > 0 and K  E N such that
\ u (£,n )rsmn \ < C({£) + {n ))K
for all [£] E G 1, [n] E G 2, 1 < r , s  < dn, and 1 < m , n  < d% and
dç dn





For p  e  C rx(Gi ) we have
\ (uf ,n)rs,P)\  = \(U,P x nsr)\
d̂  dv
dn u(£,V)klmn (£nm,p ) G1 (hlk,Vsr) q 2
[i]eGh[n]eG m ,n = 1 k,i=\.
Notice that (nik ,nj3T)G2 = dr desdkr, since the set B  is orthonormal (see (1.1)). Moreover,
p(£)mn = (£nm, p ) G1 . So
d£
\(U£,n)rs, p ) \= I E  d ‘ E  U(£,n )rsmn p(£ ) m
[fjeGi m,n=i
< E  dt Y , \  ^ (£, n ')rsmn | \ p (£ ')mn \
[?]eG1 m n= 1
d£
< C  Y  d% ((£) + (n ))K \p(£)mn\ ,
f l eG! mn = 1
where the last inequality comes from (A.5). Notice that for all K  E N it holds ((£) + (n))K < 
2k (£)K (n)K . In addition, we have
dp
Y  \p(£)mn\ < ( d\ Y  \p(£)mn \2 
m,n=im,n=i
dp HS-
Since (£) =  (£) and the summation is over all G 1, we have
E  d( ( 0 KE  ^ « 1 =  E  di  E  =  E  d ( \P(£)m „ \-
m,n=im G 1
Thus
m,n=i m G i m G i m,n=i
\( u £ , n)rs, p ) \ < C  (n )K Y  dP(£)K Y  \p(£)mn\
m s i m,n=i
< C (r,)K 4 ( £ ) K
m s i
HS
The series Y l  d2 (£) 2t converges if and only if t  > 2 1, which implies that there exists
KNG1
C  > 0 such that d% < C (£)dimG1, for all [£] E G 1. Hence,
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\ (u(- ,n)rs,v) \  = c  m fy ,  d d i m d & K+d"' 'G‘ n
[ÇjeGi
1 1 
2 i  \  2
< c ( n ) K ( £  £ ( Ç ) - 2d'mGi I ( ^  d 2 (0 2iK+dmG,)|li2(Ç)|lHs
dçNGi /  \ [çjeGi
1
< C (n)K ( £  dç(c f K+2dimG T o n i s '
W gi
Let L  E N0 such that K  + 2 dim  G 1 < 2L.  So
\{u (-, n )r s , p ) \ < C (n )K ( Y 1  dç (Ç)
\[çĵ Gi
1
K ( J lt \4L\\~(t\\\2 '
HS
=  C( n) K ( £  dç ||E ?V (Ç )\|
W g)
=  C  (n)K \\EÏLv\ \L2{Gi) 
< c \ \E 2 Lv\\L2{Gi)(n)2L,
1
where E l = ( I  — L Gl ) 2, and the last equality comes from the Plancherel formula (1.3). Notice 
that
||E 1Lp \\l2(g 1) < Ŵ ' - p Wl^ G !) =  ||( I  — L G1 )Lp \\l^ ( g 1] < C p 2L (G).
Therefore,
\{ii(-, n)rs, p ) \ < C p 2L(4 ) {n)2L.
□
Now we will present the characterization of ultradifferentiable functions and ultradistri­
butions in Komatsu classes of both Roumieu and Beurling types through the analysis of the 
behavior of their partial Fourier series. First, as in the smooth case, we have the following 
characterization of ultradifferentiable functions and ultradistributions:
Theorem A.6. Let G l and G 2 be compact Lie groups, and set G = G l x  G 2 . The following  
three statements are equivalent:
(i) f  E T {Mk}(G);
(ii) There exist C, N  > 0 such that
Il f (£,n)\\Hs < C e x p { - M ( N ({£) + {n)))},  V[£] E Gl,  [n] E G 2 ;
(iii) There exist C, N  > 0 such that
f ( £ , n )mnrs < C  exP{ - M ( N ( { £ ) +  {n)))},  
f o r  all [£] E G l , [n] E G 2 , 1 < m , n  < dç, 1 < r , s  < dn.
Moreover, the following three statements are equivalent:
(iv) u E T l{Mk}(G);
(v) For every N  > 0, there exists CN > 0 such that
Ilf ( £ , n)llHs <  c n exP{ M ( N ( { £ ) +  {n)))},  V[£] E G l , [n\ E G 2 \
(vi) For every N  > 0, there exists CN > 0 such that
1f (£,n )mnrs < c n exp { M ( N ( { £ )  + {n) ) ) } .
f o r  all [£] E G l , [n] E G 2 , 1 < m , n  < dç, 1 < r , s  < dn.
Theorem  A.7. Let G l and G 2 be compact Lie groups, and set G = G l x  G 2 . The following  
three statements are equivalent:
(i) f  E r (Mk)(G);
(ii) For every N  > 0, there exists CN > 0 such that
Il f (£,n)\\Hs < Cn  e x p { - M ( N ({£) + {n)))},  V[£] E G l, [n] E G 2 ;
(iii) For every N  > 0, there exists CN > 0 such that
f ( £ , n )mnrs < CN exP{ - M ( N ( { £ ) +  {n)))},
f o r  all [£] E G l , [n] E G 2 , 1 < m , n  < dç, 1 < r , s  < dn.
Moreover, the following three statements are equivalent:
(iv) u E T l(Mk)(G);
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(v) There exist C ,N  > 0 such that
I I ^ ^ I I hs <  C ex p { M (N({£) + {n) ) ) } , V[£] e  G u [n] E G 2 ;
(vi) There exist C, N  > 0 such that
u (£,n)mnrs < C e x p {M (N ({£) +  {n) ) ) } ,
f o r  all [£] E G l , [n] E G 2 , 1 < m , n  < dç, 1 < r, s < dv .
Theorem  A.8. Let G\  and G 2 be compact Lie groups, set G = G\ x  G 2 , and let f  E C™(G).  
Then f  E P{Mk }(G) i f  and only i f  f (  ■ , n ) rs E P{Mk }(G\)  f o r  every [n] E G 2 , 1 < r ,s  < dn and 
there exist h , C , e  > 0 such that
m ax \da f ( x i , n ) r s \  < C h  1 a 1 M\a\ e x p { - M ( e { n ) ) } ,  (A.6)xi^Gi
fo r  all [n] E G2, 1 < r ,s  < dn and a  E Ngi.
Proof. ( ) Let a  E N0. Recall that —v\ \̂ is the eigenvalue of the Laplacian operator L Gi
associated to the eigenfunctions {£mn, 1 < m ,n  < d%}. By (1.7), we obtain
V\Ç]\ f ( £ , n )rsmn \ = L Gi f ( £ , n )r
I L Gif  ( x l , n ')rs£ ( x l')nm d x l
G1
< f  \L Gi f ( x l , n)rs\\£ ( x l )nm\ d x l
j g 1
< ( ^ J  \LG1 î ( x l , n ) r s \ 2 d x l 'j  \£(xl)nm \2 d x l^
Notice that, by (1.1), we have \\£nm\\L 2 (Gl) < 1, for all [£] E G l . Moreover, we can write LG1 
as a sum of da derivatives of order 2 a , where dl =  dim  G l . So, by (A.6), we obtain
V[Ç]\ f ( £ , n )rsmn \ < C d i h2a M 2a exP{ - M  (£ {n)) } .
By Proposition 1.24, there exists C  > 0 such that {£)2 < Cvç], for all non-trivial representation. 
By the property (M.2) of the sequence {M k}, we have M 2a < A H 2aM £ . Thus




M a N 2
\ f (Ç , n ) rs \ < C \  inf --------- = ------------  e x p { - M ( e ( n ) )\J ( ç  l)rsmn\ -  \^a&f0 (iç ) (y d ih H  ) - l )a  I ^  ( \ " )
=  C  e x p { - 2 M  ((\ fd~ihH ) 1(Ç))} e x p { - M  (e(n))}
< C e x p { - M ( ( y / d 1h H ) - 1 (Ç) ) } e x p { - M ( e ( n ) ) }
Set 2 N  = m in { (y /d !h H )- 1 ,e}. In this way, we get
\ f (ç,n)rsmn \ < C e x p { - M ( 2 N (Ç))} e x p { - M ( 2 N( n) ) }
and by Proposition 1.34,
\ 1 (Ç,n)rsmn\ < C e x p { - M ( N ((Ç) + (n)))},
for all [Ç] G G 1 non-trivial, [n] G G 2. It is easy to see that we can also obtain this inequality for 
the trivial representation of G 2 from the hypothesis. Therefore f  G r {Mk}(G)-
( = ^  ) We can characterize the elements of V{Mk}(G)  as follows (Theorem 2.3 of [12]): 
p  G T{Mk}(G)  if and only if there exist C , h  > 0 such that
m ax f f i d z  p ( x i , x 2 )\ < C h ia+m M\a\+\p\,
(xi,x2)eo
for all a  G N01 , fî G N 2 .
For f  G T{Mk}(G)  we have 
P laa f  „ „\ I   \P>aVP]\da f ( x 1 , n )rs\ = \d a L g 2 f  ( x 1 , n )rs\
a rfi 
1 L G2<  / \d1‘L 2f  ( x 1 , x 2 )\ \n(x2 )sr\ d x 2
JG2
/ r  \ 1/ 2 / r  \  1/ 2
< (  / \dlaLiG2 f  (X i , X 2 )\2 dX2 ) I /  \n(x2 )sr \2 d x 2
\ J G 2 /  \ J G 2
< ~ ^ =  ^  m ax \dadY f  ( x i , x 2 ) \
V ^ p yU is {x i ’X2)eG
< C d  h p a p + 2P Mp a p+ 2 p ,
where d2 =  dim  G 2 . Thus, when [rj] is not trivial we obtain
\daT(Xun)rs\  < CdP h p a p+ 2P Mp a p+ 2 P { v ) ^
< C h p a p+ 2P A H p a p+ 2P Mp a p h 2p dp M 2P {n) - 2 P
< C ( h H ) papM\aph 2pdPPH4PM 2 {n) - 2 P
< C ( h H )papM a p exp { - 2 M ( ( y ^ h H 2) - 1  {v ))}
< C ( h H ) papM a p e x p { - M ( ( ^ l 2 h H 2) - 1 {V))}.
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Put h' = h H  and e = (y /d^hH 2 ) 1 to obtain
ma x  \da f ( x 1 ,n)rs\ < C h 'aM\a\ exp{ — M  (e{q))},
xieGi
for all non-trivial [q] G G 2, 1 <  r ,s  < dn, a  G NQ. 
For [q] = [1G2 ] we have
\d1‘f ( x 1 , 1g 2 ) \ / d a f  ( x 1 , x 2 ) d x 2
IG2
< \d<af(x 1 , x 2 ) \
< Ch)a \M\a\.
In this way, adjusting C  if necessary, we obtain
\ d a f ( x 1 , 1 g 2)\ < Ch\a\M\a\ exp{ — M ( e { 1 G, ))}
□
In the next results, we will be concerned about estimates involving only non-trivial repre­
sentations since the trivial case is treated similarly as in the proof of Theorem A .8.
Theorem A.9. Let G l and G 2 be compact Lie groups, set G = G l x G 2 , and let f  E C™(G).  
Then f  E T(Mk) (G) i f  and only i f  f (  ■ , n) rs E r^Mk ) (Gl ) f o r  every [q] E G 2 , 1 < r ,s  < dn and 
fo r  all h > U and e > U there exists Ch£ > U such that
m ax \da f ( x l , q ) r s \  < Ch£h 1 a  1 M\a\ exp{ — M(e{q))} ,xi eGi
f o r  all [q] E G 2 , 1 < r , s  < dn and a  E N d l .
Proof. ( ) By the proof of Theorem A .8, we have
\ f ( £ , n )rsmn \ < Ch£ exP{ — M ( ( \ f d l h H ) - l{ £ ))} exp { — M ( e { q) ) } .
Given N  > U, choose h =  — i=L and e  =  2 N . So
2 y d l N H
\ f ( £ , n )rsmn \ < CN exP{ — M  (2 N  {£ ))} exp { — M  ( 2N {q))}
< Cn  exp{ — M ( N ({£) + {q)))}.
Therefore f  G T {Mk)(G).
( = ^  ) We can characterize the elements of r { Mk }(G)  as follows (see [12]): p  E r {Mk }(G) 
if and only if for all h > 0 there exists Ch > 0 such that
m ax d d % p ( x i , x 2)\ < C h  1 a 1+13  1 M\a\+\$\,
(xi,x2)ec
for all a  E N dl E N d2. Let f  E r^Mk). In the proof of Theorem A .8 we have obtained
\daf (x i , v)rs \  < C h(hH )la a\ e x p i - M ( ( ^ h H 2) - 1  (n))}
Given i , e  > 0. If i e  < ( ^ n H )-1 , take h = i H - 1 . In this case,
d î (x i , n) r s \  < Cesi aM \ a \ e x p { - M ( ( ^ n i H ) - 1 (n))}
< Ces iaaM \ a \ e x p { - M( ( e ( n ) ) }
If i e  > ( ^ n H )-1 , take h = ( ^ n e H 2) - 1. So
d f ~ ( x i , n ) r s \  < C es(V neH 2 )-  1 a a \ e x p { - M ( ( e ( n ) ) }
< Ces ialM \ a \ e x p { - M( ( e ( n ) ) }
□
Theorem  A.10. Let G 1 and G 2 be compact Lie groups, and set G = G 1 x G 2 . Then u E 
r { Mk }(G) i f  and only i f  fo r  all e , h >  0 there exists Chs > 0 such that
\( î (  • ,V)rs ,P) \ < Chs|M |h exp { M  (e(n) ) } , VP E r Mk (G 1) ,
where \\p\\h := sup\dap ( x 1) \h ~ 1 alM —i .
a,xi
Proof. ( ) Let p  = f nm. We have
id3enm(xi )\ <  C 605|(C)'+ |S|,
where p  is any natural number satisfying p  > (see [11]). Then
\{u(  • iV^rs^nm, )\ < ChsUnm\\h exp{M( e ( n ) ) }
= Chs sup \da£>nm (xi)h~  1 a lM r } \ e x p { M  (e(n))}
a,xi
< Chs(C)p s u p \C0 l(C)lalh~ 1 a M - 1 \ e xp{ M ( e ( n))}
a
= Chs(i )p exp { M  ( h - l G1o(0 )} exP{ M  (e(n))}
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By Proposition 1.35, we have
{£)p e x p { M ( h ~ l C0{£))} < A ( h ~ l Co)~pM p e x p { M ( H h ~ l C0{£))}.
By Proposition 1.34, we obtain
\(u( ■ , q )rs,£nm)\ < Ch£ e x p { M  ( H  ( H h ~ l C0{£) + e{q)))}.
Given N  > U, choose h =  and e = H . I n  this way,
\ U(£,q )mnrs \ < CN exp { M  ( N  ({£) + {q )))},
which implies that u E
( = ^  ) Since u E r {Mk}(G ) ,fo re v e ry Z > U, there exists C# > U such that
\{u,Z ) \ < C# SUp zZa 1 1  M - l+p |\\d adP ̂ \ \ L^ (G), 
a,p
for all ^  E T{Mk}(G) . Given p  E T{Mk} (G l ) , take ^  = p  X qsr. Then
\{u ( ■ , n )rs, p ) \ = \{u,p  x  q r ) \
< C# su p Z a 1+1 p 1M - |p| s u p \dap ( x l ) \ s u p \dpqsrx ) \
a,p xi X2
Similar to what was done above, we have
sup \dpqsr( x2)Zm M p \ < C#e x p { M ( H Z C 0{q))}.
P,X2
By the property M ^ M p  < M ^ p  we obtain
H  ■ , q )rs, p) \  < C# sup d  p ( x l )Za M - l \ e x p { M  (HZC0{q))}.
a,xi
Given h , e  > U. If eh < C0H , take Z = Ch . Thus Z < h ~ l and
\{u ( ■ , q )rs, p ) \ < C h £ | |p | | h exp { M ( e { q) ) } .
On the other hand, if eh > C0H , take Z = h ~ l . Thus HZC0 < e and
\{u( ■ , q )rs, p ) \ < C h £ | |p | | h exp { M ( e { q) ) } .
□
Theorem A.11. Let G l and G 2 be compact Lie groups, and set G = G l x  G 2 . Then u E 
r (Mk) (G) i f  and only i f  there exist e , h , C  > U such that
\{u ( ■ , n )rs, p ) \ < C WpWh exp { M (e{q)) }, v P E r (Mk)(g i ) .
The proof of this theorem is analogous to the Roumieu case and it will be omitted.
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B Auxiliary results
L em m a B.1. Let X G C and consider the equation
d
— u(t) + Xu(t) = f  (t), (B.1)
dt
where f  G C ~ (T 1).
i f  x g  iZ  then the equation (B.1) has a unique solution that can be expressed by
1 i'2n




u(t)  = e2n\  — i J Q eXr f  (t + r) dr■ (B3 )
I f  X G iZ  and eXsf  (s) ds = 0 then we have that
u(t)  = e Xt f  eXsf  (s) ds  (B.4)
Jo
is a solution o f the equation (B.1).
Proof. Notice that the function u  defined in (B.2), (B.3), and (B.4) is a smooth function on T 1. 
Let us prove now that u  defined in (B.2) is a solution of (B.1). Notice that
j t u {t) =  -  e - 2' X) 1  e-Xsj t f ( t  -  s)ds
= -  ( 1  -  e - 2 n X ) - 1  I  e - X s d f  (t -  s)ds 
Jo ds
2n2n p2n
— (1 — e 2nX) (e Xsf( t  — s ) ) — /  f ( t  — s ) ( - X ) e  Xsds
p2n
= — (1 — e 2nX) (e 2nXf  (t — 2 n ) — f (t ) ) +  ^ /  e Xsf  (t — s )ds
Jo
p 2n
= -  (1 -  e - 2nX) - 1 f  (t ) (e - 2nX -  1) -  A (1 -  e - 2nX) - l  e- Xsf  (t -  s )ds
o
= f  (t ) -  Au(t )
Analogously we prove that u defined on (4.4) is a solution of (B.1). Finally, using the expression 
on (B.4) we obtain
d i t
- y u (t ) = - A e - Xt eXs f  (s )ds +  e- Xt eXt f  (t ) = - A u (t ) +  f  (t ) .
dt o
Therefore, the functions defined on (B.2), (B.3), and (B.4) are solutions of (B.1).
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The expressions (B.2) and (B.3) are actually equivalents. Indeed, we have
1 r
u(t) = i  -  l - 2n\  JQ e Xsf (t -  s) ds (R 2 )
and make the substitution s M —r + 2n . Hence, s =  U implies that r = 2n and s = 2n implies 
that r =  U. Moreover, ds = —dr . So
1 r 2n 1 r 0
1 — e- 2*\ I  e~Xsf (t — s ) ds = — 1 — e - 2n X j 27r f  (t + r — ^  ^
Since f  is 2n-periodic, we obtain
r0 e—2n\ ç 2n
eX(r-2n) f  (t + r -  2 n) dr = --------- ^  eXr f  (t + r) dr.
1 -  e-2nX .k n  f ( ) 1 -  e Jo f ( )
Now, we have
e-2nX
1   e —2nX___e^nX _ i
Therefore,
r-2n
U(t) = e2nX -  i  J Q e r f  (t + r) dr . (R 3 )
Let us prove now that the equation (B.1) has a unique solution when À E iZ. Assume that
u 1 , u 2 E C ^  (T 1) are solutions of (B.1). For u = u 1 — u 2 we obtain
d
— u(t) + Àu(t) =  0 , 
dt
or equivalently,
d  (eX‘u( t ) ) = ° ,
which implies that u(t) = ce xt, for some c E C. By the fact that u  is 2n-periodic, we have
u(t) = u( t  + 2 n) = ce-x(t+ 2n) = ce-x te- x 2n = u( t ) e - x 2n ,
for all t  E [U, 2n]. Since A E iZ , we have e- x 2n = 1 and we conclude that u =  U, that is,
u l = u 2 .
To conclude the proof let us see how to obtain the expressions (B.2), (B.3), and (B.4).
If A E i Z  we have that the function t  m  ext is well-defined on T l and so we can write (B.1)
as
d  =  extf  (t).
Hence,




Since u  must be 2n-periodic, we have u (2n ) = u (0) = 0, that is,
eXsf  (s)ds =  0.c
10
-  XtAssume now that A / i Z  and notice that E  e  V ( T l ) defined by E  = (1 — e- 2nX) e- xt is 
a fundamental solution of the operator j~t +  A. Hence, a solution of (B.1) can be expressed as
r 2n




= 1 _  e - 2^ J 0 e S f  (t  _  s )ds (B '2)
□
Lem m a B.2. Are equivalent:
1. There exist C , M  > 0 such that
\k + coßr(n ) _  iq\ > C ( \k\ + (n))-M ,
fo r  all k E Z , [n] E G, 1 < r < dn, whenever k + c0 p r (n ) _  iq = 0.
2. There exist C ,M  > 0 such that
11 _  e±2nG °rr(v)- iq) | >  c (n) - M , (B.5)
fo r  all [n] E G, 1 < r < dn, whenever c0 ß r (n ) _  iq E Z .
Proof. Assume that 2. does not hold, so for all j  E N there exist [nj] E G and 1 <  rj < dj
such that
0  < 1 _  e±2ni(coßrj (Vj )- iq)
Setting c0 = a0 +  ib0, with a0 ,b0 e  R, we have that |Re(g) — b0 p rj (nj)l ^  0 and there exists 
a sequence of integers { k j } such that lkj + a0 p rj (nj) +  Im (g)| ^  0, when j  ^  to . Hence, by 
the Mean Value Theorem we have
1 _  e± 2ni(c0ßrj (Vj )- iq) y  1 _  e± 2n{Re(q)- ßrj (Vj )bo) > e 2 n  |Re(g) -  p kj (hj)bo
and
|sin [2 n  (kj + /irj (hj)ao + Im (g) ) ) 1 >  n  k  + /irj (hj)ao +  Im(g)|
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for j  sufficiently large. Thus,
n  \ kj + prj (pj)ao + Im(q)\ <  | sin (2n (kj + prj (pj)ao +  Im (q))) |
<  2 e2n(Re{q) - llj (nj)bo) \sin (2 n  (kj + p Tj (pj)ao + lm(q) )) 
= 2  Im ( 1 -  e±2ni(^ri {vj)c0- iq)Pj
<  2  1 — e±2ni(rrj (Vj )c0- iq)
We conclude that for j  sufficiently large there exists C  > 0 such that
0 <  \kj + pr, (Pj)co -  iq\ < \Re(q) -  p r .(pj)bo \ + \kj + Pr. (pj)ao + Im(q)
C 1 _  e±2ni(rrj (Vj)co- iq)
< C p ) - j ,
which implies that 1. is not satisfied.
Conversely, assume now that 1. is not valid, so for all j  e  N there exist kj e  Z, [pj] e  (J 
and 1 < rj < dnj such that
0 < \kj + Prj (nj )c o -  iq \ < j ( \kj \ + {nj )) - J.
In particular, we have \kj + p rj (pj) -  iq\ ^  0 and \ Re  (q) -  p rj (pj) \ ^  0 when j  ^  to. The 
ideas to verify that 2. does not hold is similar to the previous case and so the details is omitted. 
For j  sufficiently large, by M ean Value Theorem we obtain a constant C  > 0 such that
1 — e±2ni(r j (nj )co-iq) < 1 — e±2n(Re(q)- ^rj (vj )bo) CQS (2 n  p .  (Vj )a0 + lm(q)) )
+ ± 2n(Re(q)-^rj (Vj)bo) I sin (2n [prj (nj )a0 +  Im(q)) )  \
< 11 — cos (2n (kj + Prj (nj)ao +  Im (q)) ) | + 1 _  e±2n(Re(q) - rrj (nj
+ e±2n(Re(q)-M (nj)bo) \sin (2n (kj + p r . ( j ) a o  + Im(q)))
< C  (\kj + Prj (nj)ao +  Im(q)\ +  \Re(q) — p ^  (nj)&o\)
<  2C\kj  + Prj (nj)co — iq\
< j ( \ k j \  + (nj))- j
< j  (nj)- j ,
and so Condition 2. is not satisfied. □
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