Abstract-This paper presents two novel low-complexity encoding algorithms for quasi-cyclic (QC) codes based on Galois Fourier transform. The key idea behind them is making use of the block diagonal structure of the transformed generator matrix. The first one, named encoding by Galois Fourier transform, is equivalent to the fast implementations of the traditional encoding by Galois Fourier transform. The second one, named encoding in the transform domain (ETD), requires much less computational complexity for encoding binary QC codes. It skips the first step of the first algorithm and applies post-processing to save a large number of Galois field multiplications. Its application to QC-LDPC codes is also studied in this paper. Particularly, the hardware cost of the ETD for RS-based LDPC codes can be greatly reduced by short linear-feedback shift registers.
I. INTRODUCTION
Q UASI-CYCLIC (QC) codes [1] are an important class of linear error-correcting codes in both coding theory and their applications. These codes can asymptotically approach the Gilbert-Varshamov bound [2] . Moreover, their partial cyclic structure simplifies their encoding and decoding implementations by using simple shift registers and logic circuits [3] . In recent years, research on QC codes has focused on one of their subclasses, known as QC low-density parity-check (LDPC) codes [4] - [11] , which have been shown to perform as well as other types of LDPC codes in most applications. QC-LDPC codes have advantages over other types of LDPC codes in hardware implementations of encoding [12] and decoding [5] , [11] . Thus, most LDPC codes adopted as standard codes for various next-generation communication and storage systems are QC. One important development of QC codes is the introduction of matrix transformation via the Galois Fourier transform (GFT) [14] , [15] . In the transform domain, a QC matrix is specified by a block diagonal matrix over a finite field. It has been shown to be amenable to analysis and construction of some QC-LDPC codes [15] . Furthermore, the authors of [16] expanded the analyses of ranks and row-redundancies into most QC-LDPC codes.
An (en, ek) QC code generally is encoded by multiplying a message vector m of length ek with an ek × en generator matrix G consisting of e × e circulants, where e ∈ N. The matrix G is usually systematic [3] with G = [I . . . P] and I being the identity matrix-in the rest of the paper, G is systematic if not stated otherwise. Although encoding of QC codes can be partially parallelized so that the computational units are reduced by a factor of e, the total number of symbol operations is still 2e 2 k(n − k), which is the same as that for general linear codes. In addition, there are fast solutions [17] , [18] (about 10× speedup) for encoding of a special class of (en, e(n − 1)) binary QC codes based on polynomial interpolation techniques and the Winograd convolution.
In this paper, we propose to encode QC codes in the transform domain rather than using direct multiplications in the symbol domain. It is motivated by the fact that the transformed generator matrix after permutation is an e × e block diagonal matrix of k × n submatrices. The steps of the GFT encoding are as follows: 1) perform GFT on the message vector; 2) multiply the resulting vector by the transformed generator matrix; 3) perform inverse GFT on the product vector in the second step to obtain the codeword. The resulting codeword is exactly the same as the codeword generated by the traditional encoding. The GFT encoding requires k times GFT, n times inverse GFT, and e times multiplications between blocks of length k and k × n submatrices (rather than multiplying an ek message vector by an ek × en generator matrix). Thus, its complexity is much lower than that of the traditional one for nonbinary codes. For example, we show that the computational complexity of the GFT encoding of a 64-ary (4095,2016) QC code is only 2.05% of that of the traditional one.
However, the second step of the GFT encoding of binary QC codes still involves a large number of Galois field multiplications. Therefore, we propose to directly encode the binary message in the transform domain to further reduce the complexity, i.e., skip the first step of the GFT encoding. We prove that the vectors generated by encoding in the transform domain (ETD) are also codewords of QC codes. Moreover, to make codewords binary, we devise a simple and fast post-processing step consisting of a mapping with bases of subfields. As a result, 0090-6778 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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the computational complexity of the ETD is much lower than that of the traditional one for binary codes. For example, the computational complexity of the ETD for the CCSDS standard binary (8176, 7154) QC code [20] is 20.97% of that of the traditional one. The ETD algorithm readily applies to QC-LDPC codes with full rank parity-check matrices. However, there are many QC-LDPC codes, especially algebraic LDPC codes [5] , [11] , [14] , [22] - [26] , whose parity-check matrices are abundant in redundant rows, i.e., rank deficient. By carefully constructing the transformed generator matrix according to the rank of the diagonal matrices on the transformed parity-check matrix, our proposed ETD algorithm works for such QC-LDPC (or QC) codes as well. In particular, for certain QC-LDPC codes, e.g., RS-based LDPC codes [11] , we show that each submatrix lying on the diagonal of their transformed generator matrices defines a cyclic code. Thus, the hardware cost of the ETD algorithm for these QC-LDPC codes can be efficiently reduced by simple linear-feedback shift registers (LFSRs).
The rest of this paper is organized as follows. Section II introduces QC codes and the matrix transformation. Section III gives the GFT encoding as well as its complexity analysis. In Section IV, we present the ETD for nonbinary and binary QC codes. Section V is concerned with the ETD for QC-LDPC codes. Section VI concludes the paper.
II. INTRODUCTION OF MATRIX TRANSFORMATION

A. Matrix Transformation
In this section, we briefly describe QC codes and matrix transformations of their generator matrices and parity-check matrices, and refer readers to [14] , [15] for more details.
Let W = [w ij ], 0 ≤ i, j < e, be an e × e circulant matrix over GF(q), i.e., every row is a cyclic-shift (one place to the right) of the row above it, including end-around. Then, we write W = circ(w), where w is its first row, called the generator of W [27] . A q-ary (en, ek) QC code of length en is given by the row space of a k × n block matrix G, generator matrix, whose entries are e × ecirculant matrices (or simply circulants)
The code is the null space of an (n − k) × n block matrix H = [A i,j ], parity-check matrix, consisting of circulants of the same size, where
Consider a finite field of q elements GF(q). Let α be an element of GF(q) with order e and w be an e-tuple over GF(q), where e is a factor of q − 1. Here, we consider only the case e = q − 1. The other cases are similar. The GFT of the e-tuple w [19] over GF(q), denoted by d = w F , is given by
for 0 ≤ t < e.
The vector w, which is called the inverse GFT of the vector d, denoted by w = d F −1 , can be reconstructed from
Consider an e × e circulant W = circ(w). Define two e × e matrices over GF(q) as follows:
Both matrices, V and V −1 , known as Vandermonde matrices [19] , [28] , are non-singular. Moreover, V −1 is the inverse of V and vice versa. Taking the matrix product V −1 WV, we obtain the following diagonal matrix over GF(q):
where the diagonal vector
is the GFT of the generator w of W. The diagonal matrix W F = V −1 WV is referred to as the GFT of the circulant W.
Let k and n be two positive integers.
, where w i,j is the generator of the circulant W i,j . Next, we define Ω(n) as a block diagonal matrix of V's and
Then the transformed generator matrix G F is
where 
The transformation from G to G F,π through G F is reversible. The reverse process is called the inverse matrix transformation, denoted by {F −1 , π −1 }.
B. Conjugacy Constraint
If w is an e-tuple over GF (2) , its GFT d is an e-tuple over GF(2 r ), i.e., q = 2 r . The components must satisfy the following constraint [19] :
for 0 ≤ t < e, where (2t) e is defined as
This condition is known as the conjugacy constraint, which is the key constraint of the binary case in Section IV-B. Following this constraint, it is natural to partition the set {0, 1, . . . , e−1} into λcyclotomic cosets modulo e,
where t i is its coset representative, η i is the least integer satisfying (2 η i t i ) e = t i , and η i divides r [19] .
If the matrix G consisting of circulants and zero matri-
Here, we define
Or the submatrices on the main diagonal of the block diagonal matrix G F,π satisfy the conjugacy constraint [19] 
i.e., the entry at location (i, j) of D (2t) e is the square of the entry at location (i, j) of D t . We call the matrix D (2t) e a conjugate matrix of D t . Following the definition of conjugate matrix, we can group all the submatrices on the main diagonal
, where
The member matrix D t i is called the representative of the conjugacy class Ψ i .
In the rest of this paper, we consider only the case q = 2 r and e = 2 r − 1. The other cases in which e is odd are similar. If the circulant size e is even, it is required to decompose these circulants into smaller circulants of odd size e [17] , [25] , where e |e.
III. ENCODING OF QC CODES BY GALOIS FOURIER TRANSFORM
In this section, we will derive the encoding by Galois Fourier transform (GFT encoding) of QC codes, which is similar to fast implementations of filtering by discrete Fourier transform in signal processing. Complexity analysis shows that it requires much less computations than the traditional one thanks to the block diagonal structure of G F,π .
Consider an (en, ek) QC code C over GF(2 r ) whose code rate is k/n. Recall that its generator matrix 
, where m
. As a result, c j can be computed by GFT
. (13) From (7) and (13), we have c
. Due to its block diagonal structure, multiplying a vector of length ek by such an ek × en matrix can be computed on e submatrices D i 's of size k × n separately. Thus, the number of operations can be efficiently reduced by a factor e. This approach is quite similar to the well-known fast implementations of filtering by discrete Fourier transform. It greatly reduces the computational complexity of encoding of nonbinary QC codes. For nonbinary QC codes, the computational complexity of the GFT encoding is given as follows.
First, the multiplication between m F and G F involves e(n − k)(k − 1) Galois field additions and e(n − k)k Galois field multiplications. Second, there are k times GFT and n times inverse GFT in the processing of the GFT encoding. The computational complexity of GFT of length e implemented by the Galois fast Fourier transform (GFFT) [21] is less than e(log 2 e) log 2 (3/2) Galois field multiplications and e 2 /(log 2 e) log 2 (8/3) Galois field additions. Consider that each Galois addition costs r bit operations, and each Galois multiplication costs r 2 bit operations. We compare the computational complexity of the GFT encoding of QC codes with that of the traditional one in terms of bit operations in Table I . Since r ≈ log 2 e, the overall computational complexity of the GFT encoding is less than ek(n − k)(log 2 2 e + log 2 e) + (n + k)e(log 2 e) log 2 6 +(n + k)e 2 (log 2 e) log 2 (3/4) in terms of bit operations. It is seen that the computational complexity of the GFT encoding is about R ≈ e times lower than that of the traditional one.
Example 1: Consider a 64-ary (4095, 2016) QC code with circulant size 63, i.e., n = 65, k = 32, n − k = 33, e = 63 and r = 6. The GFT encoding requires 3604674 bit operations while the traditional encoding requires 176033088 bit operations. In other words, the computational complexity of the GFT encoding is only 2.05% of that of the traditional one. In terms of the memory consumption of the GFT encoding, it is clear that the biggest expenses on memory are for the transformed generator matrix G F,π . Since it is a block diagonal matrix, we only have to store e submatrices D i , 0 ≤ i < e. Each of the submatrices D i requires only the memory consumption of k(n − k) Galois symbols, if they are systematic. Thus, the overall memory consumption of the GFT encoding is ek(n − k) Galois symbols, which is the same as that of the traditional encoding.
IV. ENCODING OF QC CODES IN TRANSFORM DOMAIN
As mentioned in Section III, the GFT encoding can greatly reduce the complexity of encoding of nonbinary QC codes. However, its efficiency decreases for binary codes, because it involves many Galois field multiplications in the vector-matrix multiplication. Thus, we propose to encode a binary message m directly in the transform domain to save these Galois field multiplications. The encoding in the transform domain (ETD) is presented as follows.
First, we will prove the vector generated by the ETD is a codeword of the QC code C. Then, for binary QC codes, a pre-processing step is proposed to guarantee that the generated vector is binary. Finally, a fast and simple post-processing step instead of the pre-processing step is used to save Galois field multiplications in the vector-matrix multiplication.
A. ETD of nonbinary QC Codes
As depicted in Fig. 1 , the only difference between the ETD and the GFT encoding is that the vector-matrix multiplication is between m and G F rather than m F and G F . Its steps are summarized as follows.
Algorithm 1 The Encoding of QC Codes in the Transform Domain
Input:
The message m of ek symbols;
The ek × en transformed generator matrix,
The transmitted codeword c of en symbols;
Steps:
1) The message m is encoded into the transformed codeword c F by the transformed generator matrix G F ,
2) The transmitted codeword c is obtained by the inverse GFT from c F 's,
Theorem 1:
The vector c generated from a message vector m by the ETD is a codeword of the QC code C.
Proof: Suppose that H is the parity-check matrix of the QC code C. Since
Because Ω(k) is a nonsingular matrix
Suppose that m is a vector of length ek over GF(2 r ). Then the vector c is
where c F = m · G F is named as the transformed codeword. The vector c is a codeword of the QC code C from (17), because
Moreover, since G F · Ω −1 (n) has full rank, the mapping from m to c is one-to-one. As a result, the above equations can be viewed as an encoding in the transform domain.
The computational complexity and the memory consumption of the ETD are basically the same as those of the GFT encoding (Table I) except that the ETD requires less k times GFT on the message vector m.
B. ETD of Binary QC Codes
If the QC code is binary, the message vector m in Algorithm 1 is binary, i.e., one bit per symbol. However, there is no guarantee that the transmitted codeword c from Algorithm 1 is binary. The submatrices W F i,j 's of G F satisfy the conjugacy constraint (11) , but the binary message vector m may not. Thus, the transformed codeword c F , the product of m and G F (14), may not satisfy the conjugacy constraint. In other words, the transmitted codeword c may not be binary. In this case, many more bits are needed to transmit the codeword, resulting in code rate reduction. Here, we propose a fast and simple mapping using subfield bases on the message vector m to make sure that the transmitted codeword c is also binary. In addition, to reduce the computational complexity of the first step of the ETD, a post-processing step on the transformed codeword c F , which is equivalent to pre-processing of the message vector m, will be presented.
Recall the conjugacy constraint (9) for a binary vector. For the transformed codeword c F , it means
We now show that if the message vector m is pre-processed by bases of subfields, then (19) . A detailed proof of this fact is given the Appendix. The following lemma shows that the transformed vector:
encoded from the pre-processed messagem satisfies the conjugacy constraint.
Lemma 1:
The transformed vectorĉ F =m · G F encoded from the pre-processed messagem satisfies the conjugacy constraintĉ 
Direct computation of (23) involves k Galois field multiplications and k − 1 Galois field additions over GF(2 r ), since botĥ m and W F s,j are non-binary symbols over GF(2 r ). Then, we rewrite (23) aŝ
wherec
. Equation (24) shows that the mapping on message m(20) and the mapping onc F (24) result in the sameĉ F , which satisfies the conjugacy constraint. However, the mapping onc F (24) involves much less Galois field multiplications than the one on message m(20). First, the computation of (21) Based on (24), we derive the simplified ETD algorithm and depict its block diagram in Fig. 2 (d s,j,0 ,d s,j,1 , . . . ,d s,j,e−1 ) for
Algorithm 2 The Encoding of Binary QC Codes in the Transform Domain
Input:
The message m of ek bits;
The ek × en transformed generator matrixG F ;
Output:
The binary transmitted codeword c of en bits; Steps:
1) The message m is encoded intoc
2)c F is mapped into the conjugacy constraint satisfied codewordĉ
3) The binary transmitted codeword c is obtained by the inverse GFT fromĉ F 's,
Theorem 2:
The vector c generated from a binary message vector m by the ETD of binary QC codes is a binary codeword of the QC code C.
Proof: From (24), the pre-processing and the postprocessing produce the same codeword. Here, we prove that the ETD by pre-processing generates valid binary codewords.
By the pre-processing mapping (20) , we have a nonbinary message vectorm. The rest of steps are exactly the same as those of the ETD of nonbinary QC codes. Therefore, the generated vector c is a valid codeword from Theorem 1. In addition, according to Lemma 1, the codeword c is binary. The ETD algorithm by post-processing is processed as follows:
We present the computational complexity of the proposed ETD algorithm step by step. Since m is binary, the first step of encoding involves only ek(n − k) binary field multiplications and e(k − 1)(n − k) Galois field additions. In the second step, eachĉ
needs η i Galois field multiplications and η i − 1 Galois field additions; it also requires η i − 1 Galois field multiplications to calculate the other elementsĉ
, 0 < μ < η i , in each cyclotomic coset C t i . In summary, the computational complexity of this step is n(2e − λ) Galois field multiplications and n(e − λ) Galois field additions.
Step 3 requires n times GFFT. The computational complexity of GFFT [21] over GF(2) is less than e 2 /(log 2 e) log 2 (8/3) Galois field additions and e(log 2 e) log 2 (3/2) binary field multiplications. Hence, the complexity of the third step is less than ne 2 /(log 2 e)
Galois field additions and ne(log 2 e) log 2 (3/2) binary field multiplications.
In Table II , we compare the computational complexity of the ETD of binary QC codes with that of the traditional one in terms of bit operations. The overall computational complexity of the ETD is less than ek(n − k) log 2 e+n(2e − λ) log 2 2 e + n(e − λ) log 2 e + ne 2 (log 2 e) log 2 (3/4) . Thus the (3/4) ) times lower than that of the traditional one. Moreover, if n and k are much greater than e, Step 1 costs most computations and dominates the computational complexity, and thus the complexity of the transformed encoding can be simplified as R ≈ 2e/ log 2 e.
Furthermore, as stated in Section II, if the circulant size e is even and there exists an odd number, e , where e |e, we can decompose these circulants into smaller circulants of size e . Then G, the generator matrix of the (en, ek) QCcode, becomes a (ke/e ) × (ne/e ) matrix of e × e circulant matrices. If e = 2 r − 1, the computational complexity is less than (e 2 k(n − k) log 2 e /e ) + (2ne − (ne/e )λ) log 2 2 e + (ne − (ne/e )λ) log 2 e + nee (log 2 e) log 2 (3/4) . Example 3: Consider a binary (4095, 2016) QC code with circulant size 63, i.e., n = 65, k = 32, n − k = 33, e = 63, r = 6 and λ = 13. The ETD requires 796758 bit operations while the traditional encoding requires 8382528 bit operations. In other words, the computational complexity of the ETD is only 9.50% of that of the traditional one. The ETD requires k = 32 times GFFT at the decoder side, which costs about 60377 bit operations. The overall computational complexity of the ETD is only 10.23% of that of the traditional one.
Example 4: Consider the CCSDS standard binary (8176, 7154) QC-LDPC code with circulant size 511, i.e., n = 16, k = 14, n − k = 2, e = 511, r = 9 and λ = 59. The ETD requires 3066669 bit operations while the traditional encoding requires 14622776 bit operations. In other words, the computational complexity of the ETD is only 20.97% of that of the traditional one. The ETD requires k = 14 times GFFT at the decoder side, which costs about 1737832 bit operations. The overall computational complexity of the ETD is only 32.86% of that of the traditional one.
In terms of the memory consumption, it is clear that most memory is spent on storing the variationG F of the transformed generator matrix G F = [W 
, which is the same as that of the traditional encoding.
C. Comparison Between ETD and GFT Encoding
Here, we would like to discuss the differences between the ETD and the GFT encoding. Another important difference between them for QC-LDPC codes will be mentioned in the next section. by k times GFFT of length e after the decoder has estimated the codeword c. In other words, if encoders adopt the ETD, decoders need k times GFFT to recover the original message. In contrast to the ETD, the GFT encoding performs k times GFFT in the encoder side. As mentioned above, they provide a tradeoff between the complexity of encoders and the complexity of decoders.
Furthermore, thanks to its post-processing, the ETD is more hardware-efficient than the GFT encoding for binary QC codes. In the above subsection, we mentioned that the post-processing involves only representatives, while the pre-preocessing involves all the diagonal elements in W F s,j . The GFT encoding also involves all the diagonal elements. If we store representatives and compute the rest of the elements from them, besides k times GFFT, the GFT encoding requires about k(n − k)(e − λ) Galois field multiplications more than the ETD. Moreover, since m is a binary vector, the multiplication between m and the transformed generator matrixG F only involves ek(n − k)binary multiplications and e(k − 1)(n − k) Galois field additions. For example, for the binary (4095, 2016) QC code in the above subsection, the GFT encoding requires 2777393 bit operations. In other words, the computational complexity of the ETD is only 28.69% of that of the GFT encoding. The ETD requires k = 32 times GFFT at the decoder side, it costs about 60377 bit operations. The overall computational complexity of the ETD is only 30.86% of that of the GFT encoding.
V. ENCODING OF QC-LDPC CODES
IN THE TRANSFORM DOMAIN An LDPC code usually is defined by either its Tanner graph or its parity-check matrix. In this paper, we describe an (en,K) QC-LDPC code by its parity-check matrix, which can be simply denoted by a sparse (n − k) × n matrix consisting of e × e circulants
where K ≥ ek.
The authors of [12] proposed to compute the generator matrix G with quasi-cyclic structure from the parity-check matrix based on matrix inversion. To make the generator matrix form by circulants, it needs to search a subarray of the parity-check matrix whose rank is equal to the rank of parity-check matrix. Such a subarray involves m ≥ n − k blocks of circulants. Thus, only the first (n − m )e ≤ K bits of the codeword are identical to original message bits by the traditional encoding and the GFT encoding.
However, the ETD does not have such problem, since it involves with the transformed generator matrix which can be directly constructed from the transformed parity-check matrix [15] . And the submatrices on the diagonal of the transformed generator matrix can be put in systematic form independently. In other words, the transformed codeword by the ETD always directly contains the original message m no matter whether H is full rank or not. In the sequel, we separately treat the ETD of QC-LDPC codes with full rank H and rank deficient H. Last we present the implementation of the ETD for RS-based LDPC codes by simple LFSRs.
Following the expressions in [15] , we will use G F,π instead of G F or its variationG F in this section.
A. ETD of QC-LDPC Codes With Full Rank Parity-Check Matrices
Suppose that C is an (en, K) QC-LDPC code defined by its full rank parity-check matrix H = [A i,j ]. Similar to (8) 
To facilitate encoding, the diagonal matrices D i 's should satisfy the conjugacy constraint (12) and be systematic. We thus propose to compute the systematic matrix D i from the matrix B i , which is systemized from B i by Gaussian elimination. In other words,
Suppose that H F,π has full rank, i.e., K = ek. It is clear that Thus, the ETD of QC-LDPC codes in this case is the same as described in the above section. It is worth mentioning that Gaussian elimination may require different column permutations on different B i 's, which result in additional complexity for decoders to permute the codeword. To avoid the column permutations in Gaussian elimination, we can permute all B i 's in G F,π in the same way in advance such that the last n − k columns of all B i 's are linearly independent. In fact, it is equivalent that the last (n − k) × (n − k) subarray of circulants of the parity-check matrix H has full rank as proposed in [12] .
B. ETD of QC-LDPC Codes With Rank Deficient Parity-Check Matrices
The parity-check matrices of many QC-LDPC codes, especially algebraic QC-LDPC codes [5] , [11] , [14] , [22] - [25] , [29] , are rank deficient, i.e., K = ek. In some cases, more than half rows of their parity-check matrices are redundant. As a result, there exist rank deficient block diagonal matrices in their transformed parity-check matrices. Consequently, their diagonal matrices B i 's have different ranks, with ρ i = rank(B i ) ≤ n − k, i = 0, 1, . . . , e − 1, such that
Thus, the diagonal matrices D i 's on the transformed generator matrices have different sizes and ranks, with 
Thus, the ETD of QC-LDPC codes with rank deficient paritycheck matrices is similar to Algorithms 1 and 2 as well. 
which consists of CPMs and ZMs of size e = 3. By the matrix transformation, we obtain the transformed parity-check matrix
and α is a primitive element. Thus, the transformed generator matrix
be obtained by Gaussian elimination
The bases of subfields are given by the following table
Consider a binary message vector m = [1 1 0 0 1]. The ETD algorithm is processed as follows. 
Remarks:
The rank of any 9 × 6 submatrix of H is less than 7, the rank of H. Therefore, we have to use a 9 × 9 submatrix to perform matrix inversion to obtain G in quasi-cyclic form. In other words, only the first 3 bits rather than 5 in the codeword by the traditional encoding and the GFT encoding are identical to those of the message vector.
C. ETD for RS-Based LDPC Codes with LFSRs
Let p be the largest prime factor of e = 2 r − 1 and 2 r − 1 = cp. Let α be a primitive element of GF(2 r ). Suppose β = α c , then {1, β, β 2 , . . . , β p−1 } form a cyclic subgroup of the multiplicative group of GF(2 r ). The parity-check matrix H of a binary RS-based LDPC code [15] is dispersed from the following base matrix over GF(2 r ):
where 1 < m < p. The null space of B gives a cyclic RS code whose generator polynomial has β, β 2 , . . . , β m as roots. Since H consists of circulant permutation matrices and zero matrices, the transformed parity-check matrix H F,π = diag (B 0 , B 1 , . . . , B e−1 ) , where B t = B
•t , t = 0, 1, . . . , e − 1 [15] . If t is equal to 0 or divisible by p, B t is an all "1" matrix. 
If as roots [15] . Therefore, we can construct each D t as 
where g i,t is the coefficient of the generator polynomial g t (x) = r l=1 (x + β tl ). It's clear that D t 's keep the conjugacy constraint. As a result, the first two steps of the ETD algorithm can be accomplished by several simple LFSRs as shown in Fig. 3 . For the first type of D t (26) , such an LFSR needs one register and one Galois field adder. For the second type of D t (27) , such an LFSR needs m registers, m Galois field multipliers and m Galois field adders. Thanks to the conjugacy constraint, we only need one LFSR for each conjugacy class, which contains r elements on average. Because there are e/p integers t, 0 < t < e, which are divisible by p, we need about e/(pr) LFSR's for the first type and about e(p − 1)/(pr) LFSR's for the second type. Therefore, the hardware implementation of the first two steps (20) and (21) of the ETD by pre-processing only costs about em /r registers, em /r Galois field multipliers and em /r Galois field adders.
Here, we mainly discuss the binary RS-based LDPC codes in [15] for simplicity. There are other QC-LDPC codes [11] , [13] , [15] where each submatrix lying on their transformed generator matrices is also defined by a nonbinary cyclic code. The approach is similar for the other codes.
VI. CONCLUSION
In this paper, we have proposed two low-complexity encoding algorithms for QC codes by Galois Fourier transform, the GFT encoding and the ETD. Their computational complexities are much lower than the traditional encoding of QC codes. Their memory consumption is the same as that of the traditional one. To further simplify the ETD of binary QC codes, a postprocessing step is devised to guarantee that the transmitted codeword is binary. In addition, it has been shown that the ETD is applicable to both QC-LDPC codes with full rank paritycheck matrices and QC-LDPC codes with rank deficient parity-check matrices. Last, we show that the hardware implementation of the ETD for RS-based LDPC codes can be simplified by simple LFSRs.
APPENDIX
Theorem 3:
Let η i be the size of ith conjugacy class. The mapping from a binary vector z to a vectorẑ over GF(2 r ),
is one-to-one correspondence, where {β l } is a basis of the subfield GF(2 η i ). Furthermore,ẑ satisfies the conjugacy constraint. Proof: First, we prove that it is a one-to-one correspondence mapping. It can be proved by contradiction. Suppose that there exist two distinct vectors z (1) and z (2) which are mapped into the same vectorẑ, i.e.,
Since x 2 + y 2 = (x + y) 2 holds in the extension fields of GF(2), we have 
