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a b s t r a c t
In this paper, the discounted penalty (Gerber–Shiu) functions for a riskmodel involving two
independent classes of insurance risks under a threshold dividend strategy are developed.
We also assume that the two claim number processes are independent Poisson and
generalized Erlang (2) processes, respectively. When the surplus is above this threshold
level, dividends are paid at a constant rate that does not exceed the premium rate. Two
systems of integro-differential equations for discounted penalty functions are derived,
based on whether the surplus is above this threshold level. Laplace transformations of
the discounted penalty functions when the surplus is below the threshold level are
obtained. And we also derive a system of renewal equations satisfied by the discounted
penalty function with initial surplus above the threshold strategy via the Dickson–Hipp
operator. Finally, analytical solutions of the two systems of integro-differential equations
are presented.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
It is well known that the classical risk process without constraints and related problems have been studied profoundly,
see Bowers et al. [1, Chapter 13], [2–4] and references therein. Gerber and shiu [5] introduced a new discounted penalty
function to describe the surplus immediately before ruin besides the deficit at ruin and the time of ruin. Soon, much of the
literature on the Gerber–Shiu discounted penalty function was extensively developed, for instance in [6–10].
Dividend strategies for insurance risk models were first proposed in [11] to characterize, more realistically, the surplus
cash flows in an insurance portfolio. Barrier strategies for the compound Poisson risk model have been studied in detail by
numerous authors [12–17].
Other kinds of generalizations of the classical risk processes are inspired by the extensive investigations of Erlang
distribution,which is one of themost commonly used distributions in queuing and risk theory. It iswell known that claims in
a Spare Andersen riskmodel are assumed to follow an Erlang or a generalized Erlang process. Some recent results addressed
the issue of Spare Andersen risk models can be found, e.g., in [18–23].
In this paper, we link the two trends above, and investigate the discounted penalty (Gerber–Shiu) functions for a risk
model involving two independent classes of insurance risks under a threshold dividend strategy.
For an insurer’s surplus process under the threshold strategy, denote by u ≥ 0 the initial surplus, by b > 0 the constant
barrier level, and by c1 > 0 the annual premium rate. Let α (0 < α < c1) be the annual dividend rate, i.e., when the
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surplus is above the barrier b, dividends are paid at rate α. In this case, the net premium rate after dividend payments is
c2 = c1 − α ≥ 0. More details on this issue can refer to [24,16].
As a consequence, we consider the following risk process
Ub(t) =
{
u+ c1t − S(t), if 0 ≤ Ub(t) < b,
u+ c2t − S(t), if Ub(t) ≥ b,
where u is the amount of initial surplus, c the constant rate of premium, {S(t); t ≥ 0} the claim remaining process. Here we
also assume that S(t) is generated from two classes of insurance risks, i.e.,
S(t) = S1(t)+ S2(t) =
N1(t)∑
i=1
Xi +
N2(t)∑
j=1
Yj, t ≥ 0, (1.1)
where {Xi}i≥1 are the claim sizes from the first class, assumed to be i.i.d. positive random variables with a common
distribution function (c.d.f.) P and density function (p.d.f.) p, while {Yj}j≥1 are the claim sizes from the second class, assumed
to be i.i.d. positive random variables with a c.d.f. Q and p.d.f. q. Denote by µX and µY the means of X and Y , and by
pˆ(s) = ∫∞0 e−sxp(x)dx and qˆ(s) = ∫∞0 e−syq(y)dy, the Laplace transforms of p and q, respectively.
The claim number process {N1(t); t ≥ 0} is assumed to be a Poisson process with parameter λ, that is, the corresponding
claim inter-arrival times, denoted by {Wi}i≥1, are i.i.d. exponentially distributed random variables with parameter λ. By
contrast, {N2(t); t ≥ 0} is a renewal process with i.i.d. claim inter-arrival times {Vj}j≥1, which are independent of {Wi}i≥1
and generalized Erlang (2) distributed, i.e., Vj := Li1 + Li2, where the {Li1}i≥1 are i.i.d. exponentially distributed r.v.s with
parameter λ1 and {Li2}i≥2 are i.i.d. exponentially distributed r.v.s with parameter λ2 (possibly different from λ1). We also
assume that {Xi; i ≥ 1} and {Yj; j ≥ 1} are mutually independent, moreover all independent of {N1(t); t ≥ 0} and
{N2(t); t ≥ 0}. Meanwhile, c2 > λµX + [λ1λ2/(λ1 + λ2)]µY provides a positive loading condition.
Now we introduce some basic conceptions, the descriptions are slightly different from [10]. Define
Tb = inf{t ≥ 0 | Ub(t) < 0} (∞, otherwise)
to be the ruin time, and
Ψ (u, b) = P(Tb <∞ | U(0) = u), (u ≥ 0),
to be the ultimate ruin probability. Further define J to be the cause-of-ruin random variable; J = j, if the ruin is caused by a
claim of class j (j = 1, 2), then ruin probability Ψ (u, b) can be decomposed as Ψ (u, b) = Ψ1(u, b)+ Ψ2(u, b), where
Ψj(u, b) = P{Tb <∞, J = j | U(0) = u}, u ≥ 0, j = 1, 2, (1.2)
is the ruin probability due to a claim of class j.
Let ωj(x, y), for x, y ≥ 0, j = 1, 2, be the non-negative values of two possibly distinct penalty functions. For δ > 0, and
j = 1, 2, define
φj(u, b) = E[e−δTbωj(U(Tb−), |U(Tb)|)I(Tb <∞, J = j) | U(0) = u], u ≥ 0,
to be the expected discounted penalty (Gerber–Shiu) function at ruin, if the ruin is caused by a claim of class j, for the surplus
U(Tb−) before ruin and the deficit |U(Tb)| at ruin.
As indicated in [10], the Gerber–Shiu functions are no longer time homogeneous, due to the assumption that the claim
inter-arrival times from the second class are Erlang (2) distributed. Therefore, we assume that a claim from the second class
occurs exactly at time 0. Moreover, generally, we also define the Gerber–Shiu functions, denoted by φj(u, τ ), as bivariate
functions of current reserve u and the length of time τ , elapsed since the time of the last claim from the second class (the
surplus process renews itself at these points). The main objects of research are φj(u, b, 0) = φj(u, b), j = 1, 2, and
ξj(u, b) = E[e−δ(Tb−t)ωj(U(Tb−), |U(Tb)|)I(Tb <∞, J = j) | L11 = t,U(0) = u],
the Gerber–Shiu functions at the time of the realization of {Li1}i≥1. Then, by the law of total probability, for j = 1, 2, we have
φj(u, b, τ ) = φj(u, b)P(L11 > τ)+ ξj(u, b)P(L11 < τ)
= e−λ1τφj(u, b)+ (1− e−λ1τ )ξj(u, b).
For simplicity of notations, we introduce several basic descriptions, for j = 1, 2,
φj(u, b) =
{
φ
(1)
j (u), if 0 ≤ u ≤ b,
φ
(2)
j (u), if u > b;
and
ξj(u, b) =
{
ξ
(1)
j (u), if 0 ≤ u ≤ b,
ξ
(2)
j (u), if u > b.
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The rest of the paper is organized as follows. In Section 2 two systems of integro-differential equations forφ(1)j (u),φ
(2)
j (u),
ξ
(1)
j (u) and ξ
(2)
j (u) (for j = 1, 2) are derived. Laplace transformations of functions φ(1)1 (u), φ(1)2 (u), and ξ (1)1 (u), ξ (1)2 (u),
as well as φ(1)1 (0) and φ
(1)
2 (0), are obtained for the case 0 ≤ u < b in Section 3. In Section 4 we derive a system of
renewal equations satisfied by the discounted penalty functions with initial surplus above the threshold strategy via the
Dickson–Hipp operator. Analytical solutions of the two systems of integro-differential equations are presented in the final.
2. System of integro-differential equations
2.1. For any 0 ≤ u ≤ b, we employ the basic idea of [16]
Let M = W1 ∧ L11, we can deduce the equations by conditioning on the time M and the amount X1 of the first claim. It
needs to distinguish between two possibilities. First, 0 ≤ t ≤ (b − u)/c1, the surplus has not yet reached the barrier b, so
the surplus immediately before time t is u+ c1t . Second, t > (b− u)/c1, that is no claim occurs before the surplus exceeds
barrier b, hence the surplus immediately before time t is b+ c2(t − (b− u)/c1) and has three possibilities at time t , that is
more than b, less than 0 or between 0 and b. By means of the law of total probability, we then get that
φ
(1)
1 (u) =
∫ b−u
c1
0
P(M = t,M = W1) · e−δt
[∫ u+c1t
0
φ
(1)
1 (u+ c1t − x)p(x)dx
+
∫ ∞
u+c1t
ω1(u+ c1t, x− u− c1t)p(x)dx
]
dt
+
∫ ∞
b−u
c1
P(M = t,M = W1) · e−δt
∫ ∞
b+c2
(
t− b−uc1
) ω1
(
b+ c2
(
t − b− u
c1
)
,
x− b− c2
(
t − b− u
c1
))
p(x)dxdt
+
∫ ∞
b−u
c1
P(M = t,M = W1) · e−δt
∫ c2(t− b−uc1 )
0
φ
(2)
1
(
b+ c2
(
t − b− u
c1
)
− x
)
× p(x)dxdt +
∫ ∞
b−u
c1
P(M = t,M = W1) · e−δt
∫ b+c2(t− b−uc1 )
c2
(
t− b−uc1
) φ(1)1
(
b+ c2
(
t − b− u
c1
)
− x
)
p(x)dxdt
+
∫ b−u
c1
0
P(M = t,M = L11) · e−δtξ (1)1 (u+ c1t)dt +
∫ ∞
b−u
c1
P(M = t,M = L11) · e−δtξ (2)1 (u+ c1t)dt. (2.1)
Since P(M = W1) = λ/(λ+ λ1),P(M = L11) = λ1/(λ+ λ1), and P(M > t|M = W1) = P(M > t|M = L11) = e−(λ+λ1)t ,
(2.1) can be rewritten as
φ
(1)
1 (u) = λ
∫ b−u
c1
0
e−(λ+λ1+δ)t ·
[∫ u+c1t
0
φ
(1)
1 (u+ c1t − x)p(x)dx+
∫ ∞
u+c1t
ω1(u+ c1t, x− u− c1t)p(x)dx
]
dt
+ λ
∫ ∞
b−u
c1
e−(λ+λ1+δ)t ·
∫ ∞
b+c2(t− b−uc1 )
ω1
(
b+ c2
(
t − b− u
c1
)
, x− b− c2
(
t − b− u
c1
))
p(x)dxdt
+ λ
∫ ∞
b−u
c1
e−(λ+λ1+δ)t ·
∫ c2(t− b−uc1 )
0
φ
(2)
1
(
b+ c2
(
t − b− u
c1
)
− x
)
p(x)dxdt
+ λ
∫ ∞
b−u
c1
e−(λ+λ1+δ)t ·
∫ b+c2(t− b−uc1 )
c2
(
t− b−uc1
) φ(1)1
(
b+ c2
(
t − b− u
c1
)
− x
)
p(x)dxdt
+ λ1
∫ b−u
c1
0
e−(λ+λ1+δ)t · ξ (1)1 (u+ c1t)dt + λ1
∫ ∞
b−u
c1
e−(λ+λ1+δ)t · ξ (2)1 (u+ c1t)dt. (2.2)
Changing variables in (2.2) by s = b+ c2(t − b−uc1 ), setting
σ1(u) =
∫ u
o
φ
(1)
1 (u− x)p(x)dx+ ω1p(u), ω1p(s) =
∫ ∞
s
ω1(s, x− s)p(x)dx,
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and by a bit of algebra, we can get that
c2φ
(1)
1 (u) = λ
∫ b
b− c2(b−u)c1
e−(λ+λ1+δ)[
s−b
c2
+ b−uc1 ] · σ1
(
b+ c1(s− b)
c2
)
ds
+ λ
∫ ∞
b
e−(λ+λ1+δ)[
s−b
c2
+ b−uc1 ]
∫ ∞
s
ω1(s, x− s)p(x)dxds
+ λ
∫ ∞
b
e−(λ+λ1+δ)[
s−b
c2
+ b−uc1 ]
∫ s−b
0
φ
(2)
1 (s− x)p(x)dxds
+ λ
∫ ∞
b
e−(λ+λ1+δ)[
s−b
c2
+ b−uc1 ]
∫ s
s−b
φ
(1)
1 (s− x)p(x)dxds
+λ1
∫ b
b− c2(b−u)c1
e−(λ+λ1+δ)[
s−b
c2
+ b−uc1 ]ξ (1)1
(
b+ c1(s− b)
c2
)
ds
+ λ1
∫ ∞
b
e−(λ+λ1+δ)[
s−b
c2
+ b−uc1 ]ξ (2)1
(
b+ c1(s− b)
c 2
)
ds. (2.3)
Taking 1st derivative with respect to u on both sides of (2.3) yields
c1 · dduφ
(1)
1 (u) = (λ+ λ1 + δ)φ(1)1 (u)− λ · σ1(u)− λ1 · ξ (1)1 (u). (eq. 2.1)
Set Z = W1 ∧ L12; using the similar deductions as (2.1), we can get
ξ
(1)
1 (u) =
∫ b−u
c1
0
P(Z = t, Z = W1) ·
[∫ u+c1t
0
ξ
(1)
1 (u+ c1t − x)p(x)dx
+
∫ ∞
u+c1t
ω1(u+ c1t, x− u− c1t)p(x)dx
]
dt +
∫ ∞
b−u
c1
P(Z = t, Z = W1)
× e−δt
∫ ∞
b+c2
(
t− b−uc1
) ω1
(
b+ c2
(
t − b− u
c1
)
, x− b− c2
(
t − b− u
c1
))
p(x)dxdt
+
∫ ∞
b−u
c1
P(Z = t, Z = W1) · e−δt
∫ c2(t− b−uc1 )
0
ξ
(2)
1
(
b+ c2
(
t − b− u
c1
)
− x
)
× p(x)dxdt +
∫ ∞
b−u
c1
P(Z = t, Z = W1) · e−δt
∫ b+c2(t− b−uc1 )
c2
(
t− b−uc1
) ξ (1)1
(
b+ c2
(
t − b− u
c1
)
− x
)
p(x)dxdt
+
∫ b−u
c1
0
P(Z = t, Z = L12) ·
∫ u+c1t
0
φ
(1)
1 (u+ c1t − y)q(y)dydt. (2.4)
Due to P(Z = W1) = λ/(λ + λ2), P(Z = L12) = λ2/(λ + λ2) and P(Z > t|Z = W1) = P(Z > t|Z = L12) = e−(λ+λ2)t ,
instead of variables b+ c2(t − b−uc1 ) in (2.4) by s, then (2.4) can be represented as
c2ξ
(1)
1 (u) = λ
∫ b
b− c2(b−u)c1
e−(λ+λ2+δ)
[
s−b
c2
+ b−uc1
]
· ρ1
(
b+ c1(s− b)
c2
)
ds
+ λ
∫ ∞
b
e−(λ+λ2+δ)[
s−b
c2
+ b−uc1 ]
∫ ∞
s
ω1(s, x− s)p(x)dxds
+ λ
∫ ∞
b
e−(λ+λ2+δ)[
s−b
c2
+ b−uc1 ]
∫ s−b
0
ξ
(2)
1 (s− x)p(x)dxds
+ λ
∫ ∞
b
e−(λ+λ2+δ)[
s−b
c2
+ b−uc1 ]
∫ s
s−b
ξ
(1)
1 (s− x)p(x)dxds
+ λ2
∫ b
b− c2(b−u)c1
e−(λ+λ2+δ)[
s−b
c2
+ b−uc1 ]
∫ b+ c1(s−b)c2
0
φ
(1)
1
(
b+ c1(s− b)
c2
− y
)
· q(y)dyds, (2.5)
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where
ρ1(u) =
∫ u
o
ξ
(1)
1 (u− x)p(x)dx+ ω1p(u), ω1p(s) =
∫ ∞
s
ω1(s, x− s)p(x)dx.
Differentiating with respect to u on both sides of (2.5) leads to
c1 · dduξ
(1)
1 (u) = (λ+ λ2 + δ)ξ (1)1 (u)− λ · ρ1(u)− λ2 ·
∫ u
0
φ
(1)
1 (u− y)q(y)dy. (eq. 2.2)
Using the similar arguments, we can derive that
φ
(1)
2 (u) = λ
∫ b−u
c1
0
e−(λ+λ1+δ)t ·
∫ u+c1t
0
φ
(1)
2 (u+ c1t − x)p(x)dxdt
+ λ
∫ ∞
b−u
c1
e−(λ+λ1+δ)t
∫ ∞
b+c2
(
t− b−uc1
) ω2
(
b+ c2
(
t − b− u
c1
))
, x− b− c2
((
t − b− u
c1
))
p(x)dxdt
+ λ
∫ ∞
b−u
c1
e−(λ+λ1+δ)t ·
∫ c2(t− b−uc1 )
0
φ
(2)
2
(
b+ c2
(
t − b− u
c1
)
− x
)
p(x)dxdt
+ λ
∫ ∞
b−u
c1
e−(λ+λ1+δ)t ·
∫ b+c2(t− b−uc1 )
c2
(
t− b−uc1
) φ(1)2
(
b+ c2
(
t − b− u
c1
)
− x
)
p(x)dxdt
+ λ1
∫ b−u
c1
0
e−(λ+λ1+δ)t · ξ (1)2 (u+ c1t)dt + λ1
∫ ∞
b−u
c1
e−(λ+λ1+δ)t · ξ (2)2 (u+ c1t)dt, (2.6)
and also
ξ
(1)
2 (u) = λ2
∫ b−u
c1
0
e−(λ+λ2+δ)t ·
[∫ u+c1t
0
φ
(1)
2 (u+ c1t − y)q(y)dydt
+
∫ ∞
u+c1t
ω2(u+ c1t, x− u− c1t)q(y)dy
]
dt + λ2
∫ ∞
b−u
c1
e−(λ+λ2+δ)t
∫ ∞
b+c2
(
t− b−uc1
)
ω2
(
b+ c2
(
t − b− u
c1
)
, y− b− c2
(
t − b− u
c1
))
q(y)dydt
+ λ2
∫ ∞
b−u
c1
e−(λ+λ2+δ)t ·
∫ c2(t− b−uc1 )
0
ξ
(1)
2
(
b+ c2
(
t − b− u
c1
)
− y
)
q(y)dydt
+ λ2
∫ ∞
b−u
c1
e−(λ+λ2+δ)t ·
∫ b+c2(t− b−uc1 )
c2
(
t− b−uc1
) ξ (1)2
(
b+ c2
(
t − b− u
c1
)
− y
)
q(y)dydt
+ λ
∫ b−u
c1
0
e−(λ+λ2+δ)t ·
∫ u+c1t
0
ξ
(1)
2 (u+ c1t − x)p(x)dxdt
+ λ
∫ ∞
b−u
c1
e−(λ+λ2+δ)t ·
∫ u+c1t
0
ξ
(2)
2 (u+ c1t − x)p(x)dxdt. (2.7)
Let s substitute for b+ c2(t − b−uc1 ) in the two equations above; taking 1th derivative with respect to u on both sides, we
can immediately get
c1 · dduφ
(1)
2 (u) = (λ+ λ1 + δ)φ(1)2 (u)− λ ·
∫ u
0
φ
(1)
2 (u− x)p(x)dx− λ1 · ξ (1)2 (u), (eq. 2.3)
and
c1 · dduξ
(1)
2 (u) = (λ+ λ2 + δ)ξ (1)2 (u)− λ ·
∫ u
0
ξ
(1)
2 (u− x)p(x)dx− λ2 · R1(u), (eq. 2.4)
where
R1(u) =
∫ u
o
φ
(1)
2 (u− y)q(y)dy+ ω2q(u), ω2q(s) =
∫ ∞
s
ω2(s, x− s)q(y)dy.
In summary, we have the following result.
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Theorem 2.1. Assume that the discounted penalty functions φ(1)1 (u), φ
(1)
2 (u), ξ
(1)
1 (u) and ξ
(1)
2 (u) to be 1th differentiable with
respect to u, then the system of integro-differential equations consisting of (eq.2.1–eq.2.4) will hold, where σ1(u), ρ1(u) and
R1(u) are given as follows,
σ1(u) =
∫ u
o
φ
(1)
1 (u− x)p(x)dx+ ω1p(u), ω1p(s) =
∫ ∞
s
ω1(s, x− s)p(x)dx;
ρ1(u) =
∫ u
o
ξ
(1)
1 (u− x)p(x)dx+ ω1p(u), ω1p(s) =
∫ ∞
s
ω1(s, x− s)p(x)dx;
R1(u) =
∫ u
o
φ
(1)
2 (u− y)q(y)dy+ ω2q(u), ω2q(s) =
∫ ∞
s
ω2(s, x− s)q(y)dy.
2.2. For any u > b, we also apply the theoretical skeleton of [16]
Similarly, for u > b, the surplus immediately before the first claim time t is u + c1t and at time t , the surplus may be
more than b, less than 0 or between 0 and b. In the similar way as deriving (2.2), it is obvious that
φ
(2)
1 (u) = λ
∫ ∞
0
e−(λ+λ1+δ)t ·
∫ u+c2t−b
0
φ
(2)
1 (u+ c2t − x)p(x)dxdt
+ λ
∫ ∞
0
e−(λ+λ1+δ)t ·
∫ u+c2t
u+c2t−b
φ
(1)
1 (u+ c2t − x)p(x)dxdt
+ λ ·
∫ ∞
0
e−(λ+λ1+δ)t
∫ ∞
u+c2t
ω1(u+ c2t, y− u− c2t)p(x)dxdt
+ λ1
∫ ∞
0
e−(λ+λ1+δ)t · ξ (2)1 (u+ c2t)dt, (2.8)
and
ξ
(2)
1 (u) = λ
∫ ∞
0
e−(λ+λ2+δ)t ·
∫ u+c2t−b
0
ξ
(2)
1 (u+ c2t − x)p(x)dxdt
+λ
∫ ∞
0
e−(λ+λ2+δ)t ·
∫ u+c2t
u+c2t−b
ξ
(1)
1 (u+ c2t − x)p(x)dxdt
+λ ·
∫ ∞
0
e−(λ+λ2+δ)t
∫ ∞
u+c2t
ω1(u+ c2t, y− u− c2t)p(x)dxdt
+ λ2
∫ ∞
0
e−(λ+λ2+δ)t ·
∫ u+c2t
0
φ
(2)
1 (u+ c2t − y)q(y)dydt, (2.9)
and
φ
(2)
2 (u) = λ
∫ ∞
0
e−(λ+λ1+δ)t ·
∫ u+c2t−b
0
φ
(2)
2 (u+ c2t − x)p(x)dxdt
+ λ
∫ ∞
0
e−(λ+λ1+δ)t ·
∫ u+c2t
u+c2t−b
φ
(1)
2 (u+ c2t − x)p(x)dxdt
+ λ ·
∫ ∞
0
e−(λ+λ1+δ)t
∫ ∞
u+c2t
ω2(u+ c2t, x− u− c2t)p(x)dxdt
+ λ1
∫ ∞
0
e−(λ+λ1+δ)t · ξ (2)2 (u+ c2t)dt, (2.10)
and
ξ
(2)
2 (u) = λ2
∫ ∞
0
e−(λ+λ2+δ)t ·
∫ u+c2t−b
0
φ
(2)
2 (u+ c2t − y)q(y)dydt
+ λ2
∫ ∞
0
e−(λ+λ2+δ)t ·
∫ u+c2t
u+c2t−b
φ
(1)
2 (u+ c2t − y)q(y)dydt
+ λ2 ·
∫ ∞
0
e−(λ+λ2+δ)t
∫ ∞
u+c2t
ω2(u+ c2t, y− u− c2t)q(y)dydt
+ λ
∫ ∞
0
e−(λ+λ2+δ)t
∫ u+c2t
0
ξ
(2)
2 (u+ c2t − x)p(x)dxdt. (2.11)
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Replacing variables in (2.8)–(2.11) by s = u + c2t , and differentiating them with respect to u, we can get the system of
integro-differential equations marked with (eq. 2.5–eq. 2.8) as follows.
c2 · dduφ
(2)
1 (u) = (λ+ λ1 + δ)φ(2)1 (u)− λ ·
∫ u−b
0
φ
(2)
1 (u− x)p(x)dx
− λ ·
∫ u
u−b
φ
(1)
1 (u− x)p(x)dx− λ · ω1p(u)− λ1 · ξ (2)1 (u); (eq. 2.5)
and
c2 · dduξ
(2)
1 (u) = (λ+ λ2 + δ)ξ (2)1 (u)− λ ·
∫ u−b
0
ξ
(2)
1 (u− x)p(x)dx− λ · ω1p(u)
− λ ·
∫ u
u−b
ξ
(1)
1 (u− x)p(x)dx− λ2 ·
∫ u
0
φ
(2)
1 (u− y)q(y)dy; (eq. 2.6)
and
c2 · dduφ
(2)
2 (u) = (λ+ λ1 + δ)φ(2)2 (u)− λ ·
∫ u−b
0
φ
(2)
2 (u− x)p(x)dx
− λ ·
∫ u
u−b
φ
(1)
2 (u− x)p(x)dx− λ · ω2p(u)− λ2 · ξ (2)2 (u); (eq. 2.7)
and
c2 · dduξ
(2)
2 (u) = (λ+ λ2 + δ)ξ (2)2 (u)− λ2 ·
∫ u−b
0
φ
(2)
2 (u− y)q(y)dy− λ2 · ω2q(u)
− λ2 ·
∫ u
u−b
φ
(1)
2 (u− y)q(y)dy− λ ·
∫ u
0
ξ
(2)
2 (u− x)p(x)dx, (eq. 2.8)
where ω2p(u) =
∫∞
u ω2(u, x− u)p(x)dx, ω2q(u) =
∫∞
u ω2(u, y− u)q(y)dy and ω1p(u) is defined as above.
To sum up, we can conclude the results for u > b as follows.
Theorem 2.2. Suppose that the discounted penalty functions φ(2)1 (u), φ
(2)
2 (u), ξ
(2)
1 (u) and ξ
(2)
2 (u) are 1 th differentiable with
respect to u, then the system of integro-differential equations consisting of (eq.2.5–eq.2.8) will hold, where ω1p(u), ω2p(u) and
ω2q(u) are given as follows,
ω1p(u) =
∫ ∞
u
ω1(u, x− u)p(x)dx, ω2p(u) =
∫ ∞
u
ω2(u, x− u)p(x)dx,
ω2q(u) =
∫ ∞
u
ω2(u, y− u)q(y)dy.
3. Laplace transformations
As in [21], we define an operator Tr of a real-valued function f , with respect to complex number r , to be
Tr f (x) =
∫ ∞
x
e−r(y−x)f (y)dy, x ≥ 0.
It is clear that the Laplace transform of f , fˆ (s), can be expressed as Tsf (0), and that for distinct r1 and r2,
Tr1Tr2 f (x) = Tr2Tr1 f (x) =
Tr1 f (x)− Tr2 f (x)
r2 − r1 .
For 0 ≤ u ≤ b, by contrast, we can find that the system of integro-differential equations consisting of (eq. 2.1–eq. 2.4)
is identical to the equations (6–9) in [10], slightly different by c1, φ
(1)
1 (u), φ
(1)
2 (u), ξ
(1)
1 (u), and ξ
(1)
2 (u) substituting for the
quantum c, φ1(u), φ2(u), ξ1(u), and ξ2(u) therefore, respectively.
Hence, the Laplace transforms of φ(1)1 (u) and φ
(1)
2 (u) can be derived as follows.
φˆ
(1)
1 (s) =
(s− ρ1)(s− ρ2)m1(s)
λ1λ2[γδ(s)− qˆ(s)] , s ∈ C,
and
φˆ
(1)
2 (s) =
(s− ρ1)(s− ρ2)m2(s)
λ1λ2[γδ(s)− qˆ(s)] , s ∈ C,
where
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m1(s) = λ[c1 − λTsTρ1p(0)]TsTρ2ω1p(0)+ λ[c1φ(1)1 (0)− λωˆ2q(ρ2)]TsTρ2Tρ1p(0)
− λ[c1ρ1 + λpˆ(ρ1)− (λ+ λ1 + λ2 + δ)]TsTρ2Tρ1ω1p(0),
and
m2(s) = c1λφ(1)2 (0)TsTρ2Tρ1p(0)+ λ1λ2TsTρ2Tρ1ω2q(0).
Note that
φ
(1)
1 (0) =
λ
c1
[
ωˆ1p(ρ2)− c1ρ1 + λpˆ(ρ1)− (λ+ λ1 + λ2 + δ)c − λTρ2Tρ1p(0)
Tρ2Tρ1ω1p(0)
]
;
and
φ
(1)
2 (0) =
λ1λ2
c1
[
Tρ2Tρ1ω2q(0)
c1 − λTρ2Tρ1p(0)
]
;
ρ1 and ρ2 are the only distinct positive roots of the generalized Lundberg’s fundamental equation
γδ(s) := {c1s+ λ[pˆ(s)− 1] − (λ1 + δ)}{c1s+ λ[pˆ(s)− 1] − (λ2 + δ)}
λ1λ2
= qˆ(s)
on the right half complex plane, the interested readers can refer to [10] for more details about this issue.
4. A system of renewal equations for the discounted penalty functions
The key aimof this section is to develop the discounted penalty functionswith initial surplus above the threshold strategy
b, i.e. φ(2)1 , φ
(2)
2 , ξ
(2)
1 , and ξ
(2)
2 . Hence, a system of renewal equations about them can be deduced by means of Dickson–Hipp
operator which will serve our purpose rather than Laplace transforms.
Multiplying both sides of (eq. 2.5) by c22e
−s(u−b), and integrating with respect to u from b to∞, we can get that for s ∈ C ,
c2 ·
∫ ∞
b
e−s(u−b)
d
du
φ
(2)
1 (u)du = −c2φ(2)1 (b)+ c2s · Tsφ(2)1 (b)
= (λ+ λ1 + δ)
∫ ∞
b
e−s(u−b)φ(2)1 (u)du− λ
∫ ∞
b
e−s(u−b)
∫ u−b
0
φ
(2)
1 (u− x)p(x)dxdu
− λ
∫ ∞
b
e−s(u−b)
∫ u
u−b
φ
(1)
1 (u− x)p(x)dxdu− λ
∫ ∞
b
e−s(u−b)
∫ ∞
u
ω1(u, x− u)p(x)dxdu
− λ1
∫ ∞
b
e−s(u−b)ξ (2)1 (u)du.
Rearranging the above terms via Dickson–Hipp operator leads to
−c2φ(2)1 (b)+ c2s · Tsφ(2)1 (b) = (λ+ λ1 + δ)Tsφ(2)1 (b)− λpˆ(s)Tsφ(2)1 (b)
− λ
∫ b
0
φ
(1)
1 (x) · Tsp(b− x)dx− λTsω1p(b)− λ1Tsξ (2)1 (b).
Then, the following equation can be obtained by a bit of algebra
[c2s− (λ+ λ1 + δ)+ λpˆ(s)] · Tsφ(2)1 (b) = c2φ(2)1 (b)− λ
∫ b
0
φ
(1)
1 (x) · Tsp(b− x)dx− λTsω1p(b)− λ1Tsξ (2)1 (b). (4.1)
Assume that ρ3 to be the positive real root of Lundberg’s fundamental equation c2s− (λ+λ1+ δ)+λpˆ(s) = 0, then it holds
that
c2φ
(2)
1 (b) = λ
∫ b
0
φ
(1)
1 (x) · Tρ3p(b− x)dx+ λTρ3ω1p(b)+ λ1Tρ3ξ (2)1 (b).
Substituting c2φ
(2)
1 (b) above in (4.1), yields
[c2s− (λ+ λ1 + δ)+ λpˆ(s)] · Tsφ(2)1 (b) = λ
[∫ b
0
φ
(1)
1 (x) · Tρ3p(b− x)dx−
∫ b
0
φ
(1)
1 (x) · Tsp(b− x)dx
]
+ λ[Tρ3ω1p(b)− Tsω1p(b)] + λ1[Tρ3ξ (2)1 (b)− Tsξ (2)1 (b)].
Taking c2ρ3 − (λ+ λ1 + δ)+ λpˆ(ρ3) = 0 into account, we can deduce that
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[c2(s− ρ3)+ λ(pˆ(s)− pˆ(ρ3))] · Tsφ(2)1 (b) = λ
[∫ b
0
φ
(1)
1 (x) · Tρ3p(b− x)dx−
∫ b
0
φ
(1)
1 (x) · Tsp(b− x)dx
]
+ λ[Tρ3ω1p(b)− Tsω1p(b)] + λ1[Tρ3ξ (2)1 (b)− Tsξ (2)1 (b)], (4.2)
which, divided by s− ρ3, produces
Tsφ
(2)
1 (b) =
λ
∫ b
0 φ
(1)
1 (x) · TsTρ3p(b− x)dx+ λTsTρ3ω1p(b)+ λ1TsTρ3ξ (2)1 (b)
c2 − λTsTρ3p(0)
. (eq. 4.1a)
Now we introduce some basic notations. For i = 3, 4, let Ai be the following c.d.f. defined through its tail
A¯i(y) = 1− Ai(y) =
∫∞
y e
−ρi(t−y)P¯(t)dt∫∞
0 e
−ρit P¯(t)dt
= Tρi P¯(y)
Tρi P¯(0)
, y ≥ 0.
It has Laplace transform
aˆi(s) =
∫ ∞
0
e−sydAi(y) = ρi1− pˆ(ρi) ·
pˆ(s)− pˆ(ρi)
ρi − s , i = 3, 4.
We also define the parameter
pii = λ[1− pˆ(ρi)]ciρi =
λ
ci
Tρi P¯(0), i = 3, 4.
It is easy to observe that 0 < pii < 1, and if ρi → 0, then pii → 1/(1+ θi).
More details concerning A¯i(y), aˆi(s) and pii can refer to [16].
We invert the operator on both sides of (4.2) to obtain first of the system of renewal equations, i.e.
φ
(2)
1 (u) = pi3
[∫ u−b
0
φ
(2)
1 (u− x)dA3(x)+
∫ u
u−b
φ
(1)
1 (u− x)dA3(x)
]
+ λ
c2
Tρ3ω1p(u)+
λ1
c2
Tρ3ξ
(2)
1 (u). (eq. 4.1b)
Multiplying both sides of (eq. 2.6) by c22e
−s(u−b), integrating with respect to u from b to∞, and rearranging the above
terms via Dickson–Hipp operator, we can get
[c2s− (λ+ λ2 + δ)+ λpˆ(s)] · Tsξ (2)1 (b) = c2ξ (2)1 (b)− λ
∫ b
0
ξ
(1)
1 (x) · Tsp(b− x)dx
− λTsω1p(b)− λ2
[∫ b
0
q(y)Tsφ
(2)
1 (b− y)dy+ Tsφ(2)1 (0) · Tsq(b)
]
. (4.3)
Assume that ρ4 to be the positive root of Lundberg’s fundamental equation c2s− (λ+ λ2+ δ)+ λpˆ(s) = 0, then it holds
that
c2ξ
(2)
1 (b) = λ
∫ b
0
ξ
(1)
1 (x) · Tρ4p(b− x)dx+ λTρ4ω1p(b)+ λ2
[∫ b
0
q(y)Tρ4φ
(2)
1 (b− y)dy+ Tρ4φ(2)1 (0) · Tρ4q(b)
]
.
Substituting c2ξ
(2)
1 (b) above in (4.3), taking c2ρ4 − (λ + λ2 + δ) + λpˆ(ρ4) = 0 into account, and divided by s − ρ4,
produces
Tsξ
(2)
1 (b) =
{
λ
∫ b
0
ξ
(1)
1 (x) · TsTρ4p(b− x)dx+ λTsTρ4ω1p(b)
+ λ2
∫ b
0
q(y)TsTρ4φ
(2)
1 (b− y)dy+ λ2Tρ4q(b) · TsTρ4φ(2)1 (0)
}
/[c2 − λTsTρ4p(0)]. (eq. 4.2a)
We invert the operator on both sides of (4.3) to get second of the system of renewal equations, i.e.
ξ
(2)
1 (u) = pi4
[∫ u−b
0
ξ
(2)
1 (u− x)dA4(x)+
∫ u
u−b
ξ
(1)
1 (u− x)dA4(x)
]
+ λ
c2
Tρ4ω1p(u)
+ λ2
c2
[∫ b
0
q(y)Tρ4φ
(2)
1 (b− y)dy+ Tρ4φ(2)1 (0)Tρ4q(b)
]
. (eq 4.2b)
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Using the similar arguments, we can derive the last two of the system of renewal equations and Dickson-Hip transforms of
φ
(2)
2 (u) and ξ
(2)
2 (u), i.e.
φ
(2)
2 (u) = pi3
[∫ u−b
0
φ
(2)
2 (u− x)dA3(x)+
∫ u
u−b
φ
(1)
2 (u− x)dA3(x)
]
+ λ
c2
Tρ3ω2p(u)+
λ2
c2
Tρ3ξ
(2)
2 (u), (eq 4.3b)
and
Tsφ
(2)
2 (b) =
λ
∫ b
0 φ
(1)
2 (x) · TsTρ3p(b− x)dx+ λTsTρ3ω2p(b)+ λ2TsTρ3ξ (2)2 (b)
c2 − λTsTρ3p(0)
; (eq. 4.3a)
and
ξ
(2)
2 (u) = pi4
∫ u
0
ξ
(2)
2 (u− x)dA4(x)+
λ2
c2
Tρ4ω2q(u)
+ λ
c2
[∫ b
0
φ
(1)
2 (y)Tρ4q(b− y)dy+ Tρ4q(0) · Tρ4φ(2)2 (b)
]
, (eq. 4.4b)
and also
Tsξ
(2)
2 (b) =
[
λ
∫ b
0
ξ
(2)
2 (x) · TsTρ4p(b− x)dx+ λ2qˆ(ρ4)Tρ4φ(2)2 (b)+ λ2TsTρ4ω2q(b)
+ λ2
∫ b
0
φ
(1)
2 (y) · Tρ4q(b− y)dy
]/
(c2 − λTsTρ4p(0)). (eq. 4.4a)
We conclude the results of this section as follows.
Theorem 4.1. Suppose that the discounted penalty functions φ(2)1 (u), φ
(2)
2 (u), ξ
(2)
1 (u) and ξ
(2)
2 (u) are 1th differentiable with
respect to u, then the system of renewal equations consisting of (eq.4.1b, eq.4.2b, eq.4.3b, eq.4.4b) will hold together, where
pii, Ai (i = 3, 4) are defined as above, ω1p(u), ω2p(u), and ω2q(u) are given as in Theorem 2.2, and also ρ3, ρ4 are the positive
real roots of the following Lundberg’s fundamental equations respectively,
c2s− (λ+ λ1 + δ)+ λpˆ(s) = 0,
and
c2s− (λ+ λ2 + δ)+ λpˆ(s) = 0.
Corollary 4.2. Assume that the discounted penalty functions φ(2)1 (u), φ
(2)
2 (u), ξ
(2)
1 (u) and ξ
(2)
2 (u) are 1th differentiable with
respect to u, then the system of Dickson–Hipp transforms for the above functions consisting of (eq. 4.1a, eq. 4.2a, eq. 4.3a, eq. 4.4a)
will hold together.
5. A system of analytical expressions for the discounted penalty functions
In this section, we develop the analytical expressions for Gerber–Shiu discounted penalty function. Only the case of initial
surplus above the threshold strategy is discussed, as the other case is investigated in Section 3 of [10].
Let x = u− b, g(x) = φ(2)1 (x+ b), x > 0 in (eq. 4.1b), then
g(x) = pi3
∫ x
0
g(x− y)dA3(y)+ h1(x+ b), x > 0,
where
h1(x+ b) = h1(u) = pi3
∫ u
u−b
φ
(1)
1 dA3(y)+
λ
c2
Tρ2ω1p(u)+
λ1
c2
Tρ2ξ
(2)
1 (u).
By means of Theorem 2.1 of [6], φ(2)1 (u) can be given as follows,
φ
(2)
1 (u) =
1
1− pi3
∫ u−b
0
h1(u− y)dK1(y)+ h1(u), u > b, (eq. 5.1)
where
K1(y) = 1− K¯1(y) =
∞∑
n=0
(1− pi3)(pi3)nA∗n3 (y).
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Using the similar deductions as (eq. 5.1), we can immediately arrive at the following three results. First, ξ (2)1 (u) can be
presented as,
ξ
(2)
1 (u) =
1
1− pi4
∫ u−b
0
h2(u− y)dK2(y)+ h2(u), u > b, (eq. 5.2)
where
K2(y) = 1− K¯2(y) =
∞∑
n=0
(1− pi4)(pi4)nA∗n4 (y),
and
h2(u) = pi4
∫ u
u−b
ξ
(1)
1 (u− y)dA4(y)+
λ
c2
Tρ4ω1p(u)+
λ2
c2
[∫ b
0
q(y)Tρ4φ
(2)
1 (b− y)dy+ Tρ4φ(2)1 (0)Tρ4q(b)
]
.
Second, φ(2)2 (u) can be rewritten as follows,
φ
(2)
2 (u) =
1
1− pi3
∫ u−b
0
h3(u− y)dK1(y)+ h3(u), u > b, (eq. 5.3)
where K1(y) is defined as above and
h3(u) = pi3
∫ u
u−b
φ
(1)
2 (u− y)dA3(y)+
λ
c2
Tρ3ω2p(u)+
λ
c2
Tρ3ξ
(2)
2 (u).
Last, we also have
ξ
(2)
2 (u) =
1
1− pi4
∫ u−b
0
h4(u− y)dK2(y)+ h4(u), u > b, (eq. 5.4)
where K2(y) is defined as above and
h4(u) = λ2c2 Tρ4ω2q(u)+
λ
c2
[∫ b
0
φ
(1)
2 (y) · Tρ4q(b− y)dy+ Tρ4q(0) · Tρ4φ(2)2 (b)
]
.
The above derivations are summarized by the theorem below.
Theorem 5.1. Under the conditions of Theorem 4.1, there exists a system of analytical expressions for the discounted penalty
functions φ(2)1 (u), φ
(2)
2 (u), ξ
(2)
1 (u) and ξ
(2)
2 (u), which is consisting of (eq. 5.1, eq. 5.2, eq. 5.3, eq. 5.4) together, where pii, Ai (i =
3, 4) are defined as above, ω1p(u), ω2p(u), and ω2q(u) are given as in Theorem 2.2, and also ρ3, ρ4 are the positive real root of
the following Lundberg’s fundamental equations respectively,
c2s− (λ+ λ1 + δ)+ λpˆ(s) = 0,
and
c2s− (λ+ λ2 + δ)+ λpˆ(s) = 0.
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