Abstract-We have developed a charge-coupled device-based thermoreflectance microscope which can deliver thermal images of working integrated circuits. However, in any thermoreflectance experiment, the coefficient linking reflectance variations to temperature is different for each material. Calibrations are therefore necessary in order to obtain quantitative temperature imaging on the complex surface of an integrated circuit including several materials such as aluminium and polysilicon. We propose here a system using a Peltier element to control the temperature of the whole package in order to obtain calibration coefficients simultaneously on all the materials visible on the surface of the circuit. Under high magnifications, vertical and lateral movements associated to thermal expansion are corrected using respectively a piezo electric displacement and a software image shifting. The thermoreflectance temperature measurements calibrated with this method are compared to the temperatures measured with separately calibrated thermocouples and diodes, and to a finite elements simulation.
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I. INTRODUCTION
T HERMOREFLECTANCE microscopy, with single [1] - [3] or multiple detectors [4] , [5] , is a well known method to determine heat source distributions and heat propagation. It has been applied to the study of laser diodes [6] , [13] , [14] , transistors [2] , [7] , [15] , and a variety of test devices [3] , [8] , with spatial resolutions typically below 350 nm. The sensitivity and temperature resolution of thermoreflectance are of course a major concern, but all recent papers indicate resolutions of less than a Kelvin, which is sufficient for most microelectronic applications. The precision of thermoreflectance measurements, on the other hand, has received much less attention, although it is crucial for accurate temperature measurements. Some techniques for thermoreflectance calibration have been reported [1] , [5] , but their performances have never been evaluated with respect to other temperature measurements. Here, we aim to compare thermoreflectance with finite element calculations and local measurements using integrated probes. Thermoreflectance uses the relationship linking the optical reflectivity and the temperature of a given material, which is linear in a first approximation (1) Given and , can therefore be derived from the optical measurement of . However, since is generally of the order of 10 to 10 K , heat modulation and lock-in detection techniques are used, whether for single probes [2] , [9] or for spatially multiplexed measurements [5] . In the latter approach, which is adopted here, the temperature-induced reflectivity variations are detected using a charge-coupled device (CCD) camera synchronized with the heating phenomenon [5] , [10] , as described in Fig. 1 . The temperature field cannot be easily measured in continuous regime with these modulated techniques. However, a good approximation is obtained by modulating the bias at a frequency for which the thermal diffusion length is larger than the investigated area. 
II. SAMPLE DESCRIPTION
In order to check the accuracy of thermoreflectance measurements, several integrated structures dedicated to thermoreflectance calibration have been designed and implemented on a standard 0.35-m CMOS technology. They include resistors of different shapes and sizes, coupled to either thermocouple stacks (polysilicon/aluminium) or diodes used as temperature sensors. These sensors can be calibrated by a separate technique, and therefore be used as an external temperature reference.
The first structure (S1, see top inset in Fig. 5 ) studied here is a loop-shaped polysilicon resistor ( 109 , 30 44 m, thickness of the polysilicon layer 282 nm) surrounding a diode. The temperature dependence of the voltage drop at the diode has been measured by applying a constant temperature comprised between 25 and 200 C in an oven. In this range, which is approximately the temperature range reached by the resistor without damage, the behaviour of the diode is very linear, and we measured a slope of 1.42 10 . The other structure (S2, see inset in Fig. 6 ) is a broad 100 100 m esistor (17.8 ) on which a series of ten polysilicon/aluminium junctions is deposited. Both structures are isolated from the substrate by a 100 nm of SiO layer and covered by a few micrometers of Si N for encapsulation. All the resistors, diodes, and thermocouples are powered using long ( 100 m) aluminium stripes (thickness 665 nm) in order to minimize the thermal influence of the contact pads.
Each structure forms an independent heater/sensor couple. Before we perform thermoreflectance measurements at low frequency, we must check the accuracy of the comparison between dc and low frequency ac temperature measurements. Using a lock-in amplifier, we have measured the relative phase of a sine voltage ( 4 V)applied to each resistor and the temperature measured with either the diode or the thermocouple. As can be seen in Fig. 2 , the electric excitation and the temperature are perfectly in phase at low frequencies. A phase difference appears in S1 above 100 Hz, and above 2 kHz in S2. This is qualitatively explained by the fact that the thermocouple is just on top of the resistor in structure S2. A large phase difference is obtained when the thermal diffusion length becomes of the order of the thickness of the insulating layer separating them. In structure S1, this happens at lower frequencies since the diode is a few microns away from the resistor.
Both these measurements confirm that the temperature obtained at a low heating frequency (a few tens of Hertz) is perfectly comparable to the temperature obtained in static regime, and that there is little distortion of the temperature modulation with respect to the electrical excitation.
III. CALIBRATION SETUP
The choice of the illumination wavelength is important, since it has a strong influence on the value of the thermoreflectance coefficient [10] . A qualitative study led us to choose an illumination centered at 591 nm with a full width at half maximum of 15 nm, for which this coefficient is relatively large. To obtain a quantitative temperature, the coefficient 1 has to be measured precisely at this wavelength. This requires an external temperature measurement. One method is to use a micro-thermocouple to measure a local temperature [5] . Here, we chose to use a Peltier element to control the temperature of the whole device precisely with a feedback loop. A similar technique has already been applied to single beam thermoreflectance [1] , but several important adaptations are required in the case of CCD-based thermoreflectance, as shown here. Unlike what has been observed by authors using coherent probes [1] , no interference occurs between the sample surface and the objective which are usually separated by more than the coherence length of our source, 10 m, even at high magnification.
Due to the long time constant of packaged devices, applying an external temperature modulation would require extremely low frequencies (a few mHz) for which a lock-in detection becomes subject to drifts. We have acquired CCD images for various temperatures and calculated the average of the image level in homogeneous regions of interest. Since 1 , a linear fit to the values of , gives a slope 1 . The signal-to-noise ratio is relatively poor since no lock-in technique can be used here, but this can eventually be overcome by taking many measurements of . The main experimental problems are linked to thermal expansion of the device. An important vertical movement of the sample is observed, which causes defocusing and therefore information loss. The position of the optimal focus has to be determined in order to mechanically correct the position of the objective. This is relatively straightforward in an imaging setup: the sharpness of the image is obtained by calculating the average value of a 2-D gradient (spatial derivative) over the image. By plotting the value of this parameter for several positions of the objective, a maximum can be extracted, corresponding to the best focus. Under high magnifications, a lateral displacement caused by inhomogeneous expansion is also observed. This movement causes no information loss, but has to be corrected in order to be able to measure the reflectivity of a chosen region of the sample. We obtain the lateral displacement by calculating the translation that optimizes the correlation of the cur- rent image with a reference image of the same region taken at room temperature.
The procedure to obtain a calibration has been fully automated using the setup described in Fig. 3 , and follows the sequence: 1) Fix a temperature and wait for the thermalisation of the integrated circuit package. 2) Find the best focus. 3) Correct lateral translations of the image. 4) Measure the reflectivity in one or more regions of the image. Repeating this procedure gives as many points as necessary in order to obtain a good reliability of the linear fit. An example of this measurement on the polysilicon resistor S1 is shown in Fig. 4 , and gives 3.10 K at an illumination wavelength centered around 591 nm. This value of 1 is strongly material and wavelength dependent, and is strongly affected by interference in the transparent passivation layer [10] , since this layer is usually thinner than the coherence length of most light sources.
IV. SIGNAL PROCESSING
Once the calibration is achieved, the set up described in Fig. 2 can be used to measure local reflectivity variations and deduce a temperature map. However, the sampling which is obtained with a CCD camera is not ideal. CCD cameras cannot deliver an instantaneous value of the light flux, but merely integrate photons over a given time. For this reason, deriving an exact value for the amplitude of the reflectivity variations is not as straightforward as with a conventional single detector lock-in technique. The usual method is to acquire 4 images ( to ) per period of the modulated phenomenon to be studied, each integrated over 1/4 of the period. The amplitude and phase of this modulation are then qualitatively obtained using the modulus and phase of the complex number [11] , [16] (2) This is usually sufficient when doing qualitative imaging. However, in the quantitative approach taken here, a calculation of the spectrum obtained with this integrated sampling shows that it is necessary to take corrective coefficients into consideration, depending on the type of modulation considered. In our case, the temperature is modulated with an amplitude , which creates a modulation of the reflectivity with an amplitude . If is sine-modulated, we obtain (3) where 4 is the average of the four images. If the phenomenon to be measured is a square modulation, odd harmonics appear and the calculation, although slightly longer, yields a similar result (4)
V. EXPERIMENTAL RESULTS AND MODELIZATION
We have used the setup described in Fig. 2 to obtain images of the reflectivity variations on the surface of resistors S1 and S2 under bias. The excitation was a low frequency 7.5 Hz square modulation of various amplitudes. Since the cutoff frequency of our system is much higher than 7.5 Hz, as seen in Section II, we can assume the temperature modulation, and therefore the reflection coefficient modulation, to be square. The sampling was done using a CCD camera triggered at 4 30 Hz, with an exposure time of 31 ms, almost equal to 1/4F (the electronic transfer of the image takes about 1.8 ms). The and 4 modulations are generated by synchronized generators using the same clock signal. In these conditions, applying (4) and using the calibration coefficient obtained in Section III, we obtain the temperature map shown in Fig. 5 for the structure S1 and in Fig. 6 for the structure S2.
For a voltage applied to the resistor with a peak value of 4 V, we have measured the peak voltage drop in the diode of structure S1: 0.673 V. With a slope of 1.42 10 V.K (see Section II) and 0.822 V at room temperature (26 C), we obtain a temperature rise of 131 C. This is in reasonable agreement with the temperatures measured by thermoreflectance on the resistor in the same conditions which are, as can be seen in Fig. 5 around 140 C. The lower temperature obtained with the diode is explained by the fact that it is in thermal contact with the silicon substrate, in which some of the heat is dissipated. The temperatures measured by thermoreflectance on S2 are around 70 C in the same conditions, since the power density is lower in this broad resistor.
However, the accuracy of the diode and the thermocouple is very questionable when high voltages are applied to the resistor. The measurements obtained with both thermal sensors are strongly affected by itself: their behaviour is then linear with , instead of following, as expected, the dissipated power which varies as . These effects are attributed to the use of a common ground between the diode and the resistor and, in the case of the thermocouple, to a capacitive effect between the thermocouple and the resistor.
In order to further validate our thermoreflectance measurement, we have conducted a finite element simulation of structure S1 using ANSYS, with triangular domains in the heated structure and square domains in the substrate far from the heat source. To simplify the calculations, the temperature dependence of the conductivity and the influence of the metallic contacts pads were not taken into account. A cubic 500 500 500 m region was modelled, with the resistor sitting on one of the facets with a convection heat transfer coefficient of 5 W.m K , while the five other facets (substrate) were chosen isothermal. The values of the physical properties used in this simulation, taken from [12] , [17] , are given in Table I . The temperature and its behavior with respect to the applied voltage were calculated between 0 and 4 V. Thermoreflectance measurements were conducted for several biases between 0 and 5 V. As can be seen in Fig. 7 , the temperatures obtained with this simulation and by thermoreflectance are in good agreement without any adjustment to the modelization parameters.
VI. CONCLUSION
We have presented a fully automated system dedicated to the calibration of CCD-based thermoreflectance experiments, which can measure 1 for illumination wavelengths in the visible range. Although the use of a lock in detection is impossible in this scheme where the whole sample is heated up, a reasonable precision is obtained in the measurement of the thermoreflectance coefficient. New strategies should be devised in the future to overcome this problem and increase the precision of this calibration. Using this coefficient, CCD thermoreflectance gives quantitative temperature images of integrated resistors, which are in good agreement with the temperature obtained by a diode measurement. However, since the temperature is not homogeneous on the resistor, it is difficult to check the accuracy of this comparison with a precision better than a few degrees. Moreover, electrical artifacts appear at high voltage which forbid an accurate comparison between thermoreflectance and sensor measurements. A good agreement between thermoreflectance and finite element modelization was also obtained, but a second generation of integrated devices dedicated to the validation of thermoreflectance measurements will have to be developed in order to obtain a direct comparison of these temperature measurement techniques at higher voltages.
