Abstract-Satellite formation flying is an enabling technology for many space missions, especially for space based telescopes. Electromagnetic Formation Flying (EMFF) is a novel concept that uses superconducting electromagnetic coils to provide forces and torques between different satellites in a formation. With EMFF the life-span of the mission becomes independent of the fuel. This comes at the cost of coupled and highly nonlinear dynamics of the formation and makes the control problem a challenging one. In this paper the dynamics for a general N-satellite Electromagnetic Formation (in 2D) is derived for deep space missions and then a non-linear control law using potential functions for the formation control and reconfiguration with collision avoidance is discussed. For EMFF formation reconfiguration problem is an optimal time problem as fuel cost for EMFF is zero. A framework for computing optimal time trajectories of Electromagnetic Formations is also presented. Specifically it is shown that an Nsatellite Electromagnetic Formation can be stabilized under fairly general assumptions, therefore, showing the viability of this novel approach for satellite formation flying from dynamics and controls perspective.
INTRODUCTION
HE term Satellite Formation Flying is used for two or more spacecrafts that fly near each other cooperatively to maintain their relative position and orientation to form a formation of satellites This distributed satellite architecture in turn enables a number of innovative space missions that are not possible or infeasible with a larger monolithic satellite structure [1] .
Usually there is a very tight requirement for the control of relative position and orientation of the member satellites in the formation. This in turn translates into constant expenditure of fuel for some near-earth formations or at least fuel is required for formation reorientation. Therefore, the mission life span depends on the fuel on board the satellites. In order to remove the mission dependency on the fuel, a novel concept of Electromagnetic Formation Flying (EMFF) is being pursued at Space Systems Laboratory (SSL) of Massachusetts Institute of Technology. EMFF uses high temperature superconducting (HTS) wire technology to create magnetic dipoles on each satellite in the formation to generate forces and torques in order to maintain and reconfigure the satellite formation. See references [2] , [3] for a more detailed introduction to the concept of EMFF.
Although the mission life can be made independent of the on board fuel, this comes at a cost in the form of highly nonlinear and coupled dynamics of the formation making the control problem more challenging as compared to conventional thruster based formations. In this paper we present the dynamics for a general N-satellite electromagnetic formation in 2D for simplicity and brevity and then show that this formation can be stabilized using potential function method and dynamic inversion. Finally a framework for computing optimal time trajectories for formation reconfiguration is discussed.
I. EMFF DYNAMICS FOR DEEP SPACE
In this section the 2D dynamics of N-satellite electromagnetic formation is presented. We restrict this derivation to 2D for brevity since even in 2D all the nonlinearities of the EMFF dynamics are evident for the development of scalable control laws.
It is assumed that each satellite in the formation has two identical orthogonal coils and one reaction wheel to store the angular momentum along the z-direction (see Figure 1 ). The equations of motion in 2D of the i th satellite in the formation in an inertial frame are given by: ( , , , )
where m i is the mass of the i th satellite, I i is the moment of inertia of the satellite about z-axis, (x i , y i ) define the location of the satellite in the inertial frame (whose center is assumed to be located at the center of mass of the formation), i is the rotation angle of the satellite about z-axis. F d 's and T d are the disturbances forces and disturbance torque respectively acting on the satellite. F xi and F yi are the components of the net magnetic force that while T i and T iRW are the net magnetic torque and reaction wheel torque respectively. These magnetic forces and torques depend on the location, orientation and magnetic moments of each satellite in the formation, these vectors are defined as follows:
The magnetic forces and torques acting on each satellite in the formation due to the magnetic moments of other satellites can be derived by approximating each coil by a magnetic dipole. The far-field approximation of the dipoles approximates the force and torque, on dipole i due to dipole j with magnetic moments i μ and j μ , as follows [2] : 
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where d is the distance between the centers of the two coils (vector d points from the center of coil j to that of coil i).
The two orthogonal coils give each satellite the ability to control the direction and magnitude of the magnetic moment vector in a plane. We define the magnetic moment of a coil as follows:
n A I μ = 7 where n i , A i and I i are the number of turns, the area and the current flowing through the coil respectively. For fixed coil geometry, magnetic moment is varied by changing the current I i and thus it acts as the control input for the system.
We can represent the two coils as a single "steer-able" dipole with magnitude (μ i ) and direction ( i ) as follows: where F ij is the magnetic force acting on satellite i due to satellite j, T ij is the torque acting on satellite i due to satellite j and d ij is the distance between the two satellites, i.e.: 
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The total magnetic force on i th satellite can be found by summing the force contributions by all the remaining satellites in the formation as principle of superposition applies to the total magnetic field of the formation. In doing so it should be noted that the angles a i and a j in Equations 9 and 10 are measured from a line connecting the center of masses of the satellites and the forces F ij 's are in this rotated frame of reference, therefore, we need to transform the forces from this rotated frame to the global frame by multiplying the force vector with a transformation matrix M ij given as: 
For an N-satellite formation in 2D there are 3N control inputs where each satellite has the control vector:
[ ]
Note that in Equations 14 we are using polar representation of the magnetic moments (Equations 8) where angle is related to other angles in Figure 2 as follows:
From an inspection of the Equations 14 it is clear that the magnetic moments appear as product pairs and hence the right hand side of the equation is a polynomial in the control inputs with each term having a degree 2 while the coefficient of these polynomials are nonlinear functions of the current state of the formation. Another important aspect of these dynamics is that the magnetic force and torque between two dipoles decays rapidly with the distance between the dipoles, therefore in close proximity the satellites have much more control authority as compared to when they are further apart.
It should be pointed out that since the magnetic forces are
only internal to the system hence the center of mass of the whole formation cannot be moved and is determined by external perturbations acting on the whole formation. Although this is not a limitation as far as formation flying is concerned since for formation flying it is only the relative position and orientation of the satellites that needs to be controlled, nevertheless it has a consequence for the dynamic Equations 14 since two of the equations in this set are actually dependent upon the other equations. This dependence is also evident from the fact that the sum of the magnetic forces must be zero and hence one of the satellites has essentially "free" or dependent dynamics. This "free" dynamics needs to be explicitly taken into account while developing any control laws as done in the following sections. This dependence can be explicitly stated as follows:
where L is the total linear momentum and H is the total angular momentum of the formation.
II. STABILITY ANALYSIS AND CONTROL FORMULATION
WITH COLLISION AVOIDANCE In this section it will be shown that the N-satellite electromagnetic formation can be stabilized by using a fairly general Lyapunov function. Consider a trajectory following problem in which each satellite is required to follow a sufficiently slowly varying predefined smooth trajectory 2 0 ( ) i t C ∈ p (i.e., p i0 (t) is at least twice continuously differentiable w.r.t. time) moreover 0 ( ) i t p satisfies the constraint that the center of mass of the formation remains stationary. The geometry of the formation can be arbitrarily defined in a plane. Since satellites can move arbitrarily in the plane so there is a need to avoid collision between the satellites hence the following development takes that into account explicitly. The dynamic equations of the i th satellite given by Equations 14 in the formation can be written compactly in general as:
by the Potential Function method [4] , used widely in terrestrial robotics for autonomous guidance and control, a scalar potential function for the whole formation is defined as follows: Note that the above formulation is given only for the purpose of showing that the N-satellite electromagnetic formation can be stabilized, while avoiding unnecessary detail. For a general configuration many better trajectory following formulations can be constructed on the same lines, e.g., sliding mode for robust tracking or integral/adaptive control formulations [5] . Also it is important to emphasize that we can stabilize the formation as long as the acceleration given by Equation 22 can be applied on the i 
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Equation 24 represents 3 scalar equations for each satellite with three control inputs namely μ ix , μ iy and T iRW , hence there are 3N total equations for the whole formation with 3N unknown control inputs. As mentioned in the previous section, center of mass of the formation cannot be moved, hence two of the equations out of 3N equations are dependent and hence we have in fact only 3N-2 independent equations therefore we have to fix one of the dipole on one satellite arbitrarily and solve for rest of the dipoles and reaction wheel torques using Equation 24. As described in the previous section, these equations are in fact polynomials in the unknown magnetic moments which can be solved, using standard tools for set of nonlinear equations, for a given state of the N-satellite formation. See reference [6] for a detailed description of a systematic way of solving these polynomial equations using continuation method [7] .
III. ANGULAR MOMENTUM MANAGEMENT
In the previous section it was shown that an arbitrary Nsatellite formation can be stabilized by selecting N-dipoles on each vehicle to apply force on each satellite in such a way to reduce the trajectory error based on a Potential Function. A side effect of applying magnetic force on a dipole is that a torque also acts on it, given by Equation 6 . This torque needs to be countered by reaction wheels and therefore reaction wheels on each satellite must be designed not only to provide attitude control but to store this extra angular momentum during a trajectory maneuver as well. Depending on the trajectory and orientation of satellites in the formation, the magnetic torque on different satellites may be different, which would result in uneven distribution of the angular momentum in the formation.
In order to distribute the angular momentum evenly among the satellites in the formation we can make use of the "free dipole" that was "fixed" in the previous section during the solution of Equations 24. Intuitively speaking, with this extra degree of freedom, a possible solution can be generated with each "fixed" value of the free dipole, therefore there are potentially infinite ways of satisfying the force requirements on the formation and out of those the one that distributes the angular momentum more evenly among the formation satellites is the desirable solution. Therefore, instead of solving Equations 24 directly for the dipoles, we can pose the problem as a non-linear angular momentum management optimization problem as follows: is the net magnetic torque acting on the i th satellite and T ij is given by Equation 10 . In a typical implementation of the control algorithm for control of Electromagnetic Formation, the AMMOP needs to be solved at each time step to generate the new control vector. Another advantage to this formulation of the control algorithm is that the control bounds can be explicitly taken into account during the solution of AMMOP.
IV. OPTIMAL TIME CONTROL OF ELECTROMAGNETIC

FORMATIONS
In the previous sections we considered the problem of stabilizing the Electromagnetic formation for a given position and orientation of the satellites or following a given trajectory. In practice during formation reconfiguration from a given initial state to a final state the trajectories need to be found which are optimal in some sense. For thruster based propulsion, these trajectories need to balance expenditure of fuel and maneuver time. For EMFF, using control does not incur any cost to a designed system, therefore any maneuver for Electromagnetic formation reconfiguration is essentially minimum time maneuver constrained by system dynamics.
Although from system design point of view, the sizing of different EMFF subsystems, such as power subsystem, thermal subsystem, coils etc. can be thought of as a function of the optimal trajectories; while the design of these optimal trajectories itself is driven by the overall system design parameters governed by the science requirements of the satellite formation. This is a highly coupled problem, i.e. to size EMFF subsystems as a function of science requirements. In this section we are mainly concerned with a sub-problem, i.e., that of finding the optimal trajectories given the EMFF coil sizes etc.
A. Problem Definition
We consider an Optimal Time Reconfiguration Problem with collision avoidance (OTRP) in which the initial and final states of the formation are specified. Formally the OTRP is defined as follows: • Collision Avoidance Constraint:
t x t y t y t i j
where μ max is the maximum value of the magnetic moment possible (a positive number) and D min is the minimum allowable distance between any two satellites.
B. Solution Methodology
The optimal time control problem defined in the previous section is a highly nonlinear problem with control and trajectory constraints. There have been extensive research going on for the solution of optimal control problems for the past half century or so and a large bulk of literature exists on different methods of solving these problems. The solution approach for these problems can be roughly divided into two broad categories. First category invokes calculus of variations to derive the necessary optimality conditions that define an optimal solution of the problem. This approach, called "indirect" method, results in a set of coupled differential algebraic boundary value problems (BVP). This BVP can be solved using a number of existing tools for solving such equations such as shooting or multiple shooting method. The complication with this approach is that this method is extremely sensitive to the distance of the current control estimate from the optimal control. If we do not start our initial guess that is near to the optimal value, then the chances of convergence are rather slim. Secondly presence of trajectory and control constraints make the problem much harder to solve as one needs to know the time intervals for constrained and unconstrained arcs in order to solve the problem [8] .
Another approach is called "direct" approach in which the optimal control problem is transcribed into a finite dimensional mathematical program and then this program is solved directly using standard packages. In this method we can transcribe both the control and the state vectors and represent them in a finite dimensional space and solve using existing NLP packages. Another possible implementation, that we have used for the solution of EMFF OTRP, is to represent only the control vectors in a finite dimensional grid and use some fixed step integration technique such as RK4 (Runge-Kutta order 4) or higher order methods to integrate the dynamics from t0 to tf using the current estimate of the control vector. See references [9] and [10] for an introduction to these methods.
C. Formulation of OTRP as an NLP
As mentioned in the previous sections we need to convert the infinite dimensional program to a finite dimensional one by representing the control vector over a finite-dimensional grid of size M. Many possible basis can be used depending on the problem but for EMFF since control can be constrained so we can have sudden jumps in control values or in other words 0 ( ) i t C μ ∈ . For this reason and simplicity we currently use piecewise linear approximation for control values in between the grid points. Another consideration is that the final time is free for the optimal problem which can be taken care of by scaling the dynamics by final time so that final time itself appears as a parameter in the dynamic equations [11] . Since control is approximated on a finitedimensional space hence the resulting NLP is only an approximation of the original OTRP that can be shown to converge to the original problem for large M [12] . The resulting approximate problem can be stated as follows:
where RKINT is an operator that integrates the scaled dynamics h from t=0 to t=1 with initial conditions x 0 over the finite-dimensional grid of size M using RK (RungeKutta) method of appropriate order (usually RK4).
D. Numerical Implementation
The approximation optimization problem OTRP-M can be solved using SQP (Sequential Quadratic Programming) technique that explicitly takes into account the equality and inequality constraints by using exact penalty to convert the problem into unconstraint one and then solve a series of such problems to arrive at the local minima [13] . Matlab function fmincon implements this algorithm to find the local minimum of constrained nonlinear programs. The gradients are numerically computed by the function and all the constraints specified in OTRP-M can be easily specified. The integration algorithm was implemented in C language for the reasons of efficiency. Another important aspect of the implementation of the OTRP is the initialization of the problem. Since OTRP is a highly nonlinear problem therefore unless we start near to the optimal solution or start with an infeasible trajectory then convergence is rare. To circumvent the second problem we can use the Potential Function based controller, discussed in section II, to generate at least a feasible trajectory for the given set of initial and final conditions of the formation that is used as the initial conditions for the OTRP-M solver.
V. RESULTS AND CONCLUSIONS
The potential function based controller and optimal time solver were implemented in Matlab for a general 2D Nsatellite Electromagnetic formation and results of the simulations for a 2-satellite 180º switch for a PF-based controller and OTRP-M solution are shown in Figure 3 and Figure 4 respectively. Figure 5 shows the result of OTRP-M solution for a 3-satellite linear formation 90º rotation with one satellite being at the center of mass of the formation. This result highlights the nonlinear nature of the control as the satellites travel a longer distance arc to achieve a minimum time maneuver since this way the satellites end up being closer to each other where the control authority is maximum resulting in a time-optimal reconfiguration.
In this paper it has been shown that a general 2D fully actuated Electromagnetic Formation can be stabilized and reconfigured using potential function method. This result can be readily extended to 3D and moreover time optimal trajectories of the reconfiguration problem have been generated using "direct" method and it was shown that the time optimal trajectories for Electromagnetic Formations follow curved paths in Euclidean space. Future work is focused on extending the work for near Earth operation where Earth's magnetic field has a strong influence on the dynamics. Moreover, real-time implementation issues will be explored to implement the time optimal Electromagnetic Formation trajectories. 
