Abstract-A Data Centre is a physical space that groups together computer equipment such as servers, storage arrays, among other equipment. It can be used for storage, processing and data protection. The majority of data centres operate 24 hours a day, and must provide the user with guarantees in terms of security and performance. Energy consumption is therefore permanent and the level of assistance and maintenance high. Data Centres have an ecological impact that is almost invisible to many users. In this paper a computational fluid dynamics (CFD) model of the airflow and thermal distribution of a real data centre room with 208 racks is proposed. Two case studies are presented and simulated with a high thermal load subjected to the minimum and maximum air flow velocity, respectively. The objective is to assess if the computer room air conditioning unit (CRAC) can cool the racks of the data centre in order to efficiently refrigerate all the hot spots.
I. INTRODUCTION
Data centres were responsible for 1.12-1.5% of the entire electricity consumption in the world in 2010 [1] and in 2013 the electricity consumption in the world of the information technology (IT) sector represented as much as 10% [2] . Energy consumption is a major expense factor for data centres, which must combine the demanding activity of their servers with their data management and optimization of their energy consumption [3] .
Optimizing data centre power consumption is high on the priority list of data centre managers. However, it continues to reveal challenges given the increasing percentage of ongoing costs that this consumption represents [4] . For instance, the ventilation and cooling system absorbs almost 40% of the overall energy consumption in a data centre [5] , since the majority of the energy consumed by the data centre equipment is converted into heat [6] . Additionally, the stakes are very high for data centre managers. Several researchers and policy makers have put a spotlight on the carbon footprint of the IT organizations and their data centres [7] . Operators had to adapt and reveal to the general public their energy consumption, their method of cooling, and more generally, the very conception of their layout and architecture [8] .
That is why the great interest and importance of the personnel in charge of the data centre operation to take necessary measures to reduce the energy consumption, costs, CO 2 emissions, and on the other hand, to enhance the efficiency and performance of data centres with fewer resources in order to achieve the correct efficiency of the equipment [9] . One method to achieve this is to use computational fluid dynamics (CFD) tools.
CFD has become a widespread, robust and useful tool in the analysis of systems of practical interest, namely the physical and chemical phenomena involved in fluids mechanics with heat transfer such as mass, momentum, energy conservation [10] . Such tool has become so popular due to the fact that the computational resources have been gradually increasing in capacity, memory and speed. Also, their cost has been drastically decreasing over time [11] .
Several researchers have used CFD to model data centres and predict properties distributions. In [12] a CFD analysis of temperature, airflow and pressure distribution of a data centre with two racks and located at Central Queensland University, Australia was developed. This study identified the potential high temperature area within the rack. The researchers in [13] use CFD to investigate the airflow pattern for a common data centre with under-floor air supply system and found that the computer room air conditioning unit (CRAC) can be optimized. A fan-assisted cooling was proposed in [14] within open and contained raised-floor data centres by using CFD in order to optimize the energy efficiency. A CFD simulation was used in [15] to identify which of the proposed three airflow patterns for a common data centre is the most efficient. An optimization technique was recommended in order to overcome the deficiencies in cooling system at the rack level. A literature review of several cooling systems for data centres was developed in [16] and CFD simulations were made for each category of these systems. A numerical simulation using CFD to predict the temperature and air flow distribution of a small data centre in order to reach an optimal thermal control was proposed in [17] .
In this study, a CFD model of the airflow and thermal distribution of a real data centre room with 208 racks is proposed. The location of this data centre is a small European city. Two case studies are presented and simulated 165 2019 8th International Conference on Industrial Technology and Management 978-1-7281-3268-6/19/$31.00 ©2019 IEEE with a large thermal load subjected to the minimum and maximum air flow velocity, respectively. The aim is to assess whether the computer room air conditioning unit (CRAC) can cool the racks of the data centre with the purpose of efficiently removing all the identified hot spots. In both case studies the thermal load is 75% of the maximum capacity of the heat flow limit condition. The tool used to simulate and study the airflow in the room is the ANSYS™ Fluent package.
This paper is organized as follows. The proposed model description can be found in section 2. In section 3 the results of both case studies are depicted and analysed. Conclusions are drawn in section 4.
II. METHODOLOGY
The conservation laws for mass momentum and energy are generally the governing equations of fluid flows. The Reynolds number is usually quite high in the majority of data centre rooms. Thus, in cases in which simulations of the airflow are needed, a turbulence must be considered [18] . The k-ε model is the turbulence model commonly utilized in similar simulation studies of data centres' airflow [19] .
The study in this paper is based on the governing equations from [20] . The model was created in a manner in which the room is entirely isolated and the influence of heat transfer from the exterior is ignored (external thermal radiation and convection modes are neglected as well as thermal conduction through the walls). Therefore, the walls of the room in this model are adiabatic.
The continuity, momentum and , turbulence (standard k-ε model) equations employed in this paper rely on equations from [20] and [21] , usual for this purpose. The equations that represent the model are as follows:
In which k represents the turbulent kinetic energy in (m   2   /s 2 ), U is the velocity vector (m/s), μ T is the turbulent viscosity (kg/m . s), the Prandtl number for turbulent kinetic energy is given by σ k , the turbulent energy production is given by [kg/(m . s 3 )], ε is the turbulent energy dissipation, the Prandtl number for turbulent energy dissipation is represented by σ ε , C 1ε is the production constant and C 2ε is the dissipation constant.
Constants σ ε , σ k , C 2ε , C μ , and C 1ε , are set to values 1.3, 1, 1.92, 0.09 and 1.44 respectively, as in [21] .
ANSYS™ Fluent was the CFD tool used to develop the studied model. Initially, a three-dimensional (3D) geometry model of the data centre room was developed. The 3D geometry was created with the aid of computer-aided design (CAD) tools and exported to ANSYS™ Fluent. In this case, the 3D geometry was simplified in order to avoid a case in which the mesh generated by the ANSYS™ Fluent package is very computational demanding or overwhelming. Thus, the racks are presented as parallelepipeds. Fig. 1 shows the proposed 3D geometry for this study. To consider the control volume formulation, a mesh of the geometry was created. A good quality mesh is essential for this study so that the numerical solution could converge and the obtained results could be more reliable. The mesh created for this study is made of hexahedral elements, such as the racks and the hot aisles and tetrahedral elements, such as the cold aisles. Employing only tetrahedral elements would have meant a more complex mesh, which would have been a better option, but more demanding for the workstation. The mesh is characterized by 2 341 172 control volumes, 1 183 613 nodes. The mesh quality was assessed by the Aspect Ratio and skewness, 1.645 and 0.177, respectively. Such values required a high computational capacity from the workstation.
A. Boundary Conditions
The boundary conditions that are used in simulations are based on the data obtained from the data centre. The pressure loss in the racks was taken from [22] , where it is defined a pressure loss of 7.5 Pa for a flow going through a 80% perforated plate.
The air is the fluid considered for the simulation and it's assumed to be incompressible, signifying that the values shown in Table I are constant. A dimensionless temperature of 7.09×10 -4 was used to characterize the fluid zone. Only in cases in which all the residuals achieve the iterative process stop criterion λ = 1 × 10 -3 for every variable, the solution is considered convergent, while the stop criterion of λ = 1×10 -6 is only used for the variable energy. The relaxation factors are the ones given by ANSYS™ Fluent software package by default.
The number of iterations for all the simulations was set to the fixed value of 1500. The reason for such a high number is that desired solutions did not achieve the stop criterion λ. Nevertheless, 1500 iterations are more than enough to reach the possible convergence of the solution since in this model every variable stabilized significantly earlier than the last iteration. The heat transfer was considered to be uniform on the surface of the racks and on the external wall. The impact air leakage or personnel movement was also ignored for this study.
III. ANALYSIS AND DISCUSSION OF RESULTS
In the first case study addressed in this study, 75% of the thermal load of the heat flow limit condition is modelled and studied for the minimum and maximum air flow velocity. The boundary conditions considered for this case study are the following: 75% of the maximum thermal load generated by the racks: q adm = 0.750 and the minimum air flow dimensionless velocity: v adm = 0.
The temperature field predictions are shown in Figs. 2, 3 and 4 of the x, y and z planes, respectively.
Several hot spots are predicted at the extremity of all rack lines, as depicted in Figs. 2, 3 and 4 . The hot spots can be identified by detecting colours associated to values superior to dimensionless temperature equal to 0.350 on the left scale. By observing Fig. 4a ), higher heat intensity at the bottom of the racks is predicted and can be observed. The air flow is insufficient in this region of the room. The reason is that the intensity of the airflow is stronger in the middle of the air vents.
Also, by observing Fig. 2b ) it is possible to confirm that the first line of racks, the top line in Fig. 1 , is shorter than the remaining lines, thus meaning that even though the racks located at the extremities show a probability of occurrence of hot spots, only two from each side aren't properly cooled when compared with Figs. 2c) and 2e). Figure 4 shows that for 75% of the maximum load and for a minimum air flow velocity, hot spots occur at the end of the every rack row and in the extraction zone.
The boundary conditions in the second case study are defined as by v adm being equal to 1 and q adm being 0.750. The temperature field predictions are shown in Figs. 5, 6 and 7 of the x, y and z planes, respectively. The analysis of Figs. 5, 6 and 7 allow predicting that no hot spots are formed. This happens because the air flow velocity is at the highest level, meaning that the CRAC units are capable to successfully exhaust the hot air. Even in this case it is possible to observe that the warmer air is near the extremities of the lines of racks. As in the previous case, Figs. 6 and 7 confirm that the heat is more intense at the bottom of the racks and closer to extremities. This air located at the end of the racks' lines is warmer due to the same reason as in the first case. The velocity vectors are depicted in Figs. 8a) and 8c) , where it can be noticed that the airflow in the mentioned positions is imperfect. On the other hand, the air flows correctly in the middle of the room, as shown in Fig. 8b ). The validation of the numerical model is made through measurements given by the data centre management.
The air flow is not optimal near the extremities of the lines of the racks. This happens due to the fact that the room has an imperfect layout. The flawed cooling mentioned above can be observed the zoomed section of Fig. 8c) , where the air flows poorly to the cold aisle from the hot aisle. However, as confirmed by Figs. 2-7, in the middle of the room the cooling is much more efficient, as evidenced by the air flow represented in Fig. 8b) , in which the air flows correctly to the cold aisle from the hot aisle.
As mentioned in Section 2, the maximum thermal load is 75%, which is not usual for the data centre and occurs when the demand is higher and the majority of racks operate. However, even if in these cases the CRAC units can refrigerate the room, the refrigeration is achieved by consuming a high quantity of energy. Thus, instead of upgrading the CRAC units, which is costly, a solution could be altering the layout of the data centre room and trying to optimize it in order to efficiently cool the racks. One solution could be removing a few racks and thus being able to avoid any hot spot by reducing the air flow velocity.
IV. CONCLUSIONS
A parametric study using CFD modelling tools for a data centre room operating with 208 racks was proposed in this paper with the intention of studying the airflow. A 75% of the maximum thermal load was used in this study, which is a high number for the data centre, thus not occurring very often. Simulations are made for the heat flow limit condition and two case studies are analysed for the minimum and maximum air flow velocity. The results predict that in the case of the minimum air flow velocity several hot spots appear. The results also indicate that in the case of the maximum air flow velocity all the racks are cooled, providing hot spots removal. However, cooling in this manner consumes a high amount of energy. All the hot spots are located at the extremities of the aisles and this occurs due to the deficient cooling of the room due to the inadequate location of the CRAC units. This occurs on both case studies. Thus, even though all the racks are successfully cooled with a maximum air flow velocity, this solution is not the best. The imperfect airflow observed at the extremities of the aisles happens due to a flawed layout of the data centre room. One way to diminish the air flow velocity and avoiding the occurrence of hot spots could be withdrawing a few racks from the extremities of the lines. This will allow for an improved airflow in the room.
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