Abstract-This paper proposes a new polynomial time constant factor approximation algorithm for a more-a-decade-long open NP-hard problem, the minimum four-connected m-dominating set problem in unit disk graph (UDG) with any positive integer m ≥ 1 for the first time in the literature. We observe that it is difficult to modify the existing constant factor approximation algorithm for the minimum three-connected m-dominating set problem to solve the minimum four-connected m-dominating set problem in UDG due to the structural limitation of Tutte decomposition, which is the main graph theory tool used by Wang et al. to design their algorithm. To resolve this issue, we first reinvent a new constant factor approximation algorithm for the minimum three-connected m-dominating set problem in UDG and later use this algorithm to design a new constant factor approximation algorithm for the minimum four-connected m-dominating set problem in UDG.
I. INTRODUCTION
W IRELESS networks such as wireless ad hoc networks and wireless sensor networks consist of a number of nodes which instantly forms a connected topology without relying on pre-existing infrastructure. In most cases, each node in the wireless networks are battery powered and thus energy efficiency is an important issue. The amount of energy consumed at a sensor to transfer a message to another node via wireless signal increases exponentially with respect to the distance between them. As a result, most wireless networks use multi-hop routing for communications among the nodes in them. In order to send a message from a source node to a destination node, it is important to identify a quality routing path between them. As there is no pre-existing infrastructure, most routing algorithms in the wireless networks involve a flooding-like strategy, in which each node forwards message to all of its neighbours so that a message can eventually reach at this intended destination. However, such strategy usually increases the amount of wireless signal interference and collision in the networks, which causes every node to retransmit a single message for many times, and wastes a huge amount of energy. This problem is generally referred as the broadcasting storm problem and is known to be a serious issue in energy-constraint wireless networks [6] .
One promising way to address the broadcasting storm problem is to limit the number of nodes which are involved in routing messages among the nodes. In essence, therefore, the selected nodes for this purpose form a backbone-like structure in the typical wired networks such as the Internet and thus they are collectively referred as a virtual backbone. It is widely believed that the idea of virtual backbone was firstly introduced by Ephremides et. al [7] . In theory, a subset of nodes in a wireless network can form a virtual backbone only if the subset satisfies the following two conditions. The first condition is that all of nodes outside the subset can communicate with a node within the subset. The second condition is that any two virtual backbone node should have a routing path between them which consists of some other virtual backbone nodes. As virtual backbone aims to reduce the number of nodes involved in multi-hop routing in a wireless networks, it is important to reduce the size of the subset. Based on this observation, Guha and Khuller [8] abstracted the problem of computing the smaller size virtual backbone as the minimum connected dominating set (MCDS) problem.
Due to various reasons such as accidental damage on, energy depletion of, or mobility of a node, the topology of wireless networks tends to be highly fragile. For instance, a connected dominating set for the nodes which is supposed to form a connected subgraph to route messages among the nodes could be easily disconnected due to a node exhaustion, which naturally makes the fault-tolerance of virtual backbone as an important issue in the area. In [13] , Dai and Wu have discussed the requirements for a fault-tolerant virtual backbone and introduced the definition of the k-connected k-dominating set, or in short, (k, k)-CDS for a given k. Later, this concept is generalized and the concept of k-connected m-dominating set, (k, m)-CDS, is introduced. In theory, given a graph G = (V, E), where V is the set of nodes and E is the set of edges, G [D] The MCDS problem is a well-known NP-hard. Likewise, the minimum (cardinality) (k, m)-CDS problem is NP-hard, and thus many efforts are made to introduce a constant factor approximation algorithm for it. Some very well-known results in this topic include the 2-approximation algorithm for the minimum (2, 1)-CDS problem by Wang et al. [28] and a constant factor approximation algorithm for the minimum (2, m)-CDS problem by Shang et al. [24] . At INFOCOM 2010, Kim et al. [4] introduced the first constant factor approximation algorithm for the minimum (3, m)-CDS problem along with the counter examples showing that the existing constant approximation algorithms for the (k, m)-CDS problem with general k ≥ 3 are flawed. Very recently, This result was improved by Wang et al. [1] , which was presented at INFOCOM 2015. However, the question of designing a constant factor approximation algorithm for the minimum (k, m)-CDS problem is still open for any k ≥ 4.
Highlight of Contributions:
In this paper, we introduce a new constant factor approximation algorithm for the minimum (4, m)-CDS problem for the first time in the literature. In [1] , Wang et al. used a classical graph theory tool called Tutte decomposition to identify 3-connected components, ringbricks, and multiple-edges bricks first and then connected them by adding a bounded number of additional nodes so that the union of them becomes a (3, m)-CDS. However, this strategy cannot be applied to obtain a constant factor approximation for the minimum (4, m)-CDS problem due to the following reason: the unique Tutte decomposition can only be applied to 2-connected graphs. So, to design a constant factor approximation for (4, m)-CDS, new ideas are needed. The main new ingredients of the our algorithm are as follows: we start from a 3-connected m-dominating set, C 3,m , which can be constructed by the algorithm in [1] , and then adding a bound number of paths whose lengths are at most three and which are with special properties (namely H-paths, see Definition 10 for the details) to connect the components separated by the vertex cut iteratively, in ith iteration, we simplify G i (G i represents the graph which is obtained by adding several H-paths to C 3,m where G 0 = C 3,m ) to obtain a new auxiliary graph Y i by removing the maximal sequence of removable points Q i , (see Definition 7) and the structure of Y i is much simpler than G i . The fact that G i and Y i have the same set of the vertex cuts is crucial to our new strategy, that is to say, the removal of the removable points has no effect on the property of the vertex cut. We can find the vertex cut in Y i , which turns out to be a vertex cut in G i . Then we go back to G i to add H-paths to connect the components separated by the vertex cut, G i+1 represents the graph has been added H-paths into G i , and our algorithm goes to the next iteration. That is to say, the simplified graph Y i is used as an auxiliary graph which acts as a guide for us to find the vertex cut in G i . In our algorithm, one key point is that, according to the property of the critically k-connected graph, there always exists at least a good point in G i after all the degree-three bad points have been converted. Thus, G i can always be simplified in any iteration. Namely, the size of the simplified auxiliary graphs decrease strictly, i.e., |Y i+1 | < |Y i |. Thus, the number of the H-paths added can be bounded. It is noteworthy that our algorithm uses only a bounded number of new H-paths to augment the subgraph into 4-connected graph such that the addition of new H-paths does not introduce any new badpoints ( See Lemma 6 for details).
As a result, we obtain the first constant factor approximation algorithm for the minimum (4, m)-CDS problem using the new strategy. Note that the proposed algorithm is still a constant factor approximation for the minimum (3, m)-CDS problem by construction.
The rest of this paper is organized as follows. We provide several important notations and definitions in Section II. Section III introduces some related work. We present two new constant factor approximation algorithms for the minimum (4, m)-CDS problem in UDG in Section IV. We conclude this paper in Section V.
II. NOTATIONS, DEFINITIONS, AND PRELIMINARIES

A. Notations and Definitions
In this section, we introduce some concepts to help the later discussions. 
In this paper, both Fig. 1 ).
In this paper, in the graph G = (V, E), we use G(V − v) to denote the resulting graph in which we have applied the process of removing the removable point v; while G[V − {v}] or G − v or represents the subgraph in which v and all the edges e(u, v), u ∈ G are removed.
In Fig. 1 
(Maximal Sequence of Removable Points): Given a graph G = (V, E). A sequence of removable points
Q = {v 1 , . . . , v s } of G is
called a maximal sequence of removable points, if for any v ∈ V \ Q, v is not the removable point of the graph G(V \ Q).
In Fig. 1 , {v 1 , v 3 } is a sequence of removable points, since v 3 is removable of G(V − {v 1 }), they can be removed in order. However, {v 1 
Definition
(H-Path): Given a graph G, an H-path P of a subgraph H is a path between two different nodes in H such that no inner node of P is in H.
The length of an H-path is the number of edges in the path. We use H k to denote an H-path whose length is no greater than k. We can add H-paths to connect the components separated by vertex cut. Finally, we introduce the notion of critically k-connected graph, which proves critical in the designing of our algorithm.
For a critically k-connected graph, we have the following. Theorem 1 [38] :
and the bound is tight, where δ(G) is the minimum degree of G.
As immediately corollaries, we have
Corollary 2: Let G be a 2-connected (resp. 3-connected) graph with minimum degree δ(G) ≥ 3 (resp. δ(G) ≥ 4). Then G is not a critically 2-connected (resp. 3-connected) graph, i.e., G always has a good point.
Corollary 1 is crucial to the design of our constant approximation algorithm for computing (k, m)-CDS when k = 3 or 4, as one key step in our algorithm requires the existence of a good point. This is guaranteed when k = 2, 3, and not for k ≥ 4. This is because in general, δ(G) ≤ k does not hold for a critically k-connected graph, as k ≥ 4. 
III. RELATED WORK
Much effort has been made to design approximation algorithms for fault-tolerant connected dominating set problems. Table 1 provides the results of the existed approximation algorithms for computing (k, m)-CDSs. Dai and Wu first noticed the necessity of fault-tolerance for virtual backbones and proposed the problem of computing k-connected m-dominating set in which k and m are two system parameters which decide the level of fault-tolerance of the CDS [13] . They also introduced three different heritrices to compute k-connected k-dominating set. The first one is a probabilistic algorithm, named k-Gossip; the second one is a deterministic algorithm, the last one is probabilistic algorithm, namely, Color-Based k-CDS Construction. This algorithm first partitions the whole graph into several components and then computes a CDS for each part.
Wang et. al. introduced Connecting Dominating Set Augmentation (CDSA), which is a centralized algorithm to compute 2-connected 1-dominating set and showed that its performance ratio is 54.154 [28] . The main idea is as follows:
(1) construct a CDS D, (2) iteratively adding H-paths to connect a leaf block and other block until CDS is 2-connected.
In [24] , Shang et al proposed a centralized algorithm to construct 2-connected k-dominating set. They first choose an MIS of G, by sequentially choose an MIS k times, we can get a k-dominating set D, then add H-paths to make D 2-connected. This algorithm has performance ratio depending on k. The first distributed approximation algorithm to construct 2-connected m-dominating set problem was proposed by Gao et al. [34] .
My T. Thai et. al. first introduced a centralized approximation algorithm to compute k-connected m-dominating set [23] . This work assumes an input graph is max(k, m)-connected and consists of three sub-algorithms. The first one is for computing a 1-connected m-dominating set. The second one calculates a k-connected k-dominating set based on the first algorithm. The last one computes a k-connected m-dominating set using the second algorithm. Recently, Wu et. al. proposed a centralized approximation algorithm, CGA, and a distributed algorithm, DDA, to construct k-connected m-dominating sets for any k and m [33] .
More recently, in [36] , the authors proposed a new polynomial time algorithm for computing (3, m)-CDS. The main idea of the algorithm FT-CDS-CA in [36] is to augment the connectivity by using a leaf-block tree structure, and then repeatedly changing each bad-point to a good point. The performance ratio of this algorithm for (3, 3)-CDS is 280. In another paper [1] , the authors apply Tutte decomposition to design two algorithms to construct the (3, m)-CDS. The performance ratios of these algorithms for computing (3, 3)-CDS are 87 and 62, respectively. These approximation algorithms for constructing (3, m)-CDS are improved by the work [2] . The strategy applied in this work is greedy, and also based on Tutte decomposition. The algorithm has approximation ratio 26.34 for (3, 3)-CDS.
In this paper, we propose a new constant factor algorithm to compute (4, m)-CDS. We can also apply the same idea to compute (3, m)-CDS, which is different to the algorithms in [1] , [2] , and [36] . The core strategy of the algorithms in [1] and [2] is the decomposition of a 2-connected graph, known as Tutte decomposition. However, when constructing (3, 3)-CDS by the algorithm in [2] or the basic algorithm in [1] , we need to decompose the 2-connected graphs into 3-connected components. When the network is large scale, Tutte decomposition is a complicated procedure, since we not only need to find the vertex cut, but also need to verify if the vertex cut is the split-separator, which is used to decompose the graph. While, the basic idea of our new algorithms is to use auxiliary graphs with simpler structure to verify the vertex cuts of the complicated original graphs. Further, the vertex cut can be identified by searching degree-(k − 1) point. then we can add H-paths to increase the connectivity of the graph.
IV. MAIN RESULTS
A. The Core Strategy
To construct highly fault-tolerant virtual backbones, we try to compute CDSs with high-connectivity. However, the wireless sensor network with high-connectivity is generally large-scale and has a complicated structure. Luckily, there exist some nodes whose removal have no effect on the connectivity of the network, we call these nodes removable points. Thus, by removing these removable points, we can search for the vertex cuts in the auxiliary graph whose structure is much simpler than the original graph. When we add H-paths one by one to connect the components separated by the vertex cuts, the virtual backbone becomes larger and larger. However, through removing the removable points, we can verify the vertex cuts in the auxiliary graph Y i whose size becomes smaller and smaller. Moreover, when we verify the vertex cut in the auxiliary graph, we only need to search for the degree-(k − 1) good points (k = 3, 4) to 'locate' the vertex cuts. Because in a (k − 1)-connected graph, if {u 1 , u 2 , . . . , u k−1 } is adjacent to the node with degree-(k−1), {u 1 , u 2 , . . . , u k−1 } must be a vertex cut. In summary, we use the auxiliary graph Y i to 'locate' the position of the vertex cuts in G i , and add H-paths in G i to construct a (k, m)-CDS. After simplifying the graph, we can guarantee the existence of the degree-(k −1) good points to ensure the correctness of our algorithms. Fig. 3 illustrates the procedure of our algorithms.
The following lemma is crucial and ensures that the set of vertex cuts of the simplified graph Y i is same as the G i .
Lemma 1: After removing the removable points, the set of vertex cuts will not change and the number of the connected components separated by the vertex cut remains unchanged.
Proof:
, v is a removable point. In order to prove the vertex cut remains a vertex cut, and the total number of the connected components will not change, we only need to prove the vertex cut of the original graph remains the vertex cut of G(V − v), and if any B i ),  B 1 , . . . , B i−1 , B i , B i+1 , . . . , B s are all connected, namely, the vertex cuts and the number of connected components remains unchanged.
If
and x, y = v, there exists a path P to connect them. If v / ∈ P , P is also the path connecting x and y in G . If v ∈ P , let P = P 1 ∪ v ∪ P 2 (P 1 denotes the path connecting x and v, P 2 denotes the path connecting v and y), From the process of removing a point, P = P 1 ∪ P 2 is the path connecting x and y in G , see Fig. 4 . So between any
there exists a path, that G is connected is proved.
Lemma 2: When we find the degree-(k − 1) good point v 0 in Y i , and add an H-path in
G i to connect the C 1 (v 0 ∈ C 1 ) and C 2 ,
after removing Q i (the maximal sequence removable points in the last iteration) and H i (the intermediate nodes of H-path added in this iteration), v 0 is removable.
Proof: If C 1 = v 0 , apparently, after adding an H-path, d(v 0 ) = k, so it is removable. If |C 1 | > 1, there must exist at least one node w in C 1 adjacent to v 0 . If one of the endpoints of the H-path is v 0 , d(v 0 ) = k, definitely it is removable. Otherwise, w 1 , w 2 are the endpoints, w 1 ∈ C 1 , w 2 ∈ C 2 . Since except for v 0 other nodes in C 1 consist of a maximal sequence of the removable points, by definition, after removing w 1 , add the edge (w 2 , w 1 ), w 1 ∈ C 1 is the neighbour of w 1 . Before adding the H-path P w1w2 , the nodes in C 1 except v 0 are removable. Thus, we continue to remove the maximal sequence until there exists an edge (w 2 , v 0 ),
From this lemma, in each iteration, after adding an H-path, at least one good point can be converted to a removable point. So we can obtain a new auxiliary graph, which is used to verify the next vertex cut. In addition, we easily know
B. A New Constant Factor Approximation Algorithm for the Minimum (k, m)-CDS (k = 3, 4) Problem by Simplifying the Graph
In this section, we present a new constant approximation algorithm for computing (k, m)-CDS, where k is fixed to be 3 or 4 throughout this section. It is worthwhile to point out that although our algorithm is designed to compute a (4, m)-CDS, it works for computing a (3, m)-CDS. So we write it in a uniform way.
The main steps of our algorithm are described as follows: (i) Compute a C k−1,m using the existing algorithm, and whenever there is a degree-(k − 1) bad point u, add H-paths to connect these connected
repeat 4: Add H-paths between the components partitioned by {u 1 , u 2 , . . . , u k−1 }.
5:
until there is no degree-(k − 1) bad points. Let H 0 denote the intermediate nodes of the H-paths added. 6 : end if
if there is a degree-(k − 1) good point v 0 of Y i then 13: repeat 14: Add an H-path in G i to connect the components C 1 and 
18:
Find a maximal sequence of removable points Fig. 5, Fig. 6 , and Fig. 7 illustrate how C 3,3 is constructed by this algorithm. Also, Fig. 8, Fig. 9, Fig. 10 , and Fig. 11 illustrate how C 4,4 is generated by the algorithm. 
1 is the set of the inner nodes of P 1, 7 . Then the second auxiliary graph Y 2 is obtained.
It should be noted that even if we obtain the auxiliary graph Y i by removing Q i = H i ∪ S i , in next iteration, we need to simplify the G i+1 = G i ∪ H i by removing Q i first which is the set of the removable points in the ith iteration and then remove H i+1 which is the intermediate nodes added in (i + 1)th iteration from G i+1 , at last, remove S i+1 .
C. Performance Analysis
Now, we show Algorithm 1 is in fact a constant factor approximation algorithm for the minimum (k, m)-CDS (k = 3, 4) problem.
Lemma 3: G = (V, E) is a 2-connected graph, the two nodes which are adjacent to a degree-two bad point can partition the graph into two components at most.
Proof: For contradiction, suppose that the two nodes {u 1 , u 2 } which are adjacent to the degree-two bad point v separate graph G into v and components B 1 , B 2 , . . . , B s (s ≥ 2) . Under this hypothesis, it can be proved that v is a good point, 5 } is the vertex cut, which is adjacent to the degree-2 good point u 10 . Locate the corresponding vertex cut {u 3 , u 5 } in G 2 and then add an H-path P 4, 6 in G 2 to connect the components separated by {u 3 , u 5 }; In (b) and (c) remove Q 2 = {u 1 , u 4 , u 8 , u 9 } and remove the maximal sequence of removable points {u 6 , u 7 , u 10 }. After removing the maximal sequence of removable points, u 2 , u 3 , u 5 consists of a triangle, ie, the auxiliary graph (d) becomes 3-connected, thus the corresponding original graph is 3-connected, see (a) in Fig. 7 . Fig. 8 .
In the first round, there are two degree-3 bad nodes (node 2 and node 6) in Y 0 ; after adding H-paths, the algorithm first removes the intermediate nodes of H-paths, and then removes the maximal sequence of removable points {9, 10}; finally, the auxiliary graph Y 1 is obtained.
in other words, for any
There are three cases.
• Case 1:
. . , B is , and B ik (j = 1, 2, . . . , k) is adjacent to one node at least in u 1 , u 2 . Because B j (j = 1, 2, . . . , s) is connected and it is adjacent to both u 1 and Proof: Proof by contradiction, assuming {u 1 , u 2 , u 3 } separates the graph Y 0 into 4 components B 1 , B 2 , B 3 and u. In order to prove this lemma, we only need prove that u is a good point, that is, any {u , u } in Y 0 , Y 0 \ {u, u , u } is connected. There are four cases:
without loss of generality, we assume u = u 1 and 2 , u 3 } is connected because both B 2 and B 3 are adjacent to u i .(i = 2, 3). And if |B 1 | > 1, we claim that there exist at least one node which is in B 1 \ {u } such that the node is adjacent to {u 2 , u 3 }, otherwise, {u 1 , u } will disconnect the graph. Thus, Fig. 11 . In the fourth round, {4, 7, 12} is the vertex cut, which is adjacent to degree-3 good point (node 3) in Y 3 ; the algorithm locates the corresponding vertex cut {4, 7, 12} in G 2 , and then adds an H-path P 5, 9 . After the simplification process, the resulting graph Y 4 is a 4-connected graph.
• Case 3:
is connected because B 2 and B 3 are adjacent to {u 1 , u 2 , u 3 } and there must exist at least one node in B 1 which is adjacent to {u 1 , u 2 , u 3 }, otherwise, {u , u } will separate Proof: For k = 4, since after adding an H-path P uv , the degree of u becomes four. {u 1 , u 2 , u 3 } is the vertex cut which is adjacent to u. And only removing the neighbour of u has an effect on the degree of u. Supposing that we remove the u 1 , according to the process of removing a removable point, the degree of u 1 is at least 4. By definition, we know only all the neighbours of u are the neighbours of u 1 , the degree of u will decrease after u 1 is removed. However, there cannot exist edges (u 1 , u 2 ) and (u 1 , u 3 ), otherwise, u cannot consist of a vertex cut, namely, u is not a bad point. As the degree of u 1 is at least 4, and at least one of u 2 , u 3 cannot be neighbour of u 1 . So except for u, v, u 2 , u 3 , there must exist at least one node u 4 which is adjacent u 1 . After removing u 1 , we will add an edge between u and u 4 , which will increase the degree of u (see Fig. 12 for illustration). For k = 3, the proof is similar.
From Lemma 1 and Lemma 8, we can conclude that there is no degree-(k − 1) bad point in Y i .
Lemma 9 Proof: 
Since there are |C k−1,m | degree-(k − 1) bad points at most, from Lemma 3, we have:
Similarly, from Lemma 4:
From the Line 12:
From Lemma 2, after adding an H-path will covert one degree-(k − 1) good point at least, the number of H-paths added in Line 14 cannot exceed the total number of the removable points in S i , and there are two intermediate nodes of the H-path at most. Thus,
From Eq.s (5)- (7):
From Eq. (1) and Eq. (8): For k = 3:
For k = 4:
From Eq. (2) and Eq. Apparently, to augment the (3, 4)-CDS, the total number of the added nodes is (|G j | − |G 0 |). So, we can obtain the performance ratio by bounding the number of the added nodes into G 0 :
|G j |≤ 7|C 3,4 |≤ 7β|C 
V. CONCLUSION
In this paper, we studied the problem of computing (k, m)-CDS where k = 3, 4 in wireless networks by simplifying the graph. We propose a factor polynomial time approximation algorithms to compute (k, m)-CDSs. Our future work is focusing on constructing (k, m)-CDS, for any k and trying to find another models for solving the problem of the faulttolerant of the WSN different from CDS.
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