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 This paper presents an application of a novel bat algorithm 
(NBA) for solving optimal power flow (OPF) problems in power 
systems. The proposed algorithm combines a bat habitat selection 
and their self-adaptive compensation for the Doppler effects in 
echoes into the basic bat algorithm (BA). The selection of the bat 
habitat is modeled as a selection between their quantum behavior 
and mechanical behavior. The objective of this paper is to 
minimize the total generation costs by considering equality and 
inequality constraints. To validate the proposed algorithm, the 
standard IEEE 30-bus and 57-bus test systems are applied. The 
results show that the proposed technique provides a better 
solution than other heuristic techniques reported in the literature.    
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1 Introduction 
 
A modern power system consists of a set of connections in which the energy can be transmitted from 
generators to a load. In an interconnected power system, the objective is to find the real and reactive power 
scheduling of each power plant in such a way as to minimize the operating cost. This means that the 
generator’s real and reactive power is allowed to vary within certain limits so that it can meet the demand 
with a minimum fuel cost. This is called the optimal power flow. The optimal power flow (OPF) problem 
has become an essential for operation, planning and control of the power systems. It was proposed first time 
in 1968 by Dommel and Tinney [1]. The main goal of the OPF problem is to optimize a selected objective 
function such as fuel cost, power loss, etc. In solving the OPF problem, objective function is optimized by 
adjusting system control variable while satisfying the equality and inequality constraints. The equality 
constraints normally power the flow equations and inequality constraints   present limits on control variables 
and limits of the power system dependant variables. Many conventional techniques such as gradient-based 
method, Newton method, linear programming, and quadratic programming have been employed for the 
solution of the OPF problem [2-4]. But most of these methods cannot find a global optimal solution in the 
OPF problems which have nonlinear constraints and objective functions. Recently, numerous heuristic 
algorithms have been developed and implemented to successfully generate the OPF solution such as tabu 
search (TS) [5], genetic algorithm (GA) [6-8], evolutionary programming (EP) [9], artificial bee colony 
(ABC) algorithm [10-12], differential evolution (DE) [13-16], teaching learning-based optimization (TLBO) 
[17-19], biogeography-based optimization (BBO) [20-22], particle swarm optimization (PSO) [23-25], and 
gravitational search algorithm (GSA) [26].  
Nowadays, to find out the optimized solution of the complex problem evolutionary algorithms 
algorithmic models are used. Meta-heuristic algorithms are based on natural phenomenon and are suitable for 
the complex optimization problems. These algorithms solve the optimization problem according to 
population and keep on searching and evaluating for a number of times until an optimized result is obtained. 
New algorithms developed are either nature inspired or are dependent on the behavior of animals. Apart from 
the development of new optimization algorithms, many new variations of a particular algorithm are being 
continuously developed. One such instance is the bat algorithm (BA), which was originally proposed in [27]-
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[29] and has seen a variety of modifications being incorporated to find which among them proves to be the 
most optimal. In other words, variations of the same algorithm are developed to determine the best solution 
of a particular problem in a particular field of study. A new variation of the novel bat algorithm (NBA) has 
been discussed in [31, 32] and applied for economic dispatch problem.   
In this paper, a newly developed heuristic optimization called NBA method is proposed to solve the OPF 
problem which is formulated as a nonlinear optimization problem with the equality and inequality constraints 
in the power system. The performance of the proposed approach has been demonstrated on the standard 
IEEE 30-bus and IEEE 57-bus test systems. The simulation results obtained indicate that the proposed 
method gives better results than other heuristic techniques.   
 
2 Problem formulation 
 
The essential goal of the OPF is to optimally adjust the power system control variables in terms of a 
certain objective function while to satisfy various equality and inequality constraints at the same time. 
Generally, the OPF problem can be mathematically written as follows: 
 













                                                                              
where J  is objective function to be minimized, g is the equality constraints represent typical load flow 
equations, h is the inequality constraints represent the system operating constraints, x is the vector of 
dependent variables or state vector consisting of: 
(1)  Active power of generators at slack bus PG1.     
(2)  Load bus voltage VL.        
(3)  Generator reactive power output QG. 
(4)  Transmission line loading (line flow) Sl. 
Hence, x can be expressed as: 
 
 nl1NG1NL11 ,,, llGGLLG
T SSQQVVPx =  (3) 
 
where NG, NL, and nl are the number of generators, number of load buses, and number of transmission lines, 
respectively. u is the vector of the independent variables or control variables consisting of: 
(1)  Generator voltage VG at PV bus.                          
(2)  Generator real power output PG at PV buses except at the slack bus PG1.                  
(3)  Transformer tap setting T. 
(4)  Shunt VAR compensation (or reactive power of switchable VAR sources) Qc. 
Hence, u can be expressed as: 
 
 NT1Nc1NG1NG2 ,,, TTQQVVPPu ccGGGG
T =  
 
(4) 
where NT and NC are the number of the regulating transformer and VAR compensators, respectively. 
 
2.1 Objective Function 
 
The objective function for the OPF reflects the cost associated with generating the power system. The 







iFJ  (5) 
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where Fi  indicate the fuel cost of the i-th generator. 
 
The generator cost characteristics are defined as quadratic cost functions of the generator power output 
and the objective function selected. 
                                                                        
2
GiiGiiii PcPbaF ++=  (6) 
 
where ai, bi, and ci are the cost coefficient of the i-th generator, PGi is the power generated by the i-th unit and 
NG is the number of generators. 
 
2.2 The Equality Constraints 
 
These constraints are specific load flow equations which can be described as follows: 
 







jiDiGi BGVVPP   (7) 
 







jiDiGi BGVVQQ   (8) 
 
where, i=1,…, NB, NB is the number of buses; PG is the active power generated, QG is the reactive power 
generated, PD is the load active power, QD is the load reactive power, Gij and Bij respectively indicate the real 
part and imaginary part of the ij-th element of the node admittance matrix. 
 
2.3 The Inequality Constraints    
 
These constraints reflect the system operating limits as follows [23]: 
1. Generator constraints: generator voltages, real power outputs, and reactive power outputs are restricted  
     by their lower and upper limits as follows: 
 
maxmin
GiGiGi VVV  , i=1,…,NG (9) 
 
maxmin




GiGiGi QQQ  , i=1,…,NG 
 
(11) 
2. The transformer constraints: transformer tap settings are bounded as follows: 
 
maxmin
iii TTT  , i=1,…,NT 
 
(12) 
3. Shunt VAR constraints: shunt VAR compensations are qualified by their limits as follows: 
 
maxmin
cicici QQQ  , i=1,…,NC 
(13) 
 
4. Security constraints: these include the constraints of voltages at load busses and transmission line       
loadings as follows:    
 
               maxmin
LiLiLi VVV  , i=1,…,NL    (14) 
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lili SS  , i=1,…,nl                (15) 
                                                                           
3 Overview of the bat algorithm (BA) 
 
The Bat algorithm is a meta-heuristic approach that is based on echolocation behavior of bats.  A bat has 
the capability to find its prey in a complete darkness.  This was developed by Xin-She Yang in 2010 [27]. 
The algorithm mimics the echolocation behavior most prominent in bats. Bats fly randomly in the air or in 
the process of searching for prey by using echolocation to catch food and to avoid obstacles. This 
echolocation characteristic is copied in the virtual Bat algorithm with the following assumptions [27, 28]: 
(1) All bats use echolocation mechanism to sense distance and they could distinguish between the prey and 
obstacles.   
(2)  Each bat randomly with a velocity vi at position xi with a fixed frequency fmin, varying wavelength λ and 
loudness A0 searches for prey. They adjust the wavelength (or frequency) of their emitted pulses and 
adjust the rate of pulse emission  r ∊ [0, 1], depending on the distance of the prey.  
(3) Although loudness may vary in many ways, it is assumed that the loudness varies from a large (positive) 
A0 to a minimum constant value Amin. 
 
3.1 Initialization of the Bat Algorithm 
 
Initialization population of bats generated randomly in between the lower and upper boundary can be 
achieved by the following equation [29]. 
 
            ))(1,0( minmaxmin jjjij xxrandxx −+=              (16) 
 
where djni ,,2,1;,,2,1  == ; jxmin and jxmax are lower and upper boundaries for dimension j, respectively. 
 
3.2 Movement of Virtual Bats  
 
In the BA, the step size of the solution is controlled with the frequency factor. It is generated randomly 
between the minimum and maximum frequency [fmin, fmax]. The velocity of a solution is proportional to 
frequency, and a new solution depends on its new velocity, and it is represented as [29]: 
 

















−1  (19) 
 
where  β ∊ [0, 1] indicates randomly generated number, xbest represent current global best solutions. For local 
search part of algorithm (exploitation) one solution is selected among the selected best solutions and random 
walk is applied. 
                                                                               
t
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where ε ∊ [-1, 1] is a random number, while = tiAA is the average loudness of all the bats at time step t.  
 
3.3 Loudness and pulse emission 
 
As the iteration proceed, the loudness and pulse emission have to updated because when  batsget closer 
to their prey then they hear loudness. It usually decreases and pulse emission rate also increases, the updating 
equation for loudness and pulse emission is given by [29]: 
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where α and γ are constants. Actually, α is similar to the cooling factor of a cooling schedule in the simulated 
annealing. For simplicity, we set 9.0==  in our simulations. 
 
The basic step of BA can be summarized as pseudo code shown in Table 1 [29]. 
  




dxxxxf ),,( ),( 1 =  
Initialization of the bat population xi (i=1, 2, ..., n) and velocity vi 
Define pulse frequency fi at xi 
Initialization of pulse rates ri and the loudness Ai 
while (t < Max number of iterations) 
Generate new solutions by adjusting frequency 
and updating velocities and locations/solutions (equations (17) to (19)) 
if (rand > ri ) 
Select a solution among the best solutions 
Generate a local solution around the current best solution 
end if 
Generate a new solution by flying randomly 
if (rand < Ai && f(xi) < f(xbest)) 
Accept the new solutions 
Increase ri and reduce Ai 
end if 
Ranks bats and finds current best xbest 
end while 
Postprocess results and visualization 
 
4 The novel bat algorithm (NBA)  
 
In the BA, the Doppler Effect and the idea of foraging of bats was not taken into consideration. In the 
original BA, each virtual bat is represented by its velocity and position, searches its prey in a D-dimensional 
space, and its trajectory is obtained. Also, according to the BA, it is considered that the virtual bats would 
forage only in one habitat. However, in fact, this is not always the case. In the NBA [30], the Doppler Effect 
has been included in the algorithm. Each virtual bat in the proposed algorithm can also adaptively 
compensate for the Doppler effects in echoes. 
Meanwhile, the virtual bats are considered to have diverse foraging habitats in the NBA. Due to the 
mechanical behavior of the virtual bats considered in the BA, they search for their food only in one habitat. 
However, the bats in the NBA can search for food in diverse habitats. In summary, the NBA consists of the 
following idealized rules for mathematical formulation purposes. 
(1) All bats can move around in different habitats.  
(2) All bats can offset for the Doppler Effect in echoes. They can adapt and adjust their compensation rate 
depending upon the proximity of their targets. 
 
4.1 Quantum behavior of bats  
 
It is assumed that the bats will behave in such a manner that as soon as one bat finds food in the habitat, 
other bats would immediately start feeding from them. During the searching process, according to certain 
probability of mutation pm, some bats will be mutated with the quantum behavior [30]; these bats are updated 
with the following formulas: 
 

































































       
4.2 Mechanical behavior of bats 
 
If the speed of sound in the air is 340 m/s, then  this speed cannot be exceeded by the bats. Also, the 
Doppler Effect is compensated by the bats and this compensation rate has been mathematically represented 
as CR. It varies among different bats. A value ξ is considered as the smallest constant in the computer to 
avoid the possibility of division by zero. The value of CR ∊ [0, 1] and the inertia weight w ∊ [0, 1].  
Here, if bats do not compensate for the Doppler Effect at all, then CR is assigned as 0, if they compensate 
fully, CR is assigned as 1. Now, the following mathematical equations explain the description [30]: 
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4.3 Local Search 
 
When bats get closer to their prey, it is logical to assume that they would decrease their loudness and 
increase the pulse emission rate.  Apart from whatever loudness they use, the factor of loudness in the 
surrounding environment also needs to be considered. This means the mathematical equations are developed 
as follows for the new bat positions in the local area and are given by the below-mentioned equations, where 
rand n (0, σ2) is a Gaussian distribution with the mean 0 and σ2 as standard deviation [30]. At time step t, the 




         If ( )( )irrand 1,0      (28) 
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         (30) 
                                           
The pseudo code of the NBA is presented in Table 2 [30]. 
 
Table 2. Pseudo code of NBA. 
 
Novel bat algorithm 
Objective function T
dxxxxf ),,( ),( 1 =  
Initialization of the bat population xi (i=1, 2, ..., n) and 
vi 
Define pulse frequency fi at xi 
Initialization of pulse rates ri and the loudness Ai 
t = 0; 
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while (t < M) 
if (rand (0, 1) < P) 
Generate new solution using (23) 
else 
Generate new solution using (24) – (27) 
end if 
if (rand (0, 1) > ri) 
Generate a local solution around the selected 
best solution using (28) and (29) 
end if 
if (rand < Ai && f(xi) < f(xbest)) 
Accept the new solutions 
Increase ri and reduce Ai 
end if 
Rank the solutions and find the current best xbest 
if xbest does not improve in G time step, 
Reinitialize the loudness Ai and set temporary 
pulse rate ri which is a uniform random number 
between [0.85, 0.9]. 
end if 
t = t + 1; 
end while 
Output results and visualization 
 
5 Results and discussion   
 
5.1 IEEE 30-bus test system 
 
The proposed NBA technique has been tested on the standard IEEE 30-bus test system which is shown in 
Figure 1. The system consists of 41 transmission lines, 6 generating units and 4 tap-changing transformers. 
The complete system data is given in [33, 34]. The upper and lower active power generating limits and the 
fuel cost coefficients of all generators of the standard IEEE 30-bus test system are presented in Table 3. The 
voltage magnitude limits are between 0.95 and 1.05 pu for all load buses, while it is between 0.95 and 1.1 pu 
for all generator buses. Tap settings of all transformer taps are between 0.9 and 1.1 pu. The total system 
demand was chosen 283.4 MW. The algorithms were executed in MATLAB R2015a on a PC with 3.07 GHz 
CPU and 8-GB RAM. The parameters of  NBA technique used for simulation are: α = γ = 0.9;  fmin = 0;  fmax 
= 1.5; A0 ϵ [0, 2]; r0 ϵ [0, 1]; G = 10; P ϵ [0.5, 0.9]; w ϵ [0.4, 0.9]; CR ϵ [0.1, 0.9]; θ ϵ [0.5, 1].   
The optimal values of the control variables are given in Table 4. The total fuel cost obtained by the 
proposed technique is 801.8442 $/h and total active power loss is 9.1983 MW. Table 5 shows a comparison 
between the results of fuel cost and power losses obtained from the proposed approach and those reported in 
the literature. The comparison is performed with the same control variable limits, initial conditions, and other 
system data. It is clear from the table that the proposed NBA technique outperforms TS, TLBO, BBO, ABC, 
and GA techniques. Figure 2 shows the convergence characteristic of the NBA for IEEE 30-bus test system.  
  
5.2 IEEE 57-Bus Test System 
 
To evaluate the efectiveness and efficiency of the proposed NBA approach in solving larger power 
system, a standard IEEE 57-bus test system is considered as shown in Figure 3. The standard test system 
consists of 80 transmission lines, seven gnerators at the buses 1, 2, 3, 6, 8, 9, and 12, and 15 branches under 
the load tap setting transformer branches. The shunt reactive power sources are considered at buses 18, 25, 
and 53. The total load demand of the system is 1250.8 MW and 336.4 MVAR. The bus data and the line data 
are taken from [33, 34]. The minimum and maximum active power generating limits and the fuel cost 
coefficients of all generators of the standard IEEE 57-bus test system are presented in Table 6. The 
maximum and minimum values for voltages of all gnerator buses and tap setting transformer control 
variables are considered to be 1.1-0.9 in p.u. The maximum and minimum values of shunt reactive power 
sources are 0.0 and 0.3 in p.u. The maximum and minimum values for voltages of all load buses are 1.06 and 
0.94 in p.u, respectively.  
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Best control variables settings are given in Table 7. The total fuel cost obtained by proposed technique is 
41838.2081 $/h and total active power loss is 18.6718 MW. Table 8 shows a comparison between the results 
of fuel cost obtained from the proposed approach and those reported in the literature. The comparison is 
performed with the same control variable limits, initial conditions, and other system data. It is clear from the 
table that the proposed NBA technique outperforms Shuffled Frog Leaping Algorithm (SFLA) and Grey 
Wolf Optimizer (GWO) techniques. Figure 4 show the convergence characteristic of the NBA for IEEE 57-
bus test system. 
 












bi ($/MWh) ci 
($/MW2h) 
1 50 200 0.00 2.00 0.00375 
2 20 80 0.00 1.75 0.01750 
5 15 50 0.00 1.00 0.06250 
8 10 35 0.00 3.25 0.00834 
11 10 30 0.00 3.00 0.02500 
13 12 40 0.00 3.00 0.02500 
 

































































































Figure 1. Single line diagram of the IEEE 30-bus test system. 
 
Table 5. Results of minimum fuel cost for the IEEE 30-bus system. 
 











































Fuel cost ($/h) 802.29 802.45 802.717 802.1649 802.0012 801.8442 
Power loss (MW) - 9.525 9.3064 9.7286 9.4563 9.1983 
 











bi ($/MWh) ci 
($/MW2h) 
1 0 575.88 0.00 20 0.07758 
2 0 100 0.00 40 0.01000 
3 0 140 0.00 20 0.25000 
6 0 100 0.00 40 0.01000 
8 0 550 0.00 20 0.022222 
9 0 100 0.00 40 0.01000 
12 0 410 0.00 20 0.032258 
 








Figure 3. Single line diagram of the IEEE 57-bus test system. 
 
Table 7. Best control variables settings for the IEEE57-bus test system. 
 
Control variables Best result Control variables Best result 
PG1  (MW) 
PG2  (MW) 
PG3  (MW) 
PG6  (MW) 
PG8  (MW) 































































J ($/h) = 41838.2081;    Ploss (MW) = 18.6718 
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Figure 4. Convergence characteristic of the NBA for IEEE 57-bus test system. 
 
Table 8. Results of minimum fuel cost for the IEEE 57-bus system. 
 





























Fuel cost ($/h) 41872.9 41873.188 41838.2081 
 
6 Conclusion  
 
In this paper, a novel bat algorithm (NBA) technique has been applied to solve the OPF problem in the 
power system. The proposed technique has provided the global solution in the standard IEEE 30-bus and 
IEEE 57-bus test systems, and it has produced results which are better than the previous studies reported in 
the literature. The obtained results indicate that the proposed technique can be effectively used to solve the 
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