Abstract. This paper is concerned with the stability analysis of the discretized collocation method for the second-kind Volterra integral equation with degenerate kernel. A fixed-order recurrence relation with variable coefficients is derived, and local stability conditions are given independent of the discretization. Local stability and stability with respect to an isolated perturbation of some methods are proved. The reliability of the derived stability conditions is shown by numerical experiments.
Introduction
We consider the second-kind Volterrra integral equation ( 
1.1) y(t) = g(t)+ [ k(t,s,y(s))ds, te[t0,T],
Jto where g and k are given continuous functions on (to, T) and SxR, respectively, with S = {(t, s): t0 < s < t < T). Let nN:t0<ti<-<tN = T denote a partition of the integration range, with t,+l -t, -h, and let 0 < C\ < c2 < • • • < cm < 1 be m parameters. The one-step discretized collocation method [4, 9] (hereafter referred to as VDC) approximates the solution y(t) of ( where t,j -t, + Cjh and y/j, </>'■ are quadrature sums approximating / k(t,j, s, u(s)) ds and / k(t,j, s, u(s)) ds, Jto Jt¡ respectively. Following [9] (to which the reader is referred to for more details), the most common choices for y/j and <f>'j are (a) t'-l m-d
( for the "implicit discretization," ,, _ I 1 for the "discretization using m -1 points, j -I for the "explicit discretization," j for the "diagonally explicit discretization. ' (b) ' Fully implicit discretization" : the y/¡ given by (1.5) with û = 0, ( 1.9) (t>ij = hYicJWkk t*J' u + cJCkh' ELv(CjCk)u,v , k=l \ i/=l / so that the kernel k is computed only in S. VDC methods, until now, have been studied mainly with regard to convergence order [4, 7, 8] , and less so with regard to stability properties. In [10] and [11] we analyzed stability of the exact collocation method by applying it to the basic and the convolution test equation, and to the second-kind integral equation with degenerate kernel, respectively. Here we perform the stability analysis of the VDC method for a linear second-kind integral equation with degenerate kernel of rank n [3, 5] , (l.io) y(t) = g(t)+f ¿fl/(0è/(5Mi)^, t&[t0,n
From the Stone-Weierstrass theorem it follows that the class of degenerate kernels,
is dense in the class of all continuous kernels, so that (1.10) can be considered a significant test equation for stability analysis.
Conditions ensuring the stability of the analytical solution of (1.1) are given in [1, 5, 9] .
In order to analyze the stability properties of VDC methods, a finite-length recurrence relation is constructed in §2 for a vector containing the numerical solution. This recursion is then used to prove local stability conditions. The conditions obtained are independent of the kernel decomposition and require the localization of the roots of a polynomial whose degree is the minimum of the rank of the kernel and the number of the collocation points. In the particular case of the degenerate convolution kernel, the above conditions are shown to furnish a priori stability conditions. In §3, conditions for the stability of the trapezoidal rule are given. Then, for particular degenerate kernels, a class of VDC methods is determined, including those whose collocation parameters are the Legendre and Radau points, which satisfy the local stability conditions, and a bound for A is found which ensures the bounded propagation of an isolated perturbation in these methods. Finally, in §5, numerical results are reported, showing the reliability of the stability conditions derived.
Recurrence relation and local stability conditions
In this section, stability theorems are derived for the VDC method applied to the second-kind Volterra integral equation with degenerate kernel (1.10). These theorems are independent of the choice of discretizations, such as those suggested in § 1. The results obtained are analogous to those derived for the exact collocation method in [11] , and since they are based on the same technique, only a short outline of the proofs is given.
First we derive a finite-length recurrence relation for the method. To do so, we set (2.1) a)k = ak(t,j), j=l,...,m, k=l,...,n, A1 = \a)k\.
In correspondence to the chosen quadrature formulae (1.6), (1.9) we denote by zj a quadrature sum for the integral Jt ' bj(s)u(s) ds and we set Wjkk 
we can easily prove the following theorem.
Theorem 2.3. The VDC method is locally stable in t, in the strong sense if all zeros of
are inside the unit circle; it is locally stable if they are inside or on the unit circle and those on the unit circle correspond to weakly stable eigenvalues of M'.
Remark 2.3. In the case of the implicit and fully implicit discretization, which are the most common, the polynomial C(x) does not depend on the kernel decomposition. In fact, the (j, k) element of the matrix F(x) defined in (2.13) can be written as fjk = (x -l)(ôjk -hs)k -hwkk(tij, tik)), and so the stability conditions derived from the above theorem can be applied under the only hypothesis that the kernel is separable, even if the decomposition is unknown.
Remark 2.4. The calculation of the n eigenvalues of (2.12) is reduced to the determination of the roots of a polynomial whose degree is the minimum of n and m. Note that for this kernel, Theorem 2.3 yields a priori stability conditions. Remark 2.5. We recall [9] that if cm-l, then the VDC method is equivalent to an extended Pouzet Runge-Kutta method for the discretization (a), and to a de Hoog and Weiss Runge-Kutta method for the discretization (b). Therefore, all theorems so far stated are valid also for these Runge-Kutta methods.
STABILITY THEOREMS FOR THE IMPLICIT DISCRETIZATION METHOD
This section is concerned with stability properties of the VDC method applied to equation (1.10) . We first deal with the particular case of two collocation parameters c\ = 0, c2 = 1. For such methods the discretizations of kind (a) and (b) coincide; moreover, the VDC method is equivalent to the trapezoidal rule.
The following theorem holds. 
The theorem is easily proved by applying Theorem 2.3 and the RouthHurwitz conditions to the coefficients of the second-degree polynomial C(x) given in (2.14). D From Theorem 3.1, the following corollaries can be readily obtained. Let We now present some results which will be useful later. Define the following matrix:
T(t) = (yjk) = (ak(t)bj(t)), j,k=l,...,n, and vector: z'(t) = T(t)z(t) + P(t), (3.2') z(to) = 0. The previous theorem allows us immediately to state the following result about two of the most common VDC methods. Corollary 3.3. The VDC method whose collocation parameters are the Gauss points is, on kernels of class A, locally stable in each t, and for each stepsize h. Corollary 3.4. The Runge-Kutta method Radau IIA is, on kernels of class A, locally stable in each t, and for each stepsize h . Now we wish to investigate the conditions for bounded propagation of isolated perturbations [9, p. 428], since it is known that local stability is only a necessary condition for this kind of stability. Theorem 3.4. // the corresponding Runge-Kutta method is algebraically stable, then the VDC method involves, on kernels of class A, a bounded propagation of isolated perturbations, provided that h < l/)>||PF||oo> where y is given by (3.1) and W by (1.8).
Proof. Denote by {v,} and {v*} the solution of (2.9) obtained for the inhomogeneous terms {/>,} and {/>*}, respectively. Since, from the definition of an isolated perturbation, we have \\p, -/>*||2 < S for i = 0,..., r, we get from Finally, from (1.2),
where L is defined in (2.6). Therefore, putting fí* = maxífíj, Q2, "3, ||L||2Q2, ||L||2Q3}, we get \\v,-v*\\2<Q*S, i>0, as asserted. G
Numerical experiments
In this section we report on numerical results intended to show the reliability of the stability conditions previously derived.
We have chosen the following integral equation problems, whose solutions have, respectively, a constant, oscillating, and decreasing behavior: As to the nonlinear problems, we apply the stability theorems to their linearized versions.
Problems ( (3b) m = 4 (Radau IIA points) with fully implicit discretization. For the convolution problems (A), (B), (D), and (E), the application of the stability theorems derived in § §2 and 3 requires the calculation of the roots of the polynomial (2.14), which in this case is of second degree. In virtue of Theorem 2.5, this calculation is made only in the first step. In problem (C), the calculation of the root of the polynomial (2.14) whose degree, in this case, is one, must be made for every step. Of course, since the kernel is of class A , for the method (3a), this computation could be avoided in virtue of Theorem 3.3.
In Tables 1-5 we report relative and absolute errors in selected points for the above collocation methods applied to the integral problems (A)-(E). The quantities Xm{n and Xmax are respectively the minimum and the maximum of the values assumed in the integration range by the maximum modulus root of the polynomial (2.14).
We observe that, in all cases, the VDC methods have a stable behavior every time the stability condition is satisfied. However, for problem (C), the numerical solution decreases more slowly than the true solution, and thus the relative error can be large; this is particularly true for the VDC methods (1) Finally, we wish to stress that numerical results, more numerous than those reported here, show that the fully implicit discretization is more accurate than the implicit one; and the latter has the expected stable behavior in the cases covered by Theorem 3.3. .99E 00 .99E 00 *In the next step, the nonlinear system of the collocation equations cannot be solved.
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