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2.
$d$ $x$ $g(x)$
$G(x)$ $\theta=(\theta_{1}, \ldots, \theta_{p})^{T}$ $P$
$g(x)$ $f(x|\theta)$
$f(x|\theta)$ $g(x)$
$D_{\alpha}(g(x);f(x|\theta))=\{\begin{array}{l}\frac{1}{\alpha}\int_{R^{d}}g(x)^{1+\alpha}dx-(1+\frac{1}{\alpha})\int_{R^{d}}f(x|\theta)^{\alpha}g(x)dx+\int_{R^{d}}f(x|\theta)^{1+\alpha}dx (\alpha>0), (2.1)\int_{R^{d}}(\log g(x)-\log f(x|\theta))g(x)dx (\alpha=0)\end{array}$
$D_{\alpha}(g(x);f(x|\theta))$ density power divergence(DPD)
(i) $D_{\alpha}(g(x);f(x|\theta))\geq 0$













$\hat{\theta}_{\alpha}$ DPD (MDPDE) $\alpha=0$





(Al) $f(x|\theta)$ $A=\{x|f(x|\theta)>0\}$ $\theta$




$| \frac{\partial^{3}p_{\alpha}(\theta;f(x|\theta))}{\partial\theta_{i}\partial\theta_{j}\partial\theta_{l}}|\leq M_{ijl}(x)$ ,
$M_{ijl}(x)$
$E_{G}[M_{ijl}(x)]<\infty$ ; $i,j,$ $l=1,$ $\ldots,p$
MDPDE















1. MLE $(\alpha=0)$ MDPDE $(\alpha=0.1,0.3,0.9)$
( )
3. MDPDE
$y_{i},$ $d+1$ $x_{i}=(1, x_{i1}, \ldots, x_{id})^{T}$
$n$ $\{(y_{i}, x_{i});i=1, \ldots, n\}$
$y_{i}=\beta^{T}x_{i}+\epsilon_{i}$ (3.1)











$\phi(\epsilon|0, \sigma^{2})d\epsilon(=\delta>0$ , say$)$
$\beta$
$\sigma^{2}$ MDPDE











$\alpha=0$ MLE $y=(y_{1}, \ldots, y_{n})^{T},$ $X=$
$(x_{1}, \ldots, x_{n})$ $\hat{\beta}=(XX^{T})^{-1}Xy,\hat{\sigma}^{2}=\sum_{i=1}^{n}(y_{i}-\hat{\beta}^{T}x_{i})^{2}/n$
$\hat{\theta}_{0}=(\hat{\beta}^{T},\hat{\sigma}^{2})^{T}$













$\psi(\epsilon|4<\epsilon<8)$ $U(4,8)$ $(y_{i}, x_{i})$ 60
$\beta=(1, -1, -0.5,0.5,1)^{T}$ $\sigma^{2}=1$ MLE
$(\alpha=0)$ MDPDE $(\alpha=0.2,0.4,0.6)$ 1000
( ) $\beta_{0}$ $\sigma^{2}$
MLE MDPDE
4.
(3.1) $d$ $k_{\star}(\leq d)$
$x_{i(\star)}=(1, x_{i(1\star)}, \ldots, x_{i(k_{\star}\star)})^{T}$
$y_{i}=\beta_{(\star)}^{T}x_{i(\star)}+\epsilon_{i}$ (4.1)
$d$
$x_{i(c)}=$ $(1, x_{i(1)}, \ldots , x_{i(k)})^{T}$
$\theta_{(c)}=(\beta_{(c)}^{T}, \sigma_{(c)}^{2})^{T}$
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1. $x_{i(c)}$ $x_{i(1\star)},$ $\ldots,$ $x_{i(k_{\star}\star)}$
$\tauarrow 0,$ $\deltaarrow 0$
$D_{\alpha}(g(\epsilon);f(y|x_{(\text{ })};\theta_{\alpha(c)}))=O(\tau^{2})+O(\tau^{1+\alpha})+O(\delta^{1+\alpha})$
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1. $x_{i(1\star)}$ , ..., $x_{i(k_{x\star})}$ $x_{i(c)}$
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2. $\tau=o(n^{-1/2})$ $x_{i(c)}$ $x_{i(1\star)}$ , ..., $x_{i(k_{\star}\star)}$
$\tau^{1+\alpha}=o(n^{-1}),$ $\delta^{i+\alpha}=o(n^{-1})$
$D_{\alpha}(g(\epsilon);f(y|x_{(c)};\hat{\theta}_{\alpha(c)}))=(2n)^{-1}tr\{I_{\alpha}(\theta_{\alpha(c)})J_{\alpha}(\theta_{\alpha(c)})^{-1}\}+o(n^{-1})$
2 MDPDE $\alpha$ MLE
DPD
Akaike (1973) AIC Takeuchi (1976) TIC K-L
$\hat{I}_{\alpha}(\theta)=n^{-1}\sum_{i=1}^{n}\frac{\partial\ell_{\alpha}(\theta;f(y_{i}|x_{i};\theta))\partial\ell_{\alpha}(\theta;f(y_{i}|x_{i};\theta))}{\partial\theta\partial\theta^{T}}$ ,
$\hat{J}_{\alpha}(\theta)=n^{-1}\sum_{i=1}^{n}\frac{\partial^{2}\ell_{\alpha}(\theta;f(y_{i}|x_{i};\theta))}{\partial\theta\partial\theta^{T}}$
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(I) $\beta_{0}=1,$ $\beta_{1}=-1,$ $\beta_{2}=1,$ $\beta_{3}=\cdots=\beta_{6}=0$
(II) $\beta_{0}=1,$ $\beta_{1}=-1,$ $\beta_{2}=-0.5,$ $\beta_{3}=0.5,$ $\beta_{4}=1,$ $\beta_{5}=\beta_{6}=0$
$N(y_{i}|x_{i(c)};\beta_{(c)}^{T}x_{i(c)}, \sigma_{(c)}^{2})$ $x_{i(c)}(=x_{ik(c)})=(1, x_{i1}, \ldots, x_{ik})^{T}$ ,
$k=1,$
$\ldots,$
$6$ 6 (I) $X_{i2(c)}$ , (II)
$X_{i4(c)}$ 60 $(=n)$
MLE $(\alpha=0)$ MDPDE $(\alpha=0.2,0.4,0.6)$
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6 TIC $(\alpha=0)$ $IC_{\alpha(c)}(\alpha=0.2,0.4,0.6)$
$\alpha$
1000 TIC $(\alpha=0)$ $IC_{\alpha(c)}(\alpha=0.2,0.4,0.6)$
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