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Abstract
We construct the fundamental solution or Green function for a divergence
form elliptic system in two dimensions with bounded and measurable coef-
ficients. We consider the elliptic system in a Lipschitz domain with mixed
boundary conditions. Thus we specify Dirichlet data on part of the boundary
and Neumann data on the remainder of the boundary. We require a corkscrew
or non-tangential accessibility condition on the set where we specify Dirichlet
boundary conditions. Our proof proceeds by defining a variant of the space
BMO(Ω) that is adapted to the boundary conditions and showing that the
solution exists in this space. We also give a construction of the Green func-
tion with Neumann boundary conditions and the fundamental solution in the
plane.
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1
1 Introduction
We consider a weak formulation of the mixed problem for a second-order elliptic
operator in a bounded, connected, and open set Ω in R2. To state the mixed
problem, we fix a decomposition of the boundary ∂Ω = D ∪N with D ∩N =
∅. We let L be an elliptic operator in divergence form with bounded and
measurable coefficients and we consider the boundary value problem

Lu = f in Ω
u = 0 on D
∂u
∂ν = fN , on N.
(1.1)
where ∂/∂ν is the natural co-normal derivative associated with the operator L.
We will require that Ω be a Lipschitz domain and that the set D satisfy a cork-
screw condition (or non-tangential accessibility condition) as in [25]. We will
give a precise formulation of the mixed problem in section 2. We emphasize that
our results apply to elliptic systems where L acts on vector-valued functions
as well as equations. Our goal is to give a construction of the matrix-valued
Green function for this boundary condition and show that the Green function
satisfies the estimates
|G(x, y)| ≤ C(1 + log(d/|x− y|)), x, y ∈ Ω
|G(x, y) −G(x, z)| ≤ C
|y − z|γ
|x− y|γ
, x, y, z ∈ Ω, |y − z| <
1
2
|x− y|
|G(x, y)| ≤
dist(y,D)γ
|x− y|γ
, dist(y,D) <
1
2
|x− y|.
where d is the diameter of Ω and the constant C and γ > 0 depend only
on assumptions on the operator, the domain, and the decomposition of the
boundary.
Given the logarithmic singularity of the Green function, it is natural to look
for a Green function in the space of functions of bounded mean oscillation. We
fix a set D and define the space BMOD(Ω) which consists of functions in
BMO(Ω) and which vanish in an appropriate sense as we approach D. We
will construct the Green function in this space and then obtain the pointwise
estimates.
There is a great deal of literature on the existence of Green functions and we
do not try to summarize it all here. Littman, Stampacchia, and Weinberger [18]
establish that the Green function has a logarithmic singularity in two dimen-
sions. Gru¨ter and Widman [14] give a nice construction of the Green function
for the Dirichlet problem in dimensions three and higher and treat operators
that are not self-adjoint. Kenig and Pipher [17] give a construction of the Neu-
mann function or the Green function for the Neumann problem when n ≥ 3.
The existence of a global fundamental solution for an elliptic operator in the
plane was established by Kenig and Ni [16]. Using their results, Chanillo and
Li [4] show that the global fundamental solution lies in BMO(R2).
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The results of the previous paragraph are for single equations. More re-
cently, there has been interest in constructing Green functions for elliptic sys-
tems. In this case, we are only able to obtain upper bounds. The work of
Auscher and collaborators [1] establishes the existence of a Green function for
operators with complex coefficients (which may be viewed as a system of equa-
tions with real coefficients). This work was motivated in part by their interest
in the Kato problem. Dolzmann and Mu¨ller [7] construct the Green function
in a C1-domain for an elliptic operator with continuous coefficients. Dong and
Kim [8] establish the existence of a Green function for elliptic systems which
are not assumed to be self-adjoint under the hypothesis that solutions of the
operator are bounded or Ho¨lder continuous. Their argument gives Gaussian up-
per bounds for the parabolic Green function and then integrates the parabolic
Green function in time giving the Green function for the elliptic problem. Re-
cently, Choi and Kim [5] have given a construction of the Neumann function in
dimensions three and higher under the assumption that solutions of the operator
satisfy local Ho¨lder continuity and boundedness estimates. In two dimensions,
the necessary results on the Ho¨lder continuity of solutions dates back to Mor-
rey [21]. A paper of Calanchi, Rodino, and Tri [2] observes that the Green
function for the Dirichlet problem for the Laplacian lies in BMO for planar
domains. Their proof relies on the maximum principle which is not available
to treat the systems considered here. In addition to our main goal of treating
the Green function for the mixed problem, the present paper complements the
work of Choi and Kim by providing a construction of the Green function for the
Neumann problem in two dimensions. Recent work of D. Mitrea and I. Mitrea
[20] gives the existence of the Dirichlet Green function for various constant
coefficient operators in Lipschitz domains.
The present paper was motivated by an effort to construct the Green func-
tion for elliptic systems under mixed boundary conditions. Taylor, Ott, and
Brown [25] give a construction of the Green function for a class of mixed prob-
lems for the Laplacian in a Lipschitz domain in dimensions two and higher.
Their argument begins with the free space fundamental solution and uses a
reflection to first construct a Green function for Neumann boundary conditions
and finally corrects the boundary conditions to give a Green function for mixed
boundary conditions. Below, we provide a new proof of their results in two di-
mensions and establish the existence of a Green function with mixed boundary
conditions for a large class of elliptic systems in two dimensions. We expect
that the Green function constructed below will be useful in extending Taylor,
Ott, and Brown’s results on the Lp-mixed problem for the Laplacian to systems
in two dimensions. It is an interesting, open question to study the mixed prob-
lem for elliptic systems in dimensions three and higher. The main difficulty in
carrying out this extension is the lack of estimates for the Green function.
The construction of the Green function for an operator L is closely related
to local, scale-invariant estimates for solutions of L. In the case of a single equa-
tion, the Ho¨lder continuity of solutions to the mixed problem was established
by Stampacchia [24] using the method of De Giorgi. Stampacchia considers
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the mixed problem in domains which locally are equivalent by a bi-Lipschitz
transformation to a mixed problem in a half-space with the boundary between
D and N a hyperplane. A more recent work of Gro¨ger [13] uses the method of
Meyers [19] to show that solutions of the mixed problem with nice data satisfy
∇u ∈ L2+ǫ(Ω). Gro¨ger’s assumptions on the domain and the decomposition
of the boundary are similar to those of Stampacchia. When considering the
more general decompositions of the boundary introduced by Taylor, Ott, and
Brown and considered in this paper, it seems to be simpler to use the method
of reverse Ho¨lder inequalities as in Gehring [9] and Giaquinta and Modica [11]
to obtain that ∇u ∈ L2+ǫ(Ω).
Our formulation of the mixed problem allows for the extreme cases where
D = ∅ or D = ∂Ω which give the Neumann problem and the Dirichlet problem,
respectively. The Green function for the Dirichlet problem is treated alongside
the mixed problem in section 4. The properties of the Green function are given
in Theorem 4.1. The changes needed for the Neumann problem appear in
section 5 and the properties of the Green function for the Neumann problem
are given in Theorem 5.14. In Section 6, we provide a proof of the existence of
a fundamental solution in the plane. The construction of a global fundamental
solution for an equation was perhaps known, however the detailed construction
appears to have first been written down in a paper of Kenig and Ni from 1985
[16]. We provide a different construction of the fundamental solution which
also applies to systems. The existence of a fundamental solution in the plane
and the properties of this fundamental solution are given in Theorem 6.7. The
Lame´ system (with variable Lame´ parameters) provides a family of examples
to illustrate the use of our results. We describe this system in section 2 and
show that it satisfies the hypotheses of our main results.
2 Preliminary material and the weak for-
mulation of the mixed problem
We will consider the Green function for boundary value problems in a bounded
Lipschitz domain Ω and we begin by giving the definition of these domains.
Given a constant M > 0, x ∈ ∂Ω, and r > 0, we let Zr(x) = {y : |y1 − x1| <
r, |y2 − x2| < (3M + 1)r}. We say that Zr(x) is a coordinate rectangle for Ω if
there is a Lipschitz function φ : R→ R so that
Ω ∩ Zr(x) = {y : y2 > φ(y1)} ∩ Zr(x)
∂Ω ∩ Zr(x) = {y : y2 = φ(y1)} ∩ Zr(x)
We assume that the coordinate system used in this coordinate rectangle is
a rotation of the standard coordinate system. We say that Ω is a Lipschitz
domain if Ω is a bounded connected open set and for each x ∈ ∂Ω, we may find
a coordinate rectangle centered at x. Since the boundary is compact, we may
cover ∂Ω by a finite collection of coordinate rectangles {Zri(xi)}
N
i=1 so that each
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Z100ri(xi) is also a coordinate rectangle. We set r0 = min{ri : i = 1, . . . , N}
and we will use this value as a characteristic length of the domain when we
state scale-invariant estimates.
For x ∈ Ω¯ and ρ ∈ (0, 4r0), we define local domains Ωρ(x) which will play the
role of disks in our work. In the case that dist(x, ∂Ω) > ρ, we let Ωρ(x) = Bρ(x),
the disk centered at x with radius ρ. In the case that dist(x, ∂Ω) ≤ ρ, we pick a
coordinate rectangle containing x = (x1, x2) and using the coordinates for this
rectangle, we let xˆ = (x1, φ(x1)) be obtained by projecting onto the boundary
and define Ωρ(x) = Zρ(xˆ) ∩ Ω.
For x ∈ ∂Ω and ρ ∈ (0, r0), we define a boundary interval ∆ρ(x) by
∆ρ(x) = Zρ(x) ∩ ∂Ω. The domains Ωρ(x) are star-shaped Lipschitz domains
and the boundary intervals ∆ρ(x) are connected. These properties are helpful
in establishing the Poincare´ and Korn inequalities introduced below. For this
reason, we prefer them to Bρ(x) ∩ Ω and Bρ(x) ∩ ∂Ω used in [23, 25], for ex-
ample. There is a price to pay as given x and ρ we will have several choices
for ∆ρ(x) and Ωρ(x). Our results will hold for any such choice provided that
when several of these objects occur in an estimate we use the same coordinate
rectangle to define each of them.
We let D ⊂ ∂Ω be the set where we specify the Dirichlet data and then
we put N = ∂Ω \ D. We will require that D satisfy the interior corkscrew
condition. This means that for each x ∈ ∂D (where the boundary is taken with
respect to ∂Ω) and r ∈ (0, r0), we may find xr ∈ D so that
|x− xr| ≤ r and dist(xr, N) ≥M
−1r. (2.1)
As our boundary is locally a Lipschitz graph, this easily implies that for each
x ∈ D and r ∈ (0, r0), we have that σ(∆r(x) ∩D) ≥ cr (see [25, Section 1] for
details). Note that if D is not empty, then the corkscrew condition implies that
the interior of D is not empty.
Now we turn to the precise description of the boundary value problem.
As we are considering an operator acting on vector-valued functions, most of
the functions we consider will take values in Rm for some m. We do not
explicitly denote the target in our notation for function spaces. However, we
emphasize that in the definitions below, all of the functions will be vector-
valued. We let W˙ 1,p(Ω) denote the homogeneous Sobolev space of functions
having one derivative in Lp(Ω) with the norm ‖u‖
W˙ 1,pD (Ω)
= ‖∇u‖Lp(Ω). Given a
set D ⊂ ∂Ω, we let W˙ 1,pD (Ω) denote the subspace obtained by taking the closure
in W˙ 1,p(Ω) of the smooth functions in Ω¯ which vanish in a neighborhood of D.
Thus, the elements in W˙ 1,pD (Ω) are functions which in some sense vanish on D.
When D is not empty and satisfies the corkscrew condition and 1 < p <∞, we
have that if u ∈ W˙ 1,pD (Ω), then
r
−1/p
0
(∫
∂Ω
|u|p dσ
)1/p
+ r
−2/p
0
(∫
Ω
|u|p dy
)1/p
≤ C
(∫
Ω
|∇u|2 dy
)1/2
. (2.2)
for a constant C which depends on M , p, and Ω. We will let W˙−1,t
′
D (Ω) be
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the dual of W˙ 1,tD (Ω) when 1 ≤ t < ∞. The space W˙
1/2,2
D (∂Ω) is defined
to be the image of W˙ 1,2D (Ω) under the trace map and then W˙
−1/2,2
D (∂Ω) the
dual of W˙
1/2,2
D (∂Ω). We let 〈·, ·〉 : W˙
−1,2
D (Ω) × W˙
1,2
D (Ω) → R and 〈·, ·〉∂Ω :
W˙
−1/2,2
D (∂Ω)× W˙
1/2,2
D (∂Ω)→ R be the pairings of duality.
The operator L will act on vector-valued functions in the plane. Formally,
L is given by
(Lu)α =
2∑
i,j=1
m∑
β=1
∂
∂xi
aijαβ
∂uβ
∂xj
, α = 1, . . . ,m. (2.3)
The coefficients aijαβ are assumed to be real, bounded, and measurable functions
max{‖aijαβ‖L∞(Ω) : i, j = 1, 2, α, β = 1, . . . ,m} ≤M. (2.4)
We do not assume a symmetry condition on the coefficients and thus the op-
erator L will not be self-adjoint. We will define Lu as an element of W˙−1,2D (Ω)
via the quadratic form
A(u, φ) =
∫
Ω
aijαβ
∂uβ
∂xj
∂φα
∂xi
dx.
Here and throughout this paper, we follow the convention that we sum on
repeated indices. Since the coefficients are bounded, for some constant C =
C(M,m) we have
|A(u, φ)| ≤ C‖u‖W˙ 1,2(Ω)‖φ‖W˙ 1,2(Ω). (2.5)
We assume the following local ellipticity condition. If x ∈ Ω¯, ρ ∈ (0, r0), and
u ∈ W˙ 1,2∅ (Ω), then for all constant vectors c ∈ R
m, we have
M−1
∫
Ωρ(x)
|∇u|2 dy ≤
∫
Ωρ(x)
aijαβ
∂uβ
∂yj
∂uα
∂yi
+ ρ−2|u− c|2 dy. (2.6)
In addition, we assume a global coercivity condition on D and the form A
M−1
∫
Ω
|∇u|2 dy ≤ A(u, u), u ∈ W˙ 1,2D (Ω). (2.7)
The conditions (2.6) and (2.7) are immediate if D has non-empty interior
and the coefficients satisfy the strong ellipticity condition
aijαβξ
β
j ξ
α
i ≥ c|ξ|
2, ξ ∈ R2m.
At the end of this section, we will show that they also hold for the Lame´ system
when the set D is non-empty and satisfies the corkscrew condition.
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We are now ready to give the precise formulation of (1.1). Given f in
W˙−1,2D (Ω) and fN ∈ W˙
−1/2,2
D (∂Ω) we say that u is a weak solution of the mixed
problem (1.1) if we have
{
A(u, φ) = −〈f, φ〉+ 〈fN , φ〉∂Ω, φ ∈ W˙
1,2
D (Ω)
u ∈ W˙ 1,2D (Ω).
(2.8)
With our continuity (2.5) and global coercivity (2.7) assumptions, the existence
and uniqueness of solutions is an immediate consequence of the Lax-Milgram
theorem.
We also consider the adjoint problem for the operator L∗ whose coefficients
are obtained by replacing aijαβ by a
ji
βα. We say that w is a weak solution of the
mixed problem for L∗ 

L∗w = g, in Ω
∂w
∂ν = gN , on N
w = 0, on D
if we have {
A(φ,w) = −〈g, φ〉 + 〈gN , φ〉∂Ω, φ ∈ W˙
1,2
D (Ω)
w ∈ W˙ 1,2D (Ω).
(2.9)
Given a locally integrable function on Ω, x ∈ Ω¯, a subset D ⊂ ∂Ω, and
ρ ∈ (0, r0), we define
u¯x,ρ =


0, if dist(Ωρ(x),D) = 0
−
∫
Ωρ(x)
u(y) dy, if dist(Ωρ(x),D) > 0
Here, we are using −
∫
E f dy = |E|
−1
∫
E f dy to denote the average of E. We will
define the space BMOD(Ω) to be the collection of integrable functions u on Ω
for which the norm
‖u‖∗,D = sup{−
∫
Ωρ(x)
|u− u¯x,ρ| dy : x ∈ Ω¯, ρ ∈ (0, r0)}
is finite. The supremum is taken over all local domains. We will be primarily
interested in the case when D 6= ∅ and then it is easy to see that the above
expression is a norm. In the case where Ω is R2 or D = ∅, then the elements
of the space will be equivalence classes of functions which differ by a constant.
We note that if D1 ⊂ D2, then we have that BMOD1(Ω) ⊃ BMOD2(Ω)
and in particular we have BMOD(Ω) ⊂ BMO∅(Ω). Thus, we obtain the John-
Nirenberg inequality
|{y ∈ Ωρ(x) : |u(y)− u¯x,ρ| > λ}| ≤ Cρ
2 exp(−λ/‖u‖∗,D)}.
The standard proof for BMO(Rn) as found in the lecture notes of Journe´
[15, Chapter 3], for example, extends easily to the space BMOD(Ω). As a
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consequence, it follows that if D 6= ∅, then BMOD(Ω) ⊂ L
p(Ω), for 1 ≤ p <
∞. In the case where Ω = R2, we can show that any representative of a
BMO(R2) function lies in ∩p<∞L
p
loc(R
2) and in the case of a bounded domain
any representative of a function in BMO∅(Ω) also lies in ∩p<∞L
p(Ω).
We define atoms for Ω and D and then the Hardy space H1D(Ω). We say
that a bounded measurable function a is an atom for Ω and D if a is supported
in one of the local domains Ωρ(x) and satisfies
‖a‖L∞(Ω) ≤ 1/|Ωρ(x)|
a¯x,ρ = 0.
A function f is in the atomic Hardy space H1D(Ω) if there is a sequence of atoms
{ai}
∞
i=1 and a sequence of real numbers {λi} ∈ ℓ
1 so that f =
∑∞
i=1 λiai. We
define a norm on this space by
‖f‖H1D(Ω) = inf
∞∑
i=1
|λi|
where the infinum is taken over all representations of f .
It will be useful to observe that the expression
sup{
∫
Ω
aαuα dy : a is an atom for Ω and D} (2.10)
gives an equivalent norm on BMOD(Ω). This proposition may be found in
Journe´ [15, Chapter 3] for BMO(Rn). The extension to BMOD(Ω) is straight-
forward. We will use the characterization of the BMOD(Ω) norm in (2.10) to
show that the Green function lies in BMOD(Ω). In fact, BMOD(Ω) may be
identified with the dual of the atomic Hardy space H1D(Ω). See Journe´ [15],
Coifman and Weiss [6] for the case when D = ∅. Chang [3] treats the extreme
cases where D = ∅ or D = ∂Ω. The extension to general D is not difficult.
We recall several Poincare´ and Sobolev inequalities that will be needed in
the argument below. The first inequality is a scale invariant Sobolev-Poincare´
inequality. If u ∈ W˙ 1,pD (Ω), 1 ≤ p < 2 and 1/q = 1/p − 1/2, and Ωρ(x) is one
of the local domains defined above, then we may find a constant C depending
only on M and p so that(∫
Ωρ(x)
|u− u¯x,ρ|
q dy
)1/q
≤ C
(∫
Ω2ρ(x)
|∇u|p dy
)1/p
. (2.11)
If u¯x,ρ = −
∫
Ωρ(x)
u dy, the inequality holds with Ωρ(x) as the domain of inte-
gration on the right-hand side. However, if dist(Ωρ(x),D) = 0, then we need
to expand Ωρ(x) and use the corkscrew condition (2.1) in order to conclude
that u vanishes on a large enough set to obtain the inequality (2.11). See [23,
Section 3] for more details. A useful consequence of the inequality (2.11) is
the Poincare´ inequality for 1 ≤ p <∞,(∫
Ωρ(x)
|u− u¯x,ρ|
p dy
)1/p
≤ Cρ
(∫
Ω2ρ(x)
|∇u|p dy
)1/p
(2.12)
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Note that the Poincare´ inequality (2.12) with p = 2 immediately implies the
embedding W˙ 1,2D (Ω) ⊂ BMOD(Ω). The corkscrew condition is needed to estab-
lish this embedding. If 2 < p < ∞, we have the following version of Morrey’s
inequality
‖u− u¯x,ρ‖L∞(Ωρ(x)) ≤ Cρ
1−2/p
(∫
Ω2ρ(x)
|∇u|p dy
)1/p
. (2.13)
This inequality gives the embedding of the Sobolev space W˙ 1,tD (Ω) into space
of Ho¨lder continuous functions with exponent 1 − 2/t when t > 2. Finally, we
give an estimate at the boundary. Let Ωρ(x) be one of our local domains and
suppose that 1 ≤ p < ∞, 1 ≤ q < 2 and 1/q = 1/(2p) + 1/2. There exists a
constant C = C(p,M) so that for u ∈ W˙ 1,qD (Ω2ρ(x)), we have(∫
∆ρ(x)
|u− u¯x,ρ|
p dy
)1/p
≤ C
(∫
Ω2ρ(x)
|∇u|q dy
)1/q
. (2.14)
To end this section, we recall the Lame´ operator and show that the form
for this operator with the mixed boundary condition satisfies the ellipticity
condition (2.6) and coercivity condition (2.7). Given two real-valued functions
µ and λ, the Lame´ operator is the operator with coefficients
aijαβ(x) = µ(x)(δijδαβ + δjαδiβ) + λ(x)δiαδjβ
We will use ǫ(u) to denote the strain or the symmetric part of the gradient,
ǫiα(u) =
1
2
(
∂ui
∂xα
+
∂uα
∂xi
)
.
and then σ(u) will denote the stress tensor which is given by
σiα(u) = a
ij
αβ
∂uβ
∂xj
or more compactly by
σ(u) = 2µ ǫ(u) + λ I div u
where I is the 2×2 identity matrix. The functions µ and λ are called the Lame´
parameters and are related to the elastic properties of the material. We require
that λ and µ are bounded, measurable functions and that µ(x)−λ−(x) ≥ c > 0
where λ− denotes the negative part of the function λ. With this assumption,
we have the pointwise lower bound
σiα
∂uα
∂xi
≥ c|ǫ(u)|2. (2.15)
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We recall the following version of Korn’s second inequality. Let Ωρ(x) be
one of our local domains with star-center x∗. If u is in W˙ 1,2(Ωρ(x)) and c is
any constant vector in R2, then∫
Ωρ(x)
|∇u|2 dy ≤ C(
∫
Ωρ(x)
|ǫ(u)|2 dy +
1
ρ2
∫
Bρ/2(x∗)
|u− c|2 dy) (2.16)
The constant depends only on M . This may be established using the argument
given in the monograph of Ole˘ınik, Shamaev, and Yosifian [22, Theorem 2.10].
It is clear that the ellipticity condition (2.6) follows from the pointwise bound
(2.15) and (2.16). If D is non-empty (and then the corkscrew condition implies
D has non-empty interior), the coercivity condition (2.7) may also be found in
Ole˘ınik, Shamaev, and Yosifian [22, Theorem 2.7], however the standard proof
of this inequality seems to be by contradiction and thus we cannot say anything
about how the constant depends on the domain Ω and the boundary set D.
All of our quantitative assumptions have been in terms of the constant
M . The results below will be of two types. Many of the results will be local
estimates which hold on scales ρ ∈ (0, r0). In these local estimates, the constant
will depend only on m,M , and any Lp-indices that appear in the estimate. The
remaining estimates will depend on global properties of the domains such as
the collection of coordinate cylinders which cover the boundary or the constant
in the Poincare´ inequality (2.2). However, the constant may be chosen to
be uniform under small changes in the Lipschitz functions which define the
boundary. One exception is the constant in the Korn inequality which gives the
coercivity condition (2.7) for the Lame´ system. As noted above, the standard
proof is by contradiction and gives no information about the dependence of
the constant on the domain. In the study of the Neumann problem the global
estimates for solutions will depend on the estimate in our existence theorem,
Theorem 5.4. The proof of this result uses the Fredholm theory and thus we
have no information about the behavior of the operators used to solve the
Neumann problem.
3 Estimates for solutions of the mixed prob-
lem
In this section, we prove estimates for solutions of the mixed problem. We
will use the reverse Ho¨lder technique of Giaquinta and Modica [11]. Before
beginning the main argument, we introduce two auxiliary functions which will
arise when we prove Caccioppoli-type inequalities for solutions of the mixed
problem (2.8) when the data f or fN is not zero.
In the following definitions, we assume that 0 < r < r0 so that we can define
Ωρ(x) and ∆ρ(x) for 0 < ρ < r. For 0 < α < 2, we let Iα,rf(x) denote the
maximal fractional integral given by
Iα,rf(x) = sup
0<ρ<r
ρα−2
∫
Ωρ(x)
|f(y)| dy.
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Note that we have several choices for Ωρ(x) when x lies in several coordinate
rectangles. In defining Iα,r, we take the maximum over the choices for Ωρ(x)
arising from our finite cover of the boundary by coordinate rectangles. We have
that ρα−2χΩρ(x)(y) ≤ C(M)|x−y|
α−2 and it follows that Iα,rf(x) ≤ CRα|f |(x)
where Rα is the standard Riesz potential. Thus, the Hardy-Littlewood-Sobolev
theorem gives us that with q and p related by 1/q = 1/p+α/2 and 2/(2−α) <
p <∞, we have
‖Iα,rf‖Lp(Ω) ≤ C(p,M)‖f‖Lq(Ω). (3.1)
Next, if fN is a function on ∂Ω, we define
PrfN(x) = sup{−
∫
∆ρ(xˆ)
|fN | dσ : dist(x, ∂Ω) < ρ < r}
with the convention that the supremum of the empty set is zero. Recall that
if x is in a coordinate rectangle Zr(y), and x = (x1, φ(x1) + te2), we defined
xˆ = (x1, φ(x1)). We also note that if dist(x, ∂Ω) ≤ ρ, then ∆ρ(xˆ) = ∂Ω∩∂Ωρ(x)
and if dist(x, ∂Ω) > ρ, then ∂Ω∩∂Ωρ(x) = ∅. Our Neumann data, fN is initially
only defined onN . In the definition of Pr, we assume that fN has been extended
to ∂Ω by setting fN = 0 outside N . Following the argument in [23, Section 3],
for 1 < p < ∞, we may find a constant C = C(M,p,Ω) so that we have the
estimate (∫
Ω
|Prf |
2p dy
)1/2p
≤ C
(∫
∂Ω
|f |p dσ
)1/p
(3.2)
and the corresponding estimate for p =∞ is trivial.
We are now ready to begin our estimates. We begin with a simple energy
estimate.
Proposition 3.3 If f lies in the Hardy space H1D(Ω) and fN = 0, then the
weak mixed problem (2.8) has a unique solution u which satisfies∫
Ω
|∇u|2 dy ≤ C‖f‖2H1D(Ω)
.
Proof. Let a be an atom for the Hardy space H1D(Ω). Using the Poincare´
inequality (2.12), it is easy to see that the map u→
∫
Ω a
αuα dy lies in the dual
of W˙ 1,2D (Ω). As a consequence, the solution of the mixed problem (2.8) with
f = a and fN = 0 will satisfy
∫
Ω |∇u|
2 dy ≤ C. The result for a general element
of H1D(Ω) follows easily from the result for an atom.
The following theorem gives our main estimate for solutions of the mixed
boundary value problem. We note that the estimates of this theorem hold for
the extreme cases where D = ∅ or ∂Ω. In the arguments below, we will use the
standard notation 1/p′ = 1− 1/p to denote the conjugate exponent.
Theorem 3.4 Let Ω be a Lipschitz domain, let D ⊂ ∂Ω be a (possibly empty)
set that satisfies the corkscrew condition (2.1), and suppose that L is an elliptic
11
operator which satisfies the conditions (2.4) and (2.6). Let u be a weak solution
of the mixed problem (2.8) and assume that f ∈ Lp(Ω) and fN ∈ L
pN (N) are
functions. We may find a t0 > 2 so that with t ∈ [2, t0), p ∈ (1, 2) and
pN ∈ (1,∞), x ∈ Ω¯ and ρ ∈ (0, r0) we have the estimate
(
−
∫
Ωρ(x)
|∇u|t dy
)1/t
≤ C

(−∫
Ω2ρ(x)
|∇u|2 dy
)1/2
+
(
−
∫
Ω2ρ(x)
Ip,2ρ(|f |
p)t/p dy
)1/t
+
(
−
∫
Ω2ρ(x)
P2ρ(|fN |
pN )t/pN dy
)1/t .
The exponent t0 depends on M , p, and pN and the constant C = C(M, t, p, pN ).
Proof. We let u be a weak solution of the mixed problem (2.8) with f ∈ Lp(Ω)
and fN ∈ L
pN (N) for some p > 1 and pN > 1. Define q by 1/q = 3/2 − 1/p
and qN by 1/qN = 1 − 1/(2pN ) and let s = max(q, qN ) < 2. We fix x ∈ Ω¯,
0 < ρ < r0 and we claim the Caccioppoli inequality
−
∫
Ωρ(x)
|∇u|2 dy
≤ C


(
−
∫
Ω4ρ(x)
|∇u|s dy
)2/s
+ Ip,2ρ(|f |
p)2/p(x) + P2ρ(|fN |
pN )2/pN (x)

 (3.5)
The estimate of the theorem follows immediately from (3.5) and the reverse
Ho¨lder argument of Giaquinta and Modica (see [10, Theorem 1.2, p. 122]). To
establish (3.5), we fix x ∈ Ω¯ and ρ ∈ (0, r0). We let η be a cutoff function
which is one on Ωρ(x), zero on Ω \ Ω2ρ(x), and satisfies |∇η| ≤ C/ρ. We let
E =
∫
Ω2ρ(x)
|u− u¯x,2ρ|η|∇η||∇u| + ρ
−2|u− u¯x,2ρ|
2 dy. As our first step, we will
establish the inequality
1
ρ2
∫
Ω2ρ(x)
η2|∇u|2 dy ≤ C

 1
ρ2
E +
(
−
∫
Ω4ρ(x)
|∇u|s dy
)2/s
+
(
1
ρ2−p
∫
Ω2ρ(x)
|f |p dy
)2/p
+
(
−
∫
∂Ω∩Ω2ρ(x)
|fN |
pN dσ
)2/pN . (3.6)
If we use (2.11) and the Cauchy inequality with ǫ’s, the estimate (3.6) implies
(3.5). Thus we turn to the proof of (3.6).
To establish (3.6), observe that thanks to our definition of u¯x,ρ, we have
v = η2(u − u¯x,2ρ) ∈ W˙
1,2
D (Ω) whenever u ∈ W˙
1,2
D (Ω). Thus, from the product
rule, our ellipticity assumption and the weak formulation of the mixed problem,
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(2.8), we obtain∫
Ω
η2|∇u|2 dy ≤
∫
Ω
|∇(η(u− u¯x,2ρ))|
2 dy + CE
≤ C(A(η(u − u¯x,2ρ), η(u − u¯x,2ρ)) + E)
≤ C(A(u, v) + E)
≤ C(
∫
∂Ω
fαNv
α dσ −
∫
Ω
fαvα dy + E)
(3.7)
We claim that if 1 < p < 2, we have
∣∣∣∣ 1ρ2
∫
Ω
fαvα dy
∣∣∣∣ ≤
(
−
∫
Ω2ρ(x)
|∇u|q dy
)2/q
+ C
(
1
ρ2−p
∫
Ω2ρ(x)
|f |p dy
)2/p
. (3.8)
We also will need that if 1 < pN ≤ ∞, then∣∣∣∣ 1ρ2
∫
N
fαNv
α dσ
∣∣∣∣
≤
(
−
∫
Ω2ρ(x)
|∇u|qN dy
)2/qN
+ C
(
−
∫
∂Ω∩∂Ω2ρ(x)
|fN |
pN dσ
)2/pN
. (3.9)
It is easy to see that (3.6) follows from (3.7-3.9) and thus it remains to prove
(3.8) and (3.9).
To establish (3.8), we use Ho¨lder’s inequality with 1 < p < 2 and then the
Sobolev-Poincare´ inequality (2.11) to obtain that with 1/q = 3/2 − 1/p
∣∣∣∣ 1ρ2
∫
Ω
fαvα dy
∣∣∣∣ ≤ 1ρ2
(∫
Ω2ρ(x)
|f |p dy
)1/p(∫
Ω2ρ(x)
|u− u¯x,2ρ|
p′ dy
)1/p′
≤
C
ρ2/q−1+2/p
(∫
Ω2ρ(x)
|f |p dy
)1/p(∫
Ω4ρ(x)
|∇u|q dy
)1/q
.
Now (3.8) follows easily.
To establish (3.9), we use Ho¨lder’s inequality and the boundary Poincare´
inequality (2.14) to obtain with 1 < pN <∞ and 1/qN = 1− 1/(2pN ), that∣∣∣∣ 1ρ2
∫
N
fαNv
α dσ
∣∣∣∣
≤
1
ρ2
(∫
∂Ω∩∂Ω2ρ(x)
|fN |
pN dσ
)1/pN (∫
∂Ω∩∂Ω2ρ(x)
|u− u¯x,2ρ|
p′N dy
)1/p′N
≤
C
ρ1/pN+2/qN
(∫
∂Ω∩∂Ω2ρ(x)
|fN |
pN dσ
)1/pN (∫
Ω4ρ(x)
|∇u|qN dy
)1/qN
and now (3.9) follows.
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Remark. The argument above also gives us a Caccioppoli inequality for solu-
tions. Let u be a solution of (2.8) with f = 0 and fN ∈ L
2(N), fix x and ρ and
let v be as in (3.7). Since v vanishes outside Ω2ρ(x), we may use (2.14) and
Ho¨lder’s inequality to obtain
∫
∂Ω |v|
2 dσ ≤ Cρ
∫
Ω |∇v|
2 dy. If dist(x, ∂Ω) > 2ρ,
the boundary term in (3.7) is zero. When dist(x, ∂Ω) < 2ρ, we estimate the
boundary term in (3.7) using the Cauchy inequality with ǫ’s and the above
observation to obtain
|
∫
N
fαNv
α dσ| ≤ C(
ρ
ǫ
∫
∆2ρ(x)
|fN |
2 dσ + E) + ǫ
∫
Ω
η4|∇u|2 dy.
Using this estimate in (3.7) and the Cauchy inequality with ǫ’s gives∫
Ωρ(x)
|∇u|2 dy ≤ C(
1
ρ2
∫
Ω2ρ(x)
|u− u¯x,2ρ|
2 dy + ρ
∫
∂Ω∩∂Ω2ρ(x)
f2N dσ). (3.10)
Corollary 3.11 Let Ω, D, and L be as in Theorem 3.4. Let u be a solution of
the weak mixed problem (2.8) with f = 0 on Ω2ρ(x) and fN ∈ L
2(∂Ω). There
is a constant C and γ0 > 0 so that for γ in (0, γ0), we have
|u(y)− u(z)| ≤ C
|y − z|γ
ργ
(
(
−
∫
Ω2ρ(x)
|u− u¯x,2ρ|
2 dy
)1/2
+
(
ρ
∫
∂Ω∩∂Ω2ρ(x)
|fN |
2 dσ
)1/2
), y, z ∈ Ωρ(x)
(3.12)
|u(x)| ≤ C(
(
−
∫
Ω2ρ(x)
|u|2 dy
)1/2
+
(
ρ
∫
∂Ω∩∂Ω2ρ(x)
|fN |
2 dσ
)1/2
) (3.13)
The constant γ0 depends only on M and C depends on M and γ.
Proof. We let u be a solution of (2.8) with f = 0 in Ω2ρ(x). We observe that
there is a constant c so that if y ∈ Ω3ρ/2(x), 0 < s < cρ, then Ω2s(y) ⊂ Ω2ρ(x)
and we have Iα,2sf = 0. Thus if Ωs(y) ⊂ Ωρ(x) and s < cρ, the main estimate
of Theorem 3.4 and (3.1) imply that for t < min(4, t0)(
−
∫
Ωs(y)
|∇u|t dy
)1/t
≤ C(
(
−
∫
Ω2s(y)
|∇u|2 dy
)1/2
+
ρ
s
(
−
∫
∂Ω∩∂Ω2ρ(x)
|fN |
2 dσ
)1/2
).
(3.14)
Using (3.14) with the Caccioppoli inequality (3.10) and Morrey’s inequality
(2.13), we obtain the Ho¨lder estimate (3.12) with γ0 = min(1−2/t0, 1/2) where
t0 is as in Theorem 3.4.
To obtain the estimate (3.13), we write
|u(x)| ≤ |u(x)− u¯x,ρ|+ |u¯x,ρ|,
use the Ho¨lder estimate (3.12) to bound the first term on the right and then
the Ho¨lder inequality. Note that this works even when u¯x,ρ = 0 since in this
case, u vanishes on a nearby piece of the boundary.
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We observe a version of the Green identity for solutions of the weak mixed
problem (2.8) and the corresponding problem for the adjoint operator, L∗. If
u satisfies Lu = f with ∂u/∂ν = fN and w is a solution of the adjoint problem
L∗w = g with ∂w/∂ν = gN and suppose that f and g are in L
p(Ω) and fN and
gN are in L
p(∂Ω) for some p > 1. Then, we have∫
Ω
uαgα dy −
∫
N
uαgαN dσ =
∫
Ω
wαfα dy −
∫
N
wαfαN dσ. (3.15)
The identity (3.15) follows easily since both sides of (3.15) are equal to A(u, v).
The following Corollary is only valid when D 6= ∅. For the Neumann prob-
lem, there are non-constant solutions to the homogeneous problem and hence
the estimates (3.17) and (3.18) cannot hold. We will give a version of this result
for the Neumann problem in section 5.
Corollary 3.16 Suppose that D is a non-empty subset of ∂Ω that satisfies
the corkscrew condition. Let L, Ω, and t0 be as in Theorem 3.4, suppose that
t ∈ (2, t0), define r by 1/r = 1/2+1/t and let rN = t/2. If u is a weak solution
of the mixed problem (2.8) with fN = 0 and f ∈ Lr(Ω), then we have
‖∇u‖Lt(Ω) ≤ C‖f‖Lr(Ω). (3.17)
If u is a solution of (2.8) with f ∈ W˙−1,t
′
D (Ω) and fN = 0, then we have the
estimate
‖u‖Lr′ (Ω) ≤ C‖f‖W˙−1,t′D (Ω)
. (3.18)
The constant C depends on M , t, and Ω.
Proof. Using the estimate (2.2), it follows that the map v → λ(v) =
∫
Ω f
αvα dy
is an element in W˙−1,2D (Ω) with the bound ‖λ‖W˙−1,2D (Ω)
≤ Cr
2/r′
0 ‖f‖Lr(Ω). As a
consequence, if u is a weak solution of the mixed problem (2.8) with f ∈ Lr(Ω),
r > 1 and fN = 0, we have the energy estimate
‖∇u‖L2(Ω) ≤ Cr
2/r′
0 ‖f‖Lr(Ω). (3.19)
We begin with the main estimate of Theorem 3.4 on domains Ωr0(x). We
choose p with p ∈ (1, r) and apply the estimate (3.1) to obtain(∫
Ωr0(x)
|∇u|t dy
)1/t
≤ C(r
2/t−1
0
(∫
Ω2r0 (x)
|∇u|2 dy
)1/2
+ ‖f‖Lr(Ω)).
We use the energy estimate (3.19) and observe that 1 − 2/t = 2/r′. Finally,
we cover Ω with domains Ωr0(x) and use Minkowski’s inequality to obtain the
first estimate (3.17).
The second estimate (3.18) for solutions of L follows by duality from (3.15)
and the first estimate (3.17) for solutions of the adjoint operator L∗. If A∗ is
the form for L∗, then A∗(u, v) = A(v, u), thus it is clear that L∗ satisfies the
hypotheses of this theorem exactly when L does.
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Our next estimates are valid only when D 6= ∅. The estimates may fail for
the Neumann problem due to non-uniqueness.
Corollary 3.20 Suppose that D 6= ∅ and satisfies the corkscrew condition. If
u is a solution of the weak mixed problem (2.8) with f an atom and fN = 0,
then we have
‖u‖L∞(Ω) ≤ C.
Proof. We let u be a solution of the weak mixed problem with f = a, an atom
for the Hardy space H1D(Ω), and fN = 0. We suppose that a is supported in
Ωρ(x).
To estimate u, we fix z in Ω, t > 2, and use the Morrey inequality (2.13)
and the Ho¨lder inequality to obtain
|u(z)| ≤ |u(z) − u¯z,ρ|+ |u¯z,ρ|
≤ C(ρ1−2/t‖∇u‖Lt(Ω) + ρ
2/t−1‖u‖Lr′(Ω)). (3.21)
As in Corollary 3.16, r is defined by 1/r = 1/2+1/t and r′ is the dual exponent
given by 1/r′ = 1/2 − 1/t.
We restrict t to lie in the interval (2, t0) with t0 as in Theorem 3.4 and show
how to use Corollary 3.16 to estimate the two terms on the right-hand side of
(3.21). First, we use (3.17) and the normalization of the atom to conclude that
‖∇u‖Lt(Ω) ≤ C‖a‖Lr(Ω) ≤ Cρ
2/t−1. (3.22)
Next, we claim that for t > 2, we have
‖a‖W˙−1,t′(Ω) ≤ Cρ
1−2/t. (3.23)
Given the claim, the estimate (3.18) in Corollary 3.16 implies that we have
‖u‖Lr′ (Ω) ≤ Cρ
1−2/t. (3.24)
To establish the claim (3.23), we use that either v¯x,ρ = 0 or
∫
Ω a dy = 0, the
normalization of the atom, and the Morrey inequality (2.13) to write∣∣∣∣
∫
Ω
aαvα dy
∣∣∣∣ =
∣∣∣∣
∫
Ω
aα(v − v¯x,ρ)
α dy
∣∣∣∣ ≤ Cρ1−2/t‖∇v‖Lt(Ω)
which gives the claim (3.23).
The estimate of the Corollary follows from (3.21), (3.22), and (3.24).
4 The Green function for the mixed prob-
lem
In this section, we prove the existence of the Green function for the mixed
problem and give its main properties. We allow the case when D = ∂Ω which
gives the Dirichlet problem.
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We begin by giving our definition of a Green function. This formulation is
modeled on the definition in Littman, Stampacchia, and Weinberger [18]. We
say that G(x, y) = (Gαβ(x, y))α,β=1,...,m is a Green function with pole at x for
the mixed problem (2.8) if G(x, ·) ∈ L1(Ω) and whenever u is the weak solution
of the mixed problem with f ∈ C(Ω¯) and fN = 0, then we have
uα(x) =
∫
Ω
Gαβ(x, y)fβ(y) dy.
If we have existence and uniqueness for the mixed problem (2.8) when the
right-hand side, f is in C(Ω¯), then it is obvious that the Green function is
unique. The following theorem shows that the Green function exists and gives
additional regularity of the Green function.
Theorem 4.1 Let Ω be a bounded Lipschitz domain in the plane and let D ⊂
∂Ω be a non-empty open set satisfying the interior corkscrew condition. If L is
an elliptic operator satisfying (2.4), (2.6), and (2.7) on W˙ 1,2D (Ω). Then there
exists a unique Green function G(x, y) for the mixed problem which satisfies
G(x, ·) ∈ BMOD(Ω), x ∈ Ω (4.2)
∇yG(x, ·) ∈ L
2(Ω \Ωr(x)), for x ∈ Ω, r ∈ (0, r0) (4.3)
|G(x, y)| ≤ C(1 + log(d/|x − y|)), x, y ∈ Ω (4.4)
|G(x, y) −G(x, z)| ≤ C
|y − z|γ
|x− y|γ
, x, y, z ∈ Ω, |y − z| <
1
2
|x− y|(4.5)
|G(x, y)| ≤ C
dist(y,D)γ
|x− y|γ
, x, y ∈ Ω, dist(y,D) <
1
2
|x− y|. (4.6)
In these estimates d is the diameter of Ω and the constants depend on the global
character of Ω as well as M .
If we let G be the Green function for the mixed problem for L and G˜ the
Green function for L∗ then we have
Gαβ(x, y) = G˜βα(y, x), α, β = 1, . . . ,m. (4.7)
Furthermore, if f ∈ Lp(Ω) and fN ∈ L
p(N) for some p > 1, then the unique
solution of the weak mixed problem (2.8) is given by
uα(x) =
∫
Ω
Gαβ(x, y)fβ(y) dy −
∫
N
Gαβ(x, y)fβN (y) dσ. (4.8)
Proof. We fix x ∈ Ω, α in {1, . . . ,m}, and ρ ∈ (0, r0). We let G
α·
ρ (x, ·) be
the solution of mixed problem (2.9) for L∗ with this g = eαχΩρ(x)/|Ωρ(x)| and
gN = 0. We fix f in L
p(Ω) and fN ∈ L
pN (N) with p > 1 and pN > 1 and let
u be a weak solution of the mixed problem for L (2.8) with data f and fN . If
we let w = Gα·ρ (x, ·) in (3.15), we obtain
−
∫
Ωρ(x)
uα(y) dy =
∫
Ω
Gαβρ (x, y)f
β(y) dy −
∫
N
Gαβρ (x, y)f
β
N (y) dσ. (4.9)
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If fN is zero and f is an atom for H
1
D(Ω), we may use the estimate of Corollary
3.20 and the equivalent norm on BMOD(Ω) given in (2.10) to conclude that
‖Gρ(x, ·)‖∗,D ≤ C with the constant C depending only on M and the global
properties of Ω. The Banach-Alaoglu theorem gives that for each x, there is
a sequence {ρj} with limj→∞ ρj = 0 and a function G(x, ·) ∈ BMOD(Ω) so
that Gρj (x, ·) converges to G(x, ·) in the weak-∗ topology of BMOD(Ω). Since
u is Ho¨lder continuous, the left-hand side of (4.9) converges to uα(x). Since
Lp(Ω) ⊂ H1D(Ω) for all p > 1, we obtain the representation (4.8) in the case
that fN = 0. This gives us that G(x, ·) is a Green function for the mixed
problem with pole at x. Thus, we have established that the Green function lies
in BMOD(Ω), (4.2).
If we choose any sequence {ρk} with limk→∞ ρk = 0, the above argument,
applied to the rows of Gρk , gives a subsequence of {Gρk (x, ·)} which converges
to a Green function. As the Green function is unique, the limit must be the
function G(x, ·). This implies that the entire family {Gρ(x, ·)}ρ converges to
G(x, ·) in the weak-* topology of BMOD(Ω).
Next, we recall that BMOD(Ω) ⊂ L
p(Ω) for any p <∞. Thus we may use
the Caccioppoli inequality (3.10), to conclude that∫
Ω\Ωr(x)
|∇yGρ(x, y)|
2 dy ≤ C(r), ρ < r/2.
This estimate will also hold for the limit and thus we obtain the conclusion (4.3)
and that the rows of G(x, ·) are solutions of L∗Gα·(x, ·) = 0 in Ω \ {x}. More
precisely, we have A(φ,Gα·(x, ·)) = 0 whenever φ ∈ W˙ 1,2D (Ω) and φ vanishes
in a neighborhood of x. Since G(x, ·) is a solution of the adjoint equation, we
have the estimates of Corollary 3.11 in Ω \ {x}.
We show how to use these estimates to obtain the pointwise bounds of the
Theorem. If x and y are in Ω, we may find a chain of domains Ωj = Ωρj(yj) for
j = 0, . . . , N so that a) Ωj ⊂ Ω\{x}, Ωj∩Ωj+1 6= ∅ for j = 0, . . . , N−1, b) ρ0 ≥
c|x − y|, y0 = y, ρN = r0/2, c) 1 ≤ ρj+1/ρj ≤ 2, and d) N ≤ C log(d/|x − y|).
Since G(x, ·) is in BMOD(Ω), we have that∣∣∣∣∣−
∫
Ωj
G(x, y) dy −−
∫
Ωj+1
G(x, y) dy
∣∣∣∣∣ ≤ C‖G(x, ·)‖∗,D .
Since the rows of G(x, ·) are solutions of the equation L∗u = 0, the properties
of the chain {Ωj} and the bound (3.13) implies the pointwise bound (4.4) for
G. To obtain the Ho¨lder continuity (4.5), we use that G lies in BMOD(Ω) and
the local Ho¨lder estimate (3.12). If we fix x and y, then we may apply the local
Ho¨lder estimate on a local domain Ωρ(y) with radius ρ comparable to |x− y|.
The boundary estimate (4.6) follows immediately from (4.5).
Next, we turn to the symmetry property of the Green function (4.7). We
let Gρ and G˜ρ be the approximate Green functions for L and L
∗ used in the
construction of the Green function. Using the Green identity (3.15) we obtain
−
∫
Ωρ(y)
Gαβρ (x, z) dz = −
∫
Ωρ(x)
G˜αβρ (y, z) dz.
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Using the Ho¨lder continuity of Gρ and G˜ρ in the second variable and the Arzela-
Ascoli theorem, we may extract a subsequence which converges uniformly on
compact subsets of Ω \ {x}. Letting ρ tend to zero, we obtain Gαβ(x, y) =
G˜βα(y, x).
Finally, to obtain the representation formula of the Theorem for solutions
with f and fN not zero, we may use the Arzela-Ascoli theorem to find a sequence
Gρj (x, ·) which converges uniformly on ∂Ω. Thus, we may take the limit in (4.9)
to obtain the representation formula of the Theorem. The convergence of the
integral on Ω follows since Lp(Ω) ⊂ H1D(Ω) and Gρ(x, ·) converges weakly in
BMOD(Ω).
5 The Green function for the Neumann prob-
lem
In this section we consider the Green function for the Neumann problem (which
is the mixed problem in the extreme case where D = ∅). Most of our arguments
parallel the construction of the Green function for the mixed problem. However,
there is an additional complication. The homogeneous Neumann problem for L
has non-trivial solutions. Hence, we need to impose compatibility conditions on
the data and conditions to guarantee uniqueness of solutions. It seems that the
most natural condition for uniqueness involves the boundary values of solutions.
We let L be an operator as defined in (2.3) and we consider the form A
now defined on W˙ 1,2∅ (Ω), the homogeneous Sobolev space of functions with
one derivative in L2(Ω). Since we have chosen to norm this space by the
expression (
∫
Ω |∇u|
2 dy)1/2, the elements of this space will be equivalence classes
of functions under the equivalence relation u is equivalent to v if u − v is a
constant.
We let V = {v : A(v, φ) = 0 for all φ ∈ W˙ 1,2∅ (Ω)} and V
∗ = {v : A(φ, v) =
0 for all φ ∈ W˙ 1,2∅ (Ω)} denote the solutions of the homogeneous Neumann prob-
lems for L and L∗ respectively. Under our ellipticity assumption (2.6) and
boundedness of the coefficients (2.4) we have that these spaces are finite di-
mensional and the Fredholm alternative implies that dimV = dimV∗. The
Ho¨lder estimate of Corollary 3.11 implies that the elements of these spaces are
Ho¨lder continuous.
We give the weak formulation of the Neumann problem for L

A(u, φ) = −〈f, φ〉+ 〈fN , φ〉∂Ω, φ ∈ W˙
1,2
∅ (Ω)
u ∈ W˙ 1,2∅ (Ω)∫
∂Ω u
αvα dσ = 0, v ∈ V.
(5.1)
If v lies in V∗, then we have A(u, v) = 0 for u ∈ W˙ 1,2∅ (Ω). Thus, if we are to
find a solution to (5.1), we must have that f and fN satisfy the compatibility
condition
〈fN , v〉∂Ω − 〈f, v〉 = 0, v ∈ V
∗. (5.2)
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For the operators we consider, the constant functions lie in V∗. Thus, the first
line of (5.1) is satisfied if φ is any representative of an equivalence class in
W˙ 1,2(Ω).
We will use the following technical result when we construct the Green
function.
Proposition 5.3 Suppose Ω is a Lipschitz domain and that the operator L
satisfies (2.4), (2.6), and the coerciveness condition (2.7) with D = ∂Ω.
a) The norms ‖ · ‖L2(Ω) + ‖ · ‖W˙ 1,2
∅
(Ω) and ‖ · ‖L2(∂Ω) are equivalent on the
space V.
b) If µ = (µ1, . . . , µm) is a finite Rm-valued Borel measure on Ω¯, then we
may find λµ ∈ V so that∫
Ω¯
vα dµα =
∫
∂Ω
λαµv
α dσ, v ∈ V.
We have the estimate ‖λµ‖L2(∂Ω) ≤ C‖µ‖ where ‖µ‖ denotes the total variation
of µ.
Proof. Since V ⊂ W˙ 1,2∅ (Ω), it follows that
∫
∂Ω |v|
2 dσ is finite on V. If v ∈ V
and
∫
∂Ω |v|
2 dσ = 0, then v = 0 on ∂Ω and it follows that v is in the Sobolev
space W˙ 1,2∂Ω (Ω). Since we assume that the form A is coercive on this space, it
follows that v = 0. Thus, we have ‖ · ‖L2(∂Ω) is a norm on this space. Since
V is finite dimensional, it follows that the norms ‖ · ‖L2(Ω) + ‖ · ‖W˙ 1,2
∅
(Ω)
and
‖ · ‖L2(∂Ω) are equivalent.
To establish part b), observe that the local boundedness estimate (3.13)
implies that v →
∫
Ω¯ v
α dµα is a continuous linear functional on V. According
to part a), V is a Hilbert space under the inner product
∫
∂Ω u
αvα dσ. Hence,
the Riesz representation implies that we have a unique λµ ∈ V so that∫
Ω¯
vα dµα =
∫
∂Ω
λαµv
α dσ.
Corollary 3.11 implies that the elements of V are bounded functions, the esti-
mate for λµ follows from the Riesz representation theorem.
Next, we give a standard existence theorem for the weak Neumann problem
(5.1).
Theorem 5.4 Let Ω be a Lipschitz domain and suppose that L satisfies the
ellipticity condition (2.6), has bounded coefficients (2.4), and that (2.7) holds
for D = ∂Ω. If f and fN satisfy the compatibility condition (5.2), then the
weak Neumann problem (5.1) has a unique solution and the solution u satisfies
the estimate
‖u‖L2(Ω) + ‖u‖W˙ 1,2
∅
(Ω) ≤ C(‖f‖W˙−1,2
∅
(Ω) + ‖fN‖W˙−1/2,2
∅
(∂Ω)
).
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Proof. The existence of solutions is a standard consequence of the Fredholm
alternative. See Gilbarg and Trudinger [12, Theorem 8.6] for the proof of
a similar result. To establish uniqueness, if u solves (5.1) with f = 0 and
fN = 0, then we have that u ∈ V. Part a) of Lemma 5.3 and the condition∫
∂Ω u
αvα dσ = 0 for v ∈ V imply that u = 0.
We now give estimates for solutions of the Neumann problem to take the
place of Corollary 3.16. Since the homogeneous Neumann problem may have
non-constant solutions, Corollary 3.16 cannot hold for all solutions of the Neu-
mann problem.
We consider a function f in Lr(Ω), r > 1, and use Lemma 5.3 to find
a function λf ∈ V
∗ so that the pair f and λf |∂Ω satisfy the compatibility
condition needed to solve the Neumann problem,
〈λf , v〉∂Ω − 〈f, v〉 = 0, v ∈ V
∗. (5.5)
We let Λf be defined by Λf (φ) =
∫
∂Ω λ
α
fφ
α dσ −
∫
Ω f
αφα dy. We observe that
the constant functions lie in V∗ and hence we have Λf (c) = 0 for all constant
vectors c ∈ Rm. The elements in V∗ are bounded and for all p, 1 ≤ p <∞, we
have the inequalities
r
−2/p
0 ‖u− u¯‖Lp(Ω) + r
−1/p
0 ‖u− u¯‖Lp(∂Ω) ≤ C‖∇u‖L2(Ω), (5.6)
where u¯ = −
∫
Ω u dy. It follows that Λf lies in W˙
−1,2(Ω) and thus the solution of
the Neumann problem

A(u, φ) = Λf (φ), φ ∈ W˙
1,2(Ω)
u ∈ W˙ 1,2∅ (Ω)∫
∂Ω u
αvα dσ = 0, v ∈ V.
(5.7)
exists and satisfies ‖∇u‖L2(Ω) ≤ C(r, r0)‖f‖Lr(Ω). Next, we consider the adjoint
problem for g ∈ Lr(Ω),

A(φ,w) = Λ∗g(φ), φ ∈ W˙
1,2(Ω)
w ∈ W˙ 1,2∅ (Ω)∫
∂Ωw
αvα dσ = 0, v ∈ V∗.
(5.8)
where Λ∗g(φ) = 〈λg, φ〉∂Ω−〈g, φ〉 and λg ∈ V satisfies
∫
Ω v
αgα dy =
∫
∂Ω v
αλαg dσ,
v ∈ V. Similar considerations give the existence of a solution to the adjoint
problem with ‖∇w‖L2(Ω) ≤ C‖g‖Lr(Ω). Furthermore, from (3.15) we obtain∫
Ω
uαgα dy =
∫
Ω
wαfα dy. (5.9)
The boundary integral
∫
∂Ω λ
α
fw
α dσ vanishes since the Neumann data λf lies
in V∗ and w is perpendicular to this space in L2(∂Ω). The other boundary
integral vanishes for similar reasons.
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Corollary 5.10 Let t ∈ (2, t0) with t0 as in Theorem 3.4 and r be defined by
1/r = 1/2+1/t. If f ∈ Lr(Ω), then the solution of the weak Neumann problem
(5.7) satisfies the estimates
‖∇u‖Lt(Ω) ≤ C‖f‖Lr(Ω) (5.11)
and
‖u‖Lr′ (Ω) ≤ C‖f‖W˙−1,t′(Ω). (5.12)
Proof. With the work above the proof is the same as Corollary 3.16. The
proof of Corollary 3.16 fails at the first line, because we do not have a Poincare´
inequality. Since Λf (u) = Λf (u − u¯), we may use the estimates (5.6) to show
that Λf lies in the dual of W˙
1,2
∅ (Ω). With Λf ∈ W˙
1,2
∅ (Ω), the proof of this
Corollary is identical to the proof of Corollary 3.16.
Remark. For the second estimate of Corollary 5.10 to be useful, we must have
that f lies in W˙−1,t
′
(Ω). In particular, we must have that the mean-value of f
is zero.
Corollary 5.13 If a is an atom for the Hardy space H1∅ (Ω), then the solution
of (5.7) with f = a satisfies
‖u‖L∞(Ω) ≤ C.
Proof. Given the estimates Corollary 5.10, the result follows as in Corollary
3.20.
We are ready to define a Green function for the the Neumann problem. We
say that G(x, ·) is a Green function for the Neumann problem with pole at x if
G(x, ·) is in L1(Ω) and whenever a is an atom and u the corresponding solution
to (5.7) with f = a, then we have
uα(x) =
∫
Ω
Gαβ(x, y)aβ(y) dy.
It is clear that the Green function is unique up to a constant.
Theorem 5.14 Let Ω be a Lipschitz domain and suppose that L satisfies the
ellipticity condition (2.6), has bounded coefficients (2.4), and the form for L is
coercive on W˙ 1,2∂Ω (Ω). Then there exists a unique Green function G(x, y) which
satisfies the following estimates
G(x, ·) ∈ BMO∅(Ω) (5.15)
∇yG(x, ·) ∈ L
2(Ω \Ωr(x)), for x ∈ Ω, r > 0 (5.16)
|G(x, y)| ≤ C(1 + log(d/|x− y|)), x, y ∈ Ω (5.17)
|G(x, y) −G(x, z)| ≤ C
|y − z|γ
|x− y|γ
, x, y, z ∈ Ω¯, |y − z| <
1
2
|x− y|.(5.18)
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If G and G˜ are the Green functions for L and L∗, respectively, we may find
representatives of G and G˜ so that
Gαβ(x, y) = G˜βα(y, x). (5.19)
Furthermore, if u is a solution of the weak Neumann problem with f ∈ Lp(Ω)
and fN ∈ L
p(∂Ω) for some p > 1 and satisfying the compatibility condtion
(5.2), then we have
uα(x) =
∫
Ω
Gαβ(x, y)fβ(y) dy −
∫
∂Ω
Gαβ(x, y)fβN (y) dσ, α = 1, . . . ,m.
(5.20)
Proof. We fix x ∈ Ω, α ∈ {1, . . . ,m}, ρ with 0 < ρ < r0, and let g =
eαχΩρ(x)/|Ωρ(x)| where eα is the unit vector in the direction of the αth coor-
dinate axis. We let λα·ρ ∈ V be chosen so that g and λ
α·
ρ |∂Ω satisfy the com-
patibility condition needed to solve the adjoint problem (5.8). We let Gα·ρ (x, ·)
be the solution of (5.8) with g as above and gN replaced by λ
α·
ρ . We let u be
a solution of the Neumann problem (5.1) with data f and fN in L
p(Ω) and
Lp(∂Ω), p > 1, respectively. From (3.15), we have
−
∫
Ωρ(x)
uα(y) dy =
∫
∂Ω
Gαβρ (x, y)f
β
N (y) dy −
∫
Ω
Gαβρ (x, y)a
β(y) dy (5.21)
If we let f be an atom and fN = 0, then Corollary 5.13 implies the left-hand
side of (5.21) is bounded by a constant that is independent of a. It follows that
‖Gα·ρ (x, ·)‖∗,∅ ≤ C with C independent of ρ. We may use compactness in the
finite dimensional space V and the Banach-Alaoglu theorem to find λα· ∈ V,
Gα·(x, ·) ∈ BMO∅(Ω), and a sequence {ρj}
∞
j=1 with limj→∞ ρj = 0 so that
Gα·ρj (x, ·) converges weakly to G
α·(x, ·) in BMO∅(Ω) and λ
α·
ρj converges to λ
α·
in L2(∂Ω). Combining this weak convergence of Gρj in BMO∅(Ω) with the
Ho¨lder continuity of u, we obtain that
uα(x) =
∫
Ω
Gαβ(x, y)aβ(y) dy.
Thus, we have found our Green function and we have (5.15). From the unique-
ness for the solution u, it follows that the limit G(x, ·) is unique and thus we
have that Gρ converges for all ρ and not just a subsequence.
Using the Caccioppoli inequality (3.10) we can show that∫
Ω\Ωr(x)
|∇Gρ(x, y)|
2 dy ≤ C(r), ρ < r/2.
As this estimate is uniform in ρ for ρ sufficiently small, we obtain that for all
φ ∈ W˙ 1,2∅ (Ω) which vanish in neighborhood of x that∫
Ω
aijγβ
∂φβ
∂yj
∂Gαγ
∂yi
(x, y) dy =
∫
∂Ω
λαγφγ dσ.
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The pointwise estimates (5.17) and (5.18) follow from (5.15) and the local
estimates in Corollary 3.11. As G has non-zero Neumann data, it is important
that these results allow non-zero Neumann data. The argument is identical to
that of Theorem 4.1.
We establish the symmetry property (5.19). We let Gρ and G˜ρ be approx-
imate Green functions for L and L∗ as defined above. From (5.9), we obtain
that
−
∫
Ωρ(x)
G˜βαρ (y, z) dz = −
∫
Ωρ(y)
Gαβρ (x, z) dz.
Now, we may let ρ tend to zero and obtain (5.19).
Next, we claim that the mean value
∫
ΩG
αβ
ρ (x, y) dy is bounded for all ρ.
As a first step, let u be the solution of (5.7) with f = eβχΩ. According to
Corollary 5.10, the solution u lies in Lr(Ω) for some r. As the Neumann data
λf lies in V
∗ and hence is bounded, we may use the estimates of Theorem 3.4
to conclude that ∇u lies in Lt(Ω) for some t > 2. Since u lies in Lr(Ω) and ∇u
lies in Lt(Ω), we may conclude that u is bounded. We apply (3.15) and obtain
−
∫
Ωρ(x)
uα dy =
∫
Ω
Gαβρ (x, y) dy.
Since u is bounded, the claim follows. Since Gα·ρ (x, ·) is bounded in BMO∅(Ω)
and the mean values are bounded, it follows that a subsequence of Gα·ρ (x·)
converges weakly in Lp(Ω) for each p finite. In addition, Gα·ρ (x, ·) is a solution
of L∗w = 0 in a neighborhood of the boundary and the Neumann data λρ lies
in V and hence is bounded. Thus, we may extract a subsequence {Gρj (x, ·)}
which converges uniformly on ∂Ω. We may let ρ → 0+ in the representation
formula (5.21) and use the continuity of u to obtain the representation formula
(5.20).
6 The Green function in the plane
In this section, we define a Green function in the plane. We will work in
the homogeneous Sobolev space W˙ 1,2(R2) which consists of functions φ with
∇φ ∈ L2(R2). We norm this space with
‖φ‖W˙ 1,2(R2) =
(∫
R2
|∇φ|2 dy
)1/2
.
and the elements of this Hilbert space will be equivalence classes of functions
under the relation u is equivalent to v if u − v is constant. In R2, the local
domains Ωρ(x) are disks and we will use the more standard Bρ(x) = {y :
|x− y| < ρ} to denote these disks.
We assume that the form A is coercive in the sense that
A(u, u) ≥M−1
∫
R2
|∇u|2 dy, u ∈ W˙ 1,2(R2). (6.1)
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We may see that this condition holds for the Lame´ system using an approxi-
mation argument and integration by parts.
It is an immediate consequence of the Lax-Milgram theorem that the weak
formulation of the problem in the plane{
A(u, φ) = −〈f, φ〉, φ ∈ W˙ 1,2(R2)
u ∈ W˙ 1,2(R2)
(6.2)
has a unique solution when f is in the dual of W˙ 1,2(R2), W˙−1,2(R2).
We will approximate u by considering the Dirichlet problem in disks BR =
{x : |x| < R} for R > 0. We let a be an atom for R2 that is supported in Bρ(x)
and for R large, we let uR be the solution of the Dirichlet problem{
A(uR, φ) = −
∫
Ω a
αφα dy φ ∈ W˙ 1,2∂BR(BR)
uR ∈ W˙
1,2
∂BR
(BR)
From Proposition 3.3 and Corollary 3.20, we have that ‖uR‖L∞(BR)+‖∇uR‖L2(BR) ≤
C and from Corollary 3.16 and Morrey’s inequality (2.13)
‖uR‖Lr′(BR) + sup
x 6=y
|uR(x)− uR(y)|
|x− y|γ
≤ C(ρ). (6.3)
The Ho¨lder index γ = 1−2/t with t and r′ as in Corollary 3.16. The estimates of
Corollary 3.16 are scale invariant and thus hold uniformly inR. The dependence
on ρ arises because the norm of an atom in Lr(BR) and W˙
−1,t′(BR) will depend
on ρ. Thus, we have a function u ∈ W˙ 1,2(R2) so that limR→∞ uR = u weakly
in W˙ 1,2(BS) for each S > 0 and u solves (6.2) with f = a. Note that since the
limiting function u is unique, we have convergence for the entire family, not just
a subsequence. Furthermore from the Rellich compactness theorem, we have
that uR converges in L
r′(BS) for each S > 0. The Ho¨lder estimate in (6.3) and
the Arzela-Ascoli theorem imply that we also have that uR converges locally
uniformly to u. According to Corollary 3.20, the functions uR are uniformly
bounded, hence the same holds for u. Thus, if f = a, an atom, the solution of
(6.2) may be chosen so that
‖u‖W˙ 1,2(R2) + ‖u‖L∞(R2) ≤ C (6.4)
‖u‖Lr′ (R2) + sup
x 6=y
|u(x)− u(y)|
|x− y|γ
≤ C(ρ). (6.5)
We give a definition of the Green function in the plane. We say that G(x, ·)
is a Green function in the plane for (6.2) with pole at x if G(x, ·) is in L1loc(R
2)
and for each atom a, the solution of (6.2) is given by
uα(x) =
∫
R2
Gαβ(x, y)aβ(y) dy, α = 1, . . . ,m. (6.6)
Since solutions of this weak problem are unique, it is immediate that for each
x, G(x, ·) is a unique element of BMO(R2). In other words, G(x, ·) is unique
up to a constant.
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Finally, we give a theorem which establishes existence and regularity of the
Green function in R2.
Theorem 6.7 If L satisfies (2.4) and (6.1), then there is a unique Green func-
tion G(x, ·) with pole at x and the Green function satisfies
G(x, ·) ∈ BMO(R2) (6.8)
∇yG(x, ·) ∈ L
2
loc(R
2 \ {x}) (6.9)
|G(x, y) −−
∫
B1(x)
G(x, z) dz| ≤ C(1 + | log(|x− y|)|), x, y ∈ R2 (6.10)
|G(x, y) −G(x, z)| ≤ C
|y − z|γ
|x− y|γ
, if |y − z| <
1
2
|x− y| (6.11)
The exponent γ is as in Corollary 3.11 and C may be chosen to depend on M
and γ.
Finally, if G and G˜ are the Green functions in the plane for the operators L
and L∗, then we may find representatives which satisfy the symmetry condition
Gαβ(x, y) = G˜βα(y, x). (6.12)
Proof. To construct the Green function G(x, ·) we fix x, ρ > 0, and let fρ =
1
πρ2χBρ(x)−
ρ2
3πχB2/ρ(x)\B1/ρ(x). As fρeα is an atom (though the constant depends
on ρ), we may let Gρ(x, ·) be the weak solution of the equation L
∗Gα·ρ (x, ·) =
fρeα. We let a be an atom and u the solution of Lu = a constructed above.
As in the proof of (3.15), the weak formulations of the equations satisfied by u
and Gα·ρ (x, ·) give
A(u,Gα·ρ (x, ·)) =
∫
R2
Gαβρ (x, y)a
β(y) dy =
∫
R2
fρu
α dy. (6.13)
The estimate for ‖u‖L∞(R2) in (6.4) implies that |
∫
Gαβρ (x, ·)aβ dy| = |
∫
fρuα dy| ≤
C. Now, we may conclude from (2.10) that Gρ(x, ·) lies in BMO(R
2). Thus,
we may use the Banach-Alaoglu Theorem to find a function G(x, ·) and a se-
quence {Gρk(x, ·)} with limk→∞ ρk = 0 so that Gρk(x, ·) converges to G(x, ·) in
the weak-* topology of BMO(R2). From the estimates in (6.5), it follows that
uα(x) = lim
ρ→0+
∫
R2
fρu
α dy.
Hence, we obtain the representation formula (6.6). We may use Caccioppoli’s
inequality (3.10) to obtain uniform bounds on ∇yGR(x, ·) in L
2 of compact
subsets of R2 \ {x}. Thus G(x, ·) is a solution of L∗G(x, ·) = 0 in R2 \ {x}.
Now the pointwise estimates (6.10) and (6.11) follow as they do for the mixed
problem.
Finally, we establish the symmetry property (6.12). As our construction of
G, stands we have no information about the behavior of G in the first variable.
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We begin by claiming that we can fix a representative of G(x, ·) so that G is
locally integrable in R2 × R2. Towards this end, we observe that if we fix x
in R2 and let hρ,x =
1
πρ2 (χBρ(x) − χBρ(0)), then eαhρ,x lies in W˙
−1,t′(R2), the
dual of W˙ 1,t(R2), t ≥ 2, with ‖hρeα‖W˙−1,t′(R2) ≤ C|x|
1−2/t. We let vρ(x, ·) be
the solution of L∗vρ(x, ·) = eαhρ,x. Using the estimates of Corollary 3.16, we
may show that the map x→ vρ(x, ·) is a continuous map from R
2 into Lr
′
(R2)
where r′ is as in (3.18). If we fix a representative of Gρ(0, ·), the function
Gρ(0, ·)+vρ(x, ·) gives an approximate Green function that is locally integrable
in R2 ×R2. If we let ρ→ 0+, we obtain the same conclusion for G.
We let G and G˜ be the Green functions as constructed in the previous
paragraph for L and L∗. We fix atoms a and b and let u and v solve the
equations Lu = a and L∗v = b. From the weak formulation (6.2), we have
A(u, v) =
∫
uαbα dy =
∫
aβvβ dy. Using the representation (6.6) and Fubini’s
theorem, we obtain∫
R2×R2
bα(x)Gαβ(x, y)aβ(y) dx dy =
∫
R2×R2
bα(x)G˜βα(y, x)aβ(y) dx dy.
As this holds for all atoms a and b, we have functions φ and φ˜ so that
G(x, y) + φ(x) = G˜(y, x) + φ(y).
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