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Abst rac t - -Th is  paper reports numerical experiments on the implementation of the operational 
formulation of the Tau Method for moving and free boundary value problems. We consider problems 
defined by linear and nonlinear ordinary differential equations and by linear partial differential equa- 
tions. We compare the accuracy attainable with the technique introduced in this paper with that of 
standard numerical techniques. We find that the Tau Method provides accurate results, even using 
approximations of a low degree. 
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1. INTRODUCTION 
This paper reports numerical experiments on the implementation of the operational formulation 
of the Tan Method for the numerical treatment of moving and free boundary value problems. We 
consider first problems involving linear and nonlinear ordinary differential equations and develop 
on them basic strategies for their Tau Method approximate solution. We then discuss a Tau-Lines 
formulation of these techniques and apply it to the approximate solution of a moving boundary 
value problem for partial differential equations. The problem considered is related to a model for 
the diffusion and absorption of oxygen in biological tissue. We compare our results with those 
obtained in the related literature using seven different numerical techniques. We find that the 
Tan Method provides accurate results, even using low degree polynomial approximations. 
2. THE OPERATIONAL FORMULAT ION OF THE TAU METHOD 
FOR ORDINARY D IFFERENTIAL  EQUATIONS 
We begin sketching briefly the basic principles of the operational formulation of the Tau Method 
for differential equations (see [1-3]). By supplementary conditions we mean either initial, bound- 
ary, or multipoint conditions to be satisfied by the solution of an equation defined by a given 
differential operator D. We indicate with v the order of such operator and by J := [a, b] the 
compact set in which the solution y(x) is required. 
The second author wishes to thank the John Simon Guggenheim Memorial Foundation for their support while 
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Let us consider the differential equation 
Dy = f ,  x • J, (1) 
(gj, y(z)) = o~, j < ~, (2) 
where the gj are functionals acting on y(x); they define the supplementary conditions associated 
with this problem. 
The Tan Method approximates the solution of problem (1),(2) finding the exact solution of a 
new perturbed, or Tau, problem defined by: 
Dyn = f + Ha(x) ,  x • J, (3) 
(g~, Ya(x)) = oj, J < ~. 
The perturbation term Hn(x) in (3), close to the best approximation f zero over J, is chosen 
for the exact solution of this problem to be in a prescribed subspace of polynomials generated by 
a polynomial basis _V := VX, defined on the compact J. 
The solution of the Tan Method approximate problem is expressed as 
yn(x) = a V, 
where the components ofthe vector a n are the unknown coefficients ofya(x). They are implicitly 
defined by the system of linear algebraic equations 
a Gn = % 
r t  
G is the matrix the Tau Method associates with the given operator D and the supplementary 
conditions of the problem. This matrix is made up of two very different components: H, a 
submatrix defined by the differential operator D, and B, a submatrix with column components 
given by bij. The latter express the effect of the linear functionals gj on y(x). 
The vector 
contains the coefficients ofthe right-hand side f(x) in the basis _V and also those of the right-hand 
side of the supplementary conditions, that is, the aj. We assume that f is a polynomial or that 
it is given by a polynomial (or rational) approximation of it. This approximation may be the 
computer representation f f(x) or a Tau Method approximation f the same function. With Ga, 
we indicate a matrix defined by a restriction of G to its first n + 1 rows and columns. 
Nonlinear problems are solved with the Tan Method through an iteration process defined 
by a sequence of linear problems with variable coefficients (see [4,5]). We obtain successive 
approximate iterates y"(x) and continue the iteration process in r until two consecutive iterates 
stabilize relative to a given tolerance parameter e > O, that is, until the maximum value of 
l y r+ l (x )  - yr (x) l  < 
over the interval of approximation. This indicates that we have reached, within e, a fixed point in 
the space of polynomials. Since the exact solution yr(x), r = 1,2, . . . ,  of the linearized problems 
for the successive iterates may not necessarily be trivial, we apply the Tan Method to approximate 
each of them. 
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3. FREE AND MOVING BOUNDARY VALUE PROBLEMS 
Let us call x, ~ a the end point of the interval J, E J. In free and moving boundary 
value problems, the position of the point x, is unknown. Let us write explicitly some possible 
supplementary conditions which will be used in the examples considered later. Let us assume, 
as an illustration, that a differential problem with moving boundary is expressed through the 
conditions: 
Dy= f, x E Ja, 
¢') (0)  = y0 ('), 
y(~)(x , )  = a,  
¢°) (x . )  = 
i=0 ,1 , . . . , j - l , j+ l , . . . , v -1 ,  
j ~b  ~, 
alternative situations do not change the essence of our arguments. 
Let us assume further that we wish to approximate he solution of this problem through the 
Tau Method, that is, using the Tan problem: 
Dyn = f + H,~(x), x e Ja, (4) 
y(0(0) = y(i), i = 0 ,1 , . . . , j -  1,j + 1 , . . . ,u -  1, 
¢.J)(x.) = . ,  j < (5) 
= 
The polynomial basis V and the set of equations defined by the supplementary conditions depend 
explicitly on the unknown point x = x,. 
Schemes based on integrated forms of the given equation are also possible (see [6]). Freilich 
and Ortiz [7] have shown that the Tau Method gives an accurate simultaneous approximation 
of function and derivatives. Consequently, complex differentiated supplementary conditions can 
be handled efficiently with the Tan Method in its original form, without having to resort to 
discretization. 
To satisfy the supplementary conditions in (5), we must solve a nonlinear algebraic problem 
depending on the single unknown parameter x,. Let us express uch system by _F(x,) = 0. We 
shall apply alternative approaches to approximate he solution x, of this equation, that is, to 
be able to find an approximation x8to x, and yn(x,~cs) to y(x,x,) .  We proceed as follows. We 
break the set of conditions F(x,) = 0 into two parts: a smaller system __Fr(x,) = 0, in which one 
equation is missing, and the single equation we have taken away, which we call G(x,) = 0. Let 
us select a test point x0 and solve initial or boundary value problems for the given differential 
equation in [a, x0], with the Tan Method, to satisfy Fr(x0) and then vary the position of x0 to x~, 
i = 1,2,...  until we detect achange of sign in G(x~), for this we use a zero finding technique. We 
fix a parameter y and refine the value of x~ until [G(x~)] < 7. We take as an approximation ~, 
of x, any value of x~ satisfying this condition. The suitability of this approximate value ~, can 
be judged further eading [Hn (x, ~,)], the maximum absolute value of the perturbation term over 
the interval J~. This is a useful test that the condition J~ C J is satisfied; it is also used as an 
aid in the selection of the initial point x0. Results can be refined further esetting _V, which is 
also dependent on x,, to the estimated interval [a, &,]. 
4. SOME EXAMPLES OF ORDINARY 
D IFFERENTIAL  EQUATIONS 
We consider two linear problems and a nonlinear one; for simplicity, we assume that G(x,) = 0 
has only single zeros. We use for it an unsophisticated zero finding technique, the secant method. 
56 M.H.  ALIABADI AND E. L. ORTIZ 
In the examples considered in this section, we have taken for __Fr(xs) = 0 two of the three 
given conditions, and used the remaining one as our equation G(xs)  = O. Here, these alternative 
choices produced only small differences in the results, but affected the number of steps required 
to reach them. 
For the examples considered, we give, in tables, the degree of approximation N of the Tau 
Method solution. Over the interval [a, xs], we give the maximum absolute value of the following 
three quantities: the perturbation term Hn(x ,  2zs) (Max HN in the tables) and the errors Emax Y, 
Emax Y' of the function and derivative of the approximate Tan Method solution. We also give 
the error in the estimation of x8 using two different polynomial bases. 
We give the number of steps NS required to satisfy the tolerance parameter 7/set for the zero 
finding technique. In the case of nonlinear problems we give the number of iterations ITER 
required to reach the tolerance parameter e. In all three examples, the tolerance parameter ~? was 
fixed to be equal to 1.E-08. The examples given below were recently discussed, using a different 
numerical technique, by Marquina and Martinez [8]. 
EXAMPLE 1. A linear problem is defined by: 
y" (x )  - y (x )  = 1, 0 < z < x , ,  
v(o)  = 1, 
= = o. 
The exact solution is y(x)  = (1/2)(e x-x" +e -(x-x~)-2) and xs = log(2+v/3) ~ 1.31695789692482. 
In Table 1 we give numerical results for N = 5, 7, 10; we have taken G(xs)  to be either y(0) - 1, 
y(xs ) ,  or y ' (xs ) .  In this example, numerical results were not significantly different using either 
of them. In each case, seven to eight steps were required to reach &8 from x0 = 3.000, a point 
further away from xa. We have used Chebyshev and Legendre polynomial bases. For N -- 5, 7, 10, 
values for Max HN, Emax Y, and Emax Y' differ only slightly. However, the estimation of xa was 
sensibly better when a Legendre polynomial base was used. Errors in its estimation are reported 
for each of these bases in the columns under "Error for 2Che,, and "Error for -8÷Leg" , respectively. 
N 
5 
7 
10 
Table 1. Example 1. 
Max HN Emax Y Emax Y' Error for ~z  Error for ~he 
1.6308E-02 2.1561E-04 1.1236E-03 3.6182E-05 1.0393E-03 
1.0468E-04 4.6667E-07 3,8523E-06 1.0000E-09 1.4480E-06 
2.4829E-08 3.6322E-11 4.5573E-10 1.400E-13 8.9510E-11 
EXAMPLE 2. A linear problem is defined by: 
y" (z )  - y (x )  = e ~, 0 < z < xs ,  
y(o)  = 1, 
y (xs )  = y ' (xs )  = o. 
The solution is y(x)  = (eX/4) (2x  - 2x8 - 1) + (1/4)e 2x'-x and x8 ~ 0.968423703610109. 
Numerical results for N = 7, 10 are reported in Table 2. For the estimation of xs, a Legendre 
perturbation term gave, again, better results than a Chebyshev one. For the nonpolynomial 
right-hand side, exp x, we have used a Tau Method approximation ofdegree seven over the initial 
interval. We fixed x0 = 1.3 and refined our estimation of xs from there; five to eight steps were 
required to reach the error reported, depending on the choice of G. 
Table 2. Example 2. 
N Max HN Emax Y Emax Y' Error for ~8 Leg Error for ~he 
7 1.2378E-04 3.2093E-07 3.3409E-06 1.0251E-10 5.0900E-07 
10 4.8262E-08 6.1046E-08 8.1612E-08 7.7200E-12 4.0000E-09 
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EXAMPLE 3. A nonlinear problem is defined by: 
y"  - 2yy  I = O, 
y(O) = O, 
y (xs )  = 1, 
y ' (x , )  = 2, 
where x, ~ 0.785398. This equation is solved with the Tan Method following [4]. We could use, 
for example, the simple linearization scheme: 
I I  IX'~ yn+l~ J - 2yn(~)y '+ l (~)  = 0, 
y~+l(0)  = 0, 
Yn+l (Xs) = 1, 
y '+~(xs)  = 2. 
We may choose for the starting iterate the initial condition at x -- 0, i.e., yo(x)  := O. Other, 
more elaborate linearization schemes giving super-linear convergence may be used on the given 
nonlinear differential equation. Through linearization the approximate solution of this nonlin- 
ear problem is treated as in the two previous linear cases. The tolerance parameter e, for the 
stabilization of successive approximations to the nonlinear problem, was fixed at 1.E-06. The 
position of the approximate free boundary point was not particularly sensitive to small varia- 
tions in the value chosen for e. To reach the same value of x8 (and roughly the same value of 
max [Hn(x)[) with a Chebyshev polynomial perturbation, the degree required was about double 
to that required for a Legendre one. We set x0 = 0.8, near xs, and refined the approximation 
from this point; three to five steps were required in each basis, depending on the choice of G. 
Table 3 illustrates the behaviour of Tau Method approximations to this nonlinear problem. 
Table 3. Example 3 (Legendre basis). 
N MaxHN 
6 1.0185E-01 
10 4.6883E-04 
Emax Y 
2.3563E-04 
1.4943E-07 
Emax Y~ 
1.8280E-03 
3.1722E-06 
Error for x l.~g NS ITER 
3.8774E-06 5 5 
1.6000E-09 5 4 
6. NUMERICAL  TREATMENT OF FREE AND MOVING 
BOUNDARY VALUE PROBLEMS PARTIAL D IFFERENTIAL  
EQUATIONS THROUGH THE TAU-LINES METHOD 
In view of the previous results, the Tau Method appears to be an accurate moving boundary 
problem solver for ODEs. We shall use it for the approximate solution of free and moving 
boundary value problems for PDEs. To this end we use the Tan-Lines Method (see [9,10]) 
adapted to moving boundary value problems for PDEs. 
The essential idea of line-methods in two variables i  to replace the original continuous domain 
by a discretized one made up of a series of (parallel) lines joining points of its original boundary. 
Therefore, one variable is discretized across the lines while the other remains continuous along 
each of these lines. In the example considered in this section, time t is discretized and length 
lines x are constructed with one end on the fixed boundary and the other end resting on the 
moving boundary. Through this discretization technique we obtain, in the general case, a system 
of coupled ordinary differential equations in the variable x defined at different discrete time 
levels t~. 
Our discussion will be modelled on the following problem: 
0C 02C 
O"-t = Ox 2 - 1, 0 < x <_ z ( t ) ,  
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with the boundary conditions: 
Oc 
O-x =0, 
Oc 
c= 0-~ =0, 
1 
c = _-1(1 - x) 2, 
2 
(x = O, t >_ O; 0 < x < xo(t)), 
(= = xo(t) ,  t > o), 
(s) 
(7) 
O~C Ck -- Ok-  1 
O~ h 
Through discretization of the time variable, the given problem is replaced by a sequence of free 
boundary value problems defined for a system of ODEs in the continuous variable x. 
After inserting conditions (6),(7), we have: 
hCll '-C1 
C1 "~" (hc~-c2) 
c2 + ( hc~' - ca) 
= h - 1 (1  - z )2  
=h 
=h 
" .o  
C._ l  + (he" - c~) =. ,  
k = 1 ,2 , . . . ,n ,  
where each ODE corresponds to one line. 
With conditions (6),(7), these equations become a decoupled system. Each equation in this 
system is a free boundary value problem similar to the ones considered before. IF(xs)[ is similar 
to those of the examples considered before. We solve system (9) with the Tau Method from the 
top equation down. 
In Table 4 we give, for comparison, our results and seven others reported in the literature on 
this problem and constructed using a variety of numerical techniques (see [li D. They are: 
(1) (HH): the integral method [12]; 
(2) (MMB): a technique based on extrapolated values [13]; 
(3) (COTT): an algorithm designed by Cottle [14] (numerical results given in [15]); 
(4) (FGL): a fixed grid finite difference technique using Lagrange's interpolation to find c(z, t) 
in the neighbourhood f the moving boundary [16]; 
(5) (MG): a moving grid technique [17,18]; 
(6) (ML): a variable space grid started at (x = 0.1) [19]; and 
(7) (MVTS): a modified variable time step technique [20,21]. 
Abbreviated names, given in parentheses, will be used in the tables. 
Table 4 displays numerical estimations of 104 times the position of the boundary for the Tau- 
Lines Method starting from t = 6t and with two alternative steps in time: 6t -- 0.001 for the first 
line and 6t = 0.0002 and 6t = 0.001 for the second. Numerical results are also given for the seven 
other techniques ( ee [11]) listed above. They used steps ranging from 6t -- 0.001 to 6t -- 0.0002. 
Assuming that for a very small interval of time there is little movement of the boundary, most 
authors (see, for example, [11,21]) have advanced their calculations taking the concentration at 
t -- 0.02 or t = 0.025 from the analytical solution. Instead, we have applied the Tau Method 
from t -- 5t finding accurate results for the positions of free boundary points. 
(9) 
where x0(0) = 1, which is related to the diffusion and absorption of oxygen in biological tissue; 
in it c(x, t) stands for concentration. 
Let h be a given time step, we use the discretization scheme: 
(0 < = < 1, t = 0), (8) 
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Table 4. Position of the free boundary: (104xo(t)) for the Tau-Lines Method and for 
seven other numerical techniques. 
59 
Time 
Method .04 .06 .10 .12 .14 .16 .18 .185 6fused 
Tau-Lines 9989 9911 9343 8790 7999 6863 5087 - -  6t = .001 
Tau-Lines 9989 9910 9344 8790 7994 6851 5055 4394 6t=.oo05and ~t=.001 
9350 8792 7989 6834 5011 4334 HH 
MMB 
COTT 
FGL 
MG 
ML 
MVTS 
9992 9918 
9993 9920 
9988 9905 
9988 9903 
9988 9904 9309 8740 
9950 9899 9249 8703 
9356 8796 7992 6832 5085 - -  
9343 8792 7987 6833 5018 4342 
9312 8747 7912 6756 4849 4014 
9301 8719 7882 6682 4766 4048 
/it = .001 
6t ---- .0OO2 
6t ---- .001 
6t = .001 
6t ---- .001 
6t ---- .001 
variable time step 
7930 6776 4974 4308 
7916 6825 4768 - -  
Table 5. Values of 106c(x,t) for values of x = 0(.1)1. For each value of time, first 
row HH results, the other two Tau-Lines Method resu~s. 
x 
t 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
• 01 387162 365072 309949 243275 179804 124986 79999 45000 20000 5000 
387864 365339 309694 243021 179719 124969 79991 45006 19998 5000 
388563 365586 309448 242784 179632 124945 79986 45007 19998 5000 
• 05 247687 240175 218841 189952 148990 109634 72961 42029 18856 4629 
248002 240445 218995 186972 148905 109499 72827 41925 18790 4599 
248317 240713 219148 186990 148819 109366 72695 41823 18726 4569 
• 1 143177 139294 128082 110787 89295 65892 43018 23059 8232 603 
143400 139501 128245 110887 89330 65873 42965 22997 8185 584 
143511 139604 128326 110937 89347 65863 42937 22965 8161 576 
• 15 63087 60845 54503 44503 32353 19583 8251 1005 0 0 
63268 61028 54565 44636 32455 19659 8307 1030 0 0 
63331 61088 54618 44678 32486 19677 8316 1034 0 0 
• 16 48823 46840 41136 32434 21927 11304 2890 0 0 0 
49012 47023 41302 32577 22046 11401 2958 0 0 0 
49070 47079 41352 32617 22076 11421 2968 0 0 0 
• 18 21781 20287 16066 9942 3523 0 0 0 0 0 
21976 20479 16251 10119 3677 0 0 0 0 0 
21027 20528 16295 10155 3702 0 0 0 0 0 
• 19 9021 7817 4578 799 0 0 0 0 0 0 
9228 8025 4790 967 0 0 0 0 0 0 
9275 8071 4830 991 0 0 0 0 0 0 
• 195 2884 1914 32 0 0 0 0 0 0 0 
3106 2147 173 0 0 0 0 0 0 0 
3152 2189 192 0 0 0 0 0 0 0 
In  Tab le  5 we give values of  the  concent ra t ion  c(x,  t) t imes  106, for x -- 0(0.1)1, obta ined  w i th  
the  techn ique  of  Hansen  and  Hougaard  [12] (f irst row) us ing a s tep  5t = 0.001, and  w i th  the  
Tau-L ines  Method .  T ime t ranges  f rom 0.01 to  0.195. Resu l ts  for the  Tau-L ines  Method  are 
g iven in the  fol lowing two rows and  they  cor respond to the  fol lowing choices of  s tep:  ~ft -- 0.0005 
(row two)  and  two s teps  of  0.0005 and  0.001 (row three) .  
Assume x = 0 s tands  for the  surface of  a med ium into wh ich  oxygen is a l lowed to  diffuse; some 
of  it is absorbed  through that  surface.  Th is  process  cont inues  unt i l  a s teady-s ta te  is reached.  
Assume the  supp ly  of  oxygen is then  cut  off and  the  surface sealed so that  no fu r ther  oxygen 
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passes through it. This surface is then called a sealed surface. In Table 6 we give numerical  
est imates of the concentrat ion c(x, t) at the sealed surface, that  is, of c(0, t), obta ined with the 
Tan-Lines Method for small values of t ime along with related data  given by other authors.  For 
the Tan-Lines Method we have used two different strategies: a single step 6t = 0.001 and two 
steps of 6t -- 0.0005 for the first 50 lines and ~t = 0.001 for the remaining ones. 
Figure 6. Values of 104c(0, t) on the sealedsurface. 
Time 
Method .04 .06 .1 .12 .14 .16 .18 .185 
Tau-Lines 2750 2245 1436 1095 782 492 222 - -  
Tau-Lines 2750 2241 1435 1094 781 490 220 156 
HH 2743 2236 1432 1091 779 488 218 153 
ML 2745 2238 1434 1093 780 489 218 154 
MG 2745 2238 1434 1093 780 490 219 155 
FGL 2745 2238 1434 1094 781 490 220 156 
In Table 7 we compare numerical results for the the total absorption time, obtained with the 
Tan-Lines Method and the reliable results of Hansen and Hougaard [12]. The authors of this last 
paper choose a very fine time interval, 10 -4, between 0.1972 and 0.1977. According to [11], the 
total absorption time is in the order of 0.197434. 
Table 7. Free boundary points and the total absorption time. 
Time 
0.02 1 
0.04 .9992 
0.06 .9918 
0.08 .9716 
0.1 .9350 
0.12 .8792 
0.14 .7989 
0.16 .6834 
0.18 .5011 
0.19 .3454 
0.195 .2065 
0.1955 .1871 
0.1960 .1627 
0.1965 .1328 
0.1970 .0918 
0.1972 .0671 
0.1975 
Hansen and Hougaard Tau-Lines Method 
1 
.9990 
.9914 
.9711 
.9346 
.8791 
.7994 
.6849 
.5051 
.3535 
.2233 
.2042 
.1825 
.1570 
.1250 
.0756 
7. F INAL  REMARKS 
Tables 1-3 suggest that  even low degree Tau Method approximat ions give a good est imate 
of the free boundary  point  xs and also a good approx imate solution of the ord inary differential 
equations considered in our examples. The condit ion x0 E J ,  reflects, numerically, in the size of 
the per turbat ion  term and can be used as a test that  it is satisfied. For nonl inear problems, the 
choice of x0 has an effect on the number of i terat ions required to find an accurate approximat ion.  
Tables 4-7 show that  our Tau-Lines Method gives an accurate st imat ion of the concentrat ion 
over the domain and, in part icular ,  on the sealed surface; of the posit ion of the boundary  and of 
the tota l  absorpt ion t ime. In any part  of this paper,  and in part icular  for the calculat ion of the 
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total absorption time, we have made use of special treatments, such as elaborate variable mesh 
grading; knowledge of the analytical expression of the moving boundary curve or of extrapolation. 
Some of the authors whose results we quote here (for example, [12]) have used special treatments 
to find theirs. However, our results display a time difference of at most 0.0005 with those of [12]. 
REFERENCES 
1. E.L. Ortiz, The ~u Method, SIAM J. Numer. Anal., 480-492 (1969). 
2. E.L. Ortiz and H. Samara, An operational approach to the Tau Method for the numerical solution of 
nonlinear differential equations, Computing 27, 15-25 (1981). 
3. E.L. Ortiz and H. Samara, Numerical solution of partial differential equations with variable coefficients, 
Computing, 10, 5-13 (1984). 
4. E.L. Ortiz, On the numerical solution of nonlinear and functional differential equations with the Tan Method, 
In Numerical Treatment of Differential Equations in Applications. Lecture Notes in Math., No. 679, (Edited 
by R. Ansorge and W. TSring), pp. 127-139, Springer-Verlag, Berlin, (1978). 
5. E.L. Ortiz and A. Pham, Linear recursive schemes associated with some nonlinear partial differential equa- 
tions and their numerical solution with the Tau Method, SIAM Journal on Mathematical Analysis 18, 
452-464 (1987). 
6. P. Onumanyi and E.L. Ortiz, Numerical solution of stiff and singularly perturbed boundary value problems 
with a segmented-adaptive formulation of the Tau Method, Mathematics of Computation 43, 189-203 
(1984). 
7. J.H. Freilich and E.L. Ortiz, Numerical solution of systems of differential equations with the Tau Method: 
An error analysis, Mathematics of Computation 39 (160), 467-479 (1982). 
8. A. Marquina and V. Martinet, Shooting methods for 1D steady-state free boundary problems, Computers 
Math. Applic. 25 (2), 39-4 (1992). 
9. A.M. El Misiery and E.L. Ortiz, Tau-lines: A new hybrid approach to the numerical treatment of crack 
problems based on the Tau Method, Comput. Meth. Appl. Mech. Engng. 56, 265-282 (1986). 
10. K.M. Liu and E.L. Ortiz, Numerical solution of eigenvalue problems for partial differential equations with 
the Tau-Lines Method, Computers Math. Applic. 12B (5/6), 1153-1168 (1986). 
11. J. Crank, bb~e and Moving Boundary Problems, OUP, Oxford, (1984). 
12. E.B. Haneen and P. Hougaard, On a moving boundary problem from biomechanics, J. Inst. Math. Appl. 
13, 385-398 (1974). 
13. J.V. Miller, K.W. Morton and M.J. Balnes, A finite element moving boundary computation with an adaptive 
mesh, J. Inst. Math. Appl. 22, 467-477 (1978). 
14. R.W. Cottle, Numerical methods for complementarity problems in engineering and applied science, Proc. 
Comput. Meth. Appl. Sci. Engng. Springer Lec. Notes, No. 704, pp. 37-52, Springer-Verlag, Berlin, (1979). 
15. C. Elliott and J.R. Ockendon, Weak and variational methods for moving boundary problems, Research 
Notes in Mathematics, No. 59, Pitman, London, (1982). 
16. J. Crank and R.S. Gupta, A moving boundary problem arising from the difussion of oxygen in absorbing 
tissue, J. Inst. Math. Appl. 10, 19-33 (1972). 
17. R.S. Gupta, Ph.D. Thesis, Brunel University, (1973). 
18. R.S. Gupta, Moving grid methods without interpolations, Comput. Meth. Appl. Mech. Engng. 4, 143-152 
(1974). 
19. W.D. Murray and F. Landis, Numerical and machine solutions of transient heat-condution problems involv- 
ing melting or freezing. Part 1--Method of analysis and sample solutions, J. Heat Transfer 81 (2), 106-112 
(1959). 
20. R.S. Gupta and D. Kumar, A modified variable time step method for the one-dimensional Stefan problem, 
Comput. Meth. Appl. Mech. Engng. 23, 101-109 (1980). 
21. R.S. Gupta and D. Kumar, Complete numerical solution of the oxygen diffusion problem involving a moving 
boundary, Comput. Meth. Appl. Mech. Engng. 29, 233-239 (1981). 
