An efficient methodology to remove periodic noise from digital images is proposed. The methodology steps is discussed, analyzed and implemented. Color image is to be converted to gray image, and then 2D fast Fourier transform (2DFFT) is to be applied on the gray image. The magnitude of applying 2DFFT is to be analyzed in order to get the periodic filter, which is to be correlated with the magnitude matrix, and the output of correlation is to be used with the angle matrix to get the un noisy gray image. Experimental results are shown and they demonstrate the efficiency of using that the proposed filter for removing high and low frequencies.
INTRODUCTION
Color digital images play an important role in daily life application such as television, ultrasound imaging, magnetic resonance imaging, computer tomography as well as in areas of research and technology. Image acquisition is the process of obtaining a digitized image from a real world source. Each step in the acquisition process may introduce random changes into the values of pixels in the image. These changes are called noise [12, 13] . Periodic (stationary) noise commonly caused by interference between electronic components and has a fixed amplitude [14, 15] , frequency and phase as shown in figure (1) .
Figure (1): Periodic noise
Periodic noise typically arises from interference during image acquisition. Spatially dependent noise type can be effectively reduced via frequency domain filtering Noise parameters can often be estimated by observing the Fourier spectrum of the image -Periodic noise tends to produce frequency spikes [16] as shown in figure (2) . Many applications [1, 2, 3, 22, 23 and 24] of digital images processing require an estimation of the noise level that should be local in time and in frequency such that non-stationary and colored noise can be dealt with. Noise level estimation is usually done by explicit detection of time segments that contain only noise, or explicit estimation of harmonically related spectral components [1] . For a given narrow band, e.g. each frequency bin k, the noise distribution can be modeled by means of Rayleigh with mode ( )
has been estimated for all k, the curve passing through these σ -value magnitudes defines a reference noise level Lσ . Using the following equation it is now possible to adjust the noise threshold to a desired percentage of misclassified noise peaks. [1] [2] [3] [4] , which is also frequency dependent, can be estimated [5, 6, and 7] .
However, estimation of the expected noise magnitude corresponding to each frequency bin requires sufficient observations for statistical evaluation. Most of the existing approaches [1] rely on observations from neighboring frames. Our approach relies on the assumption that the noise spectral envelope is changing only weakly with the bin index k such that we may use the observed spectral peaks in the predefined subbands2 to estimate the (frequency dependent) mean noise level Lm by means of a smoothed curve over the noise peaks. Some parameters affect the procedure of noise estimation and calculating the estimated mean value of the noise and we will considerate the following parameters:
-No of standard deviations of noise to reject. [5, 6] -No of filter scales to use.
-Multiplying factor between scales.
-No of orientations to use. [5] -Gray image size.
-Ratio of angular interval between filter orientations and the standard deviation of the angular Gaussian function used to construct filters in the freq. plane [7] [8] [9] [10] [11] . -Ratio of the standard deviation of the Gaussian describing the log Gabor filter's transfer function in the frequency domain to the filter center frequency [10, 11] . -
II.

Image filtration in the frequency domain
It was shown [17, 18] The peak at the center of the plot F(0.0), which is the sum of the values of f(x,y), the plot also shows that F(u,v) has more energy at high horizontal frequencies than at high vertical frequencies because horizontal cross section of f(x,y) are narrow pulses unlike vertical cross sections. Another common way to visualize the Fourier transform is logarithmic function of F (u,v), see the figure 4. The Fourier Transform produces a complex number valued output image which can be displayed with two images, either with the real and imaginary part or with magnitude and phase. In image processing, often only the magnitude of the Fourier Transform is displayed, as it contains most of the information of the geometric structure of the spatial domain image. However, if we want to retransform the Fourier image into the correct spatial domain after some processing in the frequency domain, we must make sure to preserve both magnitude and phase of the Fourier image [19] . The Fourier domain image has a much greater range than the image in the spatial domain. Hence, to be sufficiently accurate, its values are usually calculated and stored in float values. The figure 4 illustrates some examples of the Fourier transform. We start off by applying the Fourier Transform of input image 4.a, the magnitude calculated from the complex result is shown in the figure 4. b. We can see that the DC-value is by far the largest component of the image. However, the dynamic range of the Fourier coefficients (i.e. the intensity values in the Fourier image) is too large to be displayed on the screen directly. The figure b. illustrates equalized representation of magnitude spectrum of the image, low values of spectral coefficients refer to black color, high value -to white. If we apply a logarithmic transformation to the image we obtain the image c. The result shows that the image contains components of all frequencies, but that their magnitude gets smaller for higher frequencies. Hence, low frequencies contain more image information than the higher ones [6] . The transform image also tells us that there are two dominating directions in the Fourier image, one passing vertically and one horizontally through the center. These originate from the regular patterns in the background of the original image. The phase of the Fourier transform of the same image is shown in the figure d. The value of each point determines the phase of the corresponding frequency. As in the magnitude image, we can identify the vertical and horizontal lines corresponding to the patterns in the original image. The phase image does not yield much new information about the structure of the spatial domain image; therefore, in the following examples, we will restrict ourselves to displaying only the magnitude of the Fourier Transform. Before we leave the phase image entirely, however, note that if we apply the inverse Fourier Transform to the above magnitude image while ignoring the phase (assign it to be equal zero) we obtain the image e. Although this image contains the same frequencies (and amount of frequencies) as the original input image, it is corrupted beyond recognition. This shows that the phase information is crucial to reconstruct the correct image in the spatial domain. The figure f illustrates result of 2D Fourier transform of the image 4..e. As we can see, the spectrum of image 4.a. equal to the spectrum of the image 4.e.
Filtering techniques in the frequency domain are based on modifying the Fourier transform to achieve a specific objective and then computing the inverse DFT to get information back to the spatial domain [1, 2] . If b is an image, then its Fourier transform will reflect the frequencies of the periodic parts of the image. By masking or filtering out the unwanted frequencies one can obtained a new image by applying the inverse Fourier transformation. A filter is a matrix with the same dimension as the Fourier transform of the padded image. The components of the filter usually vary from 0 to 1. If the component is 1, then the frequency is allowed to pass; if the component is 0, then the frequency is tossed out. The form of the filter function determines the effects of the operator. There are basically three different kinds of filters: low pass, high pass and band pass filters. A low-pass filter attenuates high frequencies and retains low frequencies unchanged. The result in the spatial domain is equivalent to that of a smoothing filter; as the blocked high frequencies correspond to sharp intensity changes, i.e. to the fine-scale details and noise in the spatial domain image. A high pass filter, on the other hand, yields edge enhancement or edge detection in the spatial domain, because edges contain many high frequencies. Areas of rather constant gray level consist of mainly low frequencies and are therefore suppressed. A band pass attenuates very low and very high frequencies, but retains a middle range band of frequencies. Band pass filtering can be used to enhance edges (suppressing low frequencies) while reducing the noise at the same time (attenuating high frequencies). .5 represents an ideal low pass filter; all frequencies inside a circle radius R0 are passed without change, but all frequencies outside the circle fully suppressed by the filter. As shown in figure 6 , filtration in the frequency domain using ideal low pass filter. The visual effect of low pass filtration is blurring, also it is possible to see that result has effect of "ringing", it is behavior of ideal filters. It is clear from example that ideal low pass filtering is not very practical. The following uses a smooth version of the same low pass filter (figure 6.e). Smoothed filter created by 2D filtration of ideal filter by spatial averaging filter using 23X23 masks. The ringing is greatly reduced, as possible to see in the large regions of constant (low frequency) content such as flat region of image, see figure 6 .f. Some other example of non-ideal low pass filter is Butterworth filter.
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Ashraf Abdel-Karim Helal Abu-Ein E . F . The Butterworth filter is one type of signal processing filter design. It is designed to have a frequency response which is as flat as mathematically possible in the pass band. Another name for it is maximally flat magnitude filter. The transfer function of a Butterworth low pass filter represented below:
Where n is order of the filter, R0 is cutoff frequency. The frequency response of the Butterworth filter is maximally flat (has no ripples) in the pass band, and rolls off towards zero in the stop band. For a first-order filter, the response rolls off at −6 dB per octave (−20 dB per decade) (all firstorder low pass filters have the same normalized frequency response). For a second-order low pass filter, the response ultimately decreases at −12 dB per octave, a third-order at −18 dB, and so on. Butterworth filters have a monotonically changing magnitude function with ω, unlike other filter types that have non-monotonic ripple in the pass band and/or the stop band. It is possible to see that transition band of the filter become narrow during raising the filter order. For order more than ten result of filtration contains "ringing" like for ideal low pass filter. A 2-D ideal high pass filter is defined as: 
III. Methodology for periodic noise removal
The proposed methodology consists of the following sequence of steps: Step1:Acquire the color image, apply direct conversion to convert color image to gray image and save the red and green components to be used later on in indirect conversion.
Step2:Transfer the gray image representation from time domain to frequency domain by applying 2D FFT which gives us the magnitude and angle matrix of the image, save the angle matrix to be used later on. Step3:Analyze the magnitude matrix spectrum and prepare the filter mask.
Step 4:Correlate the magnitude matrix with filter mask.
Step 5:Use the correlated matrix and angle matrix and apply inverse FFT to get the new gray image.
Step 6:Apply inverse conversion to get the cleared color image.
IV. Methodology implementation
The methodology in 2 was coded using mat lab and the program was tested using various color images with periodic noises of different levels:
Step1:The following matlab code was implemented to process step1: Step 3 was implemented by the following matlab code by which the filter mask is calculated and prepared to be used later on in the next step, figure (9) shows the results of implementing this step: A step 4 and 5 was implemented by the following matlab code:
FFT,magnitude of source image
The magnitude matrix was correlated fist with the filter mask, and then the result of correlation was used with the inverse FFT to obtain the denoised gray image.
V. Experimental results
The above mentioned methodology was tested using various color images with different levels of low and high frequency levels of periodic noise.The same images were treated using average, median and morphological mask filters. Different parameters are used to estimate the noise level; from the obtained experimental results we can conclude that only one parameter affects the estimated mean value of the noise.Increasing No of orientations to use leads to decreasing the mean value of the noise, thus decreasing the low and high levels of the noise, at the same time increasing the number of orientation leads to increasing the image brightness.From the obtained results we can conclude that using big enough number of orientation to process a power of 2 image size leads to processing time and noise minimization.
VI. Conclusion
The 2-D FFT removal algorithm for reducing the periodic noise in natural and strain images is proposed in this paper. For the periodic pattern of the artifacts, we apply the 2-D FFT on the strain and natural images to extract and remove the peaks which are corresponding to periodic noise in the frequency domain. Further the mean filter applied to get more effective results. The performance of each filter is compared using parameter PSNR (Peak Signal to Noise Ratio). The performance ofthe proposed method is tested on both natural and strain images.
The results of proposed method is compared with the mean filter based periodic noise removal and found that the proposed method significantly improved for the noise removal.
