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1. INTRODUCTION 
A meaningful theory of control processes must provide feasible algorithms 
for the numerical determination of optimal policies. This is a requirement 
which exerts a considerable influence on the analytic tools that are employed, 
and even more upon the conceptual foundations; see [I, 2, 3, 4]. Despite the 
considerable progress that has been made to date, the determination of 
optimal policies for systems of high dimension, for stochastic and adaptive 
control processes, for distributed control processes, and for processes involv- 
ing time lags remains an outstanding challenge. 
There is little difficulty in applying the calculus of variations, dynamic 
programming, or any of a number of direct methods, to systems described 
by state vectors of low dimension to obtain efficient computational techniques. 
When, however, the dimension is “large” (a relative rather than absolute 
property), or infinite, the “curse of dimensionality” prevents the direct use 
of general methods. 
The situation is analogous to that faced by mathematical and theoretical 
physicists. Although elegant formulations exist in fields like statistical 
mechanics, relativity, and quantum mechanics, it is necessary to superimpose 
various ingenious approximate methods to produce specific analytic and 
computational results. In this paper we wish to describe a new approximation 
procedure which will permit us to apply dynamic programming to distributed 
control processes, and to processes involving time lags. 
There are three basic aspects to control theory, each of which provides 
vital clues for approximation purposes: the structure of the system, the nature 
of the admissible control policies, the form of the return function. A great 
deal can be done invoking linear equations and quadratic criteria [5, 6, 71; 
functional approximation can also be applied to good effect [3]. Here, we wish 
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to combine first a structural property of the system, secondly an interesting 
type of approximation in policy space, and thirdly an extrapolation procedure 
to obtain a reduction of dimensionality which leads to a feasible algorithm. 
2. PRELIMINARIES 
It requires time, expensive time, to sense, assimilate, decide, and imple- 
ment. In a number of cases, this means that on one hand only a subset of the 
components of the state vector can be observed, and on the other hand only a 
subset directly influenced at any stage. Rather than view this as a basic 
handicap, we wish to turn this frequently occurring constraint to our 
advantage. 
To this end, we consider a system S described by a state vector x of dimen- 
sion K whose individual components, xi , X, ,..., xK , may be viewed as the 
states of subsystems arranged in a chain as indicated in Fig. 1. We suppose 
that the subsystems are interlinked in a “nearest neighbor” fashion, e.g., 
k=l+? . 
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FIG. 1. 
i = 1, 2,..., K, where ye(n) is the control variable for the ith site. Furthermore, 
we assume that a periodicity condition holds, 
Xi+k = X( . (2) 
The following assumptions are made concerning the process and the choice 
of a control policy: 
(a) The criterion function has the separable form 
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(b) At each time when a decision is made, one and only one control 
variable can be chosen and one state changed. No control is exerted at the 
other sites, and we suppose that their states remain unchanged. We shall 
assume that this means that yi = 0 at these sites. This means that (1) holds 
only when the ith site is controlled. Otherwise, X&Z + 1) = x,(n). 
(c) The sites are controlled in a fixed order, say clockwise. 
(d) There is a high degree of correlation between the value of X, and value 
of X, for j close to i. 
The problem we pose ourselves is that of minimizing J7 over the class of 
policies of the type described. 
3. FUNCTIONAL EQUATION 
Let us write 
where we have inserted the P as a remainder that minimization is allowed 
only over restricted policies of the foregoing type. The principle of optimality, 
in familiar fashion, yields the relation 
where s is an integer determined by the congruence condition 
s-l=r(K). (3) 
For convenience, we take N to be a multiple of K. The fact thatf, is a function 
of K variables prevents a routine use of the digital computer if K > 1. 
4. THE ANALYTIC FORM OF f,. 
Let us now establish inductively that 
f&l , c, ,-*a, cd = c’ M4 + %(&-I 9 c* 2 cs+1), (1) 
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where the prime indicates that i # s - 1, S, s + 1. We can reasonably think 
of storing for each r K - 3 functions of one variable and one function of 
three variables. 
Let us suppose that the result holds for r + 1. Then from (3.2), 
f&l , c2 ,**-, cd = n$y [i c @i) + (K - 1) q(O) + 4dYs) +T’ ~z+dCi) 
+ %+1(&s--l ,c, ,%+1 ,rs>* cs+1 3 Gf2 )] (2) 
(’ denotes ifs, s + 1, s + 2). 
Write 
F7+1(~,-l , c, ,c,+~ , c,+~) = n2ifl[a(rs) + 9++&&--l , cs T cs+l y39 CS+I , cs+2)l. 
(3) 
Now we introduce a cruciai extrapolation: 
C s+2 = W,-1 9 cs 7 G+I), (4) 
which allows us to write 
~,,(G-1 , c, 9 G+1, &+,I = f4+&,-1 t cs 9 cd 
Combining (2), (3), and (5), we have 
(5) 
f&l , c2 >***9 cd = c 44 + (K - 1) do) + c' #r+dCi) 
i 8 
+ &+1(c,-1 9 cs > cs+d (6) 
Here, 
Mci) = Mci) + +r+l(4, ifs- l,r,s+l, (7) 
zzz 0, otherwise, 
%(Cs-1 > c, > cs+1) = %-1) + Kc,) + &,l) + w - 1) 4(O) 
+ YG+&s-1) + %+&s-1 9 cs 9 G+d, (8) 
we see that we have established the result for r provided that it is valid for 
T + 1. 
5. THE RESULT FOR N 
To complete the proof, we must examinef,(c, , cg ,..., cx). We have 
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a function of the form appearing in (4.1), upon setting 
vk(Cr 9 Cl> 4 = a4) + @I) 4 h(c,) + (K - l)q(O) + x$-i q(y), 
hM = 44 if& 1,2, 
*hM = 0. (2) 
6. DISTRIBUTED CONTROL 
To illustrate an application of the foregoing ideas, let us consider the 
distributed control process 
where g(x) is periodic with period one, with the criterion function 
Discretizing in the space variable x with suitable normalization, we obtain 
a finite-dimensional control process, 
24; = ui+1 + U&l - 2ui + vi ) 40) = gt , i = 1, 2 ,..., K, (3) 
where 
gi z gi+K 9 i = 0, l,..., K, 
J({Ui 3 vt}) =1: (?A’*)) dt + /I (T h(wi)) dt’ (4) 
A further discretization in the time variable yields the type of process we 
considered in the previous sections. The extrapolation procedure is a reason- 
able one if we assume that g(x) is a smooth function. It is then plausible that 
u(x, t) is equally smooth for each t > 0 and that 
u(x + 24, t) ei G(u(x + 4, 4,4x, t), 4~ - 4 t)). (5) 
Additional accuracy can be obtained by taking G to depend on t. 
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7. DISCUSSION 
A control process with time lags, say 
can be handled in similar fashion. 
The foregoing techniques are also useful in treating the case where g and h 
are quadratic to avoid the problem of integrating Riccati equations of high 
dimension. We shall discuss these matters and application of these techniques 
to stochasic and adaptive processes in subsequent publications, in addition 
to questions of convergence of the discrete process to a continuous process 
and variations in the control protocol. 
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