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The area of deep learning with 3d data is underexplored due to the fact that only lately 3d
datasets become available. One type of 3d data is point clouds that usually are created by lidar
sensors. There is intensive research, in the recent years, on the field of object detection and
annotation with 3d data and many different state-of-the-art methods have been presented.
The purpose behind this thesis, is to try to improve one of these methods, by combining it
with parts  of different  methods or use it  in parallel  with another method. The motivation
behind this thesis, is to research if it is possible to get better results by modifying a method.
An application of this research is that there could be created a guideline for improving an
already successful method.
The selected method in 3d object detection and annotation to be modified was Pointpillars.
One part of the exploration was to substitute part of this method with parts from different
methods and test its performance. The selected parts to be added were residual networks and
inception networks, that were successful in 2d object recognition. Pointpillars, first creates a
pseudo-image from 3d data and then uses 2d convolutions to recognize patterns, and at this
stage the above parts can be introduced.
The other part  of the exploration is  to train parallelly  with another  method.  The selected
method was Complex YOLO, and the recognized features of each method were combined and
then it was performed detection of objects. The goal is to check if the two parallel methods
can outperform the original Pointpillars method.
The results of the experiments showed that there was not improvement in the results both with
the modifications and the parallel training. Except that, some of the modified models were
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3d object detection and annotation in the environment has many applications like autonomous
vehicles, mapping of areas by drones, augmented reality etc.
More  analytically,  understanding  of  the  environment  of  a  vehicle  is  a  prerequisite  for
autonomous driving. The autonomous car should have knowledge about the position of other
objects (cars, pedestrians etc.) to safely navigate. Augmented reality has as prerequisite the
creation of a 3d map of the environment with each object’s type and space that they occupy,
in order to create the graphics correctly. This can be utilized, based on the information of the
environment provided by object detection algorithms.
 Object detection must be robust as the environment parameters can change dynamically and
thus the decision of the system that controls any application should be supported with the
right information related to the other objects position.
To achieve accurate object detection, machine learning has been used and more specifically
deep learning methods.  The use of cameras was a standard for providing data needed for
training the models. To estimate depth from cameras, images from two cameras with distance
or at different angles were used combined. This method enabled having depth information
from 2d data. Later, devices that produce 3d data, like lidar, enable the ability of models to be
trained directly from data that contain depth information.
Object detection is a two-part goal, first the space that an object occupies, represented by a
cube,  should  be  calculated  and  the  second  part  is  classification,  which  is  actually  the
recognition of the object that is in the cube, from some predefined classes.
1.1 Inspiration for the Research
The research was inspired by the progress in autonomous driving and the growing need in
object detection / computer vision. The first and most known methods of object detection
have as input 2d data, as datasets were easy to have access to. In recent years, devices that
--
produce 3d data like Lidar have been available to and this had as result the generation of
related datasets. The recent availability of data from Lidar explains why object detection from
3d  data  has  room  for  exploration  and  research.  Also,  3d  object  detection  has  many
applications except autonomous driving like robots, drones, and augmented reality and many
more.
Figure 1 Autonomous driving tasks and sensors [1]
1.2 Research Objectives and Questions
The objective of this dissertation is to try to improve the Pointpillars method’s accuracy in 3d
object detection by applying other known papers and methods to its architecture and also by
using another method in parallel and combining their features.  [2] Pointpillars, was selected
as it has very high inference speed and so it has computational ‘space’ for modifications that
can increase the computational demands. Also, Pointpillars method has very good results and
it  is  more  challenging  to  improve  it,  so  the  modifications  will  show  more  clearly  their
contribution to the results.
The main target for modification is the backbone part of the deep learning process which
contributes  to  feature  extraction.  The  dataset  is  the  known  KITTI  dataset,  that  is  about
autonomous  driving  and  the  objects  that  must  be  recognized  are  cars,  pedestrians,  and
cyclists. [3]
--
The question that this dissertation wants to answer is if it  is possible to combine parts of
different methods/papers or to modify a part of a paper with parts from other methods and
what the results of this modifications are, for example if detection accuracy improves.
The main objectives are:
a) to explore how different papers could be combined
b) to apply modifications to a known method/paper
c) to test the model and evaluate performance
d) to analyze the results and extract insightful conclusions
--
2 Theoretical Background
In this section, theoretical aspects are presented that are the foundation of this thesis.
2.1 Lidar Sensor
The name of  the sensor  is  an acronym of  light  detection  and ranging.  The sensor’s core
function is to use beams of laser to create a 3D representation of the environment. It first
emits light waves into the environment, then the beams bounce off the objects that are in the
range of the sensor and the sensor capture their return. Based on the time each pulse takes to
return to the sensor, the distance of the object is calculated. Also, taking into consideration the
direction of the beam, the exact location of the object is calculated. [4] Its main components
are the laser that emits the pulses, a scanner that receives the bounced pulses and usually a
GPS receiver to have the information of the location available. [5]
Figure 2 Lidar placed on vehicle [6]
Vehicles and drones use Lidar to have the ability to know the position of objects in their
surrounding  environment.  Also,  using  the  data  collected  from this  sensor,  with  the  right
processing, control  systems of vehicles can identify what these objects  are and plan their
--
movement accordingly.  Also, lately, Lidar sensors are integrated in smartphones and tablets
to enhance augmented reality application with the 3d understanding of the environment that
they provide.
There also other sensors on autonomous machines like radars and cameras that produce data
that combined with Lidar’s data can improve environment understanding and object detection.
The benefit of Lidar is that its performance stays unaffected by ambient light conditions and
even in low light conditions its ability to scan the environment does not get worse.
The data coming from Lidar are s a large number of points, a point cloud that represents a 3D
map. Each point is described by cartesian coordinates (x, y, z) and the intensity of reflection.
Unlike  2d data,  this  type of  data  is  sparse and so representing data  in a  sparse tensor  is
impossible. Another characteristic is that density is of high variance, more specifically near
the sensor density of points is higher than in a distance from the sensor. Data from Lidar have
the advantage that are direct distance measurements and that do not need to be interpreted or
analyzed like camera data and thus the performance of the sensor is quicker and thus the
processing needs are lower. [7]
Figure 3 Pointcloud generated by LiDAR [8]
--
2.2 Machine Learning
Machine learning is the study of algorithms that improve automatically through experience.
[9] It is used for proposing solutions to complicated problems by using computers to learn
from data.  Machine learning models use features to learn and predict the wanted value to
contribute to decision making. There are many categories of machine learning applications
some of them are: natural language processing, reinforcement learning and computer vision.
Machine learning has two main categories depending on the existence of labels or not in the
data that are used for training. The first one is called supervised learning and has as goal to
create a complex function that has as input the features provided to map to the label. This type
of algorithm analyzes the data, trains the model by reducing the loss in predictions of the
label, and in the end, it can predict the wanted value. There are two categories, based on the
type of prediction that is performed. The first one is called classification and its goal is to
assign to a class the input data, choosing from several predefined distinct classes. The second
is called regression and its objective is to predict a continuous value.
The second category of machine learning is called unsupervised learning, and its difference
with the first is that there are no corresponding targets, only features exist. Its goal is to use
the features, analyze them to output a pattern or to cluster the input data. There is no testing in
this category, as labels do not exist. [10]
2.3 Artificial neural networks
Deep learning is a subcategory of machine learning and it uses artificial neural networks as its
core  training  method.  Types  of  deep  learning  are  supervised,  unsupervised  and  semi-
supervised. [11]
2.3.1 Artificial Neural Networks
ANNs  consist  of  frameworks  of  machine  learning  methods  that  function  by  simulating
neurons of the human body by utilizing artificial neurons and was introduced by Pitts and
McCulloch.  [12] Multiple artificial neurons that are connected and piled in layers, create a
network. The ANN consists of three main sections, the input layer, the hidden part, and the
--
output layer. A required characteristic is the loss function that its output is the distance of the
predicted value with the true value.
2.3.2 Deep Learning
When  there  are  hidden  layers  of  neuron  stack  one  after  the  other  and  the  network  has
substantial depth, this type of ANN is called deep neural network (DNN). As in DNN many
layers and many neurons need to be trained, the computational power that is demanded is
high, and that is the reason that they have been popular in the last decade and not earlier.
The first step of the training of an ANN is the initialization of weights and biases with random
values. Then data passes through the network and after the output, error is calculated with the
help of the loss function and after the weights and biases are updated using back propagation.
An epoch is a training cycle that all the training data have passed through the network once.
Usually, several epochs are required in order the model to be trained sufficiently.
Neurons are common to be fully connected, meaning between layers all neurons of one layer
relate to all neurons of the next one, and this has the result as information passes through
layers the complexity increases. So, as many layers a network has the more complex function
can create and that is the reason that DNN can give solutions to very complex problems. [13]
Figure 4 Deep Neural Network [14]
--
2.3.3 Convolutional Neural Networks
Convolutional neural network is a class of DNNs that is most applied in analyzing visual
imagery.  [15] This  type  of  networks  uses  convolution  operations  instead  of  matrix
multiplication  that  common neural  networks have.  The idea was conceived from animals'
visual cortex that had a receptive field to contribute to their vision. [16]
2.3.3.1 Convolutional Layer
--
Convolution  layers  have  trainable  weights  and  biases  like  common  layers,  but  the  main
difference is that weights are shared between neurons, and the shared weights are called filters
and they can be visualized as matrices. The filter’s goal is to extract features that will be
useful on predicting the wanted values. The filter slide across the width and height of the
input image and calculates the dot products between the values of each pixel and the weights
of the filter. The result of the multiplication of the entire image/input is called feature map,
which size depends on the size of the initial  image, size of the filter  used,  and the stride
selected.  Stride is  the number of pixels  that  the filter  shifts  at  every slide.  Convolutional
layers reduce the size of the input, so the feature map is a smaller representation of the initial
input. [17]
Figure 5 Convolution process [18]
2.3.3.2 Pooling Layer
A pooling function takes as input the output of convolution, the feature map, and outputs a
summary statistic of it. In most cases, feature map is having a substantial size and it is not
efficient to use it in its original form, so pooling is used to transform it to smaller and denser
form that is easier to handle. The most common type of pooling is max pooling, where the
--
feature map is divided in regions and the maximum value of each is selected and transferred
to output. There is also average pooling where the average value of its region is kept. [19]
2.3.3.3 Transposed Convolutional Layer
There is a type of convolutional layers that instead of down sampling the input, it performs up
sampling and it  is called transposed. It  also uses filters  with trainable weights,  which are
multiplied with the input and the output result is a feature map with bigger resolution than the
input.
Figure 6 Comparison of Regular and Convolutional Networks [20]
2.3.4 Activation functions
Neural networks have activation functions which take as input the output of a neuron and the
output is the decision whether this neuron should be activated or not. Moreover, they provide
the ability to neural networks to solve complex problems that are not linear.
--
2.3.4.1 Sigmoid function
Sigmoid function was the most popular activation function for many years, and it is used
widely for classification problems. Its output ranges between 0 and 1 and it can be calculated
by the equation:  σ(x) = 1 / 1 + e−x 
The advantages of this function are first that it has smooth gradient, its outputs are between 0
and 1 and last that it enables clear predictions. [21]
As the diagram shows the output is towards 0 when the input is negative value and goes to 1
when  it  has  positive  values.  It  has  a  problem  called  vanishing  gradient  that  causes  the
network’s learning process to slow down or even stop.
2.3.4.2 Rectified Linear Unit (ReLU)
Relu is the most popular activation function for deep networks and especially convolutional
networks. Its output values range from 0 to infinity and it can be calculated by the equation:
f(x) = max (0, x) 
Advantages of Relu function are that it is computationally efficient as it allows the network to
converge quickly and that it is non-linear. [21]
As the diagram shows the value is zero when the input values are zero and below and the
output takes the value of the input when input is above zero.
Figure 7 Activation Functions [22]
--
2.4 Computer vision
Computer vision is the field of computer science that specializes on imitating human vision
process, to make machines able to understand and process objects in images, videos, or 3d
data  like  in  the  case  of  this  dissertation.  With  the  contribution  of  machine  learning  and
especially deep learning, the research has advanced dramatically in the recent years.  Two
reasons are the huge availability of this type of data and the ease of access to the needed
computing power. [23]
The applications of computer vision tasks are numerous and essential for the modern life. One
application is autonomous vehicles, with which they can navigate and avoid obstacles without
human intervention. Another is surveillance, where these types of systems can identify, for
example,  a  specific  person  from a  crowd or  recognize  a  situation  and  trigger  an  alarm.
Moreover, medical imaging is benefited by computer vision applications for recognizing from
x-rays patterns of known illnesses. [24]
Data input for computer vision algorithms like images are represented as arrays of numbers.
For images, every pixel is represented by a number that its value depends on the color of the
pixel. Machine learning was used to classify images or detect objects, with the help of many
small  applications  that  were detecting  features  inside  the  image.  To develop this  type of
machine learning demanded many experts and a lot of time, so it was not efficient.
Deep  leaning  offered  an  alternative  approach  that  proved  to  be  much  more  efficient  in
resources than previous method. Deep learning that is based on neural networks can solve
problems without the need of providing the features of each example in order the model to be
trained. By providing to the model enough data, it can extract features – patterns that will give
the ability to identify objects. 
There are many different tasks in computer vision and the four more known will be presented.
The first and most known, is classification tasks and its goal is to recognize an object in an
image what class belongs to from predefined selections. Next task is object localization that is
finding the minimum box that represents the space that the object in the image occupies.
Another task is object detection, that has as goal to identify all the objects in the image and
perform localization and classification to each one of them. Last, is instance segmentation that
its objective is to identify the boundaries of each object in pixel level.
--
Figure 8 Comparison between image classification, object detection and instance segmentation [25]
2.5 Object detection (2D)
As was written above object detection is the task of locating the presence of objects with
bounding boxes and classifying the object. This task requires as input an image, a video or 3D
data like point cloud in this dissertation’s case. The output of this task is a set of bounding
boxes, described by their dimensions (width and height), their position based a predefined
coordinate system and numbers that represent the class of its object inside every box. So, it is
both a regression and classification problem. [26]
2.5.1 Data requirements
Data required for object detection is images or video which should be labelled. Labels for
object detection tasks are dimensions of boxes that contain objects and their coordinates, and
the class of each object. Examples are needed to be in large numbers and the reason is that
using deep learning methods that have a lot of parameters are prone to overfitting and this is a
way of avoiding this danger. Another characteristic that the examples should have is that they
should be representative for each class.
2.5.2 Anchor box
--
In algorithms related to object detection there is process that samples a lot of regions of the
input data, to decide if these regions contain objects of interest. A method is to create many
bounding boxes with a variance of sizes and aspect ratios, the anchor boxes. The number of
anchor boxes is the number of aspect ratios multiplied by the number of sizes again multiplied
for every pixel of the image where the center of each box could be.
The first step in object detection is to produce a large number of anchor boxes, then make
predictions about the class of object inside the box and also the offset of the ground truth box.
Next, adjustment of the position of anchor boxes takes place, taking into consideration the
predicted offset and lastly bounding boxes are selected to be in the output.
Figure 9 Example of multiple anchor boxes [27]
The results to be finer, a process that filters out the similar prediction boxes takes place. The
most known method is called non-maximum suppression. For each box, the probability of
each class is predicted. The box with the highest probability of each class is taken as baseline
and all  the  boxes  with  an  intersection  over  union (IOU) over  a  predefined  threshold  are
removed. With this method multiple boxes for the same object are being filtered out. [27]
--
Figure 10 Example of non-maximum suppression [27]
2.5.3 Region proposal network
In object  detection  algorithms,  the  output  of  the  part  containing  the  convolutional  neural
networks is called feature map. Sliding a small network over the feature map creates region
proposals, which is the objectness score about if this piece of image contains an object of
interest.  It  performs a binary classification,  with the classes being ‘object’  or ‘no object’.
Moreover, object bounds are predicted from region proposal network. 
The sliding network is an anchor, and in an object detection model, there are more than one
anchors / boxes. The output of the sliding network over the RPN is fed to two fully connected
networks, a classification layer, and a regression layer. The classification layer has as output
the probability that each of the boxes has an object or not and the regression layer outputs the
coordinates of each box. [28]
--
Figure 11 Region Proposal Network [29]
2.5.4 Sliding Window
The  initial  approach  on  object  detection  was  by  having  a  box  that  with  sliding-window
technique, to try to classify each part of the image that the box defined. The simplest version
of this approach is that the box’s size is fixed. But there are cases where objects in an image
have different size, so different sized boxes need to be used. The problem with this approach
is that is not efficient because a large number of boxes should slide to the entire image.
2.5.5 Two staged Detectors
Another  approach  in  object  detection  is  to  have  two  main  stages.  The  first  stage  is  the
generation of bounding boxes that contain all the boxes in the image and the second classifies
every box to predefined classes. In this approach convolutional networks are used to extract
features and a feature map is produced. From this process, a feature vector is created and after
passing through fully connected layers, the classification of each box and the regression of the
bounding box comes as output from the output layers.
--
2.5.6 Single staged Detectors
The last approach is the detectors in which all  needed actions perform at only one stage,
because they do not depend on region proposals. By this, they are more efficient and speedier
but  there  is  a  trade  off  on  accuracy  compared  to  two-staged.  In  the  only  stage  after
convolution and fully connected layers the output is confidences for classification on classes
and numbers that describe the bounding boxes. [30]
Figure 12 Comparison between many and one stage detectors [31]
2.5.7 Evaluation Metrics
Evaluation metrics are useful to define a good model and select it instead of others. Every
category of tasks has its own metrics and bellow the most common evaluation metrics in
object detection are presented
2.5.7.1 Intersection Over Union (IOU)
It is called also Jaccard index and it has been used to calculate how similar are two sets. It is
the division between the intersection between the two sets and the union of them. In object
--
detection is the division between the area of overlap of the ground bounding box and the
predicted bounding vox and the area of their union. In 3d object detection instead of boxes 3d
cuboids are compared. In 3d datasets like KITTI two different strategies can be used. One is
2d box overlap by projecting the 3d cuboids on the birds eyed view or direct 3d cuboids
overlap.
Figure 13 Intersection over union example [32]
2.5.7.2 Average Precision (AP)
Predictions  with  IOU more  than  0.5  are  considered  as  true  positive  and bellow  as  false
positive. Also, false negative are the objects which are not detected at all. Average precision
is calculated with the area under the curve of a precision x recall curve and it is averaged
across all unique recall levels. [33]
--
2.5.7.3 Mean average Precision (mAP)
This metric shows how many predictions are correct and how many of objects for detection
are identified. Mean average precision is defined as the mean of AP across all (K) classes.
[34]
2.6 Object detection (3D)
In 3d object  detection the input data usually is a point cloud, and the goal is predicting 3d
bounding boxes and the class of the object inside the box. Also, in self driving applications
important is the heading angle of the box with respect to a coordinate system. 
2.6.1 Targets and Loss
The most common loss for the classification task in object detection is the cross entropy, the
negative log likelihood of the class of the ground truth. Class imbalance exists between the
background and the objects of interest’s  classes. To address these issues two methods are
most common, hard negative mining and focal loss. Hard negative mining has as objective to
sub-sample the bounding boxes that do not contain object of interest in a such way that they
are at most three times more than non-empty boxes per point cloud. The other method, the
focal loss adjusts the contributing weight of each box progressively in the loss. This approach
is supported by the idea that empty boxes are easy to detect so the predicted probability of
being empty is close to one, quickly in the training procedure. So, the suitable adjustment of
the weights,  has as outcome the boxes that  are  empty to  have very small  contribution to
classification loss. 
Multiple  anchor  boxes  are  used  in  images  because  the  object  dimension  depends  on  the
distance  from the  camera  and  in  point  clouds  because  the  objects  of  interest  have  very
different  dimensions,  like  cars  and  pedestrians.  The  anchors  that  will  be  used  in  every
--
algorithm are hyperparameters and are predefined and try to match each classes’ dimensions
and aspect ratio.
It is common that log scale is used in width, height, and length of the box so the range of the
predictions is increased. Lastly, the heading angle of the box is defined as the cosine or the
sine of the difference between the ground truth angle and the anchor’s box angle.
The most used loss for regression targets is the smooth L1 loss described below with the x
parameter representing the difference of the prediction and the target values. [35]
2.6.2 Permutation and transformation of point cloud data
Point clouds have the characteristic that its data have permutation invariance, meaning that if
the  order  of  the  points  is  changed the  objects  that  are  represented  by  the  points  are  not
changed. Common convolutional neural networks have as prerequisite that the input data are
ordered data like images, and this feature prevent their use with point cloud as input data.
There are neural networks specialized for 3d object detection that have as input point clouds
and are compatible with the permutation invariance and also there are neural networks that
transform  point  clouds  to  a  form  of  image,  ordered  grid  representation  and  are  not
incompatible with permutation invariance. 
2.6.3 3d Voxelization grid representation
Some models to achieve the object detection task, expect first point clouds to be transformed
to a grid representation by 3d voxelization. To achieve this representation, the point cloud is
divided  to  cuboid  clusters,  which  have  shape  similarity  to  the  shape  of  tensors.  The
dimensions of the cuboids are dependent on the range of the lidar sensor and also to the needs
of the applications that the models are designed for. After the definition of the dimensions of
the cuboid clusters of the point cloud, their quantization is followed. After, each voxel shell is
represented by a predefined way, like binary classification whether the voxel is empty or not,
or by feature vectors which may be learned by training or be predefined. The output is a 3d
tensor that represents the point cloud.
--
Figure 14 3d Voxelization
This representation has the advantage that the output is a structured grid representation and
can be fed to  convolutional  neural  networks.  Also,  because  during the  transformation  no
projections take place, there are not issues related to scale. The disadvantages are the memory
and computation needs are large due to that tensors produced by voxelization are much larger
that input data and due to the transformation, some information is lost. [35]
2.6.4 2d Voxelization grid representation
The biggest difference of 2d voxelization compared to 3d is that after dividing the point cloud
to cuboid shaped clusters, the voxelization process is only on the x and y axis, ignoring the
height. Each 2d voxel is transformed to a feature vector of predefined size and the output is a
3d tensor. This type of voxelization output is compatible to convolutional neural networks.
The representation resulted of 2d voxelization can be as input to 2d convolutional layers,
allowing significant computation benefits over 3d convolutional layers. Alternative name for
the 2d voxel cells is pillar. Each pillar is represented by a vector that is created with the aid of
encoders which are predefined by the researcher or leaned during the training process. [35]
--
Figure 15 a) 3d Data b) Voxelization c) Pillar [36]
--
3  Models and Dataset
This chapter contains a theoretical analysis of relevant papers to 3d object detection and also
to the specific papers that are were used in this dissertation. Also, a description of KITTI
dataset is provided.
3.1  Relevant Models 
There is a plethora of models / methods in the field of 3d object detection and annotation and
a selection of them is presented in this chapter. The first relevant model presented is named
SECOND and it uses voxel representation of the point cloud data to train. The second model
is called Frustum PointNet and it uses fusion of 3d data (pointcloud) and 2d data (images) to
learn features. Also, the third model is called Pixor and it uses pillar representation of the
input, point cloud, data to achieve object detection.
Method SECOND PIXOR F-PointNet
Pointpillar
s
Modality Lidar Lidar Lidar & Img Lidar
Speed (Hz) 20 35 5.9 62
Car
Easy 88.07 89.38 88.70 88.35
Moderat
e 79.37 83.70 84.00 86.10
Hard 77.95 77.97 75.33 79.83
Pedestria
n
Easy 55.10 N/A 58.09 58.66
Moderat
e 46.27 N/A 50.22 50.23
Hard 44.76 N/A 47.20 47.19
Cyclist
Easy 73.67 N/A 75.38 79.14
Moderat
e 56.04 N/A 61.96 62.25
Hard 48.78 N/A 54.68 56.00
Table 1 : Results on the KITTI test BEV detection benchmark (mAP)
--
3.1.1 Model: SECOND
This model, called SECOND, using point cloud data achieves 3d object detection using sparse
convolution with state-of-the-art results. The first stage of the model is to transform the input
data to voxel representation. Then, data pass through a layer that has as objective to extract
voxelwise features. This layer contains a fully connected network with batch normalization
and uses ReLU activation functions. Also, max pooling, is used to collect aggregated features
of each voxel. The output comes from the concatenation of the tiled and pointwise features.
The next stage is the sparse convolutional middle extractor which is used to convert the sparse
3d data to a Bird’s Eyed View representation that also contains height information. It consists
of  two  phases  with  each  one  having  submanifold  convolutions  followed  by  one  sparse
convolution. By this process, the initial sparse data are converted to dense feature maps that
are shaped into pseudo – image. After that, a stage having a region proposal network follows
that has also groups of convolutional layers. The output of this stage is a feature map that is
used  to  produce  tensors  that  will  be  used  for  classification,  box  regression  and  angle
regression. [37]
Figure 16 Structure of SECOND detector [37]
3.1.2 Model: Frustum PointNet
This type of model is not affected by the order of the grid representation of the input data.
This model, called Frustum PointNets, relies on Pointnet method but has additionally a 3d
region proposal network that has as goal to divide the point cloud to clusters that contain only
--
points of only one object of interest. The first stage of the process is called Frustrum proposal
and it  relies  on  3d  projections  of  2d  bounding boxes  that  are  the  output  of  a  2d  object
detection network. This model has as input both 2d data (images) and 3d data (point cloud).
The second stage of the model is called 3d instance segmentation and classifies each point if it
belongs to an object of interest  or not.  The third and last  stage is called Amodal 3d box
estimation which has as output the 3d oriented boxes of objects of interests relying on the
points found on the second stage. [38]
Figure 17 Structure of Frustum PointNet [38]
3.1.3 Model: Pixor
Pixor is a model that uses pillar encoders, that were engineered by researchers and not learned
from data and they represent statistics of pillars from point cloud data. The first stage is to
transform input  data  points  to  a  predefined and fixed  size feature  vectors.  Most  of  these
feature vectors represent the existence of points at several height segments of the pillars. Also,
other feature vectors show the presence of points that are out of range of height of the pillar
and other show the intensity of points inside the pilar. The next stage is the backbone network
that contains layers of convolutions, with a top-down approach like feature pyramid networks.
The last stage is the header network that both performs classification and regression of the
bounding boxes dimension and positon. [39]
--
Figure 18 Architecture of PIXOR [39]
3.2  Models used in Experiments
Bellow, the original/base model, Pointpllars and its stages are presented thoroughly. Also, the
Complex Yolo method is presented which was trained in parallel with PointPillars and then
























Table 2: Results on the KITTI test BEV detection benchmark mAP
 The two models that parts of them were used to modify Pointpillars are the Resnet and the
GoogleNet and also presented bellow. These two methods are not 3d object detection methods
but instead they used 2d data (images) to perform classification. Pointpillars creates a pseudo-
image from 3d data and performs 2d convolution to extract features. At this stage, parts of the
above two models  were  added,  as  2d  operations  already  are  used in  Pointpillars  method
despite having initially as input 3d data. 
3.2.1 Model: Pointpillars
Pointpillars is a method that consists of a novel point cloud encoder and network that gets as
input a point cloud and is used on training for detecting 3d objects. Its computations are 2D
convolutions letting be efficient and it achieves inference of 62 Hz. Its output is boxes that
show all the space that cars, pedestrians, and cyclists occupy in the point cloud.
Pointpillars uses machine-leaned pillar encoders to transform the poincloud data. The used
encoders have input-wise permutation invariance and have similarities with PointNet model.
The advantages of these encoders that are learned from the data are first, that the features that
are produced are tailor made for the object detection tasks of the network and second, that in
the case of changing input data and targe tasks, no additional engineering is required as the
encoders will adapt through the training process. 
d
This method has three main stages:
 A feature  encoder  network,  Pillar  feature  net,  that  takes  as  input  point  cloud and
convert it to a sparse pseudo image.
 A backbone consisting of 2D convolutions  and extracts  features  so its  output  is  a
tensor with high level representation of the input.
 A detection head that detects objects and regresses 3D boxes.
3.2.1.1 Pillar feature net
--
The  first  stage  of  Pointpillars  method  is  a  feature  encoder  called  pillar  feature  net.  Its
objective is to convert the point cloud which consists of 3d data to a sparse pseudo image that
is  2d  data  that  will  allow  to  apply  2d  convolutions  to  extract  features  instead  of  3d
convolutions that are much more computationally expensive. The output is a 3d tensor that is
based on 2d voxelization and pillar encoding.
Firstly, the point cloud is divided in a grid in the x-y axis, every part of the grid is a pillar.
Every point is described by a set of 9 numbers, this numbers include coordinates related to the
center of the pillar and coordinates related to the arithmetic mean of all points belonging to
the pillar.
Due to the type of data, most of the pillars have no points inside and those that have, the
number of points is very low. To handle this sparsity, there is a limit to pillars that are not
empty and the number of points in a pillar so that the tensor created is dense. Also, sampling
is applied when the points in a pillar is above a certain level and in the case, there are not a lot
of points in a pillar, to fill a tensor, zero padding is used.
After that, a modification of Pointnet method is used, that has the following process. First,
linear layer or 1x1 convolution is used, and then batch normalization and the ReLU activation
function is used to output a tensor. After the creation of a tensor per pillar, tensors are put to
the location of the pillar on order to create the pseudo-image. [2]
Figure 19 Pillar Feature Net of PointPillars [2]
3.2.1.2 Backbone
The objective of the backbone is to extract useful features to feed to the detection head and it
consists of two stages. The first stage has three steps of convolution layers that gradually
--
decrease the spatial resolution and increase the depth of the tensors. The second stage does up
sampling by having transposed convolution layers and at the output, tensors from every layer
are  concatenated.  Each  convolution  layer  is  followed  by  batch  normalization  and  ReLU
function. The output of the backbone is a high-resolution feature map. [2]
Figure 20 Backbone of PointPillars [2]
3.2.1.3 Detection Head
For the detection part, the single shot detector (SSD) is used to generate 2d bounding boxes
from the features of the backbone. SSD is a single shot bounding box algorithm, and its main
advantage is the fast inference and great accuracy. Single shot means that the tasks of object
localization and classification are done in a single forward pass of the network. SSD uses
priors for the regression of the bounding box locations, and it uses non-maximum suppression
to filter out noisy predictions. The match between the prediction boxes with the ground truth
is made by using intersection over union. [2]
3.2.1.4 Results
--
Figure 21 Results of PointPillars on KITTI dataset [2]
3.2.2 Model: Complex YOLO
Complex-YOLO is an expanded version of YOLOv2 that is used for 2D object detection from
RGB images and it is modified so it is used for 3D box estimation having as input a point
cloud. [40] It is one of the top algorithms in 3D object detection in terms of efficiency.
Figure 22 Arhcitecture of Complex-YOLO [40]
3.2.2.1 Preprocessing of point cloud
The objective of this step is to transform the point cloud to an RGB-map. First the point cloud
is transformed to a grid map and each grid is encoded for its height, intensity, and density
based on the number of points contained in each grid cell.  In order to encode height, the
maximum height is taken for points inside that cell of the grid. Also, the intensity is encoded
by taking the maximum intensity. Boundaries of all axes are selected in such way, so the
selected area covers the area the objects for detections occupy. [40]
--
3.2.2.2 Backbone
The creation  of the birds-eye-view RGB map is  followed by a  deep learning network of
multiple  convolutional  and maxpool  layers.  There  are  also  some  intermediate  layers  that
reorganize the features. This output of this network is a high-level feature map that will be
used for detection. [40]
3.2.2.3 Euler region proposal network
The objective of the proposal network is to parse the object dimension parameters from the
incoming feature map that the backbone created and estimate accurate object orientations and
boundaries of the bounding boxes. For every cell of the grid 5 boxes are predicted and for
every box is described by a set of numbers. Also, the accuracy, the class and some additional
parameters are regressed. [40]
3.2.2.4 Results
Figure 23 Results of Complex-YOLO on KITTI dataset [40]
3.2.3 Model: Resnet (Deep Residual Learning)
Resnet is a residual learning framework that helps the training of deep networks which are
more difficult to train.
--
3.2.3.1 Degradation problem
Layers are being added to a network to increase the complexity and thus the ability to be used
in complex problems is improved. Deeper networks had initially converging issues, but this
was  solved by suitable  initialization  and by importing  normalization  layers.  Besides  this,
degradation  problem exists  which  is  when the  accuracy  gets  saturated  and finally  it  gets
degraded.  [41]
3.2.3.2 Residual block
To solve the degradation problem, shortcut connections are introduced to the model, which
have the characteristic of skipping some layers. This type of connections provides identity
mapping, and the outputs of the shortcuts are added to the output of the stacked layers. A
benefit of this solution is that the model has the same complexity as without the shortcuts as
no extra parameter is added.
Residual block is a block a show in the figure bellow. This block can be described by the
equation: y = F (x, {Wi]) + x, with the y factor being the output, and the x the input.
Figure 24 Comparison of regular block and residual network [42]
3.2.3.3 Resnet architecture
--
Inspired by VGG net, a deep network is constructed with 34 layers. As the feature map, enters
the network going towards the output, its size is reduced and its depth is increased, reaching
to a 1000-way fully connected layer. Every two layers, shortcut connection exists. When the
feature map dimensions does not change, residual connections can be implemented directly. 
When dimensions change after convolutional layers, padding with extra zeros added is used
or  linear  projection  to  the  shortcut  is  used  to  match  dimensions.  Resnet  was  tested  in
ImageNet, a dataset consisting of images for classification purposes. [41]
3.2.4 Model: Googlenet (Inception Module)
A way to improve the accuracy of a deep learning model is to increase its size, depth, or
width.
This approach has two main issues, one is that by having the model more parameters it is
more likely to overfit and a heavy model is more computational expensive. This framework
provides  an  efficient  way  of  improving  the  accuracy.  An  approach  that  improves  the
performance  of  the  model  without  increasing  its  weight  is  by  introducing  sparsity  and
substituting the fully connected layers with sparse layers. [43]
3.2.4.1 Inception block
In an inception block, there are filters of varying sizes that operate in parallel. The filters have
the following sizes (1x1, 3x3, 5x5). After every filter max pooling is implemented and all the
outputs of the convolutions are concatenated forming the total output of the inception block.
Moreover, another approach is to add dimensionality reduction. The difference is that before
the convolutions with filters 3x3 and 5x5, the number of the channels is reduced by applying
1x1 convolutions. This reduction of filters, offers more efficiency to the block.
Advantages of this block is that with the combination of a set of sizes of filters, the input
data’s details that have varying extend are explored sufficiently by this module.
--
Figure 25 Naive version of Inception module [44]
Figure 26 Inception module with dimensionality reduction [44]
3.2.4.2 Googlenet architecture
This network consists of 27 layers and as the feature map is moving forward to the model its
dimensions are reduced and its depth is increased leading to 1000 depth with dimension 1x1.
As it is a deep network it must eliminate the vanishing gradient problem. To achieve this, it
uses two assisting classifiers that are used for calculating an auxiliary loss. The final total loss
--
is calculated by performing a weighted summation of the loss at the end of the model and the
auxiliary loss. Googlenet was trained on dataset of images and was used for classification
purposes. [44]
3.3 Dataset: KITTI 
Figure 27 Car with the sensors equipped [45]
This  dataset  is  a  project  of  Toyota  technological  institute  of  Chicago  and  the  Karlsruhe
institute of technology. The dataset is related to autonomous driving and its objective is to be
used as a benchmark for researchers. The devices that were used for the generation of the data
are grayscale cameras, color cameras, and rotating 3D laser scanner (lidars). All the devices
where placed on a car that was driven on the German city of Karlsruhe. [46]
3.3.1 Description of data
One type of data consists of images both color and grayscale. Regions like the engine hood
and the sky were cropped and, they were compressed to reduce size. Metadata for each frame
was stored like geographic coordinates, velocity, and altitude. Also scans from lidars were
stored  in  the  form  of  floating-point  binaries.  Each  point  captured  by  the  laser  had  its
coordinates and the reflectance value. For the 3D data, annotations exist in the form of 3D
--
bounding  box.  The  classes  that  are  annotated  are  the  following:  Car’,  ‘Van’,  ‘Truck’,
‘Pedestrian’, ‘Person (sitting)’, ‘Cyclist’, ‘Tram’ and ‘Misc’ (e.g., trailers, segways). [45]
Figure 28 Sample of labels of KITTI dataset [45]
--
4 Experiments and Results
In this chapter, the experiments that were conducted will be presented and their results will be
analyzed.  The experiments’ goal is to improve the performance of the Pointpillars method in
3d object detection and annotation. There were two types of experiments conducted, the first
type was the modifications of the original method it with parts from other successful methods.
The  second  type  of  experiments  was  the  parallel  train  of  another  method  and  then  the
combination of the features recognized.
4.1 Hardware and Software 
4.1.1 Hardware
For the experiments, the use of a desktop computer was preferred instead of a cloud solution 
due to the size of the dataset and the need of installing many libraries and codebases which 
would make the use of cloud difficult. The computer where the training that was had a CPU 
Ryzen 5 2600, 16 GB of RAM and a NVIDIA 1650 SUPER with 4 GB VRAM and 1280 
CUDA cores.
4.1.2 Software
All the experiments run on Ubuntu 20.04 environment, and the main codebase installed was
MMDetection3D provided by open-mmlab,  a  lab supported by the Chinese University  of
Hong  Kong  and  Nanyang  Technological  University  of  Singapore.  This  codebase  was
depended to other codebases and to many libraries. 
4.1.3 MMDetection3D
MMDetection3D  is  an  open  source  3d  object  detection  toolbox  that  with  the  use  of  its
collection of algorithms several methods coming from various papers can be executed. It is
based on Pytorch, and it supports both indoor and outdoor detection datasets like ScanNet,
SUNRGB-D, Waymo, nuScenes, Lyft, and KITTI. [47]
--
4.1.4 Pytorch
Pytorch is  an open-source machine  learning library  that  is  used mainly  for  deep learning
applications like computer vision and natural language processing and the main contributor is
AI Research lab of Facebook (FAIR). One of the most known characteristics is that it has
tensor computing capabilities with the use of graphics processing units that make calculations
efficiently. Another characteristic is that deep neural networks can be built quite easily and
with automatic differentiation process. [48]
4.2 Experiments
The goal of the experiments was to improve the results of the Pointpillars method in 3d object
detection. Two types of experiments were made, the first was by altering the original method
of  Pointpillars  in  the  backbone  phase  by  adding  other  successful  methods  like  skip
connections or inception modules. The second type of experiments was about having two
methods, Pointpillars and Complex Yolo training in parallel and combining their recognized
features to improve detection.
4.2.1 Modification of skip connections
In this  experiment  the  backbone  stage  of  the  Pointpillars  method was  modified  and skip
connections from Resnet paper were used. More specifically, the first phase that has three
steps of convolution layers  that  gradually  decrease the  spatial  resolution  and increase  the
depth of the tensors, were enhanced with residual blocks (skip connections). At the end of
every step of convolutions, the initial input was added by concatenation to the output of the
last convolution. 
The goal was to improve the process of extraction of features and thus the ability of detecting
objects to be improved. The model had the same demand in processing power as no additional
parameters were added. 
--
Figure 29 Skip connections module modification
--
4.2.2 Modification of inception modules
In this experiment, the modification was in the backbone stage of the Pointpillars method and
the groups of  convolutions  were substituted  by inception  modules  inspired by GoogleNet
method.
Every inception module is consisted of 4 parallel routes that their outputs are concatenated
together to form the output of the entire inception module. The first route is a convolution
having kernel size (3,3) and stride (2,2) that decreases the width and height of the tensor to
half. The second gets as input the output of the first route and contains two convolutions with
kernel size (3,3) and stride (1,1). The third route, having input the output of the first route
consists of one convolution that has kernel size (5,5) and stride (1,1) and padding (2,2). The
first stage of the fourth route performs max pooling to the output of the first route. The second
stage is a convolution with kernel size (3,3) and stride (1,1)
Then all the outputs of the four routes are concatenated. The last step of the inception module
is a convolution with kernel size (3,3) and stride (1,1). The filters size is reduced to the same
size of the initial method of Pointpillars.
The model became more demanding in memory and slower in training as extra parameters
were introduced compared to the original model. 
--
Figure 30 Inception module modification
--
4.2.3 Results of the backbone modification experiments
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As the  results  show the  modifications  of  the  backbone,  offered  to  some metrics  a  slight
improvement in results between 1% to 2%.  Also, some of the metrics of the results remain
steady or get slight worsen. So overall, it is safe to say that these modifications did not affect
the ability of the model to the objective of detecting 3d objects.
4.2.4 Parallel use of Complex YOLO
This experiment was about adding the high-level representations of two methods and getting
this combination as input to the detector and checking if the results will be better that the
original  method.  In  order  the  combination  of  the  two  methods  to  be  feasible,  some
modifications of the complex Yolo were necessary. 
The  first  modification  was  the  dimensions  of  the  RGB Map,  so  that  after  the  following
convolutions with the change in dimensions that they provide, the output is a size that could
be concatenated to the high-level representation of the Pointpillars method. So, the original
Complex YOLO papers had RGB Map with dimension 1024x512 and the modified version
had  1001x872,  so  after  the  convolutional  layers  to  match  the  ratio  of  the  output  of  the
Pointpillar’s  backbone  which  is  496x432.  Before,  coming  to  the  decision  to  use  this
--
resolution, tests were made with the original Complex YOLO resolution and at first with extra
convolution to get the resolution near to the Pointpillar’s and then with interpolation to get it
exactly as the Poinpillar’s but with vary bad results to the metric’s scores.
 The second modification was the last convolutions of Complex Yolo filter size to be reduced
from 1024 channels to 800 in order the model to be more efficient due to the limited VRAM
that was available for training. The reduction to much less channels was tested, but it had a
negative effect to the results, so it was decided to be as high as possible but within the limits
of the memory size.
The output  from the backbone of  the Poinpillars  kept  as  the original  method’s  with 384
channels and the output of the backbone of Complex Yolo was made to have 116 channels
and after the concatenation of the two outputs the input to the detector had 500 channels.
Tests  were made to find the most suitable  number of channels  of the output of Complex
YOLO and with more than around 100 channels the results got worse, so 116 was selected in
order the final channels after the concatenation to be round to 500.
The experimental model’s memory demands were substantially increased to almost double as
essentially the needs of the two model were added. 
--
Figure 31Architecture of parallel use of Poinpillars and Complex YOLO
--
4.2.5 Results of the parallel use of Complex YOLO
Original Pointpillars Parallel Complex YOLO
Pedestrian AP 0.50 0.50 0.50 0.50 0.50 0.50
bbox 62.69 58.84 56.10 53.91 51.16 48.68
bev 58.89 53.44 49.28 39.74 36.64 33.61
3d 51.49 46.11 40.82 27.63 25.80 23.39
aos 43.44 41.10 38.71 38.03 36.58 34.31
Pedestrian AP 0.50 0.25 0.25 0.50 0.25 0.25
bbox 62.69 58.84 56.10 53.91 51.16 48.68
bev 71.34 67.42 64.03 57.54 55.79 52.53
3d 71.25 67.24 63.64 57.49 55.60 52.25
aos 43.44 41.10 38.71 38.03 36.58 34.31
Cyclist AP 0.50 0.50 0.50 0.50 0.50 0.50
bbox 83.02 70.73 68.43 77.45 65.82 62.85
bev 79.48 62.49 59.49 76.43 56.24 53.88
3d 77.04 58.30 55.58 74.11 52.19 49.30
aos 82.31 67.62 65.26 76.43 63.36 60.31
Cyclist AP 0.50 0.25 0.25 0.50 0.25 0.25
bbox 83.02 70.73 68.43 77.45 65.82 62.85
bev 85.17 70.11 66.68 77.27 63.66 61.08
3d 85.10 70.05 66.43 77.27 63.66 61.08
aos 82.31 67.62 65.26 76.43 63.36 60.31
Car AP 0.70 0.70 0.70 0.70 0.70 0.70
bbox 90.74 89.06 86.39 90.34 85.21 79.38
bev 89.79 86.34 79.70 89.45 78.74 77.34
3d 83.57 73.00 67.90 72.91 60.74 55.77
aos 90.65 88.55 85.56 90.16 84.51 78.43
Car AP 0.70 0.50 0.50 0.70 0.50 0.50
bbox 90.74 89.06 86.39 90.34 85.21 79.38
bev 90.76 89.86 89.35 90.72 89.16 88.01
3d 90.75 89.72 89.07 90.68 88.39 86.15
aos 90.65 88.55 85.56 90.16 84.51 78.43
Overall Results
Overall AP easy moderate hard easy moderate hard
bbox 78.81 72.88 70.31 73.90 67.40 63.64
bev 76.05 67.42 62.82 68.54 57.21 54.94
3d 70.70 59.13 54.77 58.22 46.24 42.82
aos 72.13 65.76 63.18 68.21 61.48 57.68
The results show that with the addition of the Complex YOLO model in parallel use, the 
results of the metrics are lower than using only the original Pointpillars method. The 
difference is from around 5% to 10% lower in ability of prediction. Having in mind that also 
the parallel use of the model is much more demanding in resources, this type of modification 
has only drawbacks.
--
5 Conclusions and future work
5.1 Thesis Review
In the first  chapter  motivation  of  the research in  object  detection  from 3D data that  was
conducted  in  this  thesis  was  presented.  The  second  chapter  was  about  the  theoretical
background of object detection. The first part is about presenting more generic topics like
deep learning and convolution networks. At the second part, theory related to computer vision
and object detection is analyzed. The third chapter is the review of all the models that were
used in the experiments and of the dataset. In the fourth chapter, the theme is the analysis of
the experiments and their results.
5.2 Analysis of results
Three models were used to combine some parts or the entire structure with the original model
(Pointpillars) to explore the possibility of improving its object detection capabilities. The first
experiment, the addition of residual blocks (skip connections) in the backbone stage of the
original  model  did  not  change  the  scores  of  the  detection.  The  second  experiment,  the
modification of the backbone stage with the use of inception modules also didn’t have any
effect to the performance and also made the model more complex and slower in training. An
explanation for the results of the first two experiments, is that the changes were minor to the
whole process of training. So, these changes could not make any difference to the score.
The  last  experiment  with  the  parallel  training  of  the  Complex  Yolo  paper’s  model  had
negative effect in the performance. Moreover, the demands in processing power and memory
almost  doubled.  The possible  reason for  the  lower  scores  of  the  combination  of  the  two
models,  were  three.  The  first,  due  to  the  much  larger  number  of  parameters  the  model
overfitted and thus the results in the validation data were lower. The other possible reason is
that the two model’s results of preprocessing of the lidar data, the RGB map of the Complex
Yolo and the Pillar Feature Net of the Pointpillars were not compatible in the extraction of
features making harder for the detector to function than the original model alone. Also, the
required modifications of the Complex Yolo so it could be combined with the Pointpillars is
another possible reason for the lower scores.
--
5.3 Conclusions
From the whole research process, the experiments,  and the results some conclusions were
drawn. The first is that a part of a method that performs well in a task does not mean that it
will work sufficiently  in another different method. Also, two methods feature extraction’s
results is not standard that can be combined to perform the task that they were designed to.
Moreover, a bigger model with more parameters is not necessarily better than a smaller leaner
model due to that big models are subject to overfitting. Another conclusion is that hardware
plays a big role when experimenting with deep learning models as the less time the researcher
gets the results more combinations can be tried,  and 3d data is a very demanding task in
processing power.  Finally,  a  conclusion is  that  codebases  like  Mmdet3D are very useful,
because with performing one installation a bunch of methods of different papers can be tried
out.
5.4 Future work
There could be some extra work in the process of improving Pointpillars method by trying
more  methods  for  different  papers  or  parallelizing  more  methods  together.  A  significant
boundary of the current research was time and available processing power. With access on





[1] "Landmark  Dividend,"  [Online].  Available:  https://www.landmarkdividend.com/self-
driving-car/.
[2] S. V. H. C. L. Z. J. Y. O. B. Alex H. Lang, "PointPillars:  Fast Encoders for Object
Detection from Point Clouds," 2019. 
[3] "http://www.cvlibs.net/," [Online]. Available: http://www.cvlibs.net/datasets/kitti/.
[4] "Velodynelidar," [Online]. Available: https://velodynelidar.com/what-is-lidar/.
[5] "National  Ocean  Service,"  [Online].  Available:
https://oceanservice.noaa.gov/facts/lidar.html.
[6] "Point  of  Beginning  (POB),"  17  Seprember  2017.  [Online].  Available:
https://www.pobonline.com/articles/101103-mercedes-benz-using-velodyne-lidar-
sensors-for-research.
[7] "LeddarTech," [Online]. Available: https://leddartech.com/why-lidar/.
[8] "Velodyne  Lidar,"  6  November  2018.  [Online].  Available:
https://velodynelidar.com/blog/guide-to-lidar-wavelengths/?
utm_source=rss&utm_medium=rss&utm_campaign=guide-to-lidar-wavelengths.
[9] "Wikipedia," [Online]. Available: https://en.wikipedia.org/wiki/Machine_learning.
[10] "IBM," [Online]. Available: https://www.ibm.com/cloud/learn/machine-learning.
[11] "Wikipedia," [Online]. Available: https://en.wikipedia.org/wiki/Deep_learning.
[12] M. a.  W. Pitts, " A logical  calculus of the ideas immanent  in nervous activity,"  The
bulletin of mathematical biophysics, vol. 5, no. 4, pp. 115-133, 1943. 
[13] "Investopedia,"  [Online].  Available:  https://www.investopedia.com/terms/d/deep-
learning.asp.
[14] "AAAMinds," 13 June 2018. [Online]. Available: https://aaaminds.com/20180613/why-
do-neural-networks-generalize-so-poorly/.
[15] "Wikipedia,"  [Online].  Available:
https://en.wikipedia.org/wiki/Convolutional_neural_network.
--
[16] D. H. a. W. T. N. Hubel, "Receptive fields and functional architecture of monkey striate
cortex.," The Journal of Physiology, vol. 1, p. 195, 1968. 
[17] "Satnford Edu," [Online]. Available: https://cs231n.github.io/convolutional-networks/.
[18] L.  Yin,  "Medium,"  22  July  2018.  [Online].  Available:  https://medium.com/machine-
learning-for-li/different-convolutional-layers-43dc146f4d0e.
[19] "Machine  Learning  Matery,"  [Online].  Available:
https://machinelearningmastery.com/pooling-layers-for-convolutional-neural-networks/.
[20] "Topcoder,"  19  August  2019.  [Online].  Available:
https://www.topcoder.com/convolutional-neural-networks-in-pytorch/.
[21] "Missing  Link  AI,"  [Online].  Available:  https://missinglink.ai/guides/neural-network-
concepts/7-types-neural-network-activation-functions-right/.
[22] "Paperscape,"  [Online].  Available:
https://docs.paperspace.com/machine-learning/wiki/activation-function.
[23] I.  Mihajilovic,  "Towardsdatascience,"  25  April  2019.  [Online].  Available:
https://towardsdatascience.com/everything-you-ever-wanted-to-know-about-computer-
vision-heres-a-look-why-it-s-so-awesome-e8a58dfb641e].
[24] J.  Brownlee,  "Machine  Learning  Mastery,"  5  July  2019.  [Online].  Available:
https://machinelearningmastery.com/what-is-computer-vision/.
[25] A.  Ouaknine,  "Medium,"  5  February  2018.  [Online].  Available:
https://medium.com/zylapp/review-of-deep-learning-algorithms-for-object-detection-
c1f3d437b852.
[26] J.  Brownlee,  "Machine  Learning  Mastery,"  5  July  2019.  [Online].  Available:
[https://machinelearningmastery.com/object-recognition-with-deep-learning/.
[27] "Dive intro Deep Learning," [Online]. Available: https://d2l.ai/chapter_computer-vision/
anchor.html.
[28] I. KriGan, "Medium," 16 April 2019. [Online]. Available: https://medium.com/brillio-
data-science/object-detection-part-1-introduction-to-object-detection-and-region-
proposals-68f6624c98f5.
[29] K. H. R. G. a. J. S. Shaoqing Ren, "Faster R-CNN: Towards Real-Time Object," 2016. 
--
[30] S.  Trivedi,  "Medium,"  26  Arpil  2020.  [Online].  Available:
https://medium.com/visionwizard/object-detection-4bf3edadf07f.
[31] J.  Phogat,  "Medium,"  6  April  2019.  [Online].  Available:
https://medium.com/@jitender_phogat/1-2-introducing-retinanet-and-focal-loss-for-
dense-object-detection-7ef9c4901b61.
[32] J. Hui, "Medium," 7 March 2018. [Online]. Available: https://jonathan-hui.medium.com/
map-mean-average-precision-for-object-detection-45c121a31173.
[33] V.  Dubey,  "Medium,"  6  Octobr  2020.  [Online].  Available:
https://medium.com/@vijayshankerdubey550/evaluation-metrics-for-object-detection-
algorithms-b0d6489879f3.
[34] "zenggyu,"  12  December  2018.  [Online].  Available:
https://blog.zenggyu.com/en/post/2018-12-16/an-introduction-to-evaluation-metrics-for-
object-detection/.
[35] M.  Sanatkar,  "Medium,"  2  June  2020.  [Online].  Available:
https://towardsdatascience.com/lidar-3d-object-detection-methods-f34cf3227aea.
[36] Y. S. T. H. G. X. Yumei Li, "Retrieving 2-D Leaf Angle Distributions for Deciduous
Trees From Terrestrial Laser Scanner Data," 2018. 
[37] Y.  M.  ,.  B.  L.  Yan Yan,  "SECOND: Sparsely  Embedded  Convolutional  Detection,"
sensors, vol. 18, no. 10, 2018. 
[38] L. W. W. C. e. a. Qi C R, "Frustum pointnets for 3d object detection from rgb-d data," in
Proceedings  of  the  IEEE Conference  on  Computer  Vision  and  Pattern  Recognition ,
2018. 
[39] W. L. R. U. Bin Yang, "PIXOR: Real-time 3D Object Detection from Point Clouds,"
2019. 
[40] S. M. K. A. H.-M. G. Martin Simon, "Complex-YOLO: Real-time 3D Object Detection
on Point Clouds," 2018. 
[41] X. Z. S. R. J. S. Kaiming He, "Deep Residual Learning for Image Recognition," 2015. 
[42] "Dive  Into  Deep  Learning,"  [Online].  Available:  https://d2l.ai/chapter_convolutional-
modern/resnet.html.
--
[43] "Dive  Into  Parallel  Connections,"  [Online].  Available:
https://d2l.ai/chapter_convolutional-modern/googlenet.html.
[44] W. L. Y.  J.  P.  S.  S.  R.  D. A. V. V.  A.  R. Christian  Szegedy,  "Going Deeper  with
Convolutions," 2015. 
[45] P. L.  C. S.  R. U.  A Geiger,  "Vision meets  robotics:  The KITTI,"  The International
Journal of, vol. 11, no. 32, pp. 1231-1237, 2013. 
[46] "Cvlibs," [Online]. Available: http://www.cvlibs.net/datasets/kitti/.
[47] "Github," [Online]. Available: https://github.com/open-mmlab/mmdetection3d.
[48] "Wikipedia," [Online]. Available: https://en.wikipedia.org/wiki/PyTorch.




Figure 1 Autonomous driving tasks and sensors [1]...................................................................2
Figure 2 Lidar placed on vehicle [6]...........................................................................................4
--
Figure 3 Pointcloud generated by LiDAR [8].............................................................................5
Figure 4 Deep Neural Network [14]...........................................................................................7
Figure 5 Convolution process [18].............................................................................................8
Figure 6 Comparison of Regular and Convolutional Networks [20]..........................................9
Figure 7 Activation Functions [22]...........................................................................................11
Figure  8  Comparison  between  image  classification,  object  detection  and  instance
segmentation [25]......................................................................................................................12
Figure 9 Example of multiple anchor boxes [27].....................................................................14
Figure 10 Example of non-maximum suppression [27]...........................................................14
Figure 11 Region Proposal Network [29].................................................................................15
Figure 12 Comparison between many and one stage detectors [31]........................................16
Figure 13 Intersection over union example [32].......................................................................17
Figure 14 3d Voxelization........................................................................................................20
Figure 15 a) 3d Data b) Voxelization c) Pillar [36]..................................................................21
Figure 16 Structure of SECOND detector [37].........................................................................23
Figure 17 Structure of Frustum PointNet [38]..........................................................................24
Figure 18 Architecture of PIXOR [39].....................................................................................25
Figure 19 Pillar Feature Net of PointPillars [2]........................................................................27
Figure 20 Backbone of PointPillars [2]....................................................................................28
Figure 21 Results of PointPillars on KITTI dataset [2]............................................................28
Figure 22 Arhcitecture of Complex-YOLO [40]......................................................................29
Figure 23 Results of Complex-YOLO on KITTI dataset [40]..................................................30
Figure 24 Comparison of regular block and residual network [42]..........................................31
Figure 25 Naive version of Inception module [44]...................................................................33
Figure 26 Inception module with dimensionality reduction [44].............................................33
Figure 27 Car with the sensors equipped [45]..........................................................................34
Figure 28 Sample of labels of KITTI dataset [45]....................................................................35
Figure 29 Skip connections module modification....................................................................38
Figure 30 Inception module modification.................................................................................40
Figure 31Architecture of parallel use of Poinpillars and Complex YOLO..............................43
--
--
