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ABSTRACT 
In many applications of knowledge-based ystems, initial facts are insufficient to lead 
to any conclusion, and the systems need to ask users to provide more information. A
question-asking strategy decides the questions to ask and their sequence. We present a 
question-asking strategy for Horn clause knowledge bases under uncertainties. The 
strategy selects questions quickly by considering both conclusion certainties and costs of 
reaching conclusions. The experiments on randomly generated knowledge bases how 
that the proposed strategy issignificantly better than the contingent s rategies being used 
with forward-chaining orbackward-chaining procedures. 
KEYWORDS: Knowledge-based system, question-asking strategy, approxi- 
mate reasoning, Horn clause 
1. INTRODUCTION 
Knowledge-based systems have been developed for applications in 
almost every field of technology and management. Of the multitude 
of expert system shells available in the market, rule-based systems tend 
to dominate. Knowledge in a rule-based system is represented as 
" i f . . .  then . . . "  rules, i.e., a set of premises implies some conclusions. A
Horn clause is a rule in which a set of positive premises implies a positive 
conclusion. Despite the simple structure, a Horn clause system is able to 
represent a large amount of practically used logic. A lot of knowledge-based 
systems are composed only of Horn clauses. 
Given a set of initial data, a knowledge-based system makes inference by 
applying its rules to reach conclusions by deduction. When the initial data 
are insufficient, he system may ask the user for additional information. A 
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strategy of what and when to ask it in this case is called a question-asking 
(Q-A) strategy. Question-asking strategies are important for knowledge- 
based systems. In many applications, given a set of initial facts, no 
conclusion can be reached and additional facts must be requested. Expert 
systems for diagnosing and consulting are typical examples. A good Q-A 
strategy quickly selects a few key questions necessary to reach a conclu- 
sion. A poor strategy, on the other hand, will retard the inference process 
with confirming irrelevant facts. In many cases, rambling on irrelevant 
questions i  practically prohibitive. 
Inference is sometimes carried out on the rules and facts that are not 
precise. The uncertainties may be caused by loose rules or/and vague 
facts. A rule, like "if a dog barks, then it will not bite," may hold in many 
cases but it is not true in general. The inexactness of such a rule occurs 
because the premises are not complete nough to cover all instances. In 
fact, it is usually difficult~ or even impossible, to list all the premises that 
cover every exception. Another source of uncertainties i  associated with 
descriptions of facts. Responses for the questions like "do you have a 
severe headache?" or "is there any noise in the engine?" might not be 
simply yes or no and would depend on the responders' ubjective judg- 
ment. Inference under uncertain situations is called inexact (or approxi- 
mate) inference. If there are no uncertainties in both rules and facts, the 
inference is called exact inference. 
A couple of approaches have been developed to deal with uncertainties 
in inference in expert systems. Probability theory was first considered for 
uncertainty [1]. Expert Edge [2], an expert system shell, for example, 
applies the Bayes' Theorem. Many researchers have noted that the uncer- 
tainty of a rule or a response is generally a subjective stimate of the 
relative level of confidence one should have in the rule or the response. It
is not necessarily a probability and is not subject to the rules in the 
probability theory. Quite a few nonprobablistic approaches were proposed, 
such as MYCIN's certainty factor method [3, 4], the confidence factor 
union method [5], and the fuzzy set method [6, 7]. They are used widely in 
current expert system shells [8]. Nonprobabilistic methods represent cer- 
tainties of rules and facts as certainty factors or confidence factors that are 
not viewed as probabilities. These methods are different in the ways of 
assigning certainty factor values and propagating uncertainties in infer- 
ence. There is not yet a standard and generally accepted method to 
determine uncertainties in expert systems. 
The problem of Q-A strategies has been considered by researchers for 
years. EXPERT uses pre-listed orderings of rules and questions for ques- 
tion selection [9]. KAS, a shell over PROSPECT, uses both forward and 
backward chaining, together with a scoring function, for selecting ques- 
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tions [10]. Mellish [11] gave a procedure, using a so-called "Alpha-beta 
pruning technique," to eliminate irrelevant questions for inference in a 
knowledge base without cycles. Wang and Vande Vate [12] proved that a 
Q-A strategy selecting the most relevant questions i  not efficient even in a 
Horn clause system. Based on a dynamic programming representation of
Horn systems [13], they proposed an efficient heuristic strategy, called 
minimum usage set strategy (MUS). The experiments carried out by 
Triantaphyllou and Wang [14] showed that MUS strategy performed well. 
Triantaphyllou and Wang also developed a strategy for the situation where 
the response costs and probabilities of having positive responses were 
considered [15]. All of this research was concerned with exact inference, 
i.e., rules were assumed valid all the time and responses from users were 
either yes or no. 
This study presents a Q-A strategy for inexact inference in Horn clause 
knowledge bases. The proposed strategy selects questions quickly by con- 
sidering both conclusion certainties and costs of reaching conclusions. The 
experiments show that the proposed strategy is significantly better than the 
contingent strategies in forward chaining and backward chaining. 
Section 2 introduces the concepts of Horn systems and question-asking 
strategies. Section 3 describes our Q-A strategy for uncertainty cases. The 
experiments and the results are discussed in section 4. 
2. DEFINITIONS AND CONCEPTS IN HORN SYSTEMS AND Q-A 
STRATEGIES 
A Horn clause is a rule in which a finite set of positive assertions, called 
premises, implies at most one positive conclusion. Horn clauses are used 
widely in practice. PROLOG and PROLOG III, which are popular logic 
programming languages, rely on Horn clauses [16, 17]. The most distin- 
guished characteristic of Horn clauses is that inference in a set of Horn 
clauses can be carried out efficiently [18-20], although inference is hard in 
general. 
Let A and A1, A2,. . . ,  A t be assertions. A Horn clause is in form of 
A , -A  1 A A 2 /x . . .  A At ,  where A is called the head (or conclusion) of 
the rule, A 1, A 2 . . . . .  A t are called tails (or premises). An assertion can be 
the head of more than one rule. The rules with assertion A as the head 
are called A's head-rules. 
For the convenience of discussions, we introduce following notations for 
a Hom clause representation. Let set N = (1, 2 . . . . .  n) index the asser- 
tions in a system. Let A i, i ~ N, represent assertions. The set D( i )  of 
natural numbers indexes ai 's  head-rules, i.e., the clauses with conclusion 
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A~. Let R(i, d) denote the d-th rule with conclusion Ai, i.e., the d-th 
head-rule of A~. Let I(i, d) index the premises of rule R(i, d). With these 
notations, a collection of Horn clauses can be expressed as: 
If Aj is true for all j ~ I(i, d) then A i is true, 
for each i ~ N and d ~ D(i) (1) 
Facts can be viewed as Horn clauses without any premise, i.e., as 
expressions of the form: 
A k is true, for each k ~ N such that A k is given true. (2) 
Combining (1) and (2) gives a Horn clause system representing both a 
knowledge base and a set of known facts. 
An assertion is observable if its value can be obtained from users (or 
sensors in a process control system) directly without applying any rules in 
the rule base. For example, assertions about the blood pressure and chest 
x-ray are observable in a disease diagnosing system, and assertions about 
the wind speed and engine temperature are observable in an aircraft 
control system. An observable assertion is called an unconfirmed observable 
assertion (UOA) if its value has not yet been given by users (or sensors). 
Each UOA has a questioning-cost that indicates the cost to confirm it. 
An assertion is a top level conclusion if it is in the area at which 
deduction is aimed. Usually, top level conclusions are those assertions that 
never appear as premises in the Horn system. 
We assume that each assertion is either observable or able to be 
inferred through some rules. Such a system is called a regular system in 
which any assertion can be confirmed or inferred when all the observable 
assertions are confirmed. A knowledge base for practical use should be 
regular. Otherwise, some rules and assertions will never be used in any 
case, and errors must exist in organization of the knowledge. The systems 
considered in this study are all assumed to be regular. 
For an observable assertion Ai, we reserve R(i, 0) to denote the fact 
clause "h  i is true." Thus each assertion appears as a conclusion in some 
rule. A proof 8 is an N-dimensional vector such that for each assertion 
Ai, R(i, ~(i)) is a rule concluding A i. A proof 8 gives a possible way of 
proving each assertion. 
We define an unconfirmed observable set (UOA-set) of A i as a set of 
unconfirmed observable assertions uch that if all were confirmed true, 
then A~ would be proved true, but if any one were false, then A~ could not 
be concluded from the others in this set. An assertion Ai may have many 
such sets. Each unconfirmed observable set of A t corresponds toa proof 8 
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that indicates how Z i can be proved by the observable assertions in the 
UOA-set. For example, for a Horn system (A 1 ~ Z 3 A A4, A 1 *-- A 5 A Z6, 
A 2 ~ A 3 A As, A 5 ,,--A7, a 6 ~--Z7) , where A 1 and A 2 are top level 
conclusions, A3, A4, and a 7 are UOAs, {A3, a4} is a UOA-set of A 1, 
{h 7} is another UOA-set of A1, {A3, A 7} is a UOA-set of A 2. 
A Horn clause system is acyclic if no assertion is involved in proving 
itself in any proofs. Otherwise, it is cyclic. 
In an acyclic system, we may define levels of assertions recursively as 
follows: 
If an assertion ever appears as a conclusion of a rule, then it is of level 
one; 
For an assertion Ai, if every A j, j ~ I(i, d), d ~ D(i), is of level m or 
lower, and there exists a k ~ I(i, d) for some d ~ D(i) such that A k is of 
level m, then A i is of level (m + 1). 
When uncertainties are taken into account and certainty factors (CF) 
are used to represent uncertainties, as mentioned in section 1, there are a 
couple of approaches one may choose. The fuzzy set method (FSM) [5] is 
one of them. In FSM, certainty factors are valued between 0 and 1, with 1 
indicating true with 100% confidence. Let CF(i) and CF(i, d) denote the 
certainty factor of assertion A i and certainty factor of rule R(i, d) respec- 
tively. FSM has two rules to guide propagation of uncertainties: 
RULE 1 For a rule R(i, d), the composite certainty factor of its premises, 
CCFP(i, d), is 
CCFP(i, d) = MINj~ 1(i,d){CF( j)}. (3) 
RULE 2 For an assertion Ai, its certainty factor CF(i) is 
CF(i) = MAX d ~ o(i){CCFP(i, d)* CF(i, d)}. (4) 
3. A Q-A STRATEGY FOR UNCERTAINTY SITUATIONS 
We present a Q-A strategy, UQAS, for approximate inference in this 
section. We will first look at how UQAS works in general, then detail each 
step. After a formalized UQAS is given, the validity of UQAS and its 
running time are discussed. 
3.1. Question-Asking Under Uncertainty 
In a question-asking strategy, the process of choosing a question to ask 
is usually composed of two steps [9]: goal selection and question selection. 
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In the goal selection step, a tentative top level conclusion is chosen to 
pursue. In the question selection step, an unconfirmed observable asser- 
tion is selected whose confirmation will help reach the selected goal. 
Selecting a proper question to ask in uncertain situations is more 
difficult than that in the situation without uncertainties. One difficulty is 
the criteria for selecting a goal and questions. The criterion for Q-A 
strategies in exact inference can be the total questioning-cost of reaching a
conclusion. This standard oes not apply to the uncertain situation. A 
conclusion obtained at the lowest questioning-cost may have a very low 
certainty. Therefore, the certainty of the top level conclusion, in addition 
to questioning-costs, must be taken into account. In real world situations, 
the conclusion certainty might be more important for the user than the 
total questioning-cost. 
Another difficulty is the approach of knowledge base updating. If a 
response is negative in exact inference, the rules containing that negative 
assertion as a premise will no longer be considered, and the rule base is 
therefore simplified. In inexact inference, because a response is not simply 
yes or no, the rule base cannot be simplified in the previous way during the 
inference process. 
Most current expert system shells select questions on a random base. 
When backward chaining is used in inference, for example, a possible top 
level conclusion is usually selected randomly, and questions are asked 
contingently whenever unconfirmed observable assertions are encountered 
in seeking a proof of the selected goal. 
3.2. UQAS in General 
The proposed uncertainty question-asking strategy, UQAS, provides a 
guide for the goal selection and question selection. Certainty factors, 
valued over [0, 1], indicate the confidence on the truth of a rule or a 
fact. We assume that, for each unconfirmed observable assertion, the 
questioning-cost and the estimated certainty factor are given. Our Q-A 
strategy selects questions by considering both the expected certainty of a 
selected goal and the cost of reaching that goal. That consideration is
reflected in F(certainty, cost), a function of the certainty factor and the 
cost. The function is designed in such a way that its value increases when 
the certainty increases or the cost decreases. A top level conclusion and its 
proof are selected in the light of F(certainty, cost). The UOA-set associ- 
ated with the proof of the top level conclusion provides the assertions to 
ask about. We expect hat the selected top level goal would be proved with 
a higher certainty and a lower cost by using the UOA-set. 
A threshold H ~ [0, 1] represents an acceptable certainty level of a top 
level conclusion. Inference procedures are supposed to find a conclusion 
with its certainty no less than H. 
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Our strategy, UQAS, is composed of five steps in general (all the rules 
and assertions are "active" initially): 
Step One. Label the active assertions and rules with the estimated 
certainties and the questioning costs. 
Step Two. Select a top level conclusion according to the labels and then 
identify the corresponding UOA-set. 
Step Three. Ask questions about the UOAs in the selected UOA-set. 
Step Four. Check the actual certainty of the top level conclusion by 
using the user's responses in step three. If the actual certainty is 
greater than or equal to the threshold H, then stop, we are done; 
otherwise do step five. 
Step Five. Update the knowledge base by inactivating the assertions and 
rules on which you have known the actual certainties. If all assertions 
are inactive, then stop, no conclusion with its actual certainty greater 
than or equal to H; otherwise go back to step one. 
3.3. UQAS in Details 
In step one, each assertion or each rule keeps two labels, a certainty 
label and a cost label. Labeling starts with the observable assertions. The 
certainty label of a confirmed observable assertion is the certainty given by 
users. The certainty label of an unconfirmed observable assertion is the 
estimated certainty factor. We take the questioning-cost of an observable 
assertion as its cost label. The labels of other assertions and rules are 
obtained by propagation. The propagation formulae can be described as 
follows: 
• For a rule, the certainty label of a rule is the product of the rule's 
certainty factor and the smallest certainty label of its premises, the 
cost label is the sum of the cost labels of its premises. 
• For an assertion, we pick up one of its head-rules as the labeling 
selection of the assertion such that the value of the function F(cer- 
tainty, cost) of the rule is the largest among all the head-rules of the 
assertion. The certainty label and the cost label of the assertion equal 
to the certainty label and the cost label of its labeling selection. 
As we assume a regular system, the propagation would go to every rule 
and assertion as far as no cycles exist. For the assertions that are involved 
in a cycle, the propagation does not work. In fact, if an assertion Ai, in a 
cycle, A i must have an unlabeled head-rule that cannot be labeled by 
propagation due to the unlabeled assertions in the cycle including A i 
itself. We developed a cycle-breakprocedure for that case: 
Choose a labeled rule that is the head-rule of an assertion in the cycle 
and the value of its function F(certainty, cost) is the largest among the 
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head-rules of all the assertions in the cycle. The selected head-rule's 
certainty and cost labels are transferred to its head assertion, and then 
propagation is continued. 
That cycle-break procedure guarantees to break a cyclic labeling at a 
most appropriate assertion with an appropriate label, such that all the 
labels obtained thereafter satisfy the labeling formulae. We prove it later 
in Lemma 1. 
The function F(certainty, cost) ensures to select for each assertion a 
good proof in terms of both certainty and cost. The certainty label of an 
assertion reflects the estimated certainty corresponding to its labeling 
selection. 
The cost label of an assertion is not the accurate cost to prove the 
assertion by using its labeling selection. The accurate cost can be lower 
than the cost label. That is caused by the myopic method in the cost 
labeling formula, i.e., the cost label of the head of a rule is the simple sum 
of the cost labels of the premises of the rule, without considering the 
possible double counts of some assertions' costs. For example, in a set of 
rules (A s ~ A 5 A A6, A 5 ~ A 7 A A8, A 6 ~--A 8 A A9), h 8 is a premise 
for both A 6 and A 5. A 5 and A 6 are the premises of proving A s. Suppose 
the costs for the observable assertions AT, A8, and A 9 are all $10. The 
actual cost of proving A s is $30, but the cost label of A 1 is $40. The 
reason for not using the accurate costs as the cost labels is that the 
problem of finding the accurate cost for each assertion is NP-hard [12] 
even in an acyclic Horn knowledge base. The myopic method we use in 
cost labeling, on the other hand, is efficient, although it is not accurate. 
In step two, a top level conclusion with the largest F(certainty, cost) 
value is chosen to pursue. That is the top level conclusion we expect o 
have a higher certainty and a lower proving cost. An F(certainty, cost) 
value of a top level conclusion is associated with a UOA-set that leads to 
the function value. The UOA-set associated with the selected largest 
F(certainty, cost) value is found by tracing back from the corresponding 
conclusion by using the recorded labeling selections. 
Questions about the assertions in the selected UOA-set are then asked 
in step three. The actual certainties about the questioned observable 
assertions are given by users. 
Step four finds the actual certainty level of the proved top level conclu- 
sion by propagating only the actual certainty factors from the confirmed 
observable assertions. If a top level conclusion's actual certainty is greater 
than or equal to the pre-set hreshold, we are done. 
Step five simplifies the knowledge base for further inference. It identifies 
the inactive rules and assertions o that they will not be considered again. 
Inactive assertions and rules are defined recursively: 
An observable assertion is inactive if it has been confirmed; 
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A rule is inactive if all its premises are inactive; 
An assertion is inactive if all its head-rules are inactive. 
After the updating, step one through step four are carried out again. 
3.4. UQAS Formalization 
For each assertion Zi, let ACTCF( i )  denote the actual certainty factor 
of A i. If A i is observable, ACTCF( i )  is given by users when A i is asked 
about, otherwise ACTCF( i )  is inferred. Let COST(i)  be the cost of 
confirming assertion A i. If A i is observable, COST(i)  is given as the 
questioning-cost, o herwise COST(i)  is calculated in the inference process. 
Let LBCF(i)  and LBCF(i, d) (LBCOST( i )  and LBCOST(i ,  d)), i ~ N, 
d ~ D(i) be the labels of certainty (cost) of assertion A i and rule R(i, d) 
respectively. Let LB, ( i )  be the labeling selection of Ai, i.e., the selection 
of assertion A i in the labeling process. 
We choose to define the function F(certainty, cost) as the ratio of the 
b-th power of the certainty label to its cost label. That is, for each assertion 
Ai, 
Fi(certainty, cost) = LBCF( i )b /LBCOST( i ) ;  
for each rule R(i, d), 
F(i.d)(certainty , cost) = LBCF( i, d)b /LBCOST(  i, d). 
The value of b > 0 reflects our emphasis on the certainty, relative to the 
cost, of the top level conclusion we are going to select. The larger the b, 
the more preference on certainty to cost. 
With these notations, UQAS is formalized as follows. 
The Uncertainty Question-Asking Strategy (UQAS) 
MAINLINES 
Step One. Label the assertions by Subroutine LABELING. 
Step Two. Choose an active top level conclusion A k such that the ratio 
LBCF(k )b /COST(k)  is the largest among all the active top level 
conclusions. Find the UOA-set associated with A k by Subroutine 
BACKTRACE. 
Step Three. Ask users to confirm the UOAs in the selected UOA-set, 
and receive the actual certainty for each. 
Step Four. Inference by Subroutine FORWARD CHAINING. If there 
is a top level conclusion A k such that ACTCF(k)  > H, stop, A k is 
the final conclusion. 
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Step Five. Update the knowledge base by Subroutine UPDATING. Go 
back to step 1. 
SUBROUTINE LABELING 
(1) Unlabel all assertions and rules. 
(2) For each observable assertion A i, if A i has been confirmed, let 
LBCF(i) =ACTCF(i); if A i is unconfirmed, let LBCF(i)= 
estimated certainty of Av 
(3) Do (3.1) and (3.2) alternately until all active assertions are labeled. 
(3.1) Repetitively do (a) and (b) until no new rules or assertions are 
labeled: 
(a) For an unlabeled rule R(i, d) whose premises are all la- 
beled, label this rule as: 
LBCF(i,d) = CF(i, d)* MINjEI(i,d){LBCF(j)}; (5) 
LBCOST(i, d) = ~ LBCOST(j). (6) 
j~l(i,d) 
(b) For an unlabeled assertion A k whose head-rules (k, d), 
d ~ D(k), are all labeled, label it as: 
LBCF(k) = LBCF(k, d*) (7) 
where 
LBCF(k, d*) 
= MAXd~ou){LBCF(k, d)b/LBCOST(k, d)}; (8) 
LBCOST(k) = LBCOST(k, d*); (9) 
LBS(k ) = d*. (10) 
(3.2) Let S denote the set of the rules that are labeled but their 
heads are not labeled. Find a rule (k, d*) ~ S such that 
LBCF(k, d*)b/LBCOST(k, d*) 
= MAX( i ,d )~ s{LBCF(i, d)b/LBCOST(i, d)}. (11) 
Label assertion A k as: 
LBCF(k ) = LBCF(k, d*), 
LBCOST( k ) = LBCOST( k, d* ) , 
LBS(k) = d*. 
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SUBROUTINE BACKTRACE 
(1) Place the selected top level conclusion A k in an empty stack T. 
(2) Do the following repetitively until stack T is empty; 
Pop an element A i from T. 
For each premise Aj of rule (i, LBS(i)), if Aj is not an observable 
assertion, then place Aj in stack T, otherwise if Aj is unconfirmed 
then place Aj in a set U. 
(3) The set U is the UOA-set associated with the selected conclusion 
Z k . 
SUBROUTINE FORWARD-CHAINING 
(1) For each confirmed observable assertion Ai, mark A i and let 
ACTCF(i) = Ai's certainty given by users. 
(2) Do the following as long as there is a rule R(i, d) such that its 
premises are all marked but its head (conclusion) A i is not marked: 
Mark Ai; 
ACTCF(i) = CF(i, d) * MINi ~ I(i,d){ACTCF(j)}. (12) 
SUBROUTINE UPDATING 
(1) Inactivate all the confirmed observable assertions. 
(2) Repetitively do (2.1) and (2.2) until no new rules or assertions are 
inactivated. 
(2.1) Inactivate the rules whose premises are all inactive. 
(2.2) Inactivate the assertions whose head-rules are all inactive. 
3.5. Labeling Validity and Algorithm Running Time 
Step (3.2) in Subroutine LABELING is used only for a system with 
cycles. If a Horn system is acyclic, then step (3.1) labels all the assertions, 
and the certainty label of each assertion satisfies (8) obviously. We need to 
prove that when cycles exist, all the labels obtained in Subroutine LABEL- 
ING satisfy (8), as in Lemma 1. 
LEMMA 1 Subroutine LABELING labels all the assertions of a regular 
Horn system, and each certainty label of each assertion satisfies formula (8). 
Proof In a regular Horn system, according to the definition, every 
assertion would be confirmed or inferred from the confirmed observable 
assertions. We start Subroutine LABELING with all observable assertions. 
Therefore, all assertions would be labeled. 
If an assertion is an observable, it is labeled in step (2), and formula (8) 
is satisfied definitely because an observable assertion does not have any 
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head-rules. If an assertion is not observable and is labeled in step (3.1), 
formula (8) is satisfied because (8) is used in labeling. 
Step (3.2) is carried out only when, due to cycles, the labels cannot 
propagate further in step (3.1) and there are still some assertions not 
labeled. In that case, there must be rules that are labeled but their heads 
are not labeled because the system is regular, and the heads of the rules 
are in a cycle. Suppose rule R(k, d*) is selected in step (3.2) and A k is 
then labeled as LBCF(k) = LBCF(k, d*). There must be a rule R(k, d') 
that is not labeled at the time otherwise A k would have been labeled in 
step (3.1) before. As the value of the function F(certainty, cost) of 
R(k, d*) is the largest by (11), and function values in subsequent propaga- 
tion (3.1) are non-increasing (because certainty labels non-increasing and 
cost labels non-decreasing in propagation), by the time R(k, d') is labeled, 
it must have 
LBCF(k, d')b/LBCOST(k, d') < LBCF(k, d*)b/LBCOST(k, d*). 
Therefore, (8) is satisfied if an assertion, for example Ak, is labeled in step 
(3.2). • 
The running time of LABELING is log-linear to the size of the knowl- 
edge base if there exist cycles, and linear if the knowledge base is acyclic 
[12]. Step two through step five take linear time to the size of the 
knowledge base. In the worst case, step one through step five will be 
repeated [NI times, where N is the set of assertions. Let R denote the 
total occurrences of assertions in the Horn system. The total running time 
of the inference procedure is O(R 2 * log R) in the worst case. In fact, the 
actual running time would be shorter, because the active knowledge base 
would be shrinking in the running process and a satisfiable conclusion 
might be reached at an early stage if the threshold H is not set too high. 
4. COMPUTATIONAL EXPERIMENTS 
As we discussed before, the function F(certainty, cost) is a heuristic for 
goal selection and UOA-set selection, and the costs used in the function 
are not accurate because of the heuristic and myopic method in calculating 
the cost of proving an assertion. To evaluate the performance ofUQAS we 
need experiments. 
The experiment results presented in this section show that the UQAS is 
significantly better than two contingent Q-A strategies in randomly gener- 
ated Horn clause systems in terms of the certainty of the reached top level 
conclusion and total cost. It is impressive that UQAS can smartly avoid the 
high cost questions and lead to a conclusion with a fairly high certainty. 
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4.1. Experiment Description 
We compared in the experiments the proposed strategy UQAS to two 
other strategies: a contingent strategy in backward chaining (CBC), which 
is used in many expert systems, and a random strategy in forward chaining 
(RFC). We also compared the results of the three strategies to a "most 
certain strategy" that finds the most certain conclusion at a possible low 
cost. That strategy is not achievable theoretically and practically; it was 
used as a benchmark. Through comparisons to CBC and RFC, we may 
know how UQAS performs relatively. Through comparisons to the best 
possible conclusion it can reach and the associated cost, we may know how 
UQAS performs absolutely. 
In the contingent strategy in backward chaining (CBC), a top level 
conclusion is selected arbitrarily as a goal, then one of its head-rules is 
selected. The premises of that rule become the new goals, called subgoals, 
for the process. This process continues, working backward through succes- 
sive subgoals, until observable assertions are reached. If an encountered 
observable assertion is not yet confirmed, a question is raised about it. If 
the initially selected top level conclusion cannot be proved with a satisfying 
certainty, another potential conclusion has to be selected, and the above 
process repeated. 
In the random strategy in forward chaining (RFC), the currently con- 
firmed observable assertions' certainties are propagated. If no conclusion 
is reached with a satisfying certainty, a UOA is randomly selected and 
asked, then the propagation is repeated. The above process continues until 
a top level conclusion is reached with a satisfying certainty. 
An established knowledge base may be used in different scenarios that 
are represented by different sets of values of observable assertions. For 
example, a knowledge base for disease diagnosing is used for many 
patients. A patient's health records, current symptoms, x-ray results, lab 
test results, etc., form a scenario for that knowledge base. 
It is impossible to have a Q-A strategy that guarantees to reach a most 
certain conclusion at the lowest cost. In general, a UOA-set with the 
lowest cost would not lead to the most certain conclusion, and a UOA-set 
leading to a most certain conclusion is not necessarily of the lowest cost. In 
our experiments, we use the most certain conclusion as the upper bound of 
the conclusion certainty that can be reached by any question-asking 
strategies in a scenario. 
The Horn clause knowledge bases in our experiments are assumed 
acyclic. That assumption is sufficient for the purpose of evaluating the 
effectiveness of question selection by UQAS. For a system with cycles, 
UQAS applies the same standard and procedure for question selection 
except for an additional step to break cycles. The cycle-breaking step does 
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not affect the effectiveness of question selection. It only causes a longer 
running time. 
Horn clause systems and scenarios in experiments are randomly gener- 
ated. The parameters determining a Horn system include number of 
assertions, number of rules, number of premises in a rule, number of 
UOAs, number of potential conclusions, etc. The certainty factor for a rule 
is chosen from the range [0.7, 1]. In fact, the range of certainty factors does 
not affect the experiment results as UQAS selects questions on a relative 
base. Scenarios are described as assertions' estimated certainty factors and 
confirmed certainty factors. Estimated certainty factors of UOAs are 
assumed to be uniformly distributed over [0, 1]. The confirmed certainty 
factor of UOA A i, which is the certainty factor given by the response 
about Ai, is assumed to be normally distributed around the estimated 
certainty factor of A i with the standard eviation 0.1. The questioning-cost 
of a UOA is supposed to be uniformly distributed over [0, 100] (this 
distribution is changed later). Number of top level conclusions and number 
of unconfirmed observable assertions are 20% of assertions. 
Each randomly generated system associated with a scenario is called a 
problem. Twenty problems are generated and experimented for each set of 
parameters. For each randomly generated problem, three inference proce- 
dures, each equipped with a question-asking strategy, UQAS, CBC, and 
RFC, respectively, are applied. In addition, the most certain conclusion is 
figured out and the lowest cost to prove that conclusion is calculated. The 
average conclusion certainties and costs for the problems with a same set 
of parameters are compared among the three strategies and the "most 
certain" result. 
4.2. Experiment Results and Analysis 
Table 1 lists the averages of conclusion certainties and total costs on 11 
different sets of parameters with threshold H = 0. The system parameters 
are put in the first column in the order of number of assertions-number of 
rules-number of levels-number of premises in a rule. For example, 
100-100-4-3 means 100 assertions, 100 rules, 4 levels, and 3 premises in a 
rule. The two columns with the heading M-CTN give the certainty of the 
most certain top level conclusion which can be reached and the lowest cost 
to reach that conclusion. 
We can see from Table 1 that UQAS always finds a more certain 
conclusion at a lower cost than CBC and RFC. And the certainty of the 
conclusion reached by UQAS is close to the most certain conclusion (with 
3%-14% differences). But the loss of certainty is offset by the low cost in 
UQAS. As H = 0, the conclusion certainties and costs of UQAS in Table 
1 reflect the top level conclusions reached in the first iteration of UQAS. 
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Conclusion Certainty Total Cost 
M-CTN UQAS CBC RFC M-CTN UQAS CBC RFC 
130-130-4-3 0.413 0.379 0.106 0.197 379.03 147.83 706.28 1027.55 
120-120-4-3 0.403 0.372 0.183 0.205 306.95 183.46 734.71 1070.79 
110-110-4-3 0.367 0.335 0.192 0.224 268.32 177.67 722.32 1041.00 
100-100-4-3 0.393 0.347 0.073 0.095 279.06 162.86 678.84 1025.85 
90-90-4-3 0 .353  0.329 0.188 0.165 296.79 205.21 640.75 793.95 
80-80-4-3 0 .371  0.348 0.205 0.201 336.12 182.10 624.80 805.69 
70-70-3-3 0 .406  0.349 0.196 0.164 246.72 201.66 563.09 745.45 
60-60-3-3 0 .399  0.352 0.191 0.169 277.82 177.68 496.44 593.01 
50-50-3-3 0 .356  0.331 0.197 0.198 260.42 172.60 528.31 527.86 
40-40-3-3 0 .373  0.360 0.131 0.155 253.61 187.62 416.11 448.93 
30-30-3-3 0 .307  0.259 0.190 0.197 223.10 162.31 358.97 344.22 
AVG 0.38 0.34 0.17 0 .18  284.36 178.27 588.24 765.85 
To see the combined effects of conclusion certainties and costs more 
clearly, Table 2 combines the certainty and cost together into the "cost of 
proving 0.01 certainty," which is calculated by: 
Cost of proving 0.01 certainty = (cost/certainty)/100. 
For example, the average certainty of the top level conclusion by UQAS 
for 130-130-4-3 is .485 and the corresponding cost is 212.58, then the cost 
Table 2. Cost of Proving 0.01 Certainty, H = 0 
Costs per 0.01 Certainty Ratio to UQAS 
M-CTN UQAS CBC RFC M-CTN UQAS CBC RFC 
130-130-4-3 9.18 3.90 66.63 52.16 2.35 1.00 17.08 13.37 
120-120-4-3 7.62 4.93 40.15 52.23 1.54 1.00 8.14 10.59 
110-110-4-3 7.31 5.30 37.62 46.47 1.38 1.00 7.09 8.76 
100-100-4-3 7.10 4.69 92.99 107.98 1.51 1.00 19.81 23.01 
90-90-4-3 8.41 6.24 34.08 48.12 1.35 1.00 5.46 7.71 
80-80-4-3 9.06 5.23 30.48 40.08 1.73 1.00 5.82 7.66 
70-70-3-3 6.08 5.62 28.73 45.45 1.08 1.00 5.11 8.09 
60-60-3-3 6.96 5.05 25.99 35.09 1.38 1.00 5.15 6.95 
50-50-3-3 7.32 5.21 26.82 26.66 1.40 1.00 5.14 5.11 
40-40-3-3 6.80 5.21 31.76 28.96 1.30 1.00 6.09 5.56 
30-30-3-3 7.27 6.27 18.89 17.47 1.16 1.00 3.01 2.79 
AVG 7.55 5.24 39.47 45.52 1.47 1.00 7.99 9.06 
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of proving 0.01 certainty is (212.58/.485)/100 = 4.38. To compare be- 
tween the strategies, we also put in Table 2 the ratios of "costs of proving 
0.01 certainty" of each strategy to those of UQAS. One can see that 
UQAS is significantly better than the other two strategies (at the magni- 
tude of three to 23 times). And the larger the problem, the better UQAS 
appears. Furthermore, UQAS is more cost-effective than M-CTN which 
finds the most certain conclusion. In other words, UQAS is able to guide 
inference to a pretty good conclusion at a low cost. Figure 1 shows the 
overall average costs of proving 0.01 certainty for different strategies. 
In Table 3 we compare the strategies for three values of threshold H. 
The average costs of proving 0.01 certainty in Table 3 are comprehensive 
averages on the 220 problems of various sets of parameters, rather than 
the averages on 20 problems of some set of parameters in Table 1 and 
Table 2. When the threshold H gets larger, both the costs of reaching a 
satisfiable conclusion and the certainty of the finally reached conclusion 
increase. One can see that the cost of proving 0.01 certainty for UQAS 
decreases, but not as significant as CBC and RFC. The explanations can be 
put in two aspects. First, when the first-reached conclusion is not satisfi- 
able, the additional cost to reach the another top level conclusion is less 
than the cost of reaching the first one, because some questioning results 
would be used in the second round of inference. So, the cost of proving 
0.01 certainty decreases when H increases. Second, the first-reached 
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Table 3. Comparisons of  Average Performance of the Four Methods 
M-CTN UQAS CBC RFC 
Conclusion certainty H = 0 0.38 0.34 0.17 0.18 
H = .2 0.42 0.4 0.31 0.33 
H = .35 0.49 0.47 0.44 0.45 
# of questions asked H = 0 5.74 3.84 11.78 15.45 
H = .2 5.6 4.33 16.76 19 
H = .35 5.09 4.4 19.77 21.88 
Totalcost H = 0 284.36 178.27 588.24 765.85 
H = .2 290.46 200.78 835.58 959.41 
H = .35 258.99 203.46 992.89 1080.75 
Cost per 0.01 certainty H = 0 7.55 5.24 39.47 45.52 
H = .2 6.96 5.12 26.9 29.36 
H = .35 5.32 4.35 22.49 23.95 
Ratio to UQAS: 0.01 certainty H = 0 1.47 1 7.99 9.06 
cost H = .2 1.39 1 5.5 6.14 
H = .35 1.25 1 5.34 5.64 
conclusion is more likely satisfiable by UQAS than by CBC or RFC. Figure 
2 gives a line graph for each strategy showing the relationship between the 
threshold H and the cost of proving 0.01 certainty. 
However, when H is getting larger and larger, there will be more and 
more problems that do not have any top level conclusions with a satisfiable 
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Figure 2. Threshold H vs. costs of proving 0.01 certainty. 
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certainty. In our settings in the experiments, when H = 0.35, there are 
some 25% of problems that do not have a conclusion with certainty greater 
than or equal to H. When H = 0.5, the unsatisfiable problems take 90%. 
Table 4 shows the costs for the problems that are unsatisfiable. We can 
see the total costs of UQAS, CBC, and RFC are almost he same. This is 
consistent with our expectation. UQAS is effective in finding a high 
certainty conclusion with a low cost. But when the threshold H is set too 
high, UQAS, just as CBC or RFC, has to question almost every UOA to 
prove no satisfiable conclusion existing. In this situation, UQAS does not 
have any advantages over the other two. 
In Tables 1 through 4, we chose b = 2 in the function F(certainty, cost). 
In Table 5 we show the effects of value b on the results of inference. 
Recall that larger b reflects more emphasis on the conclusion certainty 
than the cost. When b = 5, the average conclusion certainty is 0.36, 92% 
of the best, 0.39. When b is reduced to 2, the average conclusion certainty 
is reduced by only 0.01, but the cost is saved for 20% (from 224.62 to 
178.27). If b is dropped to 0.25, the cost is as low as 120.24, but the 
conclusion certainty becomes 0.27, which is about 70% of the possible best 
certainty. In Figure 3 we depict the average certainties of the reached 
conclusions with b values, as well as the costs of proving 0.001 (note: not 
0.01) certainty with b values. We suggest to take b's value between 1 and 
2, which may lead to a pretty certain conclusion with a reasonable cost. 
In practice, costs for some confirmations can be very high, so that the 
confirmations of those questions would better be avoided, especially at the 
early stage of inference. To simulate this scenario, we modify the cost 
Table 4. Experiments on Unsatisfiable Problems 
# of Questions Total Cost 
UQAS CBC RFC UQAS CBC RFC 
130-130-4-3 43.11 43.11 43 .89  2214.15 2214.15 2247.26 
120-120-4-3 41.38 41.38 41 .89  2136.70 2136.70 2164.54 
110-110-4-3 36.73 36.73 37 .53  1788.54 1788.54 1826.47 
100-100-4-3 34.64 34.64 35 .47  1718.86 1718.86 1754.23 
90-90-4-3 31.11 31.11 31 .58  1622.83 1622.83 1640.10 
80-80-4-3 26.62 26.62 26.93 1308.69 1308.69 1324.41 
70-70-3-3 24.89 24.89 25 .10  1235.94 1235.94 1242.99 
60-60-3-3 21.88 21.88 22 .17  1161.80 1161.80 1180.91 
50-50-3-3 18.05 18.05 18.21 913 .53  913 .53  921.76 
40-40-3-3 15.00 15.00 15 .06  745 .68  745 .68  747.65 
30-30-3-3 10.72 10.72 10 .72  607 .87  607 .87  613.72 
AVG 27.65 27.65 28 .05  1404.96 1404.96 1424.00 
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Conclusion Avg. Total Cost per 0.01 
Certainty Cost Certainty 
UQAS 
b = .25 0.27 120.24 4.62 
b = 1 0.33 154.13 4.52 
b = 2 0.35 178.27 5.24 
b = 5 0.36 224.62 5.66 
M-CTN 0.39 275.36 7.13 
CBC 0.16 597.09 39.27 
RFC 0.16 774.48 48.76 
distribution. Instead of a uniform distribution over [1,100] for all UOAs, 
we let 10% of UOAs have costs distributed in [1000, 2000] and the rest still 
in [1,100]. The experiment results are in Table 6 and Table 7. UQASs 
costs remain in three-digit numbers, whereas the costs of the other 
strategies hike to thousands. It shows that UQAS "smartly" avoided the 
high cost questions and pursued a slightly lower certain, but much lower 
cost, conclusion. The cost of proving 0.01 certainty for UQAS is one-third 
of that for M-CTN, and is 20 to 25 times less than that for CBC and RFC. 
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Figure 3. Impacts of value b on costs and conclusion certainties. 
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Table 6. H -- 0 with 10% High Costs 
Conclusion Certainty Total Cost 
M-CTN UQAS CBC RFC M-CTN UQAS CBC RFC 
130-130-4-3 0.468 0.405 0.178 0.170 1271.91 238.64 2443.79 3894.69 
120-120-4-3 0.484 0.398 0.188 0.193 1615.62 197.97 2085.38 4189.88 
110-110-4-3 0.442 0.391 0.111 0.144 1471.41 252.71 3135.96 3447.57 
100-100-4-3 0.422 0.352 0.194 0.180 1646.09 298.01 3087.57 4125.17 
90-90-4-3 0 .401 0.342 0.185 0.196 1530.76 451.85 2449.01 3413.62 
80-80-4-3 0.392 0.337 0.085 0.116 1199.06 286.45 3125.78 4446.79 
70-70-3-3 0 .401 0.314 0.156 0.148 1239.80 294.51 2126.31 2893.48 
60-60-3-3 0 .436  0.375 0.171 0.144 587.27 195.59 1725.81 1893.69 
50-50-3-3 0.324 0.267 0.126 0.125 1188.15 296.01 1988.25 2785.66 
40-40-3-3 0 .287  0.209 0.138 0.159 1104.69 272.43 1503.09 1469.19 
30-30-3-3 0 .316  0.263 0.184 0.180 455.31 211.88 1021.17 1091.04 
AVG 0.40 0.33 0 .16  0.16 1210.01 272.37 2244.74 3059.16 
One can see from the experiments, the conclusion certainties from 
strategy CBC and strategy RFC are almost the same all the time, but CBC 
always has a lower cost than RFC. Although both CBC and RFC are based 
on random bases, CBC in fact selects a UOA-set randomly then asks the 
questions about the UOAs in the UOA-set. It shows that sticking to a 
UOA-set, no matter how it is chosen, is better than fumbling in all possible 
questions. 
Table 7. H = 0 with 10% High Costs (continuing Table 6) 
Costs per 0.01 Certainty Ratio to UQAS 
M-CTN UQAS CBC RFC M-CTN UQAS CBC RFC 
130-130-4-3 
120-120-4-3 
110-110-4-3 
100-100-4-3 
90-90-4-3 
80-80-4-3 
70-70-3-3 
60-60-3-3 
50-50-3-3 
40-40-3-3 
30-30-3-3 
AVG 
27.18 5.89 137.29 229.10 4.61 1.00 23.30 38.88 
33.38 4.97 110.92 217.09 6.71 1.00 22.30 43.64 
33.29 6.46 282.52 239.41 5.15 1.00 43.71 37.04 
39.01 8.47 159.15 229.18 4.61 1.00 18.80 27.07 
38.17 13.21 132.38 174.16 2.89 1.00 10.02 13.18 
30.59 8.50 367.74 383.34 3.60 1.00 43.26 45.10 
30.92 9.38 136.30 195.51 3.30 1.00 14.53 20.84 
13.47 5.22 100.92 131.51 2.58 1.00 19.35 25.21 
36.67 11.09 157.80 222.85 3.31 1.00 14.23 20.10 
38.49 13.03 108.92 92.40 2.95 1.00 8.36 7.09 
14.41 8.06 55.50 60.61 1.79 1.00 6.89 7.52 
30.51 8.57 159.04 197.74 3.77 1.00 20.43 25.97 
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4.3. Summary of Experiment Analysis 
The analysis of the experiment results may be summarized in the 
following: 
(1) UQAS could find a top level conclusion with a pretty high certainty 
at a fairly low cost at the first iteration. 
(2) Comparing to the two contingent strategies, UQAS is much better 
in terms of the top level conclusion's certainty, the total cost, and 
the cost of proving a unit certainty. The magnitude is from three to 
23 if the questioning costs are uniformly distributed on [0, 100], from 
seven to 45 if some high cost questions exist. The larger the 
knowledge base is, the better UQAS shows. 
(3) The certainty of the top level conclusion reached by UQAS in the 
first iteration is close to the best possible certainty. It suggests that, 
if the users are satisfied with conclusions with 85%-95% of the 
possible best certainty, a threshold is not necessary when UQAS is 
applied. 
(4) UQAS can "smartly" avoid high cost questions. 
(5) The value b in the function F(certainty, cost) can be chosen from 
the range [1, 2]. 
(6) When the threshold H = 0, UQAS is significantly better than CBC 
and RFC. If H is set larger and larger, the significance becomes less 
and less distinct. At the time when H is so large that no conclusion 
has its certainty greater than H, UQAS is no better, and no worse, 
than the other two. 
(7) Selecting questions from within a UOA-set is better than fumbling 
in the whole knowledge base, even though the UOA-set is randomly 
identified. The depth first backward chaining is in fact identifying a
UOA-set randomly. 
5. CONCLUSION 
Good question-asking strategies may provide a guide for inference in 
the situations where some facts are missing. Most expert systems hells, 
unfortunately, adopt strategies based on random selections. The UQAS 
question-asking strategy presented in this study is superior to the two 
random strategies in backward and forward chaining, considering the 
conclusion certainty and cost of reaching a conclusion. Furthermore, 
UQAS usually leads to a conclusion of a high certainty. In an acyclic Horn 
system, UQAS selects a possible conclusion and a corresponding UOA-set 
in linear time. Therefore, it will not add much cost to the efficiency by 
incorporating UQAS strategy into ordinary inference. In fact, because 
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UQAS may reach a higher certain conclusion by asking fewer key ques- 
tions, a satisfiable conclusion may be derived faster by UQAS than by the 
ordinary inference procedure with a contingent Q-A strategy. 
To use UQAS, estimated certainty factors for UOAs need to be given in 
advance. They can be estimated by users, or by a meta-database and a 
meta-knowledge base. If there is no idea about a response at all, value 0.5 
is assigned to the estimated certainty factor. 
Further research on Q-A strategies in approximate inference may in- 
clude: developing Q-A strategies that are associated with other methods of 
dealing with uncertainties such as the probabilistic approach; extending 
the idea of the proposed Q-A strategy to propositional logic and predicate 
Horn systems. 
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