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Let G be an arbitrary abelian group and let A and B be two ﬁnite
dimensional G-graded simple algebras over an algebraically closed
ﬁeld F such that the orders of all ﬁnite subgroups of G are invertible
in F . We prove that A and B are isomorphic if and only if they satisfy
the same G-graded identities. We also describe all isomorphism
classes of ﬁnite dimensional G-graded simple algebras.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let F be a ﬁeld and G a group. An algebra A over F is called G-graded if it can be decomposed into
direct sum of subspaces
A = ⊕g∈GAg
such that AgAh ⊂ Agh for all g, h ∈ G. A subspaceW ⊂ A is called homogeneous if
W = ⊕g∈G(Ag ∩ W).
A subalgebra (ideal) B ⊂ A is called homogeneous or graded subalgebra (ideal) if it is homogeneous in
the G-grading. Any element a ∈ Ag is called homogeneous of degree g, deg a = g. The support of the
G-graded algebra A is the subset
Supp A = {g ∈ G|Ag /= 0}.
∗ Corresponding author.
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In this paper we study graded identities of graded algebras. Denote by X a countable set of variables,
and let X = ∪g∈GXg be a disjoint union where all Xg are inﬁnite. Then the free associative algebra
F〈X〉 can be equipped by G-grading if we deﬁne deg x = g for all x ∈ Xg and set deg(x1 · · · xn) =
deg x1 · · · deg xn for all x1, x2, . . . ∈ X . We will use the notation x = xg for x ∈ Xg . The polynomial
f (x
g1
1 , . . . , x
gn
n ) ∈ F〈X〉 is a graded identity of A = ⊕g∈GAg , f ≡ 0, if f (a1, . . . , an) = 0 for any a1 ∈
Ag1 , . . . , an ∈ Agn . Recall that a G-graded algebra A is called graded simple if it has no nontrivial graded
ideals. In particular, the matrix algebra Mn(F) with any G-grading is graded simple. The algebra A is
called graded division algebra if every nonzero homogeneous element of A is invertible. It is clear that
any graded division algebra is graded simple. A natural example of graded division algebra (and hence
graded simple algebra) is the group algebra F[G] or, more general, twisted group algebra Fσ [G]where
σ : G × G → F∗ is any 2-cocycle on G. Recall that Fσ [G] has a basis {rg |g ∈ G} and the multiplication
is deﬁned via rgrh = σ(g, h)rgh. Clearly, Fσ [G] is a graded division algebra for any cocycle σ . All
possible gradings on the matrix algebraMn(F)were described in [2,3] provided that F is algebraically
closed. Recently [5] all ﬁnite dimensional graded simple algebras were described under some natural
restrictions on F . Nevertheless the question when two G-gradings are isomorphic was still open. An
interesting characterization of associative simple algebras can be given in the language of identities.
If F is algebraically closed and A is an associative ﬁnite dimensional F-algebra then A is simple if and
only if A is a matrix algebra Mn(F). The Amitsur–Levitzki Theorem (see, for instance, [8, pp. 16–18])
says thatMn(F) satisﬁes the standard identity of degree 2n,
St2n(x1, . . . , x2n) =
∑
σ∈S2n
(−1)σ xσ(1) · · · xσ(2n) ≡ 0.
Here (−1)σ stands for the sign of the permutation σ ∈ S2n. Furthermore Mn(F) does not satisfy any
identity of degree less than 2n. In particular two non-isomorphic simple F-algebras satisfy distinct
identities. Similar results were obtained for Lie algebras [9], Jordan algebras [6], for representations of
Lie algebras [9], and for split Jordan pairs [10]. In the present paper we describe all isomorphism
classes of ﬁnite dimensional graded simple algebras. As a consequence we obtain that two non-
isomorphic simple algebras cannot satisfy the same graded identities. Recall that, given a matrix
algebraR = Mn(F), an arbitrarygroupG andn-tuple (g1, . . . , gn) ∈ Gn,R canbeendowedbyG-grading,
R = ⊕g∈GRg , if we set
Rg = Span{Eij|g−1i gj = g}.
Here Eij are the ordinary matrix units of Mn(F), that is the (i, j)th entry of Eij equals 1 while the
remaining entries of Eij are zeroes. The above grading is called elementary. It is known that a grading
onMn(F) is elementary if and only if all matrix units Eij are homogeneous. Elementary gradings arise
naturally from the linear actionofMn(F)on F
n. Namely, letV = ⊕g∈GVg be ann-dimensionalG-graded
vector space. We say that a linear transformation ϕ ∈ End V is homogeneous of degree h whenever
ϕ(Vg) ⊆ Vhg for any g ∈ G. Now if v1, . . . , vn is a homogeneous basis of V , deg vi = g−1i , i = 1, . . . , n,
then all matrix units Eij are homogeneous and deg Eij = g−1i gj , that is Mn(F) has an elementary G-
grading deﬁned by the tuple (g1, . . . , gn) ∈ Gn. Clearly, if we permute v1, . . . , vn according to some
permutation σ ∈ Sn then we get the isomorphic G-grading deﬁned by the tuple (gσ(1), . . . , gσ(n)). In
particular, we may suppose that
(g1, . . . , gn)︸ ︷︷ ︸
n
= (gi1 , . . . , gi1︸ ︷︷ ︸
q1
, . . . , gim , . . . , gim︸ ︷︷ ︸
qm
) (1)
with distinct gi1 , . . . , gim and q1 + · · · + qm = n. Now let e ∈ G be the unit of G and assumeMn(F) =
R = ⊕g∈GRg is a matrix algebra equipped with the elementary G-grading deﬁned by the tuple (1).
Then Re is a subalgebra of R and it is easy to see that
Re = Mq1(F) ⊕ · · · ⊕ Mqm(F).
It is well known that if e1, . . . , em are the unit matrices inMq1(F), . . . , Mqm(F), respectively, then eiRei
is a simple subalgebra of R that is homogeneous in the grading. Furthermore we may assume
q1  q2  · · · qm > 0 (2)
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and
q1 + · · · + qm = n. (3)
It will be more convenient for us to use another characterization of the elementary gradings. Every
elementary grading onMn(F) is completely determined by the homogeneous degrees of the elements
on the diagonal above the main one, namely by deg E12, . . . , deg En−1,n. Thus we can also deﬁne the
grading by the tuple
(q1, . . . , qm; g12, . . . , gm−1,m) (4)
where q1, . . . , qm are integers satisfying (2) and (3) and
g12 = g−1i1 gi2 , . . . , gm−1,m = g−1im−1gim .
Note that gi1 , . . . , gim are distinct. Hence g12, . . . , gm−1,m also satisfy
gi,i+1 · · · gj−1,j /= e
for all 1 i < jm.
Now we recall the description of graded simple algebras.
Theorem 1 [5, Theorems 2 and 3]. Let R = ⊕g∈GRg be a ﬁnite dimensional algebra over an algebraically
closed ﬁeld F graded by a group G such that the order of every ﬁnite subgroup T  G is invertible in F. Then
R is graded simple if and only if R is isomorphic to Mn(F) ⊗ D  Mn(D) where D = ⊕h∈HDh is a graded
division algebra with Supp D = H, a subgroup of G, and Mn(F) has an elementary G-grading deﬁned by a
tuple (g1, . . . , gn) ∈ Gn. Moreover, D  Fσ [H] for some 2-cocycle σ on H with the canonical H-grading
and the grading on Mn ⊗ D is given by deg(Eij ⊗ dh) = g−1i hgj as soon as dh ∈ Dh.
Hence we can decompose R as R = AB  A ⊗ B where A = Mn(F) has an elementary G-grading
deﬁned by the tuple (4) satisfying (2) and (3) and B is a graded division algebra. Note that a decompo-
sition R = AB  A ⊗ B is not uniquely deﬁned. In particular, the identity component Ae can be strictly
less than Re and Supp A can be equal to Supp B. But in the proof of Theorem 3 in [5] it was shown that
there exists a decomposition R = ABwith Re = Ae. In the remaining part of the paperwewill consider
only decompositions R = AB of graded simple algebras with Re = Ae. We start with two non-difﬁcult
remarks concerning the above decomposition of R into the tensor product.
Lemma 1. Let R = ⊕g∈GRg = AB  A ⊗ B be a ﬁnite dimensional graded simple algebra and denote
S = Supp A, H = Supp B. If G is abelian then S ∩ H = {e}.
Proof. Suppose h ∈ S ∩ H and h /= e. By Theorem 1, H is a subgroup of G and Re = Ae. On the other
hand if 0 /= x ∈ Ah, 0 /= r ∈ Bh−1 then deg(xr) = e but xr /∈ Ae since G is abelian and r is invertible, a
contradiction. 
Lemma 2. Let R be a ﬁnite dimensional graded simple algebra. Suppose that R = AB  A ⊗ B, R = A′B′ 
A′ ⊗ B′ are two decompositions of R into elementary and graded division algebra components with H =
Supp B, H′ = Supp B′. If G is abelian then H = H′ and B and B′ are isomorphic as graded algebras.
Proof. From Theorem 1 and Lemma 1 it follows that Re = Ae = A′e. Denote by C the centralizer of
Re in R. Clearly, C is a graded subalgebra of R. Since R  A ⊗ B we obtain C  C¯ ⊗ B where C is the
centralizer of Ae in A. It is easy to observe (see the remarks before Theorem 1) that Ae is the sum ofm
matrix algebras and C ⊆ Ae. Moreover, C  F ⊕ · · · ⊕ F︸ ︷︷ ︸
m
. Hence
C  B ⊕ · · · ⊕ B︸ ︷︷ ︸
m
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Similarly,
C  B′ ⊕ · · · ⊕ B′︸ ︷︷ ︸
m
as a graded algebra and hence H = Supp C = Supp B = Supp B′ and B  B′. 
Using Theorem 1 and the alternative description of elementary gradings given above, see (2)–(4),
we prove the sufﬁcient condition for isomorphism.
Lemma 3. Let G be an abelian group and F an algebraically closed ﬁeld of characteristic either 0 or p such
that p is coprime with the orders of all ﬁnite subgroups of G. Let also R = AB  A ⊗ B and R′ = A′B′ 
A′ ⊗ B′ be two ﬁnite dimensional G-graded simple algebras where A, A′ have elementary gradings deﬁned
by the tuples (q1, . . . , qm; g12, . . . , gm−1,m) and
(
q′1, . . . , q′m; g′12, . . . , g′m−1,m
)
as in (2)–(4), respectively,
while B and B′ are graded division algebras. Suppose R and R′ satisfy the following conditions:
(a) A  A′  Mn(F) as non-graded algebras;
(b) Supp B = Supp B′ = H  G and B  B′ as H-graded algebras;
(c) there exist a permutation σ ∈ Sm and h1, …, hm−1 ∈ H such that q′σ(i) = qi for all i = 1, . . . , m
and
g12 = g′σ(1),σ(2)h1, . . . , gm−1,m = g′σ(m−1),σ(m)hm−1
where g′ij = g′i,i+1 · · · g′j−1,j for all i < j while g′ij = (g′ji)−1 if i > j.
Then R and R′ are isomorphic as G-graded algebras.
Proof. Under our assumption, A′ is the n × n matrix algebra and its neutral component in the G-
grading, A′e is the block-diagonal subalgebra A′1 ⊕ · · · ⊕ A′m  Mq′1(F) ⊕ · · · ⊕ Mq′m(F) with q′1 +· · · + q′m = n. Reordering the blocks A′1, . . . , A′m according to σ we can suppose that σ is the identical
permutation and that
g12 = g′12h′1, . . . , gm−1,m = g′m−1,mh′m−1
for suitable elements h′1, . . . , h′m−1 ∈ H where (q1, . . . , qm; g′12, . . . , g′m−1,m) deﬁnes the elementary
grading on A′ = Mn(F). Since B′ is a graded division algebra, one can take invertible elements b1, . . . ,
bm−1 ∈ B′ such that deg b1 = h′1, . . . , deg bm−1 = h′m−1. Now we replace the matrix units Eij ∈ A′ by
E′ij in the following way. Denote α1 = q1,α2 = α1 + q2, . . . ,αm−1 = αm−2 + qm−1 and let
(1) E′11 = E11 ⊗ 1, . . . , E′nn = Enn ⊗ 1;
(2) E′αi ,αi+1 = Eαi ,αi+1 ⊗ bi, E′αi+1,αi = Eαi+1,αi ⊗ b−1i , 1 im − 1;
(3) E′j,j+1 = Ej,j+1 ⊗ 1, E′j+1,j = Ej+1,j ⊗ 1 for all remaining 1 j n − 1;
(4) E′ij = E′i,i+1 · · · E′j−1,j , E′ji = E′j,j−1 · · · E′i+1,i if i j + 2.
Then A′′ = Span{E′ij|1 i, j n} is an n × nmatrix algebra with the elementary G-grading deﬁned by
the tuple (q1, . . . , qm; g12, . . . , gm−1,m). Hence A′′  A as graded algebras. For the neutral component
A′′e we have A′′e = A′e ⊗ 1 = (A′ ⊗ B′)e. But A′′ is a graded subalgebra and G is an abelian group.
Therefore the centralizer B′′ of A′′ in A′ ⊗ B′ is also graded simple since R′ is graded simple. Then by [5,
Lemma 4], B′′ is a graded division algebra with Supp′′ = H and furthermore B′′  B′  B according to
Lemma 2. Finally A′′  A, B′′  B imply R  A ⊗ B  A′′ ⊗ B′′  R′ and we complete the proof. 
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Lemma 4. Let G be an abelian group and let F be an algebraically closed ﬁeld such that the order of every
ﬁnite subgroup of G is invertible in F. If two ﬁnite dimensional G-graded simple algebras R and R′ satisfy
the same graded identities then they satisfy the conditions of Lemma 3.
Proof. LetR = AB  A ⊗ B,R′ = A′B′  A′ ⊗ B′ bedecompositionswhereA andA′ are equippedwith
elementary gradings, and B and B′ are graded division algebras, respectively. Suppose that the tuple
(q1, . . . , qm; g12, . . . , gm−1,m)as in (2)–(4)deﬁnesanelementarygradingonAand (q′1, . . . , q′m′ ; g′12, . . . ,
g′
m′−1,m′)deﬁnes a grading onA′. If S = Supp A,H = Supp B, S′ = Supp A′,H′ = Supp B′ then SH = S′H′
since xg ≡ 0 is a graded identity of R as soon as g /∈ SH. First we prove thatH = H′ and B  B′. Let C be
the centralizer of Re in R. Then as in the proof of Lemma 2 we obtain that C is a graded subalgebra and
H = Supp C. On theotherhand,g ∈ G lies inSupp C if andonly ifg ∈ SH and [xe, yg] = xeyg − ygxe ≡ 0
is a graded identity of R. It follows that H = H′. Consider a 2-cocycle σ : H × H → F∗ deﬁning the
graded division algebra structure on B. Then there exists a basis {bh|h ∈ H} of B such that
bgbh = σ(g, h)bgh, bhbg = σ(h, g)bhg
and hence
bgbh = λ(g, h)bhbg where λ(g, h) = σ(g, h)
σ (h, g)
. (5)
First we consider the tensor product A ⊗ Bwhere A = Mq(F)with the trivialG-grading on A and prove
that A ⊗ B satisﬁes a “modiﬁed" standard identity. Let
St2q = St2q(x1, . . . , x2q) =
∑
σ∈S2q
(−1)σ xσ(1) · · · xσ(2q)
be the standard polynomial of degree 2q. It is known thatMq(F) satisﬁes the identity St2q ≡ 0.We can
rewrite St2q in the following way. Rename x2q−1 = y1, x2q = y2. Then
St2q(x1, . . . , x2q−2, y1, y2) =
∑
1 i<j 2q
(Sti,j(x1, . . . , x2q−2, y1, y2) − Sti,j(x1, . . . , x2q−2, y2, y1))
where
Sti,j = Sti,j(x1, . . . , x2q−2, y1, y2)
= (−1)i+j+1 ∑
τ∈S2q−2
(−1)τ xτ(1) · · · xτ(i−1)y1xτ(i) · · · xτ(j−2)y2xτ(j−1) · · · xτ(2q−2)
Deﬁne a “modiﬁed” standard polynomial as follows:











2) − λ(g, h)Sti,j(xe1, . . . , xe2q−2, yh2, yg1))
We claim that
St∗2q ≡ 0 (6)
is a graded identity of A ⊗ B for any g, h ∈ H. By Lemma 1we have (A ⊗ B)e = A ⊗ 1, (A ⊗ B)g = A ⊗
〈bg〉, (A ⊗ B)h = A ⊗ 〈bh〉. If we replace any xeα , 1α  2q − 2, by aα ⊗ 1 and yg1, yh2 by a2q−1 ⊗ bg ,
a2q ⊗ bh, respectively, then we get the following value of St∗2q:∑
1 i<j 2q
(Sti,j(a1, . . . , a2q−2, a2q−1, a2q) ⊗ bgbh
−λ(g, h)Sti,j(a1, . . . , a2q−2, a2q, a2q−1) ⊗ bhbg)
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= ∑
1 i<j 2q
(Sti,j(a1, . . . , a2q) ⊗ bgbh − Sti,j(a1, . . . , a2q−2, a2q, a2q−1) ⊗ bgbh)
due to (5). Finally,∑
1 i<j 2q
(Sti,j(a1, . . . , a2q) − Sti,j(a1, . . . , a2q−2, a2q, a2q−1) = St2q(a1, . . . , a2q) = 0
in Mq(F). By the same reason (6) is an identity of A ⊗ B even if A is a full matrix algebra of a size
strictly less than q. We also claim that (6) is not an identity of Mq′(F) ⊗ B′ if q′ > q or q′ = q and
λ′(g, h) /= λ(g, h) where
λ′(g, h) = σ
′(g, h)
σ ′(h, g)
and σ ′ is the cocycle deﬁning H-grading on B′. In case q′ > qwe evaluate
xe1 → E11 ⊗ 1, xe2 → E12 ⊗ 1, xe3 → E22 ⊗ 1, . . . , xe2q−2 → Eq−1,q ⊗ 1,
y
g
1 → Eq,q ⊗ b′g , yh2 → Eq,q+1 ⊗ b′h.
Then St∗2q takes the value E1,q+1 ⊗ b′gb′h /= 0. If q′ = q but λ′(g, h) /= λ(g, h) we take
xe1 = a1 ⊗ 1, . . . , xe2q−2 = a2q−2 ⊗ 1, y1 = a ⊗ b′g , y2 = a ⊗ b′h
with a1 = E11, a2 = E12, a3 = E22, . . . , a2q−2 = Eq−1,q, a = Eq,q. In this case St∗2q takes the value∑
i<j
(Sti,j(a1, . . . , a2q−2, a, a) ⊗ b′gb′h − λ(g, h)Sti,j(a1, . . . , a2q−2, a, a) ⊗ b′hb′g)
=
(
1 − λ(g, h)
λ′(g, h)
)
St2q−2(a1, . . . , a2q−2)E2q,q ⊗ b′gb′h =
(
1 − λ(g, h)
λ′(g, h)
)
E1q ⊗ b′gb′h /= 0.
Recall now that R = AB  A ⊗ B, R′ = A′B′  A′ ⊗ B′ and Ae, A′e are direct sums of matrix algebras
over F . Let A = Mq(F) be a matrix summand of Ae of the maximal size. Similarly, A¯′ = Mq′(F) is the
summand of A′e with the maximal q′. Since R and R′ satisfy the same graded identities, it follows from
the above that q = q′ and λ(g, h) = λ′(g, h) for any g, h ∈ H. In particular, basis elements b′g , g ∈ H,
of B′ satisfy relations (5).
Fix a decomposition of H into a direct product of cyclic groups of orders k1, . . . , kt , respectively
H = 〈h1〉k1 × · · · × 〈ht〉kt .
Then we can take b1, . . . , bt ∈ B such that deg bi = hi, 1 i t, bkii = 1 in B and all elements
b
j1
1 · · · bjtt , 1 jr  kr , r = 1, . . . , t (7)
form a basis of B. Identities (5) and relations b
k1
1 = · · · = bktt = 1 deﬁne completely themultiplication




1 · · · cjtt , 1 jr  kr , r = 1, . . . , t
of B′ has the same multiplication table as that of B, and therefore B′  B as graded algebras. By the
deﬁnition of the tuple (q1, . . . , qm; g12, . . . , gm−1,m) the identity component Ae = Re equalsMq1(F) ⊕· · · ⊕ Mqm(F). We denote p1 = q1, p2 = p1 + q2, . . . , pm−1 = pm−2 + qm−1, pm = pm−1 + qm = n.
Then A (and hence R) does not satisfy the graded identity∑
σ∈S∗2n
(−1)σ xeσ(1) · · · xeσ(2p1−1)xg122p1xeσ(2p1+1) · · · xeσ(2p2−1)xg232p2 · · ·





σ(2pm−1+1) · · · xeσ(2n−1) ≡ 0, (8)
where S∗2n is the following subgroup of S2n,
S∗2n = {σ ∈ S2n|σ(2p1) = 2p1, . . . , σ(2pm−1) = 2pm−1}.
Indeed, it is easy to check that when we replace x1, . . . , x2n−1 by E11, E12, E22, E23, . . . , En−1,n, Enn,
respectively, then the left hand side of (8) takes the value E1n /= 0. Now consider the same decompo-
sition
A′e = R′e = Mq′1(F) ⊕ · · · ⊕ Mq′m′ (F) = A
′
1 ⊕ · · · ⊕ A′m′ ,
where q′1  · · · q′m > 0. If, say, q1 > q′1 then (8) is a graded identity of R′ since A′iA′j = 0 for all i /= j
and any A′i satisﬁes the standard identity St2q′1 ≡ 0.
Now recall that g12, . . . , gm−1,m satisfy gi,i+1 · · · gj−1,j /= e for any 1 i < jm. This implies the
equality a1c12a2 · · · am−1cm−1am = 0 in A′ as soon as a1 ∈ A′i1 , . . . , am ∈ A′im , deg c12 = g12, . . . ,
deg cm−1,m = gm−1,m provided that at least two of indices i1, . . . , im coincide. Hence, if q′1 = q1 but
q′2 < q2 then (8) is also an identity of R′, and so on. The remark above proves that m = m′ and q1 =
q′1, . . . , qm = q′m. InparticularAandA′mustbe fullmatrixalgebrasof thesamesizen = q1 + · · · + qm.
Nowweare ready toprove the condition c) of Lemma3. Let e1 ∈ A′1 = Mq1(F), . . . , em ∈ A′m = Mqm(F)
be the units of the algebras A′1, . . . , A′m, respectively. Since (8) is not an identity of R′ there exist τ ∈ Sm,
a1 ∈ A′1, …, am ∈ A′m and homogeneous elements c1 ∈ R′g12 , . . . , cm−1 ∈ R′gm−1,m such that
aτ(1)c1aτ(2) · · · aτ(m−1)cm−1aτ(m) /= 0
in R′. Moreover, q′τ(i) = qi for all i = 1, . . . , m and
ci = a′ibi, i = 1, . . . , m − 1,
where a′i ∈ eτ(i)A′eτ(i+1), deg a′i = g′τ(i),τ(i+1), bi ∈ B′hi and g′τ(i),τ(i+1)hi = gi,i+1 for 1 im − 1.
Hence all conditions of Lemma 3 hold, and we complete the proof. 
Theorem 2. Let F be an algebraically closed ﬁeld of characteristic zero or p > 0 such that p is coprimewith
the orders of all ﬁnite subgroups of the abelian groupG. Let also R = AB  A ⊗ B and R′ = A′B′  A′ ⊗ B′
be two ﬁnite dimensional G-graded simple algebras where A, A′ have elementary gradings deﬁned by the
tuples (q1, . . . , qm; g12, . . . , gm−1,m) and (q′1, . . . , q′m′ ; g′12, . . . , g′m′−1,m′) as in (2), (3), (4), respectively,
and Ae = Re, A′e = R′e, while B and B′ are graded division algebras. Then the following conditions are
equivalent:
• R and R′ are isomorphic as G-graded algebras;
• R and R′ have the same graded identities;
• R and R′ satisfy the conditions
(a) A  A′  Mn(F) as non-graded algebras;
(b) Supp B = Supp B′ = H  G and B  B′ as H-graded algebras;
(c) m = m′ and there exist a permutation σ ∈ Sm and h1, . . . , hm−1 ∈ H such that q′σ(i) = qi
for all i = 1, . . . , m and
g12 = g′σ(1),σ(2)h1, . . . , gm−1,m = g′σ(m−1),σ(m)hm−1
where g′ij = g′i,i+1 · · · g′j−1,j for all i < j while g′ij = (g′ji)−1 if i > j.
Proof. The statement easily follows from Lemmas 3 and 4 since the graded isomorphism implies
graded PI equivalence. 
Remark. 1. The classiﬁcation of graded simple algebras up to an isomorphism in Theorem 2 is given
modulo the classiﬁcationof non-isomorphic twisted group rings. Recall that a twisted group ring Fσ [G]
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is deﬁned by a 2-cocycleσ : G × G → F∗. It is known [1] and can be easily checked that for every group
G, the twisted group rings Fσ [G] and Fτ [G] are isomorphic as graded algebras if and only if the cocycles
σ and τ are equivalent. In other words there must exist ρ : G → F∗ such that
ρ(x)ρ(y)τ = ρ(xy)σ for all x, y ∈ G.
2. If G is abelian as in Theorem 2 then the twisted group ring structure can be given in the language
of skew-symmetric bicharacters (also called commutation factors). Here we recall that a function
β: G × G → F∗ is a skew-symmetric bicharacter if β(g, h)β(h, g) = 1 and β(xy, z) = β(x, z)β(y, z)
for all x, y, z ∈ G. It can be easily seen that Fσ [G]  Fτ [G] if and only if the bicharacters α and β
deﬁning the multiplications in Fσ [G] and in Fτ [G], respectively, coincide. All bicharacters on ﬁnite
abelian groups were classiﬁed in [11]. Graded identities in associative algebras with skew-symmetric
bicharacters were considered in [11,7]. We refer the reader to [4] for further information about this
topic.
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