Abstract-A hybrid censoring scheme is a mixture of Type-I and Type-II censoring schemes. This article presents the statistical inferences on Weibull parameters when the data are Type-II hybrid censored. The maximum likelihood estimators, and the approximate maximum likelihood estimators are developed for estimating the unknown parameters. Asymptotic distributions of the maximum likelihood estimators are used to construct approximate confidence intervals. Bayes estimates, and the corresponding highest posterior density credible intervals of the unknown parameters, are obtained using suitable priors on the unknown parameters, and by using Markov Chain Monte Carlo techniques. The method of obtaining the optimum censoring scheme based on the maximum information measure is also developed. We perform Monte Carlo simulations to compare the performances of the different methods, and we analyse one data set for illustrative purposes.
1 The singular and plural of an acronym are always spelled the same.
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I. INTRODUCTION
A HYBRID censoring scheme is a mixture of Type-I and Type-II censoring schemes, and it can be described as follows. Suppose identical units are put to test. The test is terminated when a pre-chosen number out of items are failed, or when a pre-determined time on the test has been reached. It is also assumed that the failed items are not replaced. From now on, we call this the Type-I hybrid censoring scheme. Epstein [11] introduced this Type-I hybrid censoring scheme, and considered lifetime experiments assuming that the lifetime of each unit follows an exponential distribution. He obtained the estimate, and proposed two-sided confidence interval of the unknown parameter without any formal proof. The Type-I hybrid censoring scheme has been used as a reliability acceptance test in MIL-STD-781 C [21] . Since then, several articles have been published on Type-I hybrid censoring schemes; see for example Fairbanks & Madison & Dykstra [12] , Draper & Guttman [8] , Chen & Bhattacharya [5] , Ebrahimi [9] , [10] , Jeong & Park & Yum [16] , Gupta & Kundu [14] , Childs et al. [6] , and Kundu [18] .
Like the conventional Type-I censoring scheme, the disadvantage of the Type-I hybrid censoring scheme is that all the inferential results are obtained under the condition that the number of observed failures is at least one, and in addition there may be very few failures occurring up to the pre-fixed time . Because of that, Childs et al. [6] proposed a new hybrid censoring scheme known as the Type-II hybrid censoring scheme, and it can be described as follows. Put identical items on test, and then stop the experiment at the random time , where , and are prefixed numbers. Thus, the Type-II hybrid censoring scheme ensures that at least failures take place. Childs et al. [6] occur before time then he/she will naturally choose to continue until -th failure. For the comparison of the two hybrid censoring schemes, the readers are referred to Childs et al. [6] .
Because the lifetime distributions of many experimental units can be modeled by a two-parameter Weibull distribution, in this paper we consider Type-II hybrid censoring lifetime data when the lifetime distribution of each unit follows a two-parameter Weibull distribution. We also assume that the failed items are not replaced. First, we provide the MLE of the unknown parameters, and it is observed that the MLE can not be obtained in explicit forms. The MLE of the two unknown parameters can be obtained by solving one non-linear equation. We provide a simple fixed point type algorithm to find the MLE. We also provide the AMLE which can be obtained in explicit forms. Because the exact distributions of the MLE are not easy to derive, we propose to use the asymptotic distributions of the MLE to construct the approximate confidence intervals.
We also consider the Bayesian solution of this problem. For the Weibull distribution, no natural continuous conjugate priors exist simultaneously for both the shape, and scale parameters; see for example Kaminskiy & Krivtsov [17] . When the shape parameter is known, the gamma prior is the natural conjugate prior on the scale parameter. So we assume the gamma prior on the scale parameter. For the shape parameter also, we have considered the gamma prior. Based on these priors, the Bayes estimates can not be obtained explicitly. Because the Bayes estimates can not be obtained explicitly, we provide two approximations, namely Lindley's approximation, and the Gibbs sampling procedure. We use the Gibbs sampling procedure to compute the Bayes estimates, and the HPD credible intervals. We compare the performances of the different methods by Monte Carlo simulations, and for illustrative purposes we have analysed one real data set.
The rest of the paper is organize as follows. In Section II, we describe the model, and the available data. The MLE, and AMLE are presented in Sections III and IV respectively.
Bayesian analyses are presented in Section V. Simulation results, and data analysis are provided in Sections VI and VII respectively. We provide a simple heuristic procedure to find the optimum censoring scheme in Section VIII, and finally we conclude the paper in Section IX. . Note that, in case II, we do not observe , but means that the -th failure took place before , and no failure took place between and . A schematic representation of the Type-II hybrid censoring scheme is presented in Fig. 1 . In the next section, we obtain the MLE of , and based on the observed sample.
II

III. MAXIMUM LIKELIHOOD ESTIMATORS
In this section, we provide the MLE of , and for three different cases. The likelihood functions for three different cases follow. Therefore, for fixed , the MLE of , say , can be obtained as (7) and the MLE of can be obtained by solving the non-linear equation (8) Equation (8) can be written as (9) where (10) We propose a simple iterative procedure to solve for (9) . Start with some initial guess of , say , then compute . Proceed in this way to obtain . Stop the iterative procedure when , some preassigned tolerance limit. Once we obtain the MLE of , say , then the MLE of can be obtained as from (7).
IV. APPROXIMATE MAXIMUM LIKELIHOOD ESTIMATORS
Because the MLE can not be obtained in explicit forms, in this section we propose the AMLE which have explicit forms. Let . Therefore, the likelihood equation of the observed data can be written as (11) where Ignoring the constant, and taking the logarithm of (11), we obtain (12) Taking derivatives of , with respect to , and , gives
Clearly, (13) , and (14) [3] , and also see Arnold et al. [1] . Note that for ,
where
If , expanding around the point , we obtain (18) Using the approximations (15) , and (18) in (13), and (14), we obtain (19) (20) From (19), we obtain solution of as (21) where (22) (23) From (20), we obtain as a solution of the quadratic equation 
BAYES ESTIMATORS, AND CREDIBLE INTERVALS
In this section, we consider the Bayesian solution of the problem. We need to assume some prior distributions of the unknown parameters for the Bayesian inference. Following the approach of Berger & Sun [4] , we assume that has a prior with , and . At this moment, we do not assume any specific form of the prior of , say . We simply assumed that has the support on , and it is independent of the prior of . Based on the above priors, the joint density of the , , and , can be written for all three cases as follows. (28) The posterior density function of , and , given the is
Therefore, if is any function of , and , then the Bayes estimate of under a squared error loss is
Unfortunately, we can not compute explicitly (30) in most cases; therefore, we adopt two different procedures to approximate (30): (a) Lindley's approximation, and (b) Gibbs sampling procedure.
A. Lindley's Approximation
In this section, we specify the prior on to calculate the approximate Bayes estimates of , and . It is already assumed that has the prior , and it is assumed that also follows . Now, based on the above priors, we compute the approximate Bayes estimates of and using Lindley's approximations. Lindley [20] first proposed his procedure to approximate the ratio of two integrals such as (30). Several others used this approximation; see Press [22] for details. Based on Lindley's approximation, the approximate Bayes estimates of , and for the squared error loss functions are respectively and where and For the detailed derivations, see the Appendix, part A.
We can compute the approximate Bayes estimates of and using Lindley's approximation, but it is not possible to construct highest posterior density (HPD) credible intervals using this method. Therefore, we propose the following Markov Chain Monte Carlo (MCMC) method to draw samples from the posterior density function; and in turn compute the Bayes estimates, and also construct HPD credible intervals.
B. Gibbs Sampling
For generating samples from the posterior density function (29), we assume that the PDF of follows , and the PDF of follows . We will observe later that our result holds for a much more general class of distributions of rather than just the gamma distribution. We need the following results for further developments.
Theorem 1: Conditionally on , and the , follows a gamma distribution with the shape parameter , and the scale parameter ; that is . The proof is straight forward, and therefore omitted. Theorem 2: The conditional distribution of given the is log-concave.
Proof: See the Appendix, part B. Devroye [7] proposed a general method to generate samples from a general log-concave density function. Therefore, using Theorems 1 and 2, and adopting the method of Devroye [7] , it is possible to generate samples from (29). We use the idea of Geman & Geman [13] to generate samples from the conditional posterior density function using the following scheme.
Step 1) Generate , from the posterior density function , as given in (35), using the method proposed by Devroye [7] .
Step 2) Generate from as provided in Theorem 1.
Step 3) Repeat Steps 1 and 2, times, and obtain , and for .
Step 4) Bayes estimates of , and with respect to a squared error loss function can be obtained as and respectively.
Step 5) If are the ordered , and suppose we want to construct a 100 HPD credible interval of , then consider the following 100 credible intervals of :
Choose that interval which has the shortest length. Similarly, we can construct a 100 HPD credible interval of .
VI. NUMERICAL EXPERIMENTS
In this section, we present some experimental results, mainly to observe how the different methods behave for different sample sizes, and for different censoring schemes. We estimate the unknown parameters using the MLE, AMLE, Bayes estimators obtained by Lindley's approximations, and also by the Bayes estimators obtained by using MCMC technique. We compare the performances of the different estimators with respect to their average biases, and MSE.
We also compare the average lengths of the asymptotic confidence intervals to the HPD credible intervals by their coverage percentages. From now on, the Bayes estimators obtained by Lindley's approximation, and by using the MCMC technique, will be denoted by BEL, and BEM respectively.
All the experiments have been performed at the Indian Institute of Technology Kanpur on a Pentium IV processor using FORTRAN-77. We have used the random deviate generator RAN2 of Press et al. [23] . Because is the scale parameter, we have taken without loss of generality. Moreover, we present the result when is of the form , because in that case if represents the MLE or AMLE of , then the distribution of is independent of . Because of that result, we report the result only for ; but these results can be used for any other , as we will explain later.
For computing the Bayes estimators, we have assumed that , and have respectively , and priors. To make the comparison meaningful, it is assumed that the priors are non-informative, and they are . Note that in this case the priors are non-proper also. When , is not log-concave, but the posterior density function is still log-concave. Press [22] suggested to use very small non-negative values of the hyper parameters in this case, and it will make the priors proper. We have tried . The results are not significantly different than the corresponding results obtained using non-proper priors, and are not reported due to space.
We have considered different , , and values. In each case, we compute MLE, AMLE, BEL, and BEM. We compute the average estimates, and MSE over 1000 replications. We have also computed approximate 95% confidence intervals of the unknown parameters using the asymptotic distribution of the MLE, and also the HPD credible intervals using Gibbs samples. We replicate the process 1000 times; and report the average confidence/credible lengths, and coverage percentages. All the results are reported in Tables I-IV. Some of the points are quite clear from the experiments. For all the methods, and for both the estimators, it is observed that for fixed as increases, or increases the average biases, and the MSE decrease. The average confidence intervals and credible lengths also decrease as or increases for fixed . The AMLE work quite well in all the cases considered. Interestingly, the average biases of the AMLE are slightly smaller than the MLE, but the MSE are slightly larger, mainly for the scale parameters. The performance of the BEL are quite similar to the MLE in terms of biases, and MSE. Now, considering the confidence intervals and credible lengths, it is observed that the asymptotic results of the MLE work quite well, even when the sample size is 30. It can maintain the coverage percentages in most of the cases. However, when is small, and for , the coverage percentages are significantly higher than the corresponding nominal level. But when we replace the MLE by AMLE, the results are not that satisfactory. In most of the cases, the coverage percentages are smaller than the nominal level.
The performance of the credible intervals of BEM are quite satisfactory. The coverage percentages are close to the nom- (Table I) , the average MLE of will be 2 1.081, the MSE will be 4 0.056, the average 95% confidence length (Table III) will be 2 0.7464, and the coverage percentage will be 95%. Similarly, when , for , , and , the average MLE will be 2 1.044, the MSE will be 4 0.034, the average 95% confidence length (Table III) will be 2 0.6490, and the coverage percentage will be 95%. In this section, we present one data analysis for illustrative purposes. It is strength data originally reported by Badar & Priest [2] . The authors are thankful to Professor R.G. Surles for providing the data, which represent the strength measured in GPA for single carbon fibers, and impregnated 1000-carbon fiber tows. Single fibers were tested under gauge lengths of 1, 10, 20, and 50 mm. Impregnated tows of 1000 fibers were tested at gauge lengths of 20, 50, 150, and 300 mm. We will be considering the single fibers of 10 mm gauge length, with sample size . The data are available in Kundu & Gupta [19] . We use the data after subtracting 1.75, and consider the following two sampling schemes:
Scheme is and and Scheme is and
Before progressing, first we want to check whether the Weibull distribution fits the data or not, and that we have used the complete data. In this case, the MLE, AMLE, BEL, and We have plotted the different estimated density functions in Fig. 3 ; observe that they are almost identical.
For scheme 2, the MLE, AMLE, BEL, and BEM of are (2.8544, 0.5072), (2.8446, 0.5077), (2.8404, 0.5067), and (2.7894, 0.4987) respectively. The 95% confidence intervals based on MLE, AMLE, and the credible lengths based on BEM of are {(1.7980,3.9108) (0.3067,0.7077)}, { (1.7917,3.8974), (0.3070,0.7084)}, and {(1.8436,3.9430) , (0.3258,0.7263)} respectively. We plot all the estimated density functions in Fig. 4 . Observe that the density function obtained using BEM is slightly different than the other three density functions. Now, we want to see the effect of censoring on the estimation of the unknown parameters. We have plotted the three density functions based on MLE for complete, scheme 1, and scheme 2 data sets in Fig. 5 . Observe that the estimated density functions for complete, and scheme 1 data sets are almost identical. For scheme 1, the effect is not noticeable; but for scheme 2, the effect is quite severe. It is clear that the estimated density function obtained using the scheme 2 data set could not estimate the right tail properly because of the absence of information in that region.
VIII. OPTIMUM CENSORING SCHEME
In practice, it is quite important to choose the optimum censoring scheme among possible different schemes. In this section, we briefly describe how to choose an optimum censoring scheme among possible schemes. Here, a possible Type-II hybrid censoring scheme means, for a fixed sample size , a particular choice of , when . Therefore, a practitioner might be interested in choosing that particular Type-II hybrid censoring scheme, which provides the maximum information of the unknown parameters. Another important problem might be to choose between a Type-I, and Type-II hybrid censoring scheme. For example, if there is a Type-I hybrid censoring scheme
, and a Type-II hybrid censoring scheme , one is interested to know which one provides more information about the unknown parameters. In both the problems, one of the common points is to define an information measure for a given censoring scheme. Note that, if only one parameter is unknown, then it can be defined as a measure which is inversely proportional to the asymptotic variance of the unknown parameter; see Zhang & Meeker [24] . But if both the parameters are unknown, then it is not very easy to define. Some of the existing choices are the trace, or determinant of the Fisher information matrix. But unfortunately, they are not scale invariant; see Gupta & Kundu [15] .
One way to define the information measure for a particular sampling scheme is as the inverse of the asymptotic variance of the 100 -th quantile estimator obtained using that particular scheme; see for example Zhang & Meeker [24] . Because this information measure depends on , recently Gupta & Kundu [15] proposed the information measure (31) where denotes the asymptotic variance of the 100 -th quantile estimator obtained using the Type-II hybrid censoring scheme ; or a more general information measure can be defined as
Here, is a non-negative weight function defined on (0, 1). Note that the information measure proposed by Zhang & Meeker [24] is a particular case of (32). Similarly, we can define or also. Now, among the different Type-II hybrid censoring schemes, if somebody wants to choose that scheme which provides the maximum (31) or (32), the obvious choice should be . Similarly, between a Type-I hybrid censoring scheme , and a Type-II hybrid censoring scheme , one should prefer that particular scheme which provides the maximum information measure. Moreover, between the Type-I hybrid censoring scheme , and Type-II hybrid censoring scheme , clearly provides more information than . Therefore, without restricting the duration of the experiment, our result is not important. One way to bring the time into consideration is to introduce a cost factor on time. In this paper, we do not use the cost factor approach. Instead we choose that scheme which provides the maximum information measure among the schemes with a given maximum expected duration of the experiment.
To choose the optimum censoring scheme, or to choose between a Type-I or a Type-II hybrid censoring scheme, the experimenter needs to know the unknown parameters. In practice, if it is completely unknown, the experimenter needs to perform some pilot experiments to approximate the unknown parameters. We observed in the numerical study, although we could not prove it theoretically, that for fixed and as increases, or for fixed and as increases, the information measure (31) increases. Therefore, for the Type-II hybrid censoring scheme for the given time period , we choose the maximum , say , such that . This result means that among all the possible Type-II hybrid censoring schemes, whose expected durations are less than , has the maximum value. Similarly, for the Type-I hybrid censoring case also, for fixed and as increases, or for fixed and as increases, the information measure increases. Therefore, for a Type-I hybrid censoring scheme, among all the possible Type-I hybrid censoring schemes whose expected durations are less than , has the maximum value. Similarly, for fixed , the choice between , and can be easily made based on their information measures.
Now we discuss with an illustrative example how to choose the optimum scheme for fixed ; and when the shape, and scale parameters are known. Because is the scale parameter, we take , without loss of generality. We illustrate the result for , and . Now, if we put 10 items on test, then without any censoring mechanism, the expected duration of the experiment is , where is the maximum order statistic of a sample of size 10, from a Weibull distribution with the shape parameter 2, and scale parameter 1. Therefore, (33) indicates that, without any censoring mechanism, the expected duration of the experiment is 1.68 units of time. But suppose the experimenter can afford only 1.26 units ( 75% of 1.68) of time. Then what should be the optimum choice? Observe that . Therefore, the optimum Type-I, and Type-II hybrid censoring sampling schemes will be {[1.26, 9]}, and {(1.26, 8)} respectively; and between the two options, choose the one which produces the higher information measure.
IX. CONCLUSIONS
In this paper, we consider the classical, and Bayesian inference procedures for the Type-II hybrid censored Weibull parameters. We provide the maximum likelihood estimators, and it is observed that the maximum likelihood estimators of the unknown parameters can be obtained by solving a simple iterative procedure. We have also proposed approximate maximum likelihood estimators of the unknown parameters, and they can be obtained explicitly. The Bayes estimators of the unknown parameters can not be obtained in explicit forms, and we have proposed two approximations which can be implemented very easily. We compare the performance of the different methods by Monte Carlo simulations, and it is observed that the performances are quite satisfactory. The conditional density of , and given the data is
The conditional density of given the data is
The log-likelihood of is (35) Because is log-concave, and using Lemma 1 of Kundu [18] , it follows that Therefore, the result follows.
