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The coefficient of variation (CV ) is an
important and underused statistic that
implies that the standard deviation has dif-
ferent meanings depending on the mean
(Fisher, 1925; Yates, 1951; Yadav et al.,
2013; Trafimow, 2014) and is computed
by dividing the standard deviation by the
mean
(
CV = σμ
)
. To gain a feel for how
means impact the meanings of standard
deviations, imagine that there are two
classes and that the standard deviation of
the final exam is 5 points in both of them
but that the mean is 25 in Class 1 and 75
in Class 2. It follows that the coefficient
of variation is 0.200 in Class 1 whereas it
is 0.067 in Class 2. Thus, relative to the
mean the standard deviation is thrice the
size in Class 1 as in Class 2. Consequently,
the actual value of the standard deviation
is the same in both classes but its meaning
is very different.
In keeping with this Special Issue on
means, my goal is not to discuss how
means influence the meanings of stan-
dard deviations (see Trafimow, 2014 for
this discussion). Rather, it is to show that
the coefficient of variation is a two edged
sword so that if means modify the mean-
ings of standard deviations, the reverse
also is so. Standard deviations influence
the meanings of means. An easy demon-
stration involves defining a new variable,
termed the coefficient of centrality (CC),
which is the reciprocal of the coefficient
of variation and is given as Equation (1)
below.
CC = 1
CV
= 1μ
σ
= μ
σ
(1)
To gain a preliminary idea of how the
coefficient of centrality works, suppose
Company A makes pies with a mean of
100 per day and distributes them to a store
that, on average, sells 100 of the pies per
day. Attending only to means, life seems
good because Company A is producing
exactly the number of pies that maximizes
profit but avoids the perils of overpro-
duction. But now consider the standard
deviation. Suppose that the standard devi-
ation is 15 so that there is an approximately
16% chance that on any particular day, the
factory will be short by 15 or more pies
and a 16% chance that the factory will
be long by 15 or more pies. Now, imag-
ine that the company makes an innovation
that reduces the standard deviation from
15 to 5. From a mean-centric point of
view, the innovationmight seem irrelevant
because the mean remains at 100 pies per
day. But the coefficient of centrality sug-
gests otherwise as the innovation causes
an increase in the coefficient from 6.67 to
20. Now the probability of underproduc-
tion by 15 or more pies decreases from
16% to 0.15% and the probability of over-
production by 15 or more pies decreases
similarly. Clearly, the same mean value
of 100 pies per day has different impli-
cations for underproduction and over-
production depending on the standard
deviation.
Let us now consider Company B that
also makes pies. This company produces
a mean of 105 pies per day, with a stan-
dard deviation of 15 pies, even though
their outlet is only willing to buy 100 pies
per day. A possible reason for overpro-
ducing is that it is much worse to anger
the customer by not having enough pies
than to overproduce. Assuming this reason
is valid, if we take Company A before its
innovation when it also had a standard
deviation of 15 but a mean of 100, it is
obvious that the mean of Company B is
higher than the mean of Company A, and
Company A is therefore more at risk of
angering its customer base. But let us now
compare the means of the two companies
after the Company A innovation reduced
its standard deviation to 5. Which mean
is larger? It depends on what we mean by
“larger.” At first blush, the mean is 105
for Company B and 100 for Company A
and so the mean is larger for Company
B than for Company A. On the other
hand, consider the coefficients of central-
ity; these are 7 for Company B and 20
for Company A and suggest the opposite
conclusion. Which conclusion is correct?
It depends on the goal. If the goal were
simply to maximize pie production over a
period of time, then a mean of 105 is supe-
rior to a mean of 100. But if the goal is
to avoid dramatic underproduction, then
the latter conclusion is correct; Company
B (despite the mean of 105) will have
more days of dramatic underproduction
than will Company A (despite the mean of
100). The coefficient of centrality demon-
strates that means have different meanings
depending on standard deviations.
Consider a more basic example. One
professor teaches an undergraduate class
on abnormal psychology and another
professor teaches an undergraduate class
on cognitive psychology where the mean
scores on the final exam are 75% and 65%,
respectively. Is the abnormal psychology
class better than the cognitive psychology
class? Suppose that the standard deviations
are 25% and 5% so that the coefficients
of centrality are 3 and 13, respectively.
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Relative to the standard deviations, the
cognitive psychology class mean well
exceeds the abnormal psychology class
mean, which suggests exactly the oppo-
site conclusion. Of course, there are many
other factors that could be at play but
the coefficient of centrality suggests that
it can be a mistake to consider the means
without also considering the standard
deviations.
In light of this example, it is worth
mulling over advanced statistical liter-
atures pertaining to standard deviation
weighted analysis of variance (Kulinskaya
et al., 2003) and weighted least squares lin-
ear regression (Strutz, 2010). These anal-
yses result in means that are weighted by
standard deviations to take differing stan-
dard deviations (heteroscedasticity) into
account. Given the availabilities of the pro-
posed coefficient of centrality and these
advanced methods, it is difficult to justify
researchers routinely failing to consider
standard deviations when interpreting
their means in future research, regardless
of how complicated the data happen to be.
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