The linked simulation-optimization model can be used for solving a complex groundwater pollution source identification problem. Advanced simulators have been developed and successfully linked with numerous optimization algorithms for identification of groundwater pollution sources. However, the identification of pollution sources in a groundwater aquifer using linked simulation-optimization model has proven to be computationally expensive. To overcome this computational burden, an approximate simulator, the artificial neural network (ANN) model can be used as a surrogate model to replace the complex time-consuming numerical simulation model. However, for large-scale aquifer system, the performance of the ANN-based surrogate model is not satisfactory when a single ANN model is used to predict the concentration at different observation locations. In such a situation, the model efficiency can be enhanced by developing separate ANN model for each of the observation locations. The number of ANN models is equal to the number of observation wells in the aquifer. As a result, the complexity of the ANN-based simulation-optimization model will be related to the number of observation wells. Thus, this study used a modified formulation to find out the optimal numbers of observation wells which will eventually reduce the computational time of the model. The performance of the ANN-based simulation-optimization model is evaluated by identifying the groundwater pollutant sources of a hypothetical study area. The limited evaluation shows that the model has the potential for field application.
Introduction
Identifying the groundwater pollutant source is a very difficult and time-consuming process due to the involvement of aquifer simulation model with the optimization model. As simulation model is linked with the optimization model, the model is known as the simulation-optimization model. The source identification model can be regarded as an inverse problem and can be solved using inverse optimization technique. The complexity of the aquifer simulation model has led the solution of the source identification model highly computationally expensive. The focus of every source identification model is not only to solve the problem but also to make it efficient with respect to computational time. Numerous attempts have been made by adopting various simulation models but the real challenge lies on the degree of effectiveness of the simulator. There are various techniques for solving the groundwater source identification problems viz. response matrix approach, embedded technique and linked simulation-optimization methods. The study on unknown groundwater pollution source identification using response matrix method was first adopted by Ref. [1] . They used the least square method and linear programming for solving the optimization model. This approach was adopted by many researchers in the earlier stage of identification of unknown groundwater pollutant sources [2] - [7] . Although the evolvement gave various platforms for further research but one of the major disadvantages was the non-satisfactory performance while solving the non-linear system. Later, Ref. [8] applied embedded technique for optimal source identification, but this technique is limited to only small-scale problems of groundwater management. In spite of the limitations, the embedded approach has been adopted by various researchers [9] - [13] . Taking into account the lacunae faced by the researchers in the field of groundwater management modeling, the linked simulation-optimization model originated. Ref. [14] formulated a non-linear linked simulation-optimization model and successfully identified the groundwater pollution source locations and release history using a new approach known as Progressive Genetic Algorithm (PGA). The results obtained were found to be encouraging even with large measurement errors. Ref. [15] used Genetic Algorithm for solving the multiple unknown pollutant sources. They linked the optimization model to an external flow and transport simulation model and eliminated the computational complexity in solving large embedded non-linear optimization models.
One of the major advantages of using linked simulation-optimization is that the simulator is externally linked to the optimization model. As such, any type of complex simulator also can be easily incorporated into the optimization model. Numerous researchers adopted various groundwater simulation models by linking with the optimization model. Ref. [16] adopted linked simulation-optimization approach for solving the groundwater pollutant source identification using the groundwater simulation model SUTRA. They have used the optimization solver MINOS for solving the problem. With the advancement of technologies, the solution of the complex physical processes of groundwater flow and transport can be performed by some of the standard simulation models like MODFLOW, MT3DMS, FEMWATER, HST3D, SEAWAT etc. Although the linked simulationoptimization model has the capability of successfully solving the groundwater problems but their performances are computationally expensive as there requires a large number of iterations to reach an optimal solution. One of the best techniques to deal with computational efficiency is the use of approximate simulation model. Artificial neural network (ANN) model is one of the most effective as well as popular models used for replacing the numerical aquifer simulation model. This has been confirmed by various groundwater management studies that introduction of ANN enhances the computational efficiency of the linked simulation-optimization model. The large scale complex problems such as pattern recognition, nonlinear modeling, classification, association, and control can be solved using ANN from given patterns [17] . Ref. [18] applied the ANN model on three types of groundwater and management problems and affirmed the efficiency after using ANN. Ref. [19] studied on the identification of groundwater pollution sources using ANN model and found that the performance of the ANN model was highly resistant even with large concentration measurement error. Later [20] solved ANN-GA based saltwater intrusion problems in a coastal aquifer and reported that the proposed model requires less computational time compared to embedded approach. Ref. [21] used ANN model to study the missing data scenario for pollutant source identification problem and showed that the model is capable of extracting the relation between the pollutant sources and their corresponding contaminant concentrations. Ref. [22] successfully solved the groundwater management model by developing ANN-PSO model. The objective of the model was to minimize the pumping cost of the well and the cost of the pipeline of Dore river basin in France. Ref. [23] adopted hybrid optimization technique for identification of groundwater pollution sources and found that the computational time can be reduced to a good extent when compared to an ANN based and GMS based optimization model. The review of the literature suggested that ANN based simulation-optimization model is computationally efficient in obtaining pollution source location of an aquifer. It has also been observed that for a large scale aquifer, the performance of the ANN model is found to be unsatisfactory when a single ANN model is used to predict the contaminant concentrations at different observation locations. For this reason, separate ANN models have to be developed for each of the observation location. Thus, the number of ANN models is equal to the number of the observation wells used in the model. Incorporating more number of observation wells will increase the computational time of the model. At the same time, the optimal location of the observation wells, as well as the number of observation wells to be considered in the model are also not known. Considering all these aspects, this study presented a modified optimization formulation for obtaining the contaminant sources. The data required for training the ANN model has been generated using the groundwater transport model MT3DMS. The performance of the developed methodology is evaluated in a large hypothetical study area by identifying groundwater pollutant sources.
Study Area
The hypothetical problem considered by [23] is adopted to evaluate the performance of the proposed model. The area is bounded by two rivers on the western and southern direction as shown in Figure 1 . The coverage area of the confined aquifer is approximately found to be 17.35 km 2 . The presence of two rivers on the western and southern sides of the aquifer defines the boundary condition to be a constant head, whereas no flow boundaries exist on the remaining north-east directions. The hydrogeological parameters for the study area are given in Table 1. The area comprises of five pollutant sources, designated as S1, S2, S3, S4 and S5. The pollutant sources are active for five time steps and the magnitude of source fluxes are shown in Table 2 . There are four pumping wells located in the aquifer marked as P1, P2, P3, and P4. The pumping rates of the pumping well locations are shown in Table 3 . For the present study area, a total number of thirty observation wells are considered (W1, W2…W30). The reason for placing the observation wells very near to the pollutant sources is because the area being very large in size, less concentration of pollutant will be transported to the other end of the study area. The groundwater flow and transport processes are simulated for a period of 5 years at a time step of three months. Table 3 . Pumping rates of the wells at the pumping well location of the aquifer. 
Groundwater Source Identification Model
The groundwater pollution sources can be identified using inverse optimization technique. There are mainly two objective functions used in the optimization model. The first objective function minimizes the difference between the observed and the simulated concentrations at the observation locations. Whereas the second objective function will allow the model to select those observation wells whose concentrations are large and monitors effectively throughout the stress period. It can be further added that the second objective function will not select that observation wells which are located very far from the pollutant sources as the contaminant concentration observed in those wells will be negligible at different time steps. So, the combination of these two objectives will allow the model to identify the pollutant source effectively and the select only those optimal well locations which will monitor large contaminant concentration. The objective function can be written as:
Subject to the constraints CS represent the observed and simulated concentrations at m th observation well location at time period n; m z is the binary decision variable which indicates whether an observation well will be selected or not at the location "m". m z equals to 1 if an observation well is installed and 0 otherwise. max M and min M represents the maximum and minimum permissible wells that are to be installed for the given period. P and K are the total no of well locations and the time period that are considered, respectively. 1 w and 2 w are weights for the first and second objective functions. D is a constant to be assigned by the user.
For obtaining the unknown contaminant sources in an aquifer, an aquifer simulator is required to be linked with the optimization model. The aquifer process can be simulated by solving the flow and transport equation using a numerical technique. As mentioned earlier, the numerical simulation model is computationally expensive. The computational time can be reduced using ANN based surrogate model. But developing an ANN model for each of the observation well will also be an issue of increasing computational time for a large study area. Therefore, the modified formulation presented above searches for an optimal number of observation wells which will reduce the computational burden of the model and eventually identify the pollutant sources efficiently. The ANN simulation will be performed only for those locations where the z value is equal to one. As mentioned earlier, the simulation has been performed for five years and the search was performed to find the optimal number of wells at the end of 1st year, 3rd year and 5th year. A total number of 30 potential observation wells were used for all the three time periods. From the initially placed potential observation wells, the objective function directs the optimization model to select the best match concentrations between the observed and simulated from all the considered locations and time steps. The constraint sets a boundary condition for the objective function to choose an optimal number of wells between 10 and 20 numbers of monitoring wells for the three time periods.
The additional binary decision variable introduced in the constraint function decides whether an observation well will be selected or not given by 0 or 1, respectively. It is to be noted that the placing of a large number of observation wells far from the pollutant sources might not identify the pollutant source efficiently because the location of the wells being far from the source will become redundant. Hence, the optimal number of well locations around the pollutant sources will efficiently identify the pollutant sources. The optimization model is solved using genetic algorithms as it has a binary variable.
In this evaluation process, the ANN models developed for each observation location will be repeatedly called by the optimization model. During each successive generation, the existing population undergoes the subsequent steps of selection, crossover and mutation to produce an advanced breed. This continues until the termination criteria of the simulation-optimization are not satisfied. The best offspring tends to give the best optimal solution of the inverse optimization problem. The genetic algorithm parameters used are shown in Table 4 . The schematic representation of the ANN-GA methodology is shown in Figure 2. 
Simulation Model
MODFLOW and MT3DMS models are used for simulating the groundwater flow and transport processes. In the present methodology, the data pattern required for training the ANN model is generated using the MT3DMS model.
Simulation of Groundwater Flow and Transport
The simulation of groundwater flow and transport in an aquifer can be solved using the two partial differential equations. The groundwater flow equation for two-dimensional flow in a confined homogeneous aquifer can be written according to [24] as: The governing equation for contaminant mass transport in groundwater is given by [25] and can be written as: 
Development of ANN Model as Approximate Simulator
Ref. [26] developed the first simple neural network and now ANN is considered as the best approximate model due to its ability to solve a problem by storing the information of large input and output pattern. The basic processing unit of an ANN model is the neuron which resembles the biological nervous system of the human brain. The ANN model is developed with three neuron layers. These are input, output, and hidden layers. In this whole process of learning, the input layer receives the input data and the synaptic weight present between the neurons stores the knowledge [27] by following the pattern of the data set. Once the ANN model is trained according to the data pattern, subsequently it can be used to predict the output.
Architecture and Generation of ANN Pattern
For the present methodology, single hidden layer architecture is adopted. There are no definite rules for selecting the number of hidden layers and the number of neurons in the architecture, it is determined on the basis of trial and error. The ANN model is trained using Levenberg-Marquardt algorithm. A unipolar sigmoidal transfer function and a purely linear transfer function are used for the neurons in the hidden layer and in the output layer of the network respectively. There are number of important ANN parameters which must be selected through comparative study. The ANN parameters are the learning rate and the momentum rate. Once the combination of the ANN parameters are decided for designing an ANN model it can be further used in the training of ANN model. The learning rate signifies the rate at which the weight is changes in the training phase. A fast learning rate will require less computational time to train the network. Whereas a slow learning rate slows down the training procedure and would require more computational time [28] . To overcome this, the momentum rate is introduced which will improve the learning rate by further adjusting the weight vector and would ultimately give an upgraded solution. The input data to the ANN model are the groundwater pollutant source fluxes which are active for five-time steps at an interval of three months. The corresponding contaminant concentrations at the specified observation location will constitute the output pattern for the ANN model. A total number of 2000 input-output patterns were generated using the MT3DMS model. The input and output files for the MODFLOW and MT3DMS model has been developed using Groundwater Modeling System (GMS) platform. Once the files are generated, the models are run using Matlab [23] . From the total number of generated data, 60% is used for training the ANN model which will subsequently learn the input pattern producing the desired outputs. The remaining 40% patterns are further used for testing and validating the ANN model.
Development of the Artificial Neural Network
There are five pollutant sources in the study area and the simulation is performed for a period of five years at an interval of ninety days. As such a total number of 25 pollutant source fluxes will be used as the input to the ANN model. The pollutant sources are active for five-time steps. The output from the ANN model is the concentration at the observation locations for all the five years which will be equal to 20. There are 30 observation wells in the aquifer. As such, 30 models have been developed. Then each of these models will be used in predicting the contaminant concentrations at the well locations. A total number of three layers are used with one input layer, one hidden layer, and one output layer. The developed architecture for the ANN model can be represented as 25-40-20 which has been shown in Figure 3 . The self-teaching ability of the ANN model depicts to be the highly effective approach for the inverse optimization problem. If the training algorithms are selected effectively, then the developed model tends to be a robust one.
Results and Discussion

Performance of the ANN Model
The ANN models developed for the thirty observation wells of the illustrative study area are incorporated with the optimization model for identification of pollutant sources and the optimal location of the monitoring wells. Figure 4 shows the performance of the ANN model as an approximated simulator of the groundwater transport processes. The scatter plot shows that there is a very high correlation between the actual and the predicted normalized contaminant concentrations. The actual concentrations are simulated using the groundwater transport model MT3DMS whereas the predicted concentrations are obtained using the ANN model. From the value of the R 2 , it can be observed that the performance of the ANN model as an approximate simulator is quite good.
Identification of the Contaminant Sources
As discussed above, the developed ANN model is linked with the optimization model. The optimization problem is solved using Genetic Algorithms. In every generation of Genetic Algorithms, the ANN models have to be run to calculate the simulated concentration at observation locations. Although there are thirty ANN models need to be run in every generation of Genetic Algorithms, it will actually run the ANN model of only those locations where the z value is one. Thus, the number of ANN model run in every generation is always less than the maximum number of observation wells. The results obtained using the proposed model is compared between the actual and the predicted pollutant sources as shown in Figure 5 . Table 5 shows the estimated pollutant sources and is compared with the actual source values of the study area by calculating the absolute relative error. The pollutant sources are active for five-time steps i.e. 15 months only. There are altogether four active sources and one dummy source. It is observed that the sources (S1, S2, S3, S4 and S5) are predicted very efficiently. Even though the source pollutant S3 is a dummy source, some source concentration has been identified due to the effect from other pollutant sources. Therefore, with the increase of number of sources and the overlapping of the pollutant plume, there will be less probability of the identification of the sources.
Optimal Location of Observation Wells for Different Time Period
Even though the movement of the pollutant sources in the groundwater is considered to be a slow process but considering the dynamic nature of the pollutant sources, the location for optimal number of observation wells will be selected at the end of first year, third year and fifth year. The model selects optimal number of wells for each time period from a total number of 30 observation wells locations. In the first year, the optimal well locations selected by the model are close to the source locations. It can be seen that the location of the optimal well follows the path of the plume and a total number of 15 wells are selected ranging between 10 and 20 which are the maximum and the minimum number of optimal wells allowed by the model ( Table 6) . A total number of five optimal wells are detected close to the source S5 (with I = 28, j = 53, k = 1). The model selects a sum of six optimal wells around the sources S4 (i = 60, j = 48, k = 1) and S3 (i = 71, j = 59, k = 1). However, it is observed that S2 (i = 73, j = 48, k = 1) being a dummy source no optimal wells were selected around it by the model. The model manages to select four optimal wells for the pollutant source S1 (i = 8, j = 30, k = 1). The source locations along with the optimal observation well locations at the end of the first time period are shown in Figure 6 .
The observation well locations for the second and third time periods can be seen in Figure 7 and Figure 8 respectively. The grid location of the optimal wells for the second and third time period is given in Table 7 and Table 8 respectively. It is seen that some of the wells fall far away from the outer contour of the contaminant plume. This is because the optimal wells detected will monitor for two long years and the concentration of the wells being dynamic in nature compels the wells to change their location with time. Hence, with the passage of time, the optimal wells are moving along the direction of the plume. It is also observed that the total number of optimal wells selected by the model is 10 for both the time periods.
Most of the selected optimal observation wells for all the three time period are found to be very close to the pollutant sources. It is due to the fact that the pollutant sources are active for five-time steps only. In the remaining time steps, the pollutant source becomes inactive resulting in the decrease of the pollutant concentration for the remaining time steps. It can also be noted that the observation well (W 30) located very far from the pollutant sources is not selected by the model as the well is not within the reach of the contaminant concentration. As mentioned earlier, ANN model is developed for all the thirty observation wells and each of these selected optimal wells represents those ANN models which perform as the best approximate simulator. The ANN-GA model took only 6 hours of CPU time to compute the simulation-optimization problem on a 2.27 GHz processor. Table 6 . Results for optimal observation well locations at the end of first year.
Time period
Number of selected optimal wells Location of the optimal observation wells (i, j, k) 
Conclusion
The present methodology has adopted linked simulation-optimization approach for efficient identification of pollutant sources in an aquifer. For reducing the computational time of the groundwater flow and transport processes, ANN model has been used as an approximate simulator. applied in a large study area of approximately 17 km 2 . A total number of 30 observation wells are used for the present study area. Thirty ANN models were developed for each of the thirty observation wells as performance of the simulation model is not satisfactory when a single ANN model is used to predict the concentration of all the observation wells. However, simulations performed by all these ANN models are also taking considerable CPU time. Therefore, the present study has focused on the selection of optimal observation wells which will ultimately reduce the computational time. The solution results show that the location of the optimal wells changes from one time period to another and shows the dynamic state of the network. The wells were selected by the model considering the budgetary constraints. These optimal wells detect the pollutant concentration very efficiently, matching the estimated fluxes with the actual fluxes. The relative error for the estimated source fluxes is found to be very negligible when compared with actual sources. From the performance evaluation of the results, it is seen that the ANN model can efficiently use as an approximate simulator for a large study area. However, detailed and hydrological parameters of a real large aquifer are required for evaluating the performance of the present methodology.
