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REFLECTION POSITIVITY IN HIGHER DERIVATIVE SCALAR
THEORIES
FRANCESCA ARICI, DANIEL BECKER, CHRIS RIPKEN, FRANK SAUERESSIG,
AND WALTER D. VAN SUIJLEKOM
Abstract. Reflection positivity constitutes an integral prerequisite in the
Osterwalder-Schrader reconstruction theorem which relates quantum field the-
ories defined on Euclidean space to their Lorentzian signature counterparts.
In this work we rigorously prove the violation of reflection positivity in a large
class of free scalar fields with a rational propagator. This covers in particu-
lar higher-derivative theories where the propagator admits a partial fraction
decomposition as well as degenerate cases including e.g. p4-type propagators.
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1. Introduction, main result, and physics implications
The requirement of unitarity provides stringent constraints on the structure of
a fundamentally admissible theory. A prototypical example for this is provided by
higher-derivative gravity which despite being perturbatively renormalizable [1] is
not considered as a viable quantum theory for gravity due to unitarity violation [2].
At the level of constructive quantum field theory (QFT) on a Lorentzian manifold
a precise notion of a QFT has been given in form of the Wightman axioms [3]. The
Osterwalder–Schrader reconstruction theorem [4] then allows to construct a QFT
satisfying the Wightman axioms from a probabilistic theory defined on a Euclidean
manifold M , provided that the latter satisfies the Osterwalder–Schrader axioms.
Since, in the latter case, the functional calculus is under much better control, due
to positive definiteness of the inner product on M and ellipticity of the Laplace
operator, probability theories play a crucial role in the treatment of QFTs.
In general the Osterwalder–Schrader axioms are defined for a generic partition
function Z[J ]. While the axioms of Euclidean invariance, analyticity and regularity
do not refer to the concept of time, reflection positivity equips M with a preferred
direction which is essential in the transition to Lorentzian spacetime. In this paper
we investigate the central Osterwalder–Schrader axiom, reflection positivity, for a
class of free scalar theories with a positive, analytic covariance operator C ≡ C(∆)
where ∆ ≡ −∂2 is the d-dimensional Laplacian. In this case lnZ[J ] = −〈J,CJ〉 /2
can be expressed as a suitable scalar product including the covariance operator C,
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which drastically simplifies the analysis. Given the fact that reflection positivity has
been proven for notoriously few theories including the free Klein–Gordon operator
(∆ +m2)−1 or the Dirac operator (see for instance [4, 5]), this constitutes a valid
starting point.
The main result of this article is Theorem 3.7 which provides a criterion on C
to be reflection positive and thus gives rise to a unitary and vacuum stable QFT.
The central ingredient thereby is the operation of time reflection θ : Rd → Rd,
given by (t, ~x) 7→ (−t, ~x) on a flat Euclidean spacetime M ≡ Rd. Based on this,
we define the operator Θ on the space of square-integrable functions L2(Rd) by
pullback of θ, i.e. for f ∈ L2(Rd), we define
Θf := f ◦ θ.
We follow the conventions of [4]: we define S(R+) to be the space of functions
f ∈ S(R) with supp {f} ⊆ R+ := [0,∞) By S(Rn+) we denoted the completed
topological tensor product S(Rn+) := S(Rn−1)⊗ˆS(R+), i.e., a function f ∈ S(Rn+)
if f ∈ S(Rn) and supp {f} ⊆ {x ∈ Rn, x0 ≥ 0}.
In the case of a free theory, reflection positivity can be rephrased into the fol-
lowing definition which we employ in the sequel of this paper:
Definition 1.1 (Reflection positivity). Let C be a covariance operator that com-
mutes with Θ. Then C is said to satisfy reflection positivity if for all J ∈ S(Rn+),
we have the inequality
I[J ] := 〈J,CΘJ〉 ≥ 0.
Based on this definition we derive necessary and sufficient conditions for a large
class of free propagators to satisfy reflection positivity.
Theorem 3.7 Let C be a real rational function which has no poles on R+. A nec-
essary and sufficient condition for the operator C(∆) to satisfy reflection positivity
is that the poles of C all lie on R−, are simple and with non-negative residue.
The key point in the proof is establishing a relation between reflection positivity
of C(∆) and its pole structure. We find that the inner product I[J ] ≡ 〈J,CΘJ〉
is a sum over the residues at the poles deformed by some J and pole dependent
prefactor. Hence, the number of poles, their degree and their type — in particular
whether they are real or complex — determine if I[J ] is non-negative for all J .
For simple real poles with non-negative residue, we prove in Proposition 2.2
intactness of reflection positivity, following an argument in [5]. In case of complex
poles (cf. Proposition 3.5) as well as non-simple real poles (cf. Proposition 3.6), we
construct an explicit J for which I[J ] becomes negative, hence showing violation
of reflection positivity.
Our results clarify important questions related to the vacuum stability and uni-
tarity of QFTs which are expected to be essential in any fundamental description
of nature. Based on the classical theorem by Ostrogradski [6], it is commonly ex-
pected that (inverse) propagators C−1 = pn(∆) where pn denotes a polynomial of
degree n ≥ 2 exhibit instabilities or unitarity violation. Theorem 3.7 provides the
quantum version of this classical analysis. It establishes an explicit relation be-
tween reflection positivity and the pole structure of C(∆). Reflection positivity is
retained if and only if each pole in C corresponds to a standard free field propagator
with a positive squared mass. This incorporates the analysis [5, 7, 8, 9], showing
that the Klein-Gordon operator C(p2) = (p2 + m2)−1 obeys reflection positivity.
At the same time our theorem shows that theories where C(∆) is a genuine ratio-
nal function containing higher powers of the Laplacian violate reflection positivity
and thus do not satisfy the prerequisites of the Osterwalder–Schrader reconstruc-
tion theorem. This comprises in particular higher derivative theories where the
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propagator admits a partial fraction decomposition which are unstable within the
classical Ostrogradski theorem and propagators possessing poles of order higher
than one.
Notably, the case where C(∆) = (∆ +m2)−1f(∆) with f(∆) being an entire,
analytic function of the Laplacian satisfying suitable fall-off conditions is covered
only partially by our theorem. Such structures underly the program of non-local
theories of gravity reviewed in [10] and may also appear naturally in the context of
noncommutative geometry [11, 12, 13] or Asymptotic Safety [14, 15, 16, 17].
The present work may be continued along several lines. Clearly, it would be
interesting to relax our assumptions on the analytic properties of C in order to cover
the entire class of non-local propagators. Along different lines, one may consider
non-scalar and interacting fields. The generalization for non-scalar fields may go
along the same lines as in [5]. Interacting fields may prove to be more problematic,
since reflection positivity does not reduce to a simple positivity condition of an inner
product. Finally, one may try to generalize Theorem 3.7 to non-flat spacetimes. As
a first step in this direction one might consider reflection positivity on a non-flat
background equipped with a foliation structure. For the case of the Klein–Gordon
operator, the corresponding generalization of the Osterwalder–Schrader axioms has
been considered in [5, 8, 9].
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cussions. The work of D. B., C. R., F. S., and W. v. S. is supported by the
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2. Setting and sufficient conditions for reflection positivity
Our starting point is a real rational function C that will describe the structure
of our propagator. Such a function admits a unique representation in terms of its
partial fraction decomposition (cf. [18, Corollary 5.5.4])
(1) C(x) =
N∑
j=1
 kj∑
n=1
ajn(x − zj)−n
+ p(x),
where p is a real polynomial. We say that zj ∈ C is a pole of order kj for C and we
write ord (C, zj) = kj . We denote the set of poles of C by PC . In the following we
will assume that C has no poles on the positive real line, i.e. PC ∩ R+ = ∅.1 The
coefficients appearing in the expansion can be computed as residues, by looking at
C as a complex function:
(2) ajn := res
z→zj
(
(z − zj)n−1 C(z)
)
.
The reality condition C(z) = C(z) implies that if zj is a complex pole of order kj ,
then zj is also a pole of order kj .
Using Fourier transforms and the pseudodifferential calculus on Rd (cf. [19, 20]),
together with the fact that C has no poles on R+, we can write the associated
covariance operator C(∆) as a sum of powers of resolvents plus a local operator
p(∆)
1In the physics setting such poles correspond to particles with a negative squared mass. Since
the existence of such a particle would allow to obtain an infinite amount of energy by creating
such particles from the vacuum, this case is excluded on physical grounds.
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(3) C(∆) =
N∑
j=1
 kj∑
n=1
ajn(∆− zj)−n
+ p(∆),
acting on the Schwartz space S(Rd+).
For later reference, let us remark that the operator C(∆) can be decomposed
into the sum of simpler operators, coming from separate poles:
Cλ(∆) =
k∑
n=1
(
an(∆− λ)−n + an(∆− λ)−n
)
λ ∈ C \ R, ord (C, λ) = k
Cµ(∆) =
k∑
n=1
an(∆− µ)−n µ ∈ R−, ord (C, µ) = k
Let J ∈ S(Rd+). For any w ∈ C \ R+, we denote by Iw[J ] the Klein–Gordon
propagator with (possibly complex) mass w:
(4) Iw[J ] =
〈
J,Θ(∆− w)−1 J
〉
.
Proposition 2.1. Let C be a real rational function with partial fraction decompo-
sition (1). Then I[J ] for the covariance operator C(∆) can be written as
(5) I[J ] =
N∑
j=1
kj∑
n=1
ajn
1
(n− 1)!
dn−1
d zn−1j
Izj [J ],
Proof. Substituting the expression for C(∆) into I[J ] we obtain
(6) I[J ] = 〈J, p(∆)ΘJ〉+
N∑
j=1
kj∑
n=1
ajn
1
(n− 1)!
dn−1
d zn−1j
〈
J,Θ(∆− zj)−1 J
〉
.
Since p is a polynomial, p(∆) is a local operator, thus the inner product 〈J,Θp(∆)J〉
vanishes since for J ∈ S(Rn+), supp {J} ∩ supp {ΘJ} = {0}. 
Having established a connection between reflection positivity and the pole struc-
ture of the propagator, we can prove the if part of our main theorem.
Proposition 2.2. A sufficient condition for C(∆) to satisfy reflection positivity is
that the poles of C all lie on R−, are simple and with non-negative residue.
Proof. In [5, 7, 8, 9], it is shown that, for all J ∈ S(Rd+) the integral Iµ[J ] ≥ 0,
µ ∈ R, is non-negative. If all poles are simple and in R−, we can write
I[J ] =
N∑
j=1
ajIµj [J ],
with aj = resz→µj C(z). The claim then follows from the assumption that all
residues are non-negative. 
The rest of the paper is devoted to showing that reflection positivity the sufficient
condition spelled out in Proposition 2.2 is actually a necessary condition. Namely,
we will show that reflection positivity is violated whenever there are complex poles,
real poles of higher order, or real poles with negative residue.
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3. Necessary conditions for reflection positivity
3.1. Properties of the Klein–Gordon quadratic form. A key role in the dis-
cussion of this subsection is played by the Klein–Gordon propagator and its asso-
ciated integral Iz[J ] as defined in eq. (4).
In this subsection we collect three lemmata that will allow us to construct a
function J ∈ S(Rd+) such that Iz[J ] and its derivatives strongly violate positivity.
Lemma 3.1. Let w ∈ C \ R+, J ∈ S(Rd+) and Iw[J ] be defined as in (4). The
following identity holds true:
Iw[J ] =− πi
∫
dd−1 ~p√
w − ~p 2
J˜∗
(
−
√
w − ~p 2, ~p
)
J˜
(√
w − ~p 2, ~p
)
.
Proof. The proof consists of computing a contour integral in p0. Factorizing the
measure, we obtain after Fourier transforming that
Iw[J ] =
∫
dd−1 ~p
∫ ∞
−∞
d p0
J˜∗(−p0, ~p)J˜(p0, ~p)
(p0)2 + ~p 2 − w .
The p0 integral can be calculated by closing the contour in the lower half plane.
This gives
Iz[J ] = lim
R→∞
∫
dd−1 ~p
∫
ΓR
d s
J˜∗(−s¯, ~p)J˜(s, ~p)
s2 − (w − ~p 2) ,
where ΓR is a large semicircle of radius R such that ΓR ⊂ {z ∈ C | Im(z) ≤ 0}. The
integrand is meromorphic in the interior of the contour, since J˜(s, ~p) is analytic
in the lower half plane by the Paley–Wiener Theorem (cf. [20, Theorem 7.2.4]).
Furthermore, since the desired integral over p0 is over the reals, we can extend
J˜∗(p0, ~p) to an analytic function by considering J˜∗(s¯, ~p). Finally, the contribution
of the semicircular arc of ΓR to the integral vanishes in the limit R → ∞, since J˜
is falling off sufficiently fast by the same Paley–Wiener theorem.
The contour integral is now calculated by the residue theorem; the integrand has
poles at ±
√
w − ~p 2, with the convention that
√
w − ~p 2 lies in the lower half plane
w{w − ~p2}
branch cut
{√
w − ~p2
}
Figure 1. The two square roots (in blue) of w − ~p 2 as ~p varies
over Rd−1 (in red). We adopt the convention that
√
w − ~p 2 lies in
the lower half plane (solid blue line). The branch cut will never be
crossed because of our assumption that w /∈ R+.
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(cf. Figure 1). The integral is then given by
Iw[J ] =− 2πi
∫
dd−1 ~p res
s→
√
w−~p 2
J˜∗(−s¯, ~p)J˜(s, ~p)
s2 − w − ~p 2
=− πi
∫
dd−1 ~p√
w − ~p 2
J˜∗
(
−
√
w − ~p 2, ~p
)
J˜
(√
w − ~p 2, ~p
)
,
as desired. 
The second lemma is a homogeneity property of Iw[J ], which follows from the
previous lemma.
Lemma 3.2. Let J ∈ S(Rd+), and let q be a polynomial. Then q(∆)J ∈ S(Rd+),
and
Iw[q(∆)J ] = q(w)q(w)Iw [J ],
for all w ∈ C \ R+.
Proof. Since q is a polynomial, the operator q(∆) is local. Thus, the support of
q(∆)J is contained in the support of J , which is contained in Rd+. Furthermore,
since J is smooth, q(∆)J is smooth as well.
For the next assertion, we use Lemma 3.1 to calculate Iw[J ]:
Iw[q(∆)J ] = −πi
∫
dd−1 ~p√
w − ~p 2
q˜(∆)J
∗
(
−
√
w − ~p 2, ~p
)
q˜(∆)J
(√
w − ~p 2, ~p
)
.
Since ˜(q(∆)J)(p) = q(p2)J˜(p) and ˜(q(∆)J)
∗
(p) = q(p2)J˜∗(p), the claim follows.
This completes the proof. 
Lemma 3.3. Let Iw[J ] be defined as in eq. (4). Then there exists a J ∈ S(Rd+)
for which
Iw[J ] 6= 0 .
Proof. First note that Iw[J ] extends to a continuous quadratic form on L
2(Rd+), so
that by a density argument it suffices to show that there exists a J ∈ L2(Rd+) for
which Iw [J ] 6= 0. We consider the following explicit candidate
J(τ, ~x) = χ[a,b](τ) · (c1 · · · cd−1)1/4e−π(c1x
2
1
+···cd−1x2d−1)
where χ[a,b] is the indicator function on the interval [a, b] ⊂ R+ and c1, . . . , cd−1 > 0.
One readily checks that for z in the lower half plane we have
J˜(z, ~p) =
1
2πiz
(
e−2πiaz − e−2πibz) 1
(c1 · · · cd−1)1/4 e
−π(p2
1
/c1+···p2d−1/cd−1).
We may now invoke Lemma 3.1 to write for this J that we have
Iw[J ] = − 1
4πi
∫
dd−1 ~p(
w − ~p 2
)3/2 (e−2πia√w−~p 2 − e−2πib√w−~p 2)2
× 1
(c1 · · · cd−1)1/2 e
−2π(p2
1
/c1+···p2d−1/cd−1).
Now observe that as we let c1, . . . cd−1 → 0 the Gaussian integrals converge to the
Dirac delta distribution δ(~p) (note, however, that this only applies to the com-
bined expression for J˜∗(−z¯, p)J˜(z, p) appearing in the above integral expression for
Iw(J); it is not the case that the function J˜(z, p) itself converges to a Dirac delta
distribution). Moreover, it is sufficient to consider this limiting case, since if the
above integral is non-zero in this limit, there must exist finite values of c1, . . . , cd−1
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for which Iw[J ] is also non-zero. It is now straightforward to compute that in the
limit we have
Iw [J ]
∣∣∣∣
c1,...,cd−1→0
= − 1
2(d+3)/2πi
w−3/2
(
e−2πia
√
w − e−2πib
√
w
)2
which is indeed non-zero for generic values of a and b. 
3.2. Reduction to separate poles. Before proceeding with considering the var-
ious cases, we will show that, whenever we have a term in the sum (1) which on
its own violates reflection positivity, we can always retune J in such a way that
it only depends on this term. This follows from Lemma 3.3, combined with the
homogeneity property of Lemma 3.2.
Lemma 3.4. For any pole λ ∈ PC , there exists a J ∈ S(Rd+) such that
I[J ] = 〈J,Cλ(∆)ΘJ〉.
Proof. Let again J ∈ S(Rd+) be such that Iλ[J ] 6= 0, by Lemma 3.3. We consider
the polynomial
q(z) =
∏
zj∈PC\{λ,λ}
(z − zj)kj .
By definition,
(7) I[q(∆)J ] :=
∑
j
kj∑
n=1
ajn
1
(n− 1)!
dn−1
d zn−1
Iz [q(∆)J ]
∣∣∣∣
z=zj
,
with the first sum running over the set of poles PC . If we set qj(z) = q(z)/(z−zj)kj ,
it is easy to see that the sums
kj∑
n=1
ajn
1
(n− 1)!
dn−1
d zn−1
Iz [q(∆)J ]
=
kj∑
n=1
ajn
1
(n− 1)!
dn−1
d zn−1
(z − zj)kj (z − zj)kj Is[qj(∆)J ]
vanish upon evaluation at zj 6= λ, λ.
Therefore, the only terms that are left in the sum (7) are the ones corresponding
to λ, λ, giving
I[q(∆)J ] = 〈q(∆)J,Cλ(∆)Θq(∆)J〉 ,
which proves the claim. 
3.3. Violation of reflection positivity. We are now ready to prove that the
condition in Propostion 2.2 is also necessary. We do this by constructing functions
in S(Rd+) that violate reflection positivity, in all the cases left out by the sufficient
condition in Proposition 2.2. The case of complex poles is covered by Propostion
3.5 while poles of higher order are excluded in Proposition 3.6.
Proposition 3.5. Let us assume that C has a pole in the upper half-plane. Then,
there exists J ∈ S(Rd+) such that
I[J ] < 0.(8)
Proof. In view of Lemma 3.4, we may assume, without loss of generality, that C
has exactly two complex conjugate poles, λ and λ of order k, with Im(λ) > 0.
Let J ∈ S(Rd+) be such that Iλ[J ] 6= 0, which is always possible in view of
Lemma 3.3. Let us choose a polynomial ansatz for q defined as follows
q(z) = (z − λ)k−1h(z), h(s) = 1− α¯
2iIm(λ)
(z − λ) + 1.
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Note that the polynomial h is chosen in such a way that h(λ) = 1, and h(λ) = α.
We now compute
I[q(∆)J ] =2Re
k∑
n=1
an
1
(n− 1)!
dn−1
d zn−1
Iz [q(∆)J ]
∣∣∣∣
z=λ
=2Re
k∑
n=1
an
1
(n− 1)!
dn−1
d sn−1
(z − λ)k−1(z − λ¯)k−1h(z)h(z¯)Iz [J ]
∣∣∣∣
z=λ
=2Re
(
α · ak (2iIm(λ))k−1 Iλ[J ]
)
,
In the first step, we have applied Lemma 3.2. In the last step, we have used that
(z − λ)k−1 vanishes at λ, with all of its derivatives except for the k − 1-th. Note
that Im(λ) 6= 0, and Iλ[J ] 6= 0 by construction, hence we can choose α to make the
above expression negative, to prove the statement. 
The case of real poles of order greater than one can be treated similarly.
Proposition 3.6. Suppose that C(z) has one real pole of order greater than one.
Then, there exists J ∈ S(Rd+) such that
I[J ] < 0.(9)
Proof. By Lemma 3.4, it is not restrictive to assume that C has exactly one pole µ
of order k > 1.
Let J ∈ S(Rd+) be such that Iµ[J ] 6= 0, which again is always possible in view of
Lemma 3.3.
We proceed similarly to the proof of Proposition 3.5 and choose for q a polynomial
of the form
q(z) = α(z − µ)k−1 + 1.
Computing I[q(∆)J ], we obtain
I[q(∆)J ] =
k∑
n=1
an
1
(n− 1)!
dn−1
d zn−1
Iz [q(∆)J ]
∣∣∣∣
z=µ
=
k∑
n=1
an
1
(n− 1)!
dn−1
d zn−1
(
1 + 2α(z − µ)k−1 + α2(z − µ)2(k−1)
)
Iz [J ]
∣∣∣∣
z=µ
= I[J ] + 2α · akIµ[J ],
where we have used Lemma 3.2 in the first step. In the second step, we observed
that all derivatives of (z−µ)k evaluated at µ vanish, except for the (k−1)-th. Note
that ak is non zero by assumption and Iµ[J ] is non zero by construction; thus, we
can choose α such that I[q(∆)J ] < 0, which proves the claim. 
Finally, whenever C has a real single pole with negative residue, we can use
Lemma 3.4 to find a J such that I[J ] only depends on that pole, and the sign of
the residue will automatically imply that reflection positivity is violated.
Combined with the proof that simple real poles with non-negative residue satisfy
reflection positivity, we have completed the proof of our main result:
Theorem 3.7. Let C be a real rational function which has no poles on R+. A nec-
essary and sufficient condition for the operator C(∆) to satisfy reflection positivity
is that the poles of C all lie on R−, are simple and with non-negative residue.
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