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A local-global principle for preordered semirings
and abstract Positivstellensa¨tze
Tobias Fritz
Abstract. Motivated by trying to find a new proof of Artin’s theorem on positive poly-
nomials, we state and prove a Positivstellensatz for preordered semirings in the form of
a local-global principle. It relates the given algebraic order on a suitably well-behaved
semiring to the geometrical order defined in terms of a probing by homomorphisms to
test algebras. We introduce and study the latter as structures intended to capture the
behaviour of a semiring element in the infinitesimal neighbourhoods of a real point of the
real spectrum. As first applications of our local-global principle, we prove two abstract
non-Archimedean Positivstellensa¨tze. The first one is a non-Archimedean generalization
of the classical Positivstellensatz of Krivine–Kadison–Dubois, while the second one is
deeper. A companion paper will use our second Positivstellensatz to derive an asymp-
totic classification of random walks on locally compact abelian groups.
As an important intermediate result, we develop an abstract Positivstellensatz for
preordered semifields which states that a semifield preorder is always the intersection
of its total extensions. We also introduce quasiordered rings and develop some of their
theory. While these are related to Marshall’s T -modules, we argue that quasiordered rings
offer an improved definition which puts them among the basic objects of study for real
algebra.
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1. Introduction
Hilbert’s 17th problem on positive polynomials is arguably the most archetypical prob-
lem of real algebra. Artin’s 1926/7 solution has helped spawn not only a large number
of generalizations and variations known as Positivstellensa¨tze, but even the entire subject
of model theory: Artin’s arguments are now viewed as involving a special case of Tarski’s
transfer principle, going back to work of Tarski and Seidenberg from the 1950’s.
One might naively expect that there ought to be a purely algebraic proof of Artin’s
theorem, taking the form of an argument which does not use or redevelop quantifier elimi-
nation for R (or a special case of it). However, finding such a proof remains a long-standing
open problem. As with Artin’s original proof, one may hope for a new proof to provide
new insights which would also be of use in many other ways, for example by helping to
achieve some unification of the myriad of Positivstellensa¨tze through further generalization.
Motivated by this idea, this paper develops a number of new tools and methods for real
algebra and utilizes them to prove several new Positivstellensa¨tze for ordered rings and
related algebraic structures, in particular preordered semirings.
Let us sketch the features of our new methods by first discussing two kinds of obstacles
that any proof of Artin’s theorem must overcome.
⊲ The cone of sums of squares of polynomials is not Archimedean: it is obvious that
there are polynomials which cannot be made into a sum of squares by adding a
suitably large constant (such as any polynomial with a unique term of highest
degree but negative coefficient). This poses a challenge since many existing Posi-
tivstellensa¨tze require Archimedeanicity of the positive cone, especially those that
do not already use Tarski’s transfer principle in their proof.
⊲ One needs to deal with positive polynomials which may have zeros of any order, or
may even vanish to any order on any algebraic subset of Rn. This is problematic
because most Positivstellensa¨tze either require strict separation away from zero at
the geometric level in order to conclude the sharpest kind of algebraic positivity;
again especially so for those results which do not already use Tarski transfer in
the proof.
Our main results, coming in the form of a local-global principle for preordered semirings as
well as certain abstract Positivstellensa¨tze which follow from it, attempt to address both
of these obstacles. This works as follows.
⊲ Our local-global principle does not require Archimedeanicity, but only a weaker
condition that we call polynomial growth. Intuitively, this states that every ele-
ment is upper bounded by a sufficiently large power of a fixed element. Roughly
speaking, upon ordering the polynomial ring R[X1, . . . ,Xd] by the sums of squares
cone, the polynomial
u := 2 +
∑
i
X2i
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is such an element: for any other polynomial p, one can add a suitable sum of
squares to p and obtain a power of u.
⊲ Our local-global principle probes a given preordered (semi)ring not only by mono-
tone homomorphisms to R, but by monotone homomorphisms to more delicate
objects which we call test algebras. The paradigmatic examples of test algebras
are the truncated polynomial rings R[X]/(Xn), totally ordered in such a way that
a nonzero element is considered positive if and only if its lowest-degree term has
strictly positive coefficient. In particular, R is a test algebra. If we think of mono-
tone homomorphisms to R as points of some form of real spectrum, then consid-
ering monotone homomorphisms to the test algebras R[X]/(Xn) can be thought
of as probing the given preordered semiring on infinitesimal neighbourhoods of
spectral points. In this way, one can witness the algebraic positivity of elements
even when they have zeros on the spectrum.
Despite these innovations, we have not yet succeeded in finding a new proof of Artin’s
theorem on positive polynomials. In fact, both of our innovations also have shortcomings:
⊲ The non-Archimedeanicity requires that we also need to consider homomorphisms
to the tropical reals TR+ = (R+,max, ·) as part of the real spectrum. We have
not yet been able to obtain a full understanding of these homomorphisms in the
sums of squares of polynomials context (Problem 13.13).
⊲ There are more test algebras than just the above R[X]/(Xn). While we do not
yet have a complete understanding of their structure, they do seem to display a
surprising rigidity (Example 5.21 and after).
Nevertheless, our local-global principle specializes to two powerful non-Archimedean Pos-
itivstellensa¨tze, the simpler of which we will state below. In future work, we will show
that these Positivstellensa¨tze have surprisingly strong consequences in probability and in-
formation theory. In particular, our upcoming manuscript [4] will present an asymptotic
classification of random walks on locally compact abelian groups as an application, roughly
stating that one random walk will eventually overtake another if the moment-generating
function of the first dominates the moment-generating function of the second.
Quasiordered rings. Our test algebras mentioned above are a particular kind of
quasiordered rings, which we introduce in Definition 5.3. While quasiordered rings are
closely related to Marshall’s T -modules [14], the development of some of their basic theory
in Section 5 suggests to us that quasiordered rings should be considered to be among the
central objects of study for real algebra, forming a more flexible and natural variation on
Marshall’s definition.
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Preordered semirings. As we have already hinted at, our local-global principle is
concerned with preordered semirings (as was our earlier work [5]1). Since these are not usu-
ally considered in the context of real algebra, we give some further independent motivation
for these before stating our main results.
Ordered algebraic structures occur in manifold ways throughout mathematics. For
example, a very common type of question is of the following form: does a given object X
contain an isomorphic copy of another object Y ? Or, does X have a quotient which is
isomorphic to Y ? Just to give one concrete example where this type of problem occurs,
consider the classical problem in representation theory of determining the multiplicity with
which some irreducible representation Y occurs in a given representation X. So this asks:
what is the largest n ∈ N for which ⊕ni=1Y is a subobject of X? As this example shows, it
is often also of interest to consider such questions in the presence of additional algebraic
structure on the collection of all objects, such as direct sums, or tensor products. For
example, it may also be of interest to ask, is there an object Z such that X ⊗ Z is a
subobject of Y ⊗Z? Is there n ∈ N such that X⊗n is a subobject of Y ⊗n? More concretely,
these kinds of questions have recently been addressed with real algebra methods in the
context of graph theory [6, 20]. This has led to some progress in understanding the
Shannon capacity of graphs, a graph invariant notorious for being difficult to compute.
The definition of preordered semiring captures exactly the kind of structure that one
encounters in problems of that type. Namely, a preordered semiring is a preordered set
equipped with binary operations + and · , which are suitably monotone with respect to the
preorder, and such that these have neutral elements 0 and 1 and · distributes over +. So
in the metamathematical context described in the previous paragraph, the set (or proper
class) of isomorphism classes of mathematical objects forms a preordered semiring as soon
as there are notions of “direct sum” and “tensor product” such that the latter distributes
over the former (up to isomorphism), and such that the relevant notion of subobject or
quotient object interacts well with these direct sums and tensor products. For example,
this is the case for the category of finite-dimensional representations of a group over any
field.
The utility of preordered semifields. Our technical developments largely involve
preordered semifields, i.e. preordered semirings in which every nonzero element is invertible.
In fact, one of our key intermediate steps is the following abstract Positivstellensatz for
preordered semifields, which we will prove as Theorem 8.6.
1.1. Theorem. Let F be a preordered semifield. Then its preorder ≤ is the intersection of
all total semifield preorders on F which extend it.
Despite the simplicity of this statement, the proof is somewhat intricate and involves
a curious polynomial identity which we will prove as Lemma 7.1.
1Despite this thematic overlap, our current work is completely independent of our earlier paper: be-
ing completely algebraic in nature, our current approach leads to substantially stronger results than the
functional analysis methods of [5], and we recover our earlier result as Theorem 13.27.
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As our technical developments indicate, we believe that preordered semifields also de-
serve to be considered among the most fundamental objects of real algebra. In fact, there
are several important advantages to working with semifields rather than fields:
(a) Evaluation maps on a semifield of rational functions are typically still homomor-
phisms. For example with R+(X) denoting the semifield of rational functions
which are quotients of polynomials with nonnegative real coefficients, evaluating
at any positive real number defines a homomorphism R+(X) → R+. Of course,
the same does not work at the field level: there is no homomorphism R(X)→ R.
(b) As a consequence of Theorem 1.1, every strict semifield, i.e. one which is not a
field, can be totally preordered. This is in stark contrast to the difference between
fields and formally real fields.
(c) Again in contrast to fields, semifields often have homomorphisms to the tropical
reals TR+. These compactify the spectrum in many non-Archimedean situations,
such as in Propositions 13.10 and 14.6.
(d) Semifields can combine the convenience of invertibility with aspects of the fine
structure present in local rings and nilpotency. For example, let R(+)[X]/(X
2)
be the semifield of real linear functions r + sX with strictly positive constant
coefficient r > 0, modulo ignoring quadratic terms in their products. Then this is
a semifield with (r + sX)−1 = r−2(r − sX). At the same time, this semifield is a
real algebra analogue of the local ring of dual numbers R[X]/(X2).
(e) In a semifield that is not a field, the set of nonzero elements is closed not only
under multiplication, but also under addition (Lemma 3.16). Hence we can form
arbitrary expressions involving nonzero elements, and we do not need to check for
invertibility when inverting such an expression. This will be very convenient for
some of our lengthy considerations involving polynomial inequalities, in particular
those of Section 9.
(f) Using semiring homomorphisms as the morphisms of semifields, the category of
strict semifields has categorical products: if F1 and F2 are semifields, then their
categorical product F1 × F2 has underlying set given by a mere subset of the
cartesian product, namely
(F×1 × F
×
2 ) ∪ {(0, 0)},
with the componentwise algebraic structure.
Of course, there also are additional technical difficulties posed by working with semi-
fields rather than fields, some of which are related to these advantages. For example, we do
not expect there to be a well-behaved theory of algebraic extensions of semifields. Never-
theless, we have come to consider semiring and semifield theory to be our preferred setting
for real algebra.
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The local-global principle. After this long prelude, we now state our main result
for the first time. It may seem a bit unwieldy on first look and is indeed difficult to apply
in its present form. This is why we also consider two important special cases separately.
1.2. Theorem. Let S be a preordered semiring of polynomial growth and x, y ∈ S nonzero.
⊲ Suppose that there is nonzero a ∈ S with ax ≤ ay. Then the following hold for
every nondegenerate monotone homomorphism φ : S → A to a test algebra A:
(a) φ(x) ≤ φ(y).
(b) If φ(x) = φ(y) and ψ : S → TR+ or ψ : S → TR
op
+ is a φ-conditionally
monotone homomorphism with ψ−1(0) = {0}, then ψ(x) ≤ ψ(y).
⊲ Conversely, suppose that there is n ∈ N such that the following hold for every
monotone homomorphism φ : S → A to a test algebra A:
(c) If dim(A) < n, then:
(i) φ(x) ≤ φ(y).
(ii) If φ(x) = φ(y) and ψ : S → TR+ or S → TR
op
+ is a φ-conditionally
monotone homomorphism with ψ−1(0) = {0}, then ψ(x) < ψ(y) or ψ
factors through φ.
(d) If dim(A) = n and φ is nondegenerate, then φ(x) < φ(y).
Then there is nonzero a ∈ S such that ax ≤ ay.
Moreover if S is a semialgebra, then it is enough to require the above conditions
for R+-linear φ and ψ.
Roughly speaking, this result relates the existence of a such that ax ≤ ay to probing the
structure of S through homomorphisms to test algebras A and to the tropical reals TR+.
Indeed φ(x) ≤ φ(y) for all such homomorphisms φ is easily seen to be necessary in order for
ax ≤ ay to hold for some nonzero a. The difficult part is to show that suitably many strict
inequalities φ(x) < φ(y) imply the algebraic inequality ax ≤ ay for some nonzero a. One
of the main features of this result is that it can still apply in cases where φ(x) = φ(y) for
some φ, i.e. where x and y take some common values on the spectrum; our result can deal
with this as long as φ′(x) < φ′(y) holds in particular for those φ′ which probe infinitesimal
structure around the spectral point φ.
It is also worth noting that the relevant monotone homomorphisms S → TR+ often
behave like valuations in arithmetic. For example taking the degree of a polynomial is
a homomorphism R+[X] → TR+. Since no cancellations can occur with nonnegative
coefficients, the degree of a sum is indeed not just bounded by, but actually equal to the
larger of the two degrees.
1.3. Remark. As far as we can see, our Theorem 1.2 is not directly related to the local-
global principles for ordered rings proven by Scheiderer [17, 18].
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Preparing for the proof of the difficult direction of Theorem 1.2 will occupy us for most
of the paper.
Two simplified theorems and orderings between large powers. In its present
form, Theorem 1.2 not only sounds complicated, but is also difficult to apply due to a lack
of understanding of the structure of test algebras. It is therefore of interest to find special
cases or weaker versions that are easier to make use of directly. Indeed, specializing to
n = 1 gives the following simpler result, based on putting in some more work in order to
translate the conclusion of Theorem 1.2 into an ordering between large powers and using
that to extract a concrete form of the element a.
1.4. Theorem. Let S be a preordered semiring with power universal u ∈ S and x, y ∈ S
nonzero.
⊲ Suppose that one of the following holds:
(i) ax ≤ ay for some nonzero a ∈ S.
(ii) ukxn ≤ ukyn for some k ∈ N and n ∈ N>0.
Then also φ(x) ≤ φ(y) for all monotone homomorphisms φ with φ−1(0) = {0}
from S into one of
R+, R
op
+ , TR+, TR
op
+ .
⊲ Conversely, suppose that φ(x) < φ(y) for all such φ. Then also the following hold:
(1) There is k ∈ N such that
ukxn ≤ ukyn ∀n≫ 1.
(2) If y is power universal as well, then
xn ≤ yn ∀n≫ 1.
(3) There is nonzero a ∈ S such that
ax ≤ ay.
Moreover, there is k ∈ N such that a := uk
∑n
ℓ=0 x
jyn−j for any n ≫ 1 does
the job.
We will prove this as Theorem 13.15. We think of this result as a non-Archimedean
generalization of the classical Positivstellensatz of Krivine–Kadison–Dubois, and in fact we
will recover a rather general version of the latter as Theorem 13.26.
Since Theorem 1.4 is the special case of Theorem 1.2 for n = 1, the infinitesimal
structure of elements of S as functions on the spectrum does not yet play any role, and
most of the power of Theorem 1.2 therefore goes to waste. We will consider a version of the
n = 2 special case as Theorem 14.7. This result can deal with the case where φ(x) = φ(y)
for some φ : S → R+ by considering monotone derivations at φ, which are monotone
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additive maps D : S → R satisfying the Leibniz rule
D(ab) = D(a)φ(b) + φ(a)D(b).
Thus this result makes at least some use of the full power of Theorem 1.2.
Summary. Part I, which comprises the first few technical sections of this paper, sets
the stage for by introducing most of the relevant definitions. Since already a substantial
part of these definitions is new, we also develop some basic theory around these definitions.
⊲ Part I starts gently by setting up the relevant order-theoretic definitions, mainly
to introduce our terminology and notation. The reader well-versed in order the-
ory may skip this section with the exception of Notation 2.2, Definition 2.6 and
Lemma 2.7, which are not quite standard.
⊲ Section 3 introduces semirings, semifields and semimodules, giving examples in the
spirit of our local-global principle. Lemma 3.16 is among the core observations, as
is the flatness property of Lemma 3.32. Definition 3.44 presents an Archimedeanic-
ity property for semirings.
⊲ Section 4 introduces preordered semirings and preordered semifields together with
some of their relevant properties. The concept of polynomial growth from Defi-
nition 4.44 is a central idea here, while the flatness property of Lemma 4.9 will
be important for the proof of our local-global principle, as will the preordered
semifield of fractions from Lemma 4.32.
⊲ Section 5 develops some theory of quasiordered rings, which we introduce in Defi-
nition 5.3 as a ring analogue of preordered semirings. While our main motivation
behind this development is to investigate test algebras in the later part of the sec-
tion, since these come up in our local-global principle, we believe that quasiordered
rings are also of independent interest in real algebra. Readers with a background
in real algebra may appreciate the comparison with Marshall’s T -modules made
in Remark 5.8.
The subsequent Part II develops our main results, phrased in terms of the definitions
and basic theory from Part I.
⊲ Section 6 defines multiplicatively Archimedean preordered semifields, and shows
that these all embed into the nonnegative reals R+ or into the tropical reals
TR+ (Theorem 6.2). We then use this result to show that there are exactly
four Dedekind complete multiplicatively Archimedean preordered semifields up
to equivalence (Theorem 6.4). This is a semifield analogue of the elementary fact
that the real numbers are the only Dedekind complete Archimedean ordered field.
An important caveat with our definition of multiplicative Archimedeanicity is
that the term “Archimedean” is used in a sense which matches its standard usage
in functional analysis and the theory of ordered abelian groups, not in a way which
matches its standard usage in real algebra.
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⊲ The short Section 7 states and proves a polynomial identity that may also be
useful in other contexts.
⊲ Section 8 uses this polynomial identity to prove Theorem 1.2, our abstract Posi-
tivstellensatz for preordered semifields, stating that the preorder is the intersection
of all its total preorder extensions.
⊲ Section 9 is arguably the most technical. It develops a number of crucial lemmas on
how to derive inequalities in preordered semifields from other inequalities. These
results will be important for certain subsequent auxiliary results which enter the
proof of our local-global principle in an essential way, and we expect them to be
useful also for future work on preordered semifields.
⊲ Section 10 extends Section 6 by studying the structure of multiplicatively Archime-
dean preordered semifields whose preorder is not necessarily total but full, i.e. total
on its connected components. The central theme here is that these preordered semi-
fields come in five types (Proposition 10.7). We then strengthen the results from
the previous section on polynomial inequalities in various ways by distinguishing
these types.
⊲ Section 11 goes beyond the Archimedean case by using the results of the previous
section to analyze aspects of the structure of totally preordered semifields of poly-
nomial growth in general (not assuming multiplicative Archimedeanicity). This
culminates in the first version of our local-global principle (Theorem 11.29).
⊲ The short Section 12 puts things together by stating and proving our local-global
principle in general (Theorem 12.1).
⊲ Section 13 develops a special case of our local-global principle, amounting to the
case where no infinitesimal information on the spectrum is taken into account.
This results in Theorem 1.4, which we prove as Theorem 13.15. The sharper
conclusion involving a comparison between large powers relies on our study of a
version of the real spectrum for preordered semirings, proving that it is compact
Hausdorff (Proposition 13.10). We then develop some consequences of this result,
including an extension theorem for monotone homomorphisms (Theorem 13.16), a
version of the classical Positivstellensatz of Krivine–Kadison–Dubois applying to
Archimedean quasiordered rings (Theorem 13.26), as well as our own generalization
of Strassen’s Positivstellensatz from [5] (Theorem 13.27).
⊲ Section 14 goes deeper by presenting some analogous developments for another
special case of our local-global principle, namely one where first-order infinitesimal
information around a single spectral point is taken into account. This results
in Theorem 14.7, a Positivstellensatz involving derivations. This is the result
which we will apply in future work to probability and information theory, starting
with [4].
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How to read this paper. The reader interested in getting an overview of our results
first may want to skip all the proofs on first reading and put the emphasis on our definitions
and theorems. Most of the material in this paper will be self-contained, and we will only
assume familiarity with the basic definitions and most elementary theory of commutative
algebra, although obviously some familiarity with real algebra will come in handy.
Our conventions. The following conventions, mainly concerning our notation, may
be relevant to keep in mind while reading.
⊲ All of our algebraic structures, like rings and semirings, are assumed commutative,
and we usually omit further explicit mention of this assumption.
⊲ In order to minimize clutter, we frequently state the assumptions on the object
under investigation at the beginning of a section or subsection. In those cases,
we do not repeat those assumptions in the statement of definitions and theorems
except in our main results. Thus when these assumptions are unclear to the reader,
a look at the beginning of the section of subsection should help.
⊲ We usually reserve the following letters for particular algebraic structures:
◦ A is an algebra or more specifically a test algebra.
◦ C is a convex cone in a vector space.
◦ F is a semifield.
◦ Depending on the context, I is either an ideal in a ring or an index set, and
likewise for J .
◦ M and N are modules over a ring or semimodules over a semiring.
◦ R is a ring.
◦ S (and sometimes T ) is a semiring.
◦ V is a vector space.
In each case, the corresponding letter may also denote more specifically a pre-
ordered or quasiordered version of the corresponding algebraic structure, or even
more specifically a preordered version subject to additional assumptions, such as
polynomial growth or that the preorder is total.
⊲ Throughout the paper, a vector space without explicit mention of the base field
is understood to be a vector space over R. Similarly an algebra without specified
base field is an algebra over R, and a semialgebra is a semialgebra over R+. The
only other base field or semifield that we will consider is Q and Q+, but then only
with explicit mention.
Part I
Preliminaries
2. Basic order-theoretic concepts
We first recall some basic order theory, mainly to introduce our notation and terminol-
ogy.
2.1. Definition. A preorder relation ≤ on a set X is a binary relation that is reflexive
and transitive: for all x, y, z ∈ X,
x ≤ x,
x ≤ y ∧ y ≤ z =⇒ x ≤ z.
It is a partial order if it is moreover antisymmetric,
x ≤ y ∧ y ≤ x =⇒ x = y.
In our context, the difference between preorders and partial orders has very little rele-
vance: assuming antisymmetry essentially boils down to using the equality symbol to de-
note the property that two elements are ordered in both directions, so that the difference
is mainly notational. We generally do not impose antisymmetry, but work with preorders
instead, which turn out to be notationally slightly more convenient: we will frequently
extend a given preorder to a larger one, which may then no longer be antisymmetric even
if the original preorder was. Instead of forcing antisymmetry in such a situation by taking
the respective quotient, it seems more convenient to retain the original set and merely
extend the ordering relation, accepting that it may not be antisymmetric.
2.2. Notation. Let ≤ be a preorder. Then:
(a) x ≥ y means y ≤ x.
(b) x < y is shorthand for x ≤ y and y 6≤ x, and similarly for x > y.
(c) We say that ≤ is nontrivial if there are x and y with x < y.
(d) We write ≈ for the smallest equivalence relation contained in ≤, meaning that
x ≈ y :⇐⇒ x ≤ y ∧ y ≤ x.
(e) We write ∼ for the equivalence relation generated by ≤, meaning that x ∼ y if and
only if there is a finite sequence z1, . . . , zn resulting in a zig-zag
x ≤ z1 ≥ z2 ≤ . . . ≥ zn−1 ≤ zn ≥ y.
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Note that the last two pieces of notation are non-standard, while the others are well-
established. We will use all of them throughout the paper without further mention.
If X is a preordered set, then X/ ≈ becomes a partially ordered set with respect to the
induced preorder on equivalence classes.
2.3. Notation. If X is a preordered set, then we write Xop for the same set with the
reversed preorder: x ≤ y in X if and only if y ≤ x in Xop.
2.4. Definition. If X and Y are preordered sets, then a map f : X → Y is:
(a) monotone if for all x, y ∈ X,
x ≤ y =⇒ f(x) ≤ f(y).
(b) antitone if for all x, y ∈ X,
x ≤ y =⇒ f(x) ≥ f(y).
(c) an order embedding if for all x, y ∈ X,
x ≤ y ⇐⇒ f(x) ≤ f(y).
(d) an equivalence if it is monotone and there is monotone g : Y → X such that for
all x ∈ X and y ∈ Y ,
g(f(x)) ≈ x, f(g(y)) ≈ y.
Hence an antitone map X → Y is the same thing as a monotone map Xop → Y , or
equivalently X → Y op. Furthermore, note that an order embedding X → Y does not need
to be injective: f(x) = f(y) only implies requires x ≈ y, and the preorder on X does
not need to be antisymmetric. Finally, our equivalences are a special case of equivalences
in category theory, and the following simple observation is likewise a special case of the
well-known characterization of equivalence of categories [15, Theorem 1.5.9].
2.5. Lemma. For preordered sets X and Y , the following are equivalent for a monotone
map f : X → Y :
(a) f is an equivalence.
(b) f is an order embedding, and for every y ∈ Y there is x ∈ X with f(x) ≈ y.
(c) The induced map
f/ ≈ : X/ ≈−→ Y/ ≈
is an isomorphism of partially ordered sets.
Proof. Straightforward. 
In part (c), monotonicity of f is relevant only for showing that f/ ≈ is well-defined.
We could just as well relax the assumption and merely require that f preserve ≈, and then
monotonicity becomes a consequence of f/ ≈ being an isomorphism.
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We will consider equivalences also for ordered algebraic structures, for which analogous
characterizations exist. To this end it is convenient to have seen the above characterization
first, since it is the purest incarnation of these basic results.
Total and full preorders. While total preorders are standard, the same does not
apply for the other elementary concept introduced in the following definition. Since a
standard term for it does not seem to exist, we now introduce one.
2.6. Definition. (a) A total preorder is a preorder ≤ such that
x ≤ y ∨ y ≤ x
for all x and y. A total order is a total preorder which is in addition antisymmetric.
(b) A full preorder is a preorder ≤ such that
x ∼ y =⇒ x ≤ y ∨ x ≥ y
for all x and y. A full order is a full preorder which is in addition antisymmetric.
Thus a full preorder is a preorder which is total on connected components. Here is an
equivalent characterization.
2.7. Lemma. A preorder is full if and only if the following holds for all a, x, y,
a ≤ x, y ∨ x, y ≤ a =⇒ x ≤ y ∨ x ≥ y.
Proof. This condition is clearly necessary. For sufficiency, let us assume that the
condition holds. We temporarily write x ≃ y as shorthand for x ≤ y ∨ x ≥ y. In order
to prove that this is indeed the equivalence relation generated by ≤, which is ∼, we need
to show that it is transitive. So let x ≃ y ≃ z. If x ≤ y ≤ z, then we can conclude x ≤ z
and hence x ≃ z by transitivity, and likewise if x ≥ y ≥ z. If x ≤ y ≥ z, then applying the
assumption with a := y results in x ≃ y, and likewise if x ≥ y ≤ z. 
Clearly every total preorder is full, but not conversely.
Preordered abelian groups. Preordered algebraic structures are the main theme of
this paper. Among the most standard ones are preordered abelian groups, including the
correspondence between preorder structures on an abelian group and positive cone. We
briefly recall this here.
2.8. Definition. Let G be an abelian group, written additively. A positive cone is a subset
G+ ⊆ G such that:
(a) 0 ∈ G+.
(b) G+ +G+ ⊆ G+.
A positive cone G+ induces a preorder on G, as usual via x ≤ y if only if y − x ∈ G+.
Based on this construction, it is straightforward to see that there is a bijection between
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positive cone as above and preorder relations on G which make G into a preordered abelian
group in the sense that addition is monotone: for all a, x, y ∈ G,
x ≤ y =⇒ a+ x ≤ a+ y.
In particular, we often use the notations x ∈ G+ and x ≥ 0 interchangeably. If G is a
preordered abelian group, then we always denote its positive cone by G+, unless some other
positive cone is specified explicitly.
In many of our situations, the abelian group will actually be a vector space over Q
or R. In this case, we always use the following natural variation, which again is perfectly
standard.
2.9. Definition. Let V be a vector space over Q or R. A positive cone is a subset V+ ⊆ V
as in Definition 2.8, with the additional condition that for any scalar r > 0,
x ∈ V+ =⇒ rx ∈ V+.
Correspondingly a preordered vector space (over Q or R) is a vector space which is
preordered as an abelian group, and such that also scalar multiplication by r > 0 is
monotone,
x ≤ y =⇒ rx ≤ ry.
Again it is easy to see that there is a bijection between such preorders and positive cones.
(Of course this all makes sense likewise for vector spaces over any ordered field, but we will
only need this over Q and R.)
3. Semirings, semifields and semimodules
While we assume familiarity with basic commutative ring theory, we recall some stan-
dard material on semirings, including homomorphisms and congruences, referring to [10]
for a more extensive treatment.
Semirings and homomorphisms. We give a brief recap of the relevant definitions,
noting that we will assume all our rings and semirings to be commutative without further
mention.
3.1. Definition. A semiring S is a set together with binary operations
+, · : S × S −→ S,
respectively called addition and multiplication, and elements 0, 1 ∈ S such that both
(S,+, 0) and (S, ·, 1) are commutative monoids, and such that multiplication distributes
over addition.
Thus a semiring is like a ring, except in that additive inverses do generally not exist;
semirings are also sometimes called rigs, missing the letter “n” due to the absence of
negatives. For example, every ring is a semiring as well.
3.2. Example. N with its usual algebraic structures is arguably the simplest interesting
example of a semiring. It is worth noting that it has no proper subsemirings.
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3.3. Example. Let R be a ring. Then the set of sums of squares in R is a semiring,
since it is closed under addition and multiplication and contains the two neutral elements.
However, for the purposes of applying our upcoming results to sums of squares, it is usually
necessary to modify this definition slightly and to consider instead sums of squares which
are “strictly positive” in the sense of being elements of the set
ΣR :=
{
1 +
∑
i
x2i
∣∣∣∣ xi ∈ R
}
∪ {0}, (3.1)
Then ΣR is again a semiring for the same reasons, and the modified definition typically is
what makes the polynomial growth condition of Definition 4.44 hold.
Similarly if A is an algebra (over R), then it may be of interest to consider the sub-
semiring
ΣA :=
{
r +
∑
i
x2i
∣∣∣∣ r > 0, xi ∈ A
}
∪ {0}. (3.2)
For example if A = R[X1, . . . ,Xd], then this is the semiring of sums of squares polynomials
with strictly positive constant coefficient and together with the zero polynomial.
3.4. Notation. If S is a semiring, then we write
S× := {x ∈ S | ∃y ∈ S : xy = 1}
for the set of (multiplicatively) invertible elements.
It does not turn out to be necessary to introduce a special notation for the set of
elements which have an additive inverse, mainly because in those semirings that are of
primary interest to us, no nonzero element will have an additive inverse (as a consequence
of Remark 4.50).
There is a category of semirings and semiring homomorphisms, where the latter are
defined in the obvious way as follows.
3.5. Definition. If S and T are semirings, then a semiring homomorphism from S to T
is a map f : S → T which preserves addition and multiplication, i.e.
f(x+ y) = f(x) + f(y), f(xy) = f(x)f(y)
for all x, y ∈ S, as well as the neutral elements, f(0) = 0 and f(1) = 1.
3.6. Example. Let S be a semiring and S[X ] = S[X1, . . . ,Xd] the polynomial semiring
with coefficients in S, defined in the obvious way. Then the homomorphisms S[X ] → S
are in bijection with the d-tuples x ∈ Sd, where the homomorphism associated to x ∈ Sd
maps a polynomial p to its evaluation p(x) ∈ S.
Similarly, the homomorphisms N[X] → S are classified by d-tuples from S for any S
and similarly given by evaluation. Hence N[X] is the free semiring on d generators.
16
Semifields and semidomains. As one would expect, there also is a “semi-” version
of fields, which similarly are “fields without negatives”.
3.7. Definition. A semiring S is a semifield if S× = S \ {0}, i.e. every nonzero element
is invertible and in addition 1 6= 0.
We typically denote a semifield by F .
3.8. Example. The most basic examples of semifields are the following:
(a) The rational semifield Q+ and the real semifield R+, where the subscript indicates
that these only contain the respective nonnegative numbers, and considering both
sets equipped with their usual algebraic operations.
(b) The Boolean semifield B := {0, 1} with 1 + 1 = 1, where the rest of the structure
is determined uniquely by the semiring axioms.
(c) The tropical semifield TR+ := (R+,max, ·), also known as the tropical reals. This
semifield will play a central role in our upcoming results. Note that
log : R+ −→ R ∪ {−∞}
establishes an isomorphism between TR+ and (R ∪ {−∞},max,+), where the
latter is arguably the more way of defining the tropical reals. We will try to stay
agnostic as to whether the tropical reals are defined in the multiplicative picture
as (R+,max, ·) or in the additive picture as (R ∪ {−∞},max,+). But sometimes
a concrete choice needs to be made, and which choice is more convenient seems to
depend on the particular context. We will explain our choice whenever it matters.
(d) In the additive picture, the tropical semifield contains the subsemifield TZ+ :=
(Z ∪ {−∞},max,+).
The homomorphisms between these semifields are exactly those maps which are composites
of five basic ones,
Q+ →֒ R+ ։ B →֒ TZ+ →֒ TR+ ։ B,
where →֒ denotes an obvious inclusion, while։ denotes the homomorphisms mapping every
nonzero element to 1 ∈ B. Thus it is worth noting that although every homomorphism of
fields is injective, the same does not apply in the semifield case.
3.9. Example. Let N[X ] = N[X1, . . . ,Xd] be the polynomial semiring. Then the homo-
morphisms N[X]→ TR+ correspond to the d-tuples α ∈ TR
d
+. Using the additive picture
of TR+ and a multi-index n = (n1, . . . , nd) ∈ N
d, we have∑
n
rnX
n 7−→ max
n : rn>0
∑
i
αini.
This is exactly the maximal value of the linear function n 7→
∑
i αini over the Newton
polytope of the given polynomial. Using the fact that the only one homomorphism R+ →
TR+ is the one above, it follows that the same holds for polynomials with coefficients in
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R+. Thus for both N and R+ coefficients, considering the value of a polynomial p under
all homomorphisms to TR+ detects the Newton polytope of p.
3.10. Example. On a related note, homomorphisms S → TR+ bear some similarity to
valuations in arithmetic. For example if Σ ⊆ R[X] is the semiring of sums of squares
polynomials, then the map Σ → TZ+ which assigns to a polynomial minus its degree of
vanishing at a given point (or variety) is a homomorphism.
The next two examples of semifields are paradigmatic for our upcoming developments,
in the sense that they provide good examples that the reader may want to keep in mind
while reading Part II.
3.11. Example. Let X be a nonempty topological space, and C(X)>0 the set of continuous
functions X → R>0. This set is closed under pointwise addition, multiplication, and
multiplicative inverses. Hence
F := C(X)>0 ∪ {0}
is a semifield with respect to these pointwise operations.
Local rings often contain relatively large semifields, as in the following example.
3.12. Example. Let
R(+)[[X]] :=
{∑
i∈N
riX
i ∈ R[[X]]
∣∣∣∣∣ r0 > 0
}
∪ {0}
be the set of of formal power series with strictly positive constant coefficient (or zero). As
this set of power series is closed under addition, multiplication and every nonzero power
series with strictly positive constant coefficient has an inverse with strictly positive constant
coefficient, we are indeed dealing with a semifield.
3.13. Definition (e.g. [11]). If S is a semiring without zero divisors, meaning that for all
x, y ∈ S we have
xy = 0 =⇒ x = y = 0,
and if 1 6= 0, then we say that S is a semidomain.
3.14. Example. (a) N is a semidomain, as is every polynomial semiring N[X ].
(b) For n ∈ N, consider
S := {x ∈ Zn | x = 0 ∨ ∀i : xi > 0}.
Then S is a semidomain with respect to the componentwise operations.
Also every semifield is a semidomain, as is every subsemiring of a semifield. In fact
every semidomain is a subsemiring of a semifield, for the following reason.
3.15. Remark. If S is a semidomain, then S has a semifield of fractions [10, Example 11.7].
It can be constructed in terms of formal fractions as in the case of fields of fractions, using
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equivalence classes of fractions xy for x, y ∈ S with y 6= 0. We denote this semifield by
Frac(S). There is a canonical homomorphisms
S → Frac(S), x 7−→
x
1
,
which embeds S into its semifield of fractions. This embedding has the obvious universal
property with respect to semiring homomorphisms from S into semifields: if φ : S → F is a
semiring homomorphism into a semifield F , then φ extends uniquely along the embedding
to a homomorphism Frac(S)→ F .
3.16. Lemma. For a semifield F , the following are equivalent:
(i) The set of nonzero elements F× is closed under addition.
(ii) The unit 1 ∈ F has no additive inverse.
(iii) F is not a field.
Proof. Condition (i) implies that the unit 1 ∈ F has no additive inverse, since oth-
erwise 1 + (−1) = 0, so that F× is not closed under addition. Conversely, if F× is not
closed under addition, then we have x, y ∈ F× with x + y = 0. Multiplying by x−1 gives
an additive inverse for 1.
Condition (ii) trivially implies that F is not a field. Conversely if 1 has an additive
inverse −1, then multiplying any elements x ∈ F by −1 produces the additive inverse −x,
making F into a field. 
3.17. Definition. If the equivalent conditions of Lemma 3.16 hold, then we say that the
semifield F is strict.
Of course since none of our examples of semifields considered so far is a field, they are
all strict semifields. In fact, throughout the paper we will almost exclusively only consider
strict semifields (with explicit mention). Whenever that is the case, we will tacitly make
use of the fact that F× is closed both under addition and under multiplication.
3.18. Example. Let F1 and F2 be strict semifields. Then their product semifield F1 × F2
has as its underlying set
(F×1 × F
×
2 ) ∪ {(0, 0)},
and carries the componentwise algebraic operations. It is easy to check that this again
defines a semifield, where this set is closed under addition thanks to the strictness assump-
tion.
It is straightforward to see that this definition makes F1 × F2 into the categorical
product in the category of strict semifields and semiring homomorphisms.
Semimodules over a semiring. Just like module theory provides many useful tools
for ring theory, one may hope for semimodule theory to provide useful tools for semiring
theory. While our main focus is on the semirings themselves, we will make some use of
this idea in this paper, and suspect that a broader systematic development than we can
achieve here will use semimodule theory in an essential way.
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The definition of semimodule is the obvious one, analogous to the definition of a module
over a ring but not requiring additive inverses.
3.19. Definition (e.g. [10, Section 14]). Let S be a semiring. Then an S-semimodule is
a commutative monoid M (written additively) together with a scalar multiplication
S ×M →M
which is additive in each argument and satisfies the associativity and unit constraints,
r(sx) = (rs)x, 1x = x,
for all r, s ∈ S and x ∈M .
If R is a ring, then an R-semimodule is exactly an R-module in the usual sense, since
then multiplication by −1 ∈ R provides additive inverses for all elements of M .
3.20. Remark. If S and T are semirings and M is a T -semimodule, then any homomor-
phism f : S → T makes M also into an S-semimodule by defining
rx := f(r)x
for all r ∈ S and x ∈M .
In particular, since T is a T -semimodule in the obvious way, the homomorphism f :
S → T also makes T into an S-semimodule.
3.21. Example. Every (additively written) commutative monoid has a uniquely defined
scalar multiplication by positive integers. Using this, it is easy to see that the N-semimodules
are exactly the commutative monoids.
In a similar vein, an N[X]-semimodule M is a commutative monoid together with a
designated monoid homomorphism M →M .
3.22. Remark. Of particular interest to us will be Q+-semimodules and R+-semimodules.
Clearly every positive cone in a rational or real vector space is such a semimodule. However,
there are also more exotic ones: ifM is a commutative monoid with x+x = x for all x ∈M ,
or equivalently if M is a join-semilattice with join +, then this makes M into a B-module.
Since there are unique homomorphisms Q+ → B and R+ → B, it follows that such M also
has a canonical structure of Q+-semimodule and R+-semimodule.
3.23. Definition. Let S be a semiring with S-semimodules M and N . Then a homo-
morphism of S-semimodules f : M → N is an additive map which commutes with scalar
multiplication: for all r ∈ S and x ∈M ,
f(rx) = rf(x).
Thus S-semimodules and homomorphisms form a category. We denote it ModS . It is
the category of models of an algebraic theory, and as such some of the basic theory that
follows is an instance of the general theory of models of an algebraic theory [3, Section 3.5].
3.24. Remark. One property that is not shared by most other algebraic theories is that
ModS has direct sums M⊕N which are simultaneously categorical products and coproducts,
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as for the direct sum of modules. As a semimodule, M⊕N is the Cartesian productM×N
with the componentwise operations.
There is also an evident notion of subsemimodule of a semimodule, analogous to sub-
modules of modules. However, quotient semimodules are no longer analogous to quotient
modules due to the lack of additive inverses.
3.25. Definition (e.g. [10, Section 15]). Let M be an S-semimodule. Then a congruence
on M is an equivalence relation ≃⊆M ×M preserved by the algebraic operations: for all
a, x, y ∈M and r ∈ S,
x ≃ y =⇒ a+ x ≃ a+ y ∧ rx ≃ ry.
These conditions are exactly such that the set of congruent pairs ≃ ⊆ M ×M is a
subsemimodule of the direct sum semimodule M ×M .
3.26. Remark. If f :M → N is a homomorphism of S-semimodules, then
x ≃ y :⇐⇒ f(x) = f(y)
defines a congruence on M , the kernel pair of f . Conversely, if ≃ is a congruence on M ,
then the set of equivalence classes M/ ≃ inherits the structure of an S-semimodule. It
is easy to see that these two constructions are inverses in the following sense: taking the
quotient with respect to the kernel pair of a homomorphism f produces a subsemimodule
of N isomorphic to the image of f ; and any given congruence ≃ is the kernel pair of the
quotient homomorphism M →M/ ≃.
In particular, ModS is an exact category [3, Theorem 3.5.4].
3.27. Remark. If M is an S-semimodule, then the collection of congruences is partially
ordered by inclusion of relations. Moreover, the intersection of any family of congruences
is again a congruence. It follows that for any family of pairs ((xi, yi))i∈I , there is a smallest
congruence ≃ satisfying xi ≃ yi for all i. It can be described a bit more explicitly by first
declaring a ≃ b to hold if and only if there are i ∈ I and z ∈M and r ∈ S such that
a = z + rxi, b = z + ryi,
and then taking the transitive symmetric closure. We also call this congruence the congru-
ence generated by (xi ≃ yi)i∈I .
As for any algebraic theory, the formalism of congruences and quotients lets us specify
S-semimodules in terms of generators and relations. In particular, the free S-semimodules
are those of the form SI for some set I. A general presentation by generators and relations
defines a congruence on SI , where I is the set of generators and the relations generate the
congruence. The presented semimodule is then the quotient of SI by this congruence.
The following example shows that the interaction between congruences and subsemi-
modules is subtle.
3.28. Example. Consider N as a semimodule over itself. Then the congruence generated by
2 ≃ 4 also satisfies 3 ≃ 5. Now consider the subsemimodule N \ {1}. Then the congruence
generated by 2 ≃ 4 in this subsemimodule satisfies 3 6≃ 5.
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Nevertheless, under stronger assumptions things work out nicely.
3.29. Lemma. Let ≃ be a congruence on an S-semimodule M generated by (xi ≃ yi)i∈I .
If a ≃ b, then there exist a finitely generated subsemimodule N ⊆ M with a, b ∈ N and a
finite subset J ⊆ I such that also xj, yj ∈ N for all j ∈ J and such that also a ≃ b for the
congruence on N generated by (xj ≃ yj)j∈J .
Proof. Following the construction given in Remark 3.27, a ≃ b must be a consequence
of finitely many generating congruences xi ≃ yi derived using finitely many other elements
of M . Hence take N to be the subsemimodule generated by these elements. 
With the following developments on tensor products and flatness properties, our goal
is to derive the first nontrivial result that we will of relevance to us in Part II, related to
turning Q+-semimodules into R+-semimodules. This will be Lemma 3.32 and its upcoming
generalization to Lemma 4.9.
3.30. Definition. Let M and N be S-semimodules. Then their tensor product M ⊗S N
is the S-semimodule with generators
x⊗ y
for x ∈M and y ∈ N and relations
x⊗ (y1 + y2) = x⊗ y1 + x⊗ y2, (x1 + x2)⊗ y = x1 ⊗ y + x2 ⊗ y,
(rx)⊗ y = r(x⊗ y) = x⊗ (ry),
for all r ∈ S and x· ∈M and y· ∈ N .
Essentially by definition, this tensor product has the universal property that it classifies
S-bilinear homomorphisms, as for the tensor product of modules over a ring, or more
generally as for all commutative algebraic theories [3, Section 3.10].
Again as for commutative algebraic theories in general, for given S-semimodulesM and
N , the set of homomorphisms ModS(M,N) becomes itself an S-semimodule by defining
the operations elementwise with respect to M . We then have the following hom-tensor
adjunction.
3.31. Lemma. For S a semiring, there is a bijection
ModS(M,ModS(N,O)) ∼= ModS(M ⊗S N,O)
natural in the S-semimodules M , N and O.
Proof. Both sides represent the set of S-bilinear mapsM×N → O [3, Theorem 3.10.3].

Using this, it is straightforward to see that the tensor product is functorial in both
arguments. In particular if f : N1 → N2 is a homomorphism of S-semimodules, then we
have
M ⊗S f : M ⊗S N1 −→M ⊗S N2
22
defined as the unique extension of (M ⊗S f)(x⊗ y) := x⊗ f(y). Since ModS(S,M) ∼= M
naturally in M , the hom-tensor adjunction also shows that the canonical map
M −→M ⊗S S, x 7−→ x⊗ 1
is an isomorphism.
We are primarily interested in Q+-semimodules, and more concretely in R+ as a Q+-
semimodule. We do not know whether R+ is free as a Q+-semimodule, but the following
flatness property is enough for our purposes. We prove it in some detail in order to build
the groundwork for the more subtle case of preordered semimodules treated in Lemma 4.9.
3.32. Lemma. If M is any Q+-semimodule, then the homomorphism
M −→M ⊗Q+ R+, x 7−→ x⊗ 1
is injective.
Proof. We do this in several steps, where the second and third steps may initially
seem unrelated to the problem at hand.
(a) For any n ∈ N and nonzero q ∈ Qn+, the map
M −→M ⊗Q+ Q
n
+, x 7−→ x⊗ q
is injective.
Since Qm+ is a retract of Q
n
+ for m < n by virtue of being a direct summand, it
is enough to consider the case that q has nonzero components. And since rescaling
components is an automorphism, we can moreover restrict to q = (1, . . . , 1) for
simplicity. Then composing with the coordinate projections results in the canonical
maps M → M ⊗Q+ Q+ taking x 7→ x⊗ 1. These are trivially injective by virtue
of being isomorphisms, and injectivity of the map above now follows.
(b) The following is an elementary fact from polyhedral geometry.2 Let P ⊆ Rn be a
polyhedral convex cone and a ∈ P a topologically interior point. Then there are
linearly independent x1, . . . , xn ∈ Q
n such that xi ∈ P for all i and such that a is
also in the interior of the polyhedral cone R+x1 + . . .+ R+xn.
(c) If P ⊆ Rn is any polyhedral cone and f : Rn → R any R-linear map with f(x) > 0
for all nonzero x ∈ P , then there are y1, . . . , yn ∈ Q
n such that
P ⊆ R+y1 + . . .R+yn
and f(yi) > 0 for all i.
Upon proving this by duality from the previous item, we first obtain a simplex
cone defined in terms of rational facet inequalities. Gaussian elimination then
turns this into the rational extreme rays y1, . . . , yn.
2This is related to Carathe´doroy’s theorem, but even simpler. One way to prove it is to dehomogenize
to a bounded polytope and use the fact that the simplices with rational coordinates form a basis for the
Euclidean topology.
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(d) Every finitely generated Q+-subsemimodule N ⊆ R+ is contained in a finitely
generated free subsemimodule.
Indeed N − N ⊆ R is a rational vector space of some dimension n. Upon
choosing a basis, we therefore obtain an injective Q-linear map f : Qn → R such
that N is the image under f of a rational polyhedral cone P ⊆ Qn. Extending both
f and P from Qn to Rn makes the previous item apply, and we obtain that N is
contained in the free Q+-subsemimodule of R+ spanned by the f(y1), . . . , f(yn) ∈
R>0.
(e) Let N ⊆ R+ be a finitely generated subsemimodule. Then the map
M −→M ⊗Q+ N, x 7−→ x⊗ q
is injective.
This follows upon combining the previous item with (a), since upon choosing
an embedding N ⊆ Qn+, we even know that the resulting composite map
M −→M ⊗Q+ N −→M ⊗Q+ Q
n
+
is injective.
(f) For the actual claim, consider the presentation of M ⊗ R+ as in Definition 3.30
and suppose that the relations given there lead to x⊗1 = y⊗1 for given x, y ∈M .
Then using the same argument as in the proof of Lemma 3.29, we can conclude
that this equality already follows by using only finitely many elements of M and
R+, and in particular there is a finitely generated subsemimodule N ⊆ R+ with
1 ∈ N and such that x⊗ 1 = y ⊗ 1 already holds in M ⊗N . But then x = y due
to the previous item. 
The final part of the proof would be more transparent and conceptually clear in terms
of the categorical machinery of [3, Chapter 3], but we have not phrased the proof in this
language for accessibility reasons.
Semialgebras over a semiring. Some of our arguments will make essential use of
an additional operation of scalar multiplication by nonnegative reals on a given semiring.
The following general definition is exactly the notion of algebra that one would expect in
our setting.
3.33. Definition. Let S be a semiring. Then an S-semialgebra is a semiring A which at
the same time is an S-semimodule, and such that the multiplication in A is S-bilinear: for
all r, s ∈ A and a, b ∈ A, we have
(ra)(sb) = (rs)(ab).
Note that by our (implicit) commutativity assumption, this bilinearity property is
equivalent to the simpler (ra)b = r(ab). As in the case of algebras over a ring, it is easy
to see that an S-semialgebra structure on a semiring A is the same thing as a semiring
homomorphism S → A.
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If R is a ring, then an R-semialgebra is precisely an R-algebra in the usual sense,
making the terminology consistent with the one of ring theory.
3.34. Example. Suppose that F is a strict semifield. Then the unique homomorphism
N → F has trivial kernel, since otherwise the natural number char(F ) − 1 would be an
additive inverse of 1 ∈ F . It follows that F is a Q+-semialgebra in a unique way.
For any fixed semiring S, the S-semialgebras form a category with respect to the
semialgebra homomorphisms, which are exactly the S-linear semiring homomorphisms.
3.35. Notation. When not specifying the semiring, by semialgebra we always mean a
semialgebra over R+, and by algebra an algebra over R.
3.36. Example. Every algebra is also a semialgebra. In particular, Rn is a semialgebra,
with Rn+ ⊆ R
n a subsemialgebra. Moreover if ≤ is any preorder3 on [n] := {1, . . . , n}, then
S := {x ∈ Rn | i ≤ j ⇒ xi ≤ xj}
is a further subsemialgebra of Rn+, and moreover a topologically closed one. There are
many other closed subsemialgebras of Rn+. For example, an elementary computation shows
that
S := {x ∈ R3+ | x
2
2 ≤ x1x3}
is a subsemialgebra as well (where the closure of S under addition is what requires the
computation).
Although this will not occupy us any further in this example, the previous example
makes us wonder:
3.37. Problem. Is there a classification of all (topologically closed) subsemialgebras of Rn+?
In the later sections of this paper, we will often consider semifields which at the same
time are semialgebras, so it seems useful to introduce a term for these.
3.38. Notation. Let F be a semifield. Then a division F -semialgebra is an F -semialgebra
which at the same time is a semifield.
Again when F is not specified, then we assume F = R+. While we have also considered
using the term extension semifield instead of division F -semialgebra, we have ultimately
decided against it mostly because the semialgebra map F → A need not be injective, while
the term extension would suggest that it is. For example, the Boolean semifield B is a
division semialgebra (i.e. over R+).
Semiring congruences. If S is a semiring, then a congruence on S is a semimodule
congruence on S considered as a semimodule over itself. This results in strong parallels
between the theory of semiring congruences and semimodule congruences.
More concretely, a semiring congruence on S is an equivalence relation ≃ preserved by
the algebraic operations: for all a, x, y ∈ S,
x ≃ y =⇒ a+ x ≃ a+ y, ax ≃ ay.
3See Section 2.
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These compatibility conditions can be unified and motivated by noting that they are equiv-
alent to the condition that the relation ≃⊆ S × S must be a subsemiring.
Congruences are the semiring analogue of ideals. Indeed, the following basic observation
is well-known and easy to prove.
3.39. Lemma. If R is a ring, then the assignment
I 7−→ {(a, b) | a− b ∈ I}
establishes a bijection between ideals I ⊆ R and congruences ≃⊆ R×R.
If f : S → T is a semiring homomorphism, then defining x ≃ y to hold in S if and only if
f(x) = f(y) gives a congruence, the kernel pair of f . Conversely, if ≃ is a congruence on a
semiring S, then taking the quotient of S by the congruence gives a quotient semiring S/ ≃
together with a quotient homomorphism S → S/ ≃, which is universal among semiring
homomorphisms out of S which identify any two elements which are congruent under ≃.
Since the intersection of any family of congruences is again a congruence, the set of
congruences on S is a complete lattice. We denote it by Cong(S). By the correspondence
between congruences and quotients, Cong(S) can equivalently be defined as the collection
of isomorphism classes of surjective semiring homomorphisms out of S.
3.40. Lemma. On a strict semifield F , taking the multiplicative kernel of a congruence ≃,
ker(≃) := {x ∈ F | x ≃ 1}, (3.3)
establishes a bijection between congruences on F with 1 6≃ 0 and subsets K ⊆ F× which
satisfy the following:
(a) K is a multiplicative subgroup.
(b) K is closed under F -convex combinations: for every r, s ∈ F×,
x, y ∈ K =⇒
rx+ sy
r + s
∈ K. (3.4)
In the convexity condition, note that r+s is invertible thanks to the strictness assump-
tion on F .
Proof. It is easy to see that the multiplicative kernel (3.3) has these two properties.
For (3.4), this is because x ≃ 1 and y ≃ 1 imply rx ≃ r and sy ≃ s, and therefore
rx+ sy ≃ r + s.
Conversely, let K be given, and define x ≃ y to hold if and only if x = y = 0 or if
x, y 6= 0 and xy−1 ∈ K. Then reflexivity, transitivity and symmetry of ≃ follow from the
assumption that K is a multiplicative subgroup. The compatibility with multiplication
x ≃ y =⇒ ax ≃ ay
holds trivially, using (ax)(ay)−1 = xy−1 for a 6= 0. To see that x ≃ y also implies
a+ x ≃ a+ y for a 6= 0, we assume y 6= 0 without loss of generality and use the convexity
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assumption on 1 ∈ K and xy−1 ∈ K to get
a+ x
a+ y
=
ay−1 + xy−1
ay−1 + 1
∈ K,
resulting in the desired a+ x ≃ a+ y.
Using the fact that we only consider congruences with 1 6≃ 0, or equivalently with
x 6≃ 0 for all x ∈ F×, it is clear that these two constructions are inverses of each other,
establishing the desired bijection. 
Every semiring has two congruences: the trivial congruence (which coincides with
equality) and the total congruence (in which all elements are equivalent). Looking at the
basic semifields from Example 3.8, it is easy to see that the Boolean semifield B has only
these two congruences. The other semifields also have a third one, namely the one which
makes all nonzero elements congruent, so that the resulting quotient is exactly B. Every
strict semifield has this third congruence as well. The following observation gives further
examples of such “simple” semifields.
3.41. Lemma. Suppose that F ⊆ R+ is any subsemifield with
x+ 1 ∈ F =⇒ x ∈ F. (3.5)
Then there are exactly three congruences on F : the trivial one, the total one, and the one
which identifies all nonzero elements.
Proof. Suppose that ≃ is neither the trivial congruence nor the total congruence.
Then 1 6≃ 0, since otherwise ≃ would be the total congruence. We also must have x ≃ y for
some x, y ∈ F× with x 6= y, since otherwise≃ would be the trivial congruence. Equivalently,
the multiplicative kernel K from (3.3) contains some a > 1. Then it also contains any b
with 1 < b < a: writing b = 1+ b′ by the assumed (3.5) and similarly a = b+ c for suitable
b′, c ∈ F gives
b = 1 + b′ =
c1 + b′a
c+ b′
∈ K
by the assumed convexity assumption. Since every x ∈ F with x > 1 is upper bounded by
some power of a, it follows that K = F×, as was to be shown. 
Nevertheless, among the main themes of this paper is the fact that a strict semifield can
have a large number of congruences and therefore a large number of semifield quotients.
3.42. Definition. Let f : S → T be a homomorphism of semirings. Then if ≃ is a
congruence on T , its pullback f−1(≃) is the congruence on S defined by
x f−1(≃) y :⇐⇒ f(x) ≃ f(y).
It is straightforward to see that this indeed defines another congruence, and we obtain
a monotone meet-preserving map between lattices of congruences,
f−1 : Cong(T ) −→ Cong(S).
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3.43. Remark. If S is a semiring and A is an S-semialgebra, then a congruence on A
automatically respects scalar multiplication: for all x, y ∈ A and r ∈ S,
x ≃ y =⇒ rx ≃ ry.
Therefore taking the quotient of an S-semialgebra by a congruence produces another S-
semialgebra.
Quasi-complements. While a semiring does typically not have any additive inverses,
many semirings nevertheless satisfy a weaker property that we introduce next. For a
semiring S, we consider every n ∈ N also as an element of S via the unique homomorphism
N→ S which maps every n to the n-fold sum 1 + . . .+ 1.
3.44. Definition. A semiring S has quasi-complements if for every x ∈ S there are n ∈ N
and y ∈ S with x+ y = n.
For example, obviously N itself has quasi-complements. Less trivially, Nn and Rn with
the componentwise algebraic operations have quasi-complements for any n ∈ N. Quasi-
complements are closely related to Archimedeanicity in the usual sense of the term in real
algebra (Remark 5.5).
3.45. Remark. If A is a semialgebra over a semiring S and S has quasi-complements, then
A has quasi-complements if and only if for every x ∈ A there are r ∈ S and y ∈ A with
x+ y = r.
4. Preordered algebraic structures
We now start to consider preordered versions of the structures introduced in the pre-
vious section. The following definitions are still more or less standard up to the definition
of magnifiable elements.
Preordered semimodules. Roughly speaking, introducing preordered versions of an
algebraic structure amounts to taking the definition of congruence and making it directed by
dropping the symmetry property of the relation. This is easy enough to do for semimodules
over a semiring.
4.1. Definition. Let S be a semiring. Then a preordered S-semimodule is a semimodule
M together with a preorder relation such that for all a, x, y ∈M and r ∈ S.
x ≤ y =⇒ a+ x ≤ a+ y ∧ rx ≤ ry.
4.2. Example. Every S-semimodule is a preordered semimodule with respect to the trivial
preorder. Moreover, the semimodule congruences are exactly the symmetric semimodule
preorders.
4.3. Example. Every S-semimodule M carries the natural preorder in which x ≤ y if and
only if there is a ∈M with a+ x = y. It is straightforward to verify that this is indeed a
semimodule preorder.
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4.4. Example. If M is a preordered semimodule, then so is Mop.
4.5. Example. If R is a ring, then scalar multiplication by −1 shows that a semimodule
preorder on an R-module M is automatically a congruence. It is then easy to show that
the semimodule preorders on M are in canonical bijection with the submodules of M .
With respect to monotone semimodule homomorphisms, the collection of preordered S-
semimodules becomes a category that we denote by PreordModS . Since every semimodule
is a preordered semimodule with respect to the trivial preorder, ModS becomes a full
subcategory of PreordModS. When we speak of an order embedding between preordered
semirings, then it is understood that it is also required to be a homomorphism.
4.6. Remark. Given a semimodule M , the collection of all semimodule preorders is par-
tially ordered by inclusion of relations. Moreover, the intersection of a family of semimodule
preorders is again a semimodule preorder. Hence the collection of semimodule preorders on
M forms a complete lattice. Moreover, we can consider the semimodule preorder generated
by a given family of desired preorder relations (xi ≤ yi)i∈I . This is analogous to specifying
a congruence generated by a family of desired congruence relations.
This generated preorder can be described more explicitly in exactly the same way as in
Remark 3.27, with the only difference that we now only take the transitive closure instead
of the transitive symmetric closure. Concretely, let us first put a ≤ b if there are i ∈ I and
z ∈M and r ∈ S such that
a = z + rxi, b = z + ryi.
Then taking the transitive closure produces the S-semimodule preorder generated by (xi ≤
yi)i∈I .
4.7. Definition. Let M and N be preordered S-semimodules. Then their tensor product
M⊗SN is the preordered S-semimodule whose underlying semimodule is the tensor product
from Definition 3.30, and with semimodule preorder generated by
x− ⊗ y− ≤ x+ ⊗ y+
whenever x− ≤ x+ in M and y− ≤ y+ in N .
Essentially by definition, the monotone homomorphisms M ⊗S N −→ O to a third
preordered semimodule S are in natural bijection with the S-bilinear maps
M ×N −→ O
which are moreover monotone in each argument. Moreover, the monotone homomorphisms
N → O are themselves closed under addition, scalar multiplication, and preordered with re-
spect to the pointwise preorder induced from O; in this way, the hom-set PreordModS(N,O)
becomes a preordered S-semimodule in its own right. We then have a generalized version
of the hom-tensor adjunction from Lemma 3.31.
4.8. Lemma. For S a semiring, there is a bijection
PreordModS(M,PreordModS(N,O)) ∼= PreordModS(M ⊗S N,O)
natural in the preordered S-semimodules M , N and O.
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Proof. Straightforward by the discussion of the previous paragraph, since both sides
represent the set of monotone S-bilinear maps M ×N −→ O. 
We now generalize Lemma 3.32, obtaining a result which will be crucial for us later on.
4.9. Lemma. Consider R+ as a trivially preordered Q+-semimodule. If M is any preordered
Q+-semimodule, then the homomorphism
M −→M ⊗Q+ R+, x 7−→ x⊗ 1
is an order embedding.
Proof. This proceeds exactly as the proof of Lemma 3.32, with minor differences
in particular in the final part. Suppose that x, y ∈ M are such that x ⊗ 1 ≤ y ⊗ 1 in
M ⊗Q+ R+. Then using Remark 4.6, it follows likewise that there is a finitely generated
Q+-subsemimodule N ⊆ R+ with 1 ∈ N and such that x⊗ 1 ≤ y ⊗ 1 already holds in N .
Then embedding N into a free semimodule finishes the proof in the same way. 
A similar (but simpler) result is the following.
4.10. Lemma. Consider N as a trivially preordered N-semimodule. If M is any preordered
N-semimodule, then the homomorphism
S −→ S ⊗N Q+, x 7−→ x⊗ 1
is such that for all x, y ∈ S,
x⊗ 1 ≤ y ⊗ 1 ⇐⇒ ∃n ∈ N>0 : nx ≤ ny.
Proof. We first give a simplified description of S ⊗N Q+. Consider the set of all
expressions of the form x⊗ n−1 with x ∈M and n ∈ N>0, and declare x⊗ n
−1 equivalent
to y ⊗m−1 if there is ℓ ∈ N>0 such that ℓmx = ℓny. Adding two such expressions via
x⊗ n−1 + y ⊗m−1 := (mx+ ny)⊗ (mn)−1
is easily seen to be well-defined and results in the structure of N-semimodule. It is straight-
forward to verify that it has the universal property required of the tensor product of
N-semimodules S ⊗N Q+.
Similarly, equipping this N-semimodule with the preorder in which x⊗ n−1 ≤ y⊗m−1
if there is ℓ ∈ N>0 such that
ℓmx ≤ ℓny
produces a preordered N-semimodule, which is easily seen to have the universal property
required of the tensor product of preordered N-semimodules S ⊗N Q+. The claimed char-
acterization of x⊗ 1 ≤ y ⊗ 1 then holds by construction. 
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Preordered semirings. We now finally introduce the protagonists of this paper. We
could define a preordered semiring to be a semiring which is preordered as a semimodule
over itself. This is indeed what we do, but it seems appropriate to spell this out.
4.11. Definition. A preordered semiring is a semiring S together with a preorder relation
≤ such that for all a, x, y ∈ S,
x ≤ y =⇒ a+ x ≤ a+ y ∧ ax ≤ ay.
As in the case of congruences, these compatibility conditions are equivalent to saying
that the preorder relation ≤⊆ S × S must be a subsemiring. Equivalently, we could have
said that S must be a semiring which at the same is preordered as a semimodule over itself.
4.12. Remark. We may or may not have 1 ≥ 0 in S. If we do, then we necessarily have
x ≥ 0 for all x ∈ S, since 1 ≥ 0 implies x · 1 ≥ x · 0. But it may also happen that 1 < 0,
since if S is a preordered semiring, then so is Sop.
Nevertheless, our main results will assume that 1 ≥ 0 holds.
4.13. Remark. The relations ∼ and ≈ as defined in Notation 2.2 are semiring congruences
on S. With respect to the preorders inherited from S, the resulting quotient S/ ∼ is a
trivially preordered semiring and S/≈ is a partially ordered semiring.
4.14. Remark. Given a semiring S, we may consider the set of all possible preorders on
S which make S into a preordered semiring. Since again the intersection of a family of
semiring preorders on F is also a semiring preorder, it follows that for any two families of
elements (xi)i∈I and (yi)i∈I , there is a smallest semiring preorder on S such that xi ≤ yi.
We call it the semiring preorder generated by (xi ≤ yi)i∈I .
4.15. Remark. Following Notation 2.3, given a preordered semiring S, the opposite semir-
ing Sop is the same semiring carrying the reversed preorder. Since the conditions of Defi-
nition 4.11 are invariant under reversing the order, Sop is a preordered semiring again.
4.16. Remark. If S is a semifield and A is an S-semialgebra which at the same time is
preordered as a semiring, then scalar multiplication is automatically monotone: for all
x, y ∈ A and r ∈ S,
x ≤ y =⇒ rx ≤ ry.
We call these structures preordered F -semialgebras. Even more particularly, preordered
division semialgebras will be of particular interest to us in Section 11.
4.17. Definition. A preordered semiring S is order cancellative if it satisfies
a+ x ≤ a+ y =⇒ x ≤ y
for all a, x, y ∈ S.
Of course this would more generally make sense for preordered semimodules, but we
will not need it in that case. Note that the opposite implication always holds by the
definition of preordered semiring.
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4.18. Lemma. Let S be a preordered semiring which is order cancellative. Then
x < y =⇒ a+ x < a+ y
holds in S.
Proof. Clearly x < y implies a+x ≤ a+y by monotonicity of addition. If a+x ≥ a+y
was true as well, then the order cancellativity would give us x ≥ y, contradicting the
assumption. 
Recall the notion of equivalence of preordered sets from Definition 2.4 and Lemma 2.5.
We now formulate the corresponding variant in the present context.
4.19. Definition. Let S and T be preordered semirings. An equivalence between S and T
is a pair of monotone homomorphisms
f : S → T, g : T → S
such that g(f(x)) ≈ x and f(g(y)) ≈ y for all x ∈ S and y ∈ T .
4.20. Lemma. For preordered semirings S and T , the following are equivalent for a mono-
tone homomorphism f : S → T :
(a) f is an equivalence.
(b) f is an order embedding, and for every y ∈ T there is x ∈ S with f(x) ≈ y.
(c) The induced homomorphism
f/≈ : S/≈−→ T/≈
is an isomorphism of partially ordered semirings.
Proof. Straightforward. 
The following result is an analogue of Mac Lane’s strictification theorem for monoidal
categories (and much simpler). As a technical tool it is not very useful, but it provides an
important piece of intuition on how to think about preordered semirings up to equivalence.
It also suggests that the commonly encountered restriction to polynomial rings in real
algebra is not a substantial restriction.
4.21. Proposition. Every preordered semiring S is equivalent to a polynomial preordered
semiring, in finitely many variables if S is finitely generated.
Proof. Let S0 ⊆ S be any generating set, finite if S is finitely generated, and consider
the polynomial semiring N[S0]. Mapping every element of S0, considered as a variable
in N[S0], to the actual element in S defines a homomorphism N[S0] → S. Pulling back
the preorder from S to N[S0] along this homomorphism makes N[S0] into a preordered
semiring and the homomorphism into an order embedding. It then must be an equivalence
by surjectivity. 
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Totally preordered and fully preordered semirings. The following piece of ter-
minology may also be evident without mention. Recall total and full preorders from Defi-
nition 2.6.
4.22. Definition. (a) A totally preordered semiring is a preordered semiring whose
preorder is total.
(b) A fully preordered semiring is a preordered semiring whose preorder is full.
A totally preordered semiring is trivially fully preordered. Conversely, a fully pre-
ordered semiring which satisfies 1 ∼ 0 is necessarily totally preordered.
Fully preordered semirings have the useful property that strict inequalities can often
be inferred by cancellation.
4.23. Lemma. Let S be a fully preordered semiring and x ∼ y in S. Then:
(a) If a+ x < a+ y or ax < ay for some4 a ∈ S, then also x < y.
(b) Suppose that x or y is invertible. Then for any n ∈ N>0,
x ∼ y ∧ xn ≤ yn ⇐⇒ x ≤ y.
Proof. (a) x ≥ y would imply a+ x ≥ a+ y and ax ≥ ay.
(b) The implication from right to left holds in all preordered semirings. In the other
direction, it is enough to prove that x > y implies xn > yn by induction on n.
Assuming without loss of generality that x is invertible, x > y gives xnx > xny by
invertibility, and therefore
xn+1 > xny ≥ yny = yn+1,
as was to be shown. 
Preordered semialgebras. If A is a semialgebra over a semiring S, and A is pre-
ordered as a semiring, then also scalar multiplication by elements of S is obviously mono-
tone. However, there is still an interesting type of question to ask about preordered semi-
algebras, namely to what extent a change of base also changes the preorder.
More concretely, the proof of our local-global principle will involve a change of base from
N to R+. As we have already seen in the previous section, if S is a preordered semiring,
then S ⊗N R+ is also a preordered N-semimodule. But using the usual prescription for
multiplication of tensors
(x1 ⊗ y1)(x2 ⊗ y2) := x1x2 ⊗ y1y2
turns it into a preordered semiring in its own right. Its obvious structure of R+-semimodule
turns it into a preordered semialgebra.
4.24. Proposition. Let S be a preordered semiring. Then S ⊗N R+ is a preordered semi-
algebra, and the canonical monotone semiring homomorphism
S −→ S ⊗N R+, x 7−→ x⊗ 1
4Invertibility of a is not required.
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is such that for all x, y ∈ S,
x⊗ 1 ≤ y ⊗ 1 ⇐⇒ ∃n ∈ N>0 : nx ≤ ny.
Proof. This follows upon combining Lemma 4.9 with Lemma 4.10, since
S ⊗N R+ ∼= (S ⊗N Q+)⊗Q+ R+,
and there is nothing more to be shown. 
Preordered semifields. Getting to preorders on semifields, it turns out to be conve-
nient to again add a mild nondegeneracy condition to the definition, as in Definition 3.7.
4.25. Definition. A preordered semifield is a strict semifield F together with a semiring
preorder ≤ such that 1 6≈ 0.
4.26. Example. All the semifields from Example 3.8, when equipped with their usual order
structures, become totally preordered semifields, and all the homomorphisms listed there
are monotone, where the injective ones are order embeddings.
4.27. Remark. If F is a preordered semifield, then x ≈ 0 in F implies x = 0. For if x 6= 0,
then x would have to be invertible, and then x ≈ 0 would imply 1 = xx−1 ≈ 0, which is
assumed not to be the case by the definition of preordered semifield.
4.28. Remark. If F is a field which is preordered as a semiring, then the preorder ≤
must either be the trivial one, which only relates an element to itself, or the total one
which relates any two elements. Indeed monotonicity of multiplication by −1 implies
that the relation ≤ is symmetric, or equivalently a congruence. But since a field has
only the trivial and the total congruence (by the correspondence between congruences and
ideals of Lemma 3.39), the claim follows. This motivates the strictness requirement in
Definition 4.25: it only serves to exclude trivially preordered fields, and is convenient since
we can then routinely use the fact that the sum of an invertible element and an arbitrary
element is again invertible.
4.29. Example. Recall the categorical product of strict semifields from Example 3.18.
Using the componentwise preorder
(x1, x2) ≤ (y1, y2) :⇐⇒ x1 ≤ y1 ∧ x2 ≤ y2
turns this semifield product into a preordered semifield. It is similarly straightforward
to check that this is the categorical product in the category of preordered semifields and
monotone semiring homomorphisms.
4.30. Example. Let F1 be a totally preordered semifield which is order cancellative, such
as R+, and let F2 be any preordered semifield. Then their lexicographic product F1 ⋉ F2
has the set
(F×1 × F
×
2 ) ∪ {0, 0}
with the componentwise algebraic structure as its underlying semiring, with preorder rela-
tion
(x1, x2) ≤ (y1, y2) :⇐⇒ x1 < y1 ∨ (x1 ≈ y1 ∧ x2 ≤ y2).
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It is straightforward to show that F1 ⋉ F2 is again a preordered semifield, where the
monotonicity of addition makes use of Lemma 4.18.
Recall the semifield of fractions from Remark 3.15.
4.31. Definition. A preordered semidomain S is a preordered semiring which is a semido-
main (Definition 3.13) and such that for all x ∈ S,
x ≈ 0 =⇒ x = 0.
4.32. Lemma. If S is a preordered semidomain, then Frac(S) becomes a preordered semifield
with respect to the preorder given by, for nonzero a, b ∈ S,
x
a
≤
y
b
:⇐⇒ ∃r ∈ S \ {0} : xbr ≤ yar.
Proof. We already know by Remark 3.15 that Frac(S) is a semifield, so we only need
to show that the above defines a semiring preorder and that 1 6≈ 0. We do this in several
steps.
(a) The preorder relation is well-defined.
Indeed suppose that x1a1 and
x2
a2
represent the same element of S, meaning that
there is nonzero s with x1a2s = x2a1s. Then if we have
x1
a1
≤ yb by virtue of
x1br ≤ ya1r, then also
x2b(a1sr) = x1a2bsr ≤ ya2(a1sr),
which gives x2a2 ≤
y
b since a1sr 6= 0. Well-definedness with respect to the fraction
on the right-hand side works analogously.
(b) The preorder relation is transitive.
Thus suppose that xa ≤
y
b ≤
z
c for nonzero a, b, c ∈ S, meaning that there are
nonzero r, s ∈ S with
xbr ≤ yar, ycs ≤ zbs.
Then also brs is nonzero, and
xcbrs ≤ yacrs ≤ zabrs,
which gives indeed xa ≤
z
c .
(c) Multiplication is monotone.
We multiply the assumed inequality xa ≤
y
b , again corresponding to xbr ≤ yar,
by zc . This gives
xz
ac ≤
yz
bc thanks to
(xz)(bc)r ≤ (yz)(ac)r,
which is enough.
(d) Addition is monotone.
We use the same assumptions and need to show xc+zaac ≤
yc+zb
bc , which amounts
to
(xc+ za)(bc)r ≤ (yc+ zb)(ac)r,
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which indeed follows from the assumption xbr ≤ yar.
(e) We have 1 6≈ 0 in Frac(S). Indeed 1 ≥ 0 and 1 ≤ 0 would mean that there are
nonzero r, s ∈ S such that r ≥ 0 and s ≤ 0. But this gives 0 ≤ rs ≤ 0, and hence
rs = 0 by Definition 4.31. But then also r = s = 0 by the definition of semidomain,
contradicting the assumption r, s 6= 0. 
4.33. Lemma. If S is a preordered semidomain, then the canonical homomorphism
S −→ Frac(S), x 7−→
x
1
is monotone and satisfies
x
1
≤
y
1
⇐⇒ ∃a ∈ S \ {0} : ax ≤ ay.
Proof. By definition. 
Convexity of homomorphisms and congruences. Some of the basic definitions
of semiring theory, in particular the definition of congruence, seem to work best in the
preordered setting after some slight tweaks.
4.34. Definition. If S is a preordered semiring and T a semiring, then a homomorphism
f : S → T is convex if for any x, y, z ∈ S we have
x ≤ y ≤ z, f(x) = f(z) =⇒ f(x) = f(y) = f(z).
Similarly, a congruence ≃ on S is convex if
x ≤ y ≤ z, x ≃ z =⇒ z ≃ y ≃ z.
Both ≈ and ∼ are easily seen to be convex congruences on any preordered semiring.
4.35. Remark. If ≃ is a convex congruence and x ≈ y, then also x ≃ y, because of
x ≤ y ≤ x and x ≃ x.
4.36. Example. Let S and T be preordered semirings and f : S → T a monotone homo-
morphism. Then
x ≃ y :⇐⇒ f(x) ≈ f(y)
defines a convex congruence on S.
The intersection of any family of convex congruences is again a convex congruence.
Hence it makes sense to speak of the convex congruence generated by any given relation on
a preordered semiring. However, in contrast to Remark 3.27 there does not seem to be a
generally applicable simple description of it. For example the convex congruence generated
by a congruence ≃ is given by the transitive closure of the relation which is satisfied by
x, y ∈ S if and only if
∃a, b : a ≤ x, y ≤ b ∧ a ≃ b,
and it seems unlikely that there will be a more explicit description of this transitive closure.
In any case, the set of convex congruences is a complete lattice with respect to the inclusion
order, with lattice meet given by intersections.
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4.37. Notation. If S is a preordered semiring, we write Cong(S) for its lattice of convex
congruences.
4.38. Lemma. If f : S → T is a monotone homomorphism of preordered semirings, and ≃
is a convex congruence on T , then its pullback f−1(≃) is a convex congruence on S. Pulling
back congruences defines a monotone meet-preserving map f−1 : Cong(T ) → Cong(S) be-
tween lattices of congruences.
Proof. Suppose that x f−1(≃) z and x ≤ y ≤ z in S, where the former assumption
by definition means f(x) ≃ f(z). Then also f(x) ≤ f(y) ≤ f(z) by monotonicity of f , and
hence f(x) ≃ f(y) ≃ f(z) by convexity of ≃. Therefore x f−1(≃) y f−1(≃) z, as was to be
shown.
It is clear that if one congruence on T extends another, then the same inclusion holds
between their pullbacks, resulting in the monotonicity of f−1 : Cong(T )→ Cong(S). 
We now prove a version of Lemma 3.40, the correspondence between convex congruences
and certain multiplicative subgroups of a semifield, for preordered semifields.
4.39. Lemma. On a preordered semifield F , taking the multiplicative kernel of a convex
congruence ≃,
ker(≃) := {x ∈ F | x ≃ 1}, (4.1)
establishes a bijection between convex congruences ≃ on F with 1 6≃ 0 and subsets K ⊆ F×
which satisfy the following:
(a) K is a multiplicative subgroup.
(b) K is order convex: if x ∈ K and 1 ≤ y ≤ x, then also y ∈ K.
(c) K is closed under F -convex combinations: for every r, s ∈ F×,
x, y ∈ K =⇒
rx+ sy
r + s
∈ K. (4.2)
Proof. This follows from Lemma 3.40 upon noting that the additional order convex-
ity condition (b) on the subgroup is equivalent to convexity of the congruence, which is
straightforward. 
Magnifiable and shrinkable elements. The following definition gives a relaxed
notion of invertibility, which alternatively can be interpreted as a boundedness condition.
It trivially holds for all invertible elements.
4.40. Definition. Let S be a preordered semiring. An element x ∈ S is
(a) magnifiable if there is y ∈ S with xy ≥ 1.
(b) shrinkable if there is y ∈ S with xy ≤ 1.
4.41. Lemma. Let S be a preordered semiring with 1 ≥ 0. Then the set of magnifiable
elements is closed under addition and multiplication and upwards closed.
Reversing the order shows that this holds likewise for the shrinkable elements.
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Proof. Suppose that x, y ∈ S are magnifiable, so that we have a, b ∈ S with xa ≥ 1
and yb ≥ 1. Then also
(xy)(ab) ≥ 1,
and
(x+ y)(a+ b) ≥ xa+ yb ≥ 2 ≥ 1,
as was to be shown. Upwards closure is trivial. 
4.42. Notation. In the situation of Lemma 4.41, we denote the set of magnifiable elements
by S×.
It is clear that this is consistent with the same notation S× for the set of invertible
elements in a trivially preordered semiring, since with trivial preorder the magnifiable
elements are exactly the invertible ones.
4.43. Lemma. Let S be a preordered semiring with 1 > 0 and S = S× ∪ {0}. Then also:
(a) For all x, y ∈ S with xy ≤ 0, we have x = 0 or y = 0.
(b) If x, y ∈ S with y 6= 0, then there is a ∈ S with x ≤ ay.
In particular, such S is also a semidomain, and we can therefore form Frac(S) by
Lemma 4.32 and apply Lemma 4.33.
Proof. (a) If x and y were both nonzero, then they would have to be magnifiable.
But then so is xy, and we get a with 1 ≤ xya ≤ 0, contradicting the assumption
1 > 0.
(b) Upon choosing b ∈ S with yb ≥ 1, we have x ≤ xby, so that a := xb works. 
Polynomial growth. We now consider a condition which is related to magnifiability.
It was originally introduced in [5].
4.44. Definition. Let S be a preordered semiring.
(a) An element u ∈ S is power universal if u ≥ 1 and for every nonzero x, y ∈ S with
x ≤ y, there is k ∈ N with y ≤ ukx.
(b) If S has a power universal element, then we say that S is of polynomial growth.
We will usually reserve the letter u for power universal elements. The following char-
acterization was used as the definition in [5].
4.45. Lemma. If 1 ≥ 0 in S, then u ≥ 1 is power universal if and only if for every nonzero
x ∈ S there is k ∈ N with
x ≤ uk, 1 ≤ ukx.
Proof. For the “if” part, let k ∈ N be large enough so that y ≤ uk and 1 ≤ ukx. Then
also y ≤ uk ≤ u2kx.
For the “only if”, applying the assumption to the inequality 1 ≤ x+1 gives x+1 ≤ uk
for suitable k, and hence in particular x ≤ uk. Then applying the assumption to this
inequality itself gives ℓ ∈ N with uk ≤ uℓx, and hence in particular 1 ≤ uℓx. 
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4.46. Example. Consider the polynomial semiring N[X] with the coefficientwise preorder.
This is exactly the semiring preorder generated by 1 ≥ 0. Then u := 2 + X is power
universal.
4.47. Example. Consider a polynomial ring R[X] = R[X1, . . . ,Xd] with ΣR[X] ⊆ R[X] the
subsemiring of sums of squares plus constants, as in (3.2). For p, q ∈ ΣR[X], we put p ≤ q
if q − p is itself a sum of squares. This makes ΣR[X] into a preordered semiring with 1 ≥ 0.
It is of polynomial growth with respect to u := 2 +
∑
iX
2
i .
Slightly more generally, let R be a ring and ΣR as in (3.1). Then ΣR becomes a
preordered semiring with respect to x ≤ y if and only if y − x is itself a sum of squares. If
R is finitely generated by a1, . . . , an ∈ R, then u := 2 +
∑
i a
2
i is power universal.
Another useful criterion is as follows.
4.48. Lemma ([5]). Let S be a preordered semiring with 1 ≥ 0. Then S is of polynomial
growth if and only if there is v ∈ S such that for every nonzero x ∈ S there is p ∈ N[X]
with
x ≤ p(v), 1 ≤ p(v)x. (4.3)
Proof. The “only if” direction is trivial by the previous lemma. For the “if” part,
choose q ∈ N[X] such that 1 ≤ q(v). Using Example 4.46, we can assume that q ≥ 2 +X
without loss of generality by replacing q by q + 2 + X if necessary. Hence q is power
universal in N[X] as well. Then with u := q(v), the claim follows from the fact that the
homomorphism
N[X] 7−→ S, p 7−→ p(v)
is monotone. 
4.49. Remark ([5]). As for magnifiable elements in Lemma 4.41, the set of elements x
which satisfy the polynomial growth condition in the form (4.3) is closed under addition,
multiplication and upwards closed. It follows that if 1 ≥ 0, then (4.3) only needs to be
verified on some subset which generates S under these operations.
4.50. Remark. Clearly if S is of polynomial growth, then every nonzero element is mag-
nifiable. If 1 > 0 in addition, then Lemma 4.43 applies, and we can conclude in particular
that S is a semidomain.
The ambient preorders. Every preordered semiring carries other canonical pre-
orders defined in terms of the original one. These will come up later towards the end
of Section 10.
4.51. Definition. Let S be a preordered semiring. The ambient preorder on S with respect
to fixed elements x, y ∈ S is the relation x,y on S defined by
a x,y b :⇐⇒ ay + bx ≤ ax+ by.
4.52. Lemma. The ambient preorder x,y is a semiring preorder, and 1 x,y 0 if and only
if x ≤ y.
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Proof. Straightforward. 
4.53. Lemma. Let S be a preordered semiring with x ≤ y in S and f : S → R a monotone
homomorphism with f(x) < f(y). Then f is also x,y-monotone.
As the proof shows, this actually holds whenever f takes values in an ordered field.
Proof. If f : S → F and f is monotone, then a x,y b gives
f(a)f(y) + f(b)f(x) ≤ f(a)f(x) + f(b)f(y),
or equivalently in F ,
f(a)(f(y)− f(x)) ≤ f(b)(f(y)− f(x)).
Since f(x) < f(y) by assumption, this gives the desired f(a) ≤ f(b) upon cancelling. 
4.54. Remark. An interesting feature of the ambient preorder is that it is invariant under
reversing ≤, namely if a x,y b in S, then also a y,x b in S
op. In particular, Lemma 4.53
similarly holds for antitone f .
5. Quasiordered rings and test algebras
In this section we deviate somewhat from our semiring theme, although the structures
that we introduce and study here will still be closely related, both conceptually and tech-
nically.
5.1. Definition. Given a positive cone R+ in a ring R, its positivator is the set
Pos(R+) := {x ∈ R | xR+ ⊆ R+}.
It is easy to see that the positivator is a subsemiring of R. If A is an algebra, then
a positive cone A+ ⊆ A is also assumed to be closed under multiplication, and then the
positivator Pos(A+) is clearly a subsemialgebra of A.
5.2. Lemma. If R+ ⊆ R is a positive cone in a ring R, then Pos(R+) becomes a preordered
semiring with respect to the induced preorder,
x ≤ y :⇐⇒ y − x ∈ R+.
Proof. Straightforward. 
5.3. Definition. Let R be a ring together with a positive cone R+ ⊆ R.
(a) R is a preordered ring if the positive cone is a subsemiring, meaning that 1 ∈ R+
and R+ is closed under multiplication,
R+R+ ⊆ R+.
(b) R is a quasiordered ring if
R = Pos(R+)− Pos(R+).
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(c) R is totally preordered respectively totally quasiordered if in addition
R = R+ ∪ (−R+).
Note that ifR is a preordered ring, then its positive coneR+ is often called a preprime [14,
Definition 5.1.1]. We prefer to use a more descriptive term.
5.4. Lemma. Let R be a ring with a positive cone R+ ⊆ R. Then:
(a) 1 ∈ R+ if and only if Pos(R+) ⊆ R+.
(b) R+R+ ⊆ R+ if and only if R+ ⊆ Pos(R+).
(c) R is a preordered ring if and only if Pos(R+) = R+.
(d) If R is a preordered ring, then R is a quasiordered ring if and only if R = R+−R+.
Proof. These are straightforward consequences of the definitions. 
5.5. Remark. If R is a preordered ring, then the semiring preorder on Pos(R+) = R+ from
Lemma 5.2 coincides with the natural preorder from Example 4.3.
Furthermore, many properties of R can be read off from the preordered semiring R+.
For example, R is Archimedean in the sense that for every x ∈ R there is n ∈ N with x ≤ n
if and only if R+ has quasi-complements in the sense of Definition 3.44.
5.6. Example. For R = Z, any additive submonoid R+ ⊆ N is stable under multiplica-
tion by sufficiently large positive integers [16, Section 1.2], and therefore makes Z into a
quasiordered ring.
5.7. Example. If R is a ring andR+ ⊆ R a positive cone which makes R into a quasiordered
ring, then so does aR+ for any unit a ∈ R
×, since Pos(aR+) = Pos(R+). In particular,
also −R+ makes R into a quasiordered ring. As a preordered semiring, we then have
Pos(−R+) = Pos(R+)
op.
These examples may suggest that there are lots of different ways to make a given
ring into a quasiordered ring, which matches up with the intuition that the definition of
quasiordered ring only requires a very mild compatibility condition between the positive
cone and the multiplication of R. However, the upcoming Examples 5.21 and 5.22 will show
that there nevertheless are also important restrictions, especially on total quasiorderings.
5.8. Remark. We now consider Marshall’s T -modules [14] in our notation and explain the
relation to quasiordered rings. If R is a preordered ring with respect to a positive cone
T ⊆ R, then a T -module is a subset M ⊆ R such that
M +M ⊆M, TM ⊆M, 1 ∈M.
Then M ⊆ R is a positive cone as well, and T ⊆ Pos(M). Thus with R+ :=M , we obtain
that R is a quasiordered ring as soon as T is generating, R = T − T . Note that this
inference does not use the condition 1 ∈M .
Conversely, let R be a quasiordered ring with respect to a positive cone R+ ⊆ R. Then
taking T := Pos(R+) and M := R+ results in a T -module as soon as 1 ∈ R+. However,
note that this statement does not need the condition R = Pos(R+)− Pos(R+).
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Thus overall, if Marshall did not require 1 ∈M and we did not require R = Pos(R+)−
Pos(R+), then our definition of quasiordered ring would essentially coincide with Marshall’s
notion of T -module. There would still be a difference in emphasis: for us, the preprime T
is a derived concept, in the sense that for a given positive cone M , we would simply take
the maximal preprime T := Pos(M+) with respect to which M is a T -module.
However, the technical differences relative to Marshall’s definition are quite important.
First, our local-global principle (Theorem 12.1) would no longer hold if we did impose
1 ∈ R+ in the definition of test algebra, which we will define as a particular type of
quasiordered ring. Conversely, our condition R = Pos(R+) − Pos(R+) provides the only
relation on a quasiordered ring between the multiplication in R and the positive cone R+,
and as such it obviously cannot be dropped for the development of any nontrivial theory
that goes beyond the theory of preordered abelian groups. And as we will see in the
following, this condition indeed has far-reaching consequences.
Continuing on from Lemma 5.2, there is a sense in which quasiordered rings and pre-
ordered semirings are two sides of the same coin, at least if one only considers preordered
semirings which are order cancellative.
5.9. Proposition. A preordered semiring S order embeds into some Pos(R+) for a qua-
siordered ring R if and only if S is order cancellative.
Proof. A preordered semiring of the form Pos(R+) is order cancellative since trivially
(a+ x)− (a+ y) ∈ R+ ⇐⇒ x− y ∈ R+.
For the converse, suppose that S is a preordered semiring. Then we apply the Grothendieck
construction to it, obtaining a ring which we may denote by S ⊗ Z; its elements are the
formal differences x+ − x− for x+, x− ∈ S with x+ − x− considered equal to y+ − y− if
x+ + y− ≈ x− + y+, with the usual algebraic operations induced from S. We then define
the positive cone to be
(S ⊗ Z)+ := {x+ − x− | x− ≤ x+},
where the cancellativity assumption is relevant for showing that this is well-defined and
closed under addition, where the well-definedness is because if x− ≤ x+ and x+ + y− ≈
x− + y+, then also
x+ + y− ≈ x− + y+ ≤ x+ + y+,
so that the claims follows upon cancelling x+. We have a semiring homomorphism
S −→ S ⊗ Z, x 7−→ x− 0,
and it lands in Pos((S ⊗ Z)+) by the monotonicity of multiplication in S, meaning that
S ⊆ Pos((S ⊗ Z)+). It is an order embedding by construction, and the quasiordering
condition on the positivator spanning the ring holds for the same reason. 
For quasiordered rings, assuming R+ ∩ (−R+) = {0} is often possible without loss of
generality by quotienting, for the following reason.
5.10. Lemma. If R is a ring and R+ ⊆ R a quasiordering, then R+ ∩ (−R+) is an ideal in
R.
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Proof. Let x ∈ R+ ∩ (−R+) and a ∈ R. We can assume that a = a+ − a− for
a+, a− ∈ Pos(R+). But then also a+x ∈ R+ since x ∈ R+, and −a−x ∈ R+ since −x ∈ R+.
Therefore ax ∈ R+. Applying this to −x in place of x gives −ax ∈ R+. Hence we have the
overall ax ∈ R+ ∩ (−R+). 
Hence if x > 0 in R, then its image in R/(R+ ∩ (−R+)) is still strictly positive if we
equip R/(R+ ∩ (−R+)) with the pushforward cone from the upcoming Lemma 5.16.
Here is our first rigidity result.
5.11. Lemma. Let R be a totally quasiordered ring. Then for every invertible a ∈ Pos(R+),
we have aR+ = R+, and a
−1 ∈ Pos(R+).
Proof. As the two claims are equivalent, it is enough to show that aR+ = R+, i.e. for
every x ∈ R+ to find y ∈ R+ with x = ay. For given x, we have a
−1x ∈ R+ or −a
−1x ∈ R+
by totality. In the former case we are done, as a(a−1x) = x. In the latter case, we get
−x ∈ R+ by a ∈ Pos(R+), and hence x ∈ R+ ∩ (−R+). This implies a
−1x ∈ R+ ∩ (−R+)
by Lemma 5.10. 
We now consider ideals in quasiordered rings, and subsequently how quasiorderings can
be pushed forward and pulled back along surjective ring homomorphisms. We start with
an analogue of the convex congruences of Definition 4.34.
5.12. Lemma. Let R be a quasiordered ring and I ⊆ R an ideal. Then the following are
equivalent:
(a) For all x, y ∈ R+, we have
x+ y ∈ I =⇒ x, y ∈ I.
(b) If x ≤ y ≤ z holds in R and x, z ∈ I, then also y ∈ I.
(c) Equip the preordered semiring Pos(R+) with the congruence associated to I,
x ≃ y :⇐⇒ x− y ∈ I.
Then ≃ is a convex congruence.
In terms of convex geometry, condition (a) essentially states that I ∩ R+ should be a
face of the positive cone R+.
Proof. We derive (b) from (a), so assume x ≤ y ≤ z and x, z ∈ I. Considering
a := y− x and b := z − y, we have a+ b = z− x ∈ I, and therefore a, b ∈ I by assumption.
Hence also y = x+ a ∈ I.
Assuming (b), condition (c) holds because if x ≤ y ≤ z in Pos(R+) and x ≃ z, then
also
0 ≤ y − x ≤ z − x,
so that z − x ∈ I implies y − x ∈ I by assumption, and hence x ≃ y.
Starting from (c), we obtain (a) as follows. We write x = x+ − x− and y = y+ − y−
with x±, y± ∈ Pos(R+). Then our assumptions amount to x− ≤ x+ as well as y− ≤ y+ and
x+ y = (x+ + y+)− (x− + y−) ∈ I,
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which translates into x+ + y+ ≃ x− + y−. Therefore because of
x− + y− ≤ x+ + y− ≤ x+ + y+,
the assumed convexity of ≃ lets us replace both of these ≤ by ≃, which gives
x = (x+ + y−)− (x− + y−) ∈ I,
y = (x+ + y+)− (x+ + y−) ∈ I,
as was to be shown. 
5.13. Definition. If the equivalent conditions of Lemma 5.12 hold, then we say that I is
convex.
5.14. Example. The zero ideal {0} ⊆ R is convex if and only if R+ ∩ (−R+) = {0}.
5.15. Example. Let Z be quasiordered with respect to the positive cone N ⊆ Z. Then the
only convex ideals are {0} and Z itself.
It is easy to see that the intersection of a family of convex ideals is another convex ideal.
It once again follows that the set of convex ideals on a quasiordered ring R is a complete
lattice, which we denote by ConvIdeals(R).
5.16. Lemma. Let R be a quasiordered ring and I ⊆ R any ideal. Then:
(a) The smallest convex ideal which contains I is given by
conv(I) = {x ∈ R | ∃a, b ∈ I : a ≤ x ≤ b}.
(b) R/I is a quasiordered ring with positive cone R+/I.
(c) With f : R→ R/I the quotient homomorphism,
f−1(Pos(R+/I)) = Pos(R+ + I).
(d) I is convex if and only if
f−1(R+/I ∩ (−R+/I)) = I.
(e) f−1 : ConvIdeals(R/I) → ConvIdeals(R) is an order embedding with image all
convex ideals containing I.
(f) R+ ∩ (−R+) is a convex ideal which contains every other convex ideal.
Proof. (a) Every convex ideal which contains I must clearly also contain those
elements. Hence it is enough to show that conv(I) as defined above is a convex
ideal.
It is straightforward to see that conv(I) is closed under addition. For closure
under multplication by ring elements, it is then enough to show that x ∈ conv(I)
and a ∈ Pos(R+) imply ax ∈ conv(I) and −ax ∈ conv(I). This is indeed the
case, because multiplication by a preserves inequalities and multiplication by −a
reverses them. For convexity, we need to show that if x ∈ R is such that a ≤ x ≤ b
for some a, b ∈ conv(I), then x ∈ conv(I). But x is indeed clearly both upper
bounded and lower bounded by elements of I.
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(b) We need to show that
R/I = Pos(R+/I)− Pos(R+/I).
To see this, note first that
Pos(R+)/I ⊆ Pos(R+/I),
which is a simple consequence of the definitions. Then
R/I = (Pos(R+)− Pos(R+))/I
= Pos(R+)/I − Pos(R+)/I
⊆ Pos(R+/I)− Pos(R+/I)
⊆ R/I,
so that the containment is necessarily an equality.
(c) We have a ∈ f−1(Pos(R+/I)) if and only if (a + I)(R+ + I) ⊆ R+ + I, which
equivalently means a ∈ Pos(R+ + I).
(d) We start with the “only if” direction. Since the right-hand side is trivially con-
tained in the left-hand side, it is enough to show that if x ∈ R is such that there
are a, b ∈ R+ with x+ I = a+ I and x+ I = −b+ I, then x ∈ I. But now since
x− a ≤ x ≤ x+ b,
where both the lower and the upper bound are in I, we can conclude x ∈ I by
convexity.
For the “if” direction, suppose that a, b ∈ I and a ≤ x ≤ b. Then clearly
f(x) ∈ R+/I ∩ (−R+/I), and hence x ∈ I.
(e) It is a standard fact that f−1 defines an order embedding between ideals in R/I
and ideals containing I in R. We thus only need to show that it takes convex
ideals to convex ideals, and that every convex ideal arises in this way.
For the first statement, let J ⊆ R/I be a convex ideal, and suppose a, b ∈
f−1(J) and x ∈ R satisfy a ≤ x ≤ b. Since f(a) ≤ f(x) ≤ f(b) and f(a), f(b) ∈ J ,
convexity of J implies f(x) ∈ J , and therefore x ∈ f−1(J).
For the second statement, let J ⊇ I be a convex ideal. Then we show that
f(J) = J/I is a convex ideal in R/I; clearly f−1 takes it to J because of I ⊆ J .
Thus we need to argue that if a, b ∈ J and x ∈ R are such that
a+ I ≤ x+ I ≤ b+ I,
then x ∈ J . Since I ⊆ J , we can adjust the representatives a and b such that
a ≤ x ≤ b, which gives x ∈ J by convexity. Therefore also x+ I ∈ J/I, and f(J)
is convex.
(f) This follows from (d). 
Concerning pulling back quasiorderings, we have the following.
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5.17. Lemma. Let R be a quasiordered ring, Q any ring, and f : Q → R a surjective ring
homomorphism. Then Q+ := f
−1(R+) is a positive cone making Q into a quasiordered
ring.
Proof. We first show that
f−1(Pos(R+)) ⊆ Pos
(
f−1(R+)
)
.
Indeed if a ∈ Q is such that f(a) ∈ Pos(R+) and x ∈ f
−1(R+), then the latter means
f(x) ∈ R+, and therefore f(ax) = f(a)f(x) ∈ R+ as well, which gives the claimed ax ∈
f−1(R+). Note that this works for any homomorphism f , surjective or not.
But then the claim follows because of
Q = f−1(R)
= f−1(Pos(R+)− Pos(R+))
⊆ f−1(Pos(R+))− f
−1(Pos(R+))
⊆ Pos
(
f−1(R+)
)
− Pos
(
f−1(R+)
)
= Pos(Q+)− Pos(Q+)
⊆ Q,
where surjectivity guarantees that the third step works. 
In order to deal with pullbacks of quasiorderings along general homomorphisms, it
hence remains to understand how quasiorderings behave with respect to subrings.
5.18. Problem. Let R be a quasiordered ring and Q ⊆ R a subring. Then does Q+ :=
R+ ∩Q make Q into a quasiordered ring?
Proposition 5.26(f) will give a positive answer in a special case.
Moving on with the general theory, one more method for obtaining new quasiorderings
will be useful.
5.19. Lemma. Let R+ ⊆ R be the positive cone of a quasiordered ring and let e ∈ R be
idempotent. Then also the corner ring eR is quasiordered with respect to both of:
(a) The positive cone R+ ∩ eR, making the corner inclusion eR → R into a (non-
unital) order embedding.
(b) The positive cone (eR)+ := eR+, making the corner projection e : R→ eR into a
monotone homomorphism.
These two positive cones satisfy R+ ∩ eR ⊆ eR+, where the inclusion is generally strict.
Proof. Claim (a) follows easily from the simple observation
Pos(R+) ∩ eR ⊆ Pos(R+ ∩ eR).
For (b), the corner projection R → eR is surjective, implementing the isomorphism
eR ∼= R/(1− e). Hence this is an instance of Lemma 5.16. 
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Item (a) implies the following, which will come in handy later on.
5.20. Proposition. Let (Ri)
n
i=1 be a finite family of rings, and let R :=
⊕n
i=1Ri be
quasiordered with respect to a positive cone R+ ⊆ R. Then taking Ri,+ := R+ ∩ Ri makes
every Ri into a quasiordered ring such that:
(a) The direct sum inclusions Ri → R are monotone.
(b) For any a ∈ Pos(R+), each component ai ∈ Ri satisfies ai ∈ Pos(Ri,+).
Proof. This is an immediate consequence of Lemma 5.19. 
We finally get to two important classes of examples of quasiordered rings, which show-
case their rigidity nicely. These will be paradigmatic for our upcoming developments. The
arguments that we will use have a flavour similar to Lemma 5.11.
5.21. Example. Consider Rn as an algebra under pointwise multiplication, and equipped
with a convex cone C ⊆ Rn with
C ∩ (−C) = {0}, C ∪ (−C) = Rn,
thereby making Rn into a totally ordered vector space. Then we claim that C as a positive
cone makes Rn into a quasiordered algebra if and only if there is a sequence of signs
(ǫi) ∈ {±1}
×n and a permutation σ ∈ Sn such that
C = {0} ∪ {x ∈ Rn | ∃j : xσ(1), . . . , xσ(j−1) = 0 ∧ ǫjxσ(j) > 0},
which intuitively means that C is necessarily oriented along the coordinate axes.
In the forward direction, if C is as above then Pos(C) contains every a ∈ Rn for which
aσ(1) > 0. Thus R
n = Pos(C)− Pos(C), and we are dealing with a quasiordered ring.
For the backward direction, note first that upon suitably reflecting coordinate axes and
applying Example 5.7, we can assume ei ∈ C without loss of generality for every standard
basis vector ei. Moreover, since writing j  i if and only if ej − ei ∈ C defines a total
order  on {1, . . . , n}, permuting coordinates lets us assume that ej − ei ∈ C for j ≤ i.
Under these additional without loss of generality assumptions, we will prove that C is of
the above form, with ǫi = +1 for all i and σ = id. Since the case n = 1 is trivial, we can
moreover assume n ≥ 2.
Acting on the standard basis vectors shows that Pos(C) cannot contain any vector
with any negative component, or equivalently ai ≥ 0 for all i and a ∈ Pos(C). Moreover,
a ∈ Pos(C) must be such that aj = 0 for some j implies ai = 0 for all i > j, since otherwise
multiplying by a would map ej − ei ∈ C to a negative multiple of ei ∈ C. We now claim
that x1 ≥ 0 for all x ∈ C. So assume x1 < 0 for some x ∈ C. Then by scaling and adding
suitable multiples of the e2, . . . , en ∈ C, we can assume
x = (−1, r, . . . , r) ∈ C (5.1)
for suitable r ∈ R. This can happen at most if r ≥ (n − 1)−1, since otherwise we could
get a negative multiple of e1 by adding suitable positive multiples of the e1− ei to x. This
implies that there cannot be a ∈ Pos(C) with a1 > mini≥2 ai, since otherwise a
kx would
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violate this condition for suitably large k. Therefore a1 = mini ai for all a ∈ Pos(C). In
particular there is a ∈ Pos(C) with a1 < ai for given i ≥ 2, since otherwise we would have
the linear equation a1 = ai for all a; this is where the assumption Pos(C)− Pos(C) = R
n
comes in. Upon taking the product of such elements over all i = 2, . . . , n and rescaling, we
obtain an a ∈ Pos(C) with a1 < 1 < ai for all i ≥ 2. But then upon applying a suitable
power of such a to e1− ei ∈ C and rescaling, we get that e1− rei ∈ C for all r ∈ R+, which
implies −x ∈ C for the x from (5.1), a contradiction.
Therefore x1 ≥ 0 for all x ∈ C. In particular, x1 > 0 implies x ∈ C. Now consider
C∩{x1 = 0} as a convex cone in R
n−1, and let e := e2+ . . .+en be the projection onto this
subspace. Then applying Lemma 5.19(a) together with the induction assumption finishes
the claim.
In the next example, for j ∈ N we write o(Xj) to denote an arbitrary polynomial
contained in the ideal (Xj) of the polynomial ring R[X].
5.22. Example. Consider the algebra A := R[X]/(Xn) for some n ∈ N, and suppose that
C ⊆ A is a convex cone, again such that
C ∩ (−C) = {0}, C ∪ (−C) = A. (5.2)
Then similarly to the previous example, we claim that this is the positive cone of a qua-
siordering on A if and only if there is a sequence of signs (ǫ0, . . . , ǫn−1) ∈ {±1}
×n such
that
C =
{∑
i
riX
i
∣∣∣∣ ∃j : r0, . . . , rj−1 = 0 ∧ ǫjrj > 0
}
∪ {0}.
For the “if” direction, it is easy to see that Pos(C) contains every truncated polynomial of
the form
∑
i riX
i with r0 > 0, and these polynomials clearly span A.
The “only if” direction is more complicated. We first show that Pos(C) contains an
element of the form 1 + tXj + o(Xj) for every j ∈ N>0 and t ∈ R. Using induction on j
and the assumption A = Pos(C) − Pos(C) on the element Xj ∈ A, we know that there is
t ∈ R with 1 + tXj + o(Xj) ∈ Pos(C) and 1 + (t+1)Xj + o(Xj) ∈ Pos(C). In fact we will
only need that 1 + tXj + o(Xj) ∈ Pos(C) for some t 6= 0; by Lemma 5.11, we then also
obtain 1− tXj + o(Xj) ∈ Pos(C). By closure under multiplication, addition and rescaling,
we can therefore conclude that there is 1+ tXj + o(X) ∈ Pos(C) for every t ∈ R, as was to
be shown. By using this statement for all j, we can moreover conclude that a =
∑
i riX
i
is in Pos(C) as soon as r0 > 0. This implies that for any x ∈ A not in this ideal and any
r ∈ R we can find a ∈ Pos(C) such that ax = x+ rXn−1.
We now prove the claim about C by induction on n. For n = 0 the claim is trivial,
and for n = 1 it holds because we simply have A ∼= R and C = R+ or C = −R+. For the
induction step from n to n+ 1, we can apply Lemma 5.16 to the minimal ideal RXn ⊆ A.
The property described at the end of the previous paragraph shows that the positive cone
C/RXn again has the properties (5.2). By the induction assumption, we can thus assume
that we have a sign sequence ǫ such that the quotient cone C/RXn is of the above form. In
other words, we have x+ rnX
n ∈ C for some rn ∈ R if and only if x =
∑n−1
i=0 riX
i satisfies
48
the condition above. Now choose ǫn such that ǫnX
n > 0. We then need to prove that if
ri 6= 0 for some i < n, then a =
∑
i riX
i ∈ C if and only if a + sXn ∈ C for any s ∈ R.
This is by the statement in the previous paragraph for a 6∈ RXn, and by the definition of
ǫn for a ∈ RX
n.
These examples illustrate that the structure of finite-dimensional totally quasiordered
algebras is severely constrained. This is an important observation, as these objects will
figure prominently in our local-global principle, and so we also introduce a separate term
for them.
5.23. Notation. A test algebra is a finite-dimensional totally quasiordered algebra A with
A+ ∩ (−A+) = {0}.
All of the quasiordered rings of Examples 5.21, 5.22 and 5.24 are test algebras. For the
purposes of concretizing our local-global principle to a special case in Sections 13 and 14,
we classify the lowest-dimensional examples completely.
5.24. Example. Let A be a totally quasiordered algebra with dim(A) ≤ 2 and A+ ∩
(−A+) = {0}. Then A is one of the following:
(a) A ∼= R, with A+ = R+ or A+ = −R+.
(b) A ∼= R2, with A+ being one of the lexicographic orders
A+ = {x ∈ R
2 | ǫ1x1 > 0 ∨ (x1 = 0 ∧ ǫ2x2 > 0)}
for one of the four possible sign combinations (ǫ1, ǫ2) ∈ {±1}
×2.
(c) A ∼= R[X]/(X2), with A+ similarly being one of the lexicographic orders
A+ = { r0 + r1X ∈ R[X]/(X
2) | ǫ1r1 > 0 ∨ (r1 = 0 ∧ ǫ2r2 > 0)}
for one of the four possible sign combinations (ǫ1, ǫ2) ∈ {±1}
×2.
In order to prove this for dim(A) = 2, note first that as an algebra, we must have A ∼=
R[X]/(X2 − r) for some r ∈ R, where upon rescaling we can assume that r ∈ {−1, 0,+1}.
If r = −1, then A ∼= C, which has no nontrivial quasiordering: the only subsemialgebra
which spans C over R is Pos(A+) = C itself, so that A+ 6= {0} already implies A+ = C. If
r = 0, then we are in the third case above and the claim follows by Example 5.22. While
if r = +1, then we are in the second case, which is the situation of Example 5.21.
5.25. Remark. For the upcoming proof of Proposition 5.26, it is useful to keep in mind
the well-known classification of finite-dimensional ordered vector spaces: if V a finite-
dimensional totally ordered vector space, then there is a linear order isomorphism V ∼= Rn,
where Rn carries the lexicographic order. In particular, there is exactly one face of each
dimension, where a face is a subspace W ⊆ V such that for all x, y ∈ V+,
x+ y ∈W =⇒ x, y ∈W.
as in Lemma 5.12. The faces W of finite-dimensional totally ordered V have the special
property that if x ∈ V+ \W , then also x+ y ∈ V+ for all y ∈ W ; this is easy to see under
the isomorphism with the lexicographic order on Rn.
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Examples 5.21, 5.22 and 5.24 suggest some general patterns for the structure of test
algebras. While we leave most of the investigation into the structure of test algebras to
the future, the following result lays some groundwork.
5.26. Proposition. Let A be a test algebra. Then:
(a) The convex ideals of A coincide with the faces of A.
(b) A/m ∼= R (as fields) for every maximal ideal m ⊆ A.
(c) If a ∈ Pos(A+), then a maps to a nonnegative real in every residue field A/m ∼= R.
(d) Conversely, if a ∈ A maps to a positive real along every A/m ∼= R, then a ∈
Pos(A+) and a
−1 ∈ Pos(A+).
(e) For every a ∈ A there is n ∈ N such that a+ n ∈ Pos(A+).
(f) Every subalgebra of A is a test algebra with respect to the induced order.
The isomorphisms A/m ∼= R in (b) do not need to preserve the preorder in any way,
except in that R becomes a quasiordered ring through this isomorphism and Lemma 5.16,
and the possible structure of quasiordered ring on R consist of three possibilities for the
positive cone: R+ or −R+ or all of R.
Proof. (a) Every convex ideal is a face by definition, so we only need to prove
that every face is closed under multiplication by A.
By finite-dimensionality, for every a ∈ A there is n ∈ N such that a + n is
invertible. Since n ∈ Pos(A+) for every n ∈ N, it follows that every element of A
is a difference of elements in Pos(A+) both of which are invertible. Thus if W is
a face, then in order to prove the ideal property aW ⊆ W for every a ∈ R, it is
enough to assume that a ∈ Pos(A+) and that a is invertible. By Remark 5.25, W
is uniquely determined by its dimension. Since Lemma 5.11 shows that multplying
by a is a linear automorphism of the positive cone, it follows that aW = W , as
was to be shown.
(b) Consider first the case that A is local with unique maximal ideal m. We then use
induction on dim(A), where the claim is clear for dim(A) ≤ 1 by Example 5.24. If
dim(A) ≥ 2, then there is a one-dimensional facial ideal Rx for some nonzero x ∈ A
by the previous item. Then A′ := A/Rx is again a test algebra by Lemma 5.16,
where A′+∩ (−A
′
+) = {0} uses the fact that Rx is a face, and is clearly again local.
In addition, m is the preimage of the maximal ideal in A/Rx with isomorphic
residue field, so that the induction assumption completes the argument.
A general test algebra A is Artinian by finite-dimensionality, and therefore a
finite product of local algebras, A ∼=
⊕n
i=1Ai. Proposition 5.20 makes every factor
Ai into a test algebra as well, and reduces the problem to the local case from the
previous paragraph.
(c) By the same induction argument and reduction to the local case as in the previous
item.
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(d) Since a is nonzero is all residue fields, it follows that a is invertible since A is
Artinian. It is enough to show a ∈ Pos(A+), since then a
−1 ∈ Pos(A+) follows by
Lemma 5.11.
Let again Rx be the minimal convex ideal in A (this time not assuming that
A is local). Then using induction on dim(A), where the case dim(A) ≤ 1 is
again trivial, we can assume that the statement holds for A′ := A/Rx. Hence by
Lemma 5.16 and this induction assumption, we obtain that a ∈ Pos(A++Rx). In
order to prove that a ∈ Pos(A+), we need to show that ay ∈ R+ for all nonzero
y ∈ A+. What we already know is that ay ∈ A+ + Rx, or equivalently that there
is r ∈ R with ay + rx ∈ A+, and that ay 6= 0 by invertibility of a. We then
distinguish two cases.
First if ay 6∈ Rb, then the assumption that Rx is a face implies that ay ∈ A+
by Remark 5.25. Second if ay ∈ Rx, then this can only happen if y ∈ Rx because
of invertibility of a in A′ = A/Rx. But then a acts like a scalar on y, namely the
scalar given by the value of a in the residue field corresponding to the local direct
summand which contains x. Since this scalar is assumed to be positive, we again
get ay ∈ A+.
(e) This is a straightforward consequence of the previous item and the finite-dimen-
sionality.
(f) Let B ⊆ A be a subalgebra with positive cone B+ := A+ ∩ B. Then B is also
totally preordered as a vector space and B+ ∩ (−B+) = {0}. It remains to prove
the remaining claim B = Pos(B+)−Pos(B+). For any b ∈ B, we have n ∈ N such
that b+n ∈ Pos(A+) by the previous item. But then it is clear that multiplication
by b+ n also takes B+ to B+, since it takes A+ to A+ and B to B. 
Here is a large class of examples of test algebras which comprises both Examples 5.21
and 5.22.
5.27. Example. Let M be a finite totally ordered commutative monoid, meaning a com-
mutative monoid whose underlying set M is finite and equipped with a total order and
such that for all α, β, γ ∈M ,
α ≤ β =⇒ α+ γ ≤ β + γ.
Suppose moreover that α ≥ 0 for all α ∈M . By finiteness of M , there must be an element
∞ ∈M such that α+∞ =∞ for all a ∈M . Concretely, ∞ =
∑
α∈M α.
For a sign sequence ǫ ∈ {±1}M\{∞}, consider then the totally quasiordered algebra
R[M, ǫ] defined as follows. Its underlying vector space is R[M, ǫ] := RM\{∞}, with the
lexicographic positive cone defined as in Examples 5.21 and 5.22,
R[M, ǫ]+ := {x ∈ R
M\{∞} | ∃α ∈M (ǫαxα > 0 ∧ ∀β < α : xβ = 0)} ∪ {0},
which makes R[M, ǫ] into a totally ordered vector space. Writing the standard basis vectors
as eα ∈ R[M, ǫ], the algebra structure on R[M, ǫ] as defined as the unique bilinear extension
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of
eαeβ :=
{
eα+β if α+ β 6=∞,
0 if α+ β =∞.
It is straightforward to show that this makes R[M, ǫ] into an algebra, for example by noting
that it is the quotient of the monoid algebra of M by the ideal R∞.
In order to prove that R[M, ǫ] is a test algebra, it only remains to be shown that
the positivator spans the whole algebra. One easy way to see this is to show that every
a ∈ R[M, ǫ] with components such that a0 >
∑
β∈M\{0,∞} |aβ | is in the positivator. Indeed
for nonzero x ∈ R[M, ǫ]+, let α ∈ M be such that xα is the first nonzero component of x.
Then
(ax)α =
∑
β,γ<∞ : β+γ=α
aβxγ =
∑
β<∞ : β+α=α
aβxα,
where the second equation holds because all lower components of x vanish. By the assump-
tion on a, the right-hand side expression has the same sign as xα. A similar argument
shows that (ax)β = 0 for β < α, and hence ax ∈ R[M, ǫ]+. Since x was arbitrary, it follows
that a ∈ Pos(R[M, ǫ]+).
More concretely, we recover Example 5.21 by taking
M := ({0, . . . , n},max),
and similarly Example 5.22 by taking
M := N/(n+ 1 ≃ n) ∼= ({0, . . . , n},min(+, n)),
where min(+, n) stands for natural number addition together with the prescription that
every result > n needs to be rounded down to n. In both cases, the total order is the
standard one, and the absorbing element is ∞ = n.
5.28. Example. Let V be a finite-dimensional totally ordered vector space and q : V ×V →
R any symmetric bilinear form. Equip the direct sum
A := R⊕ V ⊕ R
with the lexicographic positive cone, and write an element of A in terms of these three
components as r1 + ~v + sε for coefficients r, s ∈ R and ~v ∈ V and a constant ε. Then A
becomes a test algebra if we define multiplication such that as the unique bilinear extension
of
ε2 = ε · ~v = 0, ~v · ~w = q(~v, ~w) ε
for all ~v, ~w ∈ V with multiplicative unit 1. Indeed we have r1 + ~v + sε ∈ Pos(A+) as
soon as r > 0, in accordance with Proposition 5.26. Therefore we obtain the desired
A = Pos(A+)− Pos(A+).
We make two more final remarks on the developments of this chapter.
5.29. Remark. Our hope is that a better understanding of the structure of test algebras
could pave the way for future applications of our methods and results to new proofs of
classical results like Artin’s theorem on positive polynomials and Schmu¨dgen’s Positivstel-
lensatz.
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5.30. Remark. The definition of quasiordered ring can easily be generalized to a definition
of quasiordered module. Concretely, given a ring R, we could call an R-module M a
quasiordered module if it comes equipped with a positive cone M+ ⊆ M such that its
positivator
Pos(M+) := {a ∈ R | aM+ ⊆M+}
satisfies R = Pos(M+)−Pos(M+). While we will not consier quasiordered modules any fur-
ther in this paper, we believe that further development of the theory of quasiordered rings
is best conducted by considering quasiordered modules before or along with quasiordered
rings.
Part II
Main results
6. Multiplicatively Archimedean totally preordered semifields
The results of this section generalize the classical fact that the real numbers are the
only Dedekind complete totally ordered Archimedean field. In our semifield setting, another
such model object turns out to crop up: the tropical reals from Example 3.8.
Technically, we now discuss a notion of Archimedeanicity for preordered semifields.
Although the following terminology unfortunately clashes somewhat with the established
notion of Archimedeanicity in real algebra, we nevertheless have chosen the term multi-
plicatively Archimedean since our definition essentially says that the multiplicative group
must be Archimedean in the sense in which the term is standardly used for ordered abelian
groups (see e.g. [9, Chapter 4]).
6.1.Definition. A preordered semifield F is multiplicatively Archimedean if every x ∈ F×
with x > 1 is power universal: for every y ≥ 1 in F there is k ∈ N such that y ≤ xk.
Since x > 1 in this definition, we can just as well replace the non-strict inequality
y ≤ xk by the strict inequality y < xk upon increasing k.
6.2. Theorem. Let F be a totally preordered semifield. Then F is multiplicatively Archi-
medean if and only if it order embeds into one of the following preordered semifields:
R+, R
op
+ , TR+, TR
op
+ .
Note that these four cases are disjoint: an embedding into R+ or TR+ requires 1 ≥ 0,
while an embedding into their opposites requires 1 ≤ 0. An embedding into R+ requires
1 + 1 > 1, while an embedding into TR+ requires 1 + 1 ≈ 1.
Proof. We assume 1 ≥ 0 in F without loss of generality, and then show that F is
multiplicatively Archimedean if and only if it order embeds into R+ or TR+. Since the
latter preordered semifields are clearly multiplicatively Archimedean, the “if” direction is
clear.
For the “only if” part, consider the multiplicative group F× as a totally preordered
group. Since it is Archimedean by assumption, a classical result of Ho¨lder [2, Theo-
rem XIII.12] implies that there is an order embedding of ordered abelian groups α : F× →
(R>0, ·). Here we use the multiplicative group (R>0, ·) instead of the usual additive group
(R,+) for the target of the embedding, which is possible since these two are isomorphic,
and the multiplicative version is more convenient for our purposes.
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Upon replacing F by F/ ≈ if necessary, we can assume without loss of generality that ≤
is antisymmetric, which will be notationally convenient in the following. We also consider
the unique semiring homomorphism ι : N→ F . We have ι(n) 6= 0 for all n ∈ N>0 since F
is a strict semifield by Definition 4.25. We now distinguish two cases:
Case 1: ι is not injective, or equivalently not an order embedding. Then we must have m >
n in N such that ι(m) = ι(n). By monotonicity of ι, this implies ι(n + 1) = ι(n).
An induction argument then shows that ι is constant above n. As ι(n) 6= 0, we
therefore obtain ι(2) = ι(n)−1ι(2n) = 1. But this makes addition in F idempotent,
since for any x ∈ F we have x + x = 2x = x. Furthermore, addition is equal to
formation of the maximum with respect to the underlying total order: clearly
x, y ≤ x+ y, and if x, y ≤ z, then also
x+ y ≤ z + z = z,
so that x+ y = max(x, y).
Then since α(max(x, y)) = max(α(x), α(y)) holds automatically, α is already
a semiring homomorphism F → TR+ when extended from F
× to F via α(0) := 0.
This is the desired order embedding.
Case 2: ι is injective. Since ι(n) 6= 0 for all n ∈ N>0, we obtain a unique extension
of ι to a homomorphism of semifields Q+ → F , which we also denote by ι by
abuse of notation. Now consider the composite αι : Q>0 → R>0, which is a
monotone homomorphism between multiplicative groups. By the monotone case
of the Cauchy functional equation, it is therefore of the form q 7→ qs for some
exponent s ∈ [0,∞), where in our case s 6= 0 as we have an order embedding.
Upon replacing α by α1/s, we can therefore assume without loss of generality that
αι : Q>0 → R>0 is simply the usual embedding Q>0 ⊆ R>0, which is in particular
additive.
It remains to be shown that α itself is additive. To this end, for given x ∈ F×
consider the representation
α(x) = sup {q ∈ Q>0 | q ≤ α(x)} = inf {q ∈ Q>0 | q ≥ α(x)}.
Since α is an order embedding and q = α(ι(q)) for every q ∈ Q>0, the condition
q ≤ α(x) is equivalent to ι(q) ≤ x, so that
α(x) = sup {q ∈ Q+ | ι(q) ≤ x} = inf {q ∈ Q+ | ι(q) ≤ x}.
Using the supremum formula gives, for all x, y ∈ F×
α(x+ y) = sup {q ∈ Q>0 | ι(q) ≤ x+ y}
≥ sup {qx ∈ Q>0 | ι(qx) ≤ x}+ sup {qy ∈ Q>0 | ι(qy) ≤ y}
= α(x) + α(y),
while the other inequality α(x+y) ≤ α(x)+α(y) follows similarly from the infimum
formula. 
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We can get a little more precise information in terms of Dedekind completeness. The
following definition is standard for ordered fields. We assume 1 ≥ 0 for simplicity (and
without loss of generality).
6.3. Definition. Let F be a totally preordered semifield with 1 ≥ 0. Then a Dedekind cut
in F is a subset L ⊆ F such that:
(i) L is downward closed.
(ii) If x ∈ L, then there is y ∈ L with y > x.
(iii) L 6= F .
This definition differs from the usual one in that we do not require L to be nonempty:
if we associate to every x ∈ F the Dedekind cut
Lx := {y ∈ F | y < x},
then L0 = ∅. We say that F is Dedekind complete if every Dedekind cut is equal to some
Lx.
By analogy with the classical result that R is the only Dedekind complete Archime-
dean totally ordered field, one might hope that if a multiplicatively Archimedean totally
preordered semifield F is in addition Dedekind complete, then F/≈ would be isomorphic to
R+ or to TR+. However, this is not the case, as TR+ has Dedekind complete subsemifields,
namely the Boolean semifield or more generally the collection of integer powers of any fixed
nonzero element (together with 0). But these turn out to be the only counterexamples: in
terms of the basic semifields from Example 3.8, we have the following.
6.4. Theorem. If F is a Dedekind complete and multiplicatively Archimedean totally pre-
ordered semifield with 1 ≥ 0, then F is equivalent to one of the following:
R+, B, TZ+, TR+.
Proof. By Theorem 6.2, it is enough to show that the above list contains exactly
the Dedekind complete subsemifields of R+ and TR+. This is clear for R+, since any
subsemifield must contain Q+. But then every nonnegative real number defines a Dedekind
cut in F and these Dedekind cuts are all different. Therefore R+ itself is the only Dedekind
complete subsemifield.
For TR+, a Dedekind complete subsemifield in particular contains a multiplicative
subgroup of TR×+. In terms of the additive picture of TR+, we use the standard fact that a
subgroup of (R,+) is singly generated or dense. Hence F× for a given Dedekind complete
subsemifield F ⊆ TR+ either consists of powers of a given nonzero element, which makes
it isomorphic to B or to TZ+, or it is all of TR+ by an argument analogous to the previous
paragraph in the dense case. 
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7. A curious polynomial identity
Now that the main definitions have been put down and some basic theory has been de-
veloped, we turn to the derivation of some deeper results. We begin by stating and proving
a polynomial identity which may on first look seem unrelated to our overarching theme,
but will turn out to be a central ingredient in the proof of our abstract Positivstellensatz
for preordered semifields (Theorem 8.6), which also underlies our local-global principle
(Theorem 12.1). We expect that it may have other independent applications as well. Here
it is.
7.1. Lemma. For n ∈ N, let A = (A0, . . . , An) and B = (B0, . . . , Bn) be finite sequences of
variables. Then in the semiring N[A,B,X, Y ], we have
n∑
i=0

Ai n∑
j=0
BjY
j +Bi
n∑
j=0
AjX
j

( i∑
k=1
Xi−kY k−1
)
=
n∑
i=0

Ai n∑
j=0
BjX
j +Bi
n∑
j=0
AjY
j

( i∑
k=1
Xi−kY k−1
)
.
As our notation indicates, we find it useful to think of X and Y as the primary poly-
nomial variables and of the A and B as playing the role of coefficients, but formally these
coefficients are also just variables. Note that the two expressions are the same except for
Y j in the first factor on the left replaced by Xj on the right and vice versa.
Proof. Since the second factor on each side is symmetric in X and Y ,
i∑
k=1
Xi−kY k−1 =
i∑
k=1
Xk−1Y i−k,
it follows that the left-hand side and right-hand side only differ by exchanging X and Y .
Thus to prove the equation, it is enough to show that the left-hand side is invariant under
X ↔ Y .
For any i, j, ℓ,m ∈ {0, . . . , n}, we count how many times the monomial AiBjX
ℓY m
occurs on the left-hand side. Multiplying out and inspecting shows that the multiplicity of
this term is given by
+1 if ℓ+m = i+ j − 1 and 0 ≤ ℓ ≤ i− 1,
+1 if ℓ+m = i+ j − 1 and 0 ≤ m ≤ j − 1,
(7.1)
where these two conditions are mutually exclusive. Since the bounds on m in the second
condition are equivalent to i ≤ ℓ ≤ i + j − 1, we can subsume these conditions into the
mere equation ℓ+m = i+ j−1. In other words, the left-hand side of our equation is equal
to
n∑
i,j=0
AiBj
∑
ℓ,m∈N | ℓ+m=i+j−1
XℓY m.
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This is indeed manifestly symmetric under X ↔ Y . 
8. An abstract Positivstellensatz for preordered semifields
Throughout this section, F is a preordered semifield.
8.1. Lemma. Suppose that elements r1, . . . , rn, x, y ∈ F satisfy
n∑
i=1
rix
i ≤
n∑
i=1
riy
i,
where ri 6= 0 for at least one i. Then x ≤ y.
Proof. The claim is trivial if x = y = 0. Upon reversing the order if necessary, we can
therefore assume without loss of generality that x is nonzero and hence invertible. Then
consider
x
n∑
j=1
n∑
i=j
rix
j−1yi−j =
n∑
j=1
rjx
j +
n∑
j=1
n∑
i=j+1
rix
jyi−j
≤
n∑
i=1
riy
i +
n∑
j=2
n∑
i=j
rix
j−1yi−j+1
= y
n∑
j=1
n∑
i=j
rix
j−1yi−j ,
(8.1)
where the inequality step uses the assumption. Since x is invertible and some ri is invertible
as well, it follows that also some term rix
j−1yi−j is invertible, namely in particular a
suitable j = i one. Therefore also the entire expression
∑n
j=1
∑n
i=j rix
j−1 is invertible.
Cancelling this expression from the overall inequality (8.1) gives the desired x ≤ y. 
8.2. Remark. As a special case of Lemma 8.1, we have the perhaps surprising equivalence
that for any n ∈ N>0,
x ≤ y ⇐⇒ xn ≤ yn. (8.2)
It is worth spelling out the relevant simple argument separately. The implication from left
to right is obvious. In the other direction, the assumption xn ≤ yn implies
x
n∑
i=1
xi−1yn−i =
n∑
i=1
xiyn−i ≤
n∑
i=1
xi−1yn−i+1 = y
n∑
i=1
xi−1yn−i,
and hence x ≤ y.
If x, y ∈ F are elements with x 6≤ y, then by Remark 4.14 there is a smallest semiring
preorder  extending the given ≤ in the sense that a ≤ b implies a  b and moreover such
that x  y. We call  the semifield preorder obtained by adjoining x ≤ y. The following
provides an explicit characterization of this preorder.
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8.3. Lemma. Let x, y ∈ F , and let  denote the semiring preorder obtained by adjoining
x ≤ y. Then:
(a) For any a, b ∈ F , we have a  b if and only if there is a finite sequence r0, . . . , rn ∈
F such that
a ≤
n∑
i=0
rix
i,
n∑
i=0
riy
i ≤ b. (8.3)
(b) If y 6≤ x, then also y 6 x and  makes F into a preordered semifield.
Note that in contrast to Lemma 8.1, the sums now start at i = 0.
Proof. (a) Let us tentatively write  for the relation defined by (8.3). Then it
is straightforward to see that  respects addition and multiplication, in the sense
that a  b implies c+ a  c+ b and ca  cb for any c ∈ F . In order to see that 
defines a semiring preorder, it only remains to be shown that it is transitive.
Thus assume that we have a, b, c ∈ F and finite sequences (ri)
m
i=0 and (si)
n
i=0
with
a ≤
m∑
i=0
rix
i,
m∑
i=0
riy
i ≤ b ≤
n∑
i=0
six
i,
n∑
i=0
siy
i ≤ c.
We then first prove that a  cb. Upon padding both sequences by zeroes as far as
necessary, define the sequence (ti)
m+n
i=0 in terms of their convolution,
tj :=
j∑
i=0
risj−i ∀j = 0, . . . ,m+ n.
This gives
ab ≤
(∑
i
rix
i
)
∑
j
sjx
j

 =∑
i
tix
i,
where all sums extend as far as necessary, and similarly
∑
i
tiy
i =
(∑
i
riy
i
)
∑
j
sjy
j

 ≤ bc,
so that we can conclude the claimed ab  cb. Now if b 6= 0, then monotonicity
under multiplication gives the desired a  c. For b = 0, we argue differently, using
a ≤
∑
i
(ri + si)x
i,
∑
i
(ri + si)y
i ≤ c,
which again gives a  c.
Finally, we need to prove that  has the claimed minimality property. Thus
suppose that 6 is any other semifield preorder which extends ≤ and satisfies x 6 y,
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and assume a  b with witnessing sequence (ri). Then we get x
i 6 yi by x 6 y
for any i ∈ N, and therefore
a 6
∑
i
rix
i
6
∑
i
riy
i
6 b,
since 6 extends ≤. This gives the desired a 6 b.
(b) Suppose that we had y  x. This would mean that we had a finite sequence (ri)
n
i=0
such that
y ≤
n∑
i=0
rix
i,
n∑
i=0
riy
i ≤ x.
Using this in the form
n∑
i=0
riy
i+1 ≤ xy ≤
n∑
i=0
rix
i+1
and reindexing lets us deduce the claim x ≤ y from Lemma 8.1 upon noting that
the assumption y 6≤ x means that at least one of x and y must be nonzero. If
x, y 6= 0, then the above inequalities imply ri 6= 0 for some i, since otherwise
we would obtain 1 ≈ 0 in F , which is forbidden by the definition of preordered
semifield. Finally if x = 0 but y 6= 0, we assume y = 1 without loss of generality,
and the inequalities above simplify to
1 ≤ r0,
∑
i
ri ≤ 0.
Then r0 6= 0 by the assumption 1 6≤ 0. But this results in
∑
r ri 6= 0 as F is a strict
semifield, and hence the second inequality results in the contradictory 1 ≤ 0.
Finally in order for F to be a preordered semifield with respect to , what
remains to be proven is 1 6≈ 0 with respect to . But if we had 0  1  0, then
we would get y  x as well. 
8.4. Lemma. Let a, b, x, y ∈ F . Suppose that adjoining x ≤ y results in a  b, as does
adjoining y ≤ x. Then already a ≤ b.
Proof. Since adjoining x ≤ y results in a  b, Lemma 8.3 gives r0, . . . , rn ∈ F such
that
a ≤
n∑
j=0
rjx
j ,
n∑
j=0
rjy
j ≤ b.
Similarly since adjoining y ≤ x results in a  b as well, we also obtain s0, . . . , sn ∈ F such
that
a ≤
n∑
j=0
sjy
j ,
n∑
j=0
sjx
j ≤ b,
where by padding with zeroes we have been able to assume that the sequences (rj) and (sj)
have the same length. We treat some degenerate cases first. If x = y = 0, then trivially
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also a ≤ b since then  coincides with ≤. If ri = si = 0 for all i, then the above inequalities
give a ≤ 0 ≤ b and hence also a ≤ b. We thus can assume that x 6= 0 or y 6= 0, and ri 6= 0
or si 6= 0 for some i.
We now combine the previous inequalities with the curious polynomial identity of
Lemma 7.1,
a
n∑
i=0
(ri + si)
(
i∑
k=1
xi−kyk−1
)
≤
n∑
i=0

ri n∑
j=0
sjy
j + si
n∑
j=0
rjx
j

( i∑
k=1
xi−kyk−1
)
=
n∑
i=0

ri n∑
j=0
sjx
j + si
n∑
j=0
rjy
j

( i∑
k=1
xi−kyk−1
)
≤ b
n∑
i=0
(ri + si)
(
i∑
k=1
xi−kyk−1
)
.
This implies the claim a ≥ b upon cancelling, since the non-degeneracy assumptions from
the previous paragraph together with F being a strict semifield imply that the factor∑n
i=0(ri + si)
∑i
k=1 x
i−kyk−1 is nonzero. 
This puts us in a position to derive the core ingredient of our Positivstellensatz.
8.5. Proposition. Suppose that x, y ∈ F are such that x 6≤ y and that the preorder on F
is maximal with this property. Then F is totally preordered.
Proof. Suppose that a 6≤ b and b 6≤ a for two arbitrary a, b ∈ F , from which we
will derive a contradiction with the maximality assumption. Since F carries the maximal
semifield preorder which satisfies x 6≤ y, adjoining a ≤ b must result in x  y, and similarly
adjoining b ≤ a must also give x  y. But then Lemma 8.4 implies x ≤ y, which contradicts
the assumption x 6≤ y. 
We can now state and prove our abstract Positivstellensatz for preordered semifields.
8.6. Theorem. Let F be a preordered semifield. Then its preorder ≤ is the intersection of
all total semifield preorders on F which extend it.
More concretely, this means that for any x, y ∈ F we have x ≤ y if and only if x  y
for every total semifield preorder  on F which extends the given preorder ≤.
Proof. If x ≤ y, then trivially also x  y by the definition of extension. So sup-
pose that x 6≤ y. Then by Zorn’s lemma, we can extend ≤ to a semifield preorder 
which still satisfies x 6 y and is maximal with this property. The claim now follows from
Proposition 8.5. 
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Theorem 8.6 is interesting already in the case where F is trivially preordered, as follows.
8.7. Corollary. Let F be a strict semifield and x 6= y in F . Then there is a total semifield
preorder ≤ on F such that x < y.
8.8. Remark. Thus, in contrast to the situation with fields and ordered fields, every strict
semifield has some total semifield preorder.
9. Intermezzo: Technical results on preordered semirings and semifields
In this section, we prove some elementary but useful results on implications between
inequalities in preordered semirings and semifields.
Chaining inequalities in preordered semirings. We start with some observations
on chaining inequalities. In this subsection, everything takes place in a preordered semiring
S, without any additional hypotheses.
9.1. Lemma. If a+ x ≤ a+ y, then also a+ nx ≤ a+ ny for every n ∈ N.
Proof. The claim is trivial for n = 0. For the induction step, we use
a+ (n+ 1)x = (a+ x) + nx ≤ (a+ y) + nx
= y + (a+ nx) ≤ y + (a+ ny) = a+ (n+ 1)y. 
We will routinely use this trick in the rest of the paper and call it chaining. A stronger
statement along the same lines is as follows.
9.2. Lemma. Let p ∈ N[X] be any polynomial p =
∑
i riX
i with nonzero coefficients ri > 0
for all i = 0, . . . ,deg(p). If x+ 1 ≤ y + 1 in S, then also p(x) ≤ p(y),
Proof. We first prove that
1 + xp(y) ≤ 1 + yp(y)
for any such polynomial p. Using well-founded induction, it is enough to show that if this
holds for p, then it also holds for 1 + p and for 1 +Xp. Indeed for the former,
1 + x(1 + p(y)) ≤ 1 + y + xp(y) ≤ 1 + y(1 + p(y)),
where we first use the overall assumption and then the induction assumption, whereas for
the latter similarly
1 + x(1 + yp(y)) = 1 + x+ xyp(y) ≤ 1 + y + xyp(y)
= 1 + y(1 + xp(y)) ≤ 1 + y(1 + yp(y)),
as was to be shown.
Getting to the claim itself, we use the same type of induction on p. Now the first case
is trivial, while the second case has induction assumption p(x) ≤ p(y) and proves that
1 + xp(x) ≤ 1 + xp(y) ≤ 1 + yp(y),
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where the first step is by induction assumption and the second by the auxiliary statement
above. 
Some inequalities in preordered semifields. In this subsection, everything takes
place in a preordered semifield F . The following result will be a working horse for us in
the next section.
9.3. Lemma. Let x ∈ F×. If x+ x−1 ≥ 2, then also the following hold for all m,n ∈ N:
(i) mxn + nx−m ≥ m+ n.
(ii) 2n−1(xn + x−n) ≥ (x+ x−1)n.
(iii) xm + xn ≤ xm+n + 1.
Proof. We first prove three auxiliary statements which are special cases of the above
claims. We will routinely use the assumption in the form xj+1 + xj−1 ≥ 2xj .
(a) x2 + x−2 ≥ x+ x−1. Indeed, repeatedly applying the assumption gives
2(x+ x−1)(x2 + x−2) = 2x3 + 2x+ 2x−1 + 2x−3
≥ 2x3 + x+ 2 + x−1 + 2x−3
≥ x3 + 2x2 + 2 + 2x−2 + x−3
≥ x3 + x2 + x+ 2 + x−1 + x−2 + x−3
≥ 3x2 + 2 + 3x−2
≥ 2x2 + x+ 2 + x−1 + 2x−2
≥ 2(x2 + 2 + x−2)
= 2(x+ x−1)(x+ x−1),
so that the claim follows upon cancelling 2(x+ x−1).
(b) The map n 7→ xn + x−n is monotone in n ∈ N. Indeed using induction on n, the
inequality
xn+1 + x−(n+1) ≥ xn + x−n
holds by assumption in the base case n = 0. For the induction step from n to
n+ 1, we compute
(xn+2 + x−(n+2))(x+ x−1) = xn+3 + xn+1 + x−(n+1) + x−(n+3)
≥ xn+3 + xn−1 + x−(n−1) + x−(n+3)
≥ xn+2 + xn + x−n + x−(n+2)
= (xn+1 + x−(n+1))(x+ x−1),
and again cancel the term x+x−1 from both sides. Here, the first inequality holds
by induction assumption and the second by the previous item.
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(c) In particular, we therefore have xn + x−n ≥ 2 for all n ∈ N.
(d) xn+1 + n ≥ (n + 1)x for all n ∈ N.
This claim is trivial for n = 0 and holds by assumption for n = 1. For all other
n we use induction, distinguishing the case of even exponent,
x2m+2 + (2m+ 1) = xm+1(xm+1 + x−(m+1)) + 2m
≥ 2xm+1 + 2m
≥ 2(m+ 1)x,
and the slightly more difficult case of odd exponent, with m ≥ 1,
(x+ 1)(x2m+1 + 2m) = x2m+2 + x2m+1 + 2mx+ 2m
≥ 2xm+1 + x2m+1 + 2mx+ (2m− 1)
≥ 2xm+1 + 2mx2 + x+ (2m− 1)
≥ xm+1 + 2mx2 + (m+ 2)x+ (m− 1)
≥ 3mx2 + 3x+ (m− 1)
≥ (2m+ 1)x2 + (2m+ 1)x
= (x+ 1)(2m+ 1)x,
where the first inequality uses xm+1 + x−(m+1) ≥ 2 as a consequence of (b), the
subsequent three ones use the induction assumption, and the final one is just the
assumed x+ x−1 ≥ 2.
We now prove the actual three claims.
(i) This is trivial for n = 0 or m = 0. For the induction step in n assuming m > 0,
we use
(m+ n)
(
mxn+1 + (n+ 1)x−m
)
≥ m(m+ n+ 1)xn + n(m+ n+ 1)x−m
≥ (m+ n)(m+ n+ 1),
where the first inequality holds because of (m+n)xn+1+x−m ≥ (m+n+1)xn as
a consequence of the previous item, and the second by the induction assumption.
(ii) For any n ∈ N and j = 0, . . . , n, the inequality
(n− j)xn + jx−n ≥ nxn−2j
follows from the previous part. Together with standard identities for binomial
coefficients, it gives
2n−1
(
xn + x−n
)
=
n−1∑
j=0
(
n− 1
n− j − 1
)
xn +
n∑
j=1
(
n− 1
j − 1
)
x−n
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= n−1
n∑
j=0
(
n
j
)(
(n− j)xn + jx−n
)
≥
n∑
j=0
(
n
j
)
xn−2j = (x+ x−1)n,
as was to be shown.
(iii) We derive this from (i),
(m+ n)(xm+n + 1) = (mxn + nx−m)xm + (nxm +mx−n)xn
≥ (m+ n)(xm + xn),
which already gives the claim upon dividing by m+ n. 
Inequalities of a similar flavour are now quite easy to derive.
9.4. Lemma. Let x ∈ F×. If x+ x−1 ≥ 2, then also(
n+ 2
2
)
xn ≤
(
n+ 1
2
)
xn+1 +
n∑
j=0
xj
for all n ∈ N.
Proof. By Lemma 9.3(i), we have
(n− j + 1)xn ≤ xj + (n− j)xn+1,
for all j = 0, . . . , n, and this gives the claim upon summation over j. 
The following simple consequence is worth noting separately.
9.5. Corollary. Let x ∈ F×.
(a) If x+ x−1 ≥ 2, then xn + x−n ≥ 2 for all n ∈ N.
(b) If x+ x−1 > 2, then xn + x−n > 2 for all n ∈ N>0.
Proof. By Lemma 9.3. 
The following is another central technical result.
9.6. Lemma. Let x ≥ 1 in F be such that
xn+1 + 1 ≤ xn + 1
for some n ∈ N. Then also (x+ 1)m ≤ 2mxn for all m ∈ N.
Proof. We start with an auxiliary statement similar to Lemma 9.2: whenever p =∑
i riX
i ∈ N[X] is any polynomial with coefficients ri > 0 up to i = deg(p), then
p(x) ≤
∑
i
rix
min(i,n). (9.1)
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To prove this, we use well-founded induction similar to the one in the proof of Lemma 9.2.
The statement is trivial whenever deg(p) ≤ n. When deg(p) > n, we have
p = Xdeg(p) +Xdeg(p)−(n+1) + pˆ
for some pˆ ∈ N[X], where by induction assumption the statement can be assumed to hold
for the “smaller” polynomial Xdeg(p)−1 + Xdeg(p)−(n+1) + pˆ, which differs from p only in
the exponent of the first term. But then
p(x) = (xn+1 + 1)xdeg(p)−(n+1) + pˆ(x) ≤ (xn + 1)xdeg(p)−(n+1) + pˆ(x)
= xdeg(p)−1 + xdeg(p)−(n+1) + pˆ(x).
Applying the induction assumption now proves the claim upon using deg(p) > n.
Upon bounding the right-hand side of (9.1) further using x ≥ 1, we obtain the somewhat
weaker bound
p(x) ≤
(∑
i
ri
)
xn,
which is more convenient since now the right-hand side is a mere monomial. The claim
follows upon applying this statement to the polynomial (X + 1)m. 
9.7. Lemma. Let x ≥ 1 in F be such that x2 + 2 ≥ 3x. Then also
xn+1 + 1 ≥ 2xn
for all n ∈ N.
Proof. We use induction on n. The base case n = 0 is trivial by x ≥ 1. The induction
step from n to n+ 1 is
(xn+2 + 1)(2x + 1) = 2xn+3 + xn+2 + 2x+ 1
≥ 2xn+3 + 2xn+1 + x+ 1
≥ xn+3 + 3xn+2 + x+ 1
≥ xn+3 + 2xn+2 + 2xn+1 + 1
≥ xn+3 + 2xn+2 + xn+1 + 2xn
≥ xn+3 + xn+2 + 4xn+1
≥ 4xn+2 + 2xn+1
= 2xn+1(2x+ 1),
where each step uses either the induction assumption or the assumed inequality x2 + 2 ≥
3x. 
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Some equations in semifields. Specializing Lemma 9.3 to semifields with trivial
preorder gives results which are worth stating separately; the following will be relevant for
the arctic case later on.
9.8. Lemma. Let x ∈ F×. If x+ x−1 = 2, then also the following hold for all m,n ∈ N:
(a) xn + x−n = 2.
(b) mxn + nx−m = m+ n.
(c) xm + xn = xm+n + 1.
Note that the first equation is a special case of the second for m = n, by invertibility
of positive integers, but it nevertheless seems worth stating separately.
Proof. By Lemma 9.3. 
A supermodularity inequality in preordered semifields. So far, most of our
inequality results have been concerned with polynomial expressions involving only a single
element of F . We now move beyond that case.
9.9. Lemma. For x ∈ F× with x+ x−1 ≥ 2 and any a ∈ F , the function
Z −→ F, n 7−→ a+ xn
is supermodular, in the sense that
(a+ xℓ+m+n)(a+ xℓ) ≥ (a+ xℓ+m)(a+ xℓ+n)
for all m,n ∈ N and ℓ ∈ Z. Moreover, this holds with equivalence ≈ under the stronger
assumption x+ x−1 ≈ 2.
Proof. As a is arbitrary, it is sufficient to consider the case ℓ = 0 for simplicity. Then
we have
(a+ xn)(a+ xm) = a2 + a(xm + xn) + um+n
≤ a2 + a(xm+n + 1) + xm+n
= (a+ xm+n)(a+ 1),
where the inequality step is by Lemma 9.3(iii), which holds up to equivalence if x+x−1 ≈ 2
by Lemma 9.8. 
A related formula involving that type of expression, which can be useful for reducing
problems to the case a = 1, is as follows.
9.10. Lemma. For any a, x ∈ F ,
(a+ xn) + xn (a+ x−n) = (a+ 1)(1 + xn). (9.2)
Proof. Obvious computation. 
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Towards cancellation criteria in preordered semifields. The following results
will later be strengthened, under additional hypotheses, to useful cancellation criteria.
9.11. Lemma. Suppose that x, y ∈ F× satisfy x+ x−1 ≥ 2 and y ≥ 1. Then
x+ 1 ≤ y + 1 =⇒ xn ≤ yn+1 ∀n ∈ N.
Proof. By Lemma 9.2, the assumption implies that(
n+ 1
2
)
xn+1 +
n∑
j=0
xj ≤
(
n+ 1
2
)
yn+1 +
n∑
j=0
yj,
where the fact that this polynomial has terms in all degrees ≤ n+1 is why we use it. Then,
together with Lemma 9.4, we get(
n+ 2
2
)
xn ≤
(
n+ 1
2
)
xn+1 +
n∑
j=0
xj ≤
(
n+ 1
2
)
yn+1 +
n∑
j=0
yj ≤
(
n+ 2
2
)
yn+1,
where the final step is simply by using y ≥ 1. 
9.12. Lemma. Suppose that a, x, y ∈ F× satisfy x+ x−1 ≥ 2 and y ≥ 1. Then
a+ x ≤ a+ y
a−1 + x ≤ a−1 + y
=⇒ xn ≤ yn+1 ∀n ∈ N.
Proof. Adding the first main inequality to x times the second inequality gives
(a+ 1)(x+ 1) = a+ x+ 1 + ax ≤ a+ y + 1 + ay = (a+ 1)(y + 1),
so that the claim follows from the previous lemma upon cancelling a+ 1. 
10. Multiplicatively Archimedean fully preordered semifields
Section 6 has investigated multiplicatively Archimedean totally preordered semifields.
We now would like to generalize these results to the fully preordered case, which in partic-
ular means ohat we do not necessarily require 0 and 1 to be ordered relative to another.
This seems to complicate matters substantially, and the following example suggests that a
similarly simple embedding theorem as Theorem 6.2 cannot be expected to hold.
10.1. Example. (a) Let F := R(+)[X]/(X
2) be the semifield of all linear functions
r + sX with r > 0 (together with zero) modulo X2. This is a semifield because
(r + sX)−1 = r−2(r − sX), and it becomes a preordered semifield if we put
r1 + s1X ≤ r2 + s2X :⇐⇒ r1 = r2 ∧ s1 < s2.
It is easy to see that it is fully preordered. However, this fully preordered semifield
has the counterintuitive feature that a ∼ 1 implies a+ a−1 = 2.
Since x+ x−1 = 2 in R+ or TR+ only happens for x = 1, it follows that every
monotone homomorphism φ : F → R+ or φ : F → TR+ satisfies φ(a) = 1 for
a ∼ 1, and in particular there is no order embedding of F into R+ or TR+.
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(b) Similar examples can be constructed more generally by using Proposition 5.26 as
follows. Let A be a test algebra with convex ideal I ⊆ A. Then let F be the
subsemifield of elements which map to strictly positive real numbers in all residue
fields A/m ∼= R together with zero. Then put x ≤ y in F if and only if x+I = b+I
and x ≤ y in A. Then again F is a fully preordered semifield, and its structure is
closely related to the structure of A.
Here is a useful criterion for deriving ordering relations.
10.2. Lemma. Let F be a multiplicatively Archimedean fully preordered semifield, and x ∼ y
and z ∼ 1 in F . Suppose that for every n ∈ N we have xn ≤ zyn. Then x ≤ y.
Proof. Assume x > y for contradiction. Then we have k ∈ N such that z < (xy−1)k,
and hence zyk < xk ≤ zyk, a contradiction. 
The five basic types and the type classification. In Theorem 6.2, we had dis-
tinguished the real and the tropical case. In our present more general context, it will be
useful to distinguish five cases.
10.3. Definition. A preordered semifield F is
(i) max-tropical if
x+ x−1 ≈ 2x,
(ii) max-moderate if
2 < x+ x−1 < 2x,
(iii) arctic if
x+ x−1 ≈ 2,
(iv) min-moderate if
2x−1 < x+ x−1 < 2,
(v) min-tropical if
x+ x−1 ≈ 2x−1,
respectively for all x ∈ F× with x > 1.
For any F and any x > 1, the element x+x−1 must lie somewhere in the order interval
[2x−1, 2x]. These five types thus make a distinction depending on where x+ x−1 lands in
that interval, using
2x−1 < 2 < 2x.
Since the answer is required to be the same for all x, it follows that if F is a preordered
semifield with nontrivial preorder on F×, then it can be of at most one of these five types.
10.4. Example. For example, R+ is max-moderate, while TR+ is max-tropical. R
op
+ is
min-moderate, while TRop+ is min-tropical. More generally, reversing the preorder from F
to F op also “reverses” the type. Example 10.1(a) is arctic.
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A general preordered semifield does not need to be of either type. For example, taking
the categorical product as in Example 4.29 of two preordered semifields of different types
produces a preordered semifield which does not have a type.
10.5. Remark. Our choice of terminology tropical and arctic is based on the historical
contingency of the established term tropical. Arguably an intrinsically more suitable choice
would be to use these terms in the exactly opposite manner, for two reasons. First, there
are two tropical cases but only one arctic one in between the two moderate ones, which
is exactly opposite to reality. Second, in terms of the analogy with thermodynamics, the
tropical cases correspond to zero temperature, while the arctic case is vaguely analogous
to infinite temperature.
10.6. Remark. While we will not do this in this paper, it may also be of interest to refine
the above definition so as to assign a type to any strictly ordered pair of elements x < y in
any preordered semiring S, by similarly considering where the element x2+y2 falls relative
to the elements
2x2 < 2xy < 2y2.
Here, x < y implies that x2 + y2 must be somewhere in the order interval [2x2, 2y2].
Here is why the five types are relevant in our context.
10.7. Proposition. Suppose that F is a multiplicatively Archimedean fully preordered semi-
field with nontrivial preorder on F×. Then F is of exactly of one of the five types of
Definition 10.3.
Proof. By the nontriviality assumption, we will be able to find some x > 1 in F×,
implying that the five conditions are clearly mutually exclusive. We therefore only need
to show that if some fixed x > 1 satisfies one of them, then any other y > 1 also satisfies
exactly the same condition. To do so, we choose k ∈ N with y < xk by multiplicative
Archimedeanicity.
First, we prove that x+ x−1 ≈ 2x implies y + y−1 ≈ 2y. Since y + y−1 ≤ 2y is trivial
by y > 1, it is enough to show y + y−1 ≥ 2y. We have
2(x2 + x−2) ≈ x2 + 1 + 2x−2 ≈ x2 + 2 + x−2 ≈ (x+ x−1)2 ≈ 4x2,
and hence by iteration xk+x−k ≈ 2xk whenever k is a power of two, which we can assume
for the above k without loss of generality. Hence again upon replacing x by xk, we can also
assume y < x. But then
y + y−1 = y(1 + y−2) ≥ y(1 + x−2) = 2y,
as was to be shown.
Second, we show that the inequality x + x−1 > 2 implies y + y−1 > 2. We have
xk + x−k > 2 by Corollary 9.5, and thus replacing x by xk lets us assume y < x without
loss of generality. By Lemma 9.3(ii), we can find n ∈ N such that
2n−1(xn + x−n) ≥ (x+ x−1)n > 2nx,
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so that xn + x−n > 2x. By x > 1, we can weaken this to xn + x−(n+1) > 2. Let m ∈ N be
the smallest integer with xn ≤ ym. Then also ym ≤ xn+1 by y < x. This gives
ym + y−m ≥ xn + x−(n+1) > 2.
Since y + y−1 ≤ 2 would imply ym + y−m ≤ 2 again by Corollary 9.5, this proves that
indeed y + y−1 > 2.
Third, x+ x−1 ≈ 2 implies y + y−1 ≈ 2. For since F is fully preordered, y > 1 implies
that y+y−1 ≤ 2 or y+y−1 ≥ 2 or both. It is indeed both, since by the previous paragraph
a strict inequality would also imply a strict inequality between x+ x−1 and 2.
The other cases follow by symmetry, replacing F by F op. 
10.8. Notation. We say that F is tropical if it is min-tropical or max-tropical, and simi-
larly moderate if it is min-moderate or max-moderate.
A cancellation criterion. Throughout this subsection and the following ones, F is
a multiplicatively Archimedean fully preordered semifield.
Thanks to multiplicative Archimedeanicity, we can now improve on the inequalities
derived in Section 9, and in particular turn Lemma 9.12 into an actual cancellation criterion.
10.9. Proposition. Let a, x, y ∈ F× be such that x+ x−1 ≥ 2 and y ≥ 1. Then
a+ x ≤ a+ y
a−1 + x ≤ a−1 + y
=⇒ x ≤ y.
Proof. Combine Lemma 9.12 with Lemma 10.2. 
Over the course of the next few short subsections, we will sharpen the type classification
by deriving further results on the interaction of two arbitrary ∼-equivalent elements and
also prove additional inequalities under type hypotheses on F .
The max-tropical case. The following justifies the term “max-tropical” further by
clarifying in what sense addition on max-tropical F is analogous to the tropical semifield
TR+.
10.10. Lemma. Let F be max-tropical and x, y ∈ F×. If x ∼ y, then x+ y ≈ 2max(x, y).
Note that this obviously holds in TR+, where we have x+ y = max(x, y) and 2 = 1.
Proof. We can assume x > 1 and y ≈ 1 without loss of generality, in which case we
need to show x+ 1 ≈ 2x. We already know x2 + 1 ≈ 2x2, and hence
(x+ 1)2 = x2 + 1 + 2x ≈ 2x2 + 2x = 2x(x+ 1),
which implies the claim by invertibility of x+ 1. 
Of course, if F is min-tropical, then we similarly get x+ y ≈ 2min(x, y) for x, y ∼ 1.
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The arctic case. Something analogous works in the arctic case. It is an instructive
exercise to verify the following in the case of Example 10.1(a).
10.11. Lemma. Let F be arctic and x, y ∈ F×. If x, y ∼ 1, then
x+ y ≈ xy + 1.
Proof. We first show that the equation holds with x2 and y2 in place of x and y,
x2 + y2 = xy(xy−1 + x−1y) ≈ 2xy ≈ x2y2 + 1,
which proves the claim. This gives the general case via
(x+ y)2 = x2 + y2 + 2xy ≈ x2y2 + 2xy + 1 = (xy + 1)2,
which implies the claim by the uniqueness of square roots up to ≈. 
Away from the tropical case. If F is max-tropical, then we have x−n + 1 ≈ 2 for
every nonzero x > 1 and n ∈ N. If F is min-tropical, then we similarly have xn + 1 ≈ 2.
The following result can be interpreted as providing converse statements.
10.12. Lemma. Let x ∈ F×. If x > 1, then:
(a) If F is not min-tropical, then
xn + 1 < xn+1 + 1
for all n ∈ N.
(b) If F is not max-tropical, then
x−(n+1) + 1 < x−n + 1
for all n ∈ N.
Thus if F is not tropical, then the map n 7→ xn + 1 is strictly increasing across all n ∈ Z.
Proof. These two cases are equivalent upon reversing the order and replacing x by
x−1. We therefore only treat the first case.
If we had xn+1 + 1 ≤ xn + 1 for some n, then we would get (x + 1)m ≤ 2mxn for all
m ∈ N by Lemma 9.6 and therefore x+ 1 ≤ 2 by Lemma 10.2. But then also
x2 + 3 ≤ x2 + 2x+ 1 = (x+ 1)2 ≤ 4,
so that chaining gives 3(x2+1) ≤ 6, or equivalently x+x−1 ≤ 2x−1, which contradicts the
assumption that F is not min-tropical. 
10.13. Lemma. Suppose that F is not max-tropical and let x ∈ F×. If x > 1, then for
every n ∈ N>0 there is k ∈ N such that
xn + k ≤ (k + 1)x.
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Proof. We show this first for n = 2. If x + x−1 ≤ 2, then this holds with k = 1, so
assume x+ x−1 ≥ 2, meaning that F is arctic or max-moderate.
Using x+1 < 2x from Lemma 10.12, Lemma 10.2 shows that there is m ∈ N such that
(x+ 1)m+1 ≤ 2m+1xm.
Expanding the left-hand side and using x ≥ 1 gives the weaker bound
xm+1 + (2m+1 − 1) ≤ 2m+1xm.
Thus there are m,k ∈ N such that
xm+1 + k ≤ (k + 1)xm. (10.1)
We now claim that if this holds for some m ≥ 2, then it also holds with m− 1 in place of
m. Indeed the following estimates show that it is enough to increase k by 1,
(x+ 1)(xm + (k + 1)) = xm+1 + xm + (k + 1)x+ k + 1
≤ (k + 2)xm + (k + 1)x+ 1
≤ (k + 2)xm + (k + 2)xm−1
= (x+ 1)(k + 2)xm−1,
where the first inequality step uses the assumption, and the second one uses merely x ≥ 1
and m ≥ 2. Upon iterating this argument, we therefore conclude that (10.1) holds even
with m = 1, meaning that there is k such that
x2 + k ≤ (k + 1)x,
as was to be shown for n = 2.
We now show that if the claim holds for n ≥ 2, then it also holds for 2n,
x2n + (k + 1)3 ≤ x2n + 2kxn + k2 + (k3 + 2k2 + k + 1)
= (xn + k)2 + (k3 + 3k2 + k + 1)
≤ (k + 1)2x2 + (k3 + 2k2 + k + 1)
= (k + 1)2
(
x2 + k
)
+ 1
≤
(
(k + 1)3 + 1
)
x.
In particular the claim holds whenever n is a power of two. This is enough for the general
case by monotonicity in n. 
In preparation for an upcoming cancellativity proof, we also derive some further state-
ments which make more explicit use of positive linear combinations with rational coeffi-
cients. Recall that these exist in any strict semifield.
10.14. Lemma. Suppose that F is not tropical and x ∈ F×. If x > 1, then for every rational
r ∈ (0, 1), we have
1 < r + (1− r)x < x.
73
Proof. By reversing the order and replacing x by x−1 and r by 1 − r, the second
inequality reduces to the first, so that it is enough to prove the first. But then it is enough
to show that
n+ 1 < n+ x
for every n ∈ N, which is by Lemma 10.12 and chaining. 
10.15. Lemma. Suppose that F is not tropical and x, y ∈ F×. If x > y > 1, then for every
rational ε ∈ (0, 12) there is r ∈ Q ∩ (ε, 1 − ε) such that
(r − ε) + (1− r + ε)x < y < (r + ε) + (1− r − ε)x.
Proof. For every r ∈ Q∩ [0, 1] we have r+(1− r)x ∼ y, so that we must have at least
one inequality direction ≤ or ≥ for every such r. By Lemma 10.14, we can have ≈ for at
most one value of r, and moreover x 7→ r + (1− r)x is strictly monotone in r.
Hence upon partitioning the interval [0, 1] for r into pieces of length < ε, we can simply
choose the two adjacent pieces where the inequality comparison to y changes direction. In
order to show that this change happens somewhere in the interior, it is therefore enough
to prove that there is some r ∈ Q ∩ (0, 1) with
r + (1− r)x < y, (10.2)
and similarly some r ∈ Q ∩ (0, 1) with
y < r + (1− r)x. (10.3)
Concerning (10.2), using x < yk for suitable k, we only need to find r such that
r + (1− r)yk < y,
which we have by Lemma 10.13. For (10.3), we reverse the order and use (10.2) with x−1
in place of x and yx−1 in place of y and 1− r in place of r. 
Our goal in developing the previous lemmas is to show the following.
10.16. Proposition. Suppose that F is not tropical, but is in addition a semialgebra, and
x, y ∈ F×. If x > y > 1, then there is unique r ∈ [0, 1] such that
y ≈ r + (1− r)x.
Proof. Note first that [0, 1] decomposes into a disjoint union of the two sets
U< = {r | y < r + (1− r)x}, C≥ = {r | y ≥ r + (1− r)x},
and likewise into a disjoint union of the two sets
U> = {r | y > r + (1− r)x}, C≤ = {r | y ≤ r + (1− r)x}.
Moreover both U< and U> are open by Lemma 10.14. By monotonicity, we therefore have
U< = [0, r<) and U> = (r>, 1] for suitable r<, r> ∈ (0, 1), where we use Lemma 10.15 to
gurantee that both r< and r> are in the open unit interval. Lemma 10.15 also shows that
r> − r< < 2ε for any ε > 0. Therefore r> = r<, and hence their complements C≥ and C≤
have exactly one point in common. 
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Away from the arctic case. While the previous two lemmas were concerned with
F being not max-tropical or min-tropical, we now consider a similar statement for F not
arctic.
10.17. Lemma. Suppose that F is not arctic and x ∈ F×. If x > 1 and x+ x−1 > 2, then
for every ℓ ∈ N there is n ∈ N such that
xn+1 + ℓx−m > xn + ℓ
for all m ∈ N.
While this is straightforward to see in the max-tropical case, the main difficulty lies in
proving it in the max-moderate case (although restricting to this case explicitly would not
seem to simplify the proof).
Proof. We prove a number of auxiliary statements first before getting to the claim
itself.
(a) There is n ∈ N such that xn + x−n ≥ 2x.
Indeed by Lemma 10.2, there is n ∈ N such that (x+ x−1)n ≥ 2nx. Hence by
Lemma 9.3,
2n−1(xn + x−n) ≥ (x+ x−1)n ≥ 2nx,
as was to be shown.
(b) For every ε < 1 in R there are m,n ∈ N such that m > εn and
xn + x−n ≥ 2xm. (10.4)
Indeed if the inequality holds for given n and m, then it also holds for all
multiples, since then for ℓ ∈ N>0,
xℓn + x−ℓn ≥ 21−ℓ(xn + x−n)ℓ ≥ 2xℓm,
where the first step is by Lemma 9.3 and the second by assumption. Now let ε be
the supremum of all fractions mn for which the inequality holds; our goal is to show
that ε = 1, where what we know by (a) is ε > 0. Indeed we claim that ε ≥ 3−ε
2
2 ε,
which then implies ε = 1 because of ε > 0. In order to prove this claim, suppose
that a fraction mn satisfies the inequality. Then also
2(x2n
3
+ x−2n
3
) ≥ (x2n
3
+ x2mn
2
) + (x2mn
2
+ x−2n
3
)
= xn
2(n+m)(xn
2(n−m) + x−n
2(n−m)) + x−n
2(n−m)(xn
2(n+m) + x−n
2(n+m))
≥ 2
(
xn
2(n+m)xmn(n−m) + x−n
2(n−m)xmn(n+m)
)
= 2
(
xn(n
2+2mn−m2) + x−n(n
2−2mn−m2)
)
= 2x2mn
2
(xn(n
2−m2) + x−n(n
2−m2))
≥ 4x2mn
2
xm(n
2−m2)
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= 4x3mn
2−m3
where all inequality steps are per the above. Therefore
ε ≥
3mn2 −m3
2n3
=
3−
(
m
n
)2
2
·
m
n
Thus as mn ր ε, we get the claimed ε ≥
3−ε2
2 ε.
(c) There is n ∈ N such that
xn + x−m ≥ 2
for all m ∈ N.
Taking ε = 12 in (b), we have n such that
x2n + x−2n ≥ 2xn.
There is no loss in replacing x by xn, so that we can assume x4 + 1 ≥ 2x3. But
then also
x4 + 2 ≥ 2x3 + 1 ≥ 3x2,
where the second step is by Lemma 9.3. Therefore x2 satisfies the hypotheses of
Lemma 9.7, and we get that
x2(m+1) + 1 ≥ 2x2m
for all m ∈ N. Therefore also
x2 + x−m ≥ 2
for all m ∈ N, where we have replaced the second exponent −2m+ 1 by m based
on monotonicity and the universal quantification over m.
(d) For every ℓ ∈ N there is n ∈ N such that
xn + ℓx−m ≥ 1 + ℓ
for all m ∈ N.
Indeed for ℓ = 1, this is exactly (c). For general ℓ, by monotonicity it is enough
to show that if the statement holds for given ℓ ∈ N, then it also for 2ℓ + 1. This
works as follows,
x2n + (2ℓ+ 1)x−m = xn(xn + ℓx−m−n) + (ℓ+ 1)x−m
≥ (ℓ+ 1)xn + (ℓ+ 1)x−m
= (ℓ+ 1)(xn + x−m)
≥ 2(ℓ+ 1),
where we have assumed that the given n is large enough to work both for the given
ℓ and for ℓ = 1.
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(e) The actual claim is then the k = 1 case of the following: for every k ∈ N>0 and
ℓ ∈ N there is n ∈ N such that
xn+k + ℓx−m ≥ xn + ℓ
for all m ∈ N.
Indeed (d) shows that this holds for some k with n = 0. Since it automatically
holds for all larger k, it is enough to show that if the statement holds for a given
k, then it also holds with ⌊k2⌋ in place of k. Assuming k to be even without loss of
generality and replacing x by xk, it is enough5 to show that the k = 2 case implies
the k = 1 case, at the cost of replacing ℓ by 2ℓ and increasing the relevant n by 3,
(x+ x−1)(xn+4 + ℓx−m) = xn+5 + xn+3 + ℓx−m+1 + ℓx−m−1
≥ xn+5 + x(xn+2 + 2ℓx−m)
≥ xn+5 + x(xn + 2ℓ)
≥ xn+4 + xn+2 + 2ℓx
≥ (x+ x−1)(xn+3 + ℓ),
where the third inequality step uses x2 + x−2 ≥ x+ x−1 from Lemma 9.3. 
The ambient preorder revisited. Recall the definition of the ambient preorder
from Definition 4.51. We will consider it now in the more concrete context where F is
a multiplicatively Archimedean fully preordered semifield. We fix an arbitrary nonzero
element u > 1 in F , where our choice of symbol indicates the connection with polynomial
growth (Definition 4.44). We suspect that the ambient preorder is independent of the
particular choice of u, but we have not been able to prove this so far and will not need it
in the following. Since u is fixed, we omit mention of it from our notation of the ambient
preorder, and define
x  y :⇐⇒ xu+ y ≤ x+ yu.
10.18. Lemma.  is a total preorder.
Proof. Since u ∼ 1, we have xu+y ∼ x+yu. Hence this follows from the assumption
that the preorder on F is full. 
Recall the concept of quasi-complement from Definition 3.44.
10.19. Lemma. Suppose that ≤ is not arctic and that the quotient semifield F/ ∼ has
quasi-complements. Then:
(i) u is power universal for .
(ii)  is tropical if and only if ≤ is.
5Note that xk + x−k > 2 by Lemma 9.3.
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(iii) With a suitable choice of u, also the following holds: if x ∼ y and F is max-
moderate or max-tropical, then
x ≤ y ⇐⇒ x  y.
In particular, every x > 1 is then power universal with respect to .
Of course, (iii) holds likewise if F is min-moderate or min-tropical, but with x ≥ y on
the left of the equivalence.
Proof. Upon reversing the order if necessary, we can assume u+u−1 > 2 without loss
of generality for parts (i) and (ii).
(i) We need to show that for every x ∈ F× there is n ∈ N with x  un, which amounts
to
xu+ un ≤ x+ un+1.
We first consider the case where x ∼ 1. We then choose k ∈ N with u−k ≤ x ≤ uk
and can apply Lemma 10.17, which gives the middle inequality in
xu+ un ≤ uk+1 + un ≤ u−k + un+1 ≤ x+ un+1
for sufficiently large n.
Now consider the case x = ℓ ∈ N. Then we need to find n ∈ N such that
ℓu+ un ≤ ℓ+ un+1.
Multiplying both sides by u−1 shows that this is again covered by Lemma 10.17.
In the general case of (i), let y ∈ F be a quasi-complement for x in F/∼, so
that x + y ∼ ℓ ∈ N>0. But what we have already shown is therefore that both ℓ
and ℓ−1(x+ y) are upper bounded with respect to  by some power of u, say un.
Hence
x+ y = ℓ · ℓ−1(x+ y)  u2n,
as was to be shown.
(ii)  is tropical if and only if 2  1, which means
2u+ 1 ≤ u+ 2,
while ≤ is tropical if and only if u + u−1 ≥ 2u. If the latter holds, then so does
the former by
2u+ 1 ≈ 3u ≈ u+ 2
using Lemma 10.10. On the other hand if ≤ is not tropical, meaning that u+u−1 <
2u, then 2u+ 1 < u+ 2 holds thanks to Lemma 10.14.
(iii) This is trivial if x = y = 0. If exactly one is nonzero, then for x ∼ y to hold we
would need to have 1 ∼ 0, making F totally preordered, in which case this follows
from Theorem 6.2 using a straightforward computation in R+ and one in TR+. So
we assume that x, y ∈ F×, and put y = 1 without loss of generality.
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By Lemma 10.17, we can find n ∈ N such that un+1 + u−m ≥ un + 1 for all
m ∈ N. Hence upon replacing u by un+1 if necessary, we can achieve in particular
that u+ u−m ≥ 2 for all m ∈ N, which we assume to be the case from now on.
If x < 1, then we can find k ∈ N such that xku < 1. Then
xku+ 1 ≤ 2 ≤ xk + u,
where the second inequality holds by polynomial universality of u and the inequal-
ity from the previous paragraph. The first inequality is strict by Lemma 10.12 in
the max-moderate case, while the second inequality is strict in the max-tropical
case by Lemma 10.10. Thus xku + 1 < xk + u in both cases, and we conclude
xk ≺ 1. This implies x ≺ 1, for example by totality of  or by Remark 8.2.
The case x > 1 is analogous, resulting in x ≻ 1. And finally if x ≈ 1, then of
course we also have
xu+ 1 ≈ u+ 1 = 1 + u ≈ x+ u,
resulting in x  1 and x  1.
The final claim on power universality of x > 1 holds because some power of x
dominates u since F is multiplicatively Archimedean. 
11. A local-global principle for preordered division semialgebras
In this section, we will derive the first version of our main result, a local-global principle
for preordered semifields of polynomial growth. Section 12 will then present the generaliza-
tion to preordered semirings of polynomial growth. We start with some further auxiliary
technical developments.
Height. Throughout this subsection, F is a totally preordered semifield of polynomial
growth. We make the following recursive definition, which essentially only refers to the
multiplicatively subgroup of F and therefore can be considered part of the theory of ordered
abelian groups [8, Chapter IV].
11.1. Definition. An element x ∈ F× has
(a) height 0 if x∓k ≤ y ≤ x±k for every y ∈ F× and some k ∈ N.
(b) height ≤ n + 1 if x∓k ≤ y ≤ x±k for every y ∈ F× not of height ≤ n and some
k ∈ N.
Here, we use the upper sign for x > 1 and the lower sign for x < 1.
11.2. Notation. (a) If n is the smallest number for which x ∈ F× has height ≤ n,
then we say that x has height n and write h(x) = n. If this does not hold for any
n, then h(x) =∞.
(b) We say that F is of height n if h(x) > n implies x ≈ 1, and that F is of finite
height if this holds for some n ∈ N.
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For example, we always have h(1) =∞ unless F is equivalent to the Boolean semifield
B, in which case we have h(1) = 0. The element 0 ∈ F does not have a height.
11.3. Example. A totally preordered semifield F is of height 0 if and only if it is multi-
plicatively Archimedean. By Theorem 6.2, these are exactly those preordered semifields
which order embed into one of R+, TR+, R
op
+ or TR
op
+ .
11.4. Remark. Similarly to height in arithmetic, the height of Definition 11.1 can be
thought of as a measure of the complexity of an element. Elements of large height are
complex in the sense that they are difficult to distinguish from 1.
Among the most basic properties of height are the following.
11.5. Lemma. Let x, y ∈ F×.
(a) For any m ∈ Z \ {0}, we have h(xm) = h(x).
(b) If 1 ≤ x ≤ y, then h(y) ≤ h(x).
Proof. Clear. 
11.6. Lemma. F× contains an element of height 0. Moreover, if F× contains an element
of height n ∈ N, then contains infinitely many mutually ≈-nonequivalent elements of every
height m ∈ {0, . . . , n} unless F is equivalent to B.
Proof. Any power universal element u has height 0 by definition, and such has been
assumed to exist.
For the second claim, it is enough to show that if F× contains an element x of height
m+ 1, then it also has an element of height m. So suppose that there was no element of
height m. Then every element not of height ≤ m would already be of height ≤ m − 1,
which would mean that x was already of height m.
Now if there is at least one element at a given height, then there are infinitely many
given by all its nonzero powers. This also holds for m = 0 unless h(1) = 0, or equivalently
unless F is equivalent to the Boolean semifield B. 
11.7. Lemma. If x, y ∈ F× are such that h(x) < h(y) and x 6≈ 1, then x∓1 < yk < x±1 for
all k ∈ Z.
Here, the sign in the exponent is understood to be such that the overall inequality
x∓1 < x±1 holds.
Proof. Since h(x) < h(y) can only happen if x 6≈ y, we know that F is not equivalent
to B. Therefore h(x) <∞ gives x 6≈ 1.
It is then enough to consider the case x > 1 and show that x−1 < y < x, since likewise
h(x) < h
(
yk
)
for any nonzero k. Indeed if we had y ≥ x, then y would satisfy the same
height inequalities as x does; and similarly if y ≤ x−1. Therefore x−1 < y < x. 
The following properties of height are vaguely reminiscent of valuations in arithmetic.
11.8. Lemma. Consider x, y ∈ F×.
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(a) If h(x) 6= h(y), then h(xy) = min(h(x), h(y)).
(b) If h(x) = h(y), then h(xy) ≥ h(x).
Proof. Assume h(x) ≤ h(y) without loss of generality, as well as x ≥ 1. Assume also
for now that h(x) < ∞. Then we have x−k ≤ y ≤ xk for some k ∈ N by the definition of
height.
(a) If h(y) > h(x), then we also have y−(k+1) ≤ x by Lemma 11.7, and therefore
xk ≤ xkxyk+1 = (xy)k+1.
Taking z ∈ F× to be any element with h(z) > h(x) now means that z ≤ xm for
some m ∈ N, and therefore z ≤ (xy)m(k+1). The lower bound (xy)−m(k+1) ≤ z
works similarly, resulting in h(xy) ≤ h(x). Using h
(
y−1
)
= h(y), we therefore also
have
h(x) = h
(
(xy)y−1
)
≤ h(xy),
which therefore implies h(xy) = h(x), proving the first claim.
(b) We assume h(x) = h(y). If h(xy) < h(x), then since h
(
x−1
)
= h(x), we would
similarly have to conclude that
h(y) = h
(
x−1(xy)
)
< h(x)
by the first part, contradicting the assumption.
Finally if h(x) = h(y) = ∞, then we show h(xy) ≥ n for every n ∈ N. Indeed choose any
z ∈ F× with z > 1 and h(z) = n. Then we have k ∈ N such that z−k ≤ x, y ≤ zk, which
also results in z−k ≤ xy ≤ zk and therefore h(xy) ≥ n. 
11.9. Remark. A more symmetrical way of phrasing this result is like this: for any x, y, z ∈
F× with xyz = 1, at least two out of three numbers in the set
{h(x), h(y), h(z)}
are the same, and the third is also the same or larger.
11.10. Lemma. If x ≥ 1 and h(x) < h(y) for x, y ∈ F×, then also xy ≥ 1.
Proof. By what has been shown, we know that h(xy) = h(x). Now if xy < 1, then it
being of lower height than y would imply that xy < y, and hence x < 1. 
Until now, our discussion of height has only been concerned with the multiplicative
group F×, which places it within the theory of totally preordered abelian groups [8]. We
now go beyond that by also considering the interaction with the additive structure.
11.11. Lemma. If x, y ∈ F× and z ∈ F , then
h
(
x+ z
y + z
)
≥ h
(
x
y
)
. (11.1)
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Proof. We can assume without loss of generality that x ≤ y, which makes both
fractions be ≤ 1. Then xy + xz ≤ xy + yz gives xy ≤
x+z
y+z , which implies h
(
x+z
y+z
)
≥ h
(
x
y
)
by Lemma 11.5. 
One may think that the inequality (11.1) needs to hold with equality, but this is not
always the case:
11.12. Example. Consider the set of all expressions of the form rXn with r ∈ R>0 and
n ∈ Z, together with zero. Then these form a semifield F with respect to
rXn + sXm :=


r if m < n,
r + s if m = n,
s if m < n,
and
rXn · sXm := rsXn+m.
In fact, this the semifield quotient of R+[X] given by identifying two polynomials whenever
their largest-degree terms coincide. It becomes a totally preordered semifield if we define
rXn ≤ sXm :⇐⇒ n ≤ m ∨ (n = m ∧ r ≤ s).
In the picture where we consider F as a quotient of R+[X], we thus have p ≤ q for nonzero
polynomials p and q if and only if
lim
r→∞
p(r)
q(r)
≤ 1.
Then h(F ) = 1. Moreover,
h
(
2
1
)
= 1, h
(
2 +X
1 +X
)
= h(1) =∞,
showing that (11.1) does not need to hold with equality.
11.13. Lemma. The set of elements of height ≥ n is a multiplicative subgroup of F× satis-
fying the convexity condition (4.2).
Proof. This set is clearly closed under taking inverses, and it is closed under multipli-
cation by the previous Lemma 11.8. For the convexity condition, suppose that r, s, x, y ∈
F× satisfy h(x), h(y) ≥ n. Then
rx+ sy
r + s
=
r + sx−1y
r + sx−1
,
so that the claim follows from h
(
x−1y
)
≥ n thanks to Remark 11.9 and (11.1). 
We now introduce an inductively defined piece of notation. In order to make sense of
it also for n = 0, we declare the relation x ≈−1 y to always hold.
11.14. Notation. For n ∈ N and x, y ∈ F×, we write x ≤n y if x ≈n−1 y and also one of
the following holds:
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(a) h
(
xy−1
)
> n, or
(b) h
(
xy−1
)
= n and x ≤ y.
Furthermore, for x = 0 we write 0 ≤0 y if 0 ≤ 1 in F , and similarly x ≤0 0 if 1 ≤ 0. No
other ≤n-relation holds with 0 on either side, except for the trivial 0 ≤n 0.
Clearly x ≤n y can only happen for x, y ∈ F
× if h
(
xy−1
)
≥ n.
11.15. Lemma. For every n ∈ N and x, y ∈ F×, the following are equivalent:
(i) x ≈n y.
(ii) x ∼n+1 y.
(iii) h
(
xy−1
)
> n.
Proof. If (i) holds, then clearly x ≤n+1 y or y ≤n+1 x, by distinguishing the two
defining cases of Notation 11.14 and using totality of ≤ in the latter. Hence x ∼n+1 y in
either case.
Starting with (ii), suppose that we have the stronger x ≤n+1 y. Then clearly h
(
xy−1
)
≥
n+1. The general case now follows from the fact that the elements of height ≥ n+1 form
a multiplicative subgroup and the construction of ∼n+1 as the symmetric transitive closure
of ≤n+1.
The implication from (iii) to (i) is directly by definition. 
11.16. Proposition. The relation ≤n makes F into a multiplicatively Archimedean fully
preordered semifield.
Proof. Concerning transitivity, suppose x ≤n y ≤n z for x, y, z ∈ F
×. Then x ≈n−1
y ≈n−1 z implies the required x ≈n−1 z. By Remark 11.9, at least two out of xy
−1 and
yz−1 and xz−1 have the same height; the only nontrivial case is when h
(
xz−1
)
= n, since
for larger height x ≤n z holds trivially. Hence the only nontrivial case for the transitivity
proof is the combination
h
(
xy−1
)
= n, h
(
yz−1
)
> n, h
(
xz−1
)
= n,
or equivalently with the roles of the first two heights exchanged. Then we have x ≤ y, and
need to prove that x ≤ z. But then since xz−1 = (xy−1)(yz−1) < 1 by Lemma 11.10, this
is indeed the case.
Monotonicity of multiplication holds trivially. Monotonicity of addition is by Lemma 11.11.
Hence ≤n makes F into a preordered semifield. To see that it is full, it is enough to consider
the case x, y ≤n 1 for x, y ∈ F
×, and show that x ≤n y or y ≤n x. These hold both as soon
as h
(
xy−1
)
> n, so suppose h
(
xy−1
)
≤ n. Then this is necessarily exactly n, for otherwise
also x or y would need to have height < n, in contradiction with the assumption x, y ≤n 1.
But then x ≤n y or y ≤n x holds because of x ≤ y or y ≥ x.
For multiplicative Archimedeanicity, suppose x >n 1 and y ≥n 1 for x, y ∈ F
×. The
former requires h(x) = n, while the latter requires h(y) ≥ n. Hence the definition of height
implies that there is k ∈ N with y ≤ xk, as was to be shown. 
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11.17. Lemma. If F is of finite height, then the convex congruences on F are exactly the
following:
(a) the total congruence,
(b) the congruence which identifies all nonzero elements,
(c) the ≈n for n = 0, . . . , h(F ).
Note that these congruences are all distinct except in the degenerate case of F being
equivalent to B, in which case ≈0 is exactly the congruence which identifies all nonzero
elements. It follows that as a partially ordered set, Cong(F ) is isomorphic to the ordinal
h(F )+3, except for when F is equivalent to B, in which case Cong(F ) is isomorphic to the
ordinal 2.
Proof. We first show that every ≈n is convex. So suppose x ≈n z and x ≤ y ≤ z.
Consider first the case z = 0. Then x ≈n 0 holds only if x = 0, in which case we obtain
y ≈ 0, and hence y = 0 by the definition of preordered semifield.
Otherwise we assume that z is invertible. Then h
(
xz−1
)
> n, and also xz−1 ≤ yz−1 ≤ 1,
so that h
(
yz−1
)
> n by Lemma 11.5, which gives x ≈n y. The proof of y ≈n z is similar.
We now show that every convex congruence ≃ is equal to one of the above. Suppose
that ≃ is such a congruence. Assuming without loss of generality that it does not coincide
with ≈ or the total congruence, there must be x 6≈ 1 such that x ≃ 1. Let n be the
smallest h(x) with x ≃ 1. If n 6= 0, it is straightforward to see that ≃ coincides with ∼n
by convexity, and the claim follows by Lemma 11.15. 
It is of interest to “truncate” F at a given height n, using the congruence ≈n. The
following observation is relevant for this.
11.18. Lemma. For any n ∈ N, the congruence ≈n commutes with ≤: for x, y ∈ F , the
following two conditions are equivalent:
(a) There is x′ ∈ F such that x ≈n x
′ ≤ y.
(b) There is y′ ∈ F such that x ≤ y′ ≈n y.
Proof. By reversing the order it is enough to prove one direction, so suppose x ≈n
x′ ≤ y. If x′ = 0, then necessarily also x = 0. If y = 0 instead, then we can again take
y′ = 0. Hence we can restrict to the case where all three of x, x′ and y are nonzero, and
suppose x′ = 1 without loss of generality. Then our assumptions are h(x) ≥ n and y ≥ 1.
It follows that y′ := yx does the job. 
It is then straightforward to see that these two equivalent conditions define another
semifield preorder on F . It makes F into a totally preordered semifield of height n by
construction.
11.19. Notation. The truncation of F at height n is the preordered semifield given by F
together with the semifield preorder specified by the equivalent conditions of Lemma 11.18.
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It is clear that the truncation of F at height n has itself height n−1, since ≈j for j < n
in the truncation coincides with ≈j on F itself.
11.20. Example. Let F := R(+)[[X]]] be the semifield of formal power series with strictly
positive constant coefficient, and preordered with respect to the lexicographic order with
highest precedence on the constant term. Then F has infinite height, but truncating F
at height n produces a totally preordered semifield equivalent to the analogously defined
R(+)[X]/(X
n).
Cancellativity away from the tropical case. By Proposition 10.7, we know that
each ≤n is of one of the five basic types. By Proposition 11.16, we can consider the type
of ≤n separately for each n. This is always well-defined as long as n ≤ h(F ), except again
when F is equivalent to B and n = 0.
11.21. Lemma. If F is not equivalent to B, then ≤0 is not arctic.
Proof. The totally preordered semifield F/ ≈0 is multiplicatively Archimedean, so
that either it order embeds into R+, R
op
+ , TR+ or TR
op
+ by Theorem 6.2, corresponding to
the max-moderate, min-moderate, max-tropical and min-tropical case. 
We now make some considerations making sure that we can do not need to further
understand the structure of F in case where some ≤n is tropical and some ≤m for m > n
is not, as we do not yet know how to deal with these mixed cases (such as Example 11.12).
The following question is key for that.
11.22. Problem. Suppose that F is of finite height, not equivalent to B, and neither ≤n is
tropical. Is this enough to conclude that F is order-cancellative?
While this question has so far resisted our attempts at resolution in general, we now
prove a positive answer under the somewhat different assumption of quasi-complements
(Definition 3.44).
11.23. Lemma. Suppose that F has quasi-complements and is not equivalent to B. Then F
is order cancellative,
a+ x ≤ a+ y =⇒ x ≤ y.
Note that this does not require finite height.
Proof. We first show that ≤0 is not tropical, or equivalently 2 6≈0 1. Assume 1 ≥ 0
without loss of generality by reversing the order if necessary, and choose any x >0 1, which
exists by the assumption that F is not equivalent to B. Let y be a quasi-complement for
x, with x+ y ≈ n for n ∈ N. Then 1 <0 x ≤0 x+ y ≈0 n, and therefore also 1 <0 2, as was
to be shown.
For the actual claim, suppose first that y = 0. Since the case a = 0 is trivial, we can
then assume a = 1 without loss of generality, so that we have x+1 ≤ 1. Assuming similarly
that x is nonzero, there is polynomially universal u > 1 with u−1 < x, and therefore also
u−1+1 ≤ 1. Since ≤0 is not tropical, we know by Lemma 11.21 and the type classification
of Proposition 10.7 that ≤0 is min-moderate or max-moderate. By Theorem 6.2, this means
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that F order embeds with respect to ≤0 either into R+ or into R
op
+ . Since the former is
easily excluded by u−1 + 1 ≤ 1, we necessarily have the latter, which implies the desired
x ≤ 0.
A similar treatment applies to the case x = 0; it can also be directly reduced to the
case y = 0 by reversing the order. Hence we assume x, y 6= 0, and put y = 1 without loss
of generality. Suppose that x + x−1 ≥ 2. Upon adding a quasi-complement of a to both
sides, we then have n+ x ≤ n+ 1 for some n ∈ N. Chaining this inequality by Lemma 9.1
and dividing by n gives 1 + x ≤ 2, so that the desired x ≤ 1 follows by Lemma 9.11.
If instead x+x−1 < 2, then reversing the order reduces this proving that if x+x−1 > 2,
then
a+ 1 ≤ a+ x =⇒ 1 ≤ x.
But upon dividing both of these inequalities by x we are back in the previous case. 
Totally preordered division semialgebras of finite height. In this subsection,
we assume that F is a totally preordered division semialgebra of finite height, i.e. we
now assume scalar multiplication by R+ in addition. It will turn out that this additional
structure allows for a number of stronger conclusions about the structure of F .
11.24. Lemma. If F is such that neither ≤n is tropical, then F has quasi-complements.
Proof. We use induction on h(F ). In the base case h(F ) = 0, we have F ∼= R+ or
F ∼= R
op
+ , so that the claim is trivial.
For the induction step, let x ∈ F×. Then by the induction assumption we obtain
y ∈ F× such that z := n−1(x + y) ∼h(F ) 1 for some n ∈ N>0. If z ≈ 1, then we are done.
If z >h(F ) 1, then an application of Proposition 10.16 to the preorder ≤h(F ) with respect
to z and z2 shows that we have s ∈ (0, 1) such that
sz + (1− s)z−1 ≈ 1;
and the same follows if z <h(F ) 1 upon applying Proposition 10.16 with respect to z
−1 and
z−2. Then
x+ y + ns−1(1− s)z−1 = ns−1(sz + (1− s)z−1) ≈ ns−1,
which is enough since this is in R+; upon adding another suitable scalar we can obtain a
natural number. 
Recall the notion of test algebra from Section 5.
11.25. Corollary. Suppose that F is such that neither ≤n is tropical. Then:
(a) F is order cancellative.
(b) There is a test algebra A with dim(A) = h(F )+1 together with an R+-linear order
embedding φ : F → A.
Proof. For (a), combine Lemma 11.24 with Lemma 11.23; since ≤0 on B is tropical,
the current assumption implies that F is not equivalent to B.
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For (b), let A be the obtained via the Grothendieck construction from F/≈ as in the
proof of Proposition 5.9. The arguments given there already prove everything, except for
the algebra structure and the dimension equation. Concerning the algebra structure, scalar
multiplication by a real r > 0 is defined on formal differences as
x+ − x− 7−→ rx+ − rx−,
and for r < 0 as
x+ − x− 7−→ |r|x− − |r|x+.
It is straightforward to see that this is well-defined and makes A into an R-algebra, and
that the canonical homomorphism F → A commutes with the semialgebra structure.
For the claim dim(A) = h(F ) + 1, we use induction on h(F ). So let B be the test
algebra obtained via the above Grothendieck construction when starting with F/ ∼h(F ).
Then we clearly have a canonical homomorphism A → B, and it is enough to show that
its kernel is one-dimensional, and is given by R(u − 1) for a fixed but arbitrary nonzero
element u >h(F ) 1. Using quasi-complements from Lemma 11.24, every element of A can
be represented as x− n for suitable x ∈ F and n ∈ N>0; we assume n = 1 without loss of
generality by rescaling, and x > 1 since otherwise we replace the element by its negative.
Then x − 1 is in the kernel if and only if h(x) = h(F ), and we need to show that it is a
scalar multiple of u− 1. Indeed since there is an equation of the form
x ≈ r + (1− r)uk,
for suitable k ∈ N by Proposition 10.16 and x ≤ uk, which gives x− 1 = r(uk − 1) in A, it
is enough to show that every uk − 1 is a scalar multiple of u− 1. But this works similarly,
again based on Proposition 10.16. 
In the tropical case something different happens.
11.26. Corollary. Suppose that F is such that neither ≤n is tropical for n < h(F ),
but ≤h(F ) is tropical. Then there is a test algebra A with dim(A) = h(F ) and an order
embedding
φ : F/∼h(F ) −→ A
as well as a homomorphism ψ : F → TR+ or ψ : F → TR
op
+ which is an order embedding
for ≤h(F ). Moreover, ψ does not factor through φ.
Proof. Suppose first that h(F ) = 0. Then ∼0 is the total congruence, and hence
A = {0} works together with φ being the zero map. The claim follows by Theorem 6.2.
Thus assume that h(F ) ≥ 1, so that F/∼h(F ) is again a totally preordered semifield.
By the previous Corollary 11.25, F/ ∼h(F ) order embeds like this for suitable A and φ.
For the construction of ψ, consider F as a fully preordered multiplicatively Archimedean
semifield with respect to ≤h(F ).
If ≤h(F ) is max-tropical, then Lemma 10.19 shows that its ambient preorder  turns F
into a multiplicatively Archimedean totally preordered semifield. Combining Lemma 10.19
with Theorem 6.2 then gives the desired homomorphism ψ : F → TR+ and shows that it
is an order embedding for ≤h(F ).
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If ≤h(F ) is min-tropical, then we apply the same procedure to F
op, resulting likewise
in an order embedding in ψ : F → TRop+ .
In either case, it is clear that ψ does not factor through φ. 
First version of the local-global principle. We now have almost all the ingredients
together to formulate and prove the first version of our main result. Its upcoming gener-
alization to preordered semirings will then be much easier than the proof of this version.
We need a few more definitions.
11.27. Definition. Let S be a semiring and A a test algebra. A homomorphism φ : S → A
is nondegenerate if the following hold:
(i) φ(x) is invertible for all nonzero x ∈ S.
(ii) φ does not factor through any proper subalgebra of A.
Clearly if S is a semifield, then the first condition is automatic. In relation to the
second condition, recall from Proposition 5.26 that every such subalgebra of a test algebra
is again a test algebra with respect to the induced preorder.
11.28. Definition. Let S be a preordered semiring, A a test algebra and φ : S → A
a monotone homomorphism. Then we say that a homomorphism ψ : S → T to some
preordered semiring T is:
(i) φ-conditionally monotone if for all x, y ∈ S,
x ≤ y ∧ φ(x) = φ(y) =⇒ ψ(x) ≤ ψ(y).
(ii) φ-conditionally antitone if for all x, y ∈ S,
x ≤ y ∧ φ(x) = φ(y) =⇒ ψ(x) ≥ ψ(y).
While both of these definitions would make sense more generally, we phrase them like
this in anticipation of our context of application.
Our local-global principle is a Positivstellensatz-type result for preordered division
semialgebras F . As is typically the case with a Positivstellensatz, it relates the existence
of an inequality between two elements of F , which has an algebraic flavour, to inequalities
between the images of these two elements when mapped to other algebraic structures which
have a more geometrical flavour.
Also as usual for a Positivstellensatz, there is an almost trivial forward direction, namely
showing that algebraic inequality in F implies geometric inequality, which in our case looks
as follows. Suppose that F is a preordered division semialgebra, and that x, y ∈ F× satisfy
x ≤ y. Then for every monotone nondegenerate homomorphism φ : S → A to a test
algebra A, we obviously have
φ(x) ≤ φ(y).
Moreover if φ(x) = φ(y) and ψ : F → TR+ is a φ-conditionally monotone homomorphism,
then clearly ψ(x) ≤ ψ(y). Our local-global principle provides an “almost converse” to
this. The following theorem states the easy forward direction first and then the difficult
88
backward direction; the latter differs from the former mainly insofar as it involves strict
inequalities.
11.29. Theorem. Let F be a preordered division semialgebra of polynomial growth and
x, y ∈ F×.
⊲ If x ≤ y, then the following hold for every monotone R+-linear homomorphism
homomorphism φ : F → A to a test algebra A:
(a) φ(x) ≤ φ(y).
(b) If φ(x) = φ(y) and ψ : F → TR+ or F → TR
op
+ is a φ-conditionally monotone
homomorphism, then ψ(x) ≤ ψ(y).
⊲ Conversely, suppose that there is n ∈ N such that the following hold for every
monotone R+-linear homomorphism φ : F → A to a test algebra A:
(c) If dim(A) < n, then:
(i) φ(x) ≤ φ(y).
(ii) If φ(x) = φ(y) and ψ : F → TR+ or F → TR
op
+ is a φ-conditionally
monotone homomorphism, then ψ(x) < ψ(y) or ψ factors through φ.
(d) If dim(A) = n and φ is nondegenerate, then φ(x) < φ(y).
Then x ≤ y.
Proof. The first item has been considered above, so we focus on the second item. The
claim is trivial if F is equivalent to B, and hence we can assume without loss of generality
that F is not equivalent to B.
Suppose that x 6≤ y for contradiction. Then by Theorem 8.6, the semifield preorder ≤
can be extended to a total semifield preorder  with x ≻ y. We then consider height on
the preordered semifield (F,) and the resulting multiplicatively Archimedean preorders
m from Notation 11.14. We write h := h((F,)) and distinguish three cases.
(1) Suppose that h < n, and that neither m is tropical for any m = 0, . . . , h.
Then Corollary 11.25 order embeds F into a test algebra with dim(A) ≤ n via
a -monotone homomorphism φ : F → A. Since x ≻ y, we have φ(x) > φ(y).
The construction of φ clearly shows that it is nondegenerate, since φ(F ) linearly
spans A. Since the -monotonicity of φ makes φ also monotone with respect to
the original preorder ≤, the existence of such φ contradicts the assumptions.
(2) Suppose that h ≥ n, and that neither m is tropical for any m = 0, . . . , n− 1.
Then we truncate F at height n−1 as per Notation 11.19. Corollary 11.25 order
embeds this truncation into a test algebra A with dim(A) = n via nondegenerate
φ : F → A, where the -monotonicity again implies ≤-monotonicity. Hence the
assumption gives us φ(x) < φ(y), in contradiction with φ(x) ≥ φ(y), which follows
from x ≻ y and the -monotonicity.
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(3) Suppose that m is tropical for some m = 0, . . . ,min(n − 1, h).
Let us fix the smallest m for which this is the case, and consider the pre-
ordered semifield F ′ given by truncating F at height m as per Notation 11.19.
Then Corollary 11.26 produces a test algebra A with dim(A) < n and a nondegen-
erate m-monotone homomorphism φ : F → A together with a φ-conditionally
m-monotone homomorphism ψ : F → TR+ or F → TR
op
+ which does not factor
through φ. Since m extends the original order, both of these monotonicity con-
ditions also hold with respect to ≤. But since ψ(x) < ψ(y) by assumption, the
-monotonicity contradicts the assumed x ≻ y. 
12. Main result: a local-global principle for preordered semirings
It is now a relatively simple matter to generalize Theorem 11.29 from division semi-
algebras to semirings. We again state the easy forward direction and then the difficult
backward direction, where these two differ mainly by the strictness of inequalities.
12.1. Theorem. Let S be a preordered semiring of polynomial growth and x, y ∈ S nonzero.
⊲ Suppose that there is nonzero a ∈ S with ax ≤ ay. Then the following hold for
every nondegenerate monotone homomorphism φ : S → A to a test algebra A:
(a) φ(x) ≤ φ(y).
(b) If φ(x) = φ(y) and ψ : S → TR+ or ψ : S → TR
op
+ is a φ-conditionally
monotone homomorphism with ψ−1(0) = {0}, then ψ(x) ≤ ψ(y).
⊲ Conversely, suppose that there is n ∈ N such that the following hold for every
monotone homomorphism φ : S → A to a test algebra A:
(c) If dim(A) < n, then:
(i) φ(x) ≤ φ(y).
(ii) If φ(x) = φ(y) and ψ : S → TR+ or S → TR
op
+ is a φ-conditionally
monotone homomorphism with ψ−1(0) = {0}, then ψ(x) < ψ(y) or ψ
factors through φ.
(d) If dim(A) = n and φ is nondegenerate, then φ(x) < φ(y).
Then there is nonzero a ∈ S such that ax ≤ ay
Moreover if S is a semialgebra, then it is enough to require the above conditions
for R+-linear φ and ψ.
Proof. Concerning the first item, nondegeneracy of φ means in particular that φ(a)
is invertible. Hence
φ(a)φ(x) = φ(ax) ≤ φ(ay) = φ(a)φ(y)
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implies the desired φ(x) ≤ φ(y). For φ-conditionally monotone ψ : S → TR+ or S → TR
op
+
with ψ−1(0) = {0}, the argument is analogous.
For the second item, we can use Lemma 4.10 in order to replace S by S⊗NR+, which re-
duces the problem to the semialgebra case. Thus assume that S is a preordered semialgebra
of polynomial growth.
By Remark 4.50, we know that S is a preordered semidomain. Hence we can apply
Theorem 11.29 to the preordered semifield of fractions F := Frac(S) as per Lemma 4.32.
The claim now follows from Lemma 4.33. 
Unfortunately Theorem 12.1 is still difficult to apply in its full power due to a lack of
understanding of the structure of test algebras in general. We thus specialize it to the cases
n = 1 and n = 2 in the upcoming final two sections, in which case we can derive more
specific information about both the algebraic and the geometric preorders. In particular,
we will derive conclusions about the preorder relation between large powers of x and y.
13. The n = 1 special case and an abstract Positivstellensatz
In order to make Theorem 12.1 more concrete, we now focus on the n = 1 case. In this
setting (and also for n = 2 in the next section), we will modify the conclusion ax ≤ ay a bit,
obtaining a concrete form for a on the one hand as well as an ordering between large powers
of x and y on the other hand. The resulting theorem can be considered a non-Archimedean
generalization of the classical Positivstellensatz of Krivine–Kadison–Dubois which we then
rederive as a special case. We start with some more preparation.
Throughout this section, S is a preordered semiring with power universal u ∈ S.
The 1-test spectrum. We will have to make some topological considerations on the
set of monotone homomorphisms into R+ and TR+, which for us plays the role of the real
spectrum. In the following, we will use the multiplicative picture of TR+.
13.1. Definition. The 1-test spectrum of S is the disjoint union
TSper1(S) := {monotone homs S → R+ or S → R
op
+ with φ
−1(0) = {0}}
⊔ {monotone homs S → TR+ with φ(u) = e}
⊔ {monotone homs S → TRop+ with φ(u) = e
−1},
where the first piece is the real part and the other two are the tropical part, respectively.
In the term “1-test spectrum”, the prefix 1 reminds us that we are considering homo-
morphisms into one-dimensional test algebras (in the real part). Since exponentiation by
any positive real acts by automorphisms on TR+ and φ(u) > 1 for any φ : S → TR+, the
requirement φ(u) = e is a choice of normalization. This choice could be replaced by any
other real > 1, in which case also the base of the logarithms that we use in the follow-
ing will have to be replaced accordingly; we choose e in order to work with the natural
logarithm. Note that assuming any choice of normalization excludes the trivial monotone
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homomorphism S → TR+ given by the composite S → B→ TR+, mapping every nonzero
element to 1 ∈ TR+. Similar comments apply to the φ : S → TR
op
+ case.
13.2. Remark. For φ : S → R+ and φ : S → TR+, the condition φ
−1(0) = {0} is automatic
due to polynomial growth. Also if 1 ≥ 0 in S, then TSper1(S) only contains φ : S → R+
and φ : S → TR+, since the other types are excluded by monotonicity.
13.3. Lemma. For every φ ∈ TSper1(S) and every nonzero x ∈ S, we have φ(x) > 1 or
φ(x) < 1.
Proof. It is enough to prove this for x = u. Then this holds for φ : S → TR+ or
φ : S → TRop+ by definition. For φ : S → R+ we have φ(2) = 2. Choosing k ∈ N>0 with
2 ≤ uk shows that φ(u) = φ(uk)1/k ≥ φ(2)1/k = 21/k > 1. The case φ : S → Rop+ similarly
gives φ(u) < 1. 
We therefore have log φ(x) 6= 0, guaranteeing in particular that the denominator in the
following definition is nonzero.
13.4. Definition. TSper1(S) carries the weakest topology which makes the logarithmic
evaluation maps
levx : TSper1(S) −→ [0,∞), φ 7−→
log φ(x)
log φ(u)
(13.1)
continuous for all nonzero x ∈ S.
The denominator has been chosen such that levu(φ) = 1 for all φ ∈ TSper1(S). It is
negative for φ : S → Rop+ or φ : S → TR
op
+ .
13.5. Remark. The tropical part of TSper1(S) is a closed subset, since it contains exactly
all of those φ which satisfy lev2(φ) = 0.
13.6. Remark. The topology on TSper1(S) does not depend on the choice of power uni-
versal element u. For if v ∈ S is power universal as well, then we have k ∈ N such that the
inequalities
u ≤ vk, v ≤ uk
hold, which shows that the logarithmic evaluation maps differ by at most a factor of k.
Upon considering the ordered ring of continuous functions C(TSper1(S)) with respect
to the pointwise algebraic structure and pointwise order, we have the following useful
properties.
13.7. Lemma. For any nonzero x, y ∈ S, we have:
(a) If x ≤ y, then also levx ≤ levy.
(b) levxy = levx + levy.
Proof. Straightforward. 
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It is quite common that in TSper1(S), a sequence of monotone homomorphisms φ :
S → R+ converges to a monotone homomorphism φ : S → TR+. This is closely related
to the standard construction of TR+ as the tropical limit [12, 13], also know as Maslov
dequantization. In our setting, this becomes the following elementary fact, of which we
omit the proof.
13.8. Lemma. For α, β ∈ (−∞,∞), we have
max(eα, eβ) = lim
r→∞
(
erα + erβ
)1/r
,
and this limit is locally uniform in the parameters α and β.
13.9. Lemma. For nonzero x, y ∈ S and non-tropical φ ∈ TSper1(S), we have
2
levx+y(φ)
lev2(φ) = 2
levx(φ)
lev2(φ) + 2
levy(φ)
lev2(φ) . (13.2)
Proof. Straightforward computation. 
For us, the main reason for normalizing the logarithmic evaluation maps as in (13.1) is
to ensure the following:
13.10. Proposition. TSper1(S) is a compact Hausdorff space.
Proof. For any nonzero x ∈ S, choose k(x) ∈ N such that x ≤ uk(x) and 1 ≤ uk(x)x.
Then for all φ ∈ TSper1(S),
−k(x) ≤ levx(φ) ≤ k(x).
Thus by definition of the topology, TSper1(S) is a subspace of the compact Hausdorff space∏
x∈S [−k(x), k(x)]. It remains to be shown that this subspace is closed by proving that
its complement is open. To this end, we extend the logarithmic evaluation maps levx to
the product projections
levx :

∏
y∈S
[−k(y), k(y)]

 −→ [−k(x), k(x)].
Now let ψ ∈
∏
x∈S[0, k(x)] be in the complement of TSper1(S). We distinguish several
cases.
If lev1(ψ) 6= 0, then lev
−1
1 ((−∞, 0) ∪ (0,+∞)) is an open neighbourhood of ψ disjoint
from the subspace TSper1(S), since every φ ∈ TSper1(S) satisfies lev1(φ) = 0. We can thus
assume lev1(ψ) = 1 from now on.
If there are nonzero x, y ∈ S with levxy(ψ) 6= levx(ψ)+levy(ψ), then a similar standard
argument involving the continuity of addition shows that ψ has an open neighbourhood
disjoint from TSper1(S) as well, since every φ ∈ TSper1(S) satisfies levxy(φ) = levx(φ) +
levy(φ) by multiplicativity while ψ does not. We can therefore assume from now on that
ψ preserves multiplication in the sense that levxy(ψ) = levx(ψ) + levy(ψ) for all nonzero
x, y ∈ S.
Again a similar argument shows that we can moreover assume that ψ is monotone as
well, in the sense that if x ≤ y in S, then also levx(ψ) ≤ levy(ψ).
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Now suppose that lev2(ψ) 6= 0. Then lev
−1
2 ((−∞, 0) ∪ (0,+∞)) is an open neigh-
bourhood of ψ which intersects TSper1(S) only away from the tropical part. Since every
monotone homomorphism φ : S → R+ or S → R
op
+ however satisfies (13.2), we can con-
clude that ψ satisfies it as well, since otherwise we could again use the fact that (13.2) is
a closed condition to separate it from TSper1(S). But then putting
ψ(x) := 2
levx(ψ)
lev2(ψ) (13.3)
as well as ψ(0) := 0 defines a monotone homomorphism S → R+ if lev2(ψ) > 0 and
S → Rop+ if lev2(ψ) < 0, since we now have assumed all the relevant properties for this to
be the case.
The remaining case is lev2(ψ) = 0, which turns out to be the most interesting one.
Then there must be x, y ∈ S with levx+y(ψ) 6= max(levx(ψ), levy(ψ)), since otherwise (13.3)
would define a monotone homomorphism S → TR+ or S
op → TR+. Since the tropical part
of TSper1(S) is characterized by the condition lev2(φ) = 0, Lemmas 13.8 and 13.9 show
that there is a neighbourhood of ψ which does not contain any tropical φ ∈ TSper1(S)
because of the failure of levx+y = max(levx, levy) in the entire neighbourhood, and does
not contain any real φ ∈ TSper1(S) either because of the failure of Equation (13.2) in this
neighbourhood. 
13.11. Remark. TSper1(−) is functorial as follows. If f : S → T is a monotone homo-
morphism of preordered semirings such that f(u) ∈ T is power universal as well, then
composition with f defines a continuous map
TSper1(T ) −→ TSper1(S).
We now consider polynomial semirings as an example, which we had already touched
upon in Example 3.9.
13.12. Example. UsingX = (X1, . . . ,Xd), consider N[X ]+, the semiring of natural number
polynomials in d variables with strictly positive constant coefficient; as it turns out, all of
the following example applies to the analogously defined R+[X ]+ just as well. We consider
N[X]+ (or R+[X ]+) as a preordered semiring with respect to the coefficientwise preorder.
This gives 1 ≥ 0 and also makes
u := 2 +
d∑
i=1
Xi
power universal. We then claim that:
(a) The monotone homomorphisms N[X]+ → R+ are the evaluation maps p 7→ p(r)
at r ∈ Rd+.
(b) The monotone homomorphisms N[X]+ → TR+ are indexed by r ∈ R
d
+, and given
by
p 7−→ max
α ∈ Newton(p)
d∑
i=1
riαi,
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where Newton(p) is the Newton polytope of p.
(c) TSper1(N[X ]) can be identified with the positive subset RP
d
+ of projective space
RPd consisting of all those points [r0 : . . . : rd] which do not contain opposite
signs in different components. For r0 = 1, this point represents the evaluation
map at (r1, . . . , rd) ∈ R
+
d . For r0 = 0, it represents optimization over the Newton
polytope in the direction (r1, . . . , rd) ∈ R
d
+. This spectral point is the limit in
TSper1(N[X ]+) of the corresponding evaluation maps obtained by using nonzero
r0 ց 0.
Note that (c) follows from (a) and (b) together with 1 ≥ 0.
To show (a), we note that these evaluation maps clearly are monotone homomorphisms.
Using a multiindex n ∈ Nd, put rn := φ(1+X
n)− 1. Then we obtain φ(k+ ℓX) = k+ ℓrn
for all k, ℓ ∈ N with k > 0 as above. It remains to be shown that rn+m = rnrm for all
n,m ∈ Nd, which follows from
φ(1 +Xn +Xm +Xn+m) =
1
3
(
φ(1 + 3Xn) + φ(1 + 3Xm) + φ(1 + 3Xn+m)
)
= 1 + rn + rm + rn+m,
as well as
φ(1 +Xn +Xm +Xn+m) = φ(1 +Xn)φ(1 +Xm)
= (1 + rn)(1 + rm).
For (b), it is again clear that these maps are monotone homomorphisms. Conversely, let
ψ : N [X ]+ → TR+ be any other one. Then for any finite I ⊆ N
d, the value ψ
(∑
n∈I cnX
n
)
is independent of the strictly positive coefficients cn ∈ N>0, since
∑
n∈I cnX
n is lower
bounded by
∑
n∈I X
n and upper bounded by a scalar multiple of it. In other words,
ψ(p) only depends no supp(p). Consider Nd as a preordered monoid with respect to the
componentwise preorder. Then multiplicativity of ψ shows that with
rn := ψ

∑
j≤n
Xj

 ∈ [0,∞),
we have rn+m = rn + rm. This determines the r ∈ R
d
+ from the claim, and shows that ψ
has the desired form on all polynomials whose support is of the form {m ∈ Nd | m ≤ n}
for some n ∈ Nd, where the support of p ∈ N[X]+ is the set of all n ∈ N
d for which the
monomial Xn occurs in p. Using additivity of ψ shows the more general statement that
ψ has the desired form on all polynomials whose support is downward closed in Nd. Next,
for any p, q ∈ N[X] we have
ψ(1 + p) + ψ(1 + q) = ψ((1 + p)(1 + q))
= ψ(1 + p+ q + pq)
= max(ψ(1 + p), ψ(1 + q), ψ(1 + pq)),
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and therefore ψ(1 + p) ≤ ψ(1 + pq). This also implies that
ψ(1 + pq) = ψ(1 + p+ qp).
Using this equation repeatedly with p and q being monomials shows that φ(p) for given
supp(p) only depends on the downard closure in Nd, as was to be shown.
As this simple example already indicates, the tropical part of TSper1(S) for given S is
not always easy to understand. The following case seems even more problematic, but is
obviously of significant interest.
13.13. Problem. Let Σ+ ⊆ R[X] be the subsemiring of sums of squares plus a strictly
positive scalar,
Σ+ :=
{
p ∈ R[X]
∣∣∣∣ ∃r ∈ R>0, fi ∈ R[x] : p = r +
n∑
i=1
f2i
}
,
preordered such that p ≤ q if and only if q − p is itself a sum of squares. Then find a
concrete description of all monotone homomorphisms Σ+ → TR+.
Since all the nonzero elements of Σ+ do not vanish anywhere, taking the negative degree
of vanishing at a point or variety (Example 3.10) does not give a nontrivial homomorphism
Σ+ → TR+.
The theory of functions on compact Hausdorff spaces now has some some useful impli-
cations.
13.14. Lemma. Let C ⊆ TSper1(S) be a closed subset and φ ∈ TSper1(S) \ C. Then there
are nonzero x, y ∈ S such that
levx(ψ) ≤ levy(ψ)− 1 ∀ψ ∈ C,
levx(φ) ≥ levy(φ) + 1
Proof. Upon replacing S by Frac(S) if necessary and using that x 7→ levx takes
multiplication to addition, we can assume without loss of generality that S is a semifield.
Under this assumption, we will then construct z such that
levz(φ) ≥ 1, levz(ψ) ≤ −1 ∀ψ ∈ C, (13.4)
which is enough upon writing w = xy−1 for nonzero x, y ∈ S. Moreover, upon replacing
the power universal element u ∈ S by a power of u if necessary, we can assume u ≥ 2.
In order to prove that (13.4) can be achieved, we will apply the lattice version of the
Stone–Weierstraß theorem to the set
L := {f : TSper1(S)→ R continuous | ∀ε > 0 ∃n ∈ N>0, x ∈ S
× : ‖nf − levx‖∞ < nε}.
It is easy to see that L is closed under addition, under scalar multiplication (using rational
approximation and inverses for negative scalars), contains 1 ≡ levu and is closed in the
supremum norm ‖ · ‖∞. Since it trivially contains all levx and these separate points, the
lattice version of the Stone–Weierstraß theorem implies that it is enough to show that L
is closed under max in order to conclude that L = C(TSper1(S)).
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So let f, g ∈ L and consider max(f, g) : TSper1(S) → R. By assumption we have
x, y ∈ S× and n ∈ N such that
‖nf − levx‖∞ < nε, ‖ng − levy‖∞ < nε,
where we can assume that n is the same for both by using the smallest common multiple
if necessary (and replacing the relevant elements of S by the corresponding powers). By
Lemma 13.8 and compactness (to enhance approximation to uniform approximation), we
have ∥∥∥∥∥kmax
(
logψ(x)
logψ(u)
,
logψ(y)
logψ(u)
)
−
log
(
ψ(x)k + ψ(y)k
)
logψ(u)
∥∥∥∥∥ < kε
for all natural k ≫ 1 and all ψ ∈ TSper1(S). With z := x
k+yk we get ψ(z) = ψ(x)k+ψ(y)k,
and therefore for large enough k,
‖k max(levx, levy)− levz‖∞ < kε.
Combining this with the previous inequalities gives
‖nkmax(f, g) − levzn‖ < 3nkε,
which is enough for max(f, g) ∈ L. In conclusion, we therefore know that for every contin-
uous f : TSper1(S)→ R and every ε > 0 there are n ∈ N>0 and x ∈ S
× such that
|nf(ψ)− levx(ψ)| < nε
for all ψ ∈ TSper1(S).
Now since every compact Hausdorff space is completely regular, there is f : TSper1(S)→
[−2,+2] such that f(ψ) = −2 for all ψ ∈ C and f(φ) = +2. Taking ε := 1 in the approxi-
mation statement implies that we have n ∈ N>0 and z ∈ S
× with
levz(φ) ≥ +n, levz(ψ) ≤ −n ∀ψ ∈ C,
This in particular gives the desired (13.4) by exponentiating and using n ≥ 1. 
A simpler Positivstellensatz. Here is now our sharpened version of the n = 1
special case of Theorem 12.1. We will later in this section rederive the a version of the
classical Positivstellensatz of Krivine–Kadison–Dubois from it (Corollary 13.23). Hence
a good way to think about this result is that it is a non-Archimedean generalization of
Krivine–Kadison–Dubois.
13.15. Theorem. Let S be a preordered semiring with power universal u ∈ S and x, y ∈ S
nonzero.
⊲ Suppose that one of the following holds:
(i) ax ≤ ay for some nonzero a ∈ S.
(ii) ukxn ≤ ukyn for some k ∈ N and n ∈ N>0.
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Then also φ(x) ≤ φ(y) for all monotone homomorphisms φ with φ−1(0) = {0}
from S into one of
R+, R
op
+ , TR+, TR
op
+ .
⊲ Conversely, suppose that φ(x) < φ(y) for all such φ. Then also the following hold:
(1) There is k ∈ N such that
ukxn ≤ ukyn ∀n≫ 1.
(2) If y is power universal as well, then
xn ≤ yn ∀n≫ 1.
(3) There is nonzero a ∈ S such that
ax ≤ ay.
Moreover, there is k ∈ N such that a := uk
∑n
ℓ=0 x
jyn−j for any n ≫ 1 does
the job.
Proof. The first item is straightforward, so we focus on the second. Its assumptions
exactly match the n = 1 case of Theorem 12.1 by Example 5.24. Hence we can conclude
that there is nonzero a ∈ S with ax ≤ ay whenever x and y satisfies these assumptions.
Next, we prove that (1) holds as well. Then levx, levy : TSper1(S) → R+ are contin-
uous real-valued functions on a compact Hausdorff space by Proposition 13.10. Since the
function φ 7−→ levy(φ)− levx(φ) is strictly positive by assumption, the compactness implies
that it is even bounded away from 0 by some ε > 0. Plugging in the definition of levx and
levy lets us write this in the form
φ(x)
φ(y)
< φ(u)−ε ∀φ ∈ TSper1(S).
Upon choosing positive rational ℓm < ε, we therefore obtain
φ(x) < φ(u)−
ℓ
mφ(y)
for all φ, or equivalently φ(x˜) < φ(y˜) with x˜ := uℓxm and y˜ := ym.
Now as we have already shown in the first paragraph, this implies that there is nonzero
a ∈ S with ax˜ ≤ ay˜. Upon chaining inequalities, this implies
ax˜n ≤ ay˜n
for all n ∈ N>0. Now replacing a by u
ka for suitably large k ∈ N, we can assume a ≥ 1
without loss of generality. Since we also have a ≤ uk for suitable k, we get
x˜n ≤ ax˜n ≤ ay˜n ≤ uky˜n
for all n ∈ N. Plugging in the definiions of x˜ and y˜,
ukxnm ≤ unℓxnm ≤ ukynm, (13.5)
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where now we assume n≫ 1 in order for the first inequality to hold. This proves that the
desired inequality holds for some exponent.
If we perform the reasoning with respect to any smaller positive fraction ℓ
′
m′ <
ℓ
m with
m′ coprime to m, then we likewise get
uk
′
xn
′m′ ≤ uk
′
yn
′m′
for suitable k′ and all n′ ≫ 1. Assuming k′ = k without loss of generality, it is enough to
show that the set of all j ∈ N which satisfy ukxj ≤ ukxj is closed under addition: since
we now know that it contains two coprime natural numbers, being closed under addition
makes it into a numerical semigroup, which therefore contains all but finitely many natural
numbers. But this is because if this set contains j and j′, then also
ukxj+j
′
= xjukxj
′
≤ yjukxj
′
≤ yjukyj
′
= ukyj+j
′
,
which proves the claim. Therefore we have (1).
To see (2), we choose u := y and use the second inequality in (13.5), which gives
ynℓxnm ≤ yk+nm
for suitable k and all n ≫ 1. Upon restricting to n > kℓ−1 and using y ≥ 1 to decrease
powers of y on the left-hand side, we can simplify this to
yk+1xnm ≤ yk+nm
for suitable k and all n ≫ 1. Since n can be made as large as we want and k can always
be increased by multiplying the inequality by a power of y, we can assume nm = k for
simplicity, giving
yk+1xk ≤ y2k
for infinitely many k. Using chaining by induction on j, we get
yk+1xjk ≤ y2k+(j−1)(k−1)
for all j ∈ N>0. Since y ≥ 1, we can weaken this to
xjk ≤ y2k+(j−1)(k−1) ≤ yjk,
where the second inequality holds for large enough j, which proves the desired inequality
for some exponent. Upon repeating this procedure as before by starting with a suitable
smaller fraction ℓ
′
m′ <
ℓ
m as before, we can also achieve x
j′k′ ≤ yj
′k′ for j′k′ coprime to jk,
and the claim follows similarly to the previous one.
Finally, we derive (3) from (1). The following argument is essentially [7, Lemma 5.4]
and generalizes Remark 8.2. The assumed inequality in the form ukxn+1 ≤ ukyn+1 implies(
uk
n∑
ℓ=0
xℓyn−ℓ
)
x = uk
(
n−1∑
ℓ=0
xℓ+1yn−ℓ + xn+1
)
≤ uk
(
yn+1 +
n∑
ℓ=1
xℓyn+1−ℓ
)
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=
(
uk
n∑
ℓ=0
xℓyn−ℓ
)
y,
as was to be shown. 
An extension theorem for monotone homomorphisms. We use the previous
theorem in order to prove a result on extending monotone homomorphisms to R+ and TR+,
taking the form of an injectivity property for these two preordered semifields.
13.16. Theorem. Let T ⊆ S be a subsemiring with u ∈ T and carrying the induced preorder.
Then every monotone homomorphism φ with φ−1(0) = {0} from T into one of
R+, R
op
+ , TR+, TR
op
+
can be extended to a monotone homomorphism defined on S (with the same codomain).
Proof. This amounts to proving that the continuous map TSper1(S) → TSper1(T )
is surjective. Since TSper1(S) is compact, its image in TSper1(T ) is a closed subspace.
Suppose that there is ψ ∈ TSper1(T ) not in the image. We can then apply Lemma 13.14
to obtain nonzero x, y ∈ T such that
levx(φ) ≤ levy(φ)− 1 ∀φ ∈ TSper1(S),
levx(ψ) ≥ levy(ψ) + 1
Applying Theorem 13.15 together with the first inequality shows in particular that there
is nonzero a ∈ S with ax ≤ ay; the particular form of a given in the theorem shows that
we can even assume a ∈ T . But then by monotonicity of preservation of multiplicativity
of the logarithmic evaluation maps, we also get
levx(ψ) ≤ levy(ψ),
in contradiction with the above. 
13.17. Problem. Given a test algebra A, do monotone homomorphisms T → A similarly
extend to monotone homomorphisms S → A? (Theorem 13.16 proves this in particular for
dim(A) = 1.)
We now present a first theoretical application of the extension theorem. With u ∈ S
power universal, we write N[u] for the polynomial semiring N[X] equipped with the semiring
preorder in which
p ≤ q ⇐⇒ p(u) ≤ q(u).
Then N[u] is equivalent to the preordered subsemiring of S generated by u (see Proposi-
tion 4.21). We now present three lemmas which concern the interaction between the real
part and the tropical part of TSper1(S) and how this interaction relates to the structure
of N[u]. We state and prove these lemmas under the additional assumption 1 ≥ 0 for sim-
plicity, so that there are no nontrivial monotone homomorphisms S → Rop+ or S → TR
op
+ .
The first lemma is concerned with when the real part and the tropical part of TSper1(S)
are disconnected.
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13.18. Lemma. Assume 1 ≥ 0 in S. Then the following are equivalent:
(a) The real and tropical part of TSper1(S) are disconnected.
(b) The real part of TSper1(S) is closed.
(c) The values φ(u) are bounded as φ : S → R+ varies.
(d) The set of φ : S → R+ is weakly compact with respect to the evaluation maps
x 7→ φ(x).
(e) There is n ∈ N such that for every ℓ ∈ N and φ ∈ TSper1(S),
φ(ℓu) ≤ φ(ℓn + u2).
(f) The degree homomorphism N[u] → TR+ is either not monotone or an isolated
point of TSper1(N[u]).
Proof. Since the tropical part of TSper1(S) is closed, the equivalence of (a) and (b)
is basic point-set topology.
Condition (b) is equivalent to the statement that the set of all φ ∈ TSper1(S) which
satisfy lev2(φ) 6= 0 is closed. Hence there is ε > 0 such that lev2(φ) > ε for all φ : S → R+
and lev2(φ) < −ε for all φ : S
op → R+. Using this together with the definition lev2(φ) =
log 2
log φ(u) produces the desired bounds.
From (c) to (d), it is enough to show that the values φ(x) are bounded as φ : S → R+
varies. Since x ≤ uk for sufficiently large k ∈ N, this follows from the assumption on u
together with the properties of monotone homomorphisms. The converse is clear.
From (d) to (e), we can thus assume (c). But then there already is n ∈ N such
that φ(u) ≤ φ(n) for all φ : S → R+, and we anyway have φ(ℓu) = φ(u) ≤ φ(u
2) for
φ : S → TR+. Thus the desired inequality follows in both cases.
By Example 13.12, TSper1(N[u]) is a closed subset of [1,∞]. Thus upon assuming (e),
the only way in which (f) can fail is if the evaluation map
N[u] −→ R+, p 7−→ p(r)
is monotone for all sufficiently large r ∈ (0,∞). But then choosing r > n, we get
ℓr > ℓn+ r2
for sufficiently large ℓ, contradicting the assumption.
Finally assuming (f), the disconnectedness property of (a) holds for N[u]. It then follows
for S itself from Theorem 13.16. 
The second lemma is concerned with when TSper1(S) does not have a tropical part at
all.
13.19. Lemma. Assume 1 ≥ 0 in S. Then the following are equivalent:
(a) There is no monotone homomorphism S → TR+.
(b) There is n ∈ N such that φ(u) ≤ φ(n) for all φ ∈ TSper1(S).
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(c) The degree homomorphism N[u]→ TR+ is not monotone.
(d) There are ℓ ∈ N and p ∈ N[u] with deg(p) ≤ ℓ and such that
uℓ+1 ≤ p(u)
in S.
Proof. From (a) to (b), we know that the values φ(u) are bounded by Lemma 13.18(c),
which is enough. The converse is clear since φ(n) = φ(1) < φ(u) for tropical φ.
Assuming (a), we obtain (c) by Theorem 13.16: if the degree homomorphism was
monotone, then it would have to extend to a tropical point φ ∈ TSper1(S). The converse
is clear by restriction to N[u] and Example 13.12.
Finally, (d) clearly implies (c). Conversely if the degree homomorphism N[u] → TR+
is not monotone, then there must be p, q ∈ N[X] with q(u) ≤ p(u) and deg(q) > deg(p).
But since udeg(q) ≤ q(u), property (d) now follows with ℓ := deg(q)− 1. 
The third lemma considers the question of when the real part of TSper1(S) is dense.
For any x, y ∈ S, we consider the preordered semiring N[u, x, y] defined in the same way
as N[u].
13.20. Lemma. Assume 1 ≥ 0 in S. Then the following are equivalent:
(a) The real part of TSper1(S) is dense.
(b) For every x, y ∈ S, the real part of TSper1(N[u, x, y]) is dense.
Proof. Assuming (a), condition (b) follows by extending any ψ : N[u, x, y]→ TR+ to
S → TR+ via Theorem 13.16 and restricting it back to N[u, x, y].
Conversely, we assume (b) and derive (a) using proof by contradiction. If ψ : S → TR+
is not in the closure of the real part, then by Lemma 13.14 we have nonzero x, y ∈ S such
that
levx(φ) ≤ levy(φ)− 1 ∀φ : S → R+,
levx(ψ) ≥ levy(ψ) + 1.
But then again since every monotone homomorphism N[u, x, y]→ R+ can be extended to
S, it follows that the same separation holds with respect to N[u, x, y] as well, implying
that the restriction of ψ to N[u, x, y] is not contained in the closure of the real part of
TSper1(N[u, x, y]). 
13.21. Example. By Example 13.12, the real part of TSper1(N[X ]+) is dense, and similarly
for R+[X ]+.
A Positivstellensatz with quasi-complements. In this and the following subsec-
tions, we specialize Theorem 13.15 further in order to derive a number of Positivstellensa¨tze
closer to the classical ones.
Recall from Definition 3.44 that a semiring S has quasi-complements if for every a ∈ S
there are b ∈ S and n ∈ N with a+ b = n.
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13.22. Theorem. Let S be a preordered semiring with quasi-complements and x, y ∈ S.
Consider the following conditions:
(a) φ(x) < φ(y) for all monotone homomorphisms φ : S → R+ and all φ : S → R
op
+ .
(b) There is ℓ ∈ N>0 such that
ℓ(x+ 1) ≤ ℓ(y + 1). (13.6)
(c) φ(x) ≤ φ(y) for all monotone homomorphisms φ : S → R+ and all φ : S → R
op
+ .
Then (a) ⇒ (b) ⇒ (c).
Note that, by chaining, the inequality (13.6) automatically implies ℓ(nx+1) ≤ ℓ(ny+1)
for all n ∈ N.
Proof. The implication (b) ⇒ (c) is straightforward as usual, so we focus on the
difficult (a) ⇒ (b).
Upon replacing S by S ⊗ Q+, we can assume that S is a preordered Q+-semialgebra
without loss of generality, and then prove that φ(x) < φ(y) for all φ implies that x+1 ≤ y+1.
Moreover, upon stabilizing the order to a  b if and only if a+ 1 ≤ b+ 1, the existence of
quasi-complements shows that  is order cancellative. We therefore also assume without
loss of generality that S is moreover order cancellative, and will use this to prove x ≤ y.
Now consider the subsemiring
S+ := {r + a | r ∈ Q>0, a ∈ S} ∪ {0},
equipped with the induced preorder. Then S+ is of polynomial growth with power universal
u := 2, since a+ b = n shows in particular that a ≤ n, and every nonzero a ∈ S+ is already
upper bounded by a positive scalar by construction. Upon adding 1 to the given elements
x and y if necessary, we can assume x, y ∈ S+.
Thus φ(x) < φ(y) for all φ implies that we have nonzero a ∈ S1 with ax ≤ ay by
Theorem 13.15 applied to S+. By choosing a quasi-complement and rescaling, we have
a+ b = 1 for suitable b ∈ S+. Suppose k ∈ N>0 is such that a, b ≥ k
−1. Then by a+ b = 1
and order cancellativity, we also get a, b ≤ k−1k . The standard telescoping argument for
the geometric series shows that for every m ∈ N,
a
m∑
i=0
bi + bm+1 = 1.
Thus with c := a
∑m
i=0 b
i, we have cx ≤ cy and(
k − 1
k
)m+1
≤ c ≤ 1.
Therefore also (
k − 1
k
)m+1
x ≤ cx ≤ cy ≤ y
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for every m. Since the fraction is < 1, taking m ≫ 1 shows that x ≤ (1 + ε)y for every
ε ∈ Q>0.
Finally by compactness of TSper1(S), we have ε such that (1 + ε)φ(x) < φ(y) still
holds for all φ. Therefore applying the same argument as above to x′ := (1 + ε)x gives
(1 + ε)x ≤ (1 + ε)y, and hence the desired x ≤ y. 
13.23. Corollary. Let S be a preordered semiring with quasi-complements. Then the
following are equivalent for all x, y ∈ S:
(a) For every n ∈ N>0 there is ℓ ∈ N>0 such that
ℓnx ≤ ℓ(ny + 1).
(b) φ(x) ≤ φ(y) for all monotone homomorphisms φ : S → R+ and φ : S → R
op
+ .
Proof. Again the forward direction is obvious. The backward direction follows upon
applying Theorem 13.22 to x′ := 2nx and y′ := 2ny + 1, which gives ℓ ∈ N>0 such that
ℓ(2nx+ 1) ≤ ℓ(2ny + 2),
and hence 2ℓnx ≤ 2ℓ(ny + 1). 
A Positivstellensatz for Archimedean quasiordered rings. We now explain how
Corollary 13.23 is essentially a version of the classical Positivstellensatz of Krivine–Kadison–
Dubois.
13.24. Definition. A quasiordered ring R is Archimedean if for every a ∈ R there is
n ∈ N such that a+ n ∈ Pos(R+).
13.25. Example. By Proposition 5.26, every test algebra is Archimedean.
The following is now a version of the Positivstellensatz of Krivine–Kadison–Dubois [1,
Hauptsatz].
13.26. Theorem. Let R be an Archimedean quasiordered ring. Then the following are
equivalent for every x ∈ R:
(a) φ(x) ≥ 0 for all monotone homomorphisms φ : R→ R and all φ : R→ Rop.
(b) For all n ∈ N>0 there is ℓ ∈ N>0 such that
ℓ(nx+ 1) ∈ R+.
Proof. Using R = Pos(R+) − Pos(R+) to write every x ∈ R as a difference of ele-
ments of Pos(R+), this follows upon applying Corollary 13.23 to Pos(R+) with the induced
preorder. 
Concerning the relation of Theorem 13.26 to the general version of Krivine–Kadison–
Dubois given by Marshall [14, Theorem 5.4.4], our current understanding is that neither is
an immediate special case of the other, essentially for the reasons stated in Remark 5.8. As
far as we know, Theorem 13.26 is the first version of this classical result in which antitone
homomorphisms to R play any role.
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Our generalization of Strassen’s Positivstellensatz. We now show how to red-
erive our own earlier result [5, Theorem 2.11], which was proven using methods from func-
tional analysis in addition to algebraic machinery. We here state it in a slightly simpler
form involving Q+-semialgebras.
13.27. Theorem ([5]). Let S be a preordered Q+-semialgebra with polynomially universal
u ∈ S and 1 ≥ 0. Then for nonzero x, y ∈ S, the following are equivalent:
(a) φ(x) ≤ φ(y) for all monotone homomorphisms φ : S → R+.
(b) For every r ∈ R+ and ε > 0, there exist a polynomial p ∈ Q+[X] and nonzero
a ∈ S such that p(r) ≤ ε and
ax ≤ a(y + p(u)).
(c) For every r ∈ R+ and ε > 0, there exist a polynomial p ∈ Q+[X] and nonzero
a ∈ S such that p(r) ≤ 1 + ε and
ax ≤ p(u) ay.
(d) For every r ∈ R+ and ε > 0, there exist a polynomial p ∈ Q+[X] and n ∈ N>0
such that p(r) ≤ (1 + ε)n and
xn ≤ p(u) yn.
Proof. It is straightforward to derive (a) from either of the other assumptions. To
derive either of the other assumptions from (a), we apply our new Theorem 13.15 
For u = 2, this recovers a Positivstellensatz of Strassen [19, Corollary 2.6] and its
improved version due to Zuiddam [20, Theorem 2.2].
14. The n = 2 special case and an abstract Positivstellensatz involving
derivations
We now consider the n = 2 case of our local-global principle, Theorem 12.1. This
gives a result that seems to be substantially deeper than Theorem 13.15, despite still not
leveraging the full power of our local-global principle. But for n = 2, one can at least
deal with certain cases in which two semiring elements cannot be strictly separated as
functions on the 1-test spectrum, but they can upon “zooming in” and considering first-
order infinitesimal information in the form of tangent vectors around a spectral point where
the two functions coincide. Since the proof requires a compactness argument analogous to
Proposition 13.10, we first need to find an analogue of the definition of 1-test spectrum
and corresponding compactness proof.
The 2-test spectrum. Consider again a preordered semiring S with power universal
u ∈ S. By Example 5.24, the two-dimensional test algebras are the following:
⊲ R2, with the four possible sign combinations of the lexicographic order;
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⊲ R[X]/(X2), similarly with the four possible sign combinations.
A homomorphism φ : S → R2 has two components, both of which are homomorphisms
S → R. A homomorphism φ : S → R[X]/(X2) also has two components, namely the
composite
φ0 : S R[X]/(X
2) R
φ
as well as a second component D : S → R which is additive and a derivation at φ0,
D(xy) = φ0(x)D(y) +D(x)φ0(y). (14.1)
For given φ0, the set of derivations can be thought geometrically as tangent vectors to
the spectral point φ0. Since a scalar multiple of a derivation is again a derivation, we
can normalize every monotone derivation at φ0 such that D(u) = 1. For example if
(φt(x))t∈(−1,+1) is a family of monotone homomorphisms S → R+ such that the map
t 7→ φt(x) is differentiable at t = 0 for every x ∈ S, then taking the derivative at t = 0
results in a derivation at φ0 (not necessarily monotone). In practice, the relevant derivations
often arises from differentiable paths in TSper1(S) like this.
In the following, we will work with a fixed homomorphism ‖ · ‖ : S → R+. We use
notation reminiscent of norms in functional analysis, because this is essentially the role
that this homomorphism will play in our future applications.
14.1. Remark. Note that in many normed spaces that occur in practice, the triangle in-
equality often indeed holds with equality on vectors which are suitably positive. In particu-
lar, the L1-norm of the sum of two nonnegative functions on a probability space is additive.
Moreover, norms are typically multiplicative under tensor product. Hence there indeed are
a number of situations in which norms can be considered semiring homomorphisms.
We will assume that x ≤ y implies ‖x‖ = ‖y‖. Following Definition 11.28, the ‖ · ‖-
conditionally monotone homomorphisms out of S are then exactly the monotone ones.
14.2. Lemma. Suppose that ‖ · ‖ : S → R+ is surjective and x ≤ y implies ‖x‖ = ‖y‖. If φ
is a monotone homomorphism from S into one of
R+, R
op
+ , TR+, TR
op
+ ,
and such that ‖x‖ = ‖y‖ implies φ(x) = φ(y), then φ = ‖ · ‖ or φ identifies all nonzero
elements.
Proof. The assumption on φ implies that there is a map f : R+ → R+ or f : R+ →
TR+ such that φ = f ◦ ‖ · ‖. The fact that f must be a homomorphism now holds because
of surjectivity of ‖ · ‖. The claim now follows from the fact that the only homomorphism
R+ → R+ is the identity, and the only homomorphism R+ → TR+ is the one which maps
all nonzero elements to 1 ∈ TR+ (Example 3.8). 
In the following, we assume that ‖ · ‖ : S → R+ is indeed surjective, so that the lemma
applies. We can now define the relevant notion of spectrum.
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14.3. Definition. The 2-test spectrum of S with respect to ‖ · ‖ is the disjoint union
TSper2(S, ‖ · ‖) := {monotone homs S → R+ or S → R
op
+ } \ {‖ · ‖}
⊔ {monotone homs S → TR+ with φ(u) = e}
⊔ {monotone homs S → TRop+ with φ(u) = e
−1}
⊔ {monotone derivations S → R at ‖ · ‖ with D(u) = 1}.
Note that there are thus five types of points of TSper2(S), and these fives types match
the fives types of Definition 10.3.
As already mentioned, we want to turn TSper2(S) into a compact Hausdorff space.
The relevant topology will again be the weak topology generated by logarithmic evaluation
maps, but in our current context these need to be defined a bit differently than those of
Definition 13.4; we put, for nonzero x ∈ S,
levx(φ) := ‖x‖
log φ(x)‖x‖
log φ(u)
, levx(D) := D(x), (14.2)
for the non-derivation and derivation case, respectively. Here, we use the multiplicative
picture of TR+ for tropical φ, and in this case the fraction inside the logarithm needs to
be understood as division in TR+ (while the outer fraction of logarithms is in R). By
Lemma 14.2 and the power universality of u, the denominator does not vanish for any φ;
it is positive for φ landing in R+ or TR+ and negative for φ landing in R
op
+ or TR
op
+ . The
factor of ‖x‖ in the definition of levx(φ) is relevant for making sure that the derivation
property holds for all arguments, i.e. we have an equality of functions on TSper2(S, ‖ · ‖)
given by
levxy = levx‖y‖+ ‖x‖ levy. (14.3)
Moreover, we have levu ≡ 1 the constant function, and levn ≡ 0 for all n ∈ N. The
derivation property now shows that with u := 2v, we also have levu ≡ 2 constant. Finally,
the maps x 7→ levx(φ) and x 7→ levx(D) are monotone in x, since if φ lands in R
op
+ or TR
op
+ ,
then dividing by log φ(u) < 0 corrects the order reversal to order preservation.
Also, note that for a non-derivation φ ∈ TSper2(S), inverting the equation above gives
φ(x) = ‖x‖ e
log φ(u) levx(φ)
‖x‖ , (14.4)
where now the outer product is in R+ or TR+, depending on the type of φ. This relates to
the main reason for using the particular form (14.2) for the logarithmic evaluation maps,
which is the following analogue of Lemma 13.8.
14.4. Lemma. For α, β ∈ (−∞,∞) and γ, δ ∈ (0,∞), we have
max
(
e
α
γ , e
β
δ
)
= lim
r→∞
(
γer
α
γ + δer
β
δ
)1/r
, α+ β = lim
r→0
γe
r α
γ + δer
β
δ − γ − δ
r
,
and these limits are locally uniform in the parameters α, β and γ, δ.
Proof. Straightforward.
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Roughly, we will take r to correspond to log φ(u) as well as α and β to ‖x‖ and ‖y‖,
respectively.
14.5. Definition. TSper2(S, ‖·‖) carries the weakest topology which makes the logarithmic
evaluation maps levx continuous for all nonzero x ∈ S.
14.6. Proposition. With these definitions, TSper2(S, ‖ · ‖) is a compact Hausdorff space.
Proof. We start by proving Hausdorffness. It is clear that any two distinct non-
derivation points can be separated, as can two distinct derivations. For the mixed case, it
is useful to first consider the possible values of levu+1, which nicely distinguishes the types.
Indeed using the inequality (
r + 1
2
)2
> r,
for r ∈ R \ {1}, some computation shows the following:
⊲ For φ : S → TR+, we have levu+1(φ) = 2.
⊲ For φ : S → R+, we have 1 < levu+1(φ) < 2.
⊲ For D : S → R a derivation, we have levu+1(D) = 1.
⊲ For φ : S → Rop+ , we have 0 < levu+1(φ) < 1.
⊲ For φ : S → TRop+ , we have levu+1(φ) = 0.
In particular, this shows that two points of TSper2(S) of distinct types can be separated.
Hence TSper2(S) is Hausdorff.
For compactness, we make a similar argument as in the proof of Proposition 13.10.
First, since levu ≡ 1, the power universality of u together with monotonicity of x 7→ levx
shows that every levx is a bounded continuous function on TSper2(S, ‖ · ‖). It remains to
prove that TSper2(S, ‖ · ‖) is also weakly closed, just as in the proof of Proposition 13.10.
Now given an element ψ ∈
∏
x∈S× [−k(x), k(x)], we denote its components by levx(ψ).
Then we can assume lev1(ψ) = lev2(ψ) = 0, since otherwise ψ could be trivially separated
from TSper2(S). Similarly for the derivations property (14.3).
If levu+1(ψ) is strictly between 1 and 2, then we are in the max-moderate regime, and
arguments analogous to those made in the proof of Proposition 13.10 apply; and similarly
in the min-moderate regime for levu+1(ψ) strictly between 0 and 1.
If levu+1(ψ) = 2, then by (14.4) there must be nonzero x, y ∈ S such that
e
levx+y(ψ)
‖x+y‖ 6= max
(
e
levx(ψ)
‖x‖ , e
levy(ψ)
‖y‖
)
.
since otherwise we would get a monotone homomorphism ψ : S → TR+. Using Lemma 14.4
shows that we also have
‖x+ y‖ e
r
levx+y(ψ)
‖x+y‖ 6= ‖x‖ e
r
levx(ψ)
‖x‖ + ‖y‖ e
r
levy(ψ)
‖y‖
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for all real r ≫ 0. Thus we have r ∈ (0,∞) and a neighbourhood of ψ which contains
neither any φ : S → TR+ nor any φ : S → R+ with φ(u) > e
r. This is enough since we
only need to consider φ with levu+1(φ) > 1 to begin with.
The case levu+1(ψ) = 0 is similar, but with respect to monotone homomorphisms
S → TRop+ and S → R
op
+ .
Finally if levu+1(ψ) = 1, the assumption ψ 6∈ TSper2(S) means that x 7→ levx(ψ)
cannot be additive, since if it was then we would have a derivation. Hence we have nonzero
x, y ∈ S with
levx+y(ψ) 6= levx(ψ) + levy(ψ).
But then by Lemma 14.4 and because ‖x+ y‖ = ‖x‖ + ‖y‖, we also have
‖x+ y‖ e
r
levx+y(ψ)
‖x+y‖
6= ‖x‖ e
r
levx(ψ)
‖x‖ + ‖y‖ e
r
levy(ψ)
‖y‖
for all r in a neighbourhood of zero. This implies that there is a neighbourhood of ψ which
neither contains a derivation in TSper2(S) nor any monotone homomorphism S → R+ or
S → Rop+ . 
A Positivstellensatz involving derivations. While a bit complicated to state, our
result will hopefully nevertheless be intuitive by now since it is in the same spirit as our
previous developments. We repeat the relevant definitions from the previous subsection to
make the statement more easily independently comprehensible.
14.7. Theorem. Let S be a preordered semiring with power universal u ∈ S and ‖ ·‖ : S →
R+ a surjective homomorphism such that
a ≤ b =⇒ ‖a‖ = ‖b‖.
Consider nonzero x, y ∈ S with ‖x‖ = ‖y‖.
⊲ Suppose that one of the following holds:
(i) ax ≤ ay for some nonzero a ∈ S.
(ii) ukxn ≤ ukyn for some k ∈ N and n ∈ N>0.
Then also φ(x) ≤ φ(y) for all monotone homomorphisms φ with φ−1(0) = {0}
from S into one of
R+, R
op
+ , TR+, TR
op
+ ,
and D(x) ≤ D(y) for all additive monotone maps D : S → R which are derivations
in the sense that
D(ab) = D(a) ‖b‖+ ‖a‖D(b).
⊲ Conversely, suppose that φ(x) < φ(y) for all such φ other than ‖ · ‖ itself and
D(x) < D(y) for all such D. Then also the following hold:
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(1) There is k ∈ N such that
ukxn ≤ ukyn ∀n≫ 1.
(2) If y is power universal as well, then
xn ≤ yn ∀n≫ 1.
(3) There is nonzero a ∈ S such that
ax ≤ ay.
Moreover, there is k ∈ N such that a := uk
∑n
j=0 x
jyn−j for any n ≫ 1 does
the job.
Moreover if S is a semialgebra and ‖ · ‖ is R+-linear, then it is enough to consider
R+-linear φ and D in the assumption.
Proof. Again the first item is clear, so that we focus on the second.
We apply our local-global principle, Theorem 12.1, with n = 2. By the classification
of Example 5.24, the relevant test algebras are exactly R2 and R[X]/(X2) with the lexi-
cographic order and four possible choices of orientation in each case. The automorphism
X 7→ −X of R[X]/(X2) swaps two pairs of these, so that we only need to consider the two
orientations on R[X]/(X2) which satisfy X > 0.
These considerations imply that the assumptions of Theorem 12.1 hold for the given
x, y ∈ S with n = 2: the only monotone homomorphism φ : S → R+ for which we do not
have the strict ordering φ(x) < φ(y) is ‖·‖ itself. In this case, the second components of test
algebra homomorphisms S → R2 are conditionally monotone or antitone homomorphisms
S → R, depending on the orientation of the lexicographic ordering on R2. The nondegen-
eracy assumption in Theorem 12.1 shows that these are different from ‖ · ‖ itself, so that
our current assumptions apply. The second components of test algebra homomorphisms
S → R[X]/(X2) are the monotone derivations, and these can be assumed R+-linear if S
is a semialgebra. In all cases, the relevant strict inequality for monotone homomorphisms
into two-dimensional test algebras holds. We therefore obtain nonzero a ∈ S with ax ≤ ay
from Theorem 12.1.
The rest of the proof is now analogous to the proof of Theorem 13.15, using TSper2(S)
instead of TSper1(S). The equation
levux = ‖x‖+ levx
shows that the compactness of TSper2(S) can be applied in an analogous way. 
14.8. Remark. It seems plausible that the conclusion in our local-global principle of The-
orem 12.1 can be strengthened in the same statements involving large powers and the
particular form of a by essentially the same arguments as in the proof of Theorem 13.15.
However, the relevant argument involving the compactness of the test spectrum first of all
requires a general definition of what that is and a compact topology on it, which we do
not have at the moment. Our discussion of the 2-test spectrum and the definition of the
logarithmic evaluation maps (14.2) should indicate that finding a suitable definition will
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not be a simpler matter. It may also require having a definition of the moduli space of test
algebras to start with.
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