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Abstract
A geometric Brownian motion performs a continuous time infinitesimal perturbation of the state of the
system; this perturbation conserves the energy; exact expression for the energy transfer towards high modes
is obtained ensuring existence for all time of the solution.
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0. Introduction
We shall follow the Arnold point of view on considering Euler equation as the equation of geo-
desic on the “infinite-dimensional Riemannian manifold G” constituted by the volume preserving
diffeomorphisms of the 2-dimensional torus [3]. Using the resources of infinite-dimensional sto-
chastic analysis we shall construct a regularized Brownian motion gx on G such that the geodesic
flow can be obtained from the process gx by a Girsanov subordination. The key point for con-
structing gx will be an estimation of the energy transfer from small modes to large modes and
vice-versa; these key estimates will be obtained through a machinery recently [1] developed in
the context of the Virasoro algebra of mathematical physics.
For a reader more familiar to PDE approach, we could add that this noise adjunction has a
conceptual content essentially equivalent to an elliptic regularization at the level of path space
over G. As in the elliptic regularization we shall suppose that the noise has an arbitrarily small
amplitude.
For a reader more familiar with numerical aspects of Euler equation we can say that we do
not add any stabilizing viscosity: the energy is strictly preserved during our evolution; our tool is
an a priori majoration of the remainder term in the spectral expansion series of the solution.
We must make clear that this paper contains full proof of the existence of all introduced
objects. On the contrary, what is not done, is an investigation of the meaning of these objects in
the framework of classical PDE theory where Euler equation is formulated. Arnold paradigm has
shown in the last forty years both its deepness and the delicacy of its interpretation in PDE terms.
The originality of this paper relies on the following two main points:
• The construction of the noise which does not use any energy input. The noise can be de-
scribed as an error propagating in time on the state of the system. It has some similitude with
noise on the initial value of the deterministic system. But in our case this error on the initial
data will be distributed on the whole trajectory.
• The variance induced by the noise can be exactly computed through the energy transfer
matrix. This means that it would be possible to obtain positive results as done in this pa-
per where we show convergence of the approximation procedure as well as negative results
showing the explosion almost sure of solutions.
This paper is a first presentation of this methodology. We do not want to push our approach to
its full scope. For this reason it has been written in dimension 2 to make the approach to its com-
binatoric aspects easier. Nevertheless there is no conceptual boundary to apply the methodologies
which we are using in any dimension.
1. Cartan development on a finite-dimensional Riemannian Lie group
Let M be a Riemannian manifold, m0 ∈M and let τ → γ˜ (τ ) be a smooth curve on M starting
from m0. The Levi–Civita parallel transport defines a linear isometric map
t γ˜τ ←τ :Tm2(M) → Tm1(M), mi = γ˜ (τi).1 2
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Then the parallel transport satisfies the following linear matrix ODE:
d
dτ1
[
t γ˜τ1←τ2
]i
j
=
∑
k
[
γ˜ (τ1)
(
dγ˜ (τ1)
dτ1
)]i
k
× [t γ˜τ1←τ2]kj . (1.1)
We call the hodograph curve of γ˜ the curve γ on Tm0(M) constructed by the following ODE:
dγ (τ)
dτ
= t γ˜0←τ
(
dγ˜ (τ )
dτ
)
, γ (0)= 0. (1.2)
Elie Cartan considered the inverse problem: given a curve γ on Tm0(M) find a curve γ˜ such
that γ is the hodograph curve of γ˜ ; Cartan shows [5] that on a finite-dimensional compact Rie-
mannian manifold, under C∞ hypothesis, this inverse problem has a unique solution which is
called the development of γ under M .
This Cartan result is a deep existence theorem proved without getting explicit formula for
the development. In the special case of an homogeneous Riemannian manifold Theorem (1.6)
provides explicit formulas.
We denote, uniquely in this section, by G a finite-dimensional Lie group, by G its Lie algebra.
We identify G with the right invariant vector field by the following formula:
zg := exp(ζ )g, ζ ∈ G fixed, g varying ∈G,  → 0. (1.3)
Choosing on G an Euclidean metric, we obtain on G a structure of Riemannian manifold. Then
we have on G two connections: the Levi–Civita connection and the connection defined by the
parallelism between two different tangent plane under the identification of (1.3). The difference
of these two connections gives rise to a tensor field g on G; as everything is invariant under the
right action of G we obtain that g does not depend upon g ∈G; taking an orthonormal basis ek
of G we obtain an expression of  as a 2-covariant and a 1-contravariant tensor ki,j .
Theorem. Define the constants of structure of G by
[ek, es] =
∑
l
clk,sel . (1.4)
Then lk,s = 12 (clk,s − cks,l + csl,k).
Proof. [1,3,6]. 
Corollary.
lk,s + sk,l = 0, lk,k = 0, (1.5)
we denote by k the antisymmetric matrix ∗k,∗.
Theorem. Let γ (t) be a curve on G. Its Cartan development on G starting from g0 ∈G is given
by the following explicit procedures.
Firstly construct the orthogonal matrix uτ←0 by solving the following linear ODE:
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dτ
uτ←0 = −
(∑
i
i
dγ i(τ )
dτ
)
uτ←0, u0←0 = Identity. (1.6)a
Then the curve γ˜ is obtained by solving the ODE
dγ˜ (τ )
dτ
= z(τ )γ˜ (τ ), where z(τ )= u∗τ←0
(
dγ (τ)
dτ
)
, (1.6)b
with initial value γ˜ (0)= g0.
Remark. These formulas have been used in [1] under the name of change of parametrization
formulas.
Proof. Observe firstly that (1.5) implies that uτ←0 solution of (1.6)a is an orthogonal matrix:
its adjoint u∗τ←0 coincides with its inverse.
We have to show that (1.6)∗ implies (1.2). We have by (1.1)
d
dτ
t
γ˜
τ←0 = 
(
z(τ )
)
t
γ˜
τ←0;
replacing z by its values taken from (1.6) we get
= 
(
u∗τ←0
(
dγ (τ)
dτ
))
t
γ˜
τ←0 dτ.
By the tensorial character of ,

(
u∗τ←0
(
dγ (τ)
dτ
))
= u∗τ←0 ◦ 
(
dγ (τ)
dτ
)
◦ uτ←0.
Then we have
d
dτ
(
uτ←0t γ˜τ←0
)= −(dγ (τ)
dτ
)
uτ←0t γ˜τ←0 + 
(
dγ (τ)
dτ
)
uτ←0t γ˜τ←0 = 0.
Therefore uτ←0t γ˜τ←0 = Identity, which implies the key fact
t
γ˜
0←τ = uτ←0. (1.6)c
We get then t γ˜0←τ (z)= dγ (τ)dτ . 
The usefulness of (1.6) will be clear in the problem of determining the geodesics flow on G
solved by the following
Theorem. Fix v ∈ G, then the geodesic λ(τ) starting from g0 with the speed v is given by
z(τ )= exp(τ(v))(v), dλ(τ)
dτ
= z(τ )λ(τ), λ(0)= g0. (1.7)
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Remark. On a general Riemannian manifold the equation of geodesic is a “second order differ-
ential equation.” In the case of G formula (1.7) reduces the computation of the geodesic flow to
a “first order differential equation.” Therefore Theorem (1.7) has the flavour of a reduction of an
Hamiltonian system in presence of symmetries.
Theorem. The Riemannian Brownian motion on G can be constructed from the Euclidean
Brownian motion x(τ) on G by the following explicit procedures.
Firstly solve the linear Stratonovitch SDE
dτuτ←0 = −
(∑
i
i ◦ dxi(τ )
)
uτ←0, u0←0 = Identity. (1.8)a
Construct a new Rd -valued semi-martingale y(τ) by solving the Stratonovitch SDE
dy(τ)= uτ←0
(
dx(τ)
)
. (1.8)b
Finally obtain the Brownian motion on G starting from g0 ∈ G by solving the Stratonovitch
SDE
dτ gx(τ )=
(◦dy(τ))gx(τ ), gx(0)= g0. (1.8)c
Proof. Theorem (1.6) combined with [6]. 
Remark. It results from (1.5) that Eq. (1.8)b keeps the same expression when it is written in the
Itô sense; therefore
y(τ) is an Rd -valued Brownian motion. (1.8)d
1.9. Development of a semi-martingale
Let ξ(τ ) be a semi-martingale with values in G, we call its development on G the process
obtained by solving the three delayed Stratonovitch SDE (1.8)∗ where we have changed x → ξ .
2. Lie algebra G of vector fields with vanishing divergence: Constants of structure
We shall consider Euler equation of incompressible fluids on the two-dimensional torus de-
noted T 2. The 1-dimensional torus T 1 is identified with the angle θ defined up to an integral
multiple of 2π . We identify T 2 to a couple of angles (θ1, θ2) defined up to an integral multiple
of 2π .
A basic tool for our investigations will be Fourier developments. Recall that the dual group of
T 2 is the group Z2, the lattice of R2 constituted by points with integral coordinates. The coupling
between T 2 and its dual Z2 is given by
〈k, θ〉 := exp(ik.θ), k.θ = k1θ1 + k2θ2. (2.1)a
A.-B. Cruzeiro et al. / Journal of Functional Analysis 242 (2007) 304–326 309The collection {〈k,∗〉}k∈Z2 constitutes an orthonormal basis of the space of complex-valued func-
tions, square integrable for the measure dθ1⊗dθ24π2 . Given a complex function f defined on T
2
, its
Fourier transform is defined as
fˆ (k)=
∫
T 2
f (θ)〈−k, θ〉dθ
1 ⊗ dθ2
4π2
. (2.1)b
Then if f ∈ L2 we have
f (θ)=
∑
k∈Z2
fˆ (k)〈k, θ〉. (2.1)c
Then f is real if and only if
fˆ (−k)= ¯ˆf (k). (2.1)d
We denote by Z˜2 a subset of Z2 such that each equivalence class of the equivalence relation
on Z2 defined by k  k′ if k + k′ = 0 has a unique representative in Z˜2. Then expansion (2.1)b
takes the form
f (θ)= 2
∑
k∈Z˜2
fˆ (k)〈k, θ〉 = 2
∑
k∈Z˜2
fˆ (k) cos(k.θ)− fˆ (k) sin(k.θ). (2.1)e
In dimension 1 the usual convention is to take for Z˜2 the set of positive integers. In dimension 2
it does not exists an analogous canonical choice of Z˜2.
We denote from now until the end of this paper by G the group of volume preserving dif-
feomorphisms of T 2, by G its Lie algebra which is the space of vector fields with vanishing
divergence; the L2 norm defines on G a canonical Hilbertian structure [3,4].
We take for orthonormal basis of G metric, the constant vector fields and the following vectors
fields:
Ak = 1|k|
[
(k2 cosk.θ)∂1 − (k1 cosk.θ)∂2
]
, (2.2)a
Bk = 1|k|
[
(k2 sin k.θ)∂1 − (k1 sink.θ)∂2
]
, (2.2)b
where k ∈ Z˜2 − (0,0), |k|2 = k21 + k22 and where ∂i = ∂∂θi .
Define the following functions:
αk,l := 12|k||l||k + l|
(|l + k|2 − |k|2 + |l|2)= 1|k||l||k + l|(l | (l + k)),
βk,l := α−k,l = 12|k||l||k − l|
(|l − k|2 − |k|2 + |l|2)= 1|k||l||k − l|(l | (l − k)),
[k, l] = k1l2 − k2l1.
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[Ak,Al] = [k, l]2|k||l|
(|k + l|Bk+l + |k − l|Bk−l),
[Bk,Bl] = − [k, l]2|k||l|
(|k + l|Bk+l − |k − l|Bk−l),
[Ak,Bl] = − [k, l]2|k||l|
(|k + l|Ak+l − |k − l|Ak−l).
Finally the constant vector fields ∂i have a vanishing mutual bracket and act as
[∂i,Ak] = −kiBk, [∂i,Bk] = kiAk.
Proof. For u= (−∂2φ, ∂1φ), v = (−∂2ψ,∂1ψ), the bracket is of the same form, namely
[u,v] = (−∂2η, ∂1η)
with η = {φ,ψ} = −∂2φ∂1ψ + ∂1φ∂2ψ the Poisson bracket of φ and ψ .
Using the identifications
Bk + iAk =
(
−∂2 e
−ik.θ
|k| , ∂1
e−ik.θ
|k|
)
, Bl − iAl =
(
−∂2 e
il.θ
|l| , ∂1
eil.θ
|l|
)
,
we obtain
[Bk + iAk,Bl − iAl] = (−∂2η, ∂1η) with η =
{
e−ik.θ
|k| ,
eil.θ
|l|
}
and
[Bk + iAk,Bl − iAl] = |k − l||k||l| [k, l](Bl−k − iAl−k);
also we have
[Bk + iAk,Bl + iAl] = |k + l||k||l| [l, k](Bk+l + iAk+l ). 
2.4. Corollary. The subspace G0 ⊂ G orthogonal to constant vector fields constitutes an ideal
of G.
3. Christoffel symbols, stochastic parallel transport
3.1. Theorem. The Christoffel symbols are:
Ak,Al = [k, l](αk,lBk+l + βk,lBk−l ),
Bk,Bl = [k, l](−αk,lBk+l + βk,lBk−l ),
Ak,Bl = [k, l](−αk,lAk+l + βk,lAk−l ),
Bk,Al = [k, l](−αk,lAk+l − βk,lAk−l ).
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proach all nonlinearity of Euler equation is encompassed in the Christoffel symbols; therefore it
is not strange that they lead to unbounded operators.
Proof. We use formula (1.4): a detailed proof of (1.4), valid for the infinite-dimensional case,
can be found in [1].
We give a detailed proof of the computation of Ak,Al . The other Christoffel symbols can be
derived in a similar way. Using (1.4), AjAk,Al = 0 since the bracket of two vector fields Ak , Al
have zero component in the vectors B.; also by (1.4),
2BjAk,Al =
([Ak,Al]|Bj )− ([Al,Bj ]|Ak)+ ([Bj ,Ak]|Al)
= [k, l]
2|k||l|
(|k − l|(Bk−l |Bj )+ |k + l|(Bk+l |Bj ))
+ [l, j ]
2|l||j |
(|j + l|(Al+j |Ak)− |l − j |(Al−j |Ak))
+ [k, j ]
2|k||j |
(|k + j |(Ak+j |Al)− |k − j |(Ak−j |Al)).
Since
(Ak|Aj)= δk,j − δ−k,j , (Bk|Bj )= δk,j + δ−k,j ,
we have
2BjAk,Al =
1
2
(
[k, l] |k + l||k||l| + [l, j ]
|l − j |
|l||j | + [k, j ]
|k − j |
|k||j |
)
δk+l,j
+ 1
2
(
[k, l] |k + l||k||l| − [l, j ]
|l + j |
|l||j | − [k, j ]
|k + j |
|k||j |
)
δ−l−k,j
+ 1
2
(
[k, l] |k − l||k||l| + [l, j ]
|l − j |
|l||j | + [k, j ]
|k + j |
|k||j |
)
δk−l,j
+ 1
2
(
[k, l] |k − l||k||l| − [l, j ]
|l − j |
|l||j | + [k, j ]
|k + j |
|k||j |
)
δl−k,j .
Finally we use the relations [l, k + l] = [k,−k − l] = [l, k] and [k, k + l] = [l,−k − l] =
[k, l]. 
4. Transfer energy matrix of the stochastic parallel transport
We denote Ak the antisymmetric matrix associated to ∗Ak,∗.
We give ρ(k) a positive function defined on Z˜2 which vanishes except for a finite number
of points. We denote {xj (∗)} a sequence of R-valued independent Brownian motion. We call
equation for the stochastic parallel transport the following Stratonovich SDE:
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∑
k∈Z˜2
ρ(k)(Akodx2k + Bkodx2k+1)ψt , ψ(0)= Identity. (4.1)a
We remark the analogy with (1.6)a . We remark also the grouping with the same coefficients of
the term in Ak,Bk : this has for purpose to realize the following invariance result.
Proposition.
The process ψt is invariant in law under the adjoint action of ∂i . (4.1)b
Proof. By Theorem 2.3 the adjoint action of the constant vector field ∂i is an infinitesimal rota-
tion in the plane generated by Ak,Bk ; this infinitesimal rotation preserves the two-dimensional
Brownian motion (x2k, x2k+1). 
Definition. We say that an endomorphism B of G is stable under the adjoint action of constant
vector fields if and only if
B = (τϕ)∗ ◦B ◦ (τ−ϕ)∗, (4.1)c
where τφ is the translation operator τϕ : T 2 → T 2 defined as τϕ : θ → θ − ϕ.
Lemma.
An endomorphism of G satisfying (4.1)c diagonalizes in the basis {Ak,Bk} with
equal diagonal coefficients on Ak and Bk . (4.1)d
Proof. Combine (4.1)b together with (4.1)c .
Consider the 2 × 2 matrix Ms,k
Ms,k :=
(
(As |B(Ak)) (Bs |B(Ak))
(As |B(Bk)) (Bs |B(Bk))
)
.
Then formula (4.1)c implies that
Ms,k =Ds(ϕ) ◦Ms,k ◦Dk(−ϕ),
where
Dk(ϕ) :=
(
coskϕ − sinkϕ
sin kϕ coskϕ
)
.
Integrating this identity over T 2 we get
(2π)2Ms,k =
∫
T d
Ds(ϕ) ◦Ms,k ◦Dk(−ϕ)dϕ1 ⊗ dϕ2.
We develop the product of matrices of the right-hand side we shall find an expression of the form
(cos s.ϕ)(cos k.ϕ) which will have an integral equal to 0 if s = k. 
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(4.1)a to its associated Itô form is an operator B which is diagonal in the sense of (4.1)d .
Proof. Combine (4.1)b with (4.1)d . 
4.2. Transfer energy matrix of the stochastic parallel transport
We apply to fluid dynamics a procedure developed in [1] for the needs of stochastic analysis
above Virasoro algebra.
We fix ξ0 ∈ G and consider
ξxt :=ψt(ξ0).
Let
α1s,k(ξ0)=E
((
As
∣∣ξxt )× (Ak∣∣ξxt )), α2s,k(ξ0)=E((Bs∣∣ξxt )× (Bk∣∣ξxt )),
α3s,k(ξ0)=E
((
As
∣∣ξxt )× (Bk∣∣ξxt )).
Theorem. Denote (τϕ)∗(ξ0) := ξϕ0 , then∫
T 2
αis,k
(
ξ
ϕ
0
)
dϕ = 0, s = k, i = 1,2,3. (4.2)a
Proof. Denote xϕ the transformation of the Brownian motion by making a rotation in each of
the 2-plane (Ak,Bk), the rotation being there of amplitude kϕ.
Then by the tensorial character of the  we have

(
dx
ϕ
t
)= (τϕ)∗ ◦ (dxt ) ◦ (τ−ϕ)∗
or by exponentiating
ψx
ϕ
t = (τϕ)∗ ◦ψxt ◦ (τ−ϕ)∗,
(τ−ϕ)∗ ◦ψxϕt =ψxt ◦ (τ−ϕ)∗. (4.2)b
Apply this identity to the vector ξ0 and changing ϕ in −ϕ we get
(τϕ)∗ ◦ψx
−ϕ
t =ψxt
(
ξ
ϕ
0
)
.
Therefore
α1s,k
(
ξ
ϕ
0
)=E((A−ϕs ∣∣ξx−ϕt )× (A−ϕk ∣∣ξx−ϕt )).
Using now the fact proved in (4.1)b that ψx
ϕ
t has same law as ψxt we get
α1s,k
(
ξ
ϕ)=E((A−ϕs ∣∣ξxt )× (A−ϕ∣∣ξxt )). (4.2)c0 k
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α1s,k
(
ξ
ϕ
0
)= cos(k.ϕ) cos(s.ϕ)α1s,k(ξ0)+ sin(k.ϕ) sin(s.ϕ)α2s,k(ξ0)
+ cos(k.ϕ) sin(s.ϕ)α3s,k
(
ξ0
)+ sin(k.ϕ) cos(s.ϕ)α3k,s(ξ0).  (4.2)d
Theorem. There exists a matrix A defined on Z˜d × Z˜d such that denoting
u
ξ0
t (k)=E
((
Ak
∣∣ξxt )2 + (Bk∣∣ξxt )2)2,
we have
du
ξ0
t
dt
=Auξ0t . (4.3)a
Proof. We remark that (4.1)b implies that
u
ξ
ϕ
0
t (k)= uξ0t (k) therefore
1
(2π)d
∫
T d
u
ξ
ϕ
0
t (k) dϕ = uξ0t (k). (4.3)b
We can consider implementing this fact by adding to the probability space generated by x
a random initial value ξϕ0 with a the uniform repartition of the variable ϕ. Then Itô calculus
expresses
d
dt
∫
T d
u
ξ
ϕ
0
t (k)
in terms of the ∫
T d
αis,k
(
ξ
ϕ
0
)
dϕ1 ⊗ dϕ2
expression which vanishes for s = k by (4.2)a . 
Corollary.
u
ξ0
t (k)= 2E
((
Ak
∣∣ξxt )2). (4.3)c
Proof. Use the identity (4.2)c with s = k and integrate in ϕ. 
4.4. Theorem. The coefficients of the transfer energy matrix, k, l ∈ Z˜2, are given by
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∑
k
[
ρ(k)
]2[l, k]2 × (αk,l−kβk,l + βk,l+kαk,l),
Als = 2
∑
k
[
ρ(k)
]2[l, k]2 × (α2k,l−kδl−ks + β2k,l+kδl+ks ).
The matrix A is symmetric, the nondiagonal terms are positive, the diagonal terms are nega-
tive, the sum of the coefficients on each column vanishes.
Remark. Notice that
αk,l−kβk,l = α2k,l−k = β2k,l ,
βk,l+kαk,l = β2k,l+k = α2k,l .
Proof. As we are summing in Z˜2, we have
dξ
Al
t = −
∑
k
ρ(k)
Al
Ak,Bl−k ξ
Bl−k
t ◦ dx2k −
∑
k
ρ(k)
Al
Ak,Bl+k ξ
Bl+k
t ◦ dx2k
−
∑
k
ρ(k)
Al
Bk,Al−k ξ
Al−k
t ◦ dx2k+1 −
∑
k
ρ(k)
Al
Bk,Al+k ξ
Al+k
t ◦ dx2k+1
= (i)+ · · · + (iv)
and
dξ
Bl
t = −
∑
k
ρ(k)
Bl
Ak,Al−k ξ
Al−k
t ◦ dx2k −
∑
k
ρ(k)
Bl
Ak,Al+k ξ
Al+k
t ◦ dx2k
−
∑
k
ρ(k)
Bl
Bk,Bl−k ξ
Bl−k
t ◦ dx2k+1 −
∑
k
ρ(k)
Bl
Bk,Bl+k ξ
Bl+k
t ◦ dx2k+1
= (i)′ + · · · + (iv)′.
We compute the Itô contractions in the various terms; for (i), since
dξ
Bl−k
t .dx2k
= −d
(∑
j
ρ(j)
Bl−k
Aj ,Al−k−j ξ
Al−k−j
t dx2j
)
.dx2k − d
(∑
j
ρ(j)
Bl−k
Aj ,Al−k+j ξ
Al−k+j
t dx2j
)
.dx2k
we get
(i)= Itô + 1
2
∑
k
ρ(k)2AlAk,Bl−k
Bl−k
Ak,Al−2k ξ
Al−2k
t dt +
1
2
∑
k
ρ(k)2AlAk,Bl−k
Bl−k
Ak,Al
ξ
Al
t dt.
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(ii)= Itô + 1
2
∑
k
ρ(k)2AlAk,Bl+k
Bl+k
Ak,Al
ξ
Al
t dt +
1
2
∑
k
ρ(k)2AlAk,Bl+k
Bl+k
Ak,Al+2k ξ
Al+2k
t dt,
(iii)= Itô + 1
2
∑
k
ρ(k)2AlBk,Al−k
Al−k
Bk,Al−2k ξ
Al−2k
t dt +
1
2
∑
k
ρ(k)2AlBk,Al−k
Al−k
Bk,Al
ξ
Al
t dt,
(iv)= Itô + 1
2
∑
k
ρ(k)2AlBk,Al+k
Al+k
Bk,Al
ξ
Al
t dt +
1
2
∑
k
ρ(k)2AlBk,Al+k
Al+k
Bk,Al+2k ξ
Al+2k
t dt.
By Itô calculus
d
(
ξ
Al
t
)2 = 2ξAlt dξAlt + dξAlt .dξAlt . (4.5)
For the expectation of 2ξAlt dξ
Al
t only the bounded variation part coming from the Itô con-
tractions contribute. In fact, only the diagonal terms contribute, as this has been already proved
in (4.3)a .
This basic fact can also be checked using the explicit expressions of the Christoffel symbols:
for example, the coefficients in front of ξAl−2kt will come from (i), where they are equal to
−ρ(k)2[k, l − k]αk,l−k[k, l − 2k]αk,l−2k
from (iii) where they are symmetric to these.
The contribution of the diagonal terms are, from (i) and from (iii) equal to
−2
∑
k
ρ(k)2[l, k]2αk,l−kβk,l
(
ξ
Al
t
)
dt
and from (ii) and (iv) equal to
−2
∑
k
ρ(k)2[l, k]2βk,l+kαk,l
(
ξ
Al
t
)
dt
which sum up to give in the first term of (4.5),
−2
∑
k
ρ(k)2[l, k]2(αk,l−kβk,l + βk,l+kαk,l)
(
ξ
Al
t
)2
dt.
From the analogous study for d(ξBlt )2 = 2ξBlt dξBlt + dξBlt .dξBlt we obtain, in the correspond-
ing terms,
−2
∑
k
ρ(k)2[l, k]2(αk,l−kβk,l + βk,l+kαk,l)
(
ξ
Bl
t
)2
dt.
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d
dt
E
(
dξ
Al
t .dξ
Al
t
)=∑
k
ρ(k)2
(

Al
Ak,Bl−k
)2
E
(
ξ
Bl−k
t
)2 +∑
k
ρ(k)2
(

Al
Ak,Bl+k
)2
E
(
ξ
Bl+k
t
)2
+
∑
k
ρ(k)2
(

Al
Bk,Ak−l
)2
E
(
ξ
Al−k
t
)2 +∑
k
ρ(k)2
(

Al
Bk,Al+k
)2
E
(
ξ
Al+k
t
)2
or
d
dt
E
(
dξ
Al
t .dξ
Al
t
)=∑
k
ρ(k)2[l, k]2α2k,l−kE
(
ξ
Bl−k
t
)2 +∑
k
ρ(k)2[l, k]2β2k,l+kE
(
ξ
Bl+k
t
)2
+
∑
k
ρ(k)2[l, k]2α2k,l−kE
(
ξ
Al−k
t
)2 +∑
k
ρ(k)2[l, k]2β2k,l+kE
(
ξ
Al+k
t
)2
.
The contribution from E(ξBlt )2 can be computed in a similar way and give the same coeffi-
cients, respectively.
Summing up the terms we obtain the stated result. 
Theorem. Denote χk,l the angle between the vectors k and l then
−All =
|l|2
2
∑
k∈Z˜2
(1 − cos 4χk,l)×
[
ρ(k)
]2 =O(|l|2). (4.6)a
If ρ(k) depends only upon |k|
−All  c|l|2, 2c :=
∑
k∈Z˜2
[
ρ(k)
]2
. (4.6)b
Proof.
βk,k−lβk,l = α2k,l−k =
(l|l − k)2
|k|2|l|2|l − k|2 =
cos2(χ)
|k|2 ,
αk,−k−lαk,l = β2k,l+k =
(l|l + k)2
|k|2|l|2|l + k|2 =
cos2(χ)
|k|2 ,
[k, l]2 = |k|2|l|2 sin2(χ);
8 sin2 χ cos2 χ = 1 − cos 4χ. 
5. Dirichlet process generated by the transfer energy matrix is conservative
The ordinary differential equation (4.3)a can be integrated quite explicitly by the exponential
exp(tA); nevertheless the effective computation of this exponential is not easy.
It has been observed in [1, Theorem (3.10)] that A can be also considered as the infinitesimal
generator of a Dirichlet form; therefore its exponentiation is equivalent to construction the jump
process associated to this Dirichlet form.
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Rescale the l column of the matrix A by dividing each term by −All ; then we obtain a prob-
ability measure carried by the complement of l; making this construction for all l we define a
random walk X(n) on Z˜2. In our case the jumps which can appear are −k,+k where ρ(k) = 0.
Denote by X(n) the random walk and by Fn the associated filtration,
EFn
(
X(n+ 1)−X(n))= 0, ∣∣X(n+ 1)−X(n)∣∣ r. (5.1)a
The jump process is defined as
η(t) :=X(ϕ(t)), (5.1)b
where the change of clock ϕ(t) is the integer-valued function ϕ(t) defined by
∑
nϕ(t)
1
All
×Λn  t <
∑
nϕ(t)+1
1
All
×Λn,
where {Λk} is a sequence of independent exponential times and where, for shortness of nota-
tion, we have written l in place of X(n) in All . Using the estimate given in (4.6), we obtain an
equivalent clock φ(t) defined by
∑
nφ(t)
1
1 + |X(n)|2 ×Λn  t <
∑
nφ(t)+1
1
1 + |X(n)|2 ×Λn. (5.1)c
Denote by Ω the probability space of the random walk and denote L the probability space
generated by the sequence {Λk}. Then the probability space of the jump process is a skew product
of Ω by L. Denote by E˜ the expectation on L the random ω ∈ Ω being fixed; denote by Eˆ the
expectation relatively to Ω ; then by Fubini E = Eˆ E˜. Then for ω fixed φ(t) appears as a stopping
time on L.
Theorem. The jump process is conservative that is
φ(t) <∞ almost surely, (5.2)a
E
[
logφ(t)
]
<∞ (5.2)b
which is valid in any dimension, when All is of order |l|2 for |l| large enough as in (4.6) and
when the random walk X(n) satisfies the condition
P
(∣∣X(n)∣∣2 > λ) e−C λ2n (5.2)c
for some constant C > 0.
Remark. We shall prove in Section 7 an estimate precising (5.2)b .
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E
∑
nφ(t)
1
1 + |X(n)|2 ×Λn  t
hence ∑
n=1,...,∞
P
(
φ(t)=N) ∑
nN
Ê
[
1
1 + |X(n)|2
]
 t.
Now, given a sequence (an), by conditioning we have
Ê
[
1
1 + |X(n)|2
]
 1
1 + an
(
1 − P (∣∣X(n)∣∣2 > an)).
By using the estimate above on the tail of the random walk we have
Ê
[
1
1 + |X(n)|2
]
 1
1 + an
(
1 − e−C ann )
and thus
∑
n=1,...,∞
P
(
φ(t)=N) ∑
nN
1 − e−C ann
1 + an  t.
The simple choice an = n gives us that∑
n=1,...,∞
P
(
φ(t)=N) logN is finite,
hence E[logφ(t)]<∞ 
Lemma. Let X(n) be a symmetric random walk on Zd in any dimension d , with increments
having compact support. Then there exists a constant C > 0 such that
P
(∣∣X(n)∣∣> λ) e−C λ2n (5.3)a
for every n ∈N and λ > 0.
Proof. It is sufficient to prove a similar estimate for every component of X(n) separately. Hence
it is sufficient to restrict ourselves to the one-dimensional case. By symmetry of the laws, it is
sufficient to prove that there exists a constant C > 0 such that
P
(
X(n) > λ
)
 e−C λ
2
n .
To this end we follow the computations of the upper bound of large deviation estimates. We have
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(
X(n) > λ
)
 exp(−αλ)E[exp(αX(n))]= exp(−αλ)(E[exp(αΔ)])n
= exp(−αλ+ nM(α)),
where α > 0; we have denoted by Δ the increment of the random walk and
M(α) := logE[exp(αΔ)].
We have Δ= ±xi with equal probability pi/2, i = 1, . . . ,m (∑mi=1 pi = 1), hence
M(α)= log
(
m∑
i=1
pi coshαxi
)
.
To optimize the previous inequality in α > 0 we look for α∗ > 0 such that −λ+ nM ′(α∗) = 0,
namely
c
∑m
i=1 pixi sinhα∗xi∑m
i=1 pi coshα∗xi
= λ
n
.
We get α∗ ∼ λ/n
inf
α>0
(−αλ+ nM(α))−Cλ2
n
. 
6. Girsanov subordination of the geodesic flow to the Brownian flow
Construction of the Brownian flow
We choose S a finite number of modes, in each mode we take the corresponding sin and cos.
We denote ΠS the orthogonal projection of L2 on the span L2S of the modes ∈ S.
Denote
S(e)=ΠS ◦ (e) ◦ΠS. (6.1)a
Then S(e) is an antisymmetric operator on L2S . Therefore the following finite-dimensional
Stratonovitch SDE:
dSψt =
∑
i
S
(◦dxi)Sψt , Sψ0 = Identity (6.1)b
defines an unitary operator on L2S .
As this structure is invariant by translation of the torus, we obtain a transfer energy matrix
AS and a Dirichlet jump process having S for state space. Let Sk ⊂ Sk+1 an increasing sequence
such that
⋃
k Sk = Z2.
(6.2)a Theorem. The Dirichlet process associated to energy transfer matrix ASk has an escape
rate at infinity which is dominated by the Dirichlet processes associated to A.
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Let ψSt be the contraction operator on L2 defined by
ψSt = iS ◦ Sψt ◦ΠS,
where is :L2s → L2.
Corollary.
The sequence ψSkt converges strongly to a unitary operator ψt . (6.2)b
Proof. We can extract a subsequence kj such that each column of ψ
Skj
t converges weakly; each
of this column has its L2-norm equal to 1; as we have no dissipation of energy at infinity it
will be the same for its limit (the limit process satisfies the s.d.e. (4.1)a in a weak sense and
Itô calculus allows to prove conservativeness) and therefore we shall get a strong convergence.
Let us show that the limit is independent of the choice of the subsequence; a fixed coefficients
(ψ
Sk
t (Ak)|As) sequence and similar is converging when k → ∞: in fact, troncature will fade
away in the computation of this coefficients when k → ∞. 
Define the Brownian flow on G as the G-valued process defined by the following Itô SDE,
which is the analog of (1.8)b:
dy(t)= [ψt ]∗
(
dx(t)
)
. (6.3)a
The complete flow will involve the solution of the transport equation which is the analog of
(1.8)c , question which is not treated here.
As ρ vanishes except for a finite number of points, y(t) is a G-valued martingale with covari-
ance matrix of finite rank.
Semi-martingale on G
Let u0 be an initial data for the Euler equation which is supported by the finite set of modes
where is located the noise:
u0 =
∑
αk
√
ρ(k), (6.4)a
where αk ∈R2 (sin and cos components).
Given  > 0 we consider the semi-martingale
ξ(t)= tu0 + x(√ × t). (6.4)b
We cannot apply the procedure 1.9 which will involve the solution of Euler equation. Instead
we subordinate ξ(t) to x(
√
 × t) by the Girsanov functional
Φ(x, t)= exp
(

−1
2
∑
αk.x
k(t)− −1t‖u0‖2 2
)
. (6.4)cL
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data of {xk(∗)}ρ(k)>0.
Definition. The stochastic Euler flow will be the semi-martingale y(t) under the law Φ ×P .
Theorem. Under Φ ×P :
the process y(
√
t) is a semi-martingale having for drift ψ√t (u0)=: ux,t . (6.4)d
We call ux,t the solution of the stochastic Euler equation with initial data u0.
Proof. Itô calculus. 
Remark. These definitions are natural because the introduced objects are limit of finite-
dimensional objects obtained by ΠSk -troncature where usual computations of differential geome-
tries can be performed.
7. Regularity of the solution of stochastic Euler equation
For obtaining the regularity we need to resume the computations of Section 5; we keep the
notations of Section 5.
Theorem. There exists a function s(t) > 0 such that
Ê E˜
([
φ(t)
]s(t))
<∞. (7.1)a
Furthermore,
lim
t→0 s(t)= +∞. (7.1)b
Remark. The lower estimate obtained below for s(t) gives that s(t) → 0 when t → ∞. This
lower estimate is coherent with the facts established in the case of Virasoro where it has been
proved [2,7] that, indeed, regularity decreases exponentially in time.
Proof. Firstly we shall sketch the proof of a limit theorem for the behaviour of the functional φ.
This limit theorem will not prove the majoration (7.1)a . But by Fatou lemma it will lead to a
minoration of the same expression. The semi-martingale ζ(t) = log |η(t)| has for Itô stochastic
differential dζ(t) = α(t) dW(t) + β(t) dt where W is an Brownian motion and where, when
ζ → ∞, α(t)→ α0 > 0, β(t)→ 0. As dφ(t) exp(2ζ(t)) dt we shall get the minoration φ(t) >∫ t
0 exp(2α0W(s)) ds which leads to
E
(
exp
(
c[logφ]2))= ∞, for c large enough. (7.1)c
Consider the functional defined on Ω as
A(q) :=
∑ 1
1 + |X(n)|2 .
nq
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Then
E
(
exp
(
λ.
(
X(n+ 1)−X(n)))) cosh(|λ|r).
If we have an increasing sequence of stopping times · · ·< Tk < Tk+1 < · · · we have
E
(
exp
(
λ.
(
X(Tk+1)−X(Tk)
)))

[
cosh
(|λ|r)]Tk+1−Tk . (7.2)a
Take for R2 the norm |u|∞ = sup{|n1|, |n2|}. Denote Tn the first passage time |X(n)|∞  2n.
Lemma.
E
(
exp
(
ξ2n − 1
2
(Tn+1 − Tn)r2ξ2
))
< 1, rξ < 1. (7.2)b
Proof. As |X(Tn)|∞  2n + r we get by the triangle inequality∣∣X(Tn+1)−X(Tn)∣∣∞  2n+1 − 2n − r = 2n − r.
At least one of the two inequalities holds true:∣∣X1(Tn+1)−X1(Tn)∣∣ 2n − r, ∣∣X2(Tn+1)−X2(Tn)∣∣ 2n − r;
taking λ = (ξ,0), λ′ = (0, ξ) and applying (5.3)a we get (5.3)b where 2n is replaced by 2n − r ,
modification which does not interfere on the asymptotic analysis. 
We have
Prob
(
(Tn+1 − Tn) < ρ × 22n
)× exp(ξ2n − 1
2
ρ22n(rξ)2
)
< 1,
Prob
(
(Tn+1 − Tn) < 22nρ
)
 exp
(
inf
ξ
1
2
ρ
(
2nrξ
)2 − ξ2n)= exp(− 1
2r2ρ
)
.
Introduce
Un = (Tn+1 − Tn)× 2−2n,
Prob(Un < ρ) exp
(
− 1
2r2ρ
)
,
A(k)=
∑
n<k
1
1 + |X(n)|2 >
∑
Ts<k
(Ts − Ts−1)2−2s =
∑
s<s0
Us,
k =
∑
22sUs < 2s0A(k), k =
∑
22sUs < 2s0Sk. (7.2)c
s<s0 s<s0
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E
(
exp
(
−1
2
r2βUn
))
< exp(−√β),
E
(
exp
(
−1
2
r2βA(k)
))
< exp(−s0
√
β),
Prob
(
A(k) <M
)
 inf
β
exp
(
M
2
r2β − s0
√
β
)
= exp
(
−1
2
s20
r2M
)
. (7.2)d
Granted (7.1)c the estimate (7.2)d is optimum; it implies
Prob
(
A
(
M2s0
)
<M
)
 exp
(
−1
2
s20
r2M
)
;
Prob(Hv,M) exp
(
−1
2
[log+ v]2
r2M
)
, Hv,M =
{
ω |A(v) <M} ∀M > 1. (7.2)e
Granted (7.1)c the estimate (7.2)e is optimum.
We proceed now, fixing ω ∈Ω and computing the expectation E˜; consider the L-martingale
ψ(q)=
∑
nq
Λn
1 + |X(n)|2 −A(q), (7.3)a
E˜Fq
([
ψ(q + 1)−ψ(q)]2) 1
(1 + |X(q)|2)2 
1
(1 + |X(q)|2) .
Using the inequality exp(s) 1 + s + s2,∀s ∈ [−1,1], we get
E˜Fq
(
exp
(
s
(
ψ(q + 1)−ψ(q)))) 1 + s2 1
(1 + |X(q)|2)  exp
(
s2
1
(1 + |X(q)|2)
)
,
E˜
(
exp
(
s
(
ψ(t)− s2A(q))))< 1 ∀s ∈ [−1,+1]. (7.3)b
Using the definition of φ(t) we have
T − 1 −A(φ(T ))ψ(φ(T )) T −A(φ(T )). (7.3)c
System (7.3)c , (7.3)b constitutes an implicit system on A(ϕ(∗)) that we exploit taking in
(7.3)b s = −1; we get
E˜
[
exp
(
2A
(
ϕ(T )
))]
 exp(T ), (7.3)d
Prob(KR) exp
(
T − R
2
)
, KR =
{
(ω,λ) |A(φ(T ))>R}. (7.3)e
Consider now
Sv,M :=Hv,M ∪KM. (7.4)a
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A
(
φ(T )
)
M, A(v)M.
As A is an increasing function this implies
φ(T ) v. (7.4)b
Take vp = 2p , Mp = p. Then Δp := Svp,Mp is a decreasing family of sets,
Prob(Δp) < exp
(
−1
2
p2
r2p
)
+ exp
(
T − p
2
)
 2 exp
(
− p
2r2
)
and
v ∈Δcp implies φ(T ) 2p (7.4)c
which proves (7.1)a with s(t)= 1(log 4)×r2 . 
Estimation (7.1)b is obtained by following more closely in the previous computation the de-
pendence in t .
Theorem. Let s(t) the function defined in (7.1)a . Denoting by Hs the Sobolev space on T 2, we
have
y(t) ∈H s(t)2 , E(∥∥y(t)∥∥2
H
s(t)
2
)
<∞. (7.5)a
Given s, T then for  small enough, the solution ux,t of the stochastic Euler equation satisfies
t → ux,t is a continuous map from [0, T ] to Hs . (7.5)b
Proof. Denote πt (k0, k) the heat kernel associated to the Dirichlet semi-group exp(tA). As the
infinitesimal generator A is symmetric we have πt (k0, k)= πt (k, k0). We have
E
(∥∥y(t)∥∥2
H
s(t)
2
)=∑
k0,k
πt (k0, k)|k|sρ(k0).
As ρ(k) is of compact support and as |X(φ(t))| rφ(t)+ |X(0)| we have
E
(∥∥y(t)∥∥2
H
s(t)
2
)
 csE
(∣∣X(φ(t))∣∣s) c′sE([φ(t)]s). 
It is possible to develop the previous computation more explicitly. For each t we have
E‖ψt‖2ρ = ‖ψ0‖2ρ + 2E
t∫
0
∑
l,k
ρ2(k)
ρ2(l)
[l, k]2α2k,l−k
(
ψl−ks
)2
ds
+ 2E
t∫ ∑
l,k
ρ2(k)
ρ2(l)
[l, k]2β2k,l+k
(
ψl+ks
)2
ds0
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t∫
0
∑
l,k
ρ2(k)
ρ2(l)
[l, k]2(α2k,l−k + β2k,l+k)(ψls)2 ds
= ‖ψ0‖2ρ + 4E
t∫
0
∑
l,k
ρ2(k)
ρ2(l)
[l, k]2α2k,l
(
ψl+ks
)2
ds
+ 2E
t∫
0
∑
l,k
ρ2(k)
ρ2(l)
[l, k]2β2k,l+k
(
ψl+ks
)2
ds
− 2E
t∫
0
∑
l,k
ρ2(k)
ρ2(l)
[l, k]2(α2k,l−k + β2k,l+k)(ψls)2 ds
= ‖ψ0‖2ρ + 4E
t∫
0
∑
l,k
ρ2(k)
ρ2(l)
[l, k]2α2k,l
(
ψl+ks
)2
ds
− 4E
t∫
0
∑
l,k
ρ2(k)
ρ2(l)
[l, k]2β2k,l
(
ψls
)2
ds
or
E‖ψt‖2ρ = ‖ψ0‖2ρ + 4E
t∫
0
∑
l,k
ρ2(k)
(
1
ρ2(l − k) −
1
ρ2(l)
)
[l, k]2β2k,l
(
ψls
)2
ds,
where we have used the symmetry of the expressions with respect to change of sign, as well as
the identities α2k,l−k = β2k,l , [l − k, k] = [l, k].
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