The range of united K-theory  by Boersema, Jeffrey L.
Journal of Functional Analysis 235 (2006) 702–718
www.elsevier.com/locate/jfa
The range of united K-theory
Jeffrey L. Boersema
Department of Mathematics, Seattle University, Seattle, WA 98122, USA
Received 29 April 2005; accepted 21 December 2005
Available online 30 January 2006
Communicated by J. Cuntz
Abstract
We prove that the united K-theory functor is a surjective functor from the category of real simple sepa-
rable purely infinite C∗-algebras to the category of countable acyclic CRT-modules. As a consequence, we
show that every complex Kirchberg algebra satisfying the universal coefficient theorem is the complexifi-
cation of a real C∗-algebra.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Real C∗-algebra; K-theory
1. Introduction
In this paper we further investigate the united K-theory functor for real C∗-algebras, devel-
oped in [2]. We will show in Theorem 1 that united K-theory is a surjective functor from the
category of real simple purely infinite C∗-algebras to the category of countable acyclic CRT-
modules. Thus, an example of a real separable Kirchberg algebra can be produced simply by
specifying the prescribed united K-theory. Furthermore, we may require that its complexifica-
tion is in Schochet’s bootstrap category C (see [21] or [20]) and, subject to this constraint, the real
C∗-algebra obtained is unique up to KK-equivalence, by the Universal Coefficient theorem for
real C∗-algebras in [3]. In particular, given a complex Kirchberg algebra A in the bootstrap cat-
egory, the KK-equivalence classes of real structures on A are in one-to-one correspondence with
the isomorphism classes of CRT-modules whose complex part is isomorphic to the K-theory
of A.
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Kirchberg [13] and Phillips [15] stating that two real Kirchberg algebras are KK-equivalent if
and only they are isomorphic. The universal coefficient theorem of [3] and the surjectivity result
of the present paper give us confidence in this conjecture and that united K-theory is the right
invariant to use in this context.
Indeed, neither real K-theory nor complex K-theory (that is, the K-theory of the complexifi-
cation) by itself can do the job of united K-theory. In [2], we showed that the two tensor products
of real Cuntz algebras OR3 ⊗OR3 and OR3 ⊗OR5 are non-isomorphic although their complexifica-
tions are isomorphic. Many more such examples can be obtained by applying Theorem 1 (using,
for example, the CRT-modules Mi = ΣiKCRT(R) for i = 0,2,4,6). Hence complex K-theory
by itself is not sufficient to classify real simple purely infinite C∗-algebras. Neither is real K-
theory by itself sufficient, as shown by Theorem 16, also a corollary of Theorem 1. (However,
results of [12] indicate that it may very well be that the real and complex parts together are
enough.)
We will further apply our main results to the question of determining which C∗-algebras are
complexifications of real C∗-algebras. In [8,16,17], examples of C∗-algebras not isomorphic to
their own opposite algebra are described. It follows that these C∗-algebra are not isomorphic to
the complexification of any real C∗-algebra since C⊗A has an anti-multiplicative automorphism
a → a ∗ for any real C∗-algebra A. On the other hand, the Kirchberg–Phillips classification
theorem implies that any complex Kirchberg algebra satisfying the universal coefficient theorem
(UCT) is isomorphic to its opposite algebra (since they have the same K-theory). In the present
paper (in Theorem 17) we will show that any such algebra is in fact the complexification of a real
C∗-algebra.
The main theorem is stated in the next section following a short review of united K-theory
and CRT-modules. The proof of the main theorem takes place through a series of approximating
steps. In Section 3, we first show how to obtain a real separable C∗-algebra whose united K-
theory is isomorphic to the prescribed CRT-module. In Section 4 we show how to modify this
algebra to form a real unital C∗-algebra with the same K-theory. Finally in Section 5 we use a
real version of Kumjian’s construction in [14] to obtain an algebra which is simple and purely
infinite, completing the proof of the main theorem.
In Section 6, we will combine our main theorem with CRT-module constructions of [12] to
obtain two results already mentioned: that two non-isomorphic real Kirchberg C∗-algebras can
have the same real K-theory and that every complex Kirchberg algebra satisfying the UCT has a
real structure.
2. United K-theory
Recall that for a real C∗-algebra A, the united K-theory KCRT(A) defined in [2] consists
of three graded modules and the collection of natural transformations between them. The three
objects are:
(1) real K-theory KO∗(A)—defined to be the K-theory of the real C∗-algebra A as discussed,
for example, in [23];
(2) complex K-theory KU∗(A)—defined to be the K-theory of the complexification AC =
C ⊗A;
(3) self-conjugate K-theory KT∗(A)—defined to be the K-theory of T ⊗ A = {f : [0,1] →
C ⊗A | f (0) = f (1)}.
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rings KO∗(R), KU∗(R), and KT∗(R), respectively; which are displayed here in degrees 0–8:
K∗(R)=Z Z2 Z2 0 Z 0 0 0 Z,
K∗(C)=Z 0 Z 0 Z 0 Z 0 Z,
K∗(T )=Z Z2 0 Z Z Z2 0 Z Z
(see [23, p. 23] and [2, Tables 1–3]). The generators are the elements 1O ∈ K0(R), ηO ∈ K1(R),
η2O ∈ K2(R), ξ ∈ K4(R), and the invertible element βO ∈ K8(R). The ring K∗(C) is the free
unital polynomial ring generated by the invertible Bott element βU ∈ K2(C). The ring K∗(T )
has generators 1T in degree 0, ηT in degree 1, ω in degree 3, and the invertible element βT
in degree 4. Thus, KO∗(A) has period 8, KU∗(A) has period 2, and KT∗(A) has period 4. The
natural transformations among these graded groups are
cn : KOn(A)−→KUn(A), rn : KUn(A)−→KOn(A),
εn : KOn(A)−→KTn(A), ζn : KTn(A)−→KUn(A),
(ψU)n : KUn(A)−→KUn(A), (ψT )n : KTn(A)−→KTn(A),
γn : KUn(A)−→KTn−1(A), τn : KTn(A)−→KOn+1(A),
where, for example, the complexification operation c is induced by the inclusion A → C⊗A and
the realification operation r is induced by the inclusion C ⊗ A → M2(R) ⊗ A. For descriptions
of the other operations, see [2, Sections 1.1 and 1.2].
The target category of united K-theory is the category of abstract CRT-modules described
in [5]. An abstract CRT-module is a triple M = (MO,MU,MT ) consisting of graded modules
over KO∗(R), KU∗(R), and KT∗(R), respectively. Furthermore there must be KO∗(R)-module
homomorphisms r , c, ε, ζ , ψU , ψT , γ and τ which satisfy the relations
rc=2, ψUβU =−βUψU, ξ = rβ2Uc,
cr =1 +ψU, ψT βT =βT ψT , ω=βT γ ζ,
r = τγ, εβO =β2T ε, βT ετ = ετβT + ηT βT ,
c= ζε, ζβT =β2Uζ, εrζ =1 +ψT ,
(ψU)
2 =1, γβ2U =βT γ, γ cτ =1 −ψT ,
(ψT )
2 =1, τβ2T =βOτ, τ =−τψT ,
ψT ε= ε, γ =γψU, τβT ε=0,
ζγ =0, ηO = τε, εξ =2βT ε,
ζ =ψUζ, ηT =γβUζ, ξτ =2τβT
as in [5, Section 1.9]. These relations are satisfied by united K-theory by [2, Proposition 1.7].
Not every abstract CRT-module M can be realized as the united K-theory of a real C∗-
algebra. According to [2, Theorem 1.18] a necessary condition is that M be acyclic, i.e., the
following complexes must be exact:
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rβ−1U−−−→ MOn−1 → ·· · ,
· · · → MOn
η2O−−→ MOn+2 ε−→ MTn+2
τβ−1T−−−→ MOn−1 → ·· · ,
· · · → MUn+1 γ−→ MTn ζ−→ MUn 1−ψU−−−−→ MUn → ·· · .
Our main theorem is that every countable acyclic CRT-module can be realized as the united
K-theory of a real C∗-algebra. Furthermore, the real C∗-algebra can be taken to be simple and
purely infinite. Following [19], we say that a complex C∗-algebra is a Kirchberg algebra if it is
separable, nuclear, simple, and purely infinite. We say that a real C∗-algebra A is a Kirchberg
algebra if the complexification AC is a Kirchberg algebra; this implies that A is also simple and
purely infinite.
Indeed, any real C∗-algebra is simple if its complexification is simple; for if I is a closed
ideal in A, then IC is a closed ideal in AC. The converse is not true in general. In fact, the
complexification AC is simple if and only if A is simple and is not itself isomorphic to a complex
C∗-algebra.
Following the definition in [24], a real C∗-algebra A is purely infinite if each hereditary
subalgebra of the form xAx for a nonzero positive element x contains an infinite projection.
Theorem 3.3 of [24] (the proof of which was corrected in [4]) states that A is purely infinite if
AC is purely infinite. The converse is still an open question, although there is a partial result in
[24, Section 4].
Theorem 1.
(1) Let M be any countable acyclic CRT-module. Then there exists a real stable Kirchberg
algebra A such that KCRT(A) ∼= M and AC satisfies the UCT.
(2) Let M be any countable acyclic CRT-module and let m be any element of MO0 (that is, m
is a degree zero element in the real part of M). Then there exists a real unital Kirchberg
algebra A such that (KCRT(A), [1A]) ∼= (M,m) and AC satisfies the UCT.
In [3], we developed united KK-theory and proved a Universal Coefficient theorem for real
C∗-algebras. This UCT implies that two separable C∗-algebras A and B such that AC and BC
are in the bootstrap category are KK-equivalent (in the real sense) if and only if KCRT(A) and
KCRT(B) are isomorphic CRT-modules. Therefore, we have the following immediate corollaries.
Corollary 2.
(1) There is an equivalence between the category of KK-equivalence classes of real stable
separable C∗-algebras satisfying the UCT and the category of all countable acyclic CRT-
modules.
(2) There is an equivalence between the category of KK-equivalence classes of real unital
separable C∗-algebras satisfying the UCT and the category of all countable acyclic CRT-
modules M with specified element m ∈ MO .0
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(1) Let B be a complex stable Kirchberg algebra satisfying the UCT. Then there is a bijective
correspondence between isomorphism classes of real C∗-algebras A such that AC ∼= B and
isomorphism classes of CRT-modules M such that MU ∼= K∗(B).
(2) Let B be a complex unital Kirchberg algebra satisfying the UCT. Then there is a bijective
correspondence between isomorphism classes of real C∗-algebras A such that AC ∼= B and
isomorphism classes of pairs (M,m) where M is a CRT-module such that m ∈ MO0 and
MU ∼= K∗(B).
Finally, we state here for the record the following important theorem which will be used
frequently in the sequel. It is implicit in [2], being an immediate consequence of the results of
[5, Section 2.3] (restated as [2, Propositions 1.14 and 1.15]) and [2, Theorem 1.12].
Theorem 4.
(1) Let A be a real C∗-algebra. If one of the three graded modules KO∗(A), KU∗(A), and
KT∗(A) is trivial, then all three are trivial.
(2) Let f :A → B be a homomorphism of real C∗-algebras. If one of the three graded homo-
morphisms f∗ : KO∗(A) → KO∗(B), f∗ : KU∗(A) → KU∗(B), and f∗ : KT∗(A) → KT∗(B)
is an isomorphism, then all three are isomorphisms.
3. The first C∗-algebra construction
For any acyclic CRT-module M , there is, according to [6, Theorem 2.9], a topological spec-
trum E such that KCRT(E) ∼= M . It is not known in general whether E can be taken to be a actual
topological space; however, by [5, Theorem 11.1], it is possible to find a CW-complex X such
that KCRT(X) ∼= M if M is finitely generated. In this section, we prove the following theorem
which only requires that M be countable, but leaves the commutative setting far behind.
Theorem 5. Let M be a countable acyclic CRT-module. Then there is a real separable nuclear
C∗-algebra A satisfying the UCT such that KCRT(A) ∼= M .
First we establish some preliminary notation. Given a real C∗-algebra A we define the sus-
pension by SA = C0(R,A) and the desuspension by
S−1A = {f ∈ C0(R,C ⊗A) | f (−x) = f (x)}.
This nomenclature is justified by the result that SS−1R and S−1SR are KK-equivalent to R [2,
Proposition 1.20]. More generally, we define
SnA =
⎧⎪⎪⎨
⎪⎪⎩
SS . . . S︸ ︷︷ ︸
n
A if n 0,
S−1S−1 . . . S−1︸ ︷︷ ︸A if n < 0.
−n
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on K-theory.
Recall from [2, Section 2.1] that KCRT(R), KCRT(C), and KCRT(T ) are free CRT-modules.
The CRT-module KCRT(R) is generated by 1O , the class of the identity in KO0(R); the element
κ1 ∈ KU0(C) generates KCRT(C) as a CRT-module and satisfies r(κ1) = 1U ∈ KO0(C); and the
element χ ∈ KT−1(T ) generates KCRT(T ) and satisfies τ(χ) = 1T ∈ KO0(T ).
Lemma 6. Let B be any real unital C∗-algebra and let x ∈ KO0(B). Then there is a positive
integer n and a C∗-algebra homomorphism α :SR → MnSB such that α∗(1O) = x.
Note that we are making use of the identifications KO0(R) = KO−1(SR) and KO0(B) =
KO−1(SB), claiming that α∗ : KO−1(SR) → KO−1(SB) sends 1O to x.
Proof. Let x = [p1]− [p2] where pi is a projection in Mni (B) for i = 1,2. First define αi :R →
MniB by αi(t) = tpi . Then let n = n1 + n2 and define α = Sα1 ⊕ (Sα2 ◦ ι) from R to MnB .
Then α∗(1O) = [p1] + ι∗[p2] = [p1] − [p2] = x. 
Lemma 7. Let B be any real unital C∗-algebra and let y ∈ KU0(B). Then there is a positive
integer n and a C∗-algebra homomorphism α :SC → MnS−1B such that α∗(κ1) = β−1U y.
Proof. Consider the unital inclusion c :R → C. We apply the mapping cone construction to
obtain a C∗-algebra homomorphism SC → Cc. In the proof of [2, Theorem 1.18], we found that
the mapping cone Cc is homotopy equivalent to S−1. Let ν be the associated homomorphism
ν :SC → S−1. Also in [2], it is proven that the element of KK−2(C,R) represented by ν is
±rβ−1U . If the sign is negative, replace ν by ν ◦ ι to make it positive.
Let y = [p1] − [p2] where each pi is a projection in MniC ⊗ B . Define a C∗-algebra homo-
morphism ρi :C → MniC ⊗ B by ρi(t) = tpi for all t ∈ C. The composition hi = ν ◦ Sρi is a
homomorphism from SC to MniS−1B which satisfies (hi)∗(1U) = rβ−1U [pi]. Let n = n1 + n2
and define h = h1 ⊕ (h2 ◦ ι) from SC to MnS−1B , so that h∗(1U) = rβ−1U (y). Then rh∗(κ1) =
h∗r(κ1) = h∗(1U) = rβ−1U (y). Since ker r = imageβ−1U c (by acyclicity [2, Theorem 1.18]), there
is an element x ∈ KO1(S−1B) = KO0(B) such that h∗(κ1) = β−1U (y)+ β−1U c(x).
To correct the error, let x = [q1] − [q2] where qi is a projection in MmiB for i = 1,2. Define
μi :R → MmiB by μi(t) = tqi and then define ji = S−1μi ◦ ν. Let m = m1 + m2 and define
j :SC → MmS−1B by j = (j1 ◦ ι)⊕ j2. Since βUν∗(κ1) = ν∗(βUκ1) = rβ−1U βUκ1 = rκ1 = 1U ,
we have ν∗(κ1) = β−1U c(1O) ∈ KU−2(R). Thus
j∗(κ1) =
(
(μ2)∗ − (μ1)∗
)
β−1U c(1O) = −β−1U c
(
(μ1)∗ − (μ2)∗
)
(1O) = −β−1U c(x).
We patch together these two homomorphisms by letting l = m + n and defining α = h ⊕ j
from SC to MlS−1B . Then α(κ1) = β−1U y. 
Lemma 8. Let B be any real unital C∗-algebra and let z ∈ KT0(B). Then there is a positive
integer n and a C∗-algebra homomorphism α :ST → MnS−2B such that α∗(χ) = β−1T z.
Proof. The mapping cone of the unital inclusion ε :R → T is homotopy equivalent to S−2 (as
in the proof of [2, Theorem 1.18]). Thus we obtain a C∗-algebra homomorphism σ :ST → S−2.
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Let z = [p1]−[p2] where pi is a projection in MniT ⊗B for i = 1,2. Since T is commutative,
there is a C∗-algebra homomorphism ρi :T → MniT ⊗ B defined by ρi(t) = tpi for all t ∈ T .
The composition hi = σ ◦ Sρi defines a homomorphism from ST to MniS−2B that satisfies
(hi)∗(1T ) = τβ−1T [pi]. Let n = n1 +n2 and define h = h1 ⊕ (h2 ◦ ι) from ST to MnS−2B , so that
h∗(1T ) = τβ−1T (z). Then τh∗(χ) = h∗τ(χ) = h∗(1T ) = τβ−1T (z). Since ker τ = imageβ−1T ε,
there is an element x ∈ KO2(S−2B) = KO0(B) such that h∗(χ) = β−1T (z) + β−1T ε(x).
To correct the error, let x = [q1] − [q2] where qi is a projection in MmiB for i = 1,2. Define
μi :R → MmiB by μi(t) = tqi and then define ji = S−2μi ◦ σ . Let m = m1 + m2 and define
j :ST → MmS−2B by j = (j1 ◦ ι) ⊕ j2. Since βT σ∗(χ) = σ∗(βT χ) = τ(χ) = 1T , we have
σ∗(χ) = β−1T (1T ) in KT−4(R). Thus
j∗(χ) =
(
(μ2)∗ − (μ1)∗
)
β−1T ε(1O) = −β−1T ε
(
(μ1)∗ − (μ2)∗
)
(1O) = −β−1T ε(x).
We patch these two homomorphisms together by letting l = m + n and defining α = h ⊕ j
from ST to MlS−2B . 
Proof of Theorem 5. If M is a free CRT-module, then it can be written as a direct sum of
monogenic free CRT-modules, and each monogenic CRT-module can be realized as the united
K-theory of R, C, T , or a suspension thereof. Therefore, M can be realized as the united
K-theory of a direct sum of countably many such C∗-algebras.
Now, let M be an arbitrary countable acyclic CRT-module. By [5, Theorems 3.2 and 3.4], we
can find a resolution
0 → F1 μ1−→ F0 μ0−→ M → 0,
where F0 and F1 are countable and free CRT-modules.
As in the first paragraph, find real separable C∗-algebras B and C such that F0 = KCRT(B)
and F1 = KCRT(C). In particular, we set
B =
⊕
i∈IO
SkiR ⊕
⊕
i∈IU
SkiC ⊕
⊕
i∈IT
Ski T ,
where IO , IU , and IT are disjoint countable index sets and where ki ∈ {0,1, . . . ,7} for each i. Our
strategy is to realize μ1 geometrically. That is, we wish to produce a C∗-algebra homomorphism
β :B → C whose induced homomorphism on united K-theory is μ1. Actually, we will replace
B and C with algebras B ′ and C′ and the induced homomorphism β∗ :KCRT(B ′) → KCRT(C′)
will not be identical to μ1 but will be injective and will have the same cokernel as μ1.
For any unital C∗-algebra D, let S∼−D = (S−1D)∼ denote the unitized desuspension of D
and let S∼−nD denote the n-fold unitized desuspension. Let C′′ = S10S−2S∼−8(C∼) and let
C′ = K ⊗ C′′, where K is an algebra of compact operators on a separable Hilbert space. Note
that KCRT(C′) = KCRT(C) ⊕KCRT(S10S−2S∼−8R) because of the split exact sequence
0 → S10S−2S∼−8R → S10S−2S∼−8C∼ → S10S−10C → 0.
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KCRT
(
SkiR
)→ KCRT(C)
as follows. Let x ∈ KO−ki (C) = KO0(S−kiC) be the image of 1O ∈ KO−ki (SkiR) = KO0(R). By
Lemma 6 there is a homomorphism αi :SR → MniS(S−kiC)∼ such that (αi)∗(1O) = x. Then
apply the suspension and desuspension operations to αi and compose it with the inclusion into
C′′ to form the homomorphism
βi :S
10Ski−10R → MniS10Ski−10
(
S−kiC
)∼
↪→ MniC′′
which agrees on united K-theory with the restriction of μ1 to KCRT(SkiR).
Similarly, for each i ∈ IU , consider the restriction of μ1
KCRT
(
SkiC
)→ KCRT(C),
and let yi ∈ KU−k(C) be the image of κ1 ∈ KU−ki (SkiC). Using Lemma 7, let αi :SC →
MniS
−1(S−kiC)∼ be given satisfying (αi)∗(κ1) = β−1U y. Again suspend and desuspend to form
the composition
βi :S
11Ski−9C → MniS10Ski−10
(
S−kiC
)∼
↪→ MniC′′.
The induced homomorphism (βi)∗ on united K-theory agrees with the restriction of μ1 to
KCRT(SkiC) up to multiplication by β−1U . This is not a problem for us; since β
−1
U is an iso-
morphism on united K-theory, the homomorphism (βi)∗ is still injective and its image is the
same as that of μ1.
Thirdly, for each i ∈ IU , consider the restriction of μ1
KCRT
(
Ski T
)→ KCRT(C)
and let zi ∈ KT−ki−1(C) be the image of χ ∈ KT−ki−1(SkiC). By Lemma 8, let αi :ST →
MniS
−2(S−ki−1C)∼ be given satisfying (αi)∗(χ) = β−1T z. Again suspend and desuspend to form
βi :S
11Ski−7T → MniS10Ski−9
(
S−ki−1C
)∼
↪→ MniC′′,
a map which on united K-theory agrees with the restriction of μ1 to KCRT(SkiC) up to multipli-
cation by β−1T .
We need one more homomorphism,
β0 :S
10S−2S∼−8R → S10S−2S∼−8(C∼)
based on the unital inclusion R → C∼.
To assemble these homomorphisms, let K be the algebra of compact operators on a separable
Hilbert space and let φi be a collection of mutually orthogonal inclusions from Mni to K for
i ∈ IO ∪ IU ∪ IT ∪ {0}. Let
B ′ = S10S−2S∼−8R ⊕
⊕
S10Ski−10R ⊕
⊕
S11Ski−9C ⊕
⊕
S11Ski−7T
i∈IO i∈IU i∈IT
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Therefore, we have a geometric realization of μ1 in the sense that β∗ is injective and has the
same cokernel as μ1. Let A′ be the mapping cone of β . Then we have a short exact sequence
0 → SC′ → A′ → B ′ → 0.
In the resulting long exact sequence, the homomorphism KCRT(B ′) → KCRT(SC′) of degree −1
is the same as β∗ (see [22, Proposition 2.5] or [10, Theorem 1.1]). Since β∗ is injective, the long
exact sequence collapses to the short exact sequence
0 → KCRT(B ′) β∗−→ KCRT(C′) i∗−→ KCRT(A′) → 0,
where i∗ has degree −1. The united K-theory of A′ is thus a suspension of the CRT-module M ;
so the algebra A = S−1A′ satisfies KCRT(A) ∼= M as desired.
Since A is constructed from the commutative algebras R, C and T using the operations of
countable direct sum, suspensions, desuspensions, unitization, forming matrix algebras, stabi-
lization, and forming mapping cones we know that A is separable, nuclear, and in the category
of real C∗-algebras that satisfy the Universal Coefficient theorem. 
4. Unital
The goal of this section is to show that given a real C∗-algebra A, we can obtain a unital
algebra with the same united K-theory. For this, we will use the real analog of the construction
of [1, Proposition 4.1].
We begin by recording some results regarding real simple purely infinite C∗-algebras and
their K-theory. These results are analogs of well-known results in the theory of complex simple
purely infinite C∗-algebras. In each case, the proof follows directly from the corresponding result
in the complex case, or can be proven in the same way as the complex version.
It is well known that the inclusion of a full corner in a complex C∗-algebra induces an iso-
morphism on K-theory. It is an easy consequence of Theorem 4 that the same is true for real
C∗-algebras. For completeness, we record the proofs of both statements below.
Proposition 9.
(1) Let p be a full projection in a complex C∗-algebra A. Then the inclusion i :pAp → A
induces an isomorphism on K-theory.
(2) Let p be a full projection in a real C∗-algebra A. Then the inclusion i :pAp → A induces
an isomorphism on united K-theory.
Proof. Let A be a complex C∗-algebra and let p be a full projection. By [7, Lemma 2.5], there is
a partial isometry v ∈ M(pAp⊗K) such that v∗v = 1 and vv∗ = p⊗1. Replacing v by (p⊗1)v,
we may assume that v ∈ (pAp ⊗ K)+. Then there is an isomorphism α :pAp ⊗ K → A ⊗ K
defined by x → v∗xv.
Now, if q is any projection in (pAp ⊗ K)+, then (qv)∗(qv) = v∗qv and (qv)(qv)∗ =
q(p ⊗ 1)q∗ = q . Thus in K0(A+) we have [i(q)] = [q] = [v∗qv] = [α(q)]. Similarly, if u is
any unitary in (pAp ⊗K)+, then in K1(A+) we have [i(u)] = [u] = [v∗uv] = [α(u)].
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isomorphism, so is i∗. This proves part (1). To prove part (2), let p be a full projection in a
real C∗-algebra A. By part (1) the inclusion i∗ induces an isomorphism on complex K-theory
KU∗(pAp) → KU∗(A). Therefore, i∗ is an isomorphism on united K-theory by Theorem 4. 
Lemma 10. Let p and q be non-trivial projections in a simple purely infinite C∗-algebra. Then
there is a projection p′ such that p′ ∼ p and p′ < q .
The complex version of Lemma 10 can be found as [9, Proposition 1.5] or [11, Lemma V.5.4].
The proof of Lemma 10 follows exactly the proof of [11, Lemma V.5.4]. (This was also observed
by Stacey in the proof of [24, Proposition 4.1].) Once this lemma is established, the proof of
Proposition 11 follows exactly the proof of [9, Theorem 1.4].
Proposition 11. Let A be a real simple purely infinite C∗-algebra. Then
KO0(A) ∼=
{[p] | p is a non-zero projection in A},
where [p] represents the Murray–von Neumann equivalence class of a projection p in A.
The next proposition is generalization of [1, Proposition 2.4.1], with a similar proof.
Proposition 12. There is a functor F from the category of all real C∗-algebras (and real
C∗-algebra homomorphisms) to the category of all real unital C∗-algebras (and real unital
C∗-algebra homomorphisms) and a natural transformation η :A → F(A) which induces an iso-
morphism on united K-theory. Furthermore,
(1) If A is nuclear, then F(A) is nuclear.
(2) If A is separable, then F(A) is separable and η is a KK-equivalence.
(3) If A is separable and satisfies the UCT, then F(A) satisfies the UCT.
Proof. Let OR∞ be the real Cuntz algebra generated by an infinite sequence of mutually orthog-
onal isometries. By Theorem 4 the unital inclusion R →OR∞ induces an isomorphism on united
K-theory since the complexification C →O∞ induces an isomorphism on K-theory. By Propo-
sition 11, there is a non-zero projection e ∈ OR∞ and a projection q < e such that [e] = 0 and
[q] = [1OR∞].
Since e is infinite, there exists a proper subprojection p1 such that p1 ∼ e. Let p2 = e − p1.
Then [p1] = [p2] = [e] = 0. Therefore (again by Proposition 11) there are partial isometries
s1 and s2 in eOR∞e such that s∗i si = e and sis∗i = pi . Let D = C∗(s1, s2). Then the algebra
D = C∗(s1, s2) is a unital subalgebra of eOR∞e which is isomorphic to OR2 .
Now, for any real C∗-algebra A, let A+ be the unitization of A and let πA :A+ → R be the
usual projection with kernel A. We define
F(A) = {b ∈ eOR∞e ⊗A+ ∣∣ (1 ⊗ πA)(b) ∈ D}.
The element e ⊗ 1 is a unit for F(A). The natural transformation η :A → F(A) is defined by
a → q ⊗ a.
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position of the homomorphism A → eOR∞e ⊗ A defined by a → q ⊗ a and the inclusion
eOR∞e ⊗ A ↪→ F(A). The homomorphism A → eOR∞e ⊗ A induces an isomorphism on united
K-theory because the map R → eOR∞e defined by t → tq does using the Künneth formula for
united K-theory [2]. Secondly, the inclusion eOR∞e ⊗ A ↪→ F(A) induces an isomorphism on
united K-theory because of the short exact sequence
0 → eOR∞e ⊗A ↪→ F(A) 1⊗πA−−−→ D → 0
and the fact that KCRT(D) = KCRT(O2) = 0. It follows that η induces an isomorphism on united
K-theory.
From the short exact sequence above, if A is separable or nuclear then the same is true
of F(A). Furthermore, the argument of the previous paragraph also works for KK-theory, show-
ing that η induces isomorphisms
KKCRT(B,A) → KKCRT(B,F(A))
and
KKCRT
(
F(A),B
)→ KKCRT(A,B)
for any real separable C∗-algebra B . If A is separable, then so is F(A) and by the Yoneda
lemma, η induces a KK-equivalence. In particular, if A is separable and satisfies the UCT, so
does F(A). 
5. Simple and purely infinite
In [14] Kumjian presents a construction (based on a special case of Pimsner’s construction
in [18]) which turns any complex separable unital C∗-algebra A into a complex C∗-algebra OE
which is simple and purely infinite such that there is an inclusion A ↪→OE which is a (complex)
KK-equivalence. In this section, we show that this construction can be carried out in the real case.
Combined with the results from Sections 3 and 4, this will complete the proof of Theorem 1.
Proposition 13. Let A be a real separable unital C∗-algebra. Then there is a real separable
simple purely infinite C∗-algebra ORE and a unital inclusion A ↪→ORE which induces an isomor-
phism on united K-theory. Furthermore, if A is nuclear and satisfies the UCT, then the same is
true of ORE and ι is a (real) KK-equivalence.
Recall that a complex C∗-algebra A is said to have a real structure if there is a conjugate linear
involution x → x. In that case, the set AR of fixed points is a real C∗-algebra. Conversely, given
a real C∗-algebra A, the complexification AC has a real structure given by a1 + ia2 → a1 − ia2.
These functors are inverse to each other so there is a bijection between complex C∗-algebras
with real structure and real C∗-algebras. To prove Proposition 13 we will retrace Kumjian’s
construction, showing that the real structure of AC passes to OE .
Definition 14. Let A be a complex C∗-algebra with a real structure.
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e → e that satisfies 〈e, f 〉 = 〈e, f 〉 and e · a = e · a for all a ∈ A and e, f ∈ E.
(2) A Hilbert A-bimodule (E,φ) is said to have a real structure if the Hilbert A-module E has
a real structure as in part (1) and the homomorphism φ :A → L(E) satisfies φ(a)e = φ(a)e
for all a ∈ A and e ∈ E.
If E is a Hilbert A-module with a real structure, then the C∗-algebra L(E) has a real structure
defined by T (e) = T (e) for all T ∈ L(E) and e ∈ E. With this language, the Hilbert bimodule
condition above can be restated as φ(a) = φ(a), interpreted as saying that the ∗-homomorphism
φ :A → L(E) respects the real structures.
Let A be a C∗-algebra and let H be a Hilbert space, both with a real structures and let π :A →
L(H) be a representation which respects the real structures. For example, this can be obtained
by complexifying any representation of a real C∗-algebra on a real Hilbert. Also assume that
π(A)∩K(H) = {0}. Following Kumjian, we define a Hilbert A-bimodule (E,φ) by
E = H ⊗C A
with bimodule structure given by (ξ ⊗ a) · b = ξ ⊗ (a · b) and φ(b)(ξ ⊗ a) = π(b)ξ ⊗ a for all
a, b ∈ A and ξ ∈ H . We give (E,φ) a real structure by ξ ⊗ a = ξ ⊗ a.
Similarly, the Fock space
E+ =
∞⊕
n=0
E⊗n
is also a Hilbert A-bimodule with a real structure. The involution is defined on pure tensors by
e1 ⊗ e2 ⊗ · · · ⊗ en = e1 ⊗ e2 ⊗ · · · ⊗ en.
For any element e ∈ E, we define the operator Te ∈ L(E+) on pure tensors by Te(e1 ⊗· · ·⊗en) =
e ⊗ e1 ⊗ · · · ⊗ en. Since Te = Te, the involution of L(E) restricts to an involution of the algebra
TE generated by {Te}e∈E .
In the general case, OE is the quotient of TE by the C∗-algebra generated in L(E+) by
L(⊕Nn=0 E⊗n) for all positive integers N . But under the assumption π(A) ∩ K(H) = {0},
we have OE ∼= TE (see [18, Corollary 3.14]). In either case, the involution of L(E+) in-
duces one on OE . Furthermore, the inclusion ι :A ↪→OE given by ι(a)(e1 ⊗ e2 ⊗ · · · ⊗ en) =
φ(a)(e1)⊗ e2 ⊗ · · · ⊗ en, respects the real structures of A and OE .
If we begin with a real separable unital C∗-algebra A, then the complexification AC has a real
structure and the construction above yields an inclusion ι :A →ORE , where ORE is the fixed point
set of OE .
Proof of Proposition 13. Let A be a real separable unital C∗-algebra. Applying the construction
above, we obtain an inclusion ι :A → ORE . By [14, Theorem 2.8], OE is simple and purely
infinite. Thus ORE is simple and purely infinite by [24, Theorem 3.3]. By [18, Corollary 4.5],
the inclusion ι :AC → OE is a KK-equivalence. In particular, it induces an isomorphism on
K-theory, so by Theorem 4, ι :A →OR induces an isomorphism on united K-theory.E
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Thus ORE is nuclear and satisfies the UCT. In particular, since A and ORE have isomorphic united
K-theory and both satisfy the UCT, they are KK-equivalent. 
The proof of [18, Section 4] will probably carry over to show that ι is a (real) KK-equivalence
in general, giving a stronger statement than our Theorem 13, but we do not need this for our
present purposes.
Note that absent a full classification theorem for real simple purely infinite C∗-algebras, there
is no guarantee that ORE is independent of the choice of π (as OE is when AC is nuclear and
satisfies the UCT).
Proof of Theorem 1. Let M be a countable acyclic CRT-module. By Theorem 5, there is a real
separable nuclear C∗-algebra A1 satisfying the UCT such that KCRT(A1) ∼= M . Applying the
functor F of Proposition 12, there is a real separable nuclear unital C∗-algebra A2 satisfying the
UCT such that KCRT(A2) ∼= M . Then applying the real Kumjian construction (Proposition 13),
there is a real separable nuclear unital simple purely infinite A3 satisfying the UCT such that
KCRT(A3) ∼= M . Finally, let A4 = K(H) ⊗R A3 where H is a real separable Hilbert space. By
Lemma 15, A4 is purely infinite and is the real C∗-algebra needed to prove part (1).
Now, let m be any element in MO0 . By Proposition 11 there is a projection p ∈ A4 such that
[p] = m. Let A5 be the corner algebra pA4p. By Proposition 9, KCRT(A5) ∼= M . This proves
part (2). 
Lemma 15. If A is a real purely infinite simple C∗-algebra, then the stabilization K(H)⊗R A is
also purely infinite and simple.
Proof. By [24, Lemma 4.2], the matrix algebras Mn(A) are purely infinite. The proof of [19,
Proposition 4.1.8] carries over immediately to the real case to show that the inductive limit of
simple purely infinite C∗-algebras is again simple and purely infinite. 
6. Applications
The following result shows that K-theory by itself cannot classify isomorphism classes or
even KK-equivalence of real simple purely infinite C∗-algebras.
Theorem 16. There exist two real Kirchberg algebras A and B such that KO∗(A) ∼= KO∗(B),
but KCRT(A)  KCRT(B).
Proof. By Theorem 1, it suffices to find two distinct countable acyclic CRT-modules whose real
parts are isomorphic. I am indebted to A.K. Bousfield for sharing with me the example of such
CRT-modules.
Let (G,α) be a group with involution satisfying ker(1 +α) = image(1 −α) and ker(1 −α) =
image(1 + α). For the groups G+ = {g ∈ G | α(g) = g} and G− = {g ∈ G | α(g) = −g} there
are exact sequences
0 → G+ i+−→ G π−−−→ G− → 0
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P(G,α)
n 0 1 2 3 4 5 6 7 8
N(G)O G+ 0 G− 0 G+ 0 G− 0 G+
N(G)U G 0 G 0 G 0 G 0 G
N(G)T G+ G− G− G+ G+ G− G− G+ G+
(ηO)n 0 0 0 0 0 0 0 0 0
cn i
+ 0 i− 0 i+ 0 i− 0 i+
rn π
+ 0 π− 0 π+ 0 π− 0 π+
εn 1 0 1 0 1 0 1 0 1
ζn i
+ 0 i− 0 i+ 0 i− 0 i+
(ψU )n α 0 −α 0 α 0 −α 0 α
(ψT )n 1 −1 1 −1 1 −1 1 −1 1
γn π
+ 0 π− 0 π+ 0 π− 0 π+
τn 0 1 0 1 0 1 0 1 0
and
0 → G− i−−→ G π+−−→ G+ → 0,
where π+ = 1 + α, π− = 1 − α, and i+ and i− are inclusion homomorphisms.
Then it can be easily verified that the groups and natural transformations in Table 1 form an
acyclic CRT-module P(G,α).
Let G = Z42 and H = Z4 ⊕ Z22 with involutions
α =
⎛
⎜⎝
0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
⎞
⎟⎠ and β =
(1 0 2
1 1 0
0 0 1
)
,
respectively. For both groups with involution, we have imageπ+ = kerπ−, imageπ− = kerπ+.
Furthermore, G+ ∼= H+ ∼= Z22, and G− ∼= H− ∼= Z22. Thus the real parts of P(G,α) and P(H,β)
agree, even taking into account the actions of ηO and ξ , while the complex parts do not. 
Using another CRT-module construction, we can prove that every complex Kirchberg algebra
satisfying the UCT is the complexification of a real C∗-algebra. In fact, there is at least one
different real structure for each involution on K-theory.
Theorem 17. Let A be any complex Kirchberg algebra satisfying the UCT and let α be a graded
involution of K∗(A). Then A is isomorphic to the complexification of a real C∗-algebra AR in
such a way that α = ψU : KU∗(AR) → KU∗(AR).
Since real structures of complex C∗-algebras correspond with anti-multiplicative involutions
we have the following corollary.
Corollary 18. Let A be any complex Kirchberg algebra satisfying the UCT and let α be a graded
involution of K∗(A). Then there is an anti-multiplicative involution of Ψ of A such that Ψ∗ = α.
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Ψ on A is the composition of the conjugation (which induces ψU on K-theory) and the adjoint
(which induces the identity). 
For the proof of Theorem 17, we need the following lemma.
Lemma 19 (Hewitt). Let G be a group with involution α. Then there exists a CRT-module
N(G,α) such that N(G,α)U0 = G and N(G,α)U1 = 0 and (ψU)0 = α.
The construction will be made in terms of the core of a CRT-module as defined by Beatrice
Hewitt and briefly introduced here. In Section 5.1 of her dissertation [12], Hewitt showed that
acyclic CRT-modules can be classified in terms of their cores, which contains only the com-
plex part and the image of ηO in the real part (and some natural transformations). Thus the
self-conjugate part of united K-theory is strictly unnecessary. We know of no way to express
CRT tensor product or Hom functors in terms of just the cores, so for purposes of the Künneth
formula and the universal coefficient theorem, it is still necessary to work with the full united K-
theory. However, Hewitt’s work does imply that to specify an acyclic CRT-module, it is enough
to specify the core of the CRT-module.
Let M be an acyclic CRT-module. We define a derivation d on MU by d = (1 + ψU)β−1U =
β−1U (1 −ψU) and then define
h∗MU = kerdimaged =
ker(β−1U (1 −ψU))
image((1 +ψU)β−1U )
= ker(1 −ψU)
image(1 +ψU) .
Let ηOMO denote the image of ηO in MO . There is a homomorphism c′ :ηOMO → h∗MU
of degree −1 defined by c′(ηOx) = [c(x)]. We show that this is well defined. The CRT-module
relation (1 − ψU)c(x) = 0 implies that c(x) is a cycle of h∗MU . If ηOx = 0 then the acyclicity
of M implies x = r(y) for some y ∈ MU and thus c′(ηOx) = [cr(y)] = [(1+ψU)(y)] = 0. There
is also a homomorphism r ′ :h∗MU → ηOMO of degree −2 defined by r ′[y] = rβ−1U y. If y ∈
image(1 + ψU) then r ′[y] = 0 since rβ−1U (1 + ψU) = r(1 − ψU)β−1U = 0. For y ∈ ker(1 − ψU)
we have crβUy = (1 −ψU)βUy = βU(1 −ψU)y = 0 which implies rβUy ∈ imageηO .
Because of the exact sequence
· · · → MOn ηO−−→ MOn+1 c−→ MUn+1
rβ−1U−−−→ MOn−1 → ·· ·
it can be shown that
· · · → ηOMOn ηO−−→ ηOMOn+1 c
′−→ h∗MUn−1 r
′−→ ηOMOn → ·· ·
is also an exact sequence.
Given an acyclic CRT-module M , the core of M , denoted core(M), consists of two graded
groups{ηOMO,MU } together with the homomorphisms {βU ,βO,ηO, c′, r ′,ψU }.
The core functor takes values in the category of abstract cores. An abstract core [12, Defini-
tion 6.0.1] is defined to be any pair of graded abelian groups {D∗,C∗} such that D∗ is a graded
Z2-module, together with homomorphisms
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c′ :ηOD∗ →h∗−1C, r ′ :h∗C →ηOD∗−2, ψU :C∗ →C∗
such that βU , ψU , and βO are isomorphisms, the relations
ψ2U =1, ψUβU =−βUψU,
η2O =0, ηOβO =βOηO,
βOr
′ = r ′β4U , c′βO =β4Uc′,
r ′β2Uc′ =ηO, β2Uc′r ′ = c′r ′β2U
hold, and the sequence
· · · → D∗ ηO−−→ D∗+1 c′−→ h∗C r ′−→ D∗−2 → ·· ·
is exact.
The theorem below summarizes results from [12] which show that the core functor gives an
equivalence between the category of isomorphism classes of CRT-modules with CRT-module
homomorphisms and the category of isomorphism classes of abstract cores with homomorphisms
of cores.
Theorem 20. [12, Theorems 7.3.1 and 7.3.3]
(1) For each abstract core {D∗,C∗}, there is an exact CRT-module M such that the core(M) ∼=
{D∗,C∗}.
(2) Let M and M ′ be exact CRT-modules. Each map f : core(M) → core(M ′) is induced by a
map f :M → M ′.
Proof of Lemma 19. This construction is from [12, Section 8.4].
Since α2 = 0, we have (1 + α)(1 − α) = (1 − α)(1 + α) = 0. Let
G′ = ker(1 − α)
image(1 + α) and G
′′ = ker(1 + α)
image(1 − α) .
Then Table 2 shows an abstract core {D∗,C∗}. Using [12, Theorem 7.3.1], let N(G,α) be the
Table 2
core(N(G,α))
n 0 1 2 3 4 5 6 7 8
D∗ 0 G′ G′ G′′ G′′ 0 0 0 0
C∗ G 0 G 0 G 0 G 0 G
h∗(C) G′ 0 G′′ 0 G′ 0 G′′ 0 G′
(ηO)n 0 1 0 1 0 0 0 0 0
c′n 0 1 0 1 0 0 0 0 0
r ′n 0 0 0 0 1 0 1 0 0
(ψU )n α 0 −α 0 α 0 −α 0 α
718 J.L. Boersema / Journal of Functional Analysis 235 (2006) 702–718unique acyclic CRT-module whose core is {D∗,C∗}. Then by construction we have
N(G,α)U0 = G, N(G,α)U1 = 0, and (ψU)0 = α. 
Proof of Theorem 17. By Theorem 1 it suffices to find a CRT-module M such that
MU = K∗(A) and ψU = α.
Using Lemma 19, take M = N(K0(A),α0)⊕ΣN(K1(A),α1). 
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