We investigate the linear stability of a neural network with distributed delay, where the neurons are identical. We examine the stability of a symmetrical equilibrium point via the analysis of the characteristic equation both when the connection matrix is symmetric and when it is not. We determine a mean delay and distribution independent stability region. We then illustrate a way of improving on this conservative result by approximating the true region of stability when the actual distribution is not known, but some moments or cumulants of the distribution are. Finally, we compare the approximate stability regions with the stability regions in the case of the uniform and gamma distributions. We show that the approximations improve as more moments or cumulants are used, and that the approximations using cumulants give better results than the ones using moments.
Introduction
We consider the following neural network,
a kj f j (v j (t)) + I k (t), k = 1, . . . , n,
popularized by Hopfield [21] , which is a special case of a more general network first studied by Cohen and Grossberg [8] . In this model, v k , C k , and R k denote the voltage, the capacitance, and the resistance of neuron k, respectively. Parameter a kj represents the connection strength (or synaptic weight). The exterior current applied to each neuron k is given by I k . Function f j models the nonlinear element, which has the property of limiting the output of the signal v j . This function [8, 13, 21, 32] is usually taken to be monotonically increasing and differentiable on (−∞, ∞), with f j (0) = 0, f ′ j (x) ≤ f ′ j (0) = γ j for any x ∈ R (where γ j is called the gain of neuron j), and satisfying lim x→±∞ f j (x) = ±1, j = 1, . . . , n.
In many biological and physical models, time delays play an important role. They arise for example due to age structure, gestation, maturation, or for biological neural networks, due to the delay in the propagation of the electrochemical signal among neurons. Artificial neural systems also exhibit time delays due to the propagation of the electric signal between nodes and the signal processing inside the nodes. The model (1) assumes that the communication between two nodes is instantaneous. More realistic models of neural networks should include time delays to represent the dependence on past states of the system. Neural networks with time delays were first studied by Grossberg [15, 17, 18, 16] . Marcus and Westervelt [32] introduced time delays into the model (1) to explain instabilities of equilibria that occurred when implementing this model using real electrical circuits. The resulting model is a system of delay differential equations:
a kj f j (v j (t − τ kj )) + I k (t), k = 1, . . . , n,
where the delay τ kj , represents the time it takes for the signal to travel from neuron j to neuron k.
There is a vast literature of neural networks such those in [15, 17, 18, 16] and the model (2) where the delays are fixed (also called discrete). We will not attempt to review this literature in detail, but refer the reader to some recent papers [22, 39, 47] which contain extensive references to this literature.
As noted above, the time delays in (2) are assumed to be fixed. But many biological and physical events, such as regeneration, recovery period from a disease, or signal conduction, may not take exactly the same time in each instance. Hence the model (2) can be further improved to by including a distribution of delays:
Here the delay u, which denotes the time it takes for the signal to travel from neuron j to neuron k, occurs with some probability given by the kernel g kj (u), which is a probability density function. Since the time delay must be nonnegative in order to make sense physically and biologically, we take ∞ 0 g kj (u) du = 1. Models with distributed delay have been developed mostly in applications to population biology and epidemiology. Examples include the work of Thiel et al. [43] on how distributed delays may abolish complex dynamics present with fixed delays, work on blood cell population models [1, 2, 5] , chemostat models [27, 38, 45, 46] , epidemic models [3] , ecological models [4, 11, 19, 36] , and enzyme kinetics [20] . More examples can be found in the references within these papers. The majority of these studies use specific kernels, usually the gamma distribution or the uniform distribution, although some [3, 4, 5, 11, 36] obtain results for any distribution. More information on the theory of equations with distributed delay and its application to biological models can be found in several monographs [9, 12, 26, 30, 31] .
There are a few papers which have studied neural networks with distributed delays, which we now review. Some papers [29, 37] have analyzed low dimensional (e.g. n = 2) networks with specific kernels (gamma distribution with p = 1 or 2). They study the linear stability of equilibrium points, existence of mean delay induced Hopf bifurcation and stability of the resulting periodic solutions.
The work of Gopalsamy and He [13] investigates the global delay independent region of stability for system (3) , where the kernel g kj is a general gamma distribution. They prove the global asymptotic stability of the unique equilibrium point using a Liapunov functional.
Chen [7] considers the neural network
where h i , i = 1 . . . n, is differentiable, f j , j = 1 . . . n, is Lipschitz, and the kernel g ij is arbitrary. The network (3) is a special case of this model. Using matrix theory and constructing a Liapunov function, he proves the existence, uniqueness and global asymptotic stability of the equilibrium point of (4). Recent work has extended the Lyapunov function/functional approach to study stability in networks with time varying delays [28, 40] , networks with impulses [33] and with stochastic perturbations [42, 44] . The Lyapunov functional approach has also been used to formulate linear matrix inequality (LMI) conditions for stability [35] .
In his Master's Thesis, Grégoire-Lacoste [14] investigates the global stability of an equilibrium of system (3). He also performs local stability analysis to determine the boundary of stability of the equilibrium point for the uniform, exponential, triangular, and gamma distributions. The results are compared to the results of the corresponding system with a fixed delay.
In this paper, we analyze the linear stability of the network (3) when the neurons are identical, where the kernel g represents a general distribution. We determine the delay independent region of stability and try to improve on this conservative result by approximating the boundary of stability using the first few moments or cumulants of a distribution. We are able to also show that as the mean delay τ of the distribution becomes larger and larger, the stability region of the network with a distributed delay is also less conservative than the corresponding system with one fixed delay τ . Hence we are able to partially prove the conjecture that a system with distributions of delays is more stable than the corresponding one with a fixed delay.
We note that the distributed delay model (3) includes the fixed delay case, i.e. model (2) corresponds to setting g kj (u) = δ(u − τ kj ) in (3), where δ is the Dirac distribution. Dividing (3) by C k and assuming that the injected current is constant, we obtain
where
For the rest of the paper, we shall assume that all neurons are identical, hence
. Then the above model is reduced to
This equation possesses a symmetric equilibrium point,
T , if the following equations are satisfied
Given the properties of f , we can always guarantee the existence of such an equilibrium by either adjusting the external inputs for a particular connection matrix, or by adjusting the connection strengths when particular external inputs are applied. In particular, if F k = 0, k = 1, 2, . . . , n the system admits the trivial equilibrium point, v
. Using (7) and expanding f (v j ) into its Taylor series around v j = v * , we obtain the linearization of (6) about v * ,
We next transform the above equation so that the mean delay
appears explicitly. First we note that as τ → 0, then the distribution function g(u) approaches the Dirac distribution δ(u), since g(u) is nonzero on (0, ∞) and thus, as the mean delay approaches 0, the entire weight of the distribution gets compressed closer and closer to u = 0. Hence as τ → 0, we recover the non-delayed model
which is the linearization about the equilibrium point of system (1) with n identical neurons. Having dealt with the case τ = 0, we now restrict to the case τ > 0. Making the change of variables s = t/τ, v = u/τ and defininĝ
where the dot represents the derivative with respect to s. We note that the mean of the new distributionĝ is one. In order to analyze the linear stability of the trivial solution of (10), we compute the characteristic equation associated with the above system. To do so, it is easier to look at the analogous vector form of (10),
where x = (x 1 , . . . , x n ) T and W is an n × n matrix with the (kj) th entry given by w kj . Let z k , k = 1, . . . , n be the eigenvalues of W , then there exists a matrix P such that W = P EP −1 , where E is an upper triangular matrix with z k , k = 1, . . . , n as diagonal elements. With the change of variables x = P y, equation (11) becomeṡ
Substituting y = e λs c and noticing that the coefficient matrix is upper triangular, the characteristic equation becomes,
Since the characteristic equation is a product of the ∆ k (λ)'s, λ is a root of ∆(λ) if and only if it is a root of ∆ k (λ) for some k. Therefore, the linear stability of (10) may be determined by studying the roots of ∆ k (λ), k = 1, . . . , n. In section 2 we will do this by assuming that the connection matrix W is symmetric, i.e. all its eigenvalues z k are real. In section 3, we consider the case when W is not symmetric, i.e. its eigenvalues may be complex.
Connection Matrix with Real Eigenvalues
In this section we assume that the eigenvalues of the connection matrix W are real. We start by describing the delay independent region of stability, which we present in the following subsection. This is a conservative result which is useful in practice when one cannot estimate the delay in a system. And then in the following subsection, we improve on this conservative result by approximating the region of stability using just the some statistical properties of a distribution.
Distribution independent results
In this section we will give one result which is independent of all aspects of the distribution and one which is independent of all aspects save the mean delay. The main results of this section generalize to n dimensions the theorems presented in [6] for the scalar case (i.e., (8) with n = 1). The proofs are very similar to the proofs in [6] , hence we omit them. (6) is locally asymptotically stable if, for each k = 1, . . . , n, either
Theorem 1. Assume that
We note that if all z k , k = 1, . . . , n satisfy the condition in (1), then the equilibrium v * of (6) is locally asymptotically stable for any value of the mean delay τ and for all distributionsĝ(v). We will call this the delay independent stability region. The following result determines a region in the parameter space where the equilibrium point is unstable for any distribution.
Theorem 2.
The equilibrium point v * of (6) is unstable if at least one z k , k = 1, . . . , n, satisfies z k > α/β. The results of Theorems 1 and 2 are illustrated in Figure 1 . The stability region in the shaded area is a conservative result and is independent of the distribution, save the mean delay.
In practice the results of Theorem 1 are useful only if one is able to compute β = f ′ (v * ). This might not be trivial since one has to solve the nonlinear system (7). But since we know that β ≤ f ′ (0) = γ, we can use this to obtain the following corollary to Theorem 1: (6) is locally asymptotically stable if, for each k = 1, . . . , n, either
The results of the above corollary and their comparison to Theorem 1 are presented in Figure 2 . Since β ≤ γ, it is clear that the stability result presented in Corollary 1 is more conservative than the result of Theorem 1, but it might be more useful in practice since one only needs to know the neuron gain, γ = f ′ (0). Theorem 1 gives an approximation to the stability region of the equilibrium point. The exact stability region has a boundary consisting of points in the parameter space where the characteristic equation (12) has roots with zero real part. We now investigate this boundary.
Note that for any distribution, the characteristic equation has a zero root if for at least one k, βz k = α. To further define the boundary of stability, we need to determine where the characteristic equation has a pair of pure imaginary roots, λ = ±iω. We consider the most generic case: suppose that for one k, ∆ k (λ) has a pair of pure imaginary roots, i.e.
Separating this into real and imaginary parts we find
Comparison between the stability results described by Corollary 1 and the ones presented in Theorem 1. The stability region guaranteed by Corollary 1 (the dark gray region) is more conservative than the one guaranteed by Theorem 1 (the light gray region), but it is easier to obtain since it is only dependent on the neuron gain γ.
for all ω > 0 such that C(ω) and S(ω) are nonzero. Equations (15) represent curves in the zτ -plane parameterized by ω. We then choose the curve which is the closest to the τ -axis. If all z k , k = 1, . . . , n lie on or below this curve then the equilibrium point of (10) is stable. Hence the curve described by (15) and closest to the τ -axis forms part of the boundary of stability. We next determine whether the real part of the eigenvalue increases or decreases as we cross the lines in (15) . Taking the derivative of τ in (15) with respect to ω we obtain
Using the definitions in (14), we have
Next we compute the rate of change of the real part of λ with respect to z k . Using (17), we first compute
and
2 is a positive function of ω and we have used that βτ z k = −ω/S(ω) from (15) . Comparing with (16) we see that
Thus whether the number of eigenvalues with positive real part is increasing or decreasing as z k is increased through a point on one of the curves defined by (15) depends on the sign of z k and whether τ is an increasing or decreasing function of ω at the point.
To further characterize the stability region we need to use information from the distribution. In the next subsection we will show how one may find a better approximation to the region of stability than that given by Theorem 1 (shaded area in Figure 1 ) by using more information from the distribution. In subsection 2.3 we will compare the various approximations with the exact stability region determined with full knowledge of the distribution. We note that it is only necessary to consider z k < 0, given the results of Theorems 1 and 2.
Approximating the boundary of the stability region
In practice, we may not know the exact distribution of delays in a system, however, we may be able to determine some statistical properties of the distribution. In the following we show how to approximate the true boundary of stability, using only the first few moments or cumulants of the distribution.
To begin, recall that the moments and cumulants of a distribution can by defined and computed using the momentcumulant generating function
The moments m n and the cumulants κ n are then given by [34] 
We note that, for any distribution, m 0 = φ(0) = 1 and κ 0 = ln φ(0) = 0. Further, the first cumulant is equal to the first moment and represents the mean of a distribution. The second cumulant is equal to the variance of a distribution, and the second moment is the sum of the variance and the square of the mean. In our case κ 1 = m 1 = 1, since the mean of our normalized distributionĝ(v) is one. The higher cumulants can be obtained recursively from the moments using Faá di Bruno's formula [24] ,
and so on. Expanding φ(t) in its Taylor series around t = 0, we have
Similarly, expanding ln φ(t) we obtain
Substituting t = −ω, from (19) , (21) and (22), we obtain
From the definitions of C(ω) and S(ω), we have
From (23) we obtain the following approximations for C(ω) and S(ω) in terms of the moments,
The first two approximations using moments are show in Table 1 . We note that the first approximation using moments, Table 1 : Approximations for C(ω) and S(ω) using moments.
i.e. substituting the values of C(ω) and S(ω) from the first row of Table 1 into (15), recovers the results of Theorem 1, i.e., that the approximate boundary of the stability region is given by
Using (23) again, we can also obtain the following approximations for C(ω) and S(ω) in terms of cumulants,
The first two approximations using cumulants can be seen in Table 2 . We note that the first approximation using Table 2 : Approximations for C(ω) and S(ω) using cumulants.
cumulants recovers the results for the corresponding system with one fixed delay τ (i.e. the linear stability region of the equilibrium point of system (2) with n identical neurons). The stability boundary of the scalar model with one fixed delay is analyzed in [10] . Generalizing their result to the n dimensional model, we obtain the stability boundary for the equilibrium point v * of the system with one fixed delay (2),
Since arccos (α/(βz k )) > 1 for z k < −α/β, from (26) and (29), we can conclude that the the first approximation using cumulants always lies above the first approximation using moments. We also notice that the curve described by (29) has a vertical asymptote at z k = −α/β and thus it never enters the delay independent region of stability, |z k | ≤ α/β described by result (1) of Theorem 1. On the other hand, the first approximation using moments given by (26) has z k = 0 as its vertical asymptote, and does enter the delay independent stability region at
Substituting the values of C(ω) and S(ω) from the second row of Table 2 into (15), we obtain the second approximation using cumulants,
where ω ∈ (π/2, π) in order to obtain the curve closest to the τ -axis. But as seen in (20), the second cumulant represents the variance of a distribution, i.e. κ 2 = σ 2 , where σ is the standard deviation, and thus κ 2 is always nonnegative. Therefore, comparing the above equation to (26), we can also conclude that second approximation using cumulants always lies above first approximation using moments.
In the next two sections we compute several approximations for the uniform and gamma distributions and compare them to the true region of stability.
Verifying the approximations for the uniform distribution
In this section we apply the approximation procedure we derived in the previous section to the uniform distribution, thus determining approximations for the boundary of the region of stability. We will then compare these approximations with the true boundary derived from the characteristic equation. The normalized uniform distribution is given byĝ
elsewhere.
The moments are given by
Using this and the recursive formula in (20) , we compute the first few moments and cumulants for ρ = 1 and ρ = 2, as shown in Table 3 . 
Using (30), we determine the exact form for C(ω) and S(ω), show the first and second approximations using the moments, respectively. The curves depicted by crosses and circles represent the first and second approximation using the cumulants, respectively.
Substituting these into equations (15), we obtain the true boundary of stability in the zτ -plane, as shown by the black solid curve in Figures 3(a) and 3(b) (detail on how these curves are obtained is presented in [6] ). Thus the true region of stability lies between the solid gray line and the solid black curve, where the region of distribution independent stability lies between the solid and dashed gray lines. Substituting the approximations using moments, i.e. equations (25) , into (15) we get approximations to the true boundary of stability depicted as the dotted and dash lines in Figures 3(a) and 3(b). And finally, the first two approximations using cumulants (curves depicted by crosses and circles) in Figures 3(a) and 3(b) are obtained by substituting (27) and (28) into (15).
Verifying the approximations for the gamma distribution
In this section we will apply the approximations to the gamma distribution and compare these approximations with the true boundary of stability derived from the characteristic equation. The normalized gamma distribution is given bŷ
and the n th moment is
Using this and (20), we obtain the first few moments and cumulants for p = 2 and p = 3, which are shown in Table 4 . We here note that for p = 1, the true region of stability is given by the entire plane to the left of the line z k = α/β and that the second approximation using moments and the first two approximations using cumulants recover this true region of stability. Using the identity
, we obtain the exact expression for C(ω) and S(ω), Substituting the exact expressions for C(ω) and S(ω) into equations (15), we obtain the true boundary of stability in the zτ -plane, as shown by the black solid curve in Figures 4(a) for p = 2 and 4(b) for p = 3 (detail on how these curves are obtained is presented in [6] ). Thus the true region of stability lies between the solid gray line and the solid black curve, where the region of distribution independent stability lies between the solid and dashed gray lines. Substituting the approximations using moments, i.e. equations (25) , into (15) we get approximations to the true boundary of stability depicted as the dotted and dash lines in Figures 4(a) and 4(b) . The approximations using cumulants are obtained by substituting (27) and (28) into (15) . In Figures 4(a) and 4(b), the first and second approximations using cumulants are represented by the curves depicted by crosses and circles, respectively. We note that for the uniform distribution ( Figure 3 ) and for the gamma distribution (Figure 4) , the approximations using cumulants give better results than the approximations using moments. This is expected since for the approximations using cumulants, the truncation in the expansion occurs inside the exponential, sine and cosine functions, therefore we expect better numerical results. As a general rule, all approximations improve as more moments or cumulants are added. For all cases, the second approximation using cumulants lies very close to the true boundary of stability. The first approximation using moments enters the distribution independent region in all four cases and the second approximation using moments also enters this region in case of the uniform distribution with ρ = 1. No approximation using cumulants enters the distribution independent region. We also notice that all approximations give good results for large negative values of z k .
Connection Matrix with Complex Eigenvalues
In this section we analyze the stability of the equilibrium point v * of (6), for a general interconnection matrix W . In this case, the eigenvalues of W can be complex, z k = a k + ib k , with a k , b k ∈ R. We will determine conditions on these eigenvalues, in terms of the model parameters α, β and τ , that guarantee that the equilibrium point is locally asymptotically stable or unstable.
With definition of z k above, the characteristic equation (12) becomes
where α, β > 0. To determine the stability region we need to determine conditions such that all roots of (34) have negative real parts.
Theorem 3.
In the limit τ → 0, the equilibrium point v * of (6) is locally asymptotically stable if a k < α/β for k = 1, 2, . . . , n.
Proof. As mentioned in Section 1, when τ → 0, the linearized model with delay (8) approaches the non-delayed linerized model (9) . Now the characteristic equation of (9) is
Thus all roots of the characteristic equation have negative real parts if a k < α/β for k = 1, 2, . . . , n. The result follows. Now consider the case τ > 0. We will study the roots of (34) by considering the roots of each factor, ∆ k (λ). From Section 2, we know that if b k = 0 and |a k | < α/β then all roots of ∆ k (λ) have negative real parts. Further, a standard result [25, 41] indicates that as the coefficients of ∆ k (λ) are varied, the number of roots with positive real parts can only change by a root passing through the imaginary axis. Now λ = 0 is a root of ∆ k (λ) only when a k = α/β and b k = 0. Further, using the definitions of C(ω) and S(ω) in (14), λ = iω is a root of ∆ k (λ) when a k , b k , α, β, τ satisfy the following equation
Separating (35) into the real and imaginary parts we obtain
To analyze these equations we need the following basic properties of C(ω) and S(ω). (14) . Then C(0) = 1, S(0) = 0, C ′ (0) = 0, S ′ (0) = 1 and
Lemma 1. Let C(ω) and S(ω) be defined as in
Proof. The first four results follow directly from the definitions of C(ω) and S(ω) in (14) . For the last result, note that
Similarly,
Adding the two expressions we get
Now we can obtain extensions of result (1) of Theorem 1 and its corollary to the case when the eigenvalues of the connection matrix are complex.
Theorem 4.
The equilibrium point v * of (6) is locally asymptotically stable for any distribution, g, if |z k | < α/β, k = 1, 2, . . . , n.
Proof. Squaring and adding equations (36) and Lemma 1 we obtain a necessary condition on the magnitude of z k for a pure imaginary root of ∆ k (λ) to exist:
Clearly this cannot be satisfied if |z k | < α/β, so the result follows.
Note that this region is the delay independent region of stability of the corresponding model with one fixed delay τ .
Corollary 2. Let γ = f
′ (0). The equilibrium point v * of (6) is locally asymptotically stable for any distribution, g, if |z k | < α/γ, k = 1, 2, . . . , n.
These conditions are easier to check, since they only require knowledge of the neuron gain γ = f ′ (0). To get more precise conditions for stability, we solve for a k and b k from (36),
For fixed α, β and τ , equations (37) and (38) represent a curve in the complex plane parameterized by ω. It is easy to check that this curve has the following properties
• It is symmetric about the b k = 0.
• When ω = 0, it passes through the point (α/β, 0) with infinite slope.
• It lies outside the circle a
Letω be the smallest positive value such that I(ω) = 0. If I(ω) = 0 for ω = 0, then letω = ∞. Then we have the following distribution dependent result.
Theorem 5. Let α, β and τ be fixed. The equilibrium point v * of (6) k = 1, 2, . . . , n the point (a k , b k ) lies inside the curve (R(ω), I(ω) ), ω ∈ [−ω,ω] where R(ω) and I(ω) are defined by (37) - (38) .
is locally asymptotically stable if for each
Proof. From Theorem 4, all roots of ∆ k (λ) have negative real parts if |z k | < α/β. For fixed α, β and τ , this corresponds to the point (a k , b k ) lying inside the circle a If all eigenvalues of the connection matrix lie inside the dark gray disk with boundary |z k | = α/β, then the equilibrium point v * of (10) is stable for any mean delay or any distribution. The actual stability region (the light gray tear drop region) will depend on the particular distribution and the value of the mean delay τ . The region inside the smaller circle of radius α/γ also guarantees stability for any mean delay and any distribution; it is more conservative, but it is easier to obtain, since it only requires knowledge of the neuron gain γ = f ′ (0).
The results of Theorems 4 and 5 are depicted in Figure 5 . As in [32] , we represent the condition given by each theorem by a region in the complex plane such that if all the z k lie inside this region then the condition is satisfied. We will refer this region as the stability region of the equilibrium point v * of (6) . The region to the left of the grey line is the stability region for τ → 0 given by Theorem 3. The distribution independent region of stability (for τ > 0) is shown in dark gray. The larger circle shows the result of Theorem 4 and the smaller one that of Corollary 2. The actual stability region (light grey) described by Theorem 5 encompasses this conservative region. Its shape depends on the particular distribution and the value of the mean delay.
A commonly held belief is that a system with a distribution of delays is more stable than the same system with a fixed delay. The following shows this is true for our system, for large enough mean delay. Theorem 6. In the limit τ → ∞, the stability region of the equilibrium v * of (6) 
with the Dirac distribution (i.e. a fixed delay) lies inside or is the same as the stability region of the equilibrium v
* of (6) with any other distribution.
Proof. From Theorem 5 the stability region of the equilibrium point for any distribution is the region in the complex plane enclosed by the curve (R(ω), I(ω)), ω ∈ [−ω,ω] where R(ω) and I(ω) are defined by (37)- (38) . In the limit at τ → ∞ this curve is given by (R ∞ (ω), I ∞ (ω)), ω ∈ [−ω,ω] where R ∞ (ω) and I ∞ (ω) are defined by
.
Figure 6: (a) As τ increases, the region of stability decreases till it reaches a minimum stability region at τ = τc, represented by the most inner black curve. For τ > τc, the region of stability increases till it reaches a maximum stability region as τ → ∞, depicted by the outer gray curve. Thus if all z k , k = 1, . . . , n, are inside the boundary corresponding to τ = τc, the equilibrium point is stable for any value of the mean delay. (b) For real eigenvalues of the connection matrix, the value of τc corresponds to the maximum on the boundary of stability (i.e. the curve has a vertical slope in the zτ -plane). Thus in the region between the dash black and solid gray curve, the equilibrium is stable for any value of the mean delay.
For the case of a delta distribution, i.e. a fixed delay, the stability region is as defined above, with C(ω) = cos(ω) and S(ω) = sin(ω). As τ → ∞ this region becomes the circle |z| = α/β. The result then follows from the fact that
We note that the behaviour of the stability region as the mean delay τ varies can be quite different for different distributions. As presented in [32] , the size of the region of stability of the model with fixed delay decreases monotonically as τ increases. As τ → ∞, the stability region approaches the delay independent region of stability, |z k | < α/β. For the model with other distributions, we do not necessarily have this uniform convergence as the mean delay becomes larger and larger. For example, for the gamma distribution with p = 2, there exists a particular value of the mean delay, τ = τ c , such that if all eigenvalues of the connection matrix are inside the tear drop region given by
then the equilibrium point is locally asymptotically stable for any value of the mean delay. But unlike the model with fixed delay, the value of τ c is not infinity. This is depicted in Figure 6 (a). As τ increases the region of stability decreases until it reaches a minimum stability region at τ = τ c , represented by the inner most black curve. For τ > τ c , the region of stability increases till it reaches a maximum stability region as τ → ∞, depicted by the outer gray curve. Hence stability can be regained as we increase the mean delay, which cannot be achieved for the model with fixed delay. For real eigenvalues of the connection matrix, the value of τ c corresponds to the maximum of the boundary of stability. As seen in Figure 6 (b), at this maximum, the boundary of stability has a vertical slope (depicted as the dash black line) and if all z k , k = 1, . . . , n, are to the right of this line and less than α/β, then the equilibrium point is stable for any value of the mean delay. If any of the z k 's are located to the left of the vertical line, the stability can be regained for sufficiently large τ . We illustrate our results with an example, where we analyze a three dimensional network with a particular connection matrix. We investigate the stability region of the equilibrium point of the nonlinear model in (6) In the following simulations, we let α = 1 and F k = 0 for k = 1, 2, 3, and τ = 3 (this value of τ is in fact the critical value of the mean delay, i.e. if the three eigenvalues of W are inside the region given by (39) with τ c = 3, then the equilibrium point is stable for any value of the mean delay). We compare the stability region of the equilibrium point of the three dimensional nonlinear model in (6) to the stability region of the equilibrium point of the corresponding model with a fixed delay τ = 3. We let g(u) to represent a gamma distribution with p = 3 and the signal function to be f (v) = tanh(βv). For β = 0.5 the three eigenvalues of the connection matrix lie within the boundary of stability for the distributed delay model (the solid black curve) and also within the boundary of stability for the model with one fixed delay (the curve depicted by crosses), as seen in Figure 7(a) . In this case, the three eigenvalues of W also lie inside the delay and distribution independent region of stability (the gray circle), hence Theorem 4 or Theorem 5 predicts that the equilibria of the model with both distributed and fixed delay are stable. This is seen in Figures 7(b) and (c) , where all neurons converge to the steady state solution.
For β = 1.2 the three eigenvalues of the connection matrix lie within the boundary of stability for the distributed delay model (the solid black curve), but two of them lie outside the boundary of stability for the fixed delay model (the curve depicted by crosses), as seen in Figure 8 (a). Thus Theorem 5 predicts that the equilibrium of the distributed delay model is stable, but cannot predict anything about the stability of the equilibrium of the fixed delay model. Figure 8(b) shows the neurons in the distributed delay model converging to the steady state solution, whereas the neurons in the fixed delay model oscillate, as seen in Figure 8 (c).
For β = 1.5 the three eigenvalues of the connection matrix lie outside both the boundary of stability for the distributed and fixed delay models, as seen in Figure 9 (a). Thus Theorem 5 cannot be applied to predict anything about the stability of the equilibria of the two models. Figures 9(b) and (c) show the three neurons oscillating for both the distributed and fixed delay models.
We note that for β = 1.5, the stability of the equilibrium point of the distributed delay model can be recovered by increasing the mean delay. As τ is increased beyond the critical value τ c = 3, the boundary of the stability region becomes larger and eventually encompasses the three eigenvalues, as seen in Figure 10 (a). When τ = 20, Theorem 5 predicts that the equilibrium of the distributed delay model is stable. On the other hand, for the fixed delay model, as τ becomes larger, the boundary of the stability region becomes becomes smaller and thus the stability of the equilibrium point can never be recovered. Figure 10(b) shows the neurons in the distributed delay model converging to the steady state solution, whereas the neurons in the fixed delay model oscillate, as seen in Figure 10 (c).
We can obtain approximations for the boundary of the stability region, (R(ω), I(ω)) ω ∈ [−ω,ω], by using the approximations for C(ω) and S(ω) derived in subsection 2.2. In the following subsections we compare these approximations with the exact boundary for the uniform and gamma distributions.
Verifying the approximations for the uniform distribution
In this section we plot the true region of stability for the uniform distribution in order to compare it to the approximations using the moments and the cumulants. From (31) we obtain
Substituting this and the exact expression for C(ω) and S(ω) from (31) into (37) and (38) we obtain , the boundary of stability is larger than the one when τ = 3, encompassing the three eigenvalues of W , and hence the stability of the equilibrium point of the distributed delay model is recovered by increasing the delay. For the fixed delay model, the boundary of the stability when τ = 20 is represented by the gray crosses, and for τ = 3 by the black crosses. When τ = 20, the boundary of stability is smaller than the one when τ = 3, thus the stability of the equilibrium point of the fixed delay model is never recovered by increasing the delay. This is confirmed by numerical simulations: when τ = 20, (b) all three neurons in the distributed delay model converge to the steady state solution; (c) all three neurons in the fixed delay model oscillate.
Figure 11: Stability region for the uniform distribution with ρ = 1 and ρ = 2 when τ = 1/2. The true region of stability lies between the solid black black and the real-axis. The dotted and dash curves show the first and second approximations using the moments, respectively. The first and second approximations using cumulants are given by the curves depicted as crosses and circles, respectively. Without delay, the stability region lies to the left of the solid gray line.
The above two equations represents the true boundary of stability in the case of the uniform distribution, and it is represented by the solid black line in Figure 11 (a) for ρ = 1, and in Figure 11 (b) for ρ = 2.
Substituting (25) into (37) and (38), we obtain the approximate stability boundary using the moments of the uniform distribution. In Figure 11 , the first and second approximations using the moments are represented by the dotted and dash curves, respectively. Substituting (27) and (28) into (37) and (38), we obtain the approximate boundaries of stability using cumulants. The first and second approximations using cumulants are seen in Figure 11 as the curves depicted by crosses and circles, respectively.
Figure 12: Stability region for the gamma distribution with p = 2 and p = 3 when τ = 1/2. The true region of stability lies between the solid black black and the real-axis. The dotted and dash curves show the first and second approximations using the moments, respectively. The first and second approximations using cumulants are given by the curves depicted as crosses and circles, respectively. Without delay, the stability region lies to the left of the solid gray line.
We note that for both the uniform and gamma cases, the approximations improve as more moments or cumulants are added, and that the second approximation using cumulants lies very close to the true boundary of stability. We again notice that the approximations using cumulants give better results than the ones using moments. In Figure 13 we plot the true boundary of stability (for the uniform distribution with ρ = 1) for different values of τ . In contrast with Figure 6 which plots the stability region for the gamma distribution for different values of τ , we can see that for the uniform distribution, the true stability region and the approximations of the stability region decrease as the mean delay τ increases. In Figure 13 (a) we show a comparison between the true region of stability and the first approximations using moments and how they behave as τ increases. In Figure 13 (b) we compare the true region of stability and the first approximations using cumulants for different values of τ . It is again confirmed that the approximations using cumulants give better results. We note again that the first approximation using cumulants recovers the stability results of the corresponding model with fixed delay τ . Hence in Figure 13 (b) also shows a comparison between the stability regions of the distributed and fixed delay models for different values of τ .
Conclusions
In this paper, we investigated the linear stability of the n dimensional neural network with identical neurons via the analysis of the characteristic equation. When the connection matrix is symmetric, we showed that the conditions for stability are just the generalization to n dimensions of the results in [6] . When the connection matrix is not necessarily symmetric, its eigenvalues z k may be complex and we formulated conditions on z k for the linear stability of the equilibrium point of (10). Our main results are outlined below.
We obtained several distribution independent results. For the case of a symmetric connection matrix, we obtained a conservative region of stability which is independent of the properties of the distribution save the mean delay, and guarantees the linear stability of the equilibrium point of (10) . For the case of a general connection matrix, we determined the region of stability as τ → 0 for any distribution, and showed that in the limit τ → ∞, the region of stability of the distributed delay model is always greater or equal to the region of stability of the fixed delay model. We also obtained a conservative region of stability for any value of the mean delay and for any distribution, which coincides with the delay independent region of stability for the fixed delay model. The stability region for the uniform distribution with ρ = 1 for different values of τ is compared to the first approximation using moments in (a) and to the first approximation using cumulants in (b). Without delay, the stability region lies to the left of the black line z k = α/β. The true boundary of stability is depicted as the thin gray line, the thick gray line, the thick black line, and the thin black line for τ = 0.05, τ = 0.2, τ = 0.5, and τ = 100, respectively. The first approximations using moments or cumulants are shown as gray circles, gray dash line, black circles, and black dotted line for τ = 0.05, τ = 0.2, τ = 0.5, and τ = 100, respectively.
Our distribution independent results compare favorably with others found in the literature. To see this, we compare our mean independent stability result described by Theorem 4 with an equivalent result obtained in [13] using Liapunov functionals. In their paper, without assuming that the connection matrix is symmetric or that neurons are identical, Gopalsamy and He find sufficient conditions that guarantee the existence and stability of a global attractor for systems of the form (3) and (5) 
where ||W || ∞ represents the maximum row sum matrix norm of W . Whereas, our conservative mean delay and distribution independent stability region given by Theorem 4 is
where ρ(W ) is called the spectral radius of W . But by Theorem 5.6.9 from [23] we have that ||W || ∞ ≤ ρ(W ) for any matrix W . Therefore the stability result using Liapunov functionals from [13] always gives a stronger, but more conservative result than our result in Theorem 4. We illustrate this through our example presented in Section 3. In this case, ||W || ∞ ≈ 2 and ρ(W ) ≈ 1. Using (40) we cannot conclude anything about the stability of the equilibrium point for values of β greater than 0.5. Whereas our most conservative result guarantees stability for β < 1. Our distribution independent results are all conservative estimates of the true stability region, thus we gave a general formulation for this boundary region. See equation (15) for the symmetric connection matrix case and Theorem 5 for the general connection matrix case. Using examples, we showed that the variation of boundary of the stability region as the mean delay varies can be quite different for different distributions. There exists a particular value of the mean delay τ = τ c , such that if all eigenvalues of the connection matrix are inside the boundary of stability with τ = τ c , then the equilibrium point is stable, but unlike the fixed delay model, the value of τ c is not necessarily infinity for other distributions.
Finally, for both symmetric and general connection matrix, we showed how the boundary of the region of stability can be approximated using the first few moments or cumulants of the distribution. The first approximation using cumulants always recovers the results of the corresponding model with one fixed delay. The approximations give good results when compared to the true region of stability of the equilibrium point of the uniform and gamma distributed models. We found that the approximations using cumulants always give better results than the approximations using moments, and that the approximations improve as more cumulants or moments are added.
