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Abstract
A stage-structured predator–prey system with delays for prey and predator, respectively, is proposed and analyzed. Mathematical
analysis of the model equations with regard to boundedness of solutions, permanence and stability are analyzed. Some sufﬁcient
conditionswhich guarantee the permanence of the systemand the global asymptotic stability of the boundary andpositive equilibrium,
respectively, are obtained.
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1. Introduction
In recent years, some mathematical models of stage-structured population growth have appeared in the literature,
which consist of immature and mature individuals (see [5–7]). This seems reasonable for a number of mammals while
they proceed from birth to death. In [1], Aiello and Freedman proposed and investigated a single species growth model
incorporating stage structure as a reasonable generalization of logistic model. This model assumed an average age
to mature which appeared as a constant time delay reﬂecting a delayed birth of immatures and a reduced survival of
immatures to their maturity. The model takes on the following form:
x˙1(t) = x2(t) − x1(t) − e−x2(t − ),
x˙2(t) = e−x2(t − ) − x22 (t), (1)
where x1(t) and x2(t) are density of the immature and the mature population, respectively. The parameters > 0, > 0
are the mature populations’ birth rate, death and overcrowding rate, respectively.  is the time to maturity. > 0 is the
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immature death rate, The term e−x2(t − ) represents the immature who was born at time t −  (i.e., x2(t − ))
and survives at the time t (with the immature death rate ) and therefore represents the transformation of immature
to mature. The pioneering work of Aiello and Freedman [1] on a single species growth model with stage structure
represents a mathematically more careful and biologically meaningful formulation approach. This work received much
attention in the literature in recent year. Freedman and Wu [2,4], Kuang and So [9], and Brauer and Ma [3] have
analyzed in mathematic the single species models with stage structure. Recently, Wang and Chen [13] and Magnusson
[10] considered predator–prey models with a stage structure for the predator on the dynamics of predator–prey models.
But the above models ignored the duration time of immature predators. In [15], Wang et al. proposed and investigated
a stage-structured ratio-dependent predator–prey model to analyze the inﬂuence of the duration time of immature
predator on the global dynamics of predator–prey system and obtained the sufﬁcient conditions for the permanence
and global stability of a positive equilibrium of the proposed model.
Motivated by the works of Aiello and Freedman [1], Wang et al. [15], Song and Chen [12], in this paper, we modify
system (1) to account for the effects of stage structure for predator and time delay due to negative feedback of prey on
the global dynamics of predator–prey model. Hence, we consider the following model:
x˙(t) = x(t)(r − ax(t − 1) − by(t)),
y˙(t) = e−2y(t − 2)x(t − 2) − vy(t) − y2(t),
y˙j (t) = x(t)y(t) − e−2y(t − 2)x(t − 2) − yj (t), (2)
where x(t) is the density of prey at time t, y(t), yj (t) are the densities of mature predator and immature predator at time
t, respectively. The parameters r, a, b, , , , v and 1, 2 are positive constants. r represents the intrinsic growth
rate of the prey. a is the density-dependent coefﬁcient of the prey, b is the capturing rate of mature predators.  is
conversion rate. 1(0) denotes the delay due to the negative feedback of the prey species. 1 and 2 > 0 are constant
delays. The term e−2x(t − 2)y(t − 2) stands for the number of the immature who were born at time t − 2 which
still survive at the time t and are transferred from the immature stage to the mature stage at time t. v and  are the
mature predators’ death and intraspeciﬁc competition coefﬁcients, respectively.
In addition, we assume that immature predators suffer a mortality rate of  (the through-stage death rate ) and take
2 units of time to mature and do not feed on prey and do not have the ability to reproduce.
The initial conditions for system (2) takes the form of
x() = ()0, y() = 1()0, yj () = 2()0,  ∈ [−, 0],
(0)> 0, i (0)> 0, i = 1, 2, (3)
where = max{1, 2}, 	= ((),1(),2()) ∈ ([−, 0), R3+).
Note that the third equation of system (2) can be rewritten as
yj (t) =
∫ 0
−2
esx(t + s)y(t + s) ds, (4)
from which we see that
yj (0) =
∫ 0
−2
es(s)1(s) ds. (5)
This suggests that the dynamics of model (2) is completely determined by its ﬁrst two equations. Therefore, in the rest
of this paper, we will consider the following model:
x˙(t) = x(t)(r − ax(t − 1) − by(t)),
y˙(t) = e−2x(t − 2)y(t − 2) − vy(t) − y2(t), (6)
with initial conditions
x() = (), y() = 1()
are nonnegative continuous functions on  ∈ [−, 0), respectively and x()> 0, y()> 0.
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Theorganization of this paper is as follows: in Section 2,weobtain sufﬁcient conditions that guarantee the permanence
of the model. Our results show that the duration units of time for the immature predators and the negative feedback
of the prey play an important role in determining the permanence of the populations. In Section 3, by constructing
Lyapunov functional, sufﬁcient conditions for the local stability of a positive equilibrium of (6) are obtained. In Section
4, we discuss the global stability of the boundary equilibrium and the positive equilibrium of system (6), respectively.
Finally, we conclude with brief remark.
2. Permanence of the system
In this section, we shall present some preliminary results, including the positivity and boundedness of solutions and
permanence for system (6).
Lemma 1. Let x(), y()0, on −< 0, and x(0), y(0)> 0. Then solutions of system (6) are positive for all t0.
Proof. We ﬁrst show y(t)> 0, for all t > 0. Noting that
y˙(t) − vy(t) − y2(t) on 0 t2. (7)
Now consider the equation
u˙(t) = −vu(t) − u2(t), u(0) = y(0)> 0.
By comparison, we have y(t)u(t) on 0 t2. Therefore, y(t)> 0 for all t ∈ [0, 2]. By induction [1], we can show
that y(t)> 0 for all t0. By the ﬁrst equation of system (6), we obtain
x(t) = x(0) exp
{∫ t
0
[r − ax(s − 1) − by(s)] ds
}
> 0 for t0.
The proof is complete. 
In some of the subsequent analysis, we shall need the following results.
Lemma 2 (Song and Chen [12]). Consider the following equation:
x˙(t) = ax(t − ) − bx(t) − cx2(t),
where a, b, c, > 0; x(t)> 0, for − t0. We have
(i) If a >b, then limt→∞ x(t) = (a − b)/c.
(ii) If a <b, then limx→∞ x(t) = 0.
Lemma 3. Let x(), y()0 on −< 0, and x(0), y(0)> 0. Suppose (H1): r exp(r1 − 2)> av hold, then any
positive solutions (x(t), y(t)) of system (6) with initial conditions, there exists a T > 0 such that
0<x(t)M1, 0<y(t)M2 for tT , (8)
where
M1 = r
a
er1 , M2 >M
∗
2 =
r exp(r1 − 2) − av
a
. (9)
Proof. Suppose z(t) = (x(t), y(t)) is positive solution of system (6) with initial conditions. According to the ﬁrst
equation of system (6), it follows from the positivity of the solution that
dx(t)
dt
x(t)(r − ax(t − 1)).
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By similar arguments to those in the proof of Lemma 2.1 of paper [14], we see that there is T1 > 0 such that
x(t) r
a
er1
def= M1 for tT1. (10)
It follows from (10) and the second equation of system (6) that for t > T1 + 2,
dy(t)
dt
e−2M1y(t − 2) − vy(t) − y2(t).
We consider the following equation:
du(t)
dt
= e−2M1u(t − 2) − vu(t) − u2(t).
satisfying u(0) = y(0), since r exp(r1 − 2)> av, by Lemma 2, we have
lim
t→+∞ u(t) =
M1e−2 − v

def= M∗2 .
By comparison, there exist an M2 >M∗2 , and a T >T1 + 2 such that y(t)M2 for t > T . The proof is complete. 
Theorem 1. Suppose (H2):
(i) av
r
< er1−2 <(abv + ar)/br;
(ii) (r+bv)> av−1 exp{(2+r1 exp(r1)+ba−1−1r1 exp(r1−2)−r1−bv−11}+ba−1r exp(r1−
2)
hold. Then system (6) is permanent.
Proof. Suppose z(t) = (x(t), y(t)) is a positive solution of system (6) with initial conditions. According to the ﬁrst
equation of system (6), if (H1) holds, then we have for tT ,
dx(t)
dt
x(t)[r − ax(t − 1) − bM2]. (11)
Noting that if (H2) holds, then r − bM∗2 > 0, Thus, M2 can be chosen to sufﬁciently close to M∗2 such that r > bM2,
similar to the proof of Theorem 2.1 of [17], we see that T1 >T such that for t > T1
x(t) r − bM2
a
exp{(r − aM1 − bM2)1} def= m1. (12)
From (12) and the second equation of (6), we obtain that for t > T1 + 2
dy(t)
dt
e−2m1y(t − 2) − vy(t) − y2(t). (13)
Consider the following equation:
du(t)
dt
= e−2m1u(t − 2) − vu(t) − u2(t) satisfying u(0) = y(0).
If (ii) in (H2) holds, by Lemma 2, we can obtain
lim
t→+∞ u(t) =
e−2m1 − v

def= m∗2
By comparison, there exist an m2, 0<m2 <m∗2 and a T2 >T1 such that y(t)>m2 for tT2.
We now denote D={(x, y)|m1xM1, m2yM2}, then D is a bounded compact region in R2+, from what has
been discussed above, we obtain that there exists a T ∗ >T , if t > T ∗, then every positive solution of system (6) with
initial conditions eventually enters and remains in the region D. The proof is complete. 
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3. Local stability
In this section, by constructing Lyapunov functionals, we shall establish sufﬁcient conditions for the local asymptotic
stability of positive equilibrium of (6). If re−2 >av, then system (6) has an unique positive equilibrium, say
E∗(x∗, y∗), where
x∗ = r + bv
a + be−2 , y
∗ = re
−2 − av
a + be−2 .
Theorem 2. Assume that
re−2 >av,
2a >x∗[a(2a + b)1 + b(a + e−2)2],
2> e−2x∗
[
a1 +
(
a + 2b + e−2 + 4v
y∗
+ 6
)
2
]
. (14)
Then the positive equilibrium (x∗, y∗) of (6) is locally asymptotically stable.
Proof. Linearizing system (6) at E∗(x∗, y∗), we obtain
x˙(t) = −ax∗x(t − 1) − bx∗y(t),
y˙(t) = e−2y∗x(t − 2) + e−2x∗y(t − 2) − vy(t) − 2y∗y(t). (15)
Noting that the ﬁrst equation of (15) can be rewritten as
x˙(t) = − ax∗x(t) + ax∗
∫ t
t−1
x˙(s) ds − bx∗y(t)
= − ax∗x(t) − a2(x∗)2
∫ t
t−1
x(s − 1) ds − bx∗y(t) − ab(x∗)2
∫ t
t−1
y(s) ds.
Deﬁne Lyapunov functional V1(t) by
V1(t) = x2(t) + a(x∗)2
∫ t
t−1
∫ t
s
[ax2(− 1) + by2()] d ds + a2(x∗)21
∫ t
t−1
x2(s) ds.
Calculating the derivation of V1(t) along the solution of (15) and using the inequality a2 + b22ab, we obtain
dV1(t)
dt
[a(2a + b)(x∗)21 − 2ax∗]x2(t) − 2bx∗x(t)y(t) + ab(x∗)21y2(t). (16)
Similarly, the second equation of (15) can be rewritten as
y˙(t) = − 2y∗y(t) + e−2y∗x(t) − e−2y∗
∫ t
t−2
x˙(u) du − e−2x∗
∫ t
t−2
y˙(u) du
= − 2y∗y(t) + e−2y∗x(t) + e−2x∗y∗
∫ t
t−2
[ax(u − 1) + by(u)] du
− e−2x∗
∫ t
t−2
[e−2y∗x(u − 2) + e−2x∗y(u − 2) − (v + 2y∗)y(u)] du.
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Deﬁne Lyapunov functional V2(t) by
V2(t) = y2(t) + e−2x∗y∗
∫ t
t−2
∫ t
s
[ax2(− 1) + by2()] d ds
+ e−2x∗
∫ t
t−2
∫ t
s
[e−2y∗x2(− 2) + e−2x∗y2(− 2) + (v + 2y∗)y2()] d ds
+ ae−2x∗y∗2
∫ t
t−1
x2() d+ 2e−22x∗2
∫ t
t−2
[y∗x2() + x∗y2()] d. (17)
Similar to the above argument, it follows that from (17) that we have
dV2(t)
dt
[−2y∗ + e−2x∗y∗(a + 2b)2 + e−2x∗(e−2y∗ + 4v + 6y∗)2]y2(t)
+ 2e−2y∗x(t)y(t) + e−2x∗y∗(e−2 + a)x2(t). (18)
Set V (t) = (e−2y∗/bx∗)V1(t) + V2(t). Then it follows from (16) and (18) that
dV (t)
dt
 − e
−2y∗
b
{2a − x∗[a(2a + b)1 + b(a + e−2)2]}x2(t)
− y∗
{
2− e−2x∗
[
a1 +
(
a + 2b + e−2 + 4v
y∗
+ 6
)
2
]}
y2(t).
According to the Lyapunov theorem (see [8, Theorem 5.1, p. 27]), it follows from (14) that trivial solution of (15) is
uniformly asymptotically stable. Accordingly, the positive equilibrium E∗ of system (6) is local asymptotic stability
(see [8, Theorem 4.2, p. 26]). The proof is complete. 
Remark 1. From the proof of theorem 2 , it is easy to obtain that the positive equilibrium of the “instantaneous” (when
1 = 0, 2 = 0) system (6) is locally asymptotically stable. Then the local asymptotic stability of positive equilibrium
of the delayed model (6) is preserved for small 1 and 2 satisfying (14).
4. Global stability
The objective of this section is to formulate the global stability of the boundary equilibrium (x, y) = (r/a, 0) and
the positive equilibrium E∗(x∗, y∗) of system (6). The method of the latter proof is to construct a suitable Lyapunov
functional for system (6).
Theorem 3. Assume that re−2av and r13/2. Then solutions of system (6) satisfy x(t) → r/a, y(t) → 0 as
t → +∞.
Proof. Let z(t) = (x(t), y(t)) is a solution of system (6) with initial conditions. We consider ﬁrst the case when
re−2 <av. Then there 
> 0 (
 is sufﬁcient small) such that e−2(r/a + 
)< v. Since r13/2, it follows from
paper [16] that x(t) → r/a, as t → +∞. Therefore, there exists T
> 0 such that x(t)< r/a + 
 for all tT
. Then
for tT + 2,
dy(t)
dt
= e−2y(t − 2)x(t − 2) − vy(t) − y2(t)
e−2y(t − 2)(r/a + 
) − vy(t) − y2(t). (19)
By comparison, y(t) is bounded above by the solution u(t) of
u˙(t) = e−2(r/a + 
)u(t − 2) − vu(t) − u2(t) satisfying u(0) = y(0).
Since e−2(r/a + 
)< v, Lemma 2 yields that u(t) → 0. Hence y(t) → 0.
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Next, we shall consider the case when re−2 = av. If x(t) is nonoscillatory, then x(t)> r/a or x(t)< r/a for
t t0 > 0. Assume ﬁrst that x(t)> r/a for t t0 then x˙(t)< 0 for t > t0 + 1, from dx/dtx(t)(r − ax(t − 1)). This
implies (i) x(t) → r/a when x(t)> r/a for t > t0 + 1. When x(t)< r/a , for t > t0 + 1, we conclude x(t) must stay
strictly below r/a for all subsequent time (x(t) cannot even touch r/a again, otherwise, we have to have x˙(t)= 0, this
is impossible). This implies (ii) there exists a T such that x(t)< r/a for all t > T .
Consider case (i), integrating the equation for x in system (6), we have
x(t) − x(0) =
∫ t
0
x(s)(r − ax(s − 1)) ds −
∫ t
0
y(s)x(s) ds

∫ t
0
x(s)(r − ax(s − 1)) ds − r
a
∫ t
0
y(s) ds.
Since x(t − 1)> r/a for all t > 0, therefore
r
a
∫ t
0
y(s) ds
∫ t
0
x(s)(r − ax(s − 1)) ds + x(0) − x(t)x(0).
Letting t → +∞, we have y(s) ∈ L1(0,+∞), therefore y(t) → 0.
Consider case (ii), x(t)< r/a for all t > T and therefore, for t > T + 2, we have
dy
dt
= e−2x(t − 2)y(t − 2) − vy(t) − y2(t)
e−2y(t − 2) r
a
− vy(t) − y2(t)
= vy(t − 2) − vy(t) − y2(t)
Let
V (t) = y2(t) + v
∫ t
t−2
y2(s) ds. (20)
Then
dV (t)
dt
2vy(t)y(t − 2) − vy2(t) − vy2(t − 2) − 2y3(t) − v(y(t) − y(t − 2))2.
Therefore, a direct application of well-known Lyapunov–Lasalle type theorem [8, Theorem 2.5.3, p. 30] shows that
y(t) → 0.Now suppose x(t) is oscillatory. Let x(t¯) be a localmaximumof x(t) then 0=dx(t)/dtx(t)(r−ax(t¯−1)),
which implies there exists T such that x(t¯) < r/a, for t¯ > T + 1. Hence, by similar argument, we have y(t) → 0. 
Our last theorem of this section shows that under some conditions, the positive equilibrium E∗(x∗, y∗) of system
(6) is globally asymptotically stable. Our method involves constructing suitable Lyapunov functionals.
Theorem 4. In addition to (H1), assume further that (H3):
a >abM11 + M2e−2 , 2am2 >b2 + M2e−2 + a2bM11.
The positive equilibrium E∗(x∗, y∗) of system (6) is globally asymptotically stable.
Proof. To transform the equilibrium E∗(x∗, y∗) to the origin, we shall introduce u and  deﬁned by
x = x∗ + u, y = y∗ + .
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The system (6) becomes
u˙(t) = (x∗ + u)
{
(−au − b) + a
∫ t
t−1
(x∗ + u(s))[−au(s − 1) − b] ds
}
,
˙(t) = e−2{(t − 2)u(t − 2) + y∗u(t − 2) + (t − 2)x∗} − v− 2y∗− 2. (21)
Set
V (u,) = u − x∗ ln
(
u + x∗
x∗
)
+ 1
2
2.
Calculating the derivation V (t) along solutions of (21), it follows that
dV (t)
dt
= − au2 − bu+ ua
∫ t
t−1
(x∗ + u(s))[−au(s − 1) − b] ds
+ e−2(t)(t − 2)u(t − 2) + e−2y∗(t)u(t − 2)
+ e−2x∗(t)(t − 2) − v2 − 2y∗2 − 2(y(t) − y∗).
By using the inequality such as ab 12 (a2 + b2), we obtain
dV (t)
dt
 − au2 + b
2
Au2 + au
2
2
∫ t
t−1
(a + b)x(s) ds + a
2
∫ t
t−1
x(s)[au2(s − 1) + b2] ds
− 2
[
v + y∗ + y(t) − b
2A
]
+ e−2(t)u(t − 2)y(t − 2)
+ e
−2
2
x∗
[
B(t) + 
2(t − 2)
B
]
,
where parameter A, B, C are to chosen to our advantage later. As part of the proof of Lemma 3 and Theorem 1, for all
t sufﬁcient large, we have
x(t) and x(t − 1) r
a
er1M1, (22)
y(t) and y(t − 2)M2, (23)
and also
u(t − 2)(t) 12C
2(t) + u
2(t − 2)
C
,
and by (22), (23), we obtain, after some algebra,
dV (t)
dt
 − u2
[
a − b
2
A − a
2
(a + b)1M1
]
+ 1
2
aM1
∫ t
t−1
[au2(s − 1) + b2(s)] ds
− 2
[
v + y∗ + y(t) − b
2A
− 1
2
Be−2x∗ − 1
2
Ce−2M2
]
+ 1
2C
e−2M2u2(t − 2) + 12B e
−2x∗2(t − 2).
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Set
U(t) = V (t) + 1
2
aM1
∫ t
t−1
∫ t
s
[au2(− 1) + b2()] d ds
+ 1
2C
e−2M2
∫ t
t−2
u2(s) ds + 1
2B
e−2x∗
∫ t
t−2
2(s) ds
+ 1
2
a21M1
∫ t
t−1
u2(s) ds
then
U˙ (t) − u2(s)
[
a − bA
2
− a(a + b)
2
1M1 − 12a
2M11 − 12C e
−2M2
]
− 2
[
v + y∗ + y(t) − b
2A
− 1
2
Be−2x∗ − 1
2
Ce−2M2
−1
2
aM1b1 − 12B e
−2x∗
]
.
Now we choose B = 1, C = 1, A = a/b, v + y∗ = e−2x∗, y(t)>m2, then we obtain
U˙ (t) −
[
a
2
− abM11
2
− 1
2
M2e
−2
]
u2(t)
−
[
m2 − b
2
2a
− 1
2
M2e
−2 − 1
2
abM11
]
2(t)
< 0.
By assumption (H3)wecan conclude from theLyapunovTheorem (see [8,Corollary 5.2]) that the positive equilibrium
E∗(x∗, y∗) of system is globally asymptotically stable. The proof is complete. 
Finally, we give an example to illustrate the feasibility of our main results.
Example. Consider the following delayed predator–prey model:
x˙(t) = x(t)(10 − 10x(t − 0.1) − y(t)),
y˙(t) = 1.104x(t − 10)y(t − 10) − 0.1y(t) − 10y2(t).
It is easy to verify that conditions (H1) and (H2) and (H3) in Theorems 1 and 4 hold. So by Theorem 1, we obtain
that system (6) is permanent. By Theorem 4 , we get the unique equilibrium point (0.9901, 0.0992) which is globally
asymptotically stable.
Remark 2. In [11], a time-delay model for prey–predator growth with stage structure in form of
x˙(t) = x(t)[r1 − a11x(t) − a13Y (t)],
y˙(t) = −r2y(t) + a31x(t)Y (t) − a31e−r2x(t − )Y (t − ),
Y˙ (t) = −r3Y 2(t) + a31e−r2x(t − )Y (t − ) (24)
was studied. Here x(t) is the density of prey, and y(t) and Y (t) represent, respectively, the immature and the mature
predator populations densities. The author obtained the conditions for stability and global attractivity of system. There
are two theorems about system (24) as follows:
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Theorem A. The interior equilibrium (x∗, y∗, Y ∗) of (24) is locally asymptotically stable for all > 0 if 3a11r3a13a31
holds.
Theorem B. All solutions of (24) tend to the interior equilibrium (x∗, y∗, Y ∗) as t → +∞ if a11r3 >a13a31e−r2
holds.
Corollary. Suppose that ¯ is a positive value determined by a11r3 = a13a31e−r2 ¯ Then, the interior equilibrium
(x∗, y∗, Y ∗) of (24) is globally asymptotically stable for > ¯ if 3a11r3a13a31 holds.
If we assume that 1 = 0, v = 0 in system (6), system (6) becomes system (24) at this time. Further observing that
two conditions of Theorem 1 in system (6) with 1 = 0, v = 0 are identical to the condition of Theorem B in system
(24). On the other hand, we also observed some conditions for stability which are different from those of system (24)
because here we construct suitable Lyapunov functionals while the authors of system (24) analyzed the characteristic
equation of system.
Remark 3. In this paper, based on the work of Aiello and Freed man [1], we proposed and discussed a predator–prey
model with stage structure for the predator and delay due to the negative feedback of the prey. Our result shows that
the duration units of time for the immature predators and the negative feedback of the prey play an important role in
determining the permanence of the species. Our result Theorem 1 shows that the system are permanent provided that
(H2) holds true, i.e., 1 and 2 are enough small to satisfy (H2), the system is permanent. If 2 increases large enough,
the adult predator perhaps leads to its annihilation. Theorem 3 shows that the enlargement of adult’s predator time
delay can directly result in its elimination if the intrinsic growth rate r and the delay 1 of the negative feedback of the
prey satisfying r1 < 32 . This, in turn, shows that delay 2 cannot increase large enough, of course, the other parameters
play a role in determining the permanence and stability of the system.
By constructing suitable Lyapunov functionals, sufﬁcient conditions are obtained for both the local and global
stability of the positive equilibrium of system (6). By Theorems 2 and 4, we can make sure that the positive equilibrium
of system (6) will be local and global asymptotic stability, respectively, provided that delays 1 and 2 are sufﬁciently
small.
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