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résumé et mots clés
Dans le cadre du déploiement des réseaux cellulaires de radiocommunication, il est nécessaire de prédire la zone
de couverture des émetteurs. Pour un site d'émission, la technique classique consiste à appliquer un modèle de
propagation des ondes électromagnétiques en différentes positions définies selon un pas spatial constant.
Toutefois, cette méthode conduit à un temps de calcul très important voire prohibitif dans des environnements
géographiques complexes. Des approches existent pour réduire le temps de calcul ; elles consistent à simplifier la
complexité du modèle de propagation utilisé. La démarche proposée dans cet article est complémentaire. En effet,
elle est indépendante du modèle et porte sur la réduction du nombre de points d'application de ce modèle. La
méthode présentée s'appuie sur une hypothèse dont la vérification nécessite la segmentation de signaux mesu-
rés par un récepteur mobile et un logiciel d'analyse électromagnétique de l'environnement de mesures. Ainsi, l'ob-
jectif est de segmenter le signal reçu en intervalles correspondant à des combinaisons particulières de phéno-
mènes physiques. Pour cela, une représentation proposée par Mallat et Zhong appelée « représentation en maxi-
ma d'ondelettes » est étudiée. Cette décomposition permet l'étude des dérivées d'une fonction à différentes
échelles. Nous proposons une méthode de segmentation de signaux basée sur le chaînage des maxima à travers
les échelles. Ce chaînage permet de sélectionner les discontinuités les plus importantes du signal et ainsi de le seg-
menter.
Radiocommunication, maxima d'ondelettes, chaînage, segmentation, signaux mesurés, prédiction de zones de
couverture.
abstract and key words
Within the framework of a research on cellular networks of radio communication, it is essential to be able to pre-
dict the area which would be covered by transmitters. To study a transmitter, the standard method consists in
applying an electromagnetic wave propagation model to various positions defined according to a constant spatial
step. Yet, that method leads to a considerable computation time which might become unexploitable in complex
1. introduction
Ces dernières années ont connu un développement rapide et
considérable du marché et des systèmes de radiocommunication
avec les mobiles. Le nombre d’utilisateurs sans cesse croissant a
rendu urgent la nécessité d’assurer une couverture radioélec-
trique de bonne qualité. Pour cela, il a fallu mettre au point des
modèles capables de prédire avec précision la zone de couvertu-
re radioélectrique des différents émetteurs placés en des points
stratégiques [11] lors du déploiement d’un réseau.
Par définition, la zone de couverture radioélectrique d’un émet-
teur est la zone géographique où les signaux radioélectriques
reçus, provenant de l’émetteur, ont une amplitude moyenne
supérieure à un seuil lié à une qualité de communication accep-
table [4].
Pour l’étude d’un site géographique, la technique classique de cal-
cul de la zone de couverture d’un émetteur consiste à appliquer un
modèle de propagation vectoriel [1] [2] ou scalaire [6] des ondes
électromagnétiques en différentes positions définies selon un pas
spatial constant. Ce pas est généralement de quelques mètres en
milieu urbain [9]. Toutefois, cette méthode conduit à un temps de
calcul très important voire prohibitif dans des environnements
géographiques complexes [10]. Des approches existent pour
réduire le temps de calcul ; elles consistent à simplifier la com-
plexité du modèle de propagation utilisé [7] [20].
Notre démarche est différente et complémentaire des approches
précédentes. En effet, elle est indépendante du modèle de pro-
pagation et cherche à réduire le nombre de points d’application
du modèle considéré.
L’objectif de ce travail est ainsi de contribuer à l’optimisation du
temps de calcul nécessaire à la prédiction d’une zone de cou-
verture. Plus précisément, l’étude de faisabilité d’une méthode
reposant sur l’application d’un modèle de propagation quel-
conque en un nombre minimum de points est présentée.
La méthode présentée s’appuie sur l’hypothèse suivante : la
zone géographique étudiée peut être considérée spatialement
comme une partition induite par divers phénomènes électroma-
gnétiques de propagation des ondes. Chaque élément de la par-
tition se caractérise par une variation homogène des signaux qui
y sont mesurés, cette variation étant due à une combinaison de
phénomènes électromagnétiques subis par les ondes.
Cette hypothèse, présentée dans le paragraphe 2, permet d’ap-
pliquer un modèle de propagation sur quelques points seulement
de l’élément et d’extrapoler le résultat à l’élément tout entier.
Une réduction importante du temps de calcul peut alors être
obtenue pour la prédiction de la zone de couverture.
Pour vérifier cette hypothèse et ainsi pouvoir appliquer notre
méthode d’optimisation, il est nécessaire de disposer de deux
outils. Le premier est un outil de segmentation pour détecter des
changements de comportements des signaux mesurés par un
récepteur mobile. Cette segmentation est réalisée par un algo-
rithme présenté dans le paragraphe 3. Le deuxième outil doit
permettre d’identifier les différentes régions de la zone géogra-
phique étudiée qui présentent les mêmes mécanismes de propa-
gation subies par les ondes. Cette tâche est effectuée par un logi-
ciel d’analyse électromagnétique et présenté rapidement dans le
paragraphe 4.
Le processus permettant de vérifier notre hypothèse est ensuite
décrit dans ce même paragraphe en s’appuyant sur deux
exemples.
Enfin, nous présentons l’organigramme de notre méthode d’op-
timisation en temps de calcul de la zone de couverture. Une pre-
mière évaluation des performances est fournie.
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geographical environments. There have already been some researches studying how to reduce that computation
time. They consist in the simplification of the propagation model used. The processes in our article is complemen-
tary to them. Indeed, our technique is independent of the model. The idea is to reduce the number of calculation
points of the model. The method presented here is based on an hypothesis which needs two elements to be con-
firmed: the segmentation of the signals measured by a mobile receiver ; a software used for the electromagnetic
analysis of the geographic studied area. Thus, the purpose is to segment the received signal into intervals corre-
sponding to particular combinations of physical phenomena. To do that, a representation suggested by Mallat and
Zhong called “Wavelet Maxima Representation” is studied. That decomposition allows the study of the derivative
of a function at different scales. We shall present a method of signal segmentation based on the maxima chaining
through the scales of the decomposition. The chaining helps us select the largest discontinuities of the signal and
thus segment it.
Mobile, wavelet maxima, chaining, segmentation, measured signals, prediction of coverage areas.
2. hypothèse 
pour l’optimisation
Rappelons que la zone de couverture d’un émetteur est l’en-
semble des points d’une zone géographique où l’amplitude
moyenne du signal reçu est supérieure à un seuil. Dans le
contexte des radiocommunications mobiles, entre un émetteur et
un récepteur, l’information se propage par trajets multiples
comme le montre la figure 1 ; le signal reçu en un point résulte
de l’association d’ondes ayant suivies des trajets différents.
Hypothèse 1 : Les variations d’un signal radioélectrique, reçu
par un récepteur mobile sur un parcours, sont homogènes pour
une même combinaison d’ondes.
Ainsi, l’ensemble des points pour lesquels le signal reçu résulte
d’une même combinaison d’ondes conduit à délimiter une
région de l’environnement dans laquelle la dynamique et le
niveau moyen du signal varient peu. Nous en déduisons alors
que la zone géographique étudiée est une partition spatiale com-
posée de différents éléments dans lesquels le signal reçu a un
comportement homogène. Passer d’un élément à un autre
revient donc à considérer des signaux dont la « forme » change.
La figure 2 permet d’illustrer cette hypothèse sur un exemple
schématique.
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Figure 1 – Propagation de l’information par trajets multiples (E : émet-
teur, R : récepteur)
En outre, au cours de sa propagation, chaque onde peut subir des
combinaisons particulières d’interactions électromagnétiques
avec l’environnement de propagation [21]. Classiquement, une
interaction électromagnétique est définie comme étant soit le
phénomène de réflexion sur des surfaces, soit le phénomène de
diffraction dû aux arêtes des différents obstacles rencontrés par
les ondes. Dans le cas où l’onde ne subit aucune interaction, elle
se propage alors en visibilité directe. En reprenant l’exemple de
la figure 1, on constate que le signal au récepteur R est dû à une
onde directe, une onde réfléchie, une onde diffractée, une onde
réfléchie puis diffractée,... Cette combinaison d’ondes peut être
notée : visibilité directe + 1 réflexion + 1 diffraction + 
1 réflexion et 1 diffraction + ... (généralement, la diffraction pré-
sente une importante atténuation par rapport aux autres phéno-
mènes, il n’est donc pas nécessaire de tenir compte des parcours
qui ont un grand nombre de diffractions succeccives).
Sur la base des connaissances théoriques en électromagnétisme
qui viennent d’être très brièvement rappelées et grâce à notre
observation de nombreux signaux radioélectriques acquis lors
de campagnes de mesures, nous introduisons l’hypothèse sui-
vante afin de pouvoir réduire le temps de calcul nécessaire à la
prédiction d’une zone de couverture.
Figure 2 – a) Partition spatiale – b) Signal schématique reçu sur le par-
cours de mesures
En considérant la position de l’émetteur, noté E, par rapport au
bâtiment comme l’illustre la figure 2.a, l’application des lois
physiques associées à la propagation des ondes fait apparaître
différentes régions, notées de (1) à (3), caractérisées chacune par
une combinaison d’interactions électromagnétiques : (1) visibi-
lité, (2) visibilité + 1 réflexion, (3) 1 diffraction. Un récepteur
mobile, effectuant le parcours schématisé sur cette même figure,
va traverser différentes régions de la partition et ainsi recevoir un
signal présentant des fluctuations, comme le montre la figure
2.b. En effet, à chaque région est associée une combinaison par-
ticulière d’ondes induisant, selon l’hypothèse formulée, un com-
portement spécifique du signal.
Ainsi, on observe aux abscisses P1 et P2 du signal mesuré sur le
parcours (figure 2.b), des changements significatifs de la forme
du signal traduisant les limites des différents éléments compo-
sant la partition spatiale.
Compte tenu de cette hypothèse, pour optimiser le temps de cal-
cul de la zone de couverture, il devient possible d’appliquer un
modèle de propagation sur seulement quelques points de chaque
élément, et d’affecter la moyenne des estimations obtenues à
l’élément tout entier ; contrairement à la technique classique où
le modèle est appliqué selon un pas spatial constant.
Deux outils sont nécessaires à la vérification de notre hypothèse
dont une technique permettant de détecter les changements
significatifs de formes des signaux acquis sur des parcours pré-
définis. Pour cela, nous cherchons à isoler les points d’inflexion
des signaux mesurés suivant une approche multiéchelle pour ne
sélectionner que les plus importants. La décomposition par
maxima d’ondelettes associée à un algorithme de chaînage de
ces maxima va permettre de réaliser ceci. La présentation de
cette technique fait l’objet du paragraphe suivant.
3. segmentation 
de signaux par maxima
d’ondelettes
3.1. méthode d’analyse
Le débruitage a constitué l’un des premiers domaines d’applica-
tions des maxima d’ondelettes [16], [13]. Dans ce cadre, on
tente de conserver les coefficients qui correspondent à l’infor-
mation et d’éliminer ceux créés par le bruit.
En revanche, à notre connaissance, aucun algorithme de seg-
mentation de signaux basé sur les maxima d’ondelettes, n’a été
proposé dans la littérature. Pourtant, lorsqu’un algorithme de
débruitage basé sur les maxima est appliqué, il extrait les prin-
cipales discontinuités ainsi que leurs coordonnées. Aussi le prin-
cipe proposé dans le cadre d’applications de débruitage peut être
appliqué pour des problématiques de segmentation.
Ainsi, pour segmenter un signal, nous étudions le gradient de
celui-ci à différentes échelles pour pouvoir sélectionner les prin-
cipaux points d’inflexion représentés par des maxima d’onde-
lettes. Toutefois, l’un des points faibles des méthodes basées sur
le gradient multiéchelle reste la procédure de chaînage des
maxima à travers les échelles. Nous proposons donc une nou-
velle méthode robuste de chaînage qui permet d’extraire les
principales discontinuités.
3.1.1. rappel sur la décomposition 
en ondelettes discrète
Les ondelettes constituent une technique simple pour calculer un
gradient multiéchelle. Rappelons brièvement le principe de la
transformée en ondelettes discrète.
La transformée en ondelettes discrète est fondée sur l’analyse
multirésolution [18] et rejoint la théorie des bancs de filtres [14].
Une fonction f ∈ L2 (R) est projetée, à chaque étape l de la
décomposition, sur un sous-espace Vl. Cette projection est défi-
nie par le produit scalaire, noté cl(k), de f avec une fonction
d’échelle, notée φ, qui est translatée et dilatée :
cl(k)

=
〈
f(x), 2−l/2φ
(
2−lx− k)〉 ,
k amplitude de translation et l facteur de dilatation avec k, l ∈ Z .
La fonction d’échelle φ doit satisfaire un certain nombre de pro-
priétés pour définir une analyse multirésolution [18], notam-
ment posséder la propriété bi-échelles suivante :
1√
2
φ
(x
2
)
=
∑
n
h(n)φ(x− n) (1)
La séquence {h (k) , k ∈ Z} est la réponse impulsionnelle d’un
filtre passe-bas [14]. Lorsque l’indice d’échelles l croît, le signal
est d’autant plus lissé et de l’information est perdue. Elle peut
être restaurée en utilisant le sous-espace complémentaire de
Vl+1 dans Vl, noté Wl+1 et vérifiant Vl = Vl+1 ⊕Wl+1.
L’espace Wl est généré par une fonction d’ondelette ψ, avec un
processus de translation entière et de dilatation dyadique. La
projection de f sur Wl est définie par le produit scalaire dl(k)
suivant :
dl(k)

=
〈
f(x), 2−l/2ψ
(
2−lx− k)〉
La fonction d’ondelette ψ doit, elle aussi, satisfaire un certain
nombre de propriétés [18] et notamment la propriété bi-échelles
suivante :
1√
2
ψ
(x
2
)
=
∑
n
g(n)φ(x− n) (2)  
La séquence {g (k) , k ∈ Z} est la réponse impulsionnelle d’un
filtre passe-haut [14]. Mallat a proposé une méthode de calcul de
la décomposition en ondelettes discrète utilisant les deux filtres
h et g dans un banc de filtres décimé [14].
Toutefois le schéma de décomposition de Mallat n’est pas inva-
riant par translations entières, ce qui peut être limitatif lors de
l’étude des points d’inflexion d’un signal. Une façon d’obtenir
un système invariant par translation dans le temps est d’éviter la
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décimation dans le banc de filtres [19], [23], [3]. Afin de prendre
en compte la dilatation des fonctions d’ondelette et d’échelle,
les filtres associés doivent alors être dilatés entre chaque échel-
le. L’analyse en ondelettes non-décimée se calcule alors par les
opérations suivantes  [25], [23] :
cl(k) =
1√
2
∑
n
h(l)(n− 2k)cl−1(k) (3)
dl(k) =
1√
2
∑
n
g(l)(n− 2k)cl−1(k)
avec cl, approximation passe-bas non-décimée du signal à la lème
échelle et dl, les coefficients d’ondelettes non-décimés de la lème
échelle. Les séquences discrètes h(l) et g(l) correspondent aux
filtres d’analyse dilatés suivants :
H(l)(z) = H(z2
l−1
), G(l)(z) = G(z2
l−1
)
avec H, G, H(l), G(l) les transformées en Z des suites discrètes
h, g, h(l), g(l).
Cet algorithme, proposé en 1987, est appelé algorithme à trous
[8]. Sa relation avec l’algorithme de Mallat a été mise en évi-
dence plus tard par Shensa en 1992 [25]. Notons qu’en raison de
la non-décimation, chaque échelle est caractérisée par N points
(si N est la taille du signal analysé). Sous certaines conditions
(conditions en général exprimées sur les filtres h et g) on peut
définir un algorithme de reconstruction. Toutefois, dans le cadre
de notre problématique de segmentation, la reconstruction n’est
pas nécessaire.
3.1.2. maxima d’ondelettes
La décomposition en ondelettes discrète associée à une base par-
ticulière d’ondelettes va nous permettre de construire une repré-
sentation en gradient multiéchelle. Pour générer cette représen-
tation, on choisit, comme le suggère Mallat, une fonction analy-
sante ψ qui est la dérivée première d’une fonction de lissage φ
(en imposant que φ soit différentiable) telle que :
ψ (x) =
dφ (x)
dx
(4)  
Pour que la fonction analysante ψ soit une fonction d’ondelette
admissible, il faut qu’elle vérifie des conditions supplémentaires
[18]. Si c’est le cas, la fonction de lissage φ va être la fonction
d’échelle et ψ la fonction d’ondelette d’une analyse multiré
solution telle que la représentation en ondelettes associée d’un
signal f a comme composante à l’échelle l :
dl(x) = 2−l/2
d
dx
(φl ∗ f) (x) (5)  
avec φl(x) = φ
(
2−lx
)
L’équation (5) indique que la transformée en ondelettes (dans
cette base particulière) du signal à l’échelle l est équivalente à la
dérivée de la fonction f lissée par la fonction φ dilatée. Un extre-
mum dans cette transformée en ondelettes correspond à un point
d’inflexion de la courbe φl ∗ g .
Afin d’avoir une représentation invariante par translation, la
transformée discrète associée se calcule avec un banc de filtres
non-décimé tel que nous l’avons présenté dans le paragraphe
précédent. De plus, la transformée non-décimée permet d’utili-
ser des bases d’ondelettes non-orthogonales (ce qui est, en géné-
ral, nécessaire pour vérifier la condition 4) tout en conservant la
possibilité de reconstruction.
À partir de cette décomposition utilisant une base particulière
d’ondelettes, une représentation en maxima d’ondelettes du
signal est construite. Mallat et Zhong [17] définissent cette
représentation par :
Al =
{(
xj , d
l(xj)
)
pour tout xj tel que
∣∣dl(xj)∣∣
soit un maximum local} .
Pour une décomposition en ondelettes sur L échelles, l’en-
semble 
{
cL, [Al]1lL
}
est appelé « représentation d’un signal
en maxima d’ondelettes » [17].
Concrètement, la représentation en maxima d’ondelettes
contient les positions et les valeurs de dl(x) à chaque échelle
quand 
∣∣dl(x)∣∣ atteint un maximum local, plus la dernière
approximation passe-bas non-décimée.
Pour effectuer la décomposition en gradient multiéchelle, Mallat
et Zhong ont construit une ondelette appartenant à la famille des
Splines. Cette ondelette est associée à une décomposition dis-
crète qui vérifie la condition 4 et elle approxime la dérivée pre-
mière d’une gaussienne, ce qui permet d’avoir certaines pro-
priétés importantes pour une représentation multiéchelle des
points d’inflexion. Comme pour la majorité des applications de
maxima d’ondelettes ([13], [26], [5]) nous allons utiliser dans
cet article une spline quadratique. Les filtres de décomposition
h et g sont :
H(w) = cos(w/2)3exp(iw/2), (6)
G(w) = i sin(w/2)exp(iw/2),
avec H(w) la transformée en fréquences réduites de la suite dis-
crète h et w la pulsation telle que z = eiw.
La preuve que ces filtres sont bien associés à une décomposition
dans laquelle la fonction d’ondelette est proportionnelle à la
dérivée première de la fonction d’échelle est donnée dans [17].
3.1.3. propagation des maxima
Les maxima d’ondelettes vont suivre une évolution à travers les
échelles qui est régie par certaines règles et qui permet de mesu-
rer localement la régularité d’une fonction. Mallat et Zhong ont
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montré qu’une fonction f peut être singulière en un point x1 si
et seulement si il existe une séquence de maxima d’ondelettes
qui converge vers x1 aux fines échelles [16]. Nous utiliserons
cette propriété pour la segmentation de signaux.
Les maxima d’ondelettes à l’échelle la plus grossière correspon-
dent aux ruptures encore présentes dans une version lissée du
signal. Il est donc important qu’une représentation en gradient
multiéchelle ne crée pas de nouveaux maxima lorsque l’on tend
vers les échelles les plus grossières mais plutôt que le nombre de
maxima diminue. Si un maximum apparaît à une échelle gros-
sière, il doit aussi être présent aux échelles plus fines. En
d’autres termes, un maximum local à une échelle grossière doit
être le résultat de la propagation de maxima présents à des
échelles plus fines. Cette propriété d’évolution est un critère de
qualité pour une représentation multiéchelle [26].
Dans le cadre de la décomposition continue en ondelettes, il est
prouvé que si la fonction d’échelle est une fonction gaussienne
alors la transformée en ondelettes vérifie la propriété d’évolu-
tion (ceci s’étendant au cas des transformées dyadiques). La
base discrète proposée par Mallat et Zhong, introduite dans
l’équation (6), et utilisée dans cet article, approxime cette
décomposition continu. Elle ne vérifie donc pas au sens strict la
propriété d’évolution mais simplement une variante discrète
[26]. Toutefois, en pratique, comme le suggère Mallat, les
signaux discrets pour lesquels les maxima ne vérifient pas le
principe d’évolution sont rares. Comme pour l’algorithme de
reconstruction à partir des maxima proposé par Mallat, il est
possible de définir des contre-exemples synthétiques, mais dans
les applications ([13], [26], [5]), ce principe d’évolution est
considéré valide avec les filtres utilisés dans cet article.
3.1.4. recalage des maxima
Les filtres proposés par Mallat et al pour le calcul du gradient
multiéchelle (équation (6)) ont une phase linéaire et ne provo-
quent donc pas de déphasage dans le signal analysé. Toutefois,
ils possèdent un nombre pair de coefficients. Donc, lors du cal-
cul numérique de la convolution entre le signal et l’un des
filtres, le résultat de l’opération ne peut pas être stocké à une
position centrale. Les deux filtres h et g étant définis suivant le
même principe, le résultat du produit de convolution est placé à
gauche du centre du filtre et cela provoque un décalage (même
si ces filtres ne sont pas causaux). Cette particularité n’est pas
sensible lors du calcul des premières échelles car les filtres sont
de tailles réduites. En revanche, pour les échelles plus gros-
sières, les filtres sont dilatés et le décalage vers la gauche (sui-
vant la définition (6)) devient très important. Nous illustrons ce
phénomène sur un signal synthétique de type créneau. La figu-
re 3a présente la décomposition en maxima d’ondelettes du
signal créneau.
Nous remarquons que les maxima se décalent vers la gauche au
fur et à mesure que l’indice d’échelle augmente. Connaissant la
nature des deux discontinuités, ce décalage ne peut pas être une
conséquence de la forme du signal analysé mais bien de l’algo-
rithme de décomposition. Cette caractéristique peut être prise
en compte lors du suivi des maxima à travers les échelles.
Toutefois, il est plus simple de corriger cette particularité dans
l’algorithme de décomposition. Il suffit de modifier la défini-
tion d’un des deux filtres d’analyse pour que leurs actions se
compensent. Par exemple, notre filtre dérivateur g s’écrit (rap-
pel : w est la pulsation telle que z = eiw) 
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Figure 3 – Décomposition en maxima d’ondelettes d’un signal créneau : a) avec l’algorithme initial de décomposition (la position des maxima à la  dernière
échelle provient d’une rotation circulaire b) avec la version modifiée.
G(w) = i sin(w/2)exp(−iw/2), (7)
G(z) =
1
2
z−1 − 1
2
.
Dans ce cas, la représentation en maxima d’ondelettes du signal
créneau ne présente plus de déphasage, comme nous pouvons le
vérifier sur la figure 3b. Notons que cette modification du filtre
« dérivateur » ne limite en rien la possibilité d’obtenir une
reconstruction parfaite. Il suffit pour cela que le filtre de recons-
truction associé à g subisse la modification inverse (au lieu
d’être « retardé », il est « avancé »). Ceci, bien entendu, n’est
possible que dans le cas d’une décomposition non-décimée.
Nous utiliserons par la suite le filtre dérivateur tel qu’il est défi-
ni par l’équation (7). Toutefois, la position des maxima corres-
pondant à un même point d’inflexion peut subir une translation
à travers les échelles due à la forme même de la courbe [26]. Il
faut donc définir un algorithme de chaînage permettant de
construire les lignes de maxima à travers les échelles.
3.2. algorithme de chaînage
Avec la décomposition discrète se pose le problème de l’étique-
tage des maxima : comment savoir si deux maxima pris à deux
échelles différentes correspondent à la même discontinuité. Pour
une transformée continue la redondance d’information permet
un suivi plus simple des maxima. Dans le cas discret, le problè-
me est plus complexe : la position des maxima correspondant à
une même discontinuité peut se modifier, pour un certain type de
discontinuités [26], [13].
Afin d’associer à travers les échelles, les maxima qui corres-
pondent aux mêmes discontinuités, nous proposons deux
méthodes différentes qui seront appliquées en parallèle afin
d’augmenter la robustesse du résultat.
Pour simplifier les équations, nous définissons M lj le jème
maximum présent à l’échelle l. 
M lj = (xj , dl[xj ]) tel que (xj , dl[xj ]) ∈ Al.
Nous notons 

pos
(
M lj
)
= xj ,
ampl
(
M lj
)
= dl[xj ],
sign
(
M lj
)
= sign (dl[xj ]) .
Nous définissons les notations P 
(
M lj
)
et  F 
(
M lj
)
qui permet-
tent, respectivement, de symboliser les maxima père et fils de
M lj . Le père d’un maximum M lj est le maximum à l’échelle
l + 1 (échelle plus grossière) chaîné au maximum M lj . Le fils
d’un maximum M lj est le maximum à l’échelle l − 1 (échelle
plus fine) chaîné au maximum M lj .
3.2.1. méthodologie commune
Nous utilisons une stratégie « coarse to fine » : l’algorithme de
chaînage débute à l’échelle la plus grossière, et pour chacun des
maxima, nous recherchons sur l’échelle plus fine le maximum
fils qui correspond à la même discontinuité. Cette procédure est
répétée sur les différentes échelles, permettant ainsi de proche
en proche, de construire les lignes de maxima qui correspondent
à la même discontinuité.
Toutefois, le nombre de candidats pouvant être associés sur
l’échelle plus fine peut être important. D’autant plus que l’on
peut, comme nous l’avons vu, considérer empiriquement que le
nombre de maxima diminue lorsque l’échelle devient plus fine.
Il faut donc définir un critère mesurant la similarité entre deux
maxima pour deux échelles successives. Nous noterons Θ cette
mesure de correspondance entre deux maxima à deux échelles
successives. Le maximum qui sera étiqueté comme « fils » est
celui qui maximise la mesure Θ. Formellement,
F(M lj) = max
j′=1..card(Al−1)
Θ
(
M lj ,M
l−1
j′
)
,
avec card(Al−1) cardinal de l’ensemble Al−1 . 
Quelques précisions sont à apporter sur la relation précédente.
Tout d’abord, la recherche du meilleur fils ne va pas s’effectuer
sur la totalité des maxima de l’échelle précédente (plus fine) car
le déplacement de la position entre deux échelles successives est
limité. Un support temporel d’étude est donc défini : il sera de
taille proportionnelle à l’échelle étudiée et positionné selon
l’abscisse du père. Cet intervalle est noté BMl
j
.
Ensuite, comme le suggère Mallat [16], deux maxima ne sont
liés que s’ils présentent un signe identique (ils doivent corres-
pondre à un sens de pente identique).
À partir de ces deux précisions, nous définissons un ensemble
contenant des maxima, appartenant à l’échelle inférieure, qui
sont susceptibles d’être associés au maximum étudié. Cet
ensemble, noté candidatM l
j
, est défini par :
candidatMl
j
={
M l−1j′ pour j
′ = 1..card(Al−1) tel que
sign(M l−1j′ ) = sign(M
l
j) et pos(M
l−1
j′ ) ∈ BMlj
}
.
Nous cherchons à construire à travers les échelles, les lignes de
maxima qui correspondent aux mêmes discontinuités. À un
maximum ne doit être asssocié au plus qu’un seul autre maxi-
mum. Il en résulte qu’à chaque fois qu’un maximum est retenu
comme « fils », il est retiré de la liste des maxima susceptibles
d’être éléments d’une ligne. L’ordre d’étude des pères de
l’échelle l va alors être prépondérant pour les lignes ainsi
construites. C’est pourquoi, les maxima sont étudiés selon un
ordre décroissant fixé par leur amplitude prise en valeur absolue.
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En résumé, l’algorithme de chaînage va se décliner de la façon
suivante :
Pour l variant de L à 2,
Tri par ordre décroissant de Al
Pour j variant de 1 à card(Al)
F (M lj) = max(
candidat
Ml
j
)Θ(M lj ,M l−1j′ )
Marquer F (M lj) afin qu’il ne puisse plus être sélectionné
Nous allons maintenant proposer deux mesures Θ.
3.2.2. Θ1 : choix par l’amplitude
Dans cette méthode, nous sélectionnons parmi les candidats, le
maximum qui possède l’amplitude (en valeur absolue) la plus
grande. La mesure Θ1 est définie par :
Θ1
(
M lj ,M
l−1
j′
)
=
∣∣∣ampl(M l−1j′ )∣∣∣ .
Le succès de cette mesure nécessite tout d’abord une étude des
maxima à l’échelle l selon un ordre décroissant fixé par leur
amplitude ; les plus grands maxima de l’échelle l sont ainsi
chaînés avec les plus grands de l’échelle inférieure. Cette
démarche est proposée dans la méthodologie commune.
Ensuite, il faut que le support BMl
j
soit correctement défini.
Pour cela, nous pouvons calculer le support temporel des filtres
utilisés pour l’analyse et la reconstruction du gradient multié-
chelle.
Toutefois, étant donné que la mesure de similarité ne prend pas
en compte la position des différents fils, le support BMl
j
doit être
affiné selon certaines contraintes. Pour cela, nous allons intro-
duire une hypothèse.
Proposition 1 : Soit FT (M lj) le maximum de l’échelle l − 1
correspondant à la même discontinuité que le maximum étudié
M lj (nous notons FT avec T pour théorique car nous ne connais-
sons pas par avance ce maximum). Autour de chaque maximum,
il existe une zone où d
dx
(φl−1 ∗ f) est de signe constant. Nous
notons gradMl
j
la zone correspondant au maximum M lj . Alors
nous formulons l’hypothèse que :
pos
(
M lj
) ∈ gradFT (M l
j
)
.
Un changement de signe de la dérivée correspond à la modifica-
tion du sens de la pente de la courbe. Il semble alors raisonnable
de supposer que la position d’un maximum, pour la fonction
df ∗ φl
dx
, est incluse dans la zone de même signe entourant le
maximum de la fonction df ∗ φl−1
dx
correspondant au même
point d’ inflexion. Ceci est n’est vrai que si la translation est due
à la forme de la courbe.
Puisque nous utilisons la représentation en maxima d’onde-
lettes, nous allons délimiter la zone BMl
j
selon les changements
de signe des maxima à l’échelle l − 1. Formellement, BM l
j
est
défini par :
BMl
j
= ]xdeb, xfin[ ,
avec
xdeb = max
j2
(
pos
(
M l−1j2
)
/
{
sign(M l−1j2 ) 	= sign(M lj)
pos
(
M l−1j2
)
< pos
(
M lj
)) ,
et 
xfin = min
j2
(
pos
(
M l−1j2
)
/
{
sign(M l−1j2 ) 	= sign(M lj)
pos
(
M l−1j2
)
> pos
(
M lj
)) .
3.2.3 Θ2 : choix par amplitude / position
Nous proposons dans cette méthode une mesure de similarité
qui prend en compte à la fois l’amplitude et la position du maxi-
mum candidat. Nous estimons que la translation entre deux
échelles successives est minime. Nous définissons donc une
fonction de poids ∆l qui désavantage les maxima qui sont les
plus éloignés de la position du père. La fonction ∆l est indicée
par une variable l car la définition de cette fonction dépend de
l’échelle étudiée. En effet, la translation entre deux échelles suc-
cessives augmente lorsque l’on tend vers les échelles grossières.
Il faut donc que la pondération diminue lorsque l’indice
d’échelle augmente.
La mesure de similarité va être définie par :
Θ2
(
M lj ,M
l−1
j′
)
=
∣∣∣ampl(M l−1j′ )∣∣∣ .∆l (pos(M l−1j′ )− pos (M lj)) .
La fonction ∆l doit vérifier les conditions suivantes :
∆l(x)  0 pour ∀x,
∆l(.) est paire et maximum pour x = 0,
∆l(.) est de´croissante sur [0,+∞[ .
Une telle fonction permet de privilégier les maxima qui sont
proches de la position du père.
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Nous proposons de choisir comme fonction ∆l une gaussienne
centrée en 0, et avec une variance σ2l qui augmente lorsque l’on
tend vers les échelles grossières, puisque la fonction d’échelle
est dilatée. Ceci permet aussi de prendre en compte la transla-
tion plus importante dans les échelles grossières. Concrètement,
la variance σ21 à la première échelle est définie en fonction du
support des filtres, et ensuite elle croît d’un facteur multiplicatif
égal à 2 (dilatation dyadique).
3.2.4. confrontation des deux choix
Nous avons défini deux mesures de similarité qui, dans la très
grande majorité des cas, sélectionnent le même fils, pour un
maximum donné. Toutefois, dans certains cas, les fils sélection-
nés ne sont pas identiques. Dans ce cas, une méthode permettant
de faire un choix entre les deux fils doit être appliquée. Cette
confrontation va reposer sur les caractéristiques d’évolution des
maxima dans le plan temps-échelle. Ces propriétés sont préci-
sées pour une décomposition discrète dans les thèses de Lu [12]
et de Zhong [26] . Comme nous l’illustrons sur la figure 4, les
maxima vont se diffuser à travers les échelles selon une direc-
tion régulière. Il peut arriver que pour certaines discontinuités,
cette propriété ne soit pas vérifiée lors de la décomposition dis-
crète, mais globalement elle résume correctement la diffusion
des maxima discrets.
F(M lj) =
M̂ l−1d tel que sign(Dpe`re) = sign(Dd), si sign(Dj1) 	= sign(Dj2)
mind=j1,j2
∣∣∣∣∣∣∣∣Dpe`re2
∣∣∣∣− |Dd|∣∣∣∣ , sinon ,
avec
Dd = pos
(
M̂ l−1d
)
− pos (M lj) , Dpe`re = pos (M lj)− pos (P(M lj)) .
Le lecteur constatera qu’un facteur de réduction 2 est introduit
dans la deuxième condition. Ce facteur permet de diminuer la
distance mesurée entre le maximum M lj et son père, et ainsi de
prendre en compte l’augmentation de la translation de la posi-
tion des maxima lorsque l’on tend vers les échelles grossières.
Nous illustrons sur la figure 5 les différentes possibilités ainsi
que les fils sélectionnés selon la relation précédente. La premiè-
re condition permet d’écarter un maximum qui provoque un
changement de sens dans l’évolution à travers les échelles de la
ligne de maxima (figure 5.a). La seconde condition correspond
au cas où les deux maxima sont placés du même côté par rapport
au père. Nous sélectionnons alors celui qui s’inscrit le mieux
dans la continuité de la ligne (figure 5.b).
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Figure 4 – Évolution possible et impossible des maxima à travers les
échelles [12].
Lors de la confrontation des deux choix, le maximum retenu va
être celui qui respecte le mieux la propriété de diffusion, c’est-
à-dire qui forme avec le maximum père une ligne dont la direc-
tion est en accord avec l’évolution de la chaîne aux échelles plus
grossières. Si nous notons M̂ l−1j1 et M̂
l−1
j2
les deux fils sélec-
tionnés par les mesures Θ1 et Θ2 pour un maximum M lj , alors
le maximum chaîné avec M lj vérifie :
Figure 5 – Confrontation des deux choix ;  deux cas de figure : a) les deux
fils sont placés de part et autre du père b) les deux fils sont du même côté
du père.
À ce stade, nous avons proposé une méthodologie permettant de
chaîner les maxima qui correspondent à la même discontinuité.
Afin d’illustrer notre algorithme, nous l’appliquons sur un
signal de test construit par Mallat et al [16]. Comme le suggère
Mallat, ce signal synthétique comprend différents types de dis-
continuités que l’on peut recontrer dans des signaux réels. Les
lignes extraites par notre algorithme sont présentées sur la figu-
re 6a. À titre de comparaison, la figure 6b illustre les lignes de
maxima extraitent de la transformée en ondelettes continue
(d’après [15]). On constate que les chaînes créées par notre
algorithme approximent correctement cellescalculées dans le
cadre continu.
Nous allons maintenant proposer une méthode, basée sur un
seuillage des lignes, permettant de sélectionner les lignes de
maxima qui correspondent aux plus importantes discontinuités
du signal.
3.2.5. seuillage et post-traitement
Selon le principe de propagation, l’évolution de l’amplitude des
maxima est régie par la régularité locale de la fonction. Aussi
seules les lignes correspondant à d’importantes discontinuités
vont se propager aux échelles les plus grossières. C’est pour-
quoi, afin de segmenter le signal nous ne conservons que les
chaînes qui se propagent jusqu’à une certaine échelle grossière
L (fixée par l’application). Les autres sont supprimées, ainsi que
les maxima associés. Ensuite, afin d’extraire les coordonnées
des points de segmentation, il suffit de collecter les coordonnées
des maxima encore présents à l’échelle la plus fine.
Il arrive quelques fois que certaines chaînes, sélectionnées par
notre algorithme, ne se prolongent pas dans les échelles les plus
fines. Ceci est en contradiction avec le principe de diffusion des
maxima, à savoir que chaque maximum doit avoir un fils sur
l’échelle inférieure qui correspond à la même discontinuité  [15].
Comme le suggère Mallat et al, ce phénomène peut être une
conséquence des discontinuités présentes dans le signal mais,
étant donné la base d’ondelettes utilisée, cela ne se produit
concrètement que très rarement (d’autant plus que nous débutons
l’algorithme à l’échelle la plus grossière qui correspond aux dis-
continuités les plus importantes) [16]. Nous considérons donc ce
cas comme une erreur de l’algorithme de chaînage. Un post-trai-
tement est alors appliqué afin de corriger ces erreurs.
En partant du principe que tout maximum présent à une échelle l1
se prolonge dans les échelles l plus fines (tout l tel que l < l1),
nous considérons que si une chaîne s’interrompt à l’échelle l2 + 1
(avec 1 < l2 < l1 ) alors le maximum, élément de l’échelle l2, qui
devait être associé à la ligne interrompue, a été rattaché par erreur
à une autre chaîne.
Seules les chaînes correspondant à d’importantes discontinuités
sont conservées après le seuillage. D’une façon générale, ces
lignes principales présentent peu d’erreur de chaînage (car les
maxima associés ont une amplitude importante). Nous allons
donc rechercher les fils permettant de prolonger les lignes inter-
rompues parmi les maxima éléments de chaînes qui ne se diffu-
sent pas dans les échelles grossières. Nous appliquons alors la
procédure de chaînage présentée dans les paragraphes précédents,
à partir de chaque maximum terminal non élément de l’échelle la
plus fine, et nous prenons comme ensemble de maxima « candi-
dats », ceux qui sont supprimés lors du seuillage.
S e g m e n t a t i o n  d e  s i g n a u x  p a r  m a x i m a  d ’ o n d e l e t t e s  
Traitement du Signal 2001 – Volume 18 – n° 3204
Figure 6 – Lignes de maxima extraites de la décomposition a) discrète b) en ondelettes (extrait du livre de S. Mallat [15].
Une fois le seuillage et le post-traitement effectués, les points de
segmentation sont définis comme les coordonnées des maxima
sur l’échelle la plus fine qui sont associés à des chaînes. Si nous
testons ce seuillage et ce post-traitement sur le signal d’exemple
de Mallat (figure 6), nous constatons à partir de la figure 7 que
toutes les discontinuités et singularités importantes sont détec-
tées. Nous allons maintenant utiliser cet algorithme pour la seg-
mentation de signaux mesurés.
4. méthode d’optimisation
Rappelons que le but de notre travail est d’optimiser le temps de
calcul nécessaire à la prédiction d’une zone de couverture d’une
station de base par application d’un modèle de propagation
selon un pas optimal. Le principe de cette méthode repose sur
l’hypothèse présentée dans le paragraphe 2 : l’environnement
étudié peut être considéré comme une partition composée de dif-
férents éléments pour lesquels les variations des signaux reçus
sont homogènes dans chacun d’eux et dues aux mêmes phéno-
mènes électromagnétiques.
Cette hypothèse permet d’exécuter un modèle de propagation
sur quelques points seulement dans chaque élément et d’extra-
poler le résultat à l’élément tout entier.
Par rapport à la technique classique qui consiste à appliquer un
modèle selon un pas spatial constant sur toute la zone géogra-
phique étudiée, un gain important en temps de calcul peut ainsi
être obtenu [24].
L’objectif est dans un premier temps de vérifier expérimentale-
ment l’hypothèse afin de montrer la faisabilité de notre méthode
d’optimisation. Ainsi, il faut s’assurer que notre algorithme de
segmentation, appliqué sur des signaux mesurés sur le terrain
par un récepteur mobile, fournit une segmentation qui présente
une relation directe avec les mécanismes de propagation des
ondes électromagnétiques.
Cette démarche repose sur l’algorithme de segmentation présen-
té dans le paragraphe 3 et sur la détermination d’une partition
spatiale par notre logiciel réalisant une analyse électromagné-
tique de la zone géographique étudiée.
4.1. analyse électromagnétique
Ce logiciel d’analyse électromagnétique, développé au labora-
toire, a comme paramètres le nombre et la nature des interac-
tions électromagnétiques (diffraction et réflexion) subies par les
ondes pris en compte pour le calcul de la partition. Ces para-
mètres sont essentiels car ils interviennent directement sur la
finesse de la partition. Considérer des combinaisons complexes
d’interactions revient à déterminer une partition constituée d’un
grand nombre d’éléments. Aussi, comme le schématise la figure
2, nous considérons que les paramètres sont corrects si le signal
reçu sur un parcours de mesures présente des changements
significatifs de variations au voisinage immédiat des frontières
des éléments de la partition spatiale.
Cette identification des paramètres est au cœur de la vérification
de notre hypothèse pour l’optimisation de la prédiction de zone
de couverture. Cette recherche fait l’objet du paragraphe 4.3.
Le logiciel d’analyse électromagnétique a comme informations
d’entrée des données caractérisant l’environnement de propaga-
tion. Ce dernier est défini par des bases de données, établies par
l’Institut Géographique National (I.G.N.), fournissant en 3D le
sol et le sursol. Il s’agit d’une part du Modèle Numérique de
Terrain qui repose sur un maillage régulier dont chaque noeud
fournit l’altitude du sol par rapport au niveau de la mer. D’autre
part, le sursol est défini par une succession de groupes de
points ; chaque groupe représente les sommets d’un polygone
correspondant aux contours au sol d’un objet du sursol. En
outre, à chaque groupe de points est associé un code permettant
d’identifier la nature de l’objet : bâtiment, zone boisée ou eau.
La position des points est donné avec une précision de 2 m.
En sortie, notre logiciel indique les coordonnées des sommets
des zones composant les élements de la partition spatiale avec la
même résolution que les données géographiques, à savoir 2 m.
4.2. signaux mesurés
Les signaux mesurés sont issus d’une campagne de mesures sur
le terrain qui s’est déroulée dans deux types d’environnement.
L’un suburbain, permet de par les formes simples du sursol et sa
densité relativement faible, de tester le logiciel d’analyse élec-
tromagnétique sur des cas simples afin d’identifier aisément des
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Figure 7 – Sélection des discontinuités se propageant aux échelles les plus
grossières.
combinaisons d’interactions électromagnétiques. L’autre est un
milieu urbain, de façon à éprouver la robustesse de l’outil dans
des situations plus complexes.
En pratique, la partie émission, située sur le toit d’un bâtiment à
une hauteur de 35 m par rapport au sol, est constituée d’un syn-
thétiseur de fréquence dont la fréquence est voisine de 2,2 GHz,
d’un amplificateur de puissance et d’une antenne demi-onde. La
partie réception, embarquée dans un véhicule, est composée
d’un récepteur de champ électrique, d’une antenne quart d’onde
positionnée sur le toit du véhicule, et d’un micro-ordinateur
assurant l’acquisition numérique du signal ; celui-ci est égale-
ment relié à un capteur de distance placé sur une roue du véhi-
cule.
Les acquisitions sont réalisées avec une période spatiale de 2 cm,
soit environ un huitième de la longueur d’onde. Ce pas d’acqui-
sition permet d’échantillonner correctement les évanouissements
des signaux ayant une profondeur de – 10 dB par rapport à la
médiane locale du signal [10][22]. Le signal mesuré est alors de
qualité satisfaisante pour notre application et représente l’évolu-
tion de la puissance reçue en dBm en fonction de la distance par-
courue par le véhicule sur un parcours prédéfini.
La figure 8 présente deux parcours de mesures suivis par le
récepteur mobile lors de la campagne de mesures dans l’envi-
ronnement suburbain décrit par cette même figure ; l’émetteur
est matérialisé par une croix. Le signal obtenu sur le parcours 1
est proposé sur la figure 8.
Ce signal est la superposition de variations lentes et rapides
caractérisant les différents mécanismes de propagation des
ondes. Les variations lentes induisent les différents éléments de
la partition recherchée par le logiciel d’analyse électromagné-
tique. Concernant les variations rapides, leur dynamique est
aussi liée aux mécanismes de propagation mais elles ne sont pas
directement exploitées dans notre méthode.
4.3. vérification de l’hypothèse
L’objet de ce paragraphe est de rendre compte de la vérification
expérimentale de la validité de l’hypothèse formulée dans le
paragraphe 2 qui est la base de notre méthode d’optimisation
pour la prédiction de zone de couverture. Rappelons que cette
hypothèse est qu’il existe une relation directe entre les variations
lentes de signaux mesurés sur le terrain et les mécanismes de
propagation des ondes radioélectriques. La technique utilisée
pour valider cette hypothèse consiste à vérifier, sur un grand
nombre de signaux, que la segmentation fournit par notre algo-
rithme (§ 3) correspond effectivement à la partition spatiale
obtenue par le logiciel d’analyse électromagnétique (§ 4.1).
Pour présenter cette technique dont l’organigramme est proposé
sur la figure 10, deux exemples sont traités en détail.
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Figure 8 – Deux exemples de parcours dans l’environnement suburbain
étudié.
Figure 9 – Signal reçu sur le parcours 1 de mesures. Figure 10 – Organigramme de la validation de l’hypothèse.
Considérons le signal de la figure 9 obtenu sur le parcours 1. Ce
signal est analysé par notre algorithme de segmentation qui
repose sur l’opération de chaînage des maxima d’ondelettes en
partant d’une échelle grossière vers l’échelle la plus fine.
Comme cela a été souligné dans le paragraphe 3.2.5, le choix de
l’indice de l’échelle grossière est un paramètre important de
notre algorithme. En effet, si une échelle trop fine est choisie
pour initialiser le chaînage des maxima, des ruptures non signi-
ficatives du signal seront retenues et il ne sera pas possible d’as-
socier à certaines d’entre elles des changements notables de
combinaisons d’interactions électromagnétiques. À l’opposé, si
une échelle trop grossière est choisie, il y a le risque de ne pas
prendre en compte des modifications significatives de combi-
naisons d’interactions. Après des tests sur de nombreux signaux,
il a été constaté que dans notre contexte d’application, il est
nécessaire d’effectuer l’opération de chaînage sur dix échelles.
Après application de l’algorithme de segmentation sur le signal
correspondant au parcours 1, seuls deux maxima apparaissent à
la dixième échelle. Après chaînage, on en déduit à l’échelle la
plus fine, les abscisses de ces deux ruptures dans le signal,
notées Ps1 et Ps2 : 65 m et 117 m (figure 11).
Il est ensuite nécessaire de déterminer les paramètres du logiciel
d’analyse électromagnétique (nombre et nature des interactions
électromagnétiques) qui conduisent à une partition du site étudié
correspondant aux résultats de la segmentation.
La figure 12 présente l’interface et un exemple de partition du
site de la figure 8 obtenue par le logiciel paramétré avec une dif-
fraction et une réflexion. Chaque zone est caractérisée par une
couleur symbolisant une combinaison particulière d’interac-
tions.
En observant les différentes zones obtenues par le logiciel qui
sont traversées par le parcours 1, il apparaît qu’elles sont beau-
coup trop nombreuses par rapport aux trois zones issues de la
segmentation (figure 11). Cela signifie que la partition calculée
repose sur des combinaisons trop complexes d’interactions qui
ne sont pas significatives pour le signal mesuré. Il est donc
nécessaire de les simplifier.
La figure 13 présente un zoom, sur la zone correspondant au
parcours 1, de la partition obtenue pour une diffraction et aucu-
ne réflexion.
Le logiciel indique que les positions des points Pa1 et Pa2 sur
le parcours sont respectivement égales à 70 m et 120 m. Ces
points correspondent aux limites sur le parcours entre les zones
en visibilité de l’émetteur et la zone d’ombre du bâtiment carac-
térisée par le phénomène de diffraction. On constate que ces
deux points sont très proches des deux ruptures sur le signal de
la figure 11 car Ps1 et Ps2 avaient respectivement comme abs-
cisses : 65 et 117 m.
Sur cet exemple simple, l’hypothèse est vérifiée : les ruptures
détectées dans le signal mesuré correspondent effectivement à
des changements d’interactions électromagnétiques en choisis-
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Figure 11 – Chaînage des maxima et identification des points de segmen-
tation.
Figure 12 – Partition de la zone géographique étudiée obtenue avec 1
réflexion, 1 diffraction et leurs combinaisons.
Figure 13 – Zoom sur le parcours 1 de la partition obtenue par le logiciel
d’analyse spatiale pour 1 diffraction et 0 réflexion.
sant comme paramètres dans le logiciel d’analyse spatiale une
diffraction et aucune réflexion.
Appliquons à nouveau la démarche sur un deuxième exemple
correspondant au signal mesuré de la figure 14 relatif au par-
cours 2 présenté sur la figure 8. Ce signal possède des variations
plus complexes que le précédent.
La segmentation de ce signal par notre algorithme fait apparaître
4 intervalles délimités par les points Ps1 à Ps3 dont les abs-
cisses sont respectivement : 50, 115 et 165 m. L’outil d’analyse
électromagnétique paramétré avec une diffraction et aucune
réflexion définit quatre zones traversées par le parcours comme
le montre le zoom de la partition autour du parcours 2
(figure 15). Ces quatre zones correspondent aux combinaisons
d’interactions suivantes : (1) visibilité directe, (2) simple dif-
fraction, (3) visibilité directe, (4) simple diffraction. Les limites
de ces zones correspondent à des positions sur le parcours telles
que : Pa1 = 53 m, Pa2 = 121 m et Pa3 = 161 m.
Comme pour le signal du parcours 1, nous avons vérifié que les
limites des intervalles issues de la segmentation du signal mesu-
ré coïncident avec les frontières des éléments de la partition spa-
tiale en considérant comme paramètre de l’analyse électroma-
gnétique une diffraction et aucune réflexion. La différence entre
les positions obtenues par segmentation et celles fournies par le
logiciel d’analyse électromagnétique n’exède pas 6 m. Plusieurs
raisons permettent d’expliquer cette imprécision : digitalisation
du parcours de mesure, données géographiques, algorithme de
segmentation, détermination des zones d’influence des phéno-
mènes physiques. Toutefois cette incertitude est acceptable dans
ce contexte de prédiction de zones de couverture.
En réitérant ce processus sur un grand nombre de signaux mesu-
rés dans cet environnement comme le montre l’organigramme
de la figure 10, une solution est obtenue pour les paramètres du
logiciel d’analyse électromagnétique. Dans l’environnement
testé, il faut considérer une diffraction et aucune réflexion.
La partition donnée par le logiciel d’analyse électromagnétique,
correctement paramétré, dans l’environnement suburbain de la
figure 8 est proposée sur la figure 16. Les frontières des élé-
ments de cette partition coïncident ainsi avec la segmentation
des signaux mesurés dans ce milieu.
Notre démarche s’applique de la même façon dans un environ-
nement plus dense tel qu’un milieu urbain. Toutefois, dans ce
cas il faut considérer des combinaisons d’interactions électro-
magnétiques légèrement plus complexes qu’en milieu suburbain
car les ondes subissent plus d’interactions significatives avec le
milieu de propagation puisque celui-ci est plus dense. À l’issue
du traitement décrit par l’organigramme de la figure 10 appliqué
à de nombreux signaux, nous avons déterminé qu’il est néces-
saire de considérer deux diffractions et une réflexion comme
paramètres d’entrée de l’analyse électromagnétique de l’envi-
ronnement [24]. La partition ainsi obtenue est proposée sur la
figure 17.
4.4. principe de la méthode d’optimisation
Le paragraphe précédent a permis de vérifier la validité de l’hy-
pothèse proposée. La faisabilité de notre méthode d’optimisa-
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Figure 14 – Segmentation du signal associé au parcours 2
Figure 15 – Zoom sur le parcours 2 de la partition obtenue par le logiciel
d’analyse spatiale pour 1 diffraction et 0 réflexion.
Figure 16 – Partition de la zone géographique étudiée obtenue avec 0
réflexion et 1 diffraction.
tion est donc montrée. Pour calculer la zone de couverture d’un
émetteur, l’organigramme de la figure 18 peut être utilisé.
Tout d’abord, la zone géographique étudiée est modélisée à par-
tir des bases de données de terrain de l’I.G.N.. La densité de
cette zone est alors évaluée pour identifier la classe d’environ-
nement déjà étudiée (suburbain, urbain, ... ) à laquelle cette zone
appartient. Ensuite, il suffit d’appliquer le paramétrage associé à
la classe concernée dans le logiciel d’analyse pour obtenir une
partition sans disposer de mesures.
La zone de couverture est alors déterminée en appliquant un
modèle de propagation sur quelques points dans chaque élément
de la partition et en affectant à l’élément la moyenne des esti-
mations.
Une première évaluation des performances de cette méthode a
été effectuée. Par rapport à une technique classique de prédic-
tion de zones de couverture un gain en temps de calcul pouvant
atteindre un facteur 50 est réalisé, sans dégradation de l’estima-
tion [24].
5. conclusion
La problématique traitée dans cet article était de réduire le temps
de calcul nécessaire à la prédiction d’une zone de couverture
d’un émetteur de radiocommunications mobiles. Pour cela, la
faisabilité d’une méthode d’optimisation permettant de réduire
le nombre de points d’application d’un modèle de propagation a
été présentée. Elle s’appuie sur une hypothèse selon laquelle il
existe une relation directe entre les changements significatifs de
« forme » d’un signal mesuré sur un parcours et les combinai-
sons d’interactions électromagnétiques subies par les ondes au
cours de leur propagation et reçues sur ce même parcours. La
vérification de cette hypothèse nécessite la segmentation de
signaux mesurés et un logiciel d’analyse électromagnétique de
l’environnement de mesures.
La segmentation des signaux est réalisée par un algorithme qui
utilise les propriétés de diffusion des maxima d’ondelettes à tra-
vers les échelles. Dans ce cadre, une méthode de chaînage des
maxima permettant de sélectionner les variations significatives
d’un signal a été proposée. Globalement, notre technique de
segmentation possède une faible complexité et un comporte-
ment robuste face aux signaux mesurés dans le contexte des
radiocommunications.
Concernant le logiciel d’analyse électromagnétique, il a pour
objectif de partitionner l’environnement de propagation à partir
d’un traitement portant sur les combinaisons d’interactions élec-
tromagnétiques que subissent les ondes avec l’environnement.
La validation expérimentale de l’hypothèse formulée a consisté
à vérifier, pour un grand nombre de signaux mesurés, que les
frontières des éléments de la partition obtenue par le logiciel
d’analyse électromagnétique coïncidaient avec la segmentation
des signaux mesurés. Sur la base de cette validation expérimen-
tale réalisée dans un environnement suburbain, nous avons mon-
tré le potentiel de notre méthode d’optimisation ; elle permet
d’obtenir un gain important en temps de calcul sans dégradation
de la précision par rapport à une technique de prédiction clas-
sique de zone de couverture.
Il est maintenant nécessaire d’évaluer statistiquement les per-
formances de notre méthode aussi bien en précision qu’en temps
de calcul dans différents types de milieux suburbains et urbains.
Toutefois, il semble probable que, selon les environnements de
propagation, l’analyse électromagnétique développée dans cet
article ne soit pas en mesure de déterminer systématiquement les
interactions électromagnétiques prépondérantes. En effet, la
propagation des ondes étant un phénomène physique tridimen-
sionnel, une analyse uniquement dans un plan horizontal peut
s’avérer insuffisante. Cependant, plutôt que de développer direc-
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Figure 17 – Partition obtenue en milieu urbain avec 1 réflexion, 2 diffrac-
tions et leurs combinaisons.
Figure 18 – Organigramme de la méthode d’optimisation.
tement une analyse en 3D, nous avons envisagé d’étendre l’ana-
lyse électromagnétique au plan vertical et éventuellement de
fusionner les informations obtenues dans les plans horizontaux
et verticaux. Ainsi, selon le système de radiomobile considéré,
notre méthode utilisera l’analyse électromagnétique la plus
appropriée. Notons enfin que l’algorithmie de ces nouveaux trai-
tements devra être optimisé afin de minimiser le surcoût en
temps de calcul qu’ils introduiront dans notre méthode.
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