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ABSTRACT
Bockholt, Blaine M. PhD. The University of Memphis, AUGUST 2015. A
Seismogenic Study of the Central and Eastern United States. Major Professor: Dr. Charles
A. Langston.
Part 1: A phased array of 19 broadband seismometers was deployed from
November 2009 to September 2011 to detect nonvolcanic tremor associated with the
Reelfoot fault. An autodetection algorithm using broadband frequencywavenumber
analysis was used to search for the recurrence of signals. The original signals, detected in
2006, appeared as short duration, impulsive arrivals with a high phase velocity. We
identify thousands of signals during the experiment. Two azimuthal peaks are observed
arriving from the west and northeast. The detections are similar to the events seen in 2006
and are inferred to come from very small (ML = −1) microearthquakes occurring in
shallow basement faults. Most signals arrive with coherent Swave energy which implies
very small local and regional earthquakes. Other signals show distinct changes in
slowness and azimuth as a function of time. These events were interpreted as atmospheric
acoustic sources. The highfrequency content and impulsive arrivals of the nonacoustic
arrivals are not consistent with traditional tectonic tremor but indicate seismic activity in
the crust near the Reelfoot thrust fault.
Part 2: Waveforms from the Eastern Tennessee Seismic Network are corrected to
the nominal WoodAnderson (WA) torsion seismometer to obtain a total of 11,905
amplitudes to determine a local magnitude scale for the Eastern Tennessee Seismic Zone
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(ETSZ). We obtain the following distance correction function:

−log10 (A0 ) = 0.538log10 (r/17) − 0.0002516(r − 17) + 2.0

from our inversion. The −log10 (A0 ) is very flat at distances > 200km, suggesting low
distance attenuation at local and nearregional distances. The bvalues for the currently
reported duration magnitude is 0.9.
Part 3: Dispersion measurements obtained from ambient noise tomography and
earthquake data are combined with radial receiver functions from 134 stations to invert for
a high resolution shear-wave velocity model of the ETSZ. We obtain velocities models to
depths of 200 km to obtain information about the structure of the crust and upper mantle.
We detect a strong velocity contrast across the vertical projection of the New York
Alabama lineament which we attribute to an ancient strike-slip fault. We also observe a
low-velocity zone in the upper mantle which could be the base of the continental
lithosphere in this area. The majority of the depths of this low velocity zone begin around
125 km.
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PREFACE

This dissertation, A Seismogenic Study of the Central and Eastern United States,
includes three paper:.
The first paper, “Mysterious TremorLike Signals Seen on the Reelfoot Fault,
Northern Tennessee,” authored by Blaine M. Bockholt, Charles A. Langston, Heather R.
Deshon, Steven Horton and Mitch Withers, was published in the Bulletin of the
Seismological Society of America, 104(5), 2194-2205, 2014.
The second paper, “Local Magnitude and Anomalous Amplitude Distance Decay
in the Eastern Tennessee Seismic Zone,” authored by Blaine Bockholt, Charles Langston
and Mitch Withers in Seismological Research Letters. 86(3), doi:10.1785/0220140201,
2015.
The third paper, “A Joint Surface-Wave Dispersion and Receiver Functon Study
of the Eastern Tennessee Seismic Zone,” authored by Blaine Bockholt, Charles Langston
and Christine Powell, will be submitted for publication to GJI.
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Chapter 1

Introduction

This dissertation presents three studies using various geophysical techniques to
better understand the seismicity of the Central and Eastern United States. The Central and
Eastern United States are home to two of the most seismically active zones east of the
Rocky Mountains, the New Madrid Seismic Zone and the Eastern Tennessee Seismic
Zone. In chapter 2, we use a broadband array and we develop an autodetection algorithm
to search for possible Non-Volcanic Tremor on the Reelfoot Fault. In chapters 2 and 3, we
shift our focus to the Eastern Tennessee Seismic Zone. In chapter 3, we develop a
local-magnitude scale using 690 events over the span off 14 years. The distance-correction
curve we find shows anomalously low attenuation in the area. We also use the calculated
local-magnitudes and cataloged duration magnitudes to find the Gutenberg-Richter
relationship of the Eastern Tennessee Seismic Zone. Finally, chapter 4 uses surface-wave
dispersion measurements obtained from ambient noise and earthquake data together with
calculated receiver functions to obtain a high resolution velocity structure of the Eastern
Tennessee Seismic Zone. We detect a strong velocity contrast across the vertical
projection of the New York-Alabama lineament which extends north into Eastern
Kentucky. We propose that this basement structure is related to the current seismicity and
we further suggest that the Eastern Tennessee Seisimic Zone be extend farther north.

1.1

Mysterious Tremor-like Signals Seen on the Reelfoot Fault, Northern Tennessee

Chapter 2 discusses our efforts to determine the existance of Non-Volcanic
Tremor on the Reelfoot Fault. A phased array of 19 broadband seismometers was

1

deployed from November 2009 to September 2011 in an effort to detect nonvolcanic
tremor or tectonic tremor associated with the Reelfoot fault, northern Tennessee. An
autodetection algorithm using broadband frequencywavenumber analysis was used to
search for the recurrence of signals first reported during an active source experiment in
2006. The original signals appeared as short duration, impulsive arrivals with a high phase
velocity ranging from 3 to 25km/s. We have identified thousands of similar signals on the
2year long array data. Two distinct detection peaks are observed with event azimuths from
the west and northeast. The detections are most similar to the events seen in 2006 and are
inferred to come from very small (ML ≈ −1) microearthquakes that occur in the shallow
basement on faults adjacent to the Reelfoot fault. These include detections with coherent
Swave energy that reinforce the interpretation of very small local and regional events.
Other signals detected show distinct changes in slowness and azimuth as a function of
time. These events were interpreted as atmospheric acoustic sources. The highfrequency
content and impulsive arrivals of the nonacoustic arrivals are not consistent with tectonic
tremor as seen in other parts of the world but do indicate seismic activity in the crust near
the Reelfoot thrust fault that was previously unknown.

1.2

Local-Magnitude and Anomalous Amplitude Distance Decay in the Eastern
Tennessee Seismic Zone

Seismic waveforms from the Eastern Tennessee Seismic Network are corrected
to the nominal WoodAnderson (WA) torsion seismometer to obtain a total of 11,905
maximum trace amplitudes from 690 events seen on 50 different horizontal components to
determine a local magnitude scale for the Eastern Tennessee Seismic Zone (ETSZ). We
2

use the following distance-correction function

− log10 A0 = 0.538 log10 (r/17) − 0.0002516(r − 17) + 2.0

in which A0 is the maximum amplitude measured in millimeters and r is the
hypocentral distance measured in kilometers; this better agrees with reported moment
magnitudes for larger events in the ETSZ. Using the normal 100 km distance for ML
normalization severely overestimates ML , and we therefore chose to adopt the 17 km
normalization technique. The − log10 A0 is very flat at distances > 200 km, suggesting
unusually low distance attenuation at local and nearregional distances from the ETSZ. The
WA response reported by the International Association of Seismology and Physics of the
Earths Interior to the nominal response shows no significant difference in the
distancedependent factor for the − log10 A0 term, although the revised response
consistently yields ML values that are 0.1 lower than those found using the nominal
response. The bvalues for the currently reported duration magnitude are lower than the
bvalues obtained using the newly calculated ML scale. The relationship between ML and
MD can be expressed as ML = 0.68093MD + 0.64603. The catalog of events used in this
study is complete for ML > 1.3.

3

1.3

A Joint Surface-Wave Dispersion and Receiver Function Study of the Eastern
Tennessee Seismic Zone

Dispersion measurements obtained from ambient noise tomography and
earthquake data are combined with radial receiver functions from 134 stations to invert for
a high resolution shear-wave velocity model of the ETSZ. We obtain velocities models to
depths of 70 km to obtain information about the structure of the crust and upper mantle.
We detect a strong velocity contrast in the top 24 km across the vertical projection of the
New York Alabama lineament which we attribute to an ancient strike-slip fault. The
velocity contrasts extends into eastern Kentucky and we propose that this basement
structure is related to present day seismicity. We further suggest that the Eastern
Tennessee Seismic Zone should extend farther north than currently accepted. We use
travel-time curves to infer Moho depths in the region and show that Moho reflections are
clearly visible throughout the majority of the study region, particularity in the Piedmont
province. Moho reflections seen in the receiver functions imply a thick crust, ≈ 50 − 55
km, under the Appalachian mountains which gradually thins towards the Coastal Plains in
a general northeast-southwest trend.

4

Chapter 2

Mysterious Tremor-like Signals Seen on the Reelfoot Fault, Northern
Tennessee

2.1

Introduction

Unusual seismic activity in the New Madrid Seismic Zone (NMSZ) was found
during the processing of a reflection survey performed in November 2006 (Langston et al.,
2010). Impulsive signals arrived across the linear array with apparent horizontal velocities
ranging from 3-25 km/s. It was not possible to locate the origin of these signals, but the
high apparent horizontal velocities implied a hypocenter directly below the seismic line,
which was located above the Reelfoot thrust fault that is part of the NMSZ. The signals
were interpreted as tectonic tremor because they arrived as distributed, random packets of
energy similar to low frequency events seen in subduction and strike-slip environments
(Obara, 2002; Nadeau and Dolenc, 2005) but the signals were impulsive arrivals, which is
typical of the microseismicity in the region. Therefore an alternative explanation was that
the signals were attributed to very small earthquakes on the down dip extension of the
Reelfoot thrust fault. The impulsive nature of the signals and lack of temporal correlation
between the passing of teleseismic surface waves indicate differences from tectonic
tremor seen elsewhere.
Tectonic tremor is a phenomenon in fault dynamics that was originally coined to
describe coherent noise signals related to subduction processes in southwest Japan (Obara,
2002). The signal was then found to be associated with episodic slow slip recorded by
GPS in the Cascadia subduction zone (Dragert et al., 2001; Rogers and Dragert, 2003).
Improved continuous seismic and GPS data have led to the identification of tectonic
5

tremor and/or slow slip processes in subduction zones along Cascadia, Japan, New
Zealand, Mexico, and Costa Rica (e.g., Schwartz and Rokovsky, 2007), Taiwan (Peng and
Chao, 2008), and at deep levels of the San Andreas fault in central California (e.g.,
Nadeau and Dolenc, 2005; Shelly, 2010). Guillhelm et al. (2010) have also shown that
triggered tremor can have frequencies as high as 40 Hz, depending on the station distance,
implying that tremor may actually exists anywhere from 1-40 HZ, instead of the
previously accepted 1-10 Hz range. Frictional stability arguments suggest that the
transition from stick-slip (velocity weakening) to aseismic (velocity strengthening) might
pass through the conditional stability regime in a fairly heterogeneous fashion (e.g.,
Scholz, 1998). Models of tremor based on rate-and-state friction indicate that tremor may
arise as seismogenic zone boundary phenomena in the presence of fluids (Liu and Rice,
2005; 2007), and, as such, tectonic tremor may not be limited to plate boundary faults.
Recent studies show that tremor can be modulated by teleseismic and tidal signals (Nakata
et al., 2008; Rubenstein et al., 2007, 2008; Peng and Chao, 2008; Peng et al., 2009; Ghosh
et al., 2009a, Obara, 2012, Chao et al. 2012) and, in some cases, is composed of
overlapping shear failures (Shelly et al., 2006; Brown et al., 2008, Maceira et al., 2010).
Tectonic tremor may represent failure of critically stressed faults with near-lithostatic pore
fluid pressures (Thomas et al., 2009).
The primary goal of the present study is to identify and better characterize the
originally detected signal and to determine if the signals are tremor or represent some
other process. We hypothesize these are not tremor, but are microseismic events, on the
order of ML 1 to 2 (Langston et al., 2010) and occur in unknown regular time intervals.
The original observations showed hundreds of events occurring in one afternoon and
6

Figure 2.1: The NVT array is located near Mooring, TN near the northern boundary of the
Mississippi Embayment. Unconsolidated sediments at the site have a thickness of about
700 meters (Dart, 1992). The cataloged events were relocated using a newly derived 3D
velocity model (Dunn et al., 2013).

arriving from west of the active source experiment (Figure 2.1). To test this hypothesis, a
phased array of 19 broadband seismometers was installed from November 2009 to
September 2011, and an auto-detection algorithm was developed to search for and archive
signals of interest. A description of the algorithm and results of the experiment are
presented in this paper.

2.2

Methods

The original 2006 experiment was a standard active source reflection survey
fielded by the Center for Earthquake Research and Information (CERI) and the U.S.
Geological Survey (USGS) to determine velocity structure of the unconsolidated
sediments in the area (Langston et al., 2010). The survey consisted of 144 vertical
7

component, single channel geophones at 5 meter spacing with data sampled at 200 Hz.
The active source was a Vibroseis minivibe with 12 s long 15-120 Hz linear sweeps.
Fourteen seconds of data were recorded. The original signals were superficially
interpreted as reflectors, but upon further investigation, it was noted that the energy was
arriving at the array before the direct wave from the source. Because the energy bursts
were only recorded on vertical geophones they were interpreted as P-wave like arrivals.
The frequency content was measured to be between 8-10 Hz, and move-out measurements
estimated source depths to be greater than 5 km. The high frequency content and
impulsive arrivals were consistent with seismograms from typical local earthquakes, but
apparent lack of shear-wave energy lead to the conclusion that these events may be a result
of an unknown process occurring in the region, possibly related to fault tremor (Langston
et al., 2010).
The distribution of tectonic tremor has been mapped using envelope
cross-correlation methods (Obara, 2002; Wech and Creager, 2008), a source-scanning
algorithm (Kao et al., 2006), the automated NVT scanning method (Brudzinski and Allen,
2007) and frequency scanning (Sit et al., 2012). But tectonic tremor is difficult to detect
due to low signal-to-noise ratio (SNR), lack of coherent P- and S-wave arrivals and
emergent waveforms. Ghosh et al. (2009b) showed that seismic array analysis tools could
be used to overcome some of these problems and be used to detect and locate tectonic
tremor. Detection is further complicated in the Mississippi Embayment due to the thick
unconsolidated sediments in the area. The seismic line that originally recorded the signals
was located in an area where borehole observations and surface geology show that the
average sediment thickness is about 700 meters (Dart, 1992). Jemberie and Langston
8

(2005) showed that sediments in the embayment amplify ambient ground motions
compared to sites on more competent rock and the Paleozoic basement/sediment interface
creates large Sp conversions that can be misidentified as S-waves (Andrews et al., 1985;
Langston, 2003). These obstacles can be overcome with the aid of a seismic array of
three-component seismographs and broadband frequency/wavenumber (BBFK) analysis.
BBFK analysis yields the power of stacked seismograms as a function of slowness and
azimuth. The slowness and azimuth coupled with relative P and S arrivals can allow us to
better estimate the source location of these events.

2.2.1

The New Madrid Non-Volcanic Tremor Array Experiment

A phased array of 19 broadband seismometers, sampling at 100 Hz, was installed
in Mooring, TN from November 2009 until September 2011. The array was sited near the
location of the original active source experiment. The area around Mooring consists
mostly of intensely farmed agricultural land, and it became necessary to use the edge of
farm fields as it was much too expensive to rent large tracks of land for a distributed array
of stations. This improved installation and servicing expenses, but at the cost of a
somewhat degraded array response. The “L” shaped geometry of the array causes the peak
of the FK diagram to be elongated in the NW/SE direction with induced side lobes in the
NS and EW directions (Figure 2.2).
All stations consisted of 3-component Guralp CMG 40T sensors with Reftek 130
dataloggers provided by the Incorporated Research Institutions for Seismology (IRIS)
PASSCAL Instrument Center. Continuous data were collected at 1 Hz and 100 Hz
sampling rates, quality controlled and sent to the IRIS Data Management Center (DMC)
9

Figure 2.2: (a) The 19 Gurlap CMG broadband instruments are arranged in an “L”-shaped
geometry with 600 meters to a side and 60 meter spacing between each station. (b) Theoretical array response for an 8 15 Hz plane wave with ray parameter of 0.1 s/km and
azimuth of 135 degrees. The array response shows that we should easily see high velocity
waves similar to those seen in November 2006. (b) Color scale shows power normalized
to 1 (red) for time window of interest. Unless otherwise specified, all BBFK diagrams will
follow this color scheme.

for archiving under the network code Y8 for 2009-2011. The sensors were placed in a
4-foot mini-borehole, packed with dry sand and insulated. The sensors sat atop cemented
and sealed PVC flat caps and a piece of cemented glass or tile. Overall, maintenance was
minimal and the quality of the data was very high. However, in the spring of 2010 and
2011, severe flooding occurred along the Mississippi River. In May of 2010, stations S01,
S18 and S19 were flooded, causing the loss of data from Julian days 122-202. In May of
2011, the Mississippi River reached historic levels and the levee not far from the array was
predicted to collapse. As a result, the surface instrumentation susceptible to water damage
(dataloggers, power boards, etc.) was removed from Julian days 118-137. Stations S16
and S19 were permanently damaged by vault flooding, however, and stopped collecting
data. The dataset contains many interesting seismic signals, including the signal of
interest discussed here plus local, regional and teleseismic events, active source shots
made along the Mississippi River, and different manifestations of cultural background
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noise (DeShon et al., 2012).

2.2.2

BBFK Search Algorithm

The BBFK method of Nawab et al. (1985) was used as the basis of the search
method. To develop our search criteria, we first visually inspected the data in the 8-15 Hz
passband, which was based off the original findings of Langston et al. (2010). Once we
visually detected what we interpreted to be our signal of interest, we looked at other
frequencies bands, up to 30 Hz, to see if we could detect any arrivals within other ranges.
When looking at power spectral density plots and spectrograms of our arrivals, we noticed
that the embayment causes the data to be very noisy below about 5 Hz and therefore, if the
signal exists below 5 Hz, it would be very difficult to detect, due to poor signal to noise
ratios. It was also noted that there was not a noticeable amount of energy much higher
than about 20 Hz. Finally, because the original signal was best seen in the 8-15 Hz range,
the array itself was designed for such a frequency band. Lower frequencies will not be
well resolved in the BBFK analysis due to the small aperture of the array and as
mentioned, the higher frequencies do not contain any signal of interest.
In an attempt to maximize efficiency and minimize computation time, a
10-second time window with a 50% overlap was used to search the two years of three
component continuous data. The data were preprocessed by removing the mean and
applying a 5% cosine taper to each 10-second time window. The data were then band-pass
filtered between 8 − 15 Hz, normalized by the maximum amplitude of all the stations for
each channel respectively, and finally analyzed using BBFK. To distinguish between the
background noise and a signal of interest, we utilized characteristics of the BBFK
11

Figure 2.3: Frequencywavenumber (f-k) responses for typical background noise and a coherent signal. (a) A coherent signal of interest. Notice that the array bias is very evident for
a coherent signal. The peak is longated in the northsouth and eastwest directions as it is in
the theoretical array response. (b) f-k response for a 10 s window of ambient background
noise. Unless otherwise noted, p refers to ray parameter in units of seconds per kilometer
and az is measured in degrees

diagram.
Figure 2.3 shows a 10-second time window of ambient noise juxtaposed with
another 10-second time window of a coherent signal. When coherent phases arrive at the
array, there is a distinct peak in the diagram. The diagram is normalized by the maximum
sum of the squares of the stacked amplitudes for each slowness and azimuth in the search
band. We then calculate the mean of the normalized slowness diagram and if the mean is
below a predetermined value, here set to 0.5, we consider the maximum slowness and
azimuth value to be a signal of interest; otherwise the signal is not strong enough to be
detected. In order to focus our search to events of interest, we construct a number of other
search criteria. If the mean of the FK diagram is above the 0.5 threshold, we then look at
the location of the maximum slowness and azimuth peak. If the peak is within a circle
about the origin of radius 0.3 s/km, the time window, slowness, back azimuth, and total
power is saved. A circle of radius 0.3 s/km will capture signals that arrive with an
apparent horizontal velocity of at least 3 km/s, the lower bound of phase velocity seen for
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Figure 2.4: An example of a detection window found using our search algorithm. From left
to right, top to bottom, the BBFK diagrams of the time rolling 10-second time windows.
The blue box indicates the onset of the detections of interest. Notice that from one tensecond time window to the next, the azimuth can vary greatly even for signals with similar
slowness values. Julian day 2011:182.

the original signals. An example of a coherent signal, which we identified using this
method, is shown in Figures 2.4 and Figure 2.5. Our detection algorithm searches
10-second time windows, but we include a longer duration time window in Figure 2.4 to
show what these signals look like compared to typical background noise. Notice the
impulsive and short duration of the arrivals, which is not typical of traditional tectonic
tremor seen in other parts of the world. Figure 2.5 shows the first 15 seconds of the red
box in Figure 2.4. The vertical redlines indicate the arrivals that we detect using our
search algorithm. Notice that in the horizontal components, there is an increase in the
signal to noise ratio shortly after the first arrivals in the vertical channel, but the arrivals
seem to be more emergent than impulsive. It is also important to notice that the BBFK
diagrams for the horizontal components does not show distinct peaks as does the BBFK
diagram of the vertical channels. The waveforms are more reminiscent of local seismicity
but some time windows seem to lack clear phases such as S or PS. The coherent energy
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Figure 2.5: A close up of the red box from figure 2.4. (a), (c), and (e) are the BBFK
diagrams for the 15 seconds of the waveforms seen in (b), (d) and (f) respectively. The
manual picks of our detections are marked with vertical red lines. Julian day 2010:182.

arriving at the array from these signals is best seen on the vertical component and some of
the time windows show no obvious phases or distinct move out on the horizontal
components. A typical local earthquake (Figure 2.6) shows distinct P-wave, S-wave and in
many cases S-P conversions that can be clearly seen on all three components.
The detection algorithm picked up a variety of seismic signals with distinguishing
characteristics. For example, local and regional earthquakes have high frequency content,
5 − 30 Hz, with distinct phases and coherent arrivals on the horizontal components. The
8 − 15 Hz passband used for detection is too high to be sensitive to low frequency
teleseismic events. Furthermore, teleseismic events exhibit coherent energy on all three
components. This characteristic of earthquakes is lacking in the original data. Local and
regional earthquakes were identified using the CERI New Madrid earthquake catalog and
via autodetection and analyst review of the continuous data within the Antelope software
package (see DeShon et al., 2012 for additional details). Early investigations of the
archived time windows revealed that we were archiving arrivals from the Guy, AR swarm
14

Figure 2.6: 3/2/2010 19:37:35, magnitude 3.7 with an epicenter distance of about 55 km.
As with most events found in the NMSZ, P, S and S-P waves are coherent and can be seen
across most of the array.

(Horton, 2012) which occurred during the duration of the experiment. Many of the
earthquakes from the swarm had been located and archived at the time, but there were
many which had yet to be picked or archived. Therefore, any arrivals found by the BBFK
algorithm that occurred 30 seconds after any cataloged events were removed in an attempt
to not count phases arriving from the Guy, AR swarm or embayment reverberations from
other local earthquakes. Once the local events were removed, the remaining detections
were binned into 24-hour periods and shown in the histogram in Figure 2.7.
Other sources of noise include vehicle traffic, local irrigation well pumping and
trains. Train signals arrive with surface wave velocities of 2 − 2.5 km/s, and the duration
of the signals varies greatly because of their slow speeds and large size. Vehicle traffic
from a nearby road causes large amplitude signals that can be seen in the first few stations
traveling at surface waves speeds, but the signals attenuate before reaching stations S09 or
S10 found in the middle of the array. Local well pumping is periodic in nature with
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Figure 2.7: Histograms showing the number of 10-second windows per day (a) and local
seismicity (b). Notice that the number of mysterious signals is much larger than the background seismicity. Gaps during June 2010 and May 2011 are due to flooding in which
the surface installations were removed. The increased seismicity seen from October to
December 2010 is due to seismic activity in central Arkansas.
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signals traveling at slower speeds. Finally, slow moving surface waves from farm tractors
are also evident. Our detection algorithm parameters are not sensitive to these noise
sources and they are therefore not cataloged.

2.3

Results

There were about 9000 time windows that meet the selection criteria described
previously, many with the characteristics of the 2006 signals. The signals arrive with very
high apparent horizontal velocity, at times between 25 − 28 km/s, which indicates either
nearly vertically propagating waves or refracted waves from the basement/sediment
interface. Figure 2.8 shows both direction and slowness of the incoming phases. There are
a large number of detections from the west with low slowness (or high phase velocity). A
large percentage of these signals have a high apparent velocity, above 3 km/s, which is in
agreement with what was predicted based on the original data set. This is strong evidence
that what was seen in 2006 was not a singular occurrence. The largest peak in the number
of detections, however, is found for waves arriving from the NE direction (Figure 2.8a).

2.3.1

Events from the West

We interpreted many of the signals that arrive from the west as microearthquakes.
As with traditional tremor, determining the location of the events is difficult because the
S-wave arrivals are not always clear. However, our beam forming technique yields a
slowness and azimuth, which is useful to estimate a general location for the source. The
majority of these have a slowness range between 0.12 and 0.24 s/km (Figure 2.8b). We
used these slowness values together with simple ray tracing to approximate a possible
17

Figure 2.8: Rose diagram showing the distribution of directions and slowness values of
incoming waves. A large number of events are detected from the west similar to the signal
of interest previously recorded by the active source experiment. The most distinct cluster
of events come from the north-east as discussed in the text. Units are in s/km.

location of the source of these signals. Bounds on ray paths were computed using a simple
two-layer model with a P-wave sediment velocity of 2 km/s and a crustal velocity of 5
km/s. These ray bounds, grey triangles, are plotted together with a cross-section of
seismicity in Figure 2.9. Typical earthquake depths along the Reelfoot fault in the NMSZ
are from 5 − 12 km, but according to our cross-section, our signal of interest could either
originate from much deeper, between 15 and 25 km or the events are very small
microearthquakes located on shallow antithetic faults to the Reelfoot fault with waves
refracting along the basement/sediment interface (Figure 2.9).

2.3.2

Events from the Northeast

Azimuthal measurements made from the original 2006 reflection experiment
showed that most of the arrivals were coming from the west but our results show a distinct
peak coming from the west and also from the northeast. It appears that these signals may
also be microearthquakes too small to be detected using conventional earthquake detection
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Figure 2.9: East-west (A-A’) and southwest-northeast (B-B’) cross-sections across the array showing seismicity within 2 km of the profiles. Bounds were determined using the
most frequent ray parameters (0.12 to 0.24 s/km) together with a simple sediment layer
atop basement rock to find possible source volumes for detected events, grey triangles.
General regions for event occurrences are shown by the ellipses. Although events from the
west could be located in the deeper portions of the Reelfoot fault, it is just as likely that
they may be associated with near-surface basement faults near observed clusters of off-fault
seismicity or, as in the case for profile B-B’, the very top of the Reelfoot fault. The star
marks the NVT array and the upside down triangle is the location of the original reflection
survey from 2006.

algorithms and the current Cooperative New Madrid Seismic Network station geometry.
An example is shown in Figure 2.10. The P and S wave arrivals were picked based on
visual inspection of the waveforms and they both arrive from similar azimuths, which
would be expected for waves originating at the same location. We looked for waveforms
that were similar across all elements of the array and when stacked, showed a high SNR.
The red boxes across the waveforms indicate our picks. The presence of coherent S-waves
makes these signals different from the original 2006 experiment. The example event is
measured to be -0.5 ML if an S-P arrival time difference of about 3.6 seconds is assumed
yielding a hypocenter distance of about 25 km. This particular event occurred at a time
when nearby short-period network data were being archived in continuous mode. We
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Figure 2.10: An example of a micro earthquake seen from the northeast. (a), (c) and (e)
show the BBFK slowness maps for a 10-second time window around the P-wave in (in (b)),
and S-waves (in (d) and (f)), respectively. Array seismograms are filtered from 8-15 Hz are
shown in (b), (d) and (f) for the vertical (HHZ), north-south (HHN) and east-west (HHE)
component of ground motion, respectively. The P-wave is clear but the S-wave is more
difficult to see on the horizontal components. Julian day 2010:223.

searched for P-waves and S-waves on surrounding stations visually and using
cross-correlation with the master event recorded by the array. The maximum normalized
correlation coefficient was less than 0.1, indicating that we were not able to detect these
waveforms on any of the surrounding NMSZ stations. We also did not see arrivals that
could be interpreted as P or S waves making it impossible to locate the event with standard
methods. However, we believe that it is significant that the top of the Reelfoot fault
seismicity is located in our allowable array beam which further suggests very small
shallow microearthquakes as the source of these signals (Figure 2.9).

2.3.3

Acoustic Sources

Figure 2.11b shows a 15-second time window where the incoming arrivals
change slowness and azimuth as a function of time. The pattern seen in Figure 2.11b is
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not an isolated incident. Table 1.1 shows these slowness and azimuths as a function of
time for the 15-second time window shown in Figure 2.11b. These values imply a source
that appears to be moving slowly as a function of time, but these values are not consistent
with seismic wavespeeds. To investigate this further, we develop a model for the velocity
of a point source, vA , as a function of the altitude of the point source, h. A point source, A,
traveling in a straight line at velocity vA , forms an angle i by the following relationship:

tan i =

vAt
h

(2.1)

where h is the distance between the source and the observer, in kilometers. Using
the small angle approximation, sin i ≈ tan i and solving for vA , we get:

vA =

h
sin i
t

(2.2)

From ray theory we know that the ray parameter, p, is constant for a signal ray
and is defined as follows:
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p=

sin i
vα

(2.3)

Inserting equation 2.3 into equation 2.2 yields:

vA =

If the

p
t

hpvα
t

(2.4)

portion of the above equation is constant, then we can infer that the

source is actually a singular source moving at a velocity vA . If we shift the data to set t = 0
at θ = 0, we get the values seen in column 4 of Table 2.1. These values have a mean of
0.063 and a standard deviation of 0.006. From this we can infer that the

p
t

is in fact

constant and that we have a single source moving at the velocityvA = 0.0063hvα .
Assuming an acoustic source with vα = 330 m/s and a height of 1000 meters, we have a
velocity of vA = 20 m/s or about 45 mph. These values seem reasonable for local aircraft
such as crop dusters and helicopters. Considering the change in azimuth, column 3 of
Table 1.1, as a function of time, this suggests that the acoustic source was traveling from
the southwest to the northeast.
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Figure 2.11: A 15-second time window showing systematic changes in slowness and azimuth as a function of time. This event is modeled as a propagating atmospheric acoustic source (e.g., helicopter). See acoustic source section in text for details. Julian day
2010:038.

Table 2.1: Slowness and azimuth values of arrivals seen in Figure 2.11b with reference
time being the beginning of the window
Time (s)
2.5
3.0
6.0
8.0
12
14
16
18
21
23

Slowness
0.65
0.52
0.36
0.21
0.01
0.15
0.24
0.41
0.56
0.66

Azimuth
217
214
207
240
90
55
35
36
41
39
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p
t

0.0684
00578
0.0600
0.0525
Inf
0.075
0.0600
0.0683
0.0622
0.0600

Figure 2.12: The number of event time windows plotted against atmospheric pressure data
from Dyersburg, TN. There is no significant correlation between atmosphere perturbations
and the number of events.

2.4

Discussion

It was noted that on the day of the original 2006 experiment there was a weather
front that moved through the area. An idea that was proposed was that the signal originally
seen in 2006 could be related to a pressure front that was moving into the area. Moro and
Zadora (1998) showed that the atmospheric pressure had small influences on tilt and strain
observations. We collected atmospheric pressure data to investigate the hypothesis that
these events may be related to atmospheric pressure changes. The barometric pressure is
taken at 15-min intervals in Dyersburg, TN, which is about 45 km away. The number of
detections was binned into corresponding 15-minute time windows and the binned data
were cross-correlated with the pressure readings. We found no significant correlation
between the barometric pressure and the number of arrivals (Figure 2.12).
Another possible cause of non-acoustical events could be the increase in water
flow in the Mississippi River, which meanders between 3-7 km from the array site. There
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Figure 2.13: The number of event time windows plotted against stream flow data from
Thebese, IL. The large spike in the spring of 2011 in the water flow data is from the majoring flooding which occurred in the spring of 2011. Again, no temporal correlation between
the number of events we detected and the stream flow data.

have been many instances where increased water flow has been correlated to an increase
in seismicity in an area. Simpson et al., (1988) discussed two types of induced seismicity
in reservoirs, rapid response and delayed response. Rapid response is an increase in
swarm like seismicity immediately after the filling of reservoirs due to increased elastic
shear stress and the effect of increase pore pressure and delayed response is due to
decrease effective normal stress from water diffusion to hypocentral depths. Costain
(2008) suggested a casual relationship between Mississippi stream flow measured at the
Thebes, IL, stream gaging station and local seismicity in the NMSZ but Bisrat et al (2012)
found no correlation between water flow and swarm activity in the NMSZ. We performed
a similar analysis with our target signals by taking river flow data from the Thebes, IL,
stream gage, which is closest to the area of study, and correlating both flow rate and gage
height with the number of time windows from our search algorithm (Figure 2.13). The
maximum correlation coefficient was only 0.3 with a lag of about 3 months, which does
not suggest a strong correlation between the two data sets but may suggest a delayed
response to the increase in water flow down the Mississippi river.
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Table 2.2: Teleseismic events recorded by the array, from which we search for triggered
tremor
Date
27 Feb, 2010
6 April, 2010
12 June, 2010
25 Oct, 2010
9 March, 2011
11 March. 2011
11 March, 2011
11 March, 2011
6 July, 2011

Time
06:34:11.53
22:15:01.58
19:26:50.46
14:42:22.46
02:45:20.33
06:15:40.28
05:46:24.12
06:25:50.30
19:03:18.26

Lat
Lon
Depth (km) Mag (MW )
-36.1220 -72.8980
22.90
8.8
2.3830
97.0480
31.00
7.8
7.8810
91.9360
35.00
7.5
-3.4870 100.0820
20.10
7.8
38.4350 142.8420
32.00
7.5
36.2810 141.1110
42.60
7.9
38.2970 142.3730
29.00
9.1
38.0580 1445900
18.60
7.7
-29.5390 -176.3400
17.00
7.6

We also attempted to see if the passing of surface waves from teleseismic events
triggered these events. Gomberg (2010) showed that teleseismic surface waves have
triggered tremor in areas where ambient tremor is also found. Therefore, if these events
are tremor, then we may see a temporal correlation with the number of time windows
detected and the passage of large surface waves. The array was deployed for two years
and fortunately recorded both the 2/27/2010 Chile event and the 3/11/2011 Tohoku event.
We first looked at the arrivals found by our detection algorithm to see if any corresponded
to the passing of large surface waves. Of the ten teleseismic events we investigated, Table
2.2, only one event had archived arrivals during the passing of surface waves. To further
investigate, we also visually inspected the higher frequency content of the surface waves
and could not visually detect any signals that matched other signals discussed in this
paper. This provides further support that these events are not tremor because there is no
temporal correlation between the number of time windows detected and the passage of
teleseismic surface waves.
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Figure 2.14: Bootstrap results to determine average size of microevents assuming a
hypocenter distance of 5 km. A normal distribution is obtained with a mean value of ML of
-1.3.

To estimate the magnitude of the candidate signals arriving from the west, we
used the local magnitude scale derived for the NMSZ (Miao and Langston, 2007). Again,
when the signals were originally seen, move out measurements estimated a distance of
about 5 km but we also measured some to be upwards of 25 km. A random subset of
events was corrected to the theoretical Wood-Anderson instrument response, and an
average ML was estimated using a bootstrap technique (Figure 2.14). The ML range is
from -1.1 to -1.5 for hypocentral distances of 5 km, which is in agreement with what was
estimated in Langston et al., (2010), and had an average magnitude of -1.3. When a
hypocenteral distance of 25 km was used, we found the ML range to be between 0.7 and
0.5 with a mean of 0.6.
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Review of many of the 10-second windows suggests that each window can
contain one or many arrivals. Langston et al., (2010) suggested that the seismicity rate for
the original signal was 257 − 1029 events per hour. The recurrence interval found using
our 2 years of data is much smaller. The rate suggested by investigation is between
13 − 175 events per day, or 1 − 8 events per hour, more in line with the Gutenberg-Richter
recurrence rate for the New Madrid seismic zone (Miao and Langston, 2007).
These events were originally interpreted as non-volcanic tremor (Langston et al.,
2010) as seen in other strike-slip and subduction zone settings (Schwartz and Rokovsky,
2007, Peng and Chao, 2008, Nadeau and Dolenc, 2005; Shelly, 2010). But the results of
this study suggest that these signals are not tremor events and we interpret these events to
be small local and regional events which, due to their size, have previously gone
undetected.

2.5

Conclusions

Results show that events with short bursts of vertical, P-wave energy originally
seen in 2006 were not an isolated occurrence. We find four different types of events, all but
the acoustic signals occur on a daily basis with an average occurrence of about 13 − 175
events per day. Estimates based on the original data set reported a rate of 257 − 1029
events per hour. The longer dataset contains only about 1 − 8 events per hour consistent
with what is expected from the Gutenberg-Richter recurrence rate for the NMSZ. The
signals from the west are extremely small and on the order of ML -1.2 using a distance
estimate of 5 km. Ray tracing and slowness values obtained from the BBFK analysis,
show that these events are either occurring from deeper portions of the Reelfoot fault or
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are shallow events with refracted waves arriving at the array site. The events were too
small to be detected on the NMSZ permanent network and therefore exact locations have
not been determined. However, the events are consistent with the locations of distinct,
off-fault seismicity and the top of the Reelfoot fault in the shallow basement. Attempts at
correlating these signals with natural phenomena, such as river flow data, weather patterns
and teleseismic events yield insignificant results. Based on their short duration and
impulsive arrivals and no temporal correlation with teleseismic surface waves, these
signals do not appear to be the same as tectonic tremor as seen in California, Japan or
Mexico, but are reminiscent of very small magnitude earthquakes from portions of the
fault system which were previously unknown. The events primarily produce P-waves with
little coherent S-wave energy. Their high frequency content also implies a local source.

2.6

Data and Resources

Seismograms used in this study were collected as part of the nonvolcanic tremor
experiment using PASSCAL instruments. Data can be obtained from the Incorporated
Research Institutions for Seismology Data Management Center at www.iris.edu (last
accessed July 2013). Weather data was obtained from National Climatic Data Center from
the National Oceanic and Atmospheric Administration (www.ncdc.noaa.gov; last
accessed November 2011). Water flow data was obtained from U.S. Geological Survey
National Water Information System (waterdata.usgs.gov/nwis; last accessed
July 2013) in June of 2012. The Antelope software can be found at BRTT.com (last
accessed July 2013). Some plots were made using the Generic Mapping Tools version
4.2.1 (www.soest.hawaii.edu/gmt; last accessed June 2013; Wessel and Smith,
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1998). Most computations were performed in MATLAB
(www.mathworks.com/products/matlab; last accessed July 2013) version 2011a
Natick, Massachusetts, along with the creation of many of the figures. Seismic analysis
code (SAC) version 101.5c (Goldstein et al., 2002) was used to calculate the theoretical
WoodAnderson response for measuring the local magnitude.

2.7

References

Andrews, M. C., W. D. Mooney, and R. P. Meyer (1985). The relocation of
microearthquakes in the northern Mississippi embayment, J. Geophys. Res., 90,
10223-10236.
Bisrat, S., H.R. Deshon and C. Rowe (2012). Microseismic Swarm Activity in the New
Madrid Seismic Zone. Bull. Seism. Soc. Am., 102, 1167-1178
Brown, J., G. Beroza, D. Shelly (2008). An autocorrelation method to detect low
frequency earthquakes within tremor, Geophys. Res. Letts., 35, L16305.
Brudzinski, M. R., and R. M. Allen (2007). Segmentation in episodic tremor and slip all
along Cascadia, Geology, 25, 907-910, doi:10.1130/G23740A.1.
Chao, K., Z. G. Peng, A. Fabian and L. Ojha (2012). Comparisons of Triggered Tremor
in California. Bull. Seism. Soc. Am., 102, 900-908.
Costain, J. K. (2008), Intraplate seismicity, hydroseismicity and predictions in hindsight.
Seis. Res. Letters, 79, 578-589.
Dart, R. L. (1992). Catalog of pre-Cretaceous geologic drill-hole data from the upper
Mississippi embayment: a revision and update of open-file report 90-260, U. S.
Geological Survey Open-File Report, 92-685 (1992), p. 253
DeShon, H.R., C.A. Langston, B. Bockholt, and S.P. Horton (2012). Continuation of
Detection and Location of Non-volcanic Tremor in the New Madrid Seismic Zone,
Final Technical Report for G11AP20005: USGS.
Dragert, H., K. Wang, and T. S. James (2001). A silent slip event on the deeper Cascadia
subduction interface, Science, 292, 1525-1528.
Dunn, M., H. R. DeShon, C.A. Powell (2013), Imaging the New Madrid Seismic Zone
using Double-Difference Tomography, J. of Geophys. Res., 188 (10), 5405-5416.
Ghosh A, J.E. Vidale, Z. G. Peng. (2009a), Complex nonvolcanic tremor near Parkfield,
California, triggered by the great 2004 Sumatra earthquake, J. Geophys. Res., 114,
B00A15.
30

Ghosh A, J.E. Vidale, J. Sweet, K. Creager, A. Wech (2009b), Tremor patches in
Cascadia revealed by seimic array analysis, J. Geophys. Res., vol. 36, L17316.
Goldstein, P., D. Dodge, and M. Firpo (2002). SAC2000: Signal processing and analysis
tools for seismologists and engineers, “IASPEI International Handbook of
Earthquake and Engineering Seismology”, ed. W. H. K. Lee, H. Kanamori, P.C.
Jennings, and C. Kisslinger. London: Academic Press. Kisslinger. London:
Academic Press
Gomberg, J., (2010). Lessons from (triggered) tremor. J. Geophys. Res., 115, B10302.
Guilhelm A., Z. Peng, and R. M. Nadeau (2010), High-frequency identification of
non-volcanic tremor along the San Andreas Fault triggered by regional earthquakes,
Geophys. Res. Lett., 37, L16309.
Horton,S (2012). Disposal of Hydrofracking Waste Fluid by Injection into Subsurface
Aquifers Triggers Earthquake Swarm in Central Arkansas with Potential for
Damaging Earthquake, SRL, v. 83 no.2, p. 250-260
Jemberie, A.L., and C.A. Langston (2005). Site Amplification, scattering and intrinsic
attenuation in the Mississippi embayment from coda waves, Bull. Seism. Soc. Am.,
95,1716-1730.
Kao, H., S. J. Shan, H. Dragert, G. Rogers, J. F. Cassidy, K. Wang, T. S. James, and K.
Ramachandran (2006), Spatial- temporal patterns of seismic tremors in northern
Cascadia, J. Geophys. Res., 111, B03309.
Langston, C. A., D. Rieger, and M. B. Magnani (2010). Unusual microseisms seen in the
Reelfoot Fault zone, Northern Tennessee, from a reflection experiment, Bull. Seism.
Soc. Am., 100, No. 1, pp. 377-383
Langston, C. A. (2003). Local Earthquake Wave Propagation Through Mississippi
Embayment Sediments: I. Body Wave Phases and Local Site Responses, Bull.
Seism. Soc. Am., 93, 2664-2684.
Liu, Y., and J. R. Rice (2005), Aseismic slip transients emerge spontaneously in threedimensional rate and state modeling of subduction earthquake sequences, J.
Geophys. Res., 110, B08307.
Liu, Y., and J. R. Rice (2007), Spontaneous and triggered aseismic deformation transients
in a subduction fault model, J. Geophys. Res., 112, doi:10.1029/2007JB004930.
Maceira M., C.A. Rowe, G. Beroza and D. Anderson (2010), Identification of
low-frequency earthquakes in non-volcanic tremor using the subspace detector
method, Geophys. Res. Letts., 37, L06303, doi:10.1029/2009GL041876.
Miao, Q., and C.A. Lanston (2007). Empirical Distance Attenuation and the LocalMagnitude Scale for the Central United States, Bull. Seism. Soc. Am., 97,
2137-2151.
31

Moro. G. Dal, and M. Zadro (1998). Subsurface deformations induced by rainfall and
atmospheric pressure: tilt/strain measurements in the NE-Italy seismic area, Earth
and Planetary Science Letters., 164, 193-203.
Nadeau, R. M., and D. Dolenc (2005). Nonvolcanic tremors deep beneath the San
Andreas Fault, Science, 307, 389.
Nakata R, Suda N, Tsuruoka H (2008), Non-volcanic tremor resulting from the
combined effect of Earth tides and slow slip events, Nature Geoscience, 1, 676-678.
Nawab, S.; Dowla, F.; Lacoss, R. (1985), Direction determination of wideband signals,
Acoustics, Speech and Signal Processing, “IEEE Transactions” vol.33, no.5
Obara, Kazushige (2002). Nonvolcanic Deep Tremor Associated with Subduction in
Southwest Japan, Science, 296, 1679
Obara, Kazushige (2012). New Detection of Tremor Triggered in Hokkaido, Northern
Japan by the 2004 Sumatra-Andama Earthquake. Geophys. Res. Letts., Vol 39, doi:
10.1029/2012GL053339.
Peng Z. G. and Chao K. V. (2008), Non-volcanic tremor beneath the Central Range in
Taiwan triggered by the 2001 M-w 7.8 Kunlun earthquake, Geophys. J. Int., 175,
825-829.
Peng Z. G., J.E. Vidale, A.G. Wech, R. M. Nadeau and K.C. Creager (2009), Remote
triggering of tremor along the San Andreas Fault in central California, J. Geophsy.
Res., 114, B00A06.
Rogers, G., and H. Dragert (2003). Episodic tremor and slip on the Cascadia subduction
zone: the chatter of silent slip, Science, 300, 1942-1943.
Rubinstein J. L., M. L. Rocca, J. E. Vidale, K. C. Creader and A. G. Wech (2008), Tidal
modulation of nonvolcanic tremor, Science, 319, 186-189
Rubinstein J. L., J.E. Vidale, J. Gomberg, P. Bodin, K. C. Creager and S. D. Malone.
(2007), Non-volcanic tremor driven by large transient shear stresses, Nature, 448,
579-582.
Scholz, C.H. (1998), Earthquakes and friction laws, Nature, 391, 37-42.
Schwartz, S.Y., and J. M. Rokosky (2007), Slow slip events and seismic tremor at
circum-pacific subduction zones, Rev. Geophys., 45, RG3004,
doi:10.1029/2006RG000208.
Shelly, D. R., G. C. Beroza, S. Ide, and S. Nakamula (2006), Low frequency earthquakes
in Shikoku, Japan and their relationship to episodic tremor and slip, Nature, 442,
188191.

32

Shelly, D. R., G. C. Beroza, S. Ide, and S. Nakamula (2006), Low frequency earthquakes
in Shikoku, Japan and their relationship to episodic tremor and slip, Nature, 442,
188191.
Simpson D. W., W. S. Leith and C. H. Scholz (1988), Two types of reservoir-induced
seismicity, Bull. Seism. Soc. Am., 78, 2025-2040.
Sit S., M. Brudzinski and H. Kao (2012). Detecting tectonic tremor through frequency
scanning at a single station: Application to the Cascadia margin, Earth and
Planetary Science Letters, Vol 353-354, p. 134-144.
Thomas A.M, Nadeau R.M., Burgmann R. (2009), Tremor-tide correlations and near
lithostatic pore pressure on the deep San Andreas fault, Nature, 462, 1048-U105.
Wech, A. G., and K. C. Creager (2008). Cascadia tremor polarization evidence for plate
interface slip, Geophys. Res. Let., 34, L22306, doi:10.1029/2007GL031167.
Wessel, P. and W. H. F. Smith (1998). New, improved version of the Generic Mapping
Tools released, EOS Trans. AGU, 79, 579.

33

Chapter 3

Local-Magnitude and Anomalous Amplitude Distance Decay in the Eastern Tennessee Seismic Zone

3.1

Introduction

Seismograms from the Eastern Tennessee Seismic Network (ETSN) are used to
produce a local magnitude scale ML for events of the Eastern Tennessee Seismic Zone
(ETSZ). Local magnitude scales are important for seismic-hazard studies for two reasons.
First, ML gives a first-order relationship between the size of an earthquake and its
ground-motion level (Richter, 1935); and, second, ML is a quantification of the seismic
source amplitude within the frequency range of buildings (Kanamori, 1980). The
seismic-hazard assessment of the ETSZ is of particular interest because of its close
proximity to six nuclear power plants, Oak Ridge National Laboratory, and large cities.
Although the largest recorded earthquakes in the ETSZ have been two 4.6 Mw events, the
23 April 2003 Fort Payne and the 1973 Knoxville earthquakes, historic accounts show that
damaging earthquakes have occurred in the Knoxville region (Gordon, 1913; Taber, 1916)
and in the southern Appalachians of South or North Carolina (Neumann, 1924).
Furthermore, recent paleoseismic studies have concluded that the ETSZ has the potential
to produce infrequent M 7.5 events (Hatcher et al., 2012).
The seismic network in the ETSZ began in the early 1980s with installation of a
short-period vertical station. It was not until the turn of the millennium that the Eastern
Tennessee network was augmented with three-component short-period and broadband
stations. Despite moment magnitude Mw being the best measurement for determining
earthquake size (Kanamori, 1977; Hanks and Kanamori, 1979; Pechmann et al., 2007),
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the lack of adequate broadband station coverage and the very small nature of the
earthquakes in the area, typically < 3.0, Mw is not currently reported for the ETSZ.
Studies in California have shown that, for the most part, ML agrees well with that of Mw
(Hanks and Boore, 1984; Thio and Kanamori, 1995; Uhrhammer et al., 1996; Zhu and
Helmberger, 1996) for earthquakes of ML between 3.0 and 7. Because of the ease and
ability to calculate ML within minutes of an event, a local magnitude scale would provide
a more consistent magnitude report for the earthquakes in the area and other seismic areas.
To date, the duration magnitude scale MD is used to determine event magnitudes, and it is
typical that felt report areas for events of the same magnitude are larger in the central and
eastern United Stations compared to southern California (Nuttli, 1973; Johnson and
Schweig, 1996).
The local magnitude scale was developed by Richter (1935) to correct for
seismic-wave attenuation and geometrical spreading experienced by shear waves in a
region. A local magnitude also describes the relationship between the size of an
earthquake (Richter, 1935) and ground-motion levels, although it does not directly
measure any physical parameters of the source (Kanamori et al., 1993). A local magnitude
scale can be determined by empirically developing the distance-correction function within
the region. Goals of this study include determining a local magnitude scale and an
empirical equation to relate ML to the existing MD scale, quantifying some of the
characteristics of seismic-wave attenuation in the ETSZ, comparing these characteristics
with those from other seismically active regions, and determining which local magnitude
scale best estimates the few moment magnitudes reported in the ETSZ
Until recently, the ETSZ was considered to be one of the most seismically active
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regions in the eastern United States (Powell et al., 1994), second only to the New Madrid
Seismic Zone. Most of the hypocenters occur at depths between 5 and 24 km, with
epicenters found in the Valley and Ridge province in the southern Appalachians. The
cause of the current seismicity is not known, but a recent study suggests that the New
YorkAlabama (NY-AL) lineament is a buried right-slip fault (Steltenpohl et al., 2010) and
is related to the present-day seismic activity
To date, several active and passive source studies have provided insight into some
of the geological features of the area. These include wide-angle refraction studies
(Borcherdt and Roller, 1966; Warren, 1968; Prodehl et al., 1984; Hawman, 2008;
Hawman et al., 2012), reflection profiling (Cook et al., 1979; Nelson et al., 1985;
Hopkins, 1995; Cook and Vasudevan, 2006), and receiver function modeling (Owens et
al., 1984; Graw et al., 2015). A statistical analysis of focal mechanisms from the ETSZ
was performed by Chapman et al. (1997), with results showing strike-slip faulting as a
consistent feature of the seismic zone. Potential field data show high aeromagnetic and
Bouguer gravity anomalies.

3.2

Data and Data Processing

Figure 3.1 shows the distribution of seismicity used in this study. We use 690
events of magnitude 0.3-4.6 occurring from 2003 to 2014. The ETSN consists of 26
three-component instruments and records, on average, about 60-80 events per year.
Magnitude is determined locally at the Center for Earthquake Research and Information at
The University of Memphis using the relation:
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Figure 3.1: Distribution of events used in this study. The open circles represent epicenters,
and the inverted triangles are stations used in the Eastern Tennessee Seismic Zone. The
New YorkAlabama lineament is clearly delineated by the seismicity and is indicated by the
bold solid line.

MD = −3.45 + 2.85 log D

(3.1)

in which D is the signal duration measured from the P-wave arrival time to the time when
the event signal returns to background (Chapman, 1986).
Of the 26 stations, 3 are broadband instruments and 23 are short-period
seismometers. All stations have a sampling rate of 100 samples/s. In an attempt to
increase the dynamic range of the short-period instruments a gain range channel is
installed. As ground velocity causes the instrument to approach its dynamic limit, the
system automatically changes the gain to a lower value. The gain channel is locally
archived with the gain-ranged data. Therefore, to recover the absolute amplitude, it was
necessary to remove the effects of the gain ranging. Once this was complete, we could
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Figure 3.2: Processing steps to obtain the theoretical Wood-Anderson seismogram from a
MD 3.9 event in South Carolina. (a) is the raw, gain-ranged EW channel, (b) is the gain
channel, (c) is what we obtain after we apply the degain-algorithm and finally, (d) is the
theoretical Wood-Anderson response, filtered from 0.5 to 10 Hz.

then correct to the theoretical WoodAnderson (WA) response (T0 = 0.8 s, magnification
2800, and damping 0.8, Figure 3.2).
In the early stages of this study, we discovered a number of problems in the
ETSN instrument calibration. During the processing and inversion steps, it was noted that
the results obtained from the inversion produced a model that seemed physically
improbable. We used synthetic data to test the robustness of the mathematical model. The
synthetic data showed that the model is robust and that the error most likely originated
from the data. To test this, we assumed that data from Earthscopes Transportable Array
(TA) were correct and compared amplitude data from the 26 stations in our study with
nearby stations from the TA. We found that the 23 short-period stations produced
maximum amplitude two to three orders of magnitude smaller than the TA stations at
similar distances. After an extensive search through station installation notes and
electronic system parameters, a critical error was found in the calculation of the
normalization factor for instrument gains. Once this error was corrected, the short-period
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station amplitude data matched the TA data.

3.3

Data Analysis

Following Richter (1935, 1958), the local magnitude scale ML is based on
seismograms recorded by a standard WA instrument with free period T0 = 0.8 s,
magnification of 2800, and damping of 0.8 and is given by

ML = log A − log A0 + S

(3.2)

in which A is the maximum trace amplitude observed on the horizontal
component; -log10 (A0 ) is an empirically determined distance-correction function with the
assumption that when a maximum amplitude of 1 mm is observed at a distance of 100 km.,
ML = 3.0, and S is an empirically determined station correction factor. We use the method
outlined in Miao and Langston (2007) and Hutton and Boore (1987) to build our inversion.
The -log10 (A0 ) term can be explicitly written as:


− log Ai j = n log ri j /100 + K ri j − 100 + 3.0 − ML i + S j

39

(3.3)

in which n and K are parameters related to the geometrical spreading and
anelastic attenuation respectively, r is the hypocentral distance, ML is the local magnitude,
and S is the station correction factor. The i and j subscripts refer to the event and station,
respectively. Therefore, ri j is read as the hypocentral distance from theith event seen on
thejth station. Equation 3.3 can be cast into a linear inversion problem and can be solved
in a number of ways: least squares, maximum likelihood, or generalized inversion (Aki
and Richards, 1980; Menke, 1984; Lay and Wallace, 1995; Aster et al., 2005). We chose
to solve equation 3.3 using singular-value decomposition to obtain the generalized matrix
as outlined in Aster et al., (2005).
The matrix d is constructed using the maximum amplitude of the theoretical WA
seismograms for the horizontal components. Our study includes 690 events seen on 25
stations (one of the 26 stations had poor data), giving a dataset of 11,905 seismograms
observed on 50 different horizontal components. To further constrain our inversion, we
require that the sum of the station correction factors be zero. The dimension of our G
matrix becomes 11, 906 × 742, m becomes 742 × 1, and our d matrix becomes
11, 906 × 1. The linearity of this problem allows for a single-step matrix inversion that
simultaneously solves for n, K, the magnitude values, and the station correction factors.

3.4 Results

The results of the inversion for the distance correction function can be seen in
Figure 3.3. The distance-correction function, -log10 (A0 ), is given by:
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Figure 3.3: The -log10 (A0 ) term as a function of distance for both the 100 km and 17
km normalization technique (right) and histogram of the hypocentral distances used in
the inversion (left). The distance-correction function obtained in this study is very flat,
implying very little attenuation with distances greater than 200 km. There is also a limited
number of hypocentral distances below 40 km.

− log A0 = 0.538 log r/100 − 0.0002516 (r − 100) + 3.0

(3.4)

Figure 3.4 shows the residuals, or the observed minus calculated local
magnitudes, for all the data. The residuals are well represented by a Gaussian distribution
centered on zero with a standard deviation of 0.2895 (Figure 3.4a). The mean and
standard deviation of the residuals as a function of distance (Figure 3.4c) show that the
mean and standard deviation do not change much as a function of distance. To estimate
the errors in the n and K parameters, we use the frequency vs. ML residuals seen in Figure
3.4a. Under the assumption that the errors in the data are random and Gaussian, we can
use the variance of the residuals when determining the errors in our model parameters.
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Figure 3.4: (a) Represents a histogram of the predicted-calculated local magnitudes for the
events in this study, (b) residuals as a function of distance, (c) is a the mean and standard
deviation of the residuals in 50 km bins and finally, (d) is a histogram of hypocenteral
distances (up to 250 km) used in this study.

Again following the derivation outlined in Aster et al. (2005), the 95% confidence
intervals for each model parameter can be found using the following relationship:

m ± 1.96 · (cov(m))1/2

(3.5)

where the covariance of the model parameters in equation 3.5 can be obtained
using the following relationship:

cov(m) = σ 2 (GT G)−1
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(3.6)

Using the relationships in equations 3.5 and 3.6 and the variance of the residuals
as σ 2 yields the n and K model parameters with their 95% confidence. Our results show
that our geometric spreading term, n and attenuation term K are good to 2% and 13%
respectively.

3.5

Station Corrections

Station corrections are related to the local ground conditions and instrument
installation (Richter, 1958). The interpretation of the station correction parameter is
straightforward. As can be seen by equation 3.2, a station with a positive correction will
produce a smaller-ground motion than a station with a negative correction. We can
therefore infer some information about the site conditions based on the station corrections,
under the assumption that all the stations were installed correctly and in the same manner.
Figure 3.5 shows the station corrections for each channel and station as a function of
latitude and longitude. For the most part, station corrections are small, less than 0.1, but a
few stations, namely CPCT, CPRT, RBNC and WMTN show high station corrections,
greater than 0.3. The station corrections and their 95% confidence intervals for all 25
stations can be seen in Table 1.1.

3.6

Revised Wood-Anderson Response

In March 2013, the International Association of Seismology and Physics of the
Earths Interior (IASPEI) adopted new pole and zero values for the Wood-Anderson
instrument response based on the work done by Uhrhammer and Collins (1990) and
Borman (2013). Their results showed that the often-reported magnification value of 2800
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Table 3.1: Station corrections for both channels of each station.
Station
ASTN
BCRT
BHT
CCNC
CCRT
CMGA
CPCT
CPRT
DYTN
ETT
FPAL
GFM
GMG
GRBT
GTTN
LRVA
MGNC
RBNC
RCGA
SMNC
SWET
TRYN
VHTN
WMTN
WSNC

Lat
36.33
35.77
35.86
36.02
35.47
34.63
35.45
36.16
35.49
35.33
34.54
36.11
34.86
35.67
35.81
36.79
35.74
35.36
34.98
35.58
35.22
35.27
36.40
36.41
35.17

Lng
-83.48
-84.58
-84.94
-82.71
-84.05
-85.03
-84.52
-83.88
-85.09
-84.45
-85.61
-81.81
-84.67
-84.20
-83.67
-82.79
-82.29
-82.99
-85.35
-81.64
-85.93
-82.25
-82.80
-84.18
-83.58

N-S
-0.121069
-0.024309
-0.281899
-0.093524
0.028077
0.070107
0.497076
-0.448174
0.036384
0.080248
-0.072837
0.038427
0.124600
0.091511
-0.339922
-0.040896
0.074142
0.137166
-0.007715
-0.050206
0.033416
-0.115816
0.092364
-0.407385
-0.037931
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E-W
Errors:NS/EW Type
-0.008488
0.031/0.031
S-13
-0.003534
0.029/0.028
S-13
-0.332053
0.029/0.057
S-13
-0.071785
0.057/0.034
L-4
0.001119
0.034/0.032
S-13
-0.138727
0.032/0.024
S-13
0.513556
0.024/0.039
BB
-0.445222
0.040/0.030
S-13
0.068174
0.030/0.025
S-13
-0.010995
0.025/0.025
S-13
-0.010625
0.047/0.047
BB
0.065728
0.048/0.048
L-4
0.335434
0.035/0.042
S-13
0.236867
0.025/0.027
S-13
-0.075040
0.035/0.035
S-13
-0.051184
0.060/0.061
S-13
0.036491
0.049/0.048
L-4
0.598292
0.050/0.059
L-4
-0.069969
0.032/0.034
S-13
0.213120
0.064/0.068
L-4
0.080589
0.034/0.034
BB
-0.084094
0.057/0.057
L-4
0.026120
0.044/0.038
S-13
-0.300176
0.032/0.032
S-13
0.164570
0.061/0.059
L-4

Figure 3.5: The N-S and E-W station corrections determined during the inversion. The
solid line is the NY-AL lineament projection. The large correction factors could be due to
the proximity of the stations to the local seismicity. The correction factors seem to have
a correlation with the NY-AL lineament. To the north-west, the corrections are negative
and to the south-east, the corrections are positive. It should also be noted that the station
correction factors are very small towards the ends of the NY-AL lineament.
Table 3.2: Comparision of old and new Wood-Anderson Reponse information
WA
Zeros
Poles
Nominal (0.0, 0.0)(0.0, 0.0) (−6.283185, −4.712)
(−6.283185, 4.712)
Revised (0.0, 0.0)(0.0, 0.0) (−5.49779, −5.60886
(−5.49779, 5.60886

and 0.8 damping factor are incorrect based on erroneous assumptions about the
instrument. The nominal Wood-Anderson (WA) response information together with the
newly accepted response information can be found in Table 1.2. In accordance with the
revised values for the Wood-Anderson torsion seismometer, we develop a local magnitude
scale based on the new WA response information and compare the new results to the
nominal WA response information. The same processing steps outlined in the data
analysis section were done with the exception of correcting to the revised WA response as
opposed to the nominal. It should be noted that although the new magnification value is
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smaller, the damping coefficient also changed, which caused the slope of the transfer
function to change and therefore, the difference in maximum amplitude is very small for
real data.
Once the inversion was complete, we compare the model parameters obtained
from the nominal WA seismogram and the revised WA seismogram. The
distance-correction function from the new WA response is:

− log10 A0 = 0.539 log10 r/100 − 0.0002486 (r − 100) + 3.0

(3.7)

The difference in the distance-correction function is subtle but it does change the
ML values. The nominal theoretical WA seismograms are actually slightly larger in
amplitude than the revised seismograms and therefore, the revised ML values are about 0.1
smaller. Because the model parameters change very little between the two responses, we
use the nominal Wood-Anderson torsion seismometer response for the remainder of this
study.
This report also adopted a new formula for determining the local-magnitude
scale for regions outside of California. For crustal earthquakes that are similar to Southern
California in their attenuation properties, the proposed equation is:

46

Table 3.3: Different -log10 (A0 ) equations
ML Type
17 km Normalization
(All Stations)
17 km Normalization
(Short Period Stations
Stations)
IASPEI
(All Stations)

Equation
0.538 log10 (r/17) − 0.0002516(r − 17) + 2.0
0.539 log10 (r/17) − 0.000389(r − 17) + 2.0
0.3974 log10 −8.3456e−05 (r) − 6.3096

− log10 A0 = 1.11 log10 +0.00189R − 2.09

(3.8)

where A is the maximum trace amplitude in nanometers as measured on the output from
the horizontal-component, and R is the hypocenter distance as measured in kilometers and
the constant term -2.09 is empirically determined during the inversion process. This
equation can be generalized and cast into a similar linear inversion problem and solved in
the same manor as described in the Data Analysis section. We solve this linear equation as
described previously and the results of the different equations for the -log10 (A0 ) term can
be seen in Table 1.3. This new formulation for the -log10 (A0 ) is the new standard for
calculating local-magnitudes for areas outside of southern California. However, based on
our analysis, this new formulation does not tie into the reported moment magnitudes in
our catalog nor the currently reported duration magnitude. Therefore, we will continue to
use the formulation outlined originally by Richter (1935).
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Figure 3.6: The calculated ML events as a function of the originally reported MD magnitudes. The solid line represents the hypothetical ML = MD and the dashed line is the leastsquares fit to the data. (a) represents calculated ML magnitudes based off the assumption
that a magnitude 3.0 at 100 km away would produce 1-mm of displacement. (b) assumes a
magnitude 3.0 at 17 km would produce 10-mm of displacement.

As noted in equation 3.3, the amplitudes are normalized to 1-mm at 100 km for
an ML 3.0 earthquake. Upon further investigation, it was noted that ML values were over
estimating the reported duration magnitudes by 0.6 magnitude units (Figure 3.6a). To
further explore this, we also looked at two of the largest instrumentally recorded
earthquakes in the area, the 2003 Fort Payne, Alabama earthquake and the 2012 Perry
County, Kentucky earthquake, whose moment magnitudes are 4.6 and 4.2 respectively
(Figure 3.7). Based on the magnitude scale obtained using equation , ML for the Perry
County event is 4.5 and the Fort Payne event is estimated to be a 5.4, almost a full
magnitude unit larger than the reported MW value. Also, the ML calculated using the new
IASPEI formula is 2.7 and 2.3 respectively.
Figure 3.7 implies that, for these two large events, the amplitude is larger at
distance than smaller at distances, opposite of what theory would suggest. But the smaller,
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Figure 3.7: A comparison of the two largest instrumentally recorded events together with
an example of a typical event used in this study. The data are the maximum amplitudes
of the theoretical Wood Anderson (WA) displacement filtered from 0.5-10 Hz plotted as a
function of distance. Even for large earthquakes, the data show very little attenuation. It
should also be noted that for the majority of the larger events (MD > 3.0), there exists very
little data within 20 km of the hypocenters.
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MD 2.8 event, which is more typical for this region, shows little attenuation with distance.
Hutton and Boore (1987) and Boore (1989) note that regional differences in crustal
attenuation and wave propagation influence S wave attenuation in local seismograms. By
their suggestion, we normalize the amplitudes to 10-mm at 17 km for a magnitude 3.0
earthquake. Equation 3.3 then becomes:


− log Ai j = n log ri j /17 + K ri j − 17 + 2.0 − ML i + S j

(3.9)

Although equation 3.9 is mechanically no different than equation 3.3, it relies on
shorter hypocentral distances and therefore depth and location accuracy becomes more
important. Equation 3.9 is applied to the data in the same manner as equation 3.3 and the
inversion problem converged in a similar way as that using equation 3.3. Surprisingly, the
residuals were also similar Figure 3.4, even though the correction curves differ by over 0.5
magnitude units (Figure 3.3). However, the new inversion did successfully remove the 0.6
magnitude unit bias as seen in Figure 3.6a. Because the inversion which normalizes the
amplitude to 10-mm at 17 km for a magnitude 3.0 earthquake better agrees with the
reported moment magnitude, this is our preferred model.

3.7

Discussion

A goal of this study was to compare the ETSZ and its ground-motion to those of
other seismically active areas. Figure 3.8 shows distance-correction functions for a
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number of different seismic zones. In our comparison, we include functions from
Southern California (Hutton and Boore, 1987), eastern North America (Kim, 1998) and
the central U.S. (Miao and Langston, 2007). The distance-correction curve is much flatter
after 200 km for events within and around the ETSZ implying much less distance
attenuation for the area in our study. Indeed, this is the major result of our study and must
have implications on the nature of wave propagation within the ETSZ. The lack of
significant distance attenuation suggests that velocity structure, attenuation structure or
both may give this highly anomalous result. The expected Wood-Anderson maximum
amplitude for an earthquake in the ETSZ would be almost 10 times larger than the same
ML event in the Central US, past 100 km distance, and over 100 times larger than the
same southern California earthquake at 600 km distance. There may also be a source
radiation effect combined with low attenuation in the ETSZ source volume that could
serve to boost maximum ground motions at close distances compared to, say, the central
U.S. Note that the -log(A0 ) curve for the 100 km normalization found here for the ETSZ
in nearly identical to Miao and Langstons (2007) results. The 17km normalization results
will hinge on amplitude observations at close distance that could significantly bias the
inversion result. Figure 4d shows a zoomed in portion of the histogram of hypocentral
distances used in the inversion. The histogram shows that there is little data with
hypocenters less than 20 kms. It should also be noted that observations of S-Lg waves
show distance-dependent geometrical spreading in the Eastern United States (Atkinson
and Boore, 1995). Their results show body wave spreading at distances less than 70 km
and surface wave spreading greater than 140 km. Our -log(A0 ) term implies surface wave
geometrical spreading at all distances, something that has never before been reported.
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Figure 3.8: Distance-correction curves for different portions of the continental United
States. The 17-km normalization curve for the ETSZ is very flat after 200 km and shows
very little attenuation with distance as opposed to places such as California, which shows
strong attenuation with distance.

These results motivate further study of both seismic source radiation from ETSZ
earthquakes as well as detailed wave propagation studies to determine crust and upper
mantle structure in the region.
Reported magnitudes for the ETSZ are duration magnitudes, or MD . Figure 3.6b
shows the reported MD values compared with our newly calculated ML values with the
least squares fit being ML = 0.6809MD + 0.64603. The newly calculated ML magnitudes
are actually smaller than the reported MD , despite the fact that a few events have
differences larger than 1-magnitude units larger or smaller than the reported MD
magnitudes.
Figure 3.9a shows the estimated b-value based on the reported MD values and
Figure 3.9b shows estimated b-values using our calculated ML magnitudes. The b-value
based on duration magnitude is 0.9 with a magnitude threshold of 1.3 while the b-value
for the calculated ML is 0.93 with a cutoff threshold of 1.3. The cutoff thresholds were
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calculated using a least squares method. The L2 norm was calculated to determine the best
fit between the lower and upper magnitudes. The 1.3 threshold was determined by finding
the minimum L2 norm for regressions that progressively cut off data at a low magnitude
threshold between 1.0 and 2.0.
Figure 3.5 shows the station corrections for the N-S and E-W components. Most
of the station corrections are very small, less than 0.1 (Table 1.1). Overall, especially with
the larger station correction factors, there seems to be a correlation with the NY-AL
lineament. For stations to the north-west of the lineament, the station corrections are
negative, while those to the south-east of the lineament are positive. This may imply that
wave paths to the south-east of the lineament attenuate seismic waves while paths to the
north-west actually amplify seismic waves. Although, the NY-AL lineament is a deep
feature and therefore this spatial correlation could be more coincidental than a plausible
explanation. There are a few stations with higher than average station corrections.
Stations RBNC and WHTN have large station corrections for the E-W and N-S channels
respectively while CPCT and CPRT have large station corrections for both channels. The
corrections for stations RBNC and WHTN could be attributed to site conditions. RBNC is
on the east side of a mountain while WHTN is on the north side of a mountain. The raw
data for these two stations show that the ratio of the peak-to-peak amplitude for the two
horizontal channels is about 3, which could be attributed to free surface effects because of
their locations on steep mountainsides. The east/west channel of RBNC showed poor data
quality during the quality control process of the inversion and therefore has very little data
compared to other stations. This lack of data could also be a contributing factor to the
relatively large station correction. The other two stations, CPCT and CPRT, show high
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Figure 3.9: b-values estimated used (a) reported MD values and (b) calculated ML

station corrections for both horizontal channels. CPRT is a Geotech S-13 short period
instrument with Panda II hardware and was upgraded with Ref Tek-130 data loggers in
2011. CPRT is the only station in the network not located on hard rock but is in fact
located 4 feet deep in a sediment site found atop a hill. Sedimentary basins have been
known to cause amplitude amplification for seismic waves of certain frequencies and this
could attribute to the negative station correction. Miao and Langston (2007) found similar
amplification in the Mississippi Embayment while deriving the local-magnitude scale in
the Central United States. Along with possible site amplification, the high correction
factor could be a result of very little data being contributed by station CPRT. Ultimately,
CPRT recorded less than 30% of the earthquakes used in our study.
CPCT, which is deployed in Cooper Cave in southeastern Tennessee, was
upgraded in the early months of 2011. The station corrections for CPCT are high and
residuals from this station show a systematic change about the time of the network
upgrade. The mean of the residuals before the network upgrade is -0.1261 while the mean
after the upgrade is 0.2080. Stations from the Transportable Array were just short of
arriving and detecting any of the events in this study before the network upgrade and
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therefore checking the instrument response of this station was not possible. And
comparisons of current CPCT teleseismic amplitudes with nearby TA station observations
after the network upgrade show excellent agreement. Finally, apart from station RBNC,
the stations with the highest station corrections are also stations that are located atop the
majority of the seismicity. The network is comprised mostly of short period stations and
therefore the station corrections could be biased because of the 1 or 2 Hz instruments.

3.8

Conclusions

A local-magnitude scale for the Eastern Tennessee Seismic Zone was calculated
based on inversion of Wood-Anderson amplitude estimates obtained from locally archived
waveforms. 690 events seen on 25 seismic stations were used to simultaneously invert for
the distance-correction function, ML values and station corrections. Our distancecorrection function shows less distance attenuation than even for the Central United States.
We compare corrected data using traditional WA and newly adopted WA
responses and find that the traditional WA response systematically yields higher
magnitudes of about 0.1.
Of the entire ETSZ catalog, only two events were large enough and recorded on
enough broadband stations for an accurate MW to be calculated. As noted earlier, those
two events, the 2003 Fort Payne event and the 2012 Perry County event, were of MW 4.6
and 4.2 respectively. The magnitude scale developed using the 100 km normalization and
the new IASPEI do not accurately match the MW for these two events. Therefore, based
on comparisons between our calculated ML values obtained during our inversion and
report moment magnitudes, we prefer the model that normalizes the maximum amplitude
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to 10 mm at 17 km for a ML 3.0 event. The ML for the Fort Payne event is 4.8 while the
ML for the Perry County Event is 4.3, which both represent better estimations for the MW
of these two events.
B-values obtained using the cataloged duration magnitudes and the calculated
local magnitudes are both greater than 0.9 and the seismic network has a magnitude
threshold of 1.3. Our study of earthquake ground motions in the ETSZ allowed us to track
down an important error in instrument gains assumed for the ETSN short period systems.
This error has been corrected in the metadata available from the IRIS datacenter. The
results show that the ETSZ is an area of anomalously low distance attenuation. Future
studies of source radiation properties and local/regional wave propagation are needed in
order to investigate physical models that allow such low attenuation.
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Chapter 4

A Joint Surface-Wave Dispersion and Receiver Function Study of the
Eastern Tennessee Seismic Zone

4.1

Introduction

Intraplate seismicity continues to defy our current understanding of earthquakes
and their relation to plate tectonics. The Eastern Tennessee Seismic Zone (ETSZ), Central
Virgina Seismic Zone (CVSZ) and Middleton Place-Summerville Seismic Zone (MPSSZ)
are all located many thousands of miles from any active plate boundary yet continue to
produce damaging earthquakes. Of these three seismic zones, the ETSZ is the most active
with about 80 events per year. The largest instrumentally recorded events are the two
magnitude 4.6 events in Maryville, Tennessee, and Fort Payne, Alabama (Bollinger et al.,
1976, 1991; Withers et al., 2004). The CVSZ and the MPSSZ are not as seismically active
in terms of number of events per year but did host the 2011 magnitude 5.8 Mineral Virgina
earthquake (Hough, 2012) and the historic 1886 Charleston earthquake of magnitude 7.3
(Johnson, 1996).
The ETSZ is considered to be one of the most active intraplate seismic zones east
of the Rocky Mountains (Powell et al., 1994). The seismic zone is 300 km long and 50 km
wide trending NE-SW almost parallel to the trend of the Southern Appalachian
Mountains. Most of the hypocenters occur at depths between 5 and 24 km and occur in
Greenville age basement rocks of the Valley and Ridge province in the southern
Appalachians and are strongly delineated by a sharp contrast in potential field data, Figure
4.1.
The cause of the current seismicity is not known but a recent study suggests that
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the New York-Alabama (NY-AL) lineament is a buried right-slip fault, (Steltenpohl et al.,
2010) and related to the present day seismic activity. Powell et al., (2014) suggests
sinistral strike-slip motion based on well-contstrained paleomagnetic pole positions
(D’Agrella-Filho et al.., 2008). Detailed geophysical studies of the area will provide a
better understanding of the present-day structure and geological history, which are key to
the understanding of the present-day seismicity.

4.2

Geological Setting

Dominant features of the basement rocks in the ETSZ are attributed to ancient
Proterozoic tectonic events related to the Grenville orogeny and the formation of the super
continent Rodinia (Thomas, 2006). Other intraplate seismic zones have been attributed to
ancient rift structure (Johnston and Kanter, 1990) but according to palinspastic
reconstructions, the basement rocks of the ETSZ were not affected during the formation of
the Iapetus ocean. During the closing of the Iapetus ocean and the formation of the
supercontinent Rodina, Cambrian through Lower Ordovician sediments were deposited in
a passive margin setting. Then middle Ordovician through Pennsylvanian rocks were
deposited in synorogenic foreland basins and were folded and faulted as they were thrust
over the decollment onto the basement rocks. The depth of this decollment ranges from 0
to 4 km (west to east) in our study area (Cook and Vasudevan, 2006).
A seismic network has been in the area since the early 1980’s and therefore a
number of geophysical studies of the area have been conducted in an attempt to better
understand the subsurface structure and current seismicity. The vast majority of the
current understanding stem from a few key studies. Limited resolution refraction profiles
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Figure 4.1: Potential field data of our study area. The NY-AL lineament, dashed line in
(a), is delineated by the strong contrast in the magnetic field data. The majority of the
seismicity, 80%, is found east of the lineament. Thin black lines are the locations of
velocity profiles determined in the study.
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reveal the presence of high crustal velocities (Prodehl et al., 1984). Reprocessed lines
from the Consortium for Continental Reflection Profiling (COCORP) show a
non-reflective basement beneath the Valley and Ridge and the Blue Ridge provinces with
no Moho reflection (Cook and Vasudevan, 2006). Recent radial transfer function analysis
from the 26 seismic stations in the ETSZ show a lack of a Moho reflector in the southern
portion of the Blue Ridge Province and a gradational Moho in the area of the northern
portion of the seismic zone (Graw et al., 2015). Another study by Wagner et al. (2012)
shows a Moho “hole” in the Blue Ridge Mountains in the Southern Appalachians and
crustal thicknesses of 40-55 km, Owens et al., (1984; 1987) found a gradational Moho
boundary under the Cumberland Plateau.
P and S wave velocity models obtained using over 1000 local earthquakes
recorded on 100 three-component stations reveal interesting crustal features of the ETSZ,
(Powell et al., 2014). Strong lateral velocity variations were detected across the vertical
projection of the NY-AL lineament and were attributed to a major sinistral strike-slip
basement fault. Relocated hypocenters tend to align in vertical planes trending NE and
ESE, almost parallel to the lineament, in agreement with focal mechanism studies
(Chapman et al., 1997; Cooley, 2014). This velocity contrast was also noted by Graw et
al., (2015) while performing an Occam’s inversion of the radial transfer functions. Results
from an ambient noise tomographic study of Eastern North America, Liang and Langston
(2008), also show a sharp velocity contrast in the crust in line with the vertical projection
of the NY-AL lineament. This velocity contrast could indicate the existence of an ancient
strike-skip environment and the current seismicity could be a reactivation of this ancient
fault (Powell et al., 2014).
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The northern extent of this velocity anomaly is not currently known. Crustal
velocity contrasts can been seen as deep as 24 km but resolution in the tomography model
is poor for deeper structure because of poor ray coverage. Therefore the termination of the
contrasts could not be determined. If the NY-AL lineament is associated with an ancient
strike-slip fault zone, the ETSZ could extend further north than current seismicity shows.
Carpenter et al., (2014) further supports this hypothesis based on focal mechanism studies
of the MW 4.2 Perry County earthquake and the associated aftershocks. They propose the
zone be extended from 300 km long to 450 km and to also widen the seismic zone from 50
km to 120 km. First-motion polarities together with P- and S-phase amplitude ratios show
that the focal mechanism of the earthquake and it’s depth of 17 km below sea level, are
consistent with the dominant mechanisms of the ETSZ determined by Chapman et al.,
(1997).
We hypothesize that the velocity contrast seen across the NY-AL lineament does
in fact extend farther north into Southeastern Kentucky. We will use ambient noise
tomography using data from various seismic networks and radial receiver functions to
perform a joint inversion to determine a high resolution shear-wave velocity model. We
hope to further image the velocity contrast across the NY-AL lineament and better image
the Moho discontinuity. We also hope to better define the depths to the Moho, particularly
under the Piedmont.

4.3

Ambient Noise Tomography

Seismic studies of the earth can be broken into two different categories: passive
and active seismic studies. Traditional passive methods are limited by two major
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shortcomings. The first is that most techniques use waves which have been created by
earthquakes and are therefore specific to only tectonically active areas, which
unfortunately, are mostly along the boundaries between plates. This also limits the
resolution available due to the event and station spacing. Also, higher frequency waves are
lost due to attenuation, which leads to the loss of resolution. The second is the temporal
frequency of earthquakes is relatively low and seemingly random, resulting in a loss of
control on source parameters.
Active studies have the benefit of controlled source and station locations but are
very limited because of the amount of energy which can be coupled into the ground.
Limited energy reduces the ability to image deeper portions of the study area or the ability
to study large areas. Certain geological settings make an active study difficult due to the
inaccessibility of the region, such as at the ocean floor or on difficult terrain. An added
difficulty is the repeatability of the experiment. Active studies require reproducible
sources, which are physically demanding or costly. Over the past few years, seismic
interferometry using both ambient noise and scattered coda waves, has proven useful in
extracting different portions of the Greens functions (GF) for elastic media. Claerbout
(1968) noted that the reflectivity can be found by cross-correlating the transmission fields
at two different stations. Doppler Interferometry was successfully applied to produce
acoustic distance-traveltime curves from the Sun, (Duval et al., 1993). Since then the
relationship between the GF and the cross-correlation function (CCF) of ambient noise at
two stations has been investigated in many fields including ultrasonics (Weaver and
Lobkis, 2001; Derode et al., 2003), helioseismolgy (Rickett and Claerbout, 1999),
underwater acoustics (Roux et al., 2004) and finally seismology (Campillo and Paul,
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2003; Shapiro and Campillo, 2004; Sabra et al., 2005a; Yao et al., 2006; Yang et al.;
2007; Villasenor et al., 2007; Moschetti et al., 2007). A number of studies have attempted
to establish the theoretical relationship between the GF and the CCF (Claerbout, 1968;
Lobkins and Weaver, 2001; Derode et al., 2003; Snieder, 2004; Wapenaar, 2004; Roux et
al., 2005). This solution has been used in many different studies including high-resolution
surface-wave tomography (Shaprio et al., 2005; Yang et al., 2007), coda wave studies
(Gret et al., 2005; Snieder et al., 2002) and regional scale crustal velocity models (Lin et
al., 2007; Shaprio and Campillo, 2004).
While the most common use of ambient noise has been to extract the surface
wave portion of the Green’s function, recent advancements have proven this relationship
more useful. Brenguier et al. (2007) successfully extracted Rayleigh waves at periods
between 1.5 and 4.5 seconds to develop high resolution model of the Piton de la Fournaise
volcano on the Rèunion island in the Indian Ocean. Lin et al., (2013) used 9 years of data
to extract teleseismic body waves (e.g., PP, PcPPKP, SKSP, and PPS) for antipodal station
pairs and also applied this technique to a 5,200 element geophone array in Long Beach
California (Lin et al., 2013) to determine high resolution crustal velocities in the top few
kilometers.

4.4

Methods

Benson et al. (2007) describe the fundamental method for extracting Rayleigh
waves from ambient noise. Their method can be summed into 3 major processing steps as
follows:
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Figure 4.2: Instruments from the 4 seismic networks used in this study

• Preprocessing
• Amplitude normalization and spectral whitening
• Cross-correlation and stacking
The first step includes removing any linear trends, the instrument response and then
filtering. The amplitude normalization step is very important. Its main goal is to reduce
the effects of earthquakes, instrument irregularities and non-stationary noise sources near
the stations. Finally, spectral whitening is applied to “balance” the spectrum of the time
series. In our study, we use 24-hour long time windows and after the instrument response
is removed, we convert the noise data to 1-bit amplitude (Larose et al., 2004) and finally
perform the cross-correlation in the frequency domain.
We use vertical waveform data from 168 stations seen on four different seismic
networks, the Eastern Tennessee seismic network (ET), the Earthscope Transportable
68

Array (TA), the United States Geological Society (US) and the South Carolina seismic
network (CO), Figure 4.2. The data are downloaded, decimated to 20 samples per second,
preprocessed and finally cross-correlated. Before the day files are stacked, we subject the
CCF to a signal to noise ratio (SNR) criteria in order to only stack CCF with strong signal.
The SNR is calculated using minimum and maximum group velocities of 1 and 5 km/sec,
respectively, and obtaining the maximum amplitude of the CCF between corresponding
arrival times. This value is then compared to the signal variance of the 500 seconds
immediately following the time window, Figure 4.3a.
Figure 4.4 shows the CCFs between station V52A and various other stations
from the TA and shows evidence of directionality of the ambient noise in this area. Liang
and Langston (2008) note that the dominant noise in the Eastern North American region is
dominated by surface waves arriving from the east, most likely from the Atlantic Ocean.
We see similar results in the Green’s function (GF) which we extract from our CCF. The
majority of the signal is seen in the acausal portion (negative time) of the CCF, indicating
a source from the east, most likely the Atlantic ocean.

4.5

Group Velocity Dispersion Measurements

After all station pairs have been correlated and stacked, we use the standard
Frequency Time Analysis (FTAN) outlined by Levshin et al., (1972) and Levshin el at.,
(1992) together with phase-match filtering to measure group velocity dispersions (Levshin
and Ritzwoller, 2001; Herrin and Gofroth, 1977; Russell et al., 1988). We use the
Automatic FTAN package distributed by the University of Colorado
(www.http://ciei.colorado.edu/Products/). This algorithm filters the
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Figure 4.3: (a) The CCF function for station V50A and X57A from the Transportable Array
for a single day. The solid vertical lines show the time window for the 1 km/sec to 5 km/sec
range and the dashed vertical lines shows the 500 seconds after the time window. (b) The
final stack of all the data used in this study. When the CCF has a SNR of at least 4, it is
included in the stack, otherwise it is rejected.

Figure 4.4: Stacked correlation functions between station V51A and other stations plotted
by distance. The correlation functions are created by sign-bit correlation, stacking and
filtered between 0.1 and 0.3 Hz.
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seismograms with narrow Gaussian filters centered at different frequencies. For our
purposes, period ranges from 2.5-15 seconds in 0.5 intervals are used. The envelope
functions, the square of the Hilbert transform, are calculated for each period band and
plotted as a function of time. Because we have the inter-station distance, we can calculate
the group speed for each period band between each station pair using the following:

U=

Di j
|tarrival |

(4.1)

where Di j is the distance between station i and receiver j and tarrival is the arrival
time of the envelope function. The phase-match filtering is accomplished by taking the
initial group velocity, equation 4.1, for each center frequency, U(ω), and calculating the
the average phase for each point. The average phase is calculated using:

Z ω

Ψ(ω) =

Di j /U(ω)dω

(4.2)

ω0

where Di j is again the inter-station distance and ω0 is the minimum frequency or − π4 .
Once the average phase is calculated for each frequency, the Fourier spectrum of the CCF
is shifted by iΨ(ω) and then transformed back into the time domain. In the time domain,
the resulting signal is tapered to remove multipath arrivals and finally the average phase is
introduced back into the signal in the frequency domain. Using this process, we
effectively isolate the fundamental mode of the Rayleigh wave, as can be seen in the
FTAN map, Figure 4.5
After the cross-correlations are performed, we visually inspect all the resulting
CCFs and finally pass them through our AFTAN algorithm to obtain the travetime
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Figure 4.5: FTAN map of the CCF between stations T52A and Z57A. The FTAN map
before (a) and after the phase match filtering (b). Notice that the SNR ratio improved and
the dispersion curve measurement between these two stations is better estimated.
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between a station pair as a function of period. These traveltimes are what we then use in
our tomographic inversion.

4.6

Group Travel Time Tomography

The traveltime of a seismic wave from source i to receiver j is the line integral of
the ray path:
ds
ray c

Z

ti j =

(4.3)

where t is the observed travel time and c is the velocity of the wave. To simplify this
problem, we linearize the integral by substituting c with the slowness of the wave, s = 1/c
and we discretized the line integral into blocks and sum the distance traveled in each
block. Therefore, equation 4.3 becomes:

N

ti j =

∑ di jk sk

(4.4)

k=1

or
d = Gm

(4.5)

where N is the number of blocks, sk is the slowness value for cell k and di jk is the travel
length in cell k for a ray at source i recorded at station j. Following Barmin et al. (2001),
we modify 4.4 by using the traveltime residual ∆ti j where the traveltime residual is
obtained by subtracting the traveltime of the greatcircle path from the observed
traveltimes. The greatcircle path is calculated using and average group slowness value s0 .
For each ray, the traveltime of the greatcircle path is di jk · s0 . Subtracting this term from
both sides and combining together liked terms, we have the system of equations we want
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to solve:

N

∆ti j =

∑ di jk · ∆sk

(4.6)

k=1
N

where ∆ti j is tobs − ∑ di jk s0k and ∆sk = sk − s0k .
k=1

To calculate the length of each ray, we implement a modified version of the fast
voxel traversal algorithm by Amanatides and Woo (1987). This algorithm is fast and
effective because traveling from one cell to the next only requires the comparison of two
floating points and a floating point addition. The implementation of this algorithm greatly
reduces the computer time required to build the G matrix. Once we determine the cells
through which the ray travels, we use simple geometry to calculate the length the ray
travels in each respective cell and sum all the distances. The implementation of this
algorithm determines the length of each ray to within 1% of the greatcircle path. To
calculate the greatcircle traveltime, we use the average group velocity obtained for each
period. Figure 4.6 shows the observed traveltimes as a function of distance for Rayleigh
waves with a period of 5.5 seconds.
The average velocity used for T = 5.5 seconds was 3.1 km/sec which agrees well
with velocities obtained in the Eastern United States from Mitchell and Herrmann (1979)
and Liang and Langston (2008). We then use the Moore-Penrose pseudoinverse, which is
a type of singular-value decomposition (SVD), to solve the system of linear equations.
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Figure 4.6: Observed traveltimes for T= 5.5 second Rayleigh waves across our study area.
The average group velocity was used to calculate the greatcirle traveltime for this period.

4.6.1

Model Resolution

Before applying our inversion algorithm to real data, we first perform a
resolution test to determine how well we can resolve our model. First, we attempted to
determine the best grid cell size for our inversion. We used a square cell of different sizes,
0.25°, 0.5°and 1.0°. The smaller cell sizes did not resolve larger features any better than
the 1.0°cell size and because our ultimate goal was to jointly invert surface-wave
dispersion curves together with calculated receiver functions, the added computation time
was not justified. We will therefore continue with a cell size of 1.0°. Using the region
outlined in Figure 4.1 and a cell size of 1.0°, we will attempt to resolve 112 model
parameters. Ultimately we invert for 26 different period bands, and the results of all 26
periods can been seen in Appendix A, but for simplicity, we will discuss our analysis
using data from the 5.5 and 9 second period ranges.
Our G matrix consists of each row corresponding to a single ray. We use straight
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Figure 4.7: Raypaths for the 5.5 seconds period band.

rays and each column is the distance the ray passes through each cell in our model.
Because Rayleigh observed at short distances are not well resolved, we only accept ray
paths with interstation distances at least four times the wavelength of the Rayleigh wave
of interest. After visual inspection, AFTAN and the distance criteria are applied, we have
4549 ray paths for both the 5.5 and 9 second period band. Therefore, our G matrix is
4549x187. Figure 4.7 shows the ray paths for these period bands. Similar results and be
seen for the other 24 periods and these results are presented in Appendix A.
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We further impose a weighting scheme on the G matrix which is based on the
SNR criteria discussed earlier. The weighting matrix, W, is a diagonal matrix which
imposes a weight for each raypath. We calculate the SNR ratio of the of the GFs based on
the criteria described previously and the W matrix is assigned defined as:


x < 1.5
 1
2 1.5 ≥ x < 2.5
W (i, i) =

3
x ≥ 2.5
where x is the SNR for raypath i. We then left multiply equation 4.5 by the
weighting matrix W and use SVD to solve for the perturbation in the slowness.

T
G† = V p S−1
p Up

(4.7)

Because our G matrix is a rank deficient matrix, or rank(G) < n, where n is the
number of model parameters to solve, we can use the Moore-Penrose pseudoinverse SVD,
equation 4.7, to regularize the inversion problem where V is an orthogonal matrix with
columns are unit basis vectors spanning the data space, S is a diagonal matrix of singular
values and U is an orthogonal matrix with columns are unit basis vectors spanning the
model space. Using the U p matrix, we can infer information about the accuracy of the
solution obtained. From Aster et al., (2013) we know that the model resolution matrix can
be obtained using the following relation:

Rm = G† G
= V p VTp
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(4.8)

Figure 4.8: The diagonal elements of the resolution matrix projected onto their respective
physical locations. We have full resolution for the majority of our study area and only
where we have little to no ray coverage do we have a smeared model.

The resolution matrix 4.8 represents how the inversion solution smears out the
true model into a recovered model. If the inversion problem is of full rank, then Rm would
be the identity matrix, but our inversion is not full rank, therefore analyzing the diagonal
elements of the resolution matrix will give us an idea of how accurate our model will be.
Figure 4.8 shows the diagonal elements of the resolution matrix projected into their proper
physical positions in the model to give an idea of how well our model can be resolved. A
value of less than 1 means the true model parameter has been smeared into the recovered
model.
To further quantify the stability and resolution of our inversion, we also perform
a checkerboard test. The checkerboard model is generated by using a constant background
slowness and perturbing the model by ± 2.0 sec/km for each cell, Figure 4.9.
We then use the ray geometry as seen in Figure 4.7 to compute synthetic
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Figure 4.9: Initial checkboard used to compute synthetic data

traveltimes. These synthetic traveltimes are used as real data in the inversion in an attempt
to recover the true model. Figure 4.10 shows the recovered model using our inversion
algorithm. We also tested the inversion by adding Gaussian noise to the synthetic
traveltimes which still showed good model recovery.
Notice that the cells which are not well resolved are the respective elements that
the resolution matrix predicts will not be well resolved, Figure 4.8. We can further
quantify our model resolution by adopting the resolvability variable as defined by Zelt
(1998). The resolvability variable is defined as:

M

M

R = ∑ (vti + vrr )2 /2 ∑ [(vti )2 + (vrr )2 ]
i=1

(4.9)

i=1

where vti and vri are the true and recovered velocities respectively in the ith cell
within a region of M cells. If vr = vt than the resolvability variable is equal to 1. In Figure

79

Figure 4.10: Recovered model using synthetic data.

4.11 we plot the recovered checkerboard with the 0.7 contour of the resolvability variable
to show the region which can be resolved well. Based on the resolution matrix together
with synthetic checkerboard tests, we know that the majority of our model space can be
well resolved.

4.6.2

Group Velocity Maps

We invert group velocities for periods ranging from 2.5 - 15 seconds. We discuss
results from periods 5.5 and 9 seconds, Figures 4.12 and 4.13. The group velocity map for
T = 5.5 seconds shows strong correlation with many of the geological provinces. There is
also a strong velocity contrast, high to low, across the NY-AL lineament. We also see a
similar velocity contrast across the lineament in the group velocity map for T = 9.0
seconds. This velocity contrast extends as far north as the epicenter of the Perry County
earthquake for the 9.0 second period range, Figure 4.13, and into West Virginia for T = 5.5
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Figure 4.11: Recovered checkerboard together with the 0.7 contour of the resolvability
variable.

seconds, Figure 4.12.

4.7

Receiver Function Calculations

Receiver function studies are ideal for studying lithospheric structures because
they respond to sharp velocity contrasts. As a nearly vertically propagating P-wave
encounters a sharp velocity discontinuity, the “scattered” S-wave arrives at the receiving
station slightly later than the incident P-wave. It is then possible to use the delay time to
infer information about the velocity structure beneath the receiver. Early studies discuss
the advantages and disadvantages of using receiver functions to study the lithosphere
(Langston, 1979; Owens, 1987; Ammon et al., 1990 and Cassidy, 1992). The
deconvolution of the incident wave from the converted waves can be done in either the
time dome (Ligorrı́a and Ammon, 1999; Juliá et al., 2000) or the frequency domain
(Langston, 1979; Owens et al., 1987; Ammon, 1991; Park and Levin, 2000; Helffrich,
81

Figure 4.12: Group velocity map for period 5.5 seconds. The blue dotted line denotes
the area of good resolution and the blue stars mark the epicentral locations of all major
earthquakes, > 3.7. Black dashed line is the NY-AL magnetic lineament.

Figure 4.13: Group velocity map for period 9.0 seconds. Same as Figure ??.
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2006).
We use 68 teleseismic events of moment magnitude 6.0 and above with
epicentral distances between 30°-90°from the time range of 2012-2014, when the TA was
active in our study area. The global positions of the 68 events used in this study can be
seen in Figure 4.14 and their magnitude and depths are listed in Table 4.1.
Table 4.1: Teleseismic events used to compute the receiver functions. Negative latitudes
denote south while negative longitudes mean west.
Date
03/25/12
08/14/12
01/30/13
10/31/13
03/25/12
01/23/12
01/30/12
03/05/12
03/25/12
04/17/12
05/10/12
05/14/12
05/14/12
05/28/12
06/02/12
06/04/12
06/04/12
06/07/12
06/07/12
08/02/12
09/30/12
09/30/12
11/10/12
11/14/12
01/30/13
02/09/13
07/17/13
08/12/13
08/13/13

Time
22:46:22
3:7:52
20:24:0
23:12:33
22:46:22
16:14:49
5:18:17
7:54:15
22:46:22
3:59:16
2:22:51
10:7:47
10:7:47
5:15:3
7:59:56
0:50:24
3:20:33
4:14:21
16:9:53
9:43:57
16:36:27
16:36:27
15:3:22
19:10:28
20:24:0
14:21:2
2:44:28
9:54:41
15:48:23

Lat
Lon
Depth Mag
-35.20 -72.22
40.7
7.1
49.80 145.06 583.2
7.7
-28.08 -70.62
45.0
6.8
-30.29 -71.52
27.0
6.6
-35.20 -72.22
40.7
7.1
-36.46 -73.18
23.5
6.1
-14.21 -75.66
34.2
6.4
-28.25 -63.29 553.9
6.1
-35.20 -72.22
40.7
7.1
-32.62 -71.36
29.0
6.7
-28.73 -112.59 10.0
5.9
-17.68 -69.59 105.9
6.2
-17.68 -69.59 105.9
6.2
-28.04 -63.09 586.9
6.7
-22.06 -63.56 527.0
5.9
5.30
-82.63
7.0
6.3
5.51
-82.56
7.0
6.3
-36.07 -70.57
8.0
6.0
-15.88 -72.41 110.0
6.1
-8.41 -74.26 144.6
6.1
1.93
-76.36 170.0
7.2
1.93
-76.36 170.0
7.2
-8.87 -75.07 129.0
6.0
-29.12 -71.19
63.0
6.1
-28.08 -70.62
45.0
6.8
1.14
-77.40 145.0
6.9
-15.63 -71.77
6.6
6.0
-5.40 -81.93
10.0
6.2
5.77
-78.20
12.0
6.7
Continued on next page
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Table 4.1 – Continued from previous page
Date
Time
Lat
Lon
Depth Mag
09/25/13 16:49:22 -15.84 -74.51
40.0
7.1
10/31/13 23:12:33 -30.29 -71.52
27.0
6.6
11/02/13 16:1:6 -23.64 -112.60 10.0
6.0
02/18/14 23:43:17 -14.16 -75.60
57.0
5.9
03/15/14 9:6:43 -14.08 -76.31
20.0
6.1
03/15/14 23:57:39 -5.57 -80.97
29.0
6.3
03/16/14 21:24:43 -19.98 -70.70
20.0
6.7
03/22/14 13:8:11 -19.76 -70.87
20.0
6.2
03/23/14 18:28:12 -19.69 -70.85
21.0
6.3
04/03/14 5:34:34 -20.80 -70.59
25.0
6.4
04/03/14 2:6:46 -20.31 -70.58
24.1
6.5
04/03/14 2:51:31 -20.57 -70.49
22.4
7.7
04/04/14 1:46:10 -20.64 -70.65
13.7
6.3
05/13/14 6:40:33
7.21
-82.30
10.0
6.5
08/23/14 22:42:5 -32.70 -71.44
32.0
6.4
08/24/14 23:29:6 -14.60 -73.57 101.0
6.8
09/06/14 7:58:2 -26.77 -114.47 10.0
5.9
09/24/14 11:24:40 -23.82 -66.64 224.0
6.2
10/20/14 19:38:41 0.59
-77.85
10.0
6.0
11/01/14 11:9:57 -31.82 -111.18 10.0
6.0
04/11/12 22:46:55 43.58 -127.64
8.0
6.0
06/19/12 16:3:6
53.35 171.62
14.0
6.1
08/10/12 18:42:52 52.63 -167.42 13.0
6.2
09/26/12 23:45:45 51.59 -178.29 16.0
6.4
10/28/12 3:9:16
52.79 -132.10 14.0
7.8
11/08/12 2:6:58
49.23 -128.48 13.7
6.1
11/12/12 20:47:22 57.79 -142.85
9.0
6.3
01/05/13 9:3:28
55.39 -134.65 10.0
7.5
08/31/13 6:44:9
51.24 -174.94 18.0
6.0
09/03/13 20:24:15 51.24 -130.40
2.7
6.1
03/10/14 5:23:21 40.83 -125.13 16.6
6.8
04/24/14 3:15:19 49.64 -127.73 10.0
6.5
06/23/14 20:58:18 51.85 178.74 109.0
7.9
06/24/14 3:20:58 52.20 176.70
4.0
6.3
07/17/14 11:54:46 60.35 -140.33 10.0
6.0
07/20/14 18:38:51 44.64 148.78
61.0
6.2
07/20/14 18:38:51 44.64 148.78
61.0
6.2
07/25/14 11:00:26 58.31 -136.96 10.0
6.1
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Figure 4.14: Teleseismic events, filled squares, used to compute the receiver functions. The
box outlines the study area.
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Following the method outlined by Langston (1979), the east-west and
north-south components are rotated to the radial and transverse components the radial and
transverse receiver functions are computed using a waterlevel deconvolution in the
frequency domain. We use a Gaussian filter to remove the high-frequency noise found in
the receiver functions. The spectrum of the Gaussian filter used in our deconvolution
process is defined as:

G(w) = exp(−w2 /(4α 2 ))

(4.10)

where α is the value which defines the bandwidth of the Gaussian filter. When α
is high, ie α = 5, the receiver function is broadband. In order to investigate finer structure
of the model, we calculate receiver functions with three different α values, α = 1, 2, 5. We
calculate the radial and transverse receiver functions for the 134 TA stations seen in Figure
4.2. Using the three α values, this ultimately yields 268 radial receiver functions. We then
visually inspect all the receiver functions and throwout any receiver functions with poor
signal to noise ratios or long period noise before any stacking is performed. An example
of a receiver function with the three different alpha values can be seen in Figure 4.15.
To investigate azimuth dependence, we stack all the events into two different
azimuth bins, south and north-west, Figure 4.14. The 4 events seen to the south-west
ultimately were not used due to poor data quality. The north-west and southern bins
together with the final stacks for 6 different stations can be seen in Figure 4.16. The
waveforms show little variation for the first 30 seconds, which demonstrations little
azimuthal dependence and therefore we are able to stack all of the receiver functions to
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Figure 4.15: An example of the different frequency content seen in receiver functions when
using progressively higher alpha values.

increase the signal to noise ratio. We also compare the amplitude of the radial receiver
functions to the transverse receiver functions. The amplitude of the transverse component
is, on average, two orders of magnitude smaller than the radial receiver functions.

4.8

Longer Period Surface Wave Measurements

Using ambient noise tomography, we have been able to extract Rayleigh wave
group velocity dispersions curves from 2.5-15 seconds. In general, Rayleigh waves are a
function of P wave velocities, S wave velocities and rock density. To determine how well
we can resolve our velocity models, we look at the sensitivity kernels of dispersion curves.
Liang and Langston (2009) showed that Rayleigh waves less than 22 seconds in period are
most dependent on structure in the crust whereas longer periods are most sensitive to
structure in the upper mantle. Using the technique and software package outlined in
Herrmann (2013), sensitivity kernels are calculated using the partial derivatives with
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Figure 4.16: The north-west (NW) southern (S) and final stacks for 6 different stations
throughout the study region.

respect to the P- and S-wave velocities and density. Results show that our dataset is most
sensitive to the average shear-wave velocities to depths of about 20 kms. In order to
increase the depth of our resolution, we augment our existing dataset with earthquake
dispersion measurements from Herrmann et al., (2013). They use dispersion observations
from earthquake recordings and also the inter-station Greens function from the
cross-correlation of ambient noise. Tomographic results and checkerboard tests can been
viewed interactively at the following website: http:
//www.eas.slu.edu/eqc/eqc_research/NATOMO/distribution.html.
The inversion is performed on a 100x100 km grid with a node at the center of each cell.
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Figure 4.17: Checkerboard test results for Rayleigh wave group velocity of 40 seconds.
From Herrmann et al., (2013).

An example of a checkerboard resolution test for the 40 second Rayleigh waves can be
seen in Figure 4.17. Similar checkboard results can be seen for periods up to 150 seconds.
We compare our results with the lower periods of Herrmann et al., (2013) to determine if
we obtain similar results, Figure 4.18.
Generally, our results agree well with the results of Herrmann et al., (2013) and
therefore we augment our dataset with the dispersion measurements obtained from their
tomographic results. Based on sensitivity kernels, we can now resolve our velocity depths
down to 200 km.
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Figure 4.18: Comparison between our computed dispersion curves, black, and those of
Herrmann et al., (2013), red, for four different points in our study area.
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4.9

Joint Inversion of Surface Wave and Receiver Functions

Surface-wave and receiver function data are sensitive to different aspects of the
earth structure and are complementary datasets. Receiver functions are sensitive to
velocity contrasts while surface wave group velocities can be thought of as a weighted
average of the shear wave velocity over depth. This inversion problem is highly non-linear
and we will use the methods outlined in Herrmann et al., (2013). First, we wish to
minimize the following objective function:



(1 − p) Nr Ori − Pri 2 p
+
S=
∑ σr
Nr i=0
Ns
i

Ns



∑

j=0

Os j − Ps j
σs j

2
(4.11)

where the variables are defined below.

• Or j and Os j are the observed receiver function waveforms as a function of time and
surface-wave dispersion measurements respectively
• Pr j and Ps j are the predicted receiver function waveforms as a function of time and
surface-wave dispersion measurements respectively
• σri and σsi are the errors in the associated measurements
• Nr and Ns are the total number of receiver function data points and surface-wave
data points
• p is the influence factor, 0 ≤ p ≤ 1

The influence factor controls the weight between receiver function and
surface-wave data. If p = 0, this forces a receiver function inversion only, while a p = 1
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forces only a surface-wave inversion. We use p = 0.5 to evenly weight the receiver
function waveforms and group velocity dispersion measurements.
Equation 4.11 can be solved using a damped iterative least squares method:

min kG(m) − dk2 + λ 2 kLmk2

(4.12)

where, for convenience, we assume that the objective function, Equation 4.11 has been
scaled to incorporate the standard deviations σs j and σsi . The roughing matrix L is defined
below and λ is the damping factor. A Levenberg-Marquardt method is used to solve for
the model perturbations

(JT J + λ I)∆m = −JT F

(4.13)

where J is the Jacobian matrix defined below and F is the vector formulation of
the objective function, Equation 4.11:




∂ S1 (m)
 ∂ m1

...
..
.

∂ S1 (m)
∂ mn 

∂ Sm (m)
∂ m1

...

∂ Sm (m)
∂ mn




..
.

..
.




The partial derivatives of the surface-wave dispersion are computed analytically
while the receiver function derivatives are computer numerically. A damping constraint,
λ , is applied and an iterative process is used to converge to a minimum, which is not
necessary the global minimum. The roughing matrix, L, is used to smooth the velocity
change across each layer. The algorithm begins with an initial model m0 , performs the
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forward problem, computes the partial derivatives, solves for the change in velocity in
each layer by equation 4.13 and adds this to the current model. The predicted data based
on the current model is compared to the observed data based on the objective function and
if a threshold is meet or a maximum number of iterations is exceeded, the algorithm
terminates. Because this is a generalized inverse method, the starting model and
smoothing parameters greatly affect the model outcome. We therefore test the inversion
technique using synthetic data together with different starting models and damping factors.




L=



−1

1
−1


1
...

...
−1

1
−1 1








We start with the accepted Eastern Tennessee 1-dimensional (ET1D) starting
model from Vlahovic et al. (1998), which can be seen in Figure 4.19 and table 4.2. Using
this initial model, synthetic receiver functions and surface-wave dispersion curves are
computed using the software provided by R.B. Herrmann (Computer Programs in
Seismology 2013, available at http://www.eas.slu.edu/eqc/eqccps.html).
From here, we test different starting models and different smoothing factors to determine
the best regularization parameters to use. Based on trial and error, we determine a
constant velocity model over a half-space together with smoothing factors of
λ = 0.1, 0.25, 0.5 best reproduce the ET1D model, Figure 4.20.
For inversion of real data, we start with an initial constant velocity model broken
up into 66 separate layers over a halfspace model. The first 44 layers have a fixed
thickness of 2 km each while the remaining 22 layers are 5 km thick for a total of 200 km.
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Figure 4.19: ET1D from Vlahovic et al. (1998).

Table 4.2: Values for ET1D model. Velocities are in km/sec, density in g/cm3 and thickness
in km.
Vp
6.05
6.24
6.34
6.43
6.52
8.00

Vs
3.47
3.59
3.66
3.72
3.79
4.62

ρ
2.223
2.240
2.249
2.257
2.267
2.368

Thickness
5.7
4.3
4.7
5.3
25.0
50.0
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Qp
Qs
500.0 250.0
500.0 250.0
500.0 250.0
500.0 250.0
500.0 250.0
500.0 250.0

Figure 4.20: Inversion results for 4 different λ values together with the initial starting
model and ET1D.
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Our sensitivity kernels show that surface waves are most sensitive to shear wave velocities
and therefore we fix the Vp and ρ and only solve for Vs . We fix Vp using a poissons solid,
Vp /Vs , of

√
3 and a density of ρ ≈ 1.74(Vp0.25 ) after Brocher, (2005). No Moho or velocity

a priori assumptions are imposed on the model and we use the receiver functions with
α = 5 in our inversion.

4.10

4.10.1

Results

Mantle Features

We used three different smoothing parameters to invert for the velocity structure.
Figure 4.21 shows an example of the velocity profiles for each λ value. To decide which λ
value to use, we take the fit values obtained using Equation 4.11 for each station and find
the average fit and compare the three values. This comparison shows that λ = 0.25 best
minimizes the objective function. We will therefore use the results from λ = 0.25 for the
remainder of the study. Examples of the final velocities can be seen in Figures 4.22-4.24.
To graphically represent the 134 velocity models obtained in our study, we build a number
of cross-sections, the profiles of which can be seen in Figure 4.1. To build the
cross-sections, a cubic-spline interpolation is obtained for each layer and velocity values
are interpolated on an even grid as a function of depth. The cross-sections shown in Figure
4.1 can be seen in Figures 4.25-Figure 4.32 where the white vertical lines show the
boundaries between the various provinces, Figure ?? while the solid black line is the
vertical projection of the NY-AL lineament.
The majority of the receiver functions show good fit till about 30 seconds and the
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Figure 4.21: Inversion results for the three different smoothing parameters, λ , for station
P52A.
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Figure 4.22: Surface-wave dispersion fit, (a), receiver function fit, (b), together with final
velocity model, (c), for station W53A. Black denotes observed data while red denotes
predicted data. The blue line in the velocity model refers to the 4.3 km/sec assumed to
define the Moho.
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Figure 4.23: Surface-wave dispersion fit, (a), receiver function fit, (b), together with final
velocity model, (c), for station Q49A. Black denotes observed data while red denotes predicted data. The blue line in the velocity model refers to the 4.3 km/sec assumed to define
the Moho.

99

c)

a)

2

Group Velocity (km/sec)

5

4

6

0

4.5
20
4
40

3.5
3

60
2.5
X51A

80

0

50

100

150

Period (sec)
100

b)

Depth (km)

2

120

0.6
0.5

140

0.4
0.3

160

0.2
0.1
0

180

−0.1
−0.2

0

10

20

30
Time (sec)

40

50

60
Velocity (km/sec)

Figure 4.24: Surface-wave dispersion fit, (a), receiver function fit, (b), together with final
velocity model, (c), for station X51A. Black denotes observed data while red denotes predicted data. The blue line in the velocity model refers to the 4.3 km/sec assumed to define
the Moho.
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Figure 4.25: Cross-section AA’. This black line indicates the vertical projection of the
NY-AL lineament.
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Figure 4.26: Cross-section BB’. This black line indicates the vertical projection of the
NY-AL lineament.
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Figure 4.27: Cross-section CC’. This black line indicates the vertical projection of the
NY-AL lineament.
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Figure 4.28: Cross-section DD’. This black line indicates the vertical projection of the
NY-AL lineament.
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Figure 4.29: Cross-section EE’. This black line indicates the vertical projection of the NYAL lineament.
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Figure 4.30: Cross-section FF’. This black line indicates the vertical projection of the NYAL lineament.
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Figure 4.31: Cross-section GG’. This black line indicates the vertical projection of the
NY-AL lineament.
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104

dispersion curves also show overall good fits. The first thing to note is the overall low
velocity seen in the majority of the coastal plains, particularly in profiles DD’, EE’, FF’
and GG’. We also see the velocity models in profiles AA’, BB’ and CC’ show oscillatory
changes in their models. Thick unconsolidated sedimentary basins have been known to
mask deeper crustal and upper-mantle converted phases seen in teleseismic receiver
functions Langston (2011). Also, based on checkerboard resolution tests for periods up to
15 seconds, which can been seen in Appendix A, and checkerboard resolution models
from Herrmann et al., (2013), surface-wave dispersions measurements are also unreliable.
Poor dispersion measurements together with the strong reverberations in the calculated
receiver functions, make it difficult to model crustal features due to incoherent phases in
the receiver function. Also, the lack of longer period surface-wave measurements make
modeling upper mantle features difficult. Therefore little trust can be placed on the
velocity features seen in Coastal Plain portions of the velocity models.
Cross-section AA’ shows the beginning of a low-velocity zone (LVZ) in the
upper mantle. The LVZ is very clear in profiles DD’, EE’, FF’ and GG’ but is less clear for
profiles AA’, BB’ and CC’. The velocity contrast begins at a depth of about 125 km and
extends down to the depth of our resolution. To further test the reliability of this LVZ, we
perform more synthetic tests of our inversion method. We use the same inversion method
outlined above but use the standard Preliminary Earth Model (PREM) from Dziewonski
and Anderson, (1981) and extend the velocity model to deeper depths. Synthetic receiver
functions and surface-wave dispersion measurements are made and these are used as the
input data in the inversion. Using the same inversion method and smoothing parameters as
discussed in the previous section, we invert for the velocity model. Again using the
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resolvability variable defined by equation 4.9, our inversion resolves the model well, with
a resolvability value of at least 0.95 for the model, Figure 4.33. This gives more
confidence that this LVZ is not an artifact of the inversion method used.

4.10.2

Crustal Features

The first feature to point out is a strong velocity contrast at depths. This velocity
contrast can be seen in Figure 4.34 and the bottom of this velocity gradient is 4.3 km/sec.
This contrast was originally interpreted to be the transition from the crust to the mantle but
the 4.3 velocity is historically too slow to be the Moho.
To determine Moho depths, we inspect the event specific receiver functions
together with the final stacks and look for the converted Ps-wave. Figure 4.35 shows an
example of what we interpret to be a Moho reflection while Figure 4.36 is an example of a
receiver function where we do not see a Moho reflection. We use the arrival time of this
picked phased as the delay between the direct P-wave and converted Ps-wave. Using the
velocity models obtained in our inversion, we build a travel time curve for the predicted
Ps-wave arrival time and compare this to the arrival times obtained from the waveforms.
Using this method we get the Moho depths obtained in Figure 4.37.
Overall, we detect clear Moho arrivals in the receiver functions and find Moho
depths to be around 50 km, Figures 4.37. But there are a few portions of the study are
which show Moho holes. Moho boundaries under the Piedmont, which have usually been
seen to be non-reflective, (Cook and Vasudevan, 2006), show a clear Moho reflector at
depths starting around 50 km and tapering to 30 km towards the Coastal Plains. The
south-east corner of North Carolina also shows a Moho hole, similar to the results
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Figure 4.33: Initial model together with four different inversion attempts with different
smoothing constrains, λ , and the true PREM model.

Figure 4.34: The 0.1 km/sec contour intervals of velocity profile BB’ to show the velocity
gradient.
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Figure 4.35: Black lines show individual receiver functions from various earthquakes while
the red line shows the final stack of the waveforms. A clear Ps arrival is seen in the individual receiver functions and the final stack.
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Figure 4.36: Black lines show individual receiver functions from various earthquakes while
the red line shows the final stack of the waveforms. Notice that none of the waveforms show
a clear Ps arrival.
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Figure 4.37: Moho depths inferred from travel time curves as a function of latitude and
longitude. Black circles indicate locations where no Moho reflection was measured.

obtained by Graw et al., (2015). To the north, the Moho becomes more difficult to discern.
Other upper crustal features include a strong velocity contrast across the NY-AL
lineaments, solid black line, for profiles AA’-DD’. The velocity contrast starts negative
(high to low) for profiles AA’ and BB’ but becomes positive for profiles CC’ and DD’.
The depth of this feature also tends to extend down to depths of about 25 km, which is
also the greatest depths of the seismicity, Figure 4.25.
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Figure 4.38: Cross-section AA’.
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Figure 4.39: Upper portion of cross-section BB’.

111

Depth (km)
50

2.0

2.5

3.0
3.5

300

3.5

500

4.0

4.0

112

4.5

400

4.5

5.0

600

5.0
5.5

500
600

75

Vs (km/sec)

5.5

6.0

Figure 4.41: Upper portion of cross-section DD’.
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Figure 4.42: Upper portion of cross-section EE’.
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Figure 4.43: Upper portion of cross-section FF’.
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Figure 4.44: Upper portion of cross-section GG’.

4.11

4.11.1

Discussion

Crustal Features

In the majority of the profiles, we see a spatial correlation with the termination of
the LVZ and the Bouguer gravity anomaly. We plot the termination of the LVZ together
with the gravity anomaly in figure 4.45. With the exception of profile EE‘, we see a strong
correlation with the steep gravity gradient. To our knowledge, this is the first time the
edge of the LVZ has been correlated with the gravity gradient, although the relationship is
unknown and deserves further investigation.
Despite other studies which find either Moho holes or gradational Moho depths
across the Blue Ridge and Piedmont, (Owens et al., 1984; Prodehl, 1984; Cook and
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Vasudeva, 2006; Graw et al., 2015), overall we find a clear and sharp Moho arrival. Figure
4.37 shows a map view of the Moho depths based on the travel time calculations as
discussed previously. Overall, the crust begins to thin under the Piedmont while it is much
thicker under the Appalachian mountains. Moho depths get progressively shallower
towards the eastern coastline and trend in the NE-SW direction. The thinning of the crust
in this area provides further evidence of the rifting system which was responsible for the
breakup of Pangaea and the opening of the Atlantic Ocean (Thomas, 2006). It also shows
spatial correlation with the strong positive gravity gradient seen in the area, Figure 4.1.
Wagner et al. (2012) propose that the gravity gradient is attributed to crustal features
determined from a small receiver function study in the western mountains of North
Carolina. Using a common conversion point stack of the receiver functions, they detect
either a Moho hole or second Moho arrival from 60 km depth, which they interpret to be a
double Moho. The presence of double Mohos have been reported in the Himalayas and
have been interpreted as evidence of partial eclogitization of the lower crust
(Schulte-Pelkum et al. 2005). Double Mohos have also been observed beneath central
Chile (Gilbert et al., 2006) and the Wyoming craton (Hansen and Dueker (2009)). They
suggest a tectonic wedge feature as the cause of this 60 km deep double Moho reflection.
A tectonic wedge is a common feature in accretionary margins within continental interiors
(Price, 1986; Martinez-Torres et al., 2004; Snyder, 2002; Moore and Wiltschko, 2004).
They have been defined as “bounded above and below by shear zones of opposite
vergence” (Price 1986, P. 239). We do not see evidence of a double Moho reflector in our
velocity models but there is evidence of a gradational or Moho hole under the Piedmont of
profile CC’, Figure 4.40. It should be noted that Moho depths in thick, unconsolidated
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sediments are difficult to determine. Langston (2011) proposed using downward
continuation to “move” the station below the thick layer of sediments. This could better
resolve Moho depths in the Coastal Plains but this method is beyond the scope of this
study.
Another interesting feature found is the velocity contrast seen across the NY-AL
lineament. This was first detected by Powell et al., (2014) and was seen down to depths
between 20 and 24 km. It was proposed that the velocity contrast is due to a major
sinistral stike-slip fault zone and that the seismicity is related to the reactivation of an
ancient shear zone created as the Amazon craton slid past the Granite-Rhyolite basement
rocks of Laurentia, similar to the modern day Alpine Fault in New Zealand. Liang and
Langston (2008) and Graw et al., (2015) also measured a velocity contrast across the
lineament using ambient noise tomography and receiver functions, respectively. The
tomographic results of Powell et al., (2014) could not further determine the depth nor the
northern extension of the velocity contrast due to limited ray coverage. The northern limit
of the resolution roughly coincides with the profile CC’.
Further analysis of the Rayleigh wave group velocity maps for 5.5 seconds and 9
seconds, Figure 4.12 and 4.13 respectively, shows a velocity transition from from high
group velocity to low across the NY-AL lineament. These two period ranges roughly
sample the same depths as the recent tomographic studies by (Powell et al., 2014). The
transition zone is presumably weak and is found close to the densest seismicity.
Therefore, the current seismicity could be attributed the reactivation of ancient faults.
Based on the group velocity maps for periods T = 5.5 seconds and T = 9.0, Figures 4.12
and 4.13 respectively, and profiles CC’, DD’ and EE’, we propose that the northern extent
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of this transition zone extends into Southeastern Kentucky and terminates near the
epicenter of the Perry County Earthquake of 2011. Carpenter et al., (2014) also suggest
that the ETSZ be extended farther north. They point out that the nodal planes and the
hypocentral depth of the Perry County earthquake match those obtained for a number of
events seen in the ETSZ, (Chapman et al. 1997; Cooley 2013). Crustal velocity contrasts
as well as Rayleigh wave group velocity contrasts support the idea that the ETSZ
seismicity is related to these transition zones and the northern extent of these contrasts
could provide further evidence that the Perry Country Earthquake is in fact part of the
ETSZ and therefore the zone should extend farther north.

4.11.2

Lithosphere-Asthenosphere Boundary

Low-velocity zones in the upper mantle are not uncommon and were first
introduced in 1959 by Beno Gutenberg (Anderson, 1989). The low velocity zone could be
a result of partial melt which would cause a weak, plastic asthenosphere. Anderson (1995)
defined this LVZ as the bottom of the seismic lithosphere (LID) or the transition between
the brittle lithosphere and ductile asthenosphere. This sharp decrease in seismic velocity
profies occurs at depths ranging from 10-20 km under young oceans and 150-200 under
cratons. We image a LVZ starting at depths of 125 km extending down to 200 km, the
bottom depth of our resolution.
Determining the thickness of the continental lithosphere and the thickness of the
transition zone is very difficult. Studies using reverberations from ScS core phases put an
upper limit of 30 km on the transition interval (Bagley and Revenaugh, 2008), although a
recent study shows that the transition zone could be as little as 11 km thick (Rychrt and
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Shearer, 2007). Body-wave phases from teleseimic earthquakes and regional scale
reflection and refraction experiments show discontinuities in the depth range from 80-210
km (Dueker et al., 2001; Revenaugh and Jordan, 1991; Morozova et al., 1999; Ryberg et
al., 1996; Steer et al., 1998). Significant variations in the transition depth may be the
reason a strong discontinuity has yet to be imaged on global or continental stacks of
regional or teleseismic events (Shear, 1991).

4.12

Conclusions

Using ambient noise data from 168 different stations seen on 4 different seismic
networks, we used the methods outlined in Bensen et al., (2008) and Liang and Langston
(2008) to obtain group velocity maps for 26 different periods from 2.5-15 seconds.
Rayleigh waves in this period range are mostly sensitive to the shear-wave velocities to
depths of about 15 km. Therefore, to further increase our depth resolution, we compared
our group velocity dispersion curves to the group velocity dispersion curves made
publicly available by Herrmann et al., (2013). Our dispersion curves are similar to the
dispersion curves of Herrmann et al., (2013) and we augment our measurements to
include periods up to 150 seconds.
We further calculated receiver functions for 134 stations to better image the crust
and upper mantle. We used the methods outlined in Langston (1979) and 69 teleseismic
events to compute the radial and transverse receiver functions. We compare the 69
different events as a function of their backazimuths and show that the structure is
relatively flat and therefore we can stack them to increase the signal to noise ratio.
We combine the receiver functions and surface-wave dispersion measurements
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and perform a linearized joint inversion to obtain a high resolution shear-wave velocity
model of the study area. Synthetic tests show that we have good resolution down to depths
of about 200 km. We then invert for a 1-D shear-wave model at the 134 different stations
to investigate crust and upper mantle features.
We detect a strong velocity contrast across the NY-AL lineament in the top 24 km
and attribute this to an ancient strike-slip fault in agreement with the model proposed by
Powell et al., (2014) and Liang and Langston, (2008). This velocity contrast extends north
into eastern Kentucky and we propose that the basement structure associated with the
ETSZ should be extending farther north, in agreement with a recent proposal presented
base on a focal mechanism study by Carpenter et al., (2014). Moho depths in the area
show that the Appalachian mountains are isostatically compensated and we also show that
for the most part, the Moho is reflective, specifically below the Piedmont where Moho
depths begin to thin towards the southeast. We image a LVZ beginning at depths of 125
km, which we interpret as the bottom of the lithosphere and the top of the asthenosphere.

4.13
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Chapter 5

5.1

Conclusions

Mysterious Tremor-like Signals Seen on the Reelfoot Fault, Northern Tennessee

A phased array of 19 broadband seismometers was deployed for 2 years in
attempt to further explore unknown signals obtained during a reflection experiment in
Northern Tennessee. An auto-detection algorithm based on broadband-frequency analysis
was developed to search the data for the recurrence of these signals. Over the span of the 2
year experiment, we detect thousands of signals which we ultimately attribute to
microearthquakes on the Reelfoot Fault.
During the post-processing of a reflection survey conducted in the Fall of 2006
near the Reelfoot Lake in Northern Tennessee, mysterious and unknown signals were
detected in the data, Langston et al., (2010). These signals arrived at the reflection line as
impulse, short duration signals with high apparent horizontal velocities, 3-25 km/sec.
Initial moveout measurements estimated that the arrivals from originating from a depth of
about 5 km. We developed an auto-detection algorithm to search for these signals using an
“L”-shaped array of 19 broadband seismometers. The original signals arrived with high
frequency, 8-15 Hz, therefore the array, which was 600 meter in the north and east
direction, was designed to detect these high frequency waves. The auto-detection
algorithm searched for signals arriving with high signal to noise ratios and high apparent
horizontal velocities. Using the detection algorithm, we detected thousands of signals
most of which arrived from the west and north-east.
These signals arrive with high horizontal velocities, which implies a source
directly below the array. They also contain coherent shear-wave energy and are therefore
129

attributed to microearthakes. Using ray tracing and a simple velocity model of the
embayment and basement rocks, we suggest these microearthquakes originate from
deeper portions of the Reelfoot Fault or are shallow events with refracted waves at the
embayment/basement interface. The events were too small to be detected on any other
network stations and therefore exact locations cannot be obtained.
These signals were originally interpreted to be non-volcanic tremor as seen in
other geological settings (Dragert et al., 2001; Rogers and Dragert, 2003; Obara, 2002;
Nakata et al., 2008; Rubenstein et al., 2007, 2008; Peng and Chao, 2008; Peng et al.,
2009; Ghosh et al., 2009a; Obara, 2012; Chao et al. 2012). But based on their short
duration and impulsive arrivals and no temporal correlation with teleseismic surface
waves, these signals do not appear to be the same as tectonic tremor as seen in California,
Japan or Mexico.

5.2

Local-Magnitude and Anomalous Amplitude Distance Decay in the Eastern
Tennessee Seismic Zone

Using seismograms from the 25 seismic stations in the Eastern Tennessee
Seismic Network, we develop a local-magnitude for the Eastern Tennessee Seismic Zone.
The Eastern Tennessee Seismic Zone hosts about 80 events per year and we use 690
events over the span of 14 years measured on 25, three component seismometers. Each
waveform is correct to the theoretical Wood-Anderson response and we obtain 11,905
data points. Using a singular-value decomposition technique, we simultaneously invert for
the geometrical spreading, anelastic attenuation, local magnitude and station corrections.
During the data preparation stage of the study, we discovered that the instrument
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responses for the 23 short-period stations in the network were incorrect. We compare
local, regional and teleseismic events seen on the Eastern Tennessee Network together
with the Earthscope Transportable Array and discovered that the amplitudes were orders
of magnitude smaller. The error in the instrument responses were discovered and
corrected and thee corrected data yields a distance correction function which shows very
little attenuation.
We compare the original distance correction function, (Richter, 1935; 1958), with
the newly adopted distance function Uhrhammer and Collins (1990) and Borman (2013).
When compared the current duration magnitude moment magnitudes, the original
local-magnitude distance correction function better represents the cataloged magnitude.
We further use the catalog of duration magnitude data to obtain a b-value for the Eastern
Tennessee Seismic Zone. Using the 690 events in the catalog, we obtain a b-value of 0.90
for the Eastern Tennessee Seismic Zone.

5.3

A Joint Surface-Wave Dispersion and Receiver Function Study of the Eastern
Tennessee Seismic Zone

Using data from 168 stations from 4 different seismic networks in and around the
Eastern Tennessee Seismic Zone, we use ambient noise tomography to obtain Rayleigh
wave group velocity measurements as a function of its period. We compare this data with
those obtained by Herrmann et al., (2013) and find good agreement and we therefore
augment our dataset with group velocity measurements up to 150 seconds. We further
calculate the radial and transverse receiver functions for 134 Transportable Array stations
using an α value of 5 in order to resolve fine structure of the crust and upper mantle.
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We perform a joint inversion based on the Taylor Series expansion of the
non-linear system of equations Herrmann et al., (2013). Resolution tests based on
synthetic data show good resolution to depths of 200 km. We obtain 134 1-D velocity
models and build various cross-sections to investigate the crustal and upper mantle
structure of the Eastern Tennessee Seismic Zone. We detect a strong velocity contrast in
both the Rayleigh wave group velocity maps and the 1-D velocity models that corresponds
to the New-York-Alabama lineament. Powell et al. (2014) attributed this velocity contrast
to an ancient sinistral strike-slip environment. We show that this velocity contrast extends
farther north than originally detect. A focal mechanism study of the recent 2011 Perry
County earthquake by Carpenter (2014) suggests that the seismic zone be extended farther
north. Based on the velocity contrast obtained in the P and S-wave tomography study,
Rayleigh wave group velocity maps of ambient noise and results obtained from our joint
inversion, we propose that the seismicity in this area is related to the reactivation of an
ancient strike-slip environment and further propose that the Eastern Tennessee Seismic
Zone be further extended north into Kentucky.
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Appendix A
Checkerboard Tests and Final Models

We present the checkerboard resolution tests and group velocity maps for period ranges
from 2.5-15 seconds. Each figure shows the resolution map, top, and the tomographic
results with the resolvability contour interval for each respective period.
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Figure A.1: Resolution and final model for period T = 2.5 seconds
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Figure A.2: Resolution and final model for period T = 3.0 seconds

149

Figure A.3: Resolution and final model for period T = 3.5 seconds
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Figure A.4: Resolution and final model for period T = 4.0 seconds
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Figure A.5: Resolution and final model for period T = 4.5 seconds
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Figure A.6: Resolution and final model for period T = 5.0 seconds
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Figure A.7: Resolution and final model for period T = 5.5 seconds
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Figure A.8: Resolution and final model for period T = 6.0 seconds
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Figure A.9: Resolution and final model for period T = 6.5 seconds
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Figure A.10: Resolution and final model for period T = 7.0 seconds
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Figure A.11: Resolution and final model for period T = 7.5 seconds
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Figure A.12: Resolution and final model for period T = 8.0 seconds
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Figure A.13: Resolution and final model for period T =8.5 seconds
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Figure A.14: Resolution and final model for period T = 9.0 seconds
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Figure A.15: Resolution and final model for period T = 9.5 seconds
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Figure A.16: Resolution and final model for period T = 10.0 seconds
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Figure A.17: Resolution and final model for period T = 10.5 seconds
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Figure A.18: Resolution and final model for period T = 11.0 seconds
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Figure A.19: Resolution and final model for period T = 11.5 seconds
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Figure A.20: Resolution and final model for period T = 12.0 seconds
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Figure A.21: Resolution and final model for period T = 12.5 seconds
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Figure A.22: Resolution and final model for period T = 13.0 seconds
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Figure A.23: Resolution and final model for period T = 13.5 seconds
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Figure A.24: Resolution and final model for period T = 14.0 seconds
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Figure A.25: Resolution and final model for period T = 14.5 seconds
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Figure A.26: Resolution and final model for period T = 15.0 seconds
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