In this paper, we present new iterative method for solving nonlinear equations with fourth-order convergence. This method is free from second and higher order derivatives. We find this iterative method by using Newton's theorem for inverse function and approximating the indefinite integral in Newton's theorem by the linear combination of harmonic mean rule and Wang formula. Numerical examples show that the new method competes with Newton method, Weerakoon -Fernando method and Wang method.
INTRODUCTION
Finding zeros of the single variable nonlinear equations efficiently is an interesting and very old problem in numerical analysis and has many applications in various branches of science and engineering. Most of the time, it is not possible to solve these equations analytically. This indicates that iterative methods are employed to get approximate solutions of nonlinear equations. One of the most widely used iterative method is Newton method . (12) where .
CONVERGENCE ANALYSIS
We shall prove here that the order of convergence of each method of family of the method (12) is at least three and in particular case we get fourth order method. We begin with the following.
Theorem:
If a function has sufficient number of derivative in the neighborhood of , which is a simple zero of that is . Then method (12) is of order at least 3 and for unique values of and , it gives a fourth order method.
Proof: Let be a simple zero of and be the error in the nth iteration. Then, we have . From Taylor's series about , we obtain ... (13) ........ (14) Using and from equation (13) and (14) 
