The main objective of this study is to classify tomato as a fruit or a vegetable using various algorithms such as Nearest Neighbor, Randome Forest, Classification Tree, Support Vector Machines, Naive Bayes, etc. The network has been trained by using 25 different species of fruits and vegetables. After training the network and picking up the best algorithm we try to classify tomato as a fruit or a vegetable.
INTRODUCTION
Machine learning focuses on prediction-making through the use of computers. It has strong ties to mathematical optimization, which delivers methods, theory and application domains to the field. Arthur Samuel
Machine an American pioneer in the field of computer gaming and artificial intelligence, coined the term "machine learning" in 1959at IBM. As per Arthur Samuel in the field of computer science, machine learning enhances the capability of computers to learn without being explicitly programmed. The subject of machine learning has emerged from the study of pattern recognition and computational learning. Machine learning constructs algorithms that can learn from and make predictions on data. These algorithms do not have the constraint of strictly static program instructions by making data-driven predictions or decisions. In the present era, Machine learning has wide gamut ranging from email filtering, detection of network trespassers or malicious insiders working towards a data breach, computer vision and optical character recognition learning. can take continuous values cannot be solved by decision tree and so for this purpose we require regression trees.
LITERATURE REVIEW
• In Nearest neighbor analysis first of all distance is computed between each point and its nearest neighbour.
These distancesare then compared with random sample of points from a complete spatial randomness pattern.
There are two means of generating complete spatial randomness. 1) The recipient of a case at all places are equally likely and 2) All cases are located mutually exclusive to each other.
• In case of Random forests or random decision forestsattraining time a forest of decision trees are constructed.
The output is class generated that is the mode of the classes (classification) or mean prediction (regression) of the individual trees. A normal problem in using Random decision forests algorithm is the problem of over fitting to the training set.
• Naive Bayesalgorithm works on Bayes theorem with strong interdependence assumption between the features.
It consists of a family of probabilistic classifiers. In case of Naive Bayes classifiers we require a high number of parameters which are linear and scalable. The other types of classifiers areMaximum Likelihood training. It is a closed form expression, in which instead of expensive iterative approximation these training take linear time.
• In Logistic Regression approach, dependent variable should be categorical which means that it can take only two values. These values are represented by "0" and "1". Vitamin C is a dietary supplement. It is also known as L-ascorbic acid.
Calcium is also found in some fruits. In bone formation the role of calcium is maximum.
Calories are units of energy. The small calorie or gram calorie (symbol: cal) is the approximate amount of energy needed to raise the temperature of one gram of water by one degree Celsius at a pressure of one atmosphere.
Proteins consists of long chain of amino acid residues and are large biomolecules, or macromolecules.
Fibers are resistant to the action of digestive enzymes. It is a dietary material containing substances such as cellulose, lignin, and pectin.
Other things found in vegetables and fruits are iron, magnesium and potassium. Our classification of fruits and vegetables will be based on above parameters.
STATISTICS Accuracy Classification Score
Accuracy is the ratio of correctly predicted observations. It works very well on those data sets which are symmetric which means that where the class distribution is 50/50. It is also advisable statistic when the cost of false positives and false negatives is same. The ideal value of this statistic should be 1. It is consistent but most data sets are far from symmetric.
Precision Ratio
The formula for Precision Ratio is True Positives / (True Positives + False Positives). It considers the ratio of correct positive observations. The ideal value should be 1. In this statistic, the denominator is the count of all positive predictions, including positive observations of events which were in fact negative.
Recall
Recall is the ratio of correctly predicted positive events. It is also known as sensitivity or true positive rate. In case of Recall, the denominator is the count of all positive events irrespective of whether they are predicted correct or not.
Recall is calculated as True Positives / (True Positives + False Negatives). The ideal value should be nearer to 1.
F1 Score
The F1 Score considers both false positives and false negatives for calculation. It is the weighted average of Precision and Recall. F1 Score is more complicated with respect to AUC, Recall and F1 Score. It is more suitable for uneven class distribution. Ideally its value should be equal to 1. When the cost of false positives and false negatives are equal it works very well. 
Area under the Curve

CONCLUSIONS
As per AUC, CA, F1, Precision, Recall and Logloss the best algorithm for classification is Logistic Regression.
There are only 5 misclassified cases in confusion matrix. If we consider logistic regression as best algorithm for classification then tomato is a vegetable with 89% accuracy. If we consider other algorithms then as per tree, CN2 rule inducer and Ada Boost it is a fruit. So by using Machine Learning Approach we are not able to arrive at any conclusion
