ABSTRACT. We study the asymptotic distribution of the resonances near the Landau levels Λq = (2q + 1)b, q ∈ N, of the Dirichlet (resp. Neumann, resp. Robin) realization in the exterior of a compact domain of R 3 of the 3D Schrödinger Schrödinger operator with constant magnetic field of scalar intensity b > 0. We investigate the corresponding resonance counting function and obtain the main asymptotic term. In particular, we prove the accumulation of resonances at the Landau levels and the existence of resonance free sectors. In some cases, it provides the discreteness of the set of embedded eigenvalues near the Landau levels.
INTRODUCTION
It is now well known that perturbations of magnetic Schrödinger operators can generate spectral accumulations near the Landau levels. In the 2D case, the free Hamiltonian (the Landau Hamiltonian) admits pure point spectrum with eigenvalues (the so called Landau levels) of infinite multiplicity. Its perturbations by an electric potential of definite sign (even if it is compactly supported) produce concentration of eigenvalues at the Landau levels (see [18] , [19] , [15] , [7] ). More recently, similar phenomena are obtained for perturbations by obstacle (see [17] for the Dirichlet problem, [16] for the Neumann problem and [10] for the Robin boundary condition). Let us also mention the work [14] where is considered potential perturbations which are not of fixed sign.
The study of the 3D Schrödinger operator is more complicated because the spectrum of the free Hamiltonian is continuous (it is [b, +∞) where b > 0 is the strength of the constant magnetic field). For perturbations of such operators, the spectral concentration can be analyse on several way. For example, it is possible to prove that some axisymmetric perturbations can produce an infinite number of embedded eigenvalues near the Landau levels (see [5] ). In a more general framework it is stated that the Landau levels are singularities of the Spectral Shift Function (see [8] ) and are accumulation points of resonances (see [3] , [4] ). These results are done for a wide class of potentials of definite sign, but it is also important to consider the cases of obstacle perturbations. For example, magnetic boundary problems appear in the Ginzgurg-Landau theory of superconductors, in the theory of BoseEinstein condensat es, and in the study of edge states in Quantum Mechanics (see for instance [6] , [12] , [1] , [9] ,...).
In this paper, we consider the 3D Schrödinger operators with constant magnetic field of strength b > 0, pointing at the x 3 -direction. For the magnetic potential A = (−b Let us introduce the obstacle perturbation. Let K ⊂ R 3 be a compact domain with smooth boundary Σ and let Ω := R 3 \ K. We denote by ν the unit outward normal vector of the boundary Σ and by ∂ A N := ∇ A · ν the magnetic normal derivative. For γ a smooth real valued function on Γ, we introduce the following operator on Σ: ∂ A,γ
From now, γ is fixed and if it does not lead to confusion, we shall omit the index A, γ and write ∂ Σ for ∂ A,γ Σ . In the following lines let us define H γ Ω (resp. H ∞ Ω ) the Neumann and Robin (resp. Dirichlet) realization of − ∇ A 2 on Ω.
Neumann and Robin realizations of − ∇ A

2
:
The operator H 
Actually, H
γ Ω is the self-adjoint operator associated to the closure of the quadratic form
originally defined in the magnetic Sobolev space H 1 A (Ω) := u ∈ L 2 (Ω) : ∇ A u ∈ L 2 (Ω) . The Neumann realization corresponds to γ = 0.
Dirichlet realization of − ∇ A
2
:
The operator H ∞ Ω is defined by (1.6)
Actually, H ∞ Ω is the self-adjoint operator associated to the closure of the quadratic form
originally defined on C ∞ 0 (Ω). Remark 1.1. The magnetic Schrödinger operator H 0 defined by (1.1) is the self-adjoint operator associated to the closure of the quadratic form (1.7) with Ω = R 3 .
As compactly supported perturbations of the elliptic operator H 0 , the operators H ∞ Ω and H γ Ω are relatively compact perturbations of H 0 and we have:
This result is proved in a more general context in [13] . It is also a consequence of some resolvent equations as in Section 3.
In order to define the resonances, let us recall analytic properties of the free resolvent. Let M be the connected infinite-sheeted covering of C \ ∪ q∈N {Λ q } where each function z → z − Λ q , q ∈ N is analytic. Near a Landau level Λ q this Riemann surface M can be parametrized by z q (k) = Λ q + k 2 , k ∈ C * , |k| ≪ 1 (for more details, see Section 2 of [3] ). For ǫ > 0, we denote by M ǫ the set of the points z ∈ M such that for each q ∈ N, we have Im z − Λ q > −ǫ. We have ∪ ǫ>0 M ǫ = M.
Proposition 1.3. [3, Proposition 1]
For each ǫ > 0, the operator
has a holomorphic extension (still denoted by R 0 (z)) from the open upper half-plane
Since H ∞ Ω and H γ Ω are compactly supported perturbations of H 0 , using some resolvent equations and the analytic Fredholm theorem, from Proposition 1.3, we deduce meromorphic extension of the resolvents of H ∞ Ω and H γ Ω . It can be done following the "black box" framework developed for perturbation of the Laplacian (as in [22] , [20] ) or by introducing auxiliary operators as in Section 3 (see Corollary 3.4). Then we are able to define the resonances: 
These poles (i.e. the resonances) and the rank of their residues (the multiplicity of the resonance) do not depend on ǫ > 0.
Our goal is to study the distribution of the resonances of H ∞ Ω and H γ Ω near the Landau levels. We will essentially prove that the distribution of the resonances of H ∞ Ω (resp. H γ Ω ) near the Landau levels is essentially governed by the distribution of resonances of H 0 + 1 K (resp. H 0 − 1 K ) which is known thanks to [4] .
The article is organized as follows. Our main results and their corollaries are formulated and discussed in Section 2. In Section 3, we show how we can reduce the study of the operators H ∞ Ω and H
γ Ω near the Landau levels to some compact perturbations, of fixed sign, of H −1 0 . By this way, in Subsection 3.3, we bring out the relation between the perturbed operators of H −1 0 and the Dirichlet-Neumann and the Neumann-Dirichlet operators. Section 4 is devoted to the proofs of our main results. In Sections 5 and 6, exploiting the fact that the Dirichlet-Neumann and the Neumann-Dirichlet operators are elliptic pseudo differential operators on the boundary Σ, we show how we can reduce the analyse of the perturbed operators to that of Toeplitz operators with symbol supported near the obstacle. Section 7 is devoted to the computational proof of the lemma needed to prove that the Diric hlet-Neumann and the Neumann-Dirichlet operators are elliptic pseudo differential operators on the boundary Σ.
FORMULATION OF THE MAIN RESULTS
For l = ∞, γ, let H l Ω be the magnetic Schrödinger operators defined by (1.4) and (1.6) and let us denote by Res H l Ω the corresponding resonances sets. Near a Landau level Λ q , q ∈ N, we parametrize the resonances z q by z q (k) = Λ q + k 2 with |k| < < 1.
Our main result gives the localization of the resonances of H ∞ Ω and H γ Ω near the Landau levels Λ q , q ∈ N, together with an asymptotic expansion of the resonances counting function in small annulus adjoining Λ q , q ∈ N. As consequences we obtain some informations concerning eigenvalues. 
(ii) For the Dirichlet exterior problem (l = ∞), the resonances z q are far from the real axis in the sense that there exists r 0 > 0 such that k = z q − Λ q , |k| < r 0 satisfies:
(iii) For the Neumann-Robin exterior problem (l = γ), the resonances z q are close to the real axis, below Λ q , in the sense that there exists r 0 > 0 such that k = z q − Λ q , |k| < r 0 satisfies:
In particular, near the first Landau level Λ 0 = b, using that the only poles z 0 (k) = Λ 0 + k 2 , with Imk > 0, are the eigenvalues below Λ 0 , and the fact that the Dirichlet operator is a non negative perturbation of H 0 (see Lemma 3.1), we have :
has an increasing sequence of eigenvalues {µ j } j which accumulate at Λ 0 with the distribution:
(ii) The Dirichlet exterior operator H ∞ Ω has no eigenvalues below Λ 0 .
Moreover, since the embedded eigenvalues of the operator 
, form a discrete set. To our best knowledge, the above results are new even concerning the discret spectrum. However, they are not surprising. Similar results hold for perturbations by potentials (see [18] for eigenvalues, et [3] , [4] for resonances) and for exterior problems in the 2D case concerning accumulation of eigenvalues at the Landau levels (see [17] , [16] , [10] ). In comparison with previous works, the spectral study of obstacle perturbations in the 3D case leads to two new difficulties. The first, with respect to the 2D case, comes from the presence of continuous spectrum, then the spectral study involves resonances and some non-selfadjoint aspects. The second difficulty, with respect to the potential perturbations, is due to the fact that the perturbed and the unperturbed operators are not defined on the same space. In order to overcome this difficulty, we introduce an appropriate perturbation
(see Section 3 and in particular Proposition 3.3). Then the main tool of our proof is an abstract result of [4] (see Section 4 and especially Proposition 4.2).
MAGNETIC RESONANCES FOR THE EXTERIOR PROBLEMS
In this section we reduce the study of the operators H ∞ Ω and H γ Ω near the Landau levels to some compact perturbations, of fixed sign, of H −1 0 . We follow ideas developped in [17] and [10] for the eigenvalues of the 2D Schrödinger operators and give a charaterisation of the resonances which will allow to apply (in Section 4) a general result of [4] .
Auxiliary operators.
By identification of
where
K is the self-adjoint operator associated to the closure of the quadratic form Q 
On one hand, thanks to the choice of the boundary condition in K (with −γ), the quadratic form associated toH γ is given by
Thus, d(Q γ ), the domain of the quadratic form associated toH γ contains H 1 A (R 3 ) the domain of Q 0 , the quadratic form associated to H 0 :
. On the other hand by extending by 0 the functions of the domain of the quadratic form
. From the previous properties, according to Proposition 2.1 of [17] , we deduce that V γ (defined by (3.2)) is a non positive operator and 
Proof. Since V ∞ and (−V γ ) are non negative bounded operators on L 2 (R 3 ) (see Subsection 3.1 above) there exists bounded operators
, but sometimes other choices could be more convenient (see remark 3.2).
Then by integration by parts, from the boundary conditions u Ω,∞|Σ = 0 and
, is the trace operator on Σ. In the notation of this operator, we omit the dependence on K or Ω because either it is indicate on the functions on which it is applied, or the functions are smooth near Σ. In particular, due to the regularity properties of v = H −1 0 f near Σ, the functions Γ 0 (v) and ∂ Σ v are well defined. In other words, we have
Exploiting that the domains of the operators contain H 1 loc and the compacity of the domains K and Σ, we deduce that V ∞ and V γ are compact operators in L 2 (R 3 ).
At last, in order to prove that M ∞ and
Clearly, in the relations (3.6) and (3.7), v can be replaced by χ 3 v for any χ 3 ∈ C ∞ c (R x 3 ) equals to 1 on (3.10)
0 χ 3 H 0 V l and taking the adjoint relation we deduce:
By using the orthogonal decomposition of H −1 0 :
Remark 3.2. As written in the above proof, we can take
, but sometimes other choices could be more convenient. In particular in order to reduce our analyse to the boundary Σ, it could be interesting to consider operator
exploiting the link with the Dirichlet-Neumann and Robin-Dirichlet operators (see Subsection 3.3).
Relation with Dirichlet-Neumann and Robin-Dirichlet operators.
Taking g = f = H 0 v and by introducing w Ω,∞ := v |Ω − u Ω,∞ in (3.6), we obtain:
On the same way, from (3.7), we have
Consequently, V ∞ and V γ are related to the Dirichlet-Neumann and Robin-Dirichlet operators:
For the definition and elliptic properties of these operators (on some subspaces of finite codimension), we refer to Proposition 6.4.
Definition and characterisation of the resonances.
Let us introduce, for Im(z) > 0, the bounded operators
has a meromorphic extension also denotedR l (·) from the open upper half plane to M ǫ , ǫ < √ b. Moreover, the following assertions are equivalent:
Proof. For Im(z) > 0 and l = γ, ∞ we have the resolvent equation:
Let us denote by e ± the multiplication operator by e ±ǫ x 3 . Then, by introducing e ± , and writing Moreover, by writing
we show the holomorphic extension of
with poles among those of e −R l e − .
Conversely, according to the following resolvent equation, the poles of e −R l e − are those of
We conclude the proposition from the equation:
and using that
By definition ofR l , l = ∞, γ, (see (3.17)), we also have:
Moreover, according to their multiplicities (i.e. the rank of their residues), the poles of R ∞ Ω coincide with the poles ofR ∞ and the poles of R 
OUTLINE OF PROOFS
In order to prove our main results, in this section, let us begin by recalling some auxiliary results concerning characteristic values of holomorphic operators due to Bony, the first author and Raikov [4] . Then we will apply these auxiliary results to our problem and prove the main results.
Auxiliary results.
Let D be a domain of C containing zero and let us consider an holomorphic operator-valued function A : D −→ S ∞ , where S ∞ is the class of compact operators in a separable Hilbert space. 
Preliminary results.
In this subsection we apply the previous abstract results to our problem.
is the holomorphic operator-valued function given by
with r(z) the integral operator in L 2 (R x 3 ) whose integral kernel is
)M l is a non negative compact operator whose counting function satisfies (4.5) n r, A
is not invertible with
We split the sandwiched resolvent M l R 0 (z)M l into two parts as follows
For z q (k) = Λ q + k 2 in the resolvent set of the operator H 0 , we have
Hence by definition of p q , M l R 0 (Λ q + k 2 )(I − p q ⊗ I 3 )M l is holomorphic near k = 0 (for more details, see the proof of Proposition 1.3). Furthermore, for k chosen such that Im(k) > 0, we have
where r(z) is the integral operator introduced above. Hence (4.3) and (4.4) hold because
Let us compute the operator
where r(0) is the operator acting from e −ǫ x 3 L 2 (R) into e ǫ x 3 L 2 (R) with integral kernel given by the constant function 1 2 . Now from Lemma 3.1, it follows that there exists a bounded operator
Recalling that e ± is the multiplication operator by e ± := e ±ǫ x 3 , it can be easily checked that
where c : L 2 (R) −→ C is the operator defined by c(u) := u, e − , so that c * : C −→ L 2 (R) is given by c * (λ) = λe − , and
More explicitly, the operator B q,l satisfies B q,l :
where P q,b (·, ·) is the integral kernel of p q given by:
are the Laguerre polynomials.
The adjoint operator B * q,l :
is constant with respect to x 3 . Thus, from (4.9) and (4.10), A l q (0) = Λ 2 q B * q,l B q,l is a positive compact self-adjoint operator with the non zero eigenvalues equal to those of
where W l is defined on L 2 (R 2 ) by (4.6). Here, we have used that M l M l = ε(l)V l (see Lemma 3.1). In order to analyse the counting function n r, A l q (0) = n r, T l q for l = γ, ∞, we will need the following result. 
Then
where T l q is defined by (4.5), l = ∞, γ.
The proof of Proposition 4.5 will be given in Section 6 by introducing elliptic pseudo-differential operators on the boundary Σ = ∂Ω = ∂K. 
with Π q the orthogonal projection onto kerA l q (0) , (ii) and (iii) of Theorem 2.1 are immediate consequences of (i) and (ii) of Proposition 4.2 with z = ε(l)ik, because A l q (0) is non negative. Let us prove (i) of Theorem 2.1 and interpret (4.17) . In order to apply (iii) of Proposition 4.2, we analyse the counting function of the eigenvalues of A l q (0). According to (4.5), n r, A l q (0) = n r, T l q , T l q = ε(l)Λ 2 q p q W l p q . This together with Proposition 4.5, by using the mini-max principle, implies that for l = ∞, γ,
Since 
whose integral kernel is 
Let us recall that (i) is the assumption (4.17), and before to prove the above result let us give an interpretation of (ii). From (4.7) and (4.8), z = Λ q is an essential singularity of
where Hol Λq is a holomorphic operator valued function near z = Λ q , given by
For the above formula, we have used that
Under obstacle perturbation, our main result shows that z = Λ q remains an essential singularity. But it is not excluded that Λ q becomes also an isolated singularity coming from the perturbation of the holomorphic part Hol Λq (z).
Our assumption (4.17) which is equivalent to (ii) does not allow this possibility. It is reasonable to think that (4.17) is generic, for example in the sense that if z = Λ q becomes a isolated singularity of M l (I + ikP 0 q )R l (z)M l then, under a small perturbation of the obstacle K, this singularity disappears. In particular, for l = γ, among the possible singularities of M l (I + ikP 0 q )R l (z)M l there are the eigenvalues of the interior operator H −γ K which has a discrete spectrum. Although it seems to be an open question, we hope that if Λ q is an isolated eigenvalue of H −γ K , then under a small perturbation of K, this eigenvalue moves to another value close to (but different from) Λ q .
In order to simplify the statement of Theorem 2.1, let us introduced the following definition. Definition 4.7. We will say that the obstacle K doesn't produce an isolated resonance at Λ q if the property (ii) of Proposition 4.6 is satisfied. 
Proof. The proof of this Lemma follows similarly to that of Proposition 3.6 (or of Lemma 4.1) of [4] where the same assumption (4.17) appears. We have
where R 2 is a holomorphic operator valued function near k = 0. Then, since A l q (0) is self-adjoint, for ik ∈ C \ R, we have:
For Re(k) > δ Im(k) > 0, |k| sufficiently small and ν(k) > 0 such that ν(k) = o(1), |k| = o(ν(k)) as |k| tends to 0, we have: (4.22)
Then, combining the compactness of (A l q ) ′ (0) with (4.24) and (4.22), we obtain:
and from (4.23) and (4.22), we deduce
This concludes the proof of Lemma 4.8 by using the relations (4.21), (4.25), (4.9) and (4.20).
Proof of Proposition 4.6 By definition of
where p q is the orthogonal projection onto ker(H Landau − Λ q ).
First, we study properties of V l in L 2 (R 3 ). For q ∈ N, let us introduce a compact domain K 1 ⊂ R 3 which contains K and
It is an infinite dimensional subspace of L 2 (R 3 ) which contains all functions
Proof. The proof of the lower bound in the Dirichlet case is inspired by the analog result in the 2D case (see Proposition 3.1 of [17] ). By introducing the operator H 0 + 1 K 0 , we have
Since the quadratic form associated to
we have:
Then exploiting that
, we deduce that, on a finite codimension subspace of L 2 (R 3 ), we have:
This implies the lower bound of (5. 
The above lemma is comparable to Lemma 4.2 of [10] . The proof, which is closely related to the 2D case (see Subsection 6.3 below), exploits the expressions of V l in terms of Dirichlet-Neumann and Robin-Dirichlet operators see (3.15) and (3.16) and their elliptic properties as pseudo differential operators on Σ (see Proposition 6.4). Moreover, for f satisfying
with F γ q a finite rank operator (see Lemma 6.5) . In particular, for γ = 0, ∂ A N f = R 0 q (f |Σ ) + F 0 q (f ) for more details, we also refer to Remark 3.12 of [10] .
As in the proof of Lemma 3.14 of [10] which doesn't depends on the even dimension of the space (see the end of Section 4 of [10] ), we have
Let T Σ be a non negative elliptic pseudo differential operator, on L 2 (Σ), of order 1. Then there exists M q a finite codimension subspaces of E q (K 1 ) and C > 1 such that for any f ∈ M q ,
Proof. of Proposition 4.5 . By definition of W l see (5.1) and exploiting the proof of Lemma 3.1, for f ⊥ ∈ ker(H Landau − Λ q ) and any χ 3 ∈ C ∞ c (R x 3 ) equal to 1 on I K defined by (3.10) , we have
and according to Proposition 5.1, for
This implies (4.15) because f ⊥ = p q f ⊥ .
BOUNDARY OPERATORS
In this section we recall how the method of layer potential allows to prove that the DirichletNeumann et Neumann-Dirichlet operators are pseudo differential operators on a surface and how Lemma 5.2 and Lemma 5.3 follow. In presence of a constant magnetic field, these technics was already used in [16] , [10] for even-dimensional cases.
6.1. Green kernel for (∇ A ) 2 near the diagonal.
Let G 0 (x, y), x, y ∈ R 3 be the integral kernel of H −1 0 . It is related to H 0 (t, x, y), the heat kernel, by the formula:
where see e.g. [2] , for x = (x 1 , x 2 , x 3 ) = (x ⊥ , x 3 ) ∈ R 2 × R, 
Moreover, for x, y ∈ Σ, (∂ A N ) y G 0 (x, y) satisfies the corresponding behavior as |x − y| tends to 0, where (∂ A N ) y means that the differentiation is with respect to the variable y. More precisely, we have
Proof. By the change of variables u = bt, we can rewrite G 0 (x, y) as
du.
Then Lemma 6.1 is a direct consequence of the following lemma.
Lemma 6.2. (i)
The function I(x, y) defined by (6.4) can be rewritten as (ii) The function (∂ A N ) y G 0 (x, y) satisfies for |x − y| ≪ 1
The proof of Lemma 6.2 is of computational nature. Hence, for more transparency in the presentation, it is differed in the Appendix. Now let us back to the proof of Lemma 6.1.
Identities (6.1) and (6.2) follows immediately from (i) of Lemma 6.2 together with (6.4) and remarking that 
This concludes the proof of Lemma 6.1.
Boundary operators associated to
According to the properties of G 0 near the diagonal, the following single-layer and double-layer potentials of a function f on Σ are well defined:
see for instance [21] . Moreover, for x ∈ Σ we have the following limit relations:
define compact operators on L 2 (Σ). More precisely, following the arguments of Section 7.11 of [21] see also Lemmas 3.2, 3.3 and 3.6 of [10] , S and D are pseudo differential operators, on Σ, of order (−1), and S is an elliptic self-adjoint operator on L 2 (Σ) which is an isomorphism from L 2 (Σ) onto H 1 (Σ). Moreover for ϕ ∈ C ∞ (Σ) and • = K, Ω, f • := S(S −1 ϕ) |• is the unique solution of On this way, as in the 2D case see Proposition 3.8 of [10] we can give the definition of the Dirichlet-Robin and Robin-Dirichlet operators introduced in (3.15) and (3.16) :
Since coth(u) ≥ 1 for u ≥ 1, then clearly I ∞ (x, y) = O(1) uniformly with respect to x, y. This gives (i) a) of Lemma 6.2. Now let us prove (i) b). By using the change of variables u = 1/v, the integral I 0 (x, y) given by (7.1) verifies (7. 3) (4π) [coth(
It can be easily checked that for |x − y| ≪ 1, and uniformly with respect to v ∈ [1, +∞[, we have [coth(
v sinh(
By combining (7.3) and (7.4), we get for |x − y| ≪ 1 Now (i) b) of Lemma 6.2 is a direct consequence of (7.5) using the change of variables u = b|x−y| 2 v.
(ii) The proof of this point is quite similar to that of the previous. Let G 0 (x, y) and I(x, y) be the functions defined by (6.4) . By a direct computation, it can be checked that where the differentiation is with respect to the variable y. So to conclude, it suffices to investigate the integral functions ∂ j I(x, y) = ∂ j I 0 (x, y) + I ∞ (x, y) , j = 1, 2, 3, where I 0 (x, y) and I ∞ (x, y) are the functions defined respectively by (7.1) and (7.2). Firstly, an easy computation show that we have Secondly, by using for example the expression (7.3) of I 0 (x, y), it can be checked that (7.8) [coth(
Similarly to the expansion (7.4), it can be proved that the functions h(v) := coth( appearing respectively in the integrals (7.8) and (7.9) satisfy for |x − y| ≪ 1 This together with (7.8) and (7.9) give for j = 1, 2, 3 and |x − y| ≪ 1 dvO(1) .
