The length of the longest significance run in a (2-dimensional) Bernoulli net is considered. Its asymptotic limit distribution is derived. Our results can be considered as generalizations of known theorems in significance runs. We give three types of theoretical results: (1) reliability-style lower and upper bounds, (2) Erdös-Rényi law, and (3) the asymptotic limit distribution.
Introduction
We consider an m by n array of nodes -m rows and n columns. Such an array can be considered as a grid in a 2-D rectangular region: [1, n] × [1, m] . Assume each node with coordinate (i, j), 1 ≤ i ≤ n, 1 ≤ j ≤ m, is associated with a Bernoulli(p) random variable X i,j . If X i,j = 1, the node is called significant; otherwise it is non-significant. Any two nodes (i 1 , j 1 ) and (i 2 , j 2 ) are connected iff (if and only if) |i 1 − i 2 | = 1 and |j 1 − j 2 | ≤ C, with C being a prescribed positive integer. Define a chain of length as a chain of connected nodes:
{(i 1 , j 1 ), . . . , (i 1 + − 1, j ) : |j k − j k−1 | ≤ C, for 2 ≤ k ≤ }.
A significance run refers to a chain with all its nodes being significant. We call such a system a Bernoulli net. Figure 1 gives an illustration of a Bernoulli net and a significance run. We are interested in the length of the longest significance run in this net, which is denoted as L 0 . If L 0 is considered as a function of the number of columns, n, then our theoretical results are generalizations of existing results in significance runs [4] . This will become more evident when the theorems are described. As a matter of fact, our theoretical results are highly parallel to the known results in longest runs.
Our direct motivation is from a statistical detection problem. In [2] , a method called multiscale significance run algorithm (MSRA) was proposed for the detection of curvilinear filaments in noisy images. The main idea is to construct a Bernoulli net. Each node has the value of "1" (significant) or "0"(non-significant). Two nodes are defined as 'connected' if they are neighbors, i.e., they can simultaneously cover a curve that is of interest. The length of the longest connected significant nodes, which shall be called the longest significance run, is used as a test statistic: if the length exceeds a certain threshold, we conclude that there exists an embedded curve; otherwise, there is no embedded curve. To formulate it as a welldefined probability problem, we test the null hypothesis of a constant success probability p against the alternative hypothesis that some nodes, being on a filament with unknown location and length, have a larger success probability. Under the alternative, L 0 is more likely to exceed (i.e., be greater than) a threshold, which under the null hypothesis can not be exceeded.
Apparently, the longest length (L 0 ) depends on parameters n, m, p, and C. In [2] , the values of these parameters can be chosen. The question is how to choose these parameters, so that the power of the test can be maximized. This becomes a design issue. The relation between L 0 and other parameters needs to be understood. The choice of parameters in [2] is enough to guarantee a proof of asymptotic optimality; what we present here is a more precise result. This paper does not solve the entire problem, but it is one step in this direction.
This paper provides theoretical analysis as well as computational methods for the distribution of L 0 under the null hypothesis. In Section 2, we present product-type upper and lower bounds for the cumulative distribution function of L 0 . We also study the asymptotic behavior of the length L 0 as n goes to infinity. Computational approaches are developed in Section 3. In Section 3.1, we design an approximation strategy to approximate the true value of the tail probability in the finite sample case; Section 3.2 provides a dynamic programming approach that allows us to study the relation between L 0 and p for a range of p simultaneously. Detailed proofs for our main theorems are given in Section 4. In Section 5, numerical simulations are presented to illustrate our theoretical results and to evaluate the quality of the suggested approximations. In Section 6, we address the connections between the proposed problem and the methodologies that are used in image detection and computational vision. Finally, a brief conclusion is given in Section 7.
Main Theoretical Results
Assume that random variables X i,j are independent. Our first result gives upper and lower bounds for the probability of P (L 0 < |n, m, C, p), where n, m, C, and p are parameters in a Bernoulli net. Theorem 2.1. Let P = P (L 0 = | , m, C, p) denote the probability that the length of the longest run is , when there are exactly n = columns. We have
1)
The above is motivated by reliability-focused work (e.g., [18] ). The techniques that were used to prove this theorem are purely probabilistic and combinatoric. These bounds are loose, especially when m is large. However, it is useful for the proof of our strong convergence result that will be presented in Theorem 2.3.
The following lemma introduces a constant, ρ, which is important in the asymptotic distribution of L 0 . Lemma 2.2. Define ρ = P /P −1 . There exists a constant ρ (0 < ρ < 1) which depends only on m, C, and p, but not n, such that
We say a significance run is across iff it passes all columns. The ratio ρ is the conditional probability that there is an across significance run for columns, conditioning on that there is an across significance run in the previous ( − 1) columns. We may call this the chance of preserving across significance runs. The above lemma shows that, as the number of columns goes to infinity, the chance of preserving across significance runs converges to a constant. Now we consider an Erdös-Rényi type of result. As mentioned earlier, after fixing the parameters m, C, and p, one can treat L 0 as a function of the number of columns, n. For simplicity, let L 0 (n) denote the longest run in such a Bernoulli net.
This result can be viewed as a generalization of the well-known Erdös-Rényi law (see [19] , [8] and [9] ), which proves that, for a one dimensional sequence (m = 1), as n → ∞, equation (2.3) holds with ρ replaced by p. Note that when m = 1, P = p and ρ = p. When C = 0,
m . In both cases, ρ = lim →∞ ρ = p. Our result is true for a 2-D net; while the original Erdös-Rényi law is proved for coin-tossing, which is a 1-D sequence.
Using the Chen-Stein Poisson approximation, we prove the following theorem, which gives the asymptotic distribution for L 0 (n).
Theorem 2.4. There exists a constant A 1 > 0, which only depends on m, C, and p, but not on n, such that for any fixed t, as n → ∞, we have
The existence of constant A 1 was established in the late part of the proof of the above theorem (Section 4.4). Due to the nature of the proof, we do not have a specific formula for A 1 .
Notice that those bounds presented in Theorem 2.1 are not sufficient to derive this asymptotic distribution. For 1-D Bernoulli sequences, there are some similar results. Discussions can be found in Section 6.
The above three theorems provide a comprehensive description on the asymptotic distribution of the length of the longest significance run, L 0 , in a Bernoulli net. The proofs in this paper are tailored to the structure of a Bernoulli net. Many techniques are novel and unique to this situation. All the proofs of the above theorems are presented in Section 4.
Main Results in Algorithmic Developments
The theoretical results are insightful. However, in the finite sample case, considering the experimental design task, more numerically specific results need to be obtained. We first provide some approximation techniques for the quantity P (L 0 < |n, m, C, p), based on similar quantities that are designed for smaller regions, e.g.,
, where i and j are positive integers. The main results are presented in (3.4), (3.5) , and (3.6), which are in Section 3.1. Simulations are conducted to test how good these approximations are, which will be presented in Section 5.4. A more ambitious task is, for fixed m and n, to illustrate the connection between L 0 and the value of p. There is a naive approach: for each fixed value of p, run multiple simulations to generate L 0 's and then plot the histogram of L 0 . This approach is repeated when the value of p is changed.
In Section 3.2, we propose a method that can run simulations for all possible values of p simultaneously. Let node (i, j) be associated with a random variable t i,j ∼ Uniform(0, 1). Suppose we have a realization of the set of random variables {t i,j : 1 ≤ i ≤ n, 1 ≤ j ≤ m}. For a probability p, node (i, j) is significant iff t i,j ≥ 1 − p. A realization of a Bernoulli net is given accordingly. One can compute L 0 for this net, which is to be denoted as L 0 (p). A dynamic programming algorithm that is described in Section 3.2 shows that the stepwise constant monotone non-decreasing function L 0 (p) can be computed for all values 0 ≤ p ≤ 1 from one set of realizations of {t i,j : 1 ≤ i ≤ n, 1 ≤ j ≤ m} at one time. Moreover, the time of this algorithm is no larger than mn(n + 1)(C + 1/2), and the space requirement is no more than mn(n + 1)/2. This is documented in Lemma 3.1. When the number of values that are taken for p is large, the proposed simulation approach can save a lot of time because it does not have to redo simulations for different values of p.
Our numerical approach gives a nice way to illustrate the empirical distribution of the length of the longest run. Figure 2 was computed by using the above method. One easy observation is that for n = 64, when p > 0.25, L 0 (p) will reach the maximum possible value (which is 64). In other words, one will see a significance run across all the columns.
Numerical Approximation
For large m or n, we derive the following approximations using an approach similar to [21] .
We first consider the case when m is large. The longest run in a region
, where we assume r 1 = m/(C ) − 1 is an integer. We have where
Similarly, we can derive an approximation for large n. Let B k denote the event that the longest run is shorter than in the subregion
where r 2 = n/ − 1. We have
where
When both n and m are large, we combine (3.4) and (3.5),
. The values of Q(n, iC ), Q(i , m), and Q ij mentioned above have smaller sample sizes. They can be obtained from simulations by the approach described below.
A Dynamic Programming Approach to Study the Relation
between L 0 and p Let L 0 (p) denote the length of the longest significance run for a given probability p. We provide a dynamic programming approach to compute L 0 (p) for the entire interval [0, 1] for p.
the length of the longest significance run starting from the leftmost end of the Bernoulli table and ending at node (i, j).
For the nodes in the first column, (1, j), j = 1, 2, . . . , m, we have
For node (i, j), it is not hard to verify the following:
where Ω(j) = {j : |j − j| ≤ C, 1 ≤ j ≤ m} denotes the set containing neighboring indices of j. The function
The function L i,j (p) is piecewise constant and a non-decreasing function of p. Define the break points in the functions L i,j (p) as follows:
The value b (i,j) is the lower bound of the set when the value of L i,j (·) is equal to . For nodes in the first column, we have b
Since L 1,j (·) ≤ 1, we can assume
We can derive the following updating scheme for the break points:
and for ≥ 2,
Note that the above gives a recursive formula with respect to the length of the longest significance run that ends at this node, and the column index i. Define
It is not hard to see that
The above gives an algorithm to compute L 0 (p) for the entire interval 0 ≤ p ≤ 1. We now consider the time and space requirements of the proposed algorithm. For a node at column i, there are at most i break points; because the maximum length of a significance run up to this node is i. For each break point, according to (3.7) , there are at most (2C + 1) previous break points to compare. Hence it takes at most m(2C + 1)i operations to compute break points for all the nodes in column i. The time of the entire algorithm is at most
Obviously, the space is no more than
We have proved the following lemma.
Lemma 3.1. Given a realization of variables {t i,j : 1 ≤ i ≤ n, 1 ≤ j ≤ m}, there is a dynamic programming algorithm to compute the value of function L 0 (p) for all values 0 ≤ p ≤ 1 simultaneously. The computational time is upper bounded by mn(n + 1)(C + 1/2) and the required space is no more than mn(n + 1)/2.
The above can be used in carrying out simultaneous simulations. For each simulation, the results of break points (i.e., b * 's, = 1, 2, . . . , n) are arranged in a 1 × n vector. By conducting N (e.g., N = 10, 000 as in Figure 2 ) simulations, we obtain a matrix of size N × n. Given p, the probability P (L 0 (p) ≥ ) is estimated by the fraction of b * 's that are smaller than p. Figure 2 is generated in this way. Note that Figure 2 gives a nice illustration of the relation between L 0 (p) and p.
Proofs of the Theorems
Recall that P (L 0 ≥ |n, m, C, p) is the probability of L 0 ≥ in an m by n Bernoulli net with a common success probability p. Obviously, for a simple Bernoulli net with C = 0, we have
where P (L 0 ≥ |n, 1, 0, p) is the distribution of the longest run in a one dimensional Bernoulli sequence.
In the following, some of the approaches and techniques for handling one-dimensional longest run are generalized to handle the two-dimensional problem.
Proof of Theorem 2.1
For the one dimensional case (m = 1), the following simple bound was originally developed in a reliability-focused work [18] ,
where q = 1 − p. An extension of the above bounds to a two dimensional Bernoulli net yields Theorem 2.1.
To prove the theorem, we introduce the following notation.
• E i : event that the longest run is shorter than in the subregion [i,
e., the longest run among nodes {X a,b : i ≤ a ≤ i + − 1, 1 ≤ b ≤ m} is shorter than . The following statements can be interpreted in the same way.)
• F i : event that the longest run is shorter than in the subregion [ 
• A : the complement of the set A.
• G i : event that there is no significant node on the (i − )th column.
Upper Bound
For the upper bound, we have
The above are simply basic probability derivations. To prove the upper bound, we only need to verify the following:
The first inequality is obvious. By definition, we can easily see that P (F i |G i F i−1 ) = P . To make the second inequality hold, we need
The above can be seen from the following 9) where the first inequality is from the definition of the F i 's, and the second equality is straightforward. The above two inequalities (4.8) and (4.9) are equivalent. Hence we have proved the upper bound.
Lower Bound
For the lower bound, we need to prove
The properties of association among random variables, which are described in [10] , will be used. Recall n random variables T 1 , T 2 , . . . , T n are associated if Cov[f (T), g(T)] ≥ 0, for all nondecreasing functions f and g, for which the expectations E(f ), E(g), and E(f g) exist.
It is known that:
• nondecreasing functions of associated random variables are associated [10, (P4)]; and
• independent random variables are associated [10, Theorem 2.1].
Recall that the random variables X i,j , 1 ≤ i ≤ n, 1 ≤ j ≤ m, are independent; hence they are associated. Consider a new set of random variables: D 1 , D 2 , . . . , D n− +1 are associated. According to [10, Theorem 4 .1], we have
It is not hard to verify that P (
and P (D i = 0) = P (E i ), for i = 1, 2, . . . , n − + 1. Hence we have proved (4.10) .
From all of the above, we have the following result on the lower bound:
This proves Theorem 2.1. A 1-D version of this result (i.e., when m = 1) is given in [16] , in which Lemma 1 gives a pure (and interesting) combinatoric proof. More advanced results in 1-D situation have been published in [17] . The application of association in this problem seems to simplify the proof greatly.
Proof of Lemma 2.2
Without loss of generality, we only need to consider C ≥ 1. The case of C = 0 is trivial and has been mentioned in Section 2.
Let {x i , i = 1, 2, . . .} be a Markov chain, where x i = (x i,1 , · · · , x i,m ) is a vector of length m. x i,j denotes the state of node (i, j). We have x ij = 1 if the length of the longest run starting from the left end and ending at node (i, j) is equal to i, otherwise x ij = 0. Let S be the set of all the possible values of x i . The cardinality of S is 2 m . For j = 1, · · · , m, let Ω(j) = {j : |j − j| ≤ C, 1 ≤ j ≤ m} be the set containing neighboring indices of j. For two states s 1 , s 2 ∈ S, the transition probability is 
Here s 1 (j ) and s 2 (j) denote the values of states s 1 and s 2 at j th and jth rows. Obviously, c = 0 when s 1 = s 2 . Therefore P ss > 0 ∀s ∈ S. Let π i s = P {x i = s|x i = 0}, we have
Now define another Markov chain y i = {x i |x i = 0}, with state space S\{0}. The transition probability of the new Markov chain is
It is obvious that P ss > P ss > 0. Therefore the Markov chain is aperiodic. Moreover, it is easy to see that any other state is accessible from the state (1, 1, · · · , 1) in one step. Also, the state (1, 1, · · · , 1) is accessible from any other state in m steps, so all the states communicate with each other. Therefore the new Markov chain is irreducible.
Because the Markov chain {y i , i = 1, 2, · · · } is finite, aperiodic, and irreducible, there exists limiting distribution π s such that ( [15] )
Therefore, lim
→∞ ρ = s =0 π s · (1 − P s0 ) = ρ. (4.13)
Proof of Theorem 2.3
For any real value x, we define
First, we will prove that
(4.14)
To prove (4.14), we need to prove that ∀ > 0,
According to the Borel-Cantelli lemmas, it is sufficient to prove that
From (2.1), we have
,
There exists k 0 , such that when k > k 0 ,
(1 + ) log 1/ρ e k ≥ 2, and (1 − ) log 1/ρ e k + 1 ≤ e k /2. , then
Substituting (4.17) and (4.18) into (4.16), we have
(4.19)
Note that 1 − b
Therefore (4.14) holds as k → ∞. Denote
For any n, there exists k n such that e kn ≤ n ≤ e kn+1 . Since both L 0 (x) and log 1/ρ x are increasing functions, we have
and 1 log 1/ρ e kn+1 ≤ 1 log 1/ρ n ≤ 1 log 1/ρ e kn , which consequently lead to (by multiplying the above two)
which is equivalent to
We have L 0 (n) log 1/ρ n → 1 when n → ∞.
From all of the above, Theorem 2.3 is proved.
Proof of Theorem 2.4
The key idea is to apply the Chen-Stein Poisson approximation, which was described in [3, Section 3] . Recall E i was defined in Section 4.1 as the event that there is no length significance run in the region [i,
We have Y i = 1 iff there is a length significance run between the ith column and the (i + − 1)st column and Y i = 0 otherwise. (Recall that D i was defined the same way in a previous proof. We prefer to change the notation due to a different usage of these random variables.)
For notational simplicity, we assume Y k = 0 if k ≤ 0. The Z i is an indicator function of whether or not there is a clump starting at the ith column. Here 'clump' is a concept that was used in the Poisson approximation, see [3] . A clump is made by consecutive columns containing an across significance run, conditioning on no previous clumps overlaping with the present one.
The number of clumps is equal to W . The main idea of the Poisson approximation is that the distribution of the random variable W can be approximated by Poisson(λ), where the Poisson parameter λ can be computed directly. Details will follow.
To verify the conditions for the Poisson approximation, we define the neighborhood of 
where P is the constant that is defined in Theorem 2.1.
For b 2 , we have
In the above, we used the following results:
• P = P (Y α = 1), for 1 ≤ α ≤ n − + 1, according to the definition of P .
• When α+ ≤ β, Y β and Z α are independent, and we have P (Y β = 1|Z α = 1) = P (Y β = 1).
• If α > n − + 1, we have P (Y α = 1) = 0. Now we consider the Poisson parameter λ. Recall that λ = E(W ). It is easy to see that
For the expectation E(Z ), we can easily verify the following bounds:
2. Secondly,
where G 2 −1 and E i are defined in Section 4.1, and q = 1 − p.
Based on the above two, there is a constant A 2 , q m ≤ A 2 ≤ 1, which only depends on m, C, p, but not n, and we have E(Z ) = A 2 P .
From the above, for an arbitrarily small δ 1 > 0, when n is large enough, we have
From Lemma 2.2, there exists a constant A 3 > 0, for an arbitrarily small constant δ 2 > 0, when n is sufficiently large, we have
From the above two, we have for an arbitrarily small constant δ 3 > 0,
In fact
Recall the Poisson approximation gives ([3, Lemma 2])
Hence we have
Now let = log 1/ρ n + t. One can easily observe that ρ → 0 and A 1 nρ = A 1 ρ t . Hence Theorem 2.4 is proved.
Simulations
In this section, we present several numerical examples to illustrate our theoretical results. We also present numerical comparisons of simulated distributions with their approximations. Table 1 gives the exact values of ρ for different p's and m's: m = 4, 8, 10. The Markov chain approach that was described in the proof of Theorem 2.2 is employed. We write the matrix P = {P s 1 s 2 }, which was defined by (4.12). The limiting distribution π = {π s } is computed by solving the system of linear equations: π = πP. The value of ρ can be obtained from (4.13). It is not hard to show that the algorithmic complexity is O(2 3m ). Figure 3 shows the simulated distributions of L 0 (n) for n = 16, 32, 64, 128, when m = 64, C = 1, and p = 0.2. The distribution curves are highly skewed to the right and the expectation, E[L 0 (n)], moves towards ∞ approximately at the rate log 1/ρ n: doubling the value of n makes the expectation E[L 0 (n)] shifting to the right by a constant. Note in the simulations, E[L 0 (n)] was approximated by the sample average of the simulated L 0 (n)'s. 
Value of ρ

Empirical Distributions of L 0 (n)
Convergence Rate to the Erdös-Rényi Law
We also study the convergence rate of (2.3). Fixing m = 8 and C = 1, for n = 10, 20, . . . , 100, we plot in Figure 5 (a) the function (as a function of n)
whereÊ[L 0 (n)] denotes the sample average of L 0 (n) from 10, 000 simulations. In Figure 5 (b), the above sample average (Ê[L 0 (n)]) is replaced by the sample median. The fluctuation in the latter case is mainly due to the granularity of the L 0 (n) -note the median of the L 0 (n) can only take integral values.
Approximation Formulae
Next, we compare simulated probabilities P (L 0 ≥ |n, m, C, p) with the approximations that are based on (3.4), (3.5), and (3.6). In Table 2 to 4, "S" stands for the simulated probabilities and "A" stands for the approximated probabilities. In Table 2 , the approximated P (L 0 ≥ |16, m, 1, p) requires two simulated probabilities: P (L 0 ≥ 8|16, 2 , 1, p), and P (L 0 ≥ 8|16, 3 , 1, p). Similarly, in Table 3 , the approximated P (L 0 ≥ |n, 16, 1, p) also requires two simulated probabilities: P (L 0 ≥ |2 , 16, 1, p), and P (L 0 ≥ |3 , 16, 1, p). In Table 4 , the approximated P (L 0 ≥ 8|n, m, 1, p) requires four simulated probabilities: the above cases, we have C = 1, and we allow p to vary. We observe that the approximated probabilities are close to the simulated probabilities. 
Our Motivation
As mentioned earlier, our major motivation is from an image detection project. Figure 6 gives such an illustration. For computational details we refer to [14] , which is also downloadable from the first author's publication website:
http://isye.gatech.edu/∼xiaoming/publication/. Table 4 : Comparisons of the simulated P (L 0 ≥ 8|n, m, 1, p) with approximations by (3.6).
Here we provide a brief summary of the essence of the method. Consider tilted rectangles, as shown in Figure 6 (b) and (d). They are called axoids [14] , which are multiscale objects with different widths and heights, taking different orientations. It is a part of a multiscale methodology that was developed in [2] . They are multi-scale so that the proposed methodology can automatically be adapted to the unknown smoothness of the underlying curve. Note a faint curve can barely be seen in Figure 6 (c). For each axoid, one considers a statistic that is defined on this axoid. We simply ask: is this axoid likely to overlap with the underlying curve? If yes, this axoid is called significant. Two axoids are connected if they can simultaneously cover a geometric curve. (A precise definition of covering is provided in [2] .) Each axoid can be mapped to a node in a Bernoulli net. Hence the connected significant axoids can be associated with a significance run in the Bernoulli net. The major intuition is that if the image is white noise, then the significant nodes tend to be randomly scattered, hence the length of the longest significance run tends to be small, however if there is an embedded curve, then the significant nodes tend to be concentrated around the location of this curve, hence the length of the longest significance run tends to be large. Based on this intuition, a hypothesis testing scheme can be developed.
Note the axoids in [14, 2] may overlap. Hence the derived statistics may be dependent. The assumption that the X i,j 's are independent at the beginning of this paper is a convenient simplification to obtain the present results. Extending the current results to the case when the random variables X i,j could be dependent will be an interesting topic for future work.
Our result may have an impact on recent advances in computational vision. In [1] , the authors consider how likely it is for some basic geometric objects to be aligned in an image. Only those that are very unlikely to be aligned at random are meaningful to the image content. When the geometric objects can be mapped into a two-D network, the distributional knowledge regarding L 0 (n) provides information on how unlikely the observed image is to be generated at random. Hence it provides a way to quantify the threshold of "meaningfulness". Obviously to apply our results, a substantial amount of formulation and derivation will be required. The idea of using connectivity pattern in vision research can also be found in, e.g., [20] . [1] provides some useful references.
In summary, the results in this paper potentially provide a criterion for image feature extraction.
It will also be interesting to derive similar results for a network that is more complicated than a 2-D array. For example, a k-D array with certain connectivity conditions, where k > 2. One may also be interested in studying a random network in another geometric setting, e.g., a connected net of equally spaced points on a sphere.
Relation to the State-of-the-Art
Over the years, there has been considerable research work regarding the length of the longest success run L 0 (n) in n Bernoulli trials whose extensive applications include signal detection, reliability, quality control, radar astronomy, DNA sequence analysis, and start-up demonstration testing, etc. Various expressions for the exact distribution of L 0 (n) were given in [3, 4, 6, 12] , and many more. We found that a summary at [4, page 20 ] is very helpful. As mentioned earlier, in our formulation, these results are equivalent to the case when C = 0, m = 1. In this sense, we generalized the existing results.
Theorem 2.4 effectively says that the L 0 (n) converges to a well-known extreme value distribution. For a quick reference on extreme value distribution, we refer to http://mathworld.wolfram.com/ExtremeValueDistribution.html.
It is well known (e.g., [11, Equation (1.5)]) that for a 1-D Bernoulli sequence, we have P (L 0 (n) − log 1/p n < t) = exp{−nqp log 1/p n +t } + o(1).
Historically, it is proven by using the generating function method that was initiated in [13] . Note that when A 1 = q, this is a special case of Theorem 2.4. We found that the literature regarding the limiting distribution of runs in other scenarios has advanced significantly. See [7] for a recent inspiring general result.
Proof Techniques
Our proof of Theorem 2.4 is based on the Chen-Stein Poisson approximation. There are many ways of using the Poisson approximation. Our approach is the same as the one that was used in [3] . Notice that there are new developments in this line of methodology; we find that [5] provides a good starting point. For us, the method in [3] turned out to be sufficient.
Conclusion
Asymptotic distributions are derived for the length of the longest significance run in a Bernoulli network. It generalizes the known results in longest runs. Efficient numerical algorithms are designed to study the relation between the length of the longest run and the values of parameters in the finite sample case, as well as the convergence rates to the limit distributions.
Our results provide insights in algorithmic designs in applications such as image detection and computational vision.
