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A PDAE FORMULATION OF PARABOLIC PROBLEMS WITH
DYNAMIC BOUNDARY CONDITIONS
R. ALTMANN
Abstract. The weak formulation of parabolic problems with dynamic boundary condi-
tions is rewritten in form of a partial differential-algebraic equation. More precisely, we
consider two dynamic equations with a coupling condition on the boundary. This con-
straint is included explicitly as an additional equation and incorporated with the help of
a Lagrange multiplier. Well-posedness of the formulation is shown.
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1. Introduction
Within this paper, we present a new abstract formulation of parabolic initial-boundary
value problems with dynamic boundary conditions. This includes locally reactingWentzell
boundary conditions as well as non-local kinetic boundary conditions modeling a diffusion
on the surface of the computational domain. In both cases, we derive a formulation as
partial differential-algebraic equation (PDAE) where the boundary condition is treated in
form of a coupling condition. This constraint is included to the system as an additional
equation and enforced with the help of a Lagrange multiplier. The resulting structure
is then similar to the one we would obtain for a parabolic problem with pure Dirichlet
boundary conditions.
In general, dynamic boundary conditions appear in applications where the momentum
on the boundary should not be neglected. For hyperbolic systems, such boundary con-
ditions are of particular interest in fluid-structure interaction, where one component can
be modelled in form of a boundary layer instead of using a full model [Hip17]. For the
heat equation, dynamic boundary conditions can be found in [DL76, Ch. 2] and enable a
proper way to model a heat source on the boundary [Gol06]. On the other hand, dynamic
boundary conditions may be used as stabilizing feedback control on the boundary [KZ90].
An abstract framework for the weak formulation of parabolic systems with dynamic
boundary conditions was recently presented in [KL17]. Therein, it was shown that the
problem fits into the standard formulation of parabolic problems if the inner products
are adapted accordingly. Formulations including semigroups have received much more
attention in the literature. Here, the boundary conditions are prescribed within the
domain of the differential operator. The proof of the analytic semigroup property in [EF05]
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considers a decoupling similar to the idea presented in the present paper but without the
inclusion of a Lagrange multiplier.
In this paper, we interpret such parabolic initial-boundary value problems as a coupled
system including dynamics in the bulk and on the boundary. As we consider the weak
formulation of the problem, we have a direct connection to spatial discretization schemes.
This may lead to a new class of robust numerical methods and allows independent meshes
in the domain and on the boundary.
2. Preliminaries
This section is devoted to the introduction of needed functions spaces and the trace
operator. Further, we discuss parabolic systems with Dirichlet boundary conditions and
their formulation as constrained system. It turns out that this is helpful for the formula-
tion presented in Section 3.
2.1. Function spaces and the trace operator. Throughout this paper, Ω ⊂ Rd de-
notes a bounded Lipschitz domain with boundary Γ := ∂Ω and [0, T ] the bounded time
interval of interest. We consider the standard Sobolev spaces
V := H1(Ω), V0 := H
1
0 (Ω), Q := H
−1/2(Γ).
The corresponding dual spaces are given by V ∗, V ∗0 = H
−1(Ω), and Q∗ = H1/2(Γ),
respectively. With the pivot space H := L2(Ω) this leads to the Gelfand triples V,H, V ∗
and V0, H, V
∗
0 , see [Zei90, Ch. 23.4]. Also the trace spaces form a Gelfand triple, namely
with the pivot space L2(Γ).
In the bulk as well as on the boundary, we write ( · , · ) for the inner product of the
corresponding pivot space, i.e., for u, v ∈ H and p, q ∈ L2(Γ) we have
(u, v) := (u, v)L2(Ω) =
∫
Ω
u(x) v(x) dx, (p, q) := (p, q)L2(Γ) =
∫
Γ
p(x) q(x) dx.
Further, we use duality pairings, i.e., for u ∈ V and f ∈ V ∗ we write 〈f, u〉 := 〈f, u〉V ∗,V . If
we have f ∈ L2(Ω), then the embedding given by the Gelfand triple implies 〈f, u〉 = (f, u).
Since we deal with time-dependent problems, the solution spaces will be Sobolev-Bochner
spaces, cf. [Wlo87, Ch. 25]. This includes spaces of the form L2(0, T ;V ), i.e, abstract
functions u : [0, T ]→ V with
∫ T
0
‖u(t)‖2V dt <∞.
A decisive role in this paper plays the trace operator, which we denote by D : V →
Q∗. Recall that this operator is defined through Du := u|Γ for continuous functions
u ∈ C0(Ω) ∩ V , which are dense in V . For prescribed boundary data g ∈ Q∗, Dirichlet
boundary conditions then simply read Du = g. The trace operator D is surjective [Ste08,
Th. 2.21] and satisfies an inf-sup condition [Ste08, Lem. 4.7]. The corresponding dual
operator D∗ maps from Q to V ∗ and is defined by 〈D∗λ, u〉 := 〈λ,Du〉Q,Q∗ for all u ∈ V
and λ ∈ Q.
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2.2. Homogeneous Dirichlet boundary conditions. In order to get used to the ab-
stract setting, we first consider the homogeneous case, i.e., we consider the parabolic
equation
u˙−∇ · (κ∇u) = f in Ω, u = 0 on Γ(1)
with initial condition u(0) = u0. For the diffusion parameter κ ∈ L
∞(Ω) we assume κ(x) ≥
cκ > 0 for almost all x ∈ Ω. The corresponding weak formulation, which we obtain by an
application of the integration by parts formula, can be written as an operator equation,
namely
u˙+Ku = f in V ∗0 .(2)
This equation is stated in V ∗0 , meaning that we consider test functions in V0. The linear
operator K : V → V ∗ is defined for u, v ∈ V by
〈Ku, v〉 :=
∫
Ω
(κ∇u) · ∇v dx.(3)
This operator is continuous and, due to the assumptions on κ, elliptic on the subspace V0.
We emphasize that we may replace K by any other continuous operator mapping from V
to V ∗ and satisfying a G˚arding inequality on V0. This then leads to the well-known
result that f ∈ L2(0, T ;V ∗0 ) and u0 ∈ H imply the existence of a unique solution of (2)
satisfying u ∈ L2(0, T ;V0) and u˙ ∈ L
2(0, T ;V ∗0 ), cf. [Wlo87, Ch. 26].
2.3. Inhomogeneous Dirichlet boundary conditions. We now turn to general time-
dependent Dirichlet boundary conditions. For this, we replace the homogeneous boundary
condition in (1) by u = g on Γ for given data g : [0, T ]→ Q∗. The standard procedure is
to construct a function ug on the domain Ω with ug|Γ = g in each time point. Then, one
considers u˜ := u − ug as the new unknown. Assuming sufficient regularity, this leads to
an operator equation for u˜ similar to (2) but with an adapted right-hand side and initial
condition.
As preparation for the following section, we rather consider the formulation as con-
strained operator equation, where the boundary condition is given as an explicit con-
straint, cf. [Sim00, Alt15]. This then leads to a PDAE. In contrast to the homogeneous
case, we consider test functions in V rather than V0 and introduce a Lagrange multi-
plier λ : [0, T ] → Q in order to enforce the constraint Du = g. This then leads to the
constrained system
u˙+Ku+D∗λ = f in V ∗,(4a)
Du = g in Q∗.(4b)
The solution u of (4) obviously satisfies the boundary conditions. Further, restricting
the test functions in (4a) to V0, we obtain u˙ + Ku = f . In this particular case, the
Lagrange multiplier allows the physical interpretation of the normal derivative of u along
the boundary [Sim00].
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Theorem 1. Assume right-hand sides f ∈ L2(0, T ;V ∗), g ∈ H1(0, T ;Q∗) and a consistent
initial condition u(0) = u0 ∈ V , i.e., Du0 = g(0). Then, system (4) has a unique
distributional solution satisfying u ∈ L2(0, T ;V ) and u˙+D∗λ ∈ L2(0, T ;V ∗).
Proof. The result follows by the positivity of K and the inf-sup stability of D, cf. [EM13,
Th. 3.3]. 
3. Dynamic boundary conditions
Finally, we address linear parabolic problems with dynamic boundary conditions, i.e.,
u˙−∇ · (κ∇u) = f in Ω,(5a)
u˙− β∆Γu+ ∂κ,nu+ α u = g on Γ(5b)
with initial condition u(0) = u0. We denote the unit normal vector by n and the cor-
responding normal derivative by ∂κ,nu := n · (κ∇u). The Laplace-Beltrami operator is
denoted by ∆Γ, see [GT01, Ch. 16.1]. For the parameters we assume κ to be positive as
before, α ∈ L∞(Ω), and β ≥ 0 constant. The boundary condition (5b) is called locally re-
acting for β = 0 and non-local otherwise. The aim of this section is to derive an operator
formulation of (5) as a coupled system.
3.1. Locally reacting dynamic boundary conditions. We consider dynamic bound-
ary conditions without the Laplace-Beltrami operator, i.e., we assume β = 0. These
so-called Wentzell boundary conditions then read
u˙+ ∂κ,nu+ α u = g on Γ.
We now introduce a new variable, namely p := u|Γ, such that system (5) with β = 0 is
equivalent to
u˙−∇ · (κ∇u) = f in Ω,(6a)
p˙+ ∂κ,nu+ α p = g on Γ,(6b)
p− u = 0 on Γ.(6c)
Note that (6a) and (6b) are dynamic equations for u and p, respectively, whereas equa-
tion (6c) marks the coupling condition. For the weak formulation we define the spaces
V := H1(Ω)×H1/2(Γ), H := L2(Ω)× L2(Γ), Q := H−1/2(Γ).
On V andH we define the norms ‖
[
u
p
]
‖2V := ‖u‖
2
H1(Ω)+‖p‖
2
H1/2(Γ)
and ‖
[
u
p
]
‖2H := ‖u‖
2
L2(Ω)+
‖p‖2L2(Γ), respectively. Further, we define the coupling operator B : V → Q
∗ as
B
[
u
p
]
:= p−Du ∈ Q∗.
The dual operator B∗ : Q → V∗ is defined accordingly via 〈B∗λ,
[
u
p
]
〉 := 〈λ, p− Du〉Q,Q∗.
We now consider a test function
[
v
q
]
∈ V and multiply equation (6a) by v and (6b) by q.
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With K as defined in (3), integration by parts and taking the sum leads to
〈f, v〉+ (g, q) = (u˙, v) + 〈Ku, v〉 − 〈∂κ,nu,Dv〉+ (p˙, q) + 〈∂κ,nu, q〉+ (αp, q)
= (u˙, v) + (p˙, q) + 〈Ku, v〉+ 〈∂κ,nu,B
[
v
q
]
〉+ (αp, q).
Proceeding similarly as in Section 2.3, we introduce a Lagrange multiplier λ : [0, T ]→ Q
in place of the normal trace ∂κ,nu. This then leads to the PDAE[
u˙
p˙
]
+
[
K
α
] [
u
p
]
+ B∗λ =
[
f
g
]
in V∗,(7a)
B
[
u
p
]
= 0 in Q∗.(7b)
with initial conditions u(0) = u0 and p(0) = p0. Note that the structure of this operator
equation is similar to the pure Dirichlet case in (4). For the well-posedness one needs
to discuss the inf-sup stability of B as well as the positivity of the differential opera-
tor diag(K, α).
Lemma 2. The coupling operator B : V → Q∗ is inf-sup stable with constant 1, i.e.,
inf
q∈Q
sup[
u
p
]
∈V
〈
B
[
u
p
]
, q
〉
Q∗,Q
‖
[
u
p
]
‖V ‖q‖Q
≥ 1.
Further, the operator diag(K, α) : V → V∗ is continuous and satisfies a G˚arding inequality
on V0 := kerB.
Proof. For the inf-sup stability let q ∈ Q = H−1/2(Γ) be arbitrary with norm 1. We set
u˜ = 0 and p˜ as the Riesz representation of q in the Hilbert space Q∗ = H1/2(Γ) such that
sup[
u
p
]
∈V
〈
B
[
u
p
]
, q
〉
‖
[
u
p
]
‖V
≥
〈p˜−Du˜, q〉
‖
[
u˜
p˜
]
‖V
=
〈p˜, q〉
‖p˜‖H1/2(Γ)
=
‖p˜‖2Q∗
‖p˜‖Q∗
= ‖p˜‖Q∗ = ‖q‖Q = 1.
The continuity of diag(K, α) follows directly form the continuity of K and the continuity
of the embedding L2(Γ) →֒ H−1/2(Γ). For the G˚arding inequality, we consider
[
u
p
]
∈ V0 =
{
[
u
p
]
∈ V |Du = p} and estimate with the continuity constant of the trace operator Ctr
and Cα := ‖α‖L∞(Ω),〈[
K
α
] [
u
p
]
,
[
u
p
]〉
≥ cκ‖u‖
2
H1(Ω) − cκ‖u‖
2
L2(Ω) + (αp, p)
≥
cκ
2
‖u‖2H1(Ω) +
cκ
2C2tr
‖p‖2H1/2(Γ) − cκ‖u‖
2
L2(Ω) − Cα‖p‖
2
L2(Γ)
& ‖
[
u
p
]
‖2V − c ‖
[
u
p
]
‖2H.
Note that we have applied the fact that u and p can be replaced by each other on the
boundary. 
Using again [EM13, Th. 3.3], we obtain by the previous lemma the following well-
posedness result.
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Theorem 3. Given a bounded Lipschitz domain Ω, we assume
[
f
g
]
∈ L2(0, T ;V∗) and
consistent initial data
[
u0
p0
]
∈ V0. Then, system (7) has a unique distributional solu-
tion
[
u
p
]
∈ L2(0, T ;V), i.e, u ∈ L2(0, T ;H1(Ω)) and p ∈ L2(0, T ;H1/2(Γ)).
Remark 4. We emphasize that the condition on the initial value may be relaxed to
[
u0
p0
]
∈
H, cf. [Alt15, Rem. 6.9]. Further, we like to mention the connection to the abstract setting
introduced in [KL17]. Therein, the ansatz space equals V0 = kerB, i.e., the connection
of u and the boundary variable p is given a priori.
3.2. Nonlocal dynamic boundary conditions. Finally, we consider the case β > 0.
Due to the Laplace-Beltrami operator the boundary condition is then non-local. As in
the previous subsection, we introduce p := u|Γ such that (5) is equivalent to
u˙−∇ · (κ∇u) = f in Ω,(8a)
p˙− β∆Γp+ ∂κ,nu+ α p = g on Γ,(8b)
p− u = 0 on Γ.(8c)
The presence of the Laplace-Beltrami operator requires an adjustment of the ansatz spaces
to
V := H1(Ω)×H1(Γ), H := L2(Ω)× L2(Γ), Q := H−1/2(Γ)
with the corresponding norm ‖
[
u
p
]
‖2V := ‖u‖
2
H1(Ω) + ‖p‖
2
H1(Γ). The coupling operator
B : V → Q∗ remains unchanged. In order to obtain an operator formulation of (8) we
again derive the weak formulation via integration by parts. Here, we also have to integrate
by parts on the boundary leading to the weak form of the Laplace-Beltrami operator,
which we denote by KΓ : H
1(Γ) → H−1(Γ). With a Lagrange multiplier λ : [0, T ] → Q
this then leads to [
u˙
p˙
]
+
[
K
(KΓ + α)
] [
u
p
]
+ B∗λ =
[
f
g
]
in V∗,(9a)
B
[
u
p
]
= 0 in Q∗.(9b)
For the well-posedness, we consider the following lemma.
Lemma 5. Let CinvTr denote the continuity constant of the inverse trace theorem, cf. [Ste08,
Th. 2.22]. Then, the operator B : V → Q is inf-sup stable with constant 1/CinvTr. Further,
the differential operator diag(K,KΓ + α) : V → V
∗ is continuous and satisfies a G˚arding
inequality on V.
Proof. Let q ∈ Q be arbitrary with norm 1 and q˜ ∈ Q∗ its Riesz representation. Further,
set p˜ = 0 and u˜ ∈ V as the weak solution of −∆u˜ = 0 with Dirichlet boundary condition
Du˜ = −q˜. The latter implies ‖u˜‖V ≤ CinvTr‖q˜‖Q∗, which leads to the estimate
sup[
u
p
]
∈V
〈
B
[
u
p
]
, q
〉
‖
[
u
p
]
‖V
≥
〈p˜−Du˜, q〉
‖
[
u˜
p˜
]
‖V
=
〈q˜, q〉
‖u˜‖V
=
‖q˜‖2
H1/2(Γ)
‖u˜‖H1(Ω)
≥
‖q˜‖Q∗
CinvTr
=
1
CinvTr
.
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The remaining part of the proof is similar to the one of Lemma 2, using the fact that the
Laplace-Beltrami operator satisfies a G˚arding inequality on H1(Γ), cf. [GT01, Ch. 16.1].

As a direct consequence of Lemma 5 we conclude the unique solvability of the PDAE (9).
Theorem 6. Given a bounded Lipschitz domain Ω, a right-hand side
[
f
g
]
∈ L2(0, T ;V∗),
and consistent initial data
[
u0
p0
]
∈ V0, there exists a unique distributional solution of (9)
with
[
u
p
]
∈ L2(0, T ;V), i.e, u ∈ L2(0, T ;H1(Ω)) and p ∈ L2(0, T ;H1(Γ)).
4. Conclusion and discussion
We have presented an alternative abstract formulation of parabolic systems with dy-
namic boundary conditions, namely as constrained operator system. This novel approach
aims to provide a new perspective on these type of systems. In particular, this is of
interest for the construction of new robust discretization methods. Since we include the
coupling of u and p in form of an equation rather than restricting the ansatz space as
in [KL17], we allow different spatial discretizations in the bulk and on the boundary.
Further, the obtained structure in (7) and (9) enables a direct application of algebraically
stable Runge-Kutta schemes [AZ18].
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