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Abstrakt
Tato práce se zabývá problematikou dolování textových dat a vyhledávání informací. Práce popisuje
nejčastější  metody  reprezentace  textových  dokumentů  a  strategie  vyhledávání.  Cílem  práce  je
navržení a implementace aplikace, která bude provádět vyhledávání informací pomocí vektorového
modelu. Aplikace realizuje tři  způsoby výpočtu podobnosti:  kosinovou míru, Jaccardův koeficient
a Diceho koeficient.  Výsledky dosažené pomocí  těchto vztahů  jsou porovnány a vyhodnoceny.  Je
nastíněno další pokračování projektu.
Abstract
This thesis researches the issue of text data mining and information retrieval. It describes the most
common representations of text documents and retrieval strategies. The aim of this thesis is design
and  implementation  of  application,  which  realises  information  retrieval  via  vector  space  model.
The application implements three different ways of similarity calculation: cosine measure, the Jaccard
coefficient and the Dice coefficient. Achieved results are assessed. Possible continuance of the project
is outlined.
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1 Úvod
Potřeba uchovávat informace provází lidstvo od pradávna. Ve 20. století se k historickým milníkům,
jako  jsou  vynález  písma  či  knihtisku,  přidal  překotný  rozvoj  informačních  technologií.  Ty  se
poměrně  rychle  rozšířily  do  většiny  oblastí  lidské  činnosti.  Tradiční  tištěné  dokumenty  jsou
nahrazovány elektronickými, strojově uloženými. To urychluje a zjednodušuje jejich úpravu, šíření
a uchovávání.  Vznikají  tak  obrovské  kolekce  dat  reprezentující  archívy,  elektronické  knihovny,
podnikové systémy aj., ve kterých je bez efektivních způsobů vyhledávání prakticky nemožné nalézt
požadované informace. Později se k těmto kolekcím přidal i neustále rostoucí prostor webu a velké
multimediální soubory dat.
Postupně  byly vyvinuty různé techniky  vyhledávání  v těchto  datech,  které  mají  umožnit
uživateli  rozlišit,  které  z  dokumentů  obsahují  požadované  informace  a  které  nikoliv.  Touto
problematikou se zabývá specifická oblast informačních technologií, kterou nazýváme vyhledávání
informací,  anglicky  information  retrieval.  Hlavní  podstatou  je  nabídnout  uživateli  způsob,  jak
v rozsáhlých  kolekcích  nalézt  ty  informace,  které  jsou  pro  uživatele  v daný  okamžik  důležité,
a předejít  tak  informačnímu  zahlcení.  Rozhodujícím  faktorem  pro hodnocení  dokumentů  je
relevance,  tj.  sémantická  shoda  uživatelova  dotazu  s  cílem  vyhledávání.  Dotazem  rozumíme
zpravidla  slovo  či množinu  slov.  V  případě  ideálního  systému  jsou  vráceny  všechny  relevantní
dokumenty a žádný nerelevantní, v praxi však dochází i k navrácení dokumentů nerelevantních [1].
Ve  srovnání  s vyhledáváním  a  dolováním  v  databázích  můžeme  obecně  vyhledávání  v  textech
považovat za složitější, neboť pracujeme s přirozeným jazykem a obecně s nestrukturovanými daty.
Významnou oblastí práce s textovými dokumenty je také tzv. dolování z textu, v anglické literatuře
označované jako text data mining. To můžeme neformálně definovat jako intenzivní proces interakce
s textovými daty pomocí analytických nástrojů,  s cílem získání nových užitečných informací  [2].
Stejně jako vyhledávání zpravidla probíhá v několika krocích. S vyhledáváním je také úzce spjato
a využívá  jeho technik.  Zasahuje taktéž do oblasti  počítačové lingvistiky a strojového učení  [2].
Příkladem typických úloh je shlukování, kategorizace textu, extrakce, analýza sentimentu aj. Stejně
jako vyhledávání textových dat vyžaduje transformaci dokumentů na reprezentaci umožňující jejich
zpracování.  Základní  popis  převodu  a  některých  reprezentací  je  součástí  této  práce.  Dolování
v textech  se  využívá  v  mnoha  oblastech,  od  komerční  sféry,  přes  vědu,  školství,  administrativu
až po shromažďování statistik.
1.1 Historie
První automatické systémy pro vyhledávání informací byly vyvíjeny v 50. letech 20. století jakožto
důsledek  narůstajícího  objemu  strojově  ukládaných  informací.  V  roce  1950  se  poprvé  objevuje
pojem  information  retrieval,  který  uvedl  Calvin  Mooers.  Významným  posunem  byla  realizace
systému  Cranfield  I.  počátkem  60.  let.  Celkem  tento  systém  obsahoval  255  dotazů  a  1400
dokumentů, na kterých prováděl experimenty Cyril Cleverdon. Indexování bylo poměrně zdlouhavé,
muselo se totiž provádět ručně. Automatické indexování měl až jeho nástupce, Cranfield II. 
Až  do  konce  80.  let  20.  století  neexistoval  žádný  jednotný  standardizovaný  test
vyhledávacích  metod.  Začátkem  90.  let  existovalo  několik  komerčních  systémů,  které  však
vyžadovaly znalého uživatele schopného vytvářet dotazy v booleovské logice. Důležitým zlomem je
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rok 1992,  od  kterého se  konají  konference  TREC1 (Text Retrieval  Conference),  díky nimž bylo
dosaženo významného posunu. Jejich výsledkem bylo především mnohonásobné zvětšení testovací
kolekce  dat  a  jednotný  způsob  hodnocení  efektivity,  což  vedlo  k  usnadnění  porovnávání
vyhledávacích  metod.  Důležitým  úspěchem  je  také  urychlení  přenosu  nových  technologií
z laboratorního  prostředí  do  komerční  sféry.  V posledních  dvaceti  letech  je  oblast  vyhledávání
informací rozšířena o oblast multimediálních dat a vyhledávání na webu.
1.2 Cíle práce
V této  práci  se  zabývám různými  strategiemi  v  oblasti  vyhledávání  dat.  Práce  uvažuje  textové
dokumenty, jakožto grafickou podobu přirozeného jazyka. Jedním z cílů práce je popis nejčastějších
metod vyhledávání v textových datech a jejich porovnání, s důrazem kladeným na vektorový model.
Jsou v ní popsány různé metody reprezentace dokumentů a jejich váhová ohodnocení. Součástí je
rovněž základní popis předzpracování dokumentů.  Praktickou částí  je pak návrh a implementace
aplikace, provádějící vyhledávání právě pomocí vektorového modelu. Cílem je otestování aplikace,
zhodnocení efektivity a dosažených výsledků, a načrtnutí dalších možných pokračování v projektu.
1.3 Struktura práce
Kapitola č. 2 nás seznamuje se základními pojmy, způsoby hodnocení výstupů vyhledávacích metod,
přibližuje úkony předzpracování textových dokumentů  a popisuje vybrané klasické modely jejich
reprezentace pro oblast vyhledávání informací. Jmenovitě booleovský model, rozšířený booleovský
model, pravděpodobností model, model založený na fuzzy množinách a vektorový model. Tento je
předmětem implementace praktické části. Cílem kapitoly č. 3  je popsání návrhu tohoto programu,
zvolených  implementačních  prostředků  a  jeho  struktury.  Čtvrtá  kapitola  seznamuje  čtenáře
se samotnou implementací, obsahuje přehled tříd a popis realizace výpočtu. Pátá popisuje provedené
experimenty, testy a jejich zhodnocení. Poslední kapitola shrnuje dosažené cíle a výsledky.
1 domovská stránka organizace na http://trec.nist.gov/overview.html 
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2 Metody vyhledávání v textových
datech
Vyhledávací metody vznikly jako odpověď na rostoucí množství strojově uložených (textových) dat.
Umožňují uživateli selekci dokumentů z rozsáhlých kolekcí na základě jeho požadavků. Na začátku
procesu  vyhledávání  vzniká  na  straně  uživatele  informační  potřeba.  Tu  je  možno  uspokojit
informacemi v určité  množině  textových dokumentů,  obecně  o vysokém počtu  prvků.  Prohlížení
(browsing)  takových kolekcí by  znamenalo neúnosnou časovou zátěž. Za tímto účelem vznikají
systémy,  které  umožňují  reagovat  na  požadavky  uživatele  a  v  poměrně  krátkém  čase  navrátit
dokumenty obsahující požadované informace. Tento proces může probíhat opakovaně, uživatel může
např.  na  základě  získaného  výstupu  redefinovat  svůj  dotaz  [3].  Následující  obr.  2.0  znázorňuje
systematiku IR metod. U množinových modelů chápeme dokument jako množinu slov. Pro určení
relevantních dokumentů využívá poznatků z teorie množin. U algebraických modelů jsou dokumenty
reprezentovány maticemi, vektory či n-ticemi umožňující algebraické porovnání. Pravděpodobnostní
modely  pak  využívají  teorii  pravděpodobnosti  k  určení,  zda  dokument  mezi  relevantní  patří,
či nikoliv.
 
Formulaci požadavků uživatele označujeme jako dotaz  (angl. query).  Množinu dokumentů,
které jsou cílem vyhledávání, pak nazýváme korpus [3]. Prvky množiny navrácených dat jsou hity,
jejichž množina představuje odpověď systému. Dotaz bývá formulován  uživatelem nejčastěji jako
vzorek textu (slovo, výraz), několika vzorky (konjunktivní dotaz) či obecně booleovským výrazem.
Příkladem  textového  dotazu  může  být  zadání  klíčových  slov  do  internetového  vyhledávače.
Dokumentům v korpusu  pak  přiřazujeme  relevanci,  tj.  míru  shody s  dotazem  [1].  Nejčastěji  je
vyjádřena  číselnou  hodnotou.  Čím  vyšší  tato  hodnota  je,  tím  je  dokument  považován
za relevantnější. 
Počet  dokumentů  označených  za  relevantní  a  navrácených  systémem  může  být  značný.
V praxi by měl  mít uživatel možnost předem tento rozsah omezit. Může být zobrazeno například
pouze N dokumentů,  N nejrelevantnějších dokumentů,  nebo pouze dokumenty přesahující určitou
prahovou  míru  relevance.  Samotná  forma  textových  dokumentů  je  pro  metody  vyhledávání
nevhodná, často obsahuje i netextové objekty (tabulky, obrázky). Navíc v současnosti existuje velké
množství  nejrůznějších  formátů.  Součástí  klasických  metod  vyhledávání  je  tudíž  převod
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Obr. 2.0: Rozdělení IR modelů, převzato z Modern Information Retrieval [4]
Information retrieval
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na specifickou reprezentaci,  která  umožní  jejich matematické  porovnání.  Tato reprezentace  hraje
významnou roli ve výsledné úspěšnosti a efektivitě té které metody. Předzpracování dokumentů je
přiblíženo v podkapitole 2.2, vybrané modely jsou pak objasněny v podkapitole 2.3.
2.1 Úplnost a přesnost vyhledávacích metod
IR systémy se liší v prostorové a časové náročnosti i v úspěšnosti vyhledávání. Nejvýznamnějšími
činiteli v procesu vyhledávání jsou mj. počet dokumentů v korpusu, vybraná vyhledávací strategie
a způsob výpočtu  podobnosti.  V ideálním případě  jsou nalezeny všechny dokumenty,  které  jsou
pro uživatele relevantní, a žádný dokument, který by relevantní nebyl. V praxi je ovšem navrácena
pouze  podmnožina  všech  relevantních  dokumentů  a část  dokumentů  nerelevantních.  Následující
obrázek 2.1 zachycuje navrácené dokumenty reálného systému (označené šedým rámem). Některé
z dokumentů  vyhovujících  informační  potřebě  navráceny  nejsou  (žlutá  část),  namísto  toho  jsou
některé  z navrácených  dokumentů  nerelevantní.  Zelená  část  představuje  nenavrácené  dokumenty
správně označené za nerelevantní.
Úspěšnost  vyhledávání  můžeme  z  tohoto  pohledu  charakterizovat  metrikami  precision
a recall (přesnost a úplnost) [4]. Precision udává poměrové (resp. procentuální) zastoupení skutečně
relevantních dokumentů ve výsledné množině navrácené vyhledávací metodou. Recall je pak poměr
počtu  relevantních  dokumentů  navrácené  množiny  a relevantních  dokumentů  v  celém  korpusu.
Matematický  zápis  zachycují  následující  rovnice  2.0a  (precision)  a 2.0b  (recall).  Rrel je  počet
navrácených relevantních záznamů,  N je počet všech navrácených dokumentů, a R je počet všech
relevantních dokumentů v celém zkoumaném souboru.    
a
           
b
         (2.0)
Metriky se vzájemně doplňují. Pokud je například navrácen jediný dokument, který je navíc
relevantní, pak je přesnost 100%. Avšak pokud je v celém korpusu mnoho relevantních dokumentů,
bude hodnota úplnosti nízká. Obdobně pokud je navráceno mnoho relevantních dokumentů, avšak
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Obr. 2.1: Dokumenty navrácené reálným systémem
informační potřeba
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R=
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také velké množství nerelevantních, je sice hodnota úplnosti vysoká, avšak přesnost bude naopak
příliš  nízká.  Použití  jedné  metriky  obecně  nemá  dostatečnou  výpovědní  hodnotu  o výsledku
vyhledávání. Proto se v praxi používají obě metriky současně a zpravidla se hledá jejich vyvážený
poměr.  Bylo od nich také odvozeno mnoho modifikací  a mnohé složitější  metriky z nich přímo
vycházejí. Příkladem může být metrika F-score2. Ta zohledňuje jak úplnost, tak přesnost, a je jejich
harmonickým průměrem [5]. V případě ideálního systému je F-score rovna 1, v nejhorším případě se
blíží 0.
2.2 Předzpracování textových dokumentů
Všechny metody vyhledávání v textových datech se  potýkají  se specifiky textových dokumentů,
jakožto grafické  podoby přirozeného jazyka.  Pochopení  smyslu textu vyžaduje  znalost  kontextu,
který často leží mimo samotný dokument. Proces vyhledávání je svou podstatou o mnoho složitější
než v případě relačních databází. Zatímco v nich je počet atributů omezen a jsou přesně definovány
datové  typy,  v  textech se může  vyskytovat  libovolné slovo daného jazyka (popř.  i  slova jazyků
jiných). Problematika vyhledávání a dolování z textů je dána složitostí a komplexností lidské řeči,
obrovským  počtem  slov  a  jejich  tvarů,  jejich  významové  nejednoznačnosti,  existencí
synonym, a v neposlední řadě jejich nestrukturovaností.3 Ne všechna slova v textu jsou navíc nositeli
plnohodnotného významu. 
Samotnému vyhledávání a dolování dat předchází jejich předzpracování, jehož výsledkem je
vstup  pro  vyhledávací  (resp.  dolovací)  metody.  Dokumenty  vstupního  souboru  dat  můžou  být
v různých  formátech  a je  potřeba  jejich  převod  na  jednotnou  reprezentaci,  která  bude  sloužit
vyhledávací metodě umožňující matematické porovnání. Předzpracování se skládá z několika kroků
zachycených na následujícím obrázku.  Výstupní dokumentová reprezentace se pak odvíjí od toho
kterého použitého modelu. Nejdříve je dokument převeden z proprietárního formátu na čistý text, ten
je tokenizován a segmentován, následuje lematizace, eliminace neplnovýznamových slov, váhování
a převod na vlastní reprezentaci. Tyto kroky nám pomáhají překonat některé problémy zpracování
textu plynoucí ze složitosti přirozeného jazyka.
2 v literatuře se též objevuje pod označením F1 score či F-míra
3 popř. semistrukturovaností
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Obr. 2.2: Přehled kroků předzpracování textových dat, převzato z Dolovanie znalostí z textov [3]
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2.2.1 Převod na čistý text
Pokud uvažujeme dokumenty v různých proprietárních formátech, potřebujeme nejdříve jejich formu
sjednotit. Prvním krokem v předzpracování textových dokumentů je tedy převod na čistý text (plain
text). Ten obsahuje pouze alfanumerické, interpunkční a oddělovací znaky, popř. některé speciální
symboly (např. &, /, %). Jsou odstraněny obrázky, tabulky, typografické značky apod. [3] Tímto se
však ztrácí určitá výpovědní hodnota nesená těmito prvky. Může dojít ke ztrátě informací o struktuře
a obsahu, které mohou být v případě dolování z textu užitečné. Proto se v těchto případech často
ukládají i metadata uchovávající tyto informace, např. ve formě XML souboru.
2.2.2 Tokenizace a segmentace
Následujícím krokem je  tokenizace. Jejím cílem je rozdělení textu na základní textové jednotky,
kterými  mohou být  nejen slova,  ale  i  slovní  spojení,  věty  a  fráze.  Ty mohou být  odděleny jak
interpunkčními  znaménky,  tak  mezerami,  přičemž  jako  tokeny  chápeme  i  tyto  interpunkční
znaménka.  Tokeny mohou být jak slova,  tak skupiny slov se specifickým významem.  Například
spojení World Wide Web je považováno pravidla  za  jeden token, neboť  spojení těchto slov má
jedinečný význam. K tomuto účelu se používají slovníky, které jsou odvislé od toho kterého jazyka.
Spojování volných slovních spojení je zpravidla prováděno až ve fázi morfologické analýzy a je tak
v tomto  kroku  reprezentováno  odpovídajícími  vícerými  tokeny,  které  musí  být  identifikovatelné
a odlišné od ostatních [3].
2.2.3 Lematizace, stemizace
Cílem  dalšího  kroku,  lematizace,  je  převod  tokenů  na  jejich  základní  tvar.  Výstupem  je  tvar
slovníkový, který označujeme pojmem lema.  Určujícím je opět jazyk dokumentu. Příkladem může
být převod slova "textových" na "textový". Lematizace využívá morfologickou analýzu a slovníky.
Za speciální  typ  lematizace  pak  můžeme  označit  stemizaci (angl.  stemming),  která  je  založena
na izolaci kořenů slov. Nejčastějšími metodami převodu na kořen jsou [3]:
• stemizace  pomocí  slovníku  kořenů:  na  určení  kořene  je  použit  slovník,  který  však
neobsahuje všechny možné kořeny (např.  vlastní  jména); výhodou je malá chybovost
metody
• odstranění  přípon  a  předpon: kořen  je  určen  odstraněním  předpon  a  přípon,  a  to
na základě definovaných pravidel či slovníku sufixů a prefixů
• statisticky:  statistická metoda umožňuje určit  předpony a přípony na základě  analýzy
textu, její výhodou je nezávislost na použitém jazyku
 Problémem v tomto kroku předzpracování  jsou homonyma,  tj.  slova  stejně  psaná,  avšak
nesoucí  rozdílný význam.  V tomto případě  je potřeba analyzovat  kontext.  Lematizace obecně  je
složitější u morfologicky bohatých jazyků.
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2.2.4 Eliminace neplnovýznamových slov
Výsledná reprezentace dokumentu by měla co nejlépe vystihovat jeho významový obsah. Zároveň by
měla být kvůli efektivnosti co možná nejmenší. Vzhledem k tomu, že ne všechna slova jsou nositeli
plnohodnotného významu, je třeba je redukovat. Nejčastěji se jedná o předložky, částice a spojky,
obecně je označujeme jako stopslova. Naopak nejplnohodnotnější význam mají podstatná a přídavná
jména a slovesa. I když i stopslova mají určitý sémantický přínos, pro oblast vyhledávání informací
a dolování dat je zpravidla zanedbáváme. Díky tomu, že jejich počet a výskyt  je v dokumentech
většinou četný, dochází k významné redukci. 
Existuje několik metod jejich eliminací,  jednou z nich je opět  pomocí slovníku (v tomto
případě  označovaném  často  jako  negativní  slovník)  [3].  Jinak  můžeme  odstranit  slova  s  příliš
vysokým výskytem napříč dokumenty. Standardizovaný seznam stopslov v současnosti neexistuje,
může se totiž lišit podle oblasti použití4.
2.3 Vybrané modely reprezentace dokumentů
Cílem modelu reprezentace je taková formalizace dokumentu, která umožní uchování jeho termů
s ohledem na jejich důležitost a jejich následné matematické porovnání. Pro reprezentaci dokumentů
bylo  vyvinuto několik modelů.  Zkratka  SC koeficientu podobnosti  pochází  z  anglického výrazu
Similarity  Coefficient (v  literatuře  se  objevuje  také  jako  similarity  index).  Tento  koeficient
charakterizuje míru podobnosti dotazu a dokumentu a je této podobnosti přímo úměrný. Je určen
metodou vyhledávání.
Podstatnou součástí převodu reprezentace dokumentu je přiřazení váhy jednotlivým termům,
ze  kterých  je  dokument  tvořen.  Vycházíme  z  předpokladu,  že  termy  nemají  v  rámci  obsahu
dokumentu stejnou důležitost. Váha definuje jejich obsahový přínos. Reprezentace dokumentu je pak
obecně vektorem vah termů. Zpravidla uvažujeme dvě roviny váhování: lokální a globální. Lokální
váhování  L(kt,  di) vychází  z  četnosti  výskytu  termu  kt   v  dokumentu  di,  globální  váhování  pak
zohledňuje jeho výskyt v celém korpusu [3]. Výslednou váhu pak obecně definujeme vztahem 2.0:
           (2.0)
Způsob  váhování  je  úzce  spjat  s  vybraným  modelem  reprezentace  a  má  výrazný  vliv
na úspěšnost  vyhledávání.  Tato  kapitola  popisuje  nejčastější  modely  a  jimi  používané  váhy.
Jmenovitě  booleovský model,  vektorový model,  rozšířený booleovský model,  pravděpodobnostní
model a model založený na fuzzy množinách.
 
4 jeden z českých seznamů stopslov lze nalézt na http://seo-servis.cz/libs/stopwords.txt.cz 
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w it=Lk t , d i×G k t
2.3.1 Booleovský model
Jedním  z  nejjednodušších  klasických  modelů  a  historicky  nejstarším  je  model  vycházející
z booleovské logiky.  Je založen na hypotéze, že dokument obsahující hledaný term je relevantní.
Dokumenty  i dotazy  jsou  reprezentovány  množinou  indexovaných  termů.  Proto  je  někdy  též
označován jako model množinový [3]. Uchovává informaci o přítomnosti termu formou binárních
hodnot, a to 0 (nevyskytuje se v dokumentu) a 1 (vyskytuje se alespoň jednou). Není tedy rozlišeno,
jestli  se  term  vyskytuje  vícekrát.  Tuto  skutečnost  můžeme  formálně  zapsat  následovně:
∀ i , t : wit∈{0,1} ,  kde t je t-tý term v i-tém dokumentu, kterému je přiřazena váha wi  [3]. 
Termu  odpovídá  vektor  binárních  hodnot,  jehož  délka  je  rovna  počtu  dokumentů
v korpusu [3]. Pro využití v oblasti vyhledávání informací je však taková reprezentace neefektivní,
neboť  má  zbytečně  vysoké  paměťové  nároky,  výsledná matice obsahuje obvykle  velké množství
nulových vah. V praxi jej nahrazujeme invertovaným indexem, který můžeme chápat jako seznam
dokumentů, ve kterých se ten který term vyskytuje.
Výhodou tohoto modelu je kromě jeho jednoduchosti i forma dotazu.  Ten lze zapsat pomocí
operací Booleovy logiky - logickým součinem (AND), součtem (OR) a negací (NOT). Příkladem
takového dotazu může být term1 AND term2 OR term3. Při reprezentaci pomocí binární matice
term-dokument probíhá vyhledávání jako bitový součin. 
Relevance nabývá pouze hodnot 0 a 1, Rd i={0,1} kde d i je i-tý dokument korpusu.
Dokument tedy dotazu buď odpovídá a je navrácen ve výsledné množině, nebo dotazu neodpovídá.
Podobnost dokumentů tedy není možno vzájemně porovnat, ani je seřadit dle relevance. Vzhledem
k určení  podobnosti  pouze  na  základě  výskytu  termů  nebo  jejich  absence  je  často  množina
navrácených dokumentů  velmi  rozsáhlá či  naopak malá. Další  nevýhodou je nemožnost  vytvářet
komplexní dotazy. Často je pro množinu požadovaných dokumentů  {D} velmi obtížné formulovat
booleovský dotaz. Některé z těchto nedostatků řeší rozšíření modelu uvedené v kapitole 2.3.3.
2.3.2 Vektorový model
Vektorový model (angl.  vector space model) patří  mezi nejpoužívanější  [1]. Dokumenty korpusu
i dotaz jsou reprezentovány jako vektory váh termů. Váhy na rozdíl od booleovského modelu nemusí
nabývat binárních hodnot, často představují počet výskytu termu v dokumentu. Tím je zohledněna
jeho relativní  důležitost.  Čím vyšší  je  váha,  tím vyšší  má  term obsahový přínos  pro  dokument.
Formálně zapisujeme d i=wi1 , w i2 ,wℑ , kde w it  je váha termu k t v dokumentu d i [1].
Stejným způsobem je vyjádřen i dotaz q. Pak úhel sevřený vektory d a q představuje obsahový rozdíl
mezi  dokumenty.  Obecný  příklad  matice  term-dokument   sestávající  z  vektorů
N dokumentů korpusu, je znázorněn maticí 2.1.
                                            (2.1)
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F N×M 
F N×M ={
d 1
d 2
d 3
...
d N
}={
w 11 w12 w13 ... w1M
w21 w22 w23 ... w 2M
w 31 w32 w33 ... w3M
... ... ... ... ...
wN1 wN2 wN3 ... wNM
}
Váha termu  může  být  získána  mnoha  způsoby.  Výše  zmíněná  frekvence  výskytu  termu
vychází  z předpokladu,  že  čím častěji  se term v dokumentu  vyskytuje,  tím více přispívá k jeho
obsahu. Reálně však frekvence termu tf if neroste vzhledem k jeho relevanci lineárně, v praxi se
proto používá její logaritmus: 
               (2.2)
Významná je ale také frekvence daného termu v celém korpusu dokumentů.  Aplikovaná
praxe ukazuje, že termy, které se vyskytují v mnoha dokumentech, přispívají k jejich obsahu méně
a mají tak nižší obsahovou důležitost [1]. Proto se často uvažuje i tzv. globální frekvence termu dft,
která představuje počet všech dokumentů s výskytem termu kt. Čím nižší tato frekvence je, tím více
term přispívá k unikátnosti dokumentu  [3]. Je-li pak  N počet dokumentů ve zkoumaném korpusu,
můžeme definovat tzv. inverzí dokumentovou frekvenci idft :
                    (2.3)
Z inverzní dokumentové frekvence vychází váhovací schéma označované jako  tf-idf,  toto
váhovací schéma dosahuje v porovnání s dosud uvedenými váhovacími postupy nejlepších výsledků
[1].  Nechť  tfit je  lokální  výskyt  termu  ti v  dokumentu,  dft dokumentová  frekvence  téhož  termu
a N počet dokumentů v korpusu, pak váhu tohoto termu můžeme vyčíslit dle jedné z variant tf-idf
následovně: 
                  (2.4)
Nutno  podotknout,  že  v  praxi  se  často  používá  odlišného  váhování  pro  dotaz
a pro dokumenty.  Způsob  rozdílného váhování  lze  zaznamenat  pomocí  tzv.  SMART notace  [2].
Obecně má zápis tvar ddd.qqq kde d určují způsob váhování dokumentu a q dotazu. Přehled variant
schématu tf-idf lze nalézt v příloze B. Protože však relevanci termu ovlivňuje i délka dokumentu
(v delších dokumentech mají termy větší frekvenci, mají tendenci opakovat se), uplatňuje se v praxi
tzv.  normalizace  [3].  Příklad  výpočtu  normalizované  váhy  je  ve  vzorci  2.5.  Mějme  dokument
D a dokument  D' vzniklý  spojením dvou  dokumentů  D (připojením  kopie  D k  sobě  samému).
V tomto extrémním případu by byl bez normalizace dokument  D' dvakrát výše ohodnocen než  D,
i když není relevantnější k žádnému dotazu  Q.  Tento jev lze eliminovat použitím normalizované
dokumentové  frekvence v tf-idf schématu [6]. Konstanta a je nejčastěji 0.4, ve starší literatuře se lze
setkat s hodnotou 0.5.
                                      (2.5)
Váhová  reprezentace  nám  umožňuje  matematické  porovnání  podobnosti  dokumentů.
V úvodu této podkapitoly jsem uvedl, že podobnost dokumentů je dána úhlem mezi jejich vektory.
Nechť  d1 a d2 jsou  dvoudimenzionální  vektory  představující  dokumenty  D1 a  D2 a  q vektor
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idf t= log10 Ndf t
w it=1log tf it∗log10 Ndf t 
ntf it=a
a∗tf it
max tf it , a∈0, 1
w i , t={1log10 tf i ,t , pro tf it00 jinak }
reprezentující  dotaz  Q.  Nechť  obr. 2.3  zobrazuje  tyto  vektory  v  rovině.  Podobnost  dokumentů
a dotazu je pak dána úhlem jimi sevřeným.  Z obrázku je patrné, že  úhel  α  je menší  než úhel θ.
Dokument D1 je tedy vzhledem k dotazu Q relevantnější. Dimenze vektoru je dána počtem různých
termů, které obsahuje. Jinou možností je použití euklidovské metriky, která je však nevhodná pro
dokumenty výrazně rozdílných délek.
Výpočet úhlu mezi těmito vektory můžeme použít k určení podobnosti dokumentů. V praxi
se  používá  určení  kosinu  [1].  Využíváme skutečnosti,  že  kosinus je monotónně  klesající  funkce
na intervalu  <0°,180°>. Platí-li α = 0°, index podobnosti je 1. Svírají-li vektory dokumentů pravý
úhel, je jejich relevance nulová. Výpočet indexu podobnosti je uveden ve vzorci 2.6. Tento výpočet
relevance je jeden z použitých v aplikaci praktické části, mluvíme o tzv. kosinové míře. Vektory jsou
normalizovány  na  jednotkovou  délku,  dělitel  nazýváme  normalizační  faktor  [7].  Výsledkem
normalizace je, že kosinus úhlu mezi nimi vždy spadá do intervalu <0°, 180°>. Na rozdíl od míry
skalárního  součinu  tak  delší  dokumenty  nemají  vyšší  relevanci  jen  pro  svou  délku  zvyšující
pravděpodobnost výskytu termu z dotazu.
        (2.6)
Dalšími  mírami  podobnosti  použitými  v  aplikaci  jsou  Jaccardův  koeficient  a  Diceho
koeficient5.  Tyto sobě  podobné míry se  používají  k vyjádření podobnosti  dvou vzorků  v  mnoha
oborech, od biologie po informační technologie. Umožňují určit podobnost vektorových reprezentací
s  binárním  ováhováním  (v  základní  verzi).  Jejich  vzorce  ve  tvaru  aplikovatelném  na oblast
vyhledávání informací jsou uvedeny v rovnicích 2.7a a 2.7b [1]. Tato verze Jaccardova koeficientu je
často též označována jako Tanimotova. Všechny tři uvedené míry přiřazují dokumentům relevanci
od 0 do 1. Jaccardův koeficient oproti Diceově  obecně  ohodnocuje dokumenty s nízkým počtem
společných termů nižší hodnotou [7].
5 V literatuře se můžeme setkat i s označením Sørensenův index, popř. Sørensen-Diceho index
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Obr. 2.3: Interpretace kosinové vzdálenosti
q
d
2
d
1
α
θ
t
1
t
2
SC q , d j=
d j .q
∣ d j∣⋅∣q∣
a 
 b
 (2.7)
Vektorový model  je často využívaným jak v oblasti  vyhledávání informací,  tak v oblasti
dolování  dat.  Na rozdíl  od booleovského modelu uvažuje  i  rozdílnou obsahovou hodnotu termů
a umožňuje  určit  míru  relevance,  díky  čemuž  můžeme  omezit  počet  navrácených  dokumentů
a seřadit je. Pro vektorový model je také možno zvolit různé způsoby váhování vhodné pro ten který
případ použití.
2.3.3 Rozšířený booleovský model
Tento model byl poprvé popsán v roce 1983. Jeho cílem je odstranit omezení booleovského modelu,
zejména  nemožnost  limitovat  počet  navrácených  dokumentů,  ignorování  počtu  výskytu  termu
v dokumentu a neuvažování  rozdílné výsledné relevance hitů.  Při  použití  více logických součinů
totiž počet  navrácených dokumentů  výrazně  klesá,  naopak při  logických součtech výrazně  roste,
přičemž není možno určit, zda některý z navrácených dokumentů  odpovídá dotazu více než jiný.
Rozšířený booleovský  model  umožňuje  přiřadit  termům i  nebinární  váhu a   lépe  tak zachycuje
obsahový přínos termu pro dokument. Ten je reprezentován jako vektor, jehož dimenze odpovídají
termům dokumentu (vztah 2.8a).  Váha termu může být definována např. vztahem 2.8b, kde wx,j je
normovanou  váhou  termu  kx, fx,j je  frekvence  termu  kx v  dokumentu  dj a  idfx je jeho  inverzní
dokumentovou frekvencí. Tento model rovněž umožňuje rozlišit míru, s jakou dokumenty odpovídají
dotazu. Ve výsledku je tedy možné jejich seřazení.
a b
                  (2.8)
Vektor s n prvky pak můžeme podobně jako u vektorového modelu považovat za n-rozměrný
prostor, kde každý term představuje jednu dimenzi. Dokumenty můžeme chápat jako body v tomto
prostoru,  jejichž souřadnice odpovídají  váhám termů.  Uvažujme dva  termy s  váhami  od 0 do 1
včetně,  reprezentující  osy  kartézského  souřadného  systému.  Pak  bod  [1,1]  v  tomto  systému
představuje situaci výskytu obou termů, což odpovídá dotazu term1 AND term2. Této situace chceme
při  tomto  dotazu  dosáhnout.  Naopak  bod  daný  souřadnicemi  [0,0]   odpovídá  situaci,  kdy  se
v dokumentu nevyskytuje ani jeden z termů, což v nejvyšší možné míře nevyhovuje dotazu  term1
OR term2.  Pomocí euklidovské vzdálenosti je pak možno určit  míru, s jakou dokument vyhovuje
dotazu. Čím větší je vzdálenost dokumentu od bodu [1,1] pro dotaz logického součinu, tím méně
dokument  dotazu vyhovuje. Podobně, čím větší je vzdálenost dokumentu od bodu [0,0] pro dotaz
logického součtu, tím výše je dokument ohodnocen. Popsanou situaci zachycuje následující obr. 2.4.
V levé části je zobrazen dotaz OR, v pravé AND.
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Na  rozdíl  od  konvenčního  booleovského  modelu  tedy  rozlišujeme  nejen  váhu  termu,
ale i míru, s jakou dokument splňuje booleovský dotaz. Podobnost lze stanovit podle vzorce 2.9a
pro OR dotaz a podle vzorce 2.9b pro AND dotaz. 
                          
a
    
b
             (2.9)
Pomocí P-normy pak můžeme tento princip zobecnit pro vícerozměrný prostor, výpočet je
uveden ve vzorcích 2.10 a 2.11, kde p  ≥ 1.  Pokud platí  p→∞  a dotaz není váhován, pak shoda
dokumentu  s dotazem závisí pouze na termu s nejvyšší váhou v případě  dotazu OR, a na termu
s nejnižší  váhou  v  případě  dotazu  AND.  Model  odpovídá  konvenčnímu booleovskému.  Naopak
pokud p = 1, tak model odpovídá vektorovému  [8]. Cenou za lepší výsledky dosažené výpočtem
P-normy je ale výrazně vyšší výpočetní náročnost.
           (2.10)
                                             (2.11)
Rozšířený booleovský model tedy můžeme chápat jako kombinaci vektorového a klasického
booleovského,  oproti  kterému  dosahuje  podstatně  lepších  výsledků  za  cenu  vyšší  výpočetní
náročnosti.
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Obr. 2.4: Znázornění dotazu OR a AND v souřadnicovém systému
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2.3.4 Pravděpodobnostní model
Původní  pravděpodobností  model  vychází  z  booleovského,  a  stejně  jako v něm jsou dokumenty
i dotaz reprezentovány jako vektory termů s binárními váhami určenými přítomností (resp. absencí)
termu.   Vstupním předpokladem je nezávislost  termů,  neexistence asociace mezi  nimi.  K určení
relevance  využívá  tento  model  poznatky  z teorie  pravděpodobnosti.  Proces  vyhledávání  probíhá
iteračně.  Cílem  metod  založených  na pravděpodobnostním  modelu  je  určit,  které  z  dokumentů
pravděpodobně patří do skupiny relevantních dokumentů, a které nikoliv  [3]. Předpokládáme tedy
existenci ideální množiny uspokojující dotaz uživatele. Na rozdíl od booleovského modelu je zde
možno seřadit výslednou množinu dle relevance, která je vyjádřena procentuálně6. 
V  prvním kroku,  který  se  označuje pojmem inicializace,  je  množina  vybrána  odhadem,
v dalších  krocích  dochází  k  posouzení,  jsou-li  dokumenty  skutečně  relevantní.  Pro  stanovení
počáteční  množiny  relevantních  dokumentů  i  pro  zpřesňování  výsledku  existuje  velké  množství
algoritmů.  Při  inicializaci  často  předpokládáme,  že  všechny  termy  se  vyskytují  v  množině
relevantních dokumentů R se stejnou pravděpodobností P k i/R=0.5 a distribuce termu mimo
množinu  R  je  shodná  s  distribucí  v  celém korpusu  [3].  Pak  platí  vztah  2.12,  kde  N je  počet
dokumentů celého korpusu a ni je počet dokumentů obsahující term ki. 
P k i / R=
n i
N
               (2.12)
Zpřesňování  může  probíhat  jak automaticky,  tak na základě  interakce s  uživatelem.  Ten
v tomto  případě  vybere  z  výstupní  množiny  dokumenty,  které  jsou pro  něj  skutečně  relevantní.
Opakováním iterace dochází k zpřesnění výsledné množiny relevantních dokumentů.  Jsou-li d
a q binární  vektory  reprezentující  dokument,  respektive  dotaz,  pak  koeficient  podobnosti
definujeme např.  vztahem 2.13.  R nechť  značí  množinu  všech  dokumentů  které  jsou relevantní,
R množinu dokumentů  nerelevantních. Jedná se tedy o poměr pravděpodobnosti, že dokument
patří  do množiny  dokumentů  relevantních,  a  pravděpodobnosti,  že  dokument  do  této  množiny
nepatří.
      (2.13)
V jednotlivých iteracích, kdy dochází k zpřesnění výsledku, mohou být pravděpodobnosti
spočteny   například podle  vztahu  2.14.  V  představuje  množinu  dokumentů  navrácených  v  první
iteraci,  Vi je podmnožina dokumentů z  V obsahujících term ki. Alternativně je možné použít vztah
2.15 [3]. Nechť wi,q a wi,j jsou váhy booleovské reprezentace termu v dokumentu a dotazu, P(ki|R) je
pravděpodobnost výskytu termu ki vybraném z množiny R. Analogicky, P(Ki|R') je pravděpodobnost,
že se term v množině nevyskytuje.
Nevýhodami  pravděpodobnostního  modelu  je  zejména  předpoklad  nezávislosti
indexovaných  termů  a  nutnost  počátečního  určení  pravděpodobností,  které  má  zásadní  vliv  na
výsledek. Na druhou stranu je i přes binární váhování možné (na rozdíl od booleovského modelu)
řadit relevantní  dokumenty dle  míry jejich podobnosti.  Od této základní varianty bylo odvozeno
mnoho jiných, více lze nalézt např. v publikaci Information Retrieval: Algorithms and Heuristics [1].
6 popř. ve tvaru indexu
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              (2.14)
                     (2.15)
 
2.3.5 Model založený na fuzzy množinách
V klasické teorii množin rozlišujeme pouze dva druhy členství: úplné členství (prvek do množiny
patří) a žádné členství (prvek do dané množiny nepatří). Oproti tomu teorie fuzzy množin zavádí
stupeň příslušnosti, tj. míru (pravděpodobnost), se kterou prvek do dané množiny patří. Ta je určena
funkcí příslušnosti. 
Principem tohoto modelu je definice fuzzy množiny pro každý term dotazu uživatele a určení
stupně příslušnosti každého dokumentu korpusu k této množině. Ten může nabývat hodnot od 0 do 1.
Celkovou příslušnost dokumentu k množině  lze spočíst např.  jako součet příslušností dokumentu
k jednotlivým fuzzy množinám určeným dotazem uživatele.
Fuzzy  podmnožina  A univerza  U je  dána  funkcí  příslušnosti A:U [0,1] ,  která
přiřazuje každému elementu u z U číslo z množiny <0,1> představující míru příslušnosti [4]. Je-li ci,,j
korelační faktor mezi termy  ki a  kl, můžeme definovat příslušnost dokumentu  dj ve fuzzy množině
následovně: 
 (2.16)
Nevýhodou tohoto modelu je zejména vysoká výpočetní náročnost a neuvažování frekvence
výskytu termu. Pro potřeby vyhledávání je jeho použití vzácnější. 
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3 Návrh aplikace
Praktickou částí této bakalářské práce je implementace vyhledávání na základě jednoho z uvedených
modelů; vybral jsem si vektorový model, neboť z něj mnoho modelů vychází a v současnosti je jeho
použití časté. Program umožňuje uživateli vyhledání relevantních dokumentů na základě jeho dotazu
a  určením míry  relevance.  Pro  výpočet  podobnosti  byly  implementovány tři  různé  vztahy,  a  to
kosinová míra, Jaccardův index a Diceho index. Metodika vývoje aplikace je založena na objektově
orientovaném paradigmatu.  
3.1 Cíle a požadavky na aplikaci
Aplikace implementuje porovnávání  podobnosti  dokumentů  reprezentovaných vektory vah  termů
s cílem  zhodnotit  dosažené  výsledky  a  porovnat  výše  uvedené  způsoby  výpočtu.   Komunikaci
s uživatelem bude zajišťovat grafické uživatelské rozhraní, které by mělo být jednoduché, přehledné
a intuitivní. Uživatel bude mít možnost zvolit předem metodu výpočtu, jakožto i počet navrácených
dokumentů  (pokud tento parametr uživatel  nezadá, jsou zobrazeny všechny). Výsledkem činnosti
programu bude seřazení dokumentů dle relevance vzhledem k dotazu, přičemž uživatel má možnost
předem  ovlivnit  kolekci  cílových  dat.  Výstup  je  také  možné  řadit  vzestupně,  či  podle  názvu
dokumentu. Aplikace uvažuje na vstupu již předzpracované dokumenty reprezentované formátem
comma-separated  values  (CSV),  s  předem  vypočítanými  váhami. Součástí  programu  tedy  není
převod dokumentu (ať již proprietárního či čistého textu) na vektorovou reprezentaci. V případě déle
trvajících operací  bude uživatel  informován o probíhajícím výpočtu.  Výstup programu je možné
uložit  do  souboru,  také  formátu  CSV.  Aplikace  je  multiplatformní,  testována  je  v  operačních
systémech Windows a Linux.7
3.2 Vstup a výstup aplikace
Potřebné  informace,  zejména  seznam  dokumentů  k  porovnání  a  parametry  porovnání  budou
získávány  na  základě  vstupu  uživatele.  Vstupní  soubor  ve  formátu  CSV  obsahuje  vektorové
reprezentace dokumentů  s jejich váhami. Uvažujme váhy popsané v kapitole 2 (zejména  binární,
tf-idf).  Reprezentace  uživatelského  dotazu  odpovídá  reprezentacím  dokumentů  a  je  součástí
vstupního souboru. Za dotaz je považován první vektor ve vstupní matici.
CSV je jednoduchý souborový formát  obsahující  řádky s  položkami  oddělenými  čárkou,
středníkem či  jiným oddělovačem. Slouží  zejména k výměně  tabulkových dat.  Příklad vstupního
souboru je na obr. 3.0, atribut topic je nepovinný a nemá vliv na výsledek vyhledávání.  Atribut ID
představuje v rámci korpusu jednoznačný identifikátor dokumentu. 
7 konkrétně Windows 7 a Ubuntu 13.04
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Obr. 3.0: Příklad vstupního souboru
ID, topic, t1, t2, t3, t4, t5, t6, t7, t8,...
D0, culture, 0, 0.254, 0.014, 0.254, 0, 0, 0, 0.121,...
D1, culture, 0, 0, 0, 0.173, 0, 0.423, 0.175, 0,...
D2, sport, 0.149, 0.258, 0, 0, 0.193, 0, 0, 0,...
Pro  převod  dokumentů  na  jejich  reprezentaci  byla  využita  aplikace  TextProcessing
Ing. Ondřeje  Šabatky  vytvořená  jako  součást  diplomové  práce  Reprezentace  textu  a  její  vliv
na kategorizaci  [9].  Výstupem mé aplikace je sestupně  seřazený seznam dokumentů  dj dle  jejich
relevance  vzhledem k dotazu  q.  Tento  je  možno  uložit,  rovněž  ve  formátu  CSV.  Uživatelské
rozhraní umožňuje upravit zobrazené řazení.
3.3 Princip činnosti
Při  spuštění  aplikace  vybere  uživatel  soubor  s  term-dokument  maticí  představující  reprezentace
vstupních  dokumentů  a  typ  výpočtu  koeficientu  podobnosti.  Aplikace  poté  načítá  jednotlivé
reprezentace, dochází k výpočtu a uložení mezivýsledků.  Dokumenty jsou seřazeny dle relevance
a uživateli je zobrazen výsledek. Aplikace umožňuje výstup uložit do souboru. Následující obrázek
3.1 zachycuje zjednodušený princip činnosti aplikace:
3.4 Zvolené implementační prostředky
Implementačním jazykem jsem zvolil  jazyk  Java.  Interakce  s  uživatelem je  zajištěna  grafickým
uživatelským rozhraním založeném na použití knihovny Swing, která je nedílnou součástí Java SE
od verze 1.2.  Java je objektově  orientovaný jazyk, který v současnosti patří  mezi nejpoužívanější
jazyky vůbec.  Umožňuje vysokou přenositelnost  díky běhu na virtuálním stroji.  I  přes  to,  že  se
formálně  jedná  o  jazyk  interpretovaný  (zdrojový  kód  je  přeložen  do  tzv.  byte  kódu,  který  je
interpretován  na virtuálním stroji),  nedochází  k  významné  ztrátě  výkonu  [10].  Pro  plynulý chod
aplikace nechť ji obsluhují dvě vlákna, jedno pro samotný výpočet, druhé pro zajištění grafického
rozhraní,  jelikož  výpočet  podobnosti  může  být  časově  náročný.  K  tomu  je  využito  třídy
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Obr. 3.1: Diagram aktivit aplikace
Načtení vstupu
Výpočet
Zobrazení 
výstupu
pokračovat
pokračovat
uložit
Uložení výstupu
SwingWorker. Mohlo by jinak dojít k netečnosti uživatelského rozhraní. Pro práci s CSV soubory
aplikace  využívá  svobodnou  a  otevřenou  knihovnu  OpenCSV8.  Ta  je  distribuována  pod  licencí
Apache  2.09.  Knihovna  umožňuje  rychlé  a  přehledné  čtení  a  zapisování  CSV  souborů.  Shrnutí
implementačních prostředků je následující:
•  jazyk Java, využití OOP
• architektura MVC (Model - View - Controller)
• vícevláknová aplikace s využitím třídy SwingWorker
• knihovna Swing (AWT)
• CSV formát pro vstupní a výstupní soubor
• knihovna OpenCSV
3.5 Struktura aplikace
Struktura aplikace vychází z architektury Model-View-Controllers (dále jen MVC). MVC je možno
chápat  jako  architektonický  vzor,  který  odděluje datový  model, uživatelské  rozhraní a řídicí
logiku do tří nezávislých komponent. Díky tomu je jejich implementace ve vysoké míře nezávislá
na ostatních. Tato architektura byla zvolena s ohledem na udržovatelnost kódu a možná budoucí
rozšíření aplikace. Následující obrázek 3.2 zachycuje zjednodušené schéma aplikace. 
8 Knihovna dostupná na http://opencsv.sourceforge.net/
9 K přečtení na http://www.apache.org/licenses/LICENSE-2.0
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Zvolená architektura přináší tyto základní výhody:
• princip  jedné  zodpovědnosti (single  responsibility):  každá  třída  má  jasně  definovanou
odpovědnost,  umožňuje budoucí flexibilitu změn s jejich minimálním dopaden na ostatní
třídy
• vysoká  soudržnost  (high  cohesion):  zobecnění  jedné  zodpovědnosti  a  její  promítnutí
do vyšších logických celků, zejména balíčků
• nízká provázanost (low coupling): minimalizace vazeb mezi těmito celky umožňuje jejich
snadnější zaměňování
Balíček model reprezentuje stav aplikace. Třídy tohoto balíčku zajišťují uložení aktuálních
dat. Obsahuje třídu pro uchování vstupních reprezentací dokumentů, na nichž je výpočet prováděn,
odkazy na soubory, třídu reprezentující výsledek a aktuální konfiguraci aplikace. Část controller je
zodpovědná za inicializaci aplikace, definuje chování na základě uživatelského vstupu, změnu stavu
v průběhu  výpočtu,  řádné  ukončení  aplikace,  samotný  výpočet  atd.  Co  do  počtu  tříd  se  jedná
o nejobsáhlejší balíček.  View balíček zodpovídá za grafické uživatelské rozhraní,  zachytává akce
uživatele a zobrazuje průběh výpočtu a výsledky.
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4 Implementace
Tato  kapitola  obsahuje  přehled  tříd  s  krátkým  popisem  a  přiblížení  některých  stěžejních  částí
implementace, zejména realizace výpočtu a prací s vlákny. Aplikace vychází z návrhu uvedeného
v předchozí kapitole, je vyvinuta v prostředí Netbeans10 7.0.1 v jazyce Java SE 7. Implementační
detaily lze nalézt v dokumentaci vygenerované nástrojem Javadoc.
4.1 Přehled tříd
Hierarchie  tříd  vychází  z  architektury  MVC.  Základem  jsou  tři  balíčky:  src.model,
src.controller a src.view. Třída src.Main implementuje metodu main, ve které vytváří
novou instanci třídy MainCtrl. Následující přehled uvádí všechny vytvořené třídy a základní popis
jejich odpovědností. 
controller MainCtrl AppAction GuiCtrl ReadFile WriteFile Calculation
model AppModel DocMatrix Result
view MainFrame ResultFrame ResultView
Tabulka 4.0: Přehled balíčků a jejich tříd
4.1.1 Balíček controller
• MainCtrl: Tato  třída  zodpovídá  za  spuštění  aplikace,  inicializaci  potřebných  tříd
a otevření hlavního okna programu. Řídí její běh. Inicializuje model  reprezentovaný třídou
AppModel.
• AppAction: Třída implementuje  ActionListener a reaguje tak na události uživatelského
rozhraní, jehož komponenty mají nastaveno jméno metody vyvolané po výskytu události.
Pomocí reflexe pak volá metody ovladačů, které tuto třídu musí dědit. 
• GuiCtrl: Dědí  třídu  AppAction. Reaguje  na  události  vyvolané  interakcí  uživatele
s rozhraním, dle  potřeby v něm pak zobrazuje změny.  K tomuto kontroléru se přihlašují
komponenty uživatelského rozhraní.
• ReadFile: Tato třída implementuje čtení  dat  z  CSV souboru,  reprezentujícího korpus
dokumentů  určených  k  vyhledávání.  Využívá  při  tom  knihovnu  OpenCSV.  Načtenou
reprezentaci ukládá do třídy DocMatrix. Jako oddělovací znak je předpokládána čárka.
• WriteFile: Umožňuje zápis výstupu do zvoleného CSV souboru, přičemž také využívá
knihovny OpenCSV. Je možné  přepsat  existující soubor  či  vytvořit  nový,  při přepsání  je
původní obsah ztracen. 
10 Stránky projektu dostupné z http://www.netbeans.org
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• Calculation: Provádí  vlastní  výpočet,  podle  předem zvolené  metody.  Implementuje
všechny tři způsoby výpočtu indexu podobnosti, a to Jaccardův koeficient, Diceho koeficient
a kosinovou míru.
4.1.2 Balíček model
• AppModel: Představuje  konfiguraci  aplikace,  uchovává odkazy na soubory a nastavení
parametrů výpočtu. Instance třídy je inicializována ihned po spuštění programu.
• DocMatrix: Uchovává  načtenou  matici  term-dokument.  Je  poté  využívána  třídou
Calculation, pro kterou představuje vstupní data.
• Result: Tato  třída  reprezentuje  vypočítaný  výsledek.  Implementuje  metody  pro  jeho
export a sestupné seřazení.
4.1.3 Balíček view
• MainFrame: Hlavní  okno  aplikace.  Inicializuje  potřebné  komponenty  uživatelského
rozhraní. Obsahuje všechny komponenty potřebné k ovládání aplikace.
• ResultFrame:  Zobrazuje  nové  okno  se  získaným  výsledkem,  obsahuje  třídu
ResultView.  Okno  je  otevřeno  po  dokončení  výpočtu.  Z  tohoto  okna  je  poté  možno
uložit výstup do souboru CSV.
• ResultView: Zobrazuje výsledný seřazený výstup ve formě  tabulky.  Využívá při  tom
komponenty  jTable.  Tabulku  je  možno  seřadit  dle  libovolného  sloupce,  implicitním
řazením je relevance.
4.2 Načtení vstupního souboru
Pro  načítání  vstupního  souboru  byla  implementována  třída  ReadFile.  Ke  čtení  byla  použita
OpenCSV knihovna. Ta vyžaduje nejdříve vytvoření nové instance třídy CSVReader s určeným
souborem a oddělovacím znakem. Vnitřní reprezentace je realizována jako  seznam polí  řetězců
List<String[]>,  který vrací  přímo metoda  readAll(),  pomocí  níž je načtena celá matice
najednou.  Dokumentové  reprezentace  se  poté  uloží  do  třídy  DocMatrix. Během načtení  jsou
odstraněna nepotřebná data (hlavička a kategorie, je-li určena). Načíst lze pouze soubory ve formátu
CSV a žádné jiné.
4.3 Výpočet podobnosti
Výpočet provádí třída  Calculation.  Vstupem pro výpočet  je načtená reprezentace dokumentů
reprezentovaná  třídou  DocMatrix.  Výsledek  operace  je  uložen  ve  třídě  Result.  Seznam
dokumentů  je  postupně  procházen  a  vypočítané  koeficienty  podobnosti  s dotazem jsou  uloženy
22
do kolekce  hashMap.  Pokud v průběhu výpočtu  dojde k chybě  způsobené vstupním souborem,
který obsahuje chybná data (např.  hodnoty váh nejsou čísla), výpočet se přeruší, protože získané
výsledky by v tomto případě nemohly být považovány za platné. Uživatel je o problému informován
pomocí dialogového okna a vyzván k výběru jiného souboru. Vektory jsou implementovány jako
pole hodnot typu  double. Při zahájení výpočtu je předpočítána velikost vektoru reprezentujícího
dotaz metodou  lenVector(). Poté se prochází seznam reprezentací představujících dokumenty
a je určen skalární součin. Výsledek je uložen do třídy  Result ve formě  kolekce  hashMap. Pro
seřazení kolekce podle hodnot je implementována metoda  sortByValue(), která implementuje
komparátor. 
4.4 Zpracování událostí vyvolaných uživatelem
Grafické  uživatelské  rozhraní  je  založeno  na  zpracování  událostí.  V  případě  knihovny  Swing
obsluhuje smyčka frontu asynchronních událostí a volá jejich obsluhu. Pokud v komponentě dojde
k události  (např.  stisk  tlačítka),  zašle  komponenta  zprávu  všem  posluchačům,  kteří  jsou  na  ni
přihlášeni. Tento princip je založen na návrhovém vzoru Observer.
V  aplikaci  VectorSpaceSearch je  za  volání  příslušných  metod  zodpovědná  třída
GuiControl,  která  implementuje  rozhraní  ActionListener a  dědí  třídu  AppAction.
Aplikace využívá pokročilé vlastnosti jazyka Java – reflexe (též interspekce). Ta umožňuje za běhu
aplikace získat typ a informace o objektu, s kterým program pracuje. Prvkům rozhraní je pomocí
metody  setName() přířazen název, na jehož základě je vybrána metoda obsluhy. Ta je pak volána
pomocí invokeMethod(). 
4.5 Multithreading
Návrh aplikace předpokládá výskyt dlouhotrvajících výpočtů. V případě práce s reprezentací korpusu
se stovkami dokumentů  o tisících termech může výpočet trvat jednotky i desítky sekund. Časově
náročnou  operací  se  v  tomto  případě  stává  i  čtení  souboru.  Z  tohoto  důvodu  aplikace  vytváří
speciální vlákno, které bude provádět samotný výpočet.
Základním  konceptem  knihovny  Swing  je  událostmi  řízené  programování.  Jak  změny
v aplikaci,  tak  akce  jsou  řízený  tzv.  událostmi,  jejichž  zdrojem  může  být  uživatel  či  některá
z aplikačních komponent.  Tyto události  jsou zpracovány ve zvláštním vlákně,  označovaném jako
event dispatch thread (EDT). V tomto vlákně nesmí být prováděny dlouhotrvající výpočty, neboť by
vedly k netečnosti uživatelského rozhraní až do jejich skončení. Rozhraní v tomto případě nereaguje
na  akce  uživatele.  Takové  chování  rozhraní  obecně  považujeme  za  nesprávné.  Uživatel  není
informován o probíhající operaci, přičemž může nabýt dojmu chyby v aplikaci nebo jejího zacyklení.
Ve své aplikaci VectorSpaceSearch tedy využívám speciální vlákno pro náročné operace realizované
abstraktní třídou SwingWorker11. Metoda doInBackground() je prováděna v novém vlákně,
done() pak po jejím skončení již na straně EDT. Kromě toho také třída nabízí metody pro odesílání
dat do EDT v průběhu výpočtu. 
LengthyTask je v mé aplikaci implementována jako vnitřní třída MainCtrl.  Realizuje
čtení  souboru a výpočet  podobnosti.  Třída SwingWorker není  navržena tak,  abychom mohli  její
11 více o této třídě na http://docs.oracle.com/javase/tutorial/uiswing/concurrency/worker.html 
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instanci  spouštět  opakovaně.  Je tedy nezbytné pokaždé vytvořit  instanci  novou.  Její použití  nám
umožňuje informovat uživatele o probíhající akci. V aplikaci VectorSpaceSearch se tak děje pomocí
komponenty  jProgressBar.  Posloupnost  akcí  je  zachycena  na  následujícím  zjednodušeném
sekvenčním diagramu 4.0.
4.6 Testování a ověření funkčnosti
Aplikace  byla  vyvíjena  inkrementálně  s  průběžným testováním pomocí  frameworku JUnit.  Bylo
ověřeno chování pro krajní případy, jako jsou zcela odlišné dokumenty (0% podobnost) a identické
dokumenty (100% podobnost). Byly ošetřeny všechny možné interakce uživatele s rozhraním, jako
jsou zadání nepodporovaného formátu souboru, chyby v datech ve vstupním souboru (neobsahuje
číselné váhy apod.) a zadání nečíselného či záporného počtu dokumentů k navrácení.
4.7 Uživatelské rozhraní a ovládání aplikace
Uživatelské  rozhraní  bylo  navrženo  v  duchu  minimalismu  s  cílem  maximální  přehlednosti
a intuitivnosti. K implementaci byla využita knihovna Swing. Po spuštění aplikace se vykreslí hlavní
okno,  obsahující  komponenty  pro  nastavení  parametrů  výpočtu  a  vstupních  dat.  Způsob  určení
relevance je možno zadat pomocí komponenty JComboBox, implicitně je nastavena kosinová míra.
Následně je nutno určit soubor se vstupními daty, bez něj není možno spustit výpočet (uživatel je
na chybějící soubor upozorněn dialogovým oknem). V dolní části okna je pak možno nastavit počet
navrácených dokumentů,  a omezit  tak množství  zobrazených výsledků.  Pokud zadána není,  jsou
zobrazeny relevance všech dokumentů v korpusu. Hlavní okno aplikace je zobrazeno na obrázku 4.1.
Výpočet je spuštěn stiskem tlačítka "Start". Výstup je pak zobrazen v novém okně, kde je možné jej
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Obr. 4.0: Zjednodušený sekvenční diagram aplikace
VectorSpaceSearch EventDispatchThread LengthyTask
uživatel start
execute() doInBackground()
done()
ukončení
prohlížet a uložit. Ve výstupu nalezneme seřazené dokumenty s hodnotami jejich relevancí, počet
porovnaných  dokumentů,  explicitně  uvedený  název  dotazu  a  délku  celkového  výpočtu
v milisekundách.
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Obr. 4.1: Hlavní okno aplikace
5 Experimenty
Cílem  experimentů  je  zhodnotit  způsoby  výpočtu  podobnosti  implementované  v  aplikaci
VectorSpaceSearch.  Testy  byly  prováděny  v  operačním systému  Windows  7  v  32bitové  verzi,
na počítači  s procesorem  Intel Core Duo T5800 (2.0 GHz) a 2GB operační paměti. Experimenty
probíhaly na dokumentech s tf-idf a binárním váhováním. Testy byly rozděleny na dvě následující
skupiny:
• vyhledávání kosinovou mírou na reprezentaci s binárním váhováním a tf-idf váhováním,
použití dotazů různé délky (podkapitola 5.2)
• porovnání  vyhledávání  kosinové  míry,  Jaccardova  koeficientu  a  Diceho  koeficientu
na binárních vektorech (podkapitola 5.3)
Cílem testů  je porovnat vliv váhování na výsledek kosinové míry a vzájemné porovnání
všech  tří  uvedených  způsobů  výpočtu  podobnosti  na  reprezentacích  dokumentů  s  binárním
ováhováním. Dále pak vyhodnocení úspěšnosti vyhledávání.
5.1 Testovací korpusy
Dokumenty na nichž bylo prováděno testování  představují  vybrané záznamy jednání evropského
parlamentu z let 1996-2006.12 Celkový počet testovacích dokumentů je 70, z nichž jeden představuje
dotaz. Všechny jsou v anglickém jazyce ve formě čistého textu. Jejich délka je velmi proměnlivá.
Největší soubor obsahuje před převodem 2 408 slov. Dotaz se pro jednotlivé testy mění a je uveden
u každého  testu  zvlášť.  Při  převodu  dokumentů  na vektorovou  reprezentaci  pomocí  nástroje
TextProcessing byla redukována stopslova pomocí implicitního anglického slovníku aplikace a byla
provedena  stemizace.  Druhým  korpusem13 jsou  obsahově  vzdálenější  dokumenty  v  počtu  40.
V následující  tabulce  jsou  uvedeny  základní  charakteristiky  datasetů  po  převodu  na  vektorovou
reprezentaci:
korpus č.1 korpus č. 2
obsah dokumentů části jednání EP členěný text
jazyk dokumentů: angličtina angličtina
počet dokumentů 70 40
stemizace ano ano
odstranění stopslov ano ano
počet  termů 15297 12859
průměrná váha tf-idf 0.02205 binární
maximální výskyt termu 100 32
Tabulka 5.0: Charakteristiky korpusů
12 ke stažení na http://zitnik.si/mediawiki/index.php?title=Datasets#European_Parliament 
13 ke stažení na http://nltk.googlecode.com/svn/trunk/nltk_data/packages/corpora/brown.zip 
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5.2 Určení podobnosti pomocí kosinové míry 
Na uvedených testovacích datech byly nejprve provedeny testy na určení kosinové míry. Testovací
kolekce  č.  1  byla  ohodnocena  nejprve  binárními  hodnotami,  uchovávající  pouze  informaci
opřítomnosti resp. absenci termu, a následně tf-idf váhováním.  První experiment pracuje s krátkým
dotazem  o několika  slovech,  druhý  pak  s  dotazem  s  délkou  podobnou  ostatním  dokumentům
korpusu. 
5.2.1 Vyhledávání krátkého dotazu
Následující graf 5.0 zobrazuje výsledky pro krátký dotaz reprezentovaný několika klíčovými slovy.
Vybráno bylo  10  nejlépe ohodnocených dokumentů,  které  nejvíce  odpovídají  požadavku.  Tento
dotaz  je  v  porovnání  s  dokumenty  několikanásobně  kratší,  což  výrazně  ovlivňuje  výslednou
podobnost. První testovaný dotaz o patnácti slovech je následující: 
Croatia and Serbia,  former republics of Yugoslavia, and Turkey are
candidates for joining the Union.
Dotaz prošel  stejně  jako  celý korpus  stemizací  a  odstraněním stopslov.  Termy,  v tomto
případě  jednotlivá  slova,  jsou  tedy  upravena  na  základní  tvar,  slova  and,  for,  are a  the jsou
odstraněna.
Z grafu je patrné, že množiny navrácených dokumentů  se shodují v 5 prvcích. Jsou jimi
dokumenty D11, D28, D20, D25, a D19. Dokument D11 je u obou těchto metodách váhování zvolen
jako  nejpodobnější  dotazu.  Rozdíl  však  nacházíme  už  na  druhé  pozici,  kde  je  dokument  D23
při binárním  váhování  druhým  nejpodobnějším,  zatímco  u  tf-idf  se  v  prvních  10  dokumentech
nevyskytuje vůbec. Naproti tomu je dokument D28 v tomto případě druhým nejlépe ohodnoceným,
u binárního váhování je však až třetím. Pořadí je rovněž odlišné u následujících hitů D20 a D25, kde
dokument D25 dosahuje u tf-idf schématu nepatrně vyššího ohodnocení, zatímco u binárního je tomu
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Graf 5.0: Vliv váhování na podobnost určenou kosinovou mírou
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naopak.  V pěti  dokumentech se pak navrácené hity liší zcela.  Dokument D17 je šestým nejvýše
ohodnoceným u  tf-idf  váhování,  s  relevancí  2,3%.  I  když  velmi  podobného  výsledku  dosahuje
i u binárního váhování (2,015%), byly jiné dokumenty ohodnoceny výrazně výše. Vysvětlení těchto
odlišností  leží v klíčových slovech dotazu.  Termy  Croatia,  Serbia,  a Turkey  se vyskytují  pouze
v několika dokumentech. Naproti tomu zbylé termy se vyskytují hojně napříč korpusem. Z pohledu
binárního  váhování  je  rozhodující  přítomnost  termu  v  dokumentu.  Všechny  termy  se  vyskytují
v D11,  téměř  všechny  pak  v  dokumentu  D23.  Tyto  dokumenty  jsou  také  navráceny  jako
nejrelevantnější.  Schéma tf-idf však zohledňuje i jejich dokumentovou a inverzní dokumentovou
frekvenci. Termy Croatia, Serbia, Turkey a Yugoslavia mají vyšší váhu, vyskytují se totiž v menším
množství  dokumentů,  zato  však  s  vyšší  frekvencí.  V  dokumentech  navrácených  jako  nejlépe
ohodnocené při  použití  tohoto váhovaní  se vyskytují  hojně  a  významně  tak přispívají  k vyššímu
ohodnocených těchto dokumentů.  Zbylé termy se vyskytují často a ve velké části korpusu. Tento
faktor  je  zřejmý  u  dokumentu  D23,  který  obsahuje  sice  téměř  všechny  termy  dotazu,  avšak
s minimální  dokumentovou  frekvencí.  Proto  schéma  tf-idf  upřednostňuje  dokumenty  s  vysokou
dokumentovou  frekvencí  termů,  které  se  vyskytují  napříč  korpusem  vzácně.  Nicméně  všechny
navrácené dokumenty lze vzhledem k dotazu považovat za relevantní.
Zároveň  je  třeba  poznamenat,  že  uvedené  tf-idf  váhování  není  nejoptimálnější  řešení.
Ohodnocuje totiž i samotný dotaz v závislosti na výskytu termů v celém korpusu. Namísto toho se
v praxi používá některá z forem tf-idf váhování, kdy se dotaz váhuje zvlášť a jinou metodou. Přehled
variant tf-idf lze nalézt v příloze B.
5.2.2 Vliv délky dokumentu na podobnost kosinové míry
Cílem tohoto testu je určit, jak výrazně  ovlivňuje délka dokumentu výslednou relevanci. Dotaz Q
bude v tomto případě obsahovat odstavec dokumentu D9, s minimálními změnami (odlišnost je v cca
5% slov).  Dokument D9 je však výrazně delší než dotaz (přibližně pětinásobně). Mějme dokument
D10,  který  rovněž  obsahuje  odstavec  dokumentu  D9,  avšak  s  výraznějšími  změnami  (cca  20%
rozdílných slov). Délka dokumentu D10 je však velice blízká dotazu Q (cca dvojnásobek).  V tomto
případě  bylo  použito  váhování  tf-idf.  I  když  je  dokument  D9  zjevně  relevantnější  k  dotazu,  je
vyhodnocen méně relevantní než D10. Výstup zachycuje následující graf 5.1:
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Graf 5.1: Vyšší index podobnosti u krátkého dokumentu
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Důvodem  nadhodnocení  krátkého  dokumentu  je  samotný  způsob  výpočtu  kosinové
podobnosti. Při srovnání krátkého dotazu a dlouhého dokumentu korpusu je skalární součin vektorů
dělen  délkou  porovnávaného  dokumentu.  U  krátkých  dokumentů  je  tato  délka  znatelně  menší.
Kosinová míra má tedy tendenci nadhodnocovat krátké dokumenty  [11]. Tento efekt lze odstranit
mj. pivot normalizací, více např. v  práci Pivoted Document Length Normalization [12].
5.3 Srovnání všech implementovaných metod
Cílem  tohoto  testu  je  porovnání  implementovaných  metod  výpočtu  podobnosti.  Jmenovitě
Jaccardova  koeficientu,  Diceho  koeficientu  a  kosinové  míry.  Test  bude  prováděn  na  binárně
ohodnocených vektorech reprezentujících dokumenty. Za dotaz je v tomto případě považován jeden
z dokumentů, jehož délka je v rámci korpusu průměrná. 
5.3.1 Vyhledávání v korpusu č. 1
V  prvním  testu  je  porovnán  celý  korpus  s  dotazem.  Následující  grafy  5.2  a  5.3  zachycují  10
nepodobnějších  dokumentů  navrácených  aplikací.  Dokumenty  kolekce  jsou  si  obsahově  velmi
blízké, nejvýše ohodnocené dokumenty dosahují 50% podobnosti. Navrácené dokumenty jsou stejné
jak u Diceho, tak u Jaccardova koeficientu. U kosinové míry se v některých případech liší. Všechny
metody vyhodnotily dokument D21 jako nejrelevantnější. Kosinová míra však přiřazuje dokumentu
D31 druhou pozici, zatímco u Jaccardova a Diceho koeficientu je tento vyhodnocen až jako osmý.
Navrácená množina se tak liší už v případě  navrácení dvou nejrelevantnějších dokumentů.   Mezi
navrácenými dokumenty jsou pak velmi malé odstupy.
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Graf 5.2: Navrácené dokumenty při použití Jaccardova a Diceho koeficientu
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Na dané  množině  dokumentů  považuji  Jaccardovu  a  Diceho  podobnost  za  uspokojivou,
avšak  s  rostoucím  rozdílem  délek  dokumentů  lze  očekávat  znehodnocení  výstupu.  To  je  dáno
podobně jako u kosinové míry rostoucím jmenovatelem, zatímco čitatel představující průnik množin
zůstává malý. Řešením může být úprava výpočtu podle rovnice 5.0.
    (5.0)
Rád  bych  podotknul,  že  relevance  pro  konkrétní  dokument  se  v  případě  kosinové  míry
a Diceho koeficientu liší řádově v desetinách až jednotkách procenta. Pro prvních deset dokumentů
navrácených podobností určenou Diceho koeficientem zachycuje tyto rozdíly tabulka 5.1. Vzhledem
k obsahové podobnosti dokumentů lze očekávat, že v případě zvětšující se obsahové různorodosti
dokumentů  v  korpusu  bude  docházet  k  přibližování  navrácených  množin.  Tento předpoklad  byl
potvrzen v testu 5.3.2.
Z grafů  je patrné,  že  Diceho koeficient  oproti  Jaccardově  obecně  přiřazuje  dokumentům
vyšší hodnoty podobnosti. S rostoucí relevancí se tento rozdíl snižuje, u dokumentů  s podobností
vyšší  než  90%  je  pak  řádově  jednotky  až  desetiny  procenta.  Naopak  u  dokumentů  s  malou
podobností  může  Diceho  koeficient  dosahovat  až  dvojnásobku  Jaccardova.  To  je  dáno  tím,  že
zatímco Diceho koeficient uvažuje dvojnásobek skalárního součinu vektorů, Jaccardův index snižuje
jmenovatel  odečtením  skalárního  součinu.  Obě  metody  však  ve  výsledku  generují  podobnost
v intervalu <0,1>. Pokud budeme řadit dokumenty, jejichž relevance je určena těmito koeficienty,
dosáhneme stejného výstupu.  To je dáno podstatou  výpočtu  obou podobností.  Samotné  hodnoty
relevance pak budou rozdílné. 
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Graf 5.3: Relevance dokumentů navrácených při použití kosinové míry
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5.3.2 Vyhledávání v korpusu č. 2
Pro potvrzení významného vlivu obsahové podobnosti  textů  na  výstup jsem použil jinou kolekci
dokumentů, její charakteristiku lze nalézt v tabulce 5.0 pod označením korpus č. 2. Tento dataset
obsahuje dokumenty obsahově vzdálenější, avšak s velmi podobnou délkou (rozdíl v řádu desítek
slov).  Dotaz  je  jeden  z  dokumentů  a  byl  vybrán  náhodně.  Graf  5.4  zachycuje  15  nejlépe
ohodnocených dokumentů pro všechny metody. Díky vyšší diverzitě korpusu jsou v podobnosti mezi
dokumenty větší rozdíly a všechny metody tak navrátily stejnou množinu hitů.  Diceho koeficient
a kosinová míra dosahují velmi podobných hodnot.
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Tabulka 5.1: Rozdíl v podobnosti navrácených hitů Diceho a kosinové míry
ID dokumentu Diceho míra [%] kosinová míra [%]
D21 49,81 51,26 1,45
D13 47,33 49,41 2,08
D22 47,31 48,26 0,95
D29 47,21 48,66 1,45
D8 47,08 49,23 2,15
D56 46,71 47,70 0,99
D53 46,61 47,43 0,82
D31 46,38 49,72 3,34
D10 46,31 48,22 1,91
D15 46,02 46,99 0,97
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Graf 5.4: Vyhledávání v obsahově vzdálených dokumentech
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5.4 Shrnutí výsledků a úspěšnosti vyhledávání
Provedené testy ukázaly významný vliv váhování na jeho výsledek, což je zřejmé v prvním testu.
I když  kosinová  míra  převádí  vektorovou  reprezentaci  na  jednotkovou  délku,  má  na  výsledek
vyhledávání  významný  vliv  rozdíl  délek  dotazu  a  dokumentu.  Zatímco  krátké  dokumenty  jsou
nadhodnocovány, dlouhým přiřazuje míra podobnost menší. S tímto rostoucím rozdílem také roste
významnost tohoto jevu. Toho lze zamezit použitím některého typu normalizace. Při srovnání všech
implementovaných metod výpočtu má pak na výstup významný vliv obsahová diverzita korpusu.
I malé  rozdíly  v  podobnostech  přiřazených  jednotlivými  metodami  způsobují  značné  rozdíly
v navrácené množině  dokumentů.  Naopak u dokumentů  obsahově  vzdálených poskytují  všechny
metody stejný výstup.
Úspěšnost  vyhledávání  je nejvyšší  u  kosinové míry na binárním váhování,  kde  dovoluje
reálné využití  aplikace. Podobně  je tomu u Jaccardova a Diceova koeficientu. U tf-idf váhování
(kosinová míra) jsou některé méně  relevantní dokumenty označeny za relevantnější než skutečně
jsou a jsou tak navráceny před lépe odpovídajícími hity.
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6 Závěr
Vyhledávání informací je významnou a dynamicky rostoucí oblastí výpočetní techniky. Důsledkem
rozvíjející  se  informační  společnosti  je  zvyšující  se  množství  počítačově  uložených  dat,  které
vyžaduje  efektivní  techniky jejich vyhledávání  a dolování  z nich.  Byly vyvinuty mnohé modely
reprezentace textu a vyhledávání s různými přístupy. Základní principy několika z nich jsou popsány
v druhé kapitole této práce. Praktickou částí práce je návrh a implementace aplikace, která provádí
vyhledávání  založené  na  vektorovém  modelu,  se  třemi  variantami  výpočtu  relevance
(resp. podobnosti). Testování aplikace bylo zaměřeno na porovnání jednotlivých způsobů  výpočtu
a jejich vlivu na úspěšnost vyhledávání.
Provedené  experimenty  prokázaly  nejen  významný  vliv  váhování  na  výstup
implementovaných metod, ale i rozdílu délek dotazu a dokumentů korpusu. Pro obsahově rozdílné
dokumenty poskytovaly metody stejné výstupy,  na korpusu s obsahově  blízkými  dokumenty pak
dochází k významným rozdílům. Výpočetní náročnost je u všech metod téměř stejná, což je dáno
způsobem implementace. Úspěšnost všech tří metod je v dokumentech reprezentovaných binárními
vektory dobrá a uplatnitelná v praxi.
Další rozšíření by bylo zaměřené na realizaci normalizace (pivot) pro vyloučení vlivu délky
textu. S rostoucím rozdílem délek dokumentu a dotazu dochází k znehodnocení výstupu, u Diceho
a Jaccardova  koeficientu  velmi  výrazněji  než  u  kosinové  míry.  Nabízí  se  také  implementace
invertovaného indexu pro snížení prostorových nároků programu.
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Příloha A
Obsah DVD
/vss/src zdrojové kódy aplikace Vector Space Search
/vss/dest spustitelný jar archiv
/vss/doc dokumentace generovaná nástrojem Javadoc
/vss/lib knihovna OpenCSV
/vss/examples příklady testovacích dat
/vss/build.xml build soubor nástroje ant
/README.TXT soubor readme
/thesis.pdf tato zpráva
/xtkadl06.odt zdrojové texty této zprávy
/license licence
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Příloha B
Varianty tf-idf schématu
Frekvence termu
b 1,0 binární váhování
n frekvence termu
m normovaná frekvence termu
a frekvence termu normalizovaná
maximální hodnotou
Dokumentová frekvence
n 1,0 bez inverzní dokumentové
frekvence
t inverzní dokumentová
frekvence
p pravděpodobnostní inverzní
dokumentová frekvence
Normalizace
n 1,0 bez normalizace
c normalizace na jednotkovou
délku
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Příloha C
Manuál
• aplikaci je možno přeložit a spustit přiloženým skriptem build.xml nástroje ant
   překlad: ant compile
   spuštění: ant run
• nosič také obsahuje spustitelný jar soubor
• popis hlavního okna aplikace lze nalézt v kapitole č. 4
• více viz soubor README.TXT
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