Since 1984, W. Gray of Colorado State University and a team of researchers have been issuing seasonal tropical cyclone forecasts for the North Atlantic Ocean. Prior to this, little work had been done in the area of long-term tropical cyclone forecasting because researchers saw minimal potential skill in any prediction models and no obvious benefits to be gained. However, seasonal forecasts have been attracting more attention as economic and insured losses from hurricane-related catastrophes rose sharply during recent decades. Initially, the forecasts issued by Gray consisted of output from simple statistical prediction models. Over time, the models became increasingly more complex and sophisticated, with new versions being introduced in 1992, 1993, 1994, 1996, and 1997. In addition, based on a combination of experience with the statistical models and other qualitative considerations such as examinations of analog years, the statistical forecasts were modified to create adjusted seasonal forecasts. This analysis assessed the skill demonstrated, if any, of both the statistical and adjusted forecasts over the benchmarks of climatology and persistence and examined whether the adjusted forecasts were more accurate than the statistical forecasts. The analysis indicates that, over the past 18 yr, both the statistical and adjusted forecasts demonstrated some skill over climatology and persistence. There is also evidence to suggest that the adjusted forecast was more skillful than the statistical model forecast.
Introduction
Hurricanes rank among the most destructive and costliest of natural phenomena (Pielke and Landsea 1998) . In 1992, a new watermark was reached when Hurricane Andrew caused $26.5 billion in losses in south Florida (Jarrell et al. 2001) . Even more alarming, total loss estimates for a category-4 hurricane striking the Miami region were revised upward to over $60 billion (Pielke and Landsea 1998) . There has been much speculation concerning the reasons for the sharp increase in damage estimates, even adjusting for inflation. In 1995, the U.S. Senate issued a report expressing concern at the increasing severity of Atlantic storms (U.S. Senate 1995), a belief not supported by the meteorological record (Landsea et al. 1996) . According to Pielke and Landsea (1998) , the principal reasons for the increase in damages were demographics of population and wealth increases.
The trend in damages highlights the importance of better hurricane forecasting as a tool to be used by emergency managers, insurance commissioners, state and federal legislators, insurance and construction industry executives, and the general public.
An important product to emerge over the past two decades has been the seasonal tropical cyclone forecast for the North Atlantic Ocean. Seasonal forecasts of tropical cyclone activity are used by corporations and governments to better prepare for hurricane activity and generate considerable interest among the general public, thereby prompting greater awareness. Development of seasonal forecast models has also given researchers greater insight into the linkages that may exist in our climate system, and provides the possibility that future models may be improved upon over time. Several parties have either issued or issue seasonal forecasts, including Elsner and colleagues (Elsner and Schmertmann 1993) , Gray and colleagues (Gray et al. 1984 (Gray et al. -2001 , and the National Oceanic and Atmospheric Administration (NOAA; www.nhc.noaa.gov). Of these parties, only Gray's group has produced at least 10 yr of realtime seasonal forecasts, and this analysis focused on these forecasts only.
Gray initially began issuing seasonal Atlantic hurricane forecasts in 1984 (Gray 1984a,b) and has since 10 (1992-2001) 7 (1995-2001) 18 (1984-2001) 18 (1984-2001) 10 (1992-2001) 7 (1995-2001) 18 (1984-2001) 18 (1984-2001) 10 (1992-2001) 7 (1995-2001) 12 (1990-2001) 12 (1990-2001) assembled a team of hurricane researchers to assist in the forecasting process (Gray et al. 1992 (Gray et al. , 1993 (Gray et al. , 1994 . Early models were simple: forecasts were issued in early June and August of each year and were based on statistical adjustments to climatological data. Over time, the statistical scheme was revised and expanded (Gray et al. 1984 (Gray et al. -2001 Landsea et al. 1994) . From 1992, a longer-term forecast was issued in December of the year preceding the forecast year (Gray et al. 1992 ) and, from 1995, an updated version of this forecast was issued in the following April. Many new measures of tropical activity have been included in the latest versions of the models; however, this analysis focuses on the frequency forecasts for the following measures:
• named storms, a tropical cyclone with maximum sustained surface winds of Ն18 m s Ϫ1 ; • hurricanes, a tropical cyclone with maximum sustained surface winds of Ն33 m s Ϫ1 ; • major hurricanes, a hurricane with maximum sustained surface winds of Ն50 m s Ϫ1 .
Up to 16 predictor variables were available to the statistical model, including several El Niño-Southern Oscillation (ENSO)-related variables, and various sea surface temperature (SST) and sea level pressure (SLP) variables. Not all variables, however, were used in each forecast. In Table 1 , the predictor variables for each of the four annually issued forecasts are categorized into a number of predictive groups. The statistical forecasts were adjusted each year to generate adjusted forecasts. The adjustments were made to account for factors that were not explicitly addressed in the statistical models, for example, regime shifts in tropical activity (Landsea et al. 1999) , and were based on a better understanding of both the contributing variables and the known biases within the models. From 1984 to 1991, the adjustments were smaller than in subsequent years, and from 1994, adjustments were also based on an examination of tropical cyclone activity in years similar to the year being forecast, that is, an analog-years technique.
Many of the parties referenced earlier, that is, emergency managers, the insurance and construction industries, legislators, and the public, factor the seasonal forecasts into their decision-making processes and, as such, would generally find them useful [M. Ernst, Office of the U.S. Foreign Disaster Assistance (USAID), 2002, personal communication] . A higher standard test was required, however, to genuinely assess the skill, that is, statistically significant improvements, of Gray et al.'s statistical and adjusted forecasts over the benchmarks of climatology and persistence (defined in section 2) and to examine whether the adjusted forecasts improved upon the statistical forecasts. The analysis continued work initially performed by Landsea (2000) in which some skill in the seasonal forecasting models through 1996 was determined to exist.
Data sources
Forecasts, issued in June and August, for the number of named storms, hurricanes, and major hurricanes in each year available were tabulated. In Table 2 (Fig. 5a ), the number of years of available data for each of these activity measures is outlined. To assess the skill of the model forecasts produced by Gray, it was first necessary to establish appropriate benchmarks against which to compare model forecasts. Two benchmarks were selected: climatology and persistence.
The first benchmark, climatology, was defined by the mean seasonal activity for the years from 1944 [the first year for which complete and reliable tropical cyclone records are considered to exist for the North Atlantic (Neumann et al. 1999) ] to the year prior to that for which
the first forecast for a particular tropical cyclone activity measure was issued. For named storms and hurricanes, this period was defined for the 40 yr from 1944 to 1983. For major hurricanes, climatology was defined for the 46 yr from 1944 to 1989. The defined climatological values for named storms, hurricanes, and major hurricanes were 9.2, 5.7, and 2.2 systems per season, respectively. A rolling-year version of the climatology was also tested, in which the climatological values were updated each year to include the prior year's observed activity. This did not substantially alter the results of the analysis. The climatology data were based on the format outlined in Jarvinen et al. (1984) and were supplemented by data from Neumann et al. (1999) . The second benchmark, persistence, is a simple forecasting technique in which the forecast activity for each tropical cyclone activity measure in a given year was equal to the prior year's observed activity for that measure.
Methodology
Two sets of forecast data were analyzed. In the case of named storms and hurricanes, these were the statistical and adjusted forecast data from 1984 to 2001, and in the case of major hurricanes, for which forecasts have been made only since 1990, these were the statistical and adjusted forecast data from 1990 to 2001. For each tropical cyclone activity measure, comparisons with observed activity were made over corresponding time periods. The mean and standard deviation of observed activity were calculated on a seasonal basis.
A number of different analyses were performed using the data. As explained below, each analysis provided its own insight, from which conclusions on the relative strengths and weaknesses of the statistical and adjusted forecasts were drawn. An underlying assumption of these analyses is that the data were distributed normally. Therefore, the data were first tested for normality, and the following analyses were considered appropriate given the results of these tests:
• natural categories analysis-tropical cyclone activity was analyzed from a frequency perspective, that is, the differences between observed and predicted activity were aggregated into unit frequency intervals; • root-mean-square error (rmse) analysis-the rmse of the annual differences between observed and predicted activity was compared; and • regression analysis-observed tropical cyclone activity was regressed against that forecast using each of persistence, the statistical forecast, and the adjusted forecast to determine which forecasting method explained the greatest amount of variance in observed activity. The amount of variance explained was expressed by the resulting r 2 value-higher r 2 values indicated a stronger predictive relationship between forecast and observed activity.
In the case of the rmse analyses, the results were examined for statistical significance at the 90th and 95th percentiles, using an F-statistic test for each of the following comparisons: statistical forecast versus climatology, adjusted forecast versus climatology, and adjusted forecast versus statistical model. The more rigorous benchmark, that is, climatology, was selected over persistence for the statistical comparisons.
For the regression analyses, the results were examined for statistical significance at the 90th and 95th percentiles, using a one-tailed t-value test for each of the following: observed activity regressed against persistence, observed activity regressed against the statistical forecast, and observed activity regressed against the adjusted forecast. The relative performance of each of the forecasts and persistence, as measured by an increase in r 2 values, was also tested for statistical significance using a one-tailed t-value test, as follows: increase in r 2 value using the statistical forecast over persistence, increase in r 2 value using the adjusted forecast over persistence, and increase in r 2 value using the adjusted forecast over the statistical forecast.
As a general illustration of hurricane activity levels and forecasts since 1984, Fig 
Results and discussion

a. Natural categories analysis
This analysis aggregated the differences between the observed tropical cyclone activity and that predicted using climatology, persistence, and the statistical and adjusted forecasts into frequency intervals, each interval representing a unit error between forecast and observed activity. There were three sets of intervals, one each for named storms, hurricanes, and major hurricanes, as outlined in Tables 3a, 3b , and 3c, respectively, in which each interval frequency was expressed as a percentage of the total number of forecast years. The intervals were cumulative, for example, the interval into which all errors of Ϯ2 named storms were grouped also included all errors of Ϯ1 named storms. As an illustration of the errors being considered, Fig. 2 outlines the errors between the observed number of hurricanes and the number of hurricanes predicted using persistence, and both the statistical and adjusted forecasts. The purpose of this analysis is to give the reader a sense of how often errors of various magnitudes occurred with each forecasting method.
For named storm forecasts, persistence had a higher frequency of smaller errors than climatology, that is,
Comparison of the number of observed hurricanes with the number of hurricanes predicted by each of the statistical forecast, the adjusted forecast, and persistence, for the forecasts issued in (a) Jun and (b) Aug.
Յ2, reflecting a number of forecasts in which persistence benefited from successive years of low and high activity. However, in years in which there were sudden shifts in the levels of named storm activity, for example, from 1994 to 1995 and 1996 to 1997, persistence generated very large errors, that is, Ն4, which climatology did not, and these were also reflected in their respective frequency intervals. The statistical and adjusted forecasts in June and August almost always had a higher frequency of lower magnitude errors than for the corresponding forecasts using either climatology or persistence, with the exception of errors of Ϯ1 named storms using the June statistical and adjusted forecasts.
In general, the maximum magnitude errors between the statistical and adjusted forecasts were also less than those of climatology and persistence, again with the exception of the June statistical forecast, when the maximum errors were equal. The adjusted forecasts performed particularly well, having a maximum error of Ϯ4 named storms, and had a much lower incidence of higher-magnitude errors than the statistical forecasts.
In the case of hurricane forecasts, both the statistical and adjusted forecasts had more low-error forecasts than climatology. The statistical forecast, however, particularly for June forecasts, tended to have a lower frequency of smaller errors than persistence, reflecting a Climatology ( series of low activity years, for example, the early 1990s, or a series of high activity years, for example, the late 1990s, from which persistence as a forecasting method benefited. Persistence had a higher frequency of high-magnitude errors also, reflecting regime shifts in activity, for example, from 1994 to 1995. The statistical forecast in August had a maximum error of Ϯ5 hurricanes, which compared favorably to both climatology and persistence. The adjusted forecast clearly had the highest frequency of low-magnitude errors, relative to the statistical forecast, climatology, and persistence. Furthermore, all forecast years were accounted for by the fifth interval, that is, the maximum error in any year was only Ϯ4 hurricanes.
Last, for major hurricane forecasts, climatology performed well with a maximum error of Ϯ4 major hurricanes, which occurred only once. Persistence, in a pattern that is repeated for all of the tropical cyclone activity measures, had a high frequency of lower errors as well as some very high errors. In two of the years, the error between persistence and observed activity was 5 or more major hurricanes, a very large number given that the average number in a typical year was about 2.2. The adjusted forecast always had the highest frequency of smaller errors for forecasts issued in August. This was true also for June forecasts, except for the number of zero-error forecasts. Finally, when compared to the statistical forecast, the adjusted forecast always had a higher number of forecasts in each interval.
b. Root-mean-square error analysis
In the next analysis, the rmse of climatology, persistence, the statistical forecast, and the adjusted forecast, relative to observed activity, were compared. The results are outlined in Table 4 . In this analysis, a forecast in which the rmse was less than that of climatology, being the most appropriate ''best guess'' of tropical cyclone activity, was subjectively considered to be useful.
The rmse of climatology was always lower than that of persistence, reflecting the large errors generated from time to time when using persistence, particularly when transitions from quiet to active years, for example, 1994 to 1995, or from active to quiet years, for example, 1996 to 1997, occurred. It had a higher rmse than the adjusted forecast, particularly for the number of named storms predicted by the June and August forecasts, but also with respect to hurricane and major hurricane activity predicted in the August forecasts. For the number of hurricanes and major hurricanes predicted by the June seasonal forecast models, climatology performed con-
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Comparison of the differences between the mean number of observed hurricanes and the number of hurricanes predicted by each of the statistical forecast, the adjusted forecast, and persistence, for the forecasts issued in (a) Jun and (b) Aug. siderably better than the statistical forecast, but not as well as the adjusted forecast. For each forecast category of tropical cyclone activity, persistence had the highest rmse, particularly with respect to the number of named storms. In this case, the rmse was over 25% higher than that of climatology, at least 25% higher than that of the model forecasts issued in June, and almost 67% higher than the rmse of the model forecasts issued in August.
In all cases the rmse of the adjusted forecast was less than that of the statistical model. However, for the number of major hurricanes predicted by the June and August forecasts, and the number of named storms and hurricanes predicted by the August forecasts, the differences were all 0.7 or less. In the remaining cases, that is, for the forecasts of named storm and hurricane activity issued in June, the adjusted forecast was substantially superior to the statistical forecast, that is, it had an rmse of at least one unit less than that of the statistical forecast.
The rmse analysis results were tested for statistical significance, using an F-statistic test. The results of these statistical tests are outlined in Table 5 . In this situation, climatology was the more rigorous standard and was selected over persistence as the appropriate benchmark against which to compare the statistical and adjusted forecasts.
For the number of named storms forecast, the improvement in rmse of the statistical and adjusted forecasts over climatology was not significant for forecasts made in June, but was significant at the 95% level in the case of the adjusted forecast made in August. In all other cases, while some of the rmse differences between the statistical and adjusted forecasts and climatology were substantial (many were significant at the 85% level), none was significant at the 90% level.
For predicted hurricane activity, neither the statistical forecast nor the adjusted forecast provided any statistically significant improvement over climatology. As noted above, the adjusted forecast consistently outperformed the statistical model forecast from an rmse perspective. Again, while many of these improvements were significant at the 85% level, only the improvement for hurricane forecasts issued in June was significant at the 90% level.
With respect to predicted major hurricane activity, although the statistical and adjusted forecasts were both better than climatology, neither forecast provided an improvement that was statistically significant at the 90% level.
c. Regression analysis
The final analysis performed, the results of which are outlined in Table 6 , regressed persistence, the statistical forecast, and the adjusted forecast against observed activity to determine which forecast's measures of tropical cyclone activity, if any, correlated most strongly with observed activity. A forecast that correlated with observed activity with an r 2 of 0.10 or greater in the case of named storms and hurricanes, and 0.17 or greater in the case of major hurricanes, was considered skillful, being the minimum r 2 required to be significant at the 90% level. The skill threshold was higher in cases of major hurricanes to account for the shorter dataset and fewer degrees of freedom. Given the relatively short lengths of the datasets being analyzed, forecasts were subjectively considered to be useful if they satisfied the criterion for being skillful.
The correlations between persistence and observed activity, as represented by the r 2 values, were very low, accounting for, at most, less than 4% of the variance in annual observed activity. analyses for the statistical and adjusted forecasts of hurricane activity. With the exception of Fig. 4a , the slopes of the trend lines in these plots are close to 1, indicating an approximate one-to-one relationship between predicted hurricanes and observed hurricanes.
In the case of June forecasting schemes, the r 2 values were generally smaller than those for August. The statistical forecasts issued in June had very low r 2 values, none of which was significant (e.g., see Fig. 4a ). In contrast, the adjusted forecasts performed well, particularly for the number of named storms and hurricanes (Fig. 5a ) forecast, accounting for approximately 36% and 24% of the variance in observed activity, respectively. These explanations of variances were each significant at the 95% level. For major hurricane forecasts, the June adjusted model explains 21% of the variance in observed activity, significant at the 90% level.
For seasonal forecasts issued in August, the forecast models, in particular the adjusted forecast, were significantly more skillful than those issued in June. The adjusted forecast accounted for 65% of the variance in observed activity for the number of named storms. The adjusted forecast also explained 44% of the variance in observed activity in the case of the number of hurricanes forecast (Fig. 5b) , and 54% of the variance in observed major hurricane activity. These r 2 values were all significant at the 95% level. The statistical forecasts, while not as highly correlated with observed activity as the adjusted forecasts, were nonetheless skillful predictors of observed activity. With respect to the number of named storms forecast, the statistical forecast accounted for almost 42% of the variance of observed activity. It also accounted for 24% of the variance with respect to hurricane activity (Fig. 4b) , and 25% of the variance in major hurricane activity. These values were all statistically significant at the 95% level.
The improvement in r 2 values was also interesting when comparing persistence to both the statistical and adjusted forecasts. This was a useful consideration when trying to determine which of the forecasts, that is, which of persistence, the statistical forecast, or the adjusted forecast, if any, provided the greatest improvement over each of the remaining forecasts. In this case, an analysis of the improvement of the statistical forecast over persistence, and the improvements of the adjusted forecast over both the statistical forecast and persistence, was performed. In each case, the improvement was measured by the corresponding increase or decrease in r 2 values. The results of this analysis are outlined in Table 7 .
From these results, it is clear that, with respect to the number of named storms predicted by the June and Au- gust seasonal forecasts, the statistical and adjusted forecasts generally represented an improvement over persistence. With the exception of the statistical forecast issued in June, the improvement was always significant at the 95% level.
In the case of forecast hurricane activity, the improvements in r 2 of the statistical forecast were significant only with respect to forecasts of seasonal activity issued in August, at the 95% level. For forecasts made using the adjusted model, the improvements over persistence were again significant at the 95% level for forecasts issued both in June and August.
For the number of major hurricanes forecast, persistence was slightly better than the statistical model for forecasts issued in June, but this difference was not statistically significant. In all other cases, however, the improvements of the statistical and adjusted forecasts over persistence were statistically significant. In the case of the adjusted forecast issued in August, the improvement over persistence was significant at the 95% level.
It is clear from the results that the adjusted forecast was always more accurate than the statistical forecast. These improvements were all statistically significant at the 95% level except for the major hurricane forecasts issued in June, when the significance level was 90%.
Conclusions
The purpose of this study was to determine if Gray et al.'s statistical and adjusted seasonal forecasts were more skillful than some simple benchmarks, and to investigate if the adjusted forecast improved upon the purely statistical forecast. Three separate analyses were performed, comparing the number of named storms, hurricanes, and major hurricanes predicted by the statistical and adjusted forecasts with the benchmarks of climatology and persistence. In addition, the statistical and adjusted forecasts were also compared with each other.
The first analysis performed was the natural categories analysis. There was no testing of the results for statistical significance but there are some clear observations that can be made. First, the adjusted forecast in almost all cases had the highest frequency of smaller errors and was certainly the best forecasting technique using this analysis. Second, the statistical model in general had quite a large number of medium-size errors (in the three to five range for named storms and hurricanes, two to four range for major hurricanes), which limited its usefulness as a forecasting technique. Third, persistence had high frequencies of small and very large errors, reflecting how persistence was useful during times when activity did not change much from year to year, but experienced very large errors when activity shifted sharply between years.
In the rmse analysis, the statistical and adjusted forecasts appeared to be most skillful in the forecasting of named storms when held to the more rigorous standard benchmark of climatology; this was particularly true for the adjusted forecasts. Additionally, the adjusted forecast nearly always had smaller errors or variances (relative to observed activity) than those of the statistical forecast. This suggests that the adjusted forecast was in general better that the statistical forecast, but the differences between them were seldom significant at the 90% level.
In the regression analysis, however, the adjusted forecast always explained a statistically significant larger portion of the variance in observed tropical cyclone activity than the statistical forecast, for forecasts issued in both June and August. The same was true of the adjusted forecast with respect to persistence. For the statistical forecasts, the regression analysis was statistically significantly better than persistence only for forecasts issued in August, and was no better than persistence in June (both were very poor predictors of variance in observed activity).
The three analyses highlighted the strengths of each forecasting method and are summarized in Table 8 . In many cases, the statistical and adjusted forecasts provided statistically significant improvements over the benchmarks of persistence and climatology, particularly in the regression analysis, and therefore demonstrated skill. However, it is clear that, of all the forecasts, the adjusted forecast was consistently the best. In summary, we observed the following:
• depending on the analysis performed, either climatology or persistence provided the best benchmark for determining skill in seasonal forecasting; • relative to the benchmarks, the statistical forecasts issued in June were in general not very skillful; however, the forecasts issued in August showed substantial skill, particularly in the regression analysis; • in contrast, both the June and August adjusted forecasts were better than the benchmark forecasts; many of these improvements were significant at the 90% level or higher; • when comparing the statistical and adjusted forecasts, the adjusted forecasted was almost always superior to the statistical forecast; and • seasonal forecast skill was highest for the predicted number of named storms and was somewhat lower for the predicted number of hurricanes and major hurricanes.
