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ABSTRACT
In this work, the quantitative aspect of myocai’dial imaging is of main concern. The 
following quality control measurements have been assessed: planar and SPECT resolution 
and sensitivity, stability and response during rotation, mechanical alignment and rotational 
linearity, SPECT response to a unifoim source and resolution. Statistical error, i.e. noise, 
as an image quality indicator was also measured. The assessment of propagation of noise 
in the reconstructed images was compared with the Budinger equation. In addition, the 
tai'get-to-non-target ratios between myocardial agents were calculated from profiles, in 
terms of the maximum peak to the iriininiuiii valley. Both ^^Tc“-labelled myocardial 
perfusion agents, tetrofosmin and methoxy isobutyl isonitrile (MIBI), have similar 
myocardial tar get-to-nomtar get ratio and both ar e superior to “^^ Tl-chloride.
The system finite resolution at different depths and scattering and attenuation effects on 
the quantitation acciu’acy of myocardial perfusion was addressed. Compensation for these 
factors was proposed and assessment of the dual-energy window for scatter correction 
was performed. The proposed modified second derivative method shows a promising 
conection effect.
Unlilce non-gated techniques, the multi-gated Single Photon Emission Computed 
Tomography (MG SPECT) technique provides diagnostic images less affected by the 
heart motion artifact. The size of the defects are more clearly displayed and more 
easily identified as there is less superimposition of the systolic and diastolic slices of 
the raw data. The end systolic (ES) and end diastolic (ED) slices being separately 
acquired, ventricular ejection fraction can also be calculated especially when edge 
enhancement is applied for easy edge delineation and volume determination.
A new method is proposed to measure the myocardial wall thickness. A horizontal 
profile passing through the middle of the short axis slice was generated and the 
FWHM was taken to be the wall tliickness of each wall. The second derivative of each 
profile was used to correct for the system effect and compared with the count-based 
method. Both methods have shown a good agreement.
As a result, wall thickness measurement is possible and therefore an accurate 
quantitative analysis of the tliickening is also possible in order to predict myocardial 
viability.
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CHAPTER ONE 
Introduction and Background
1.1 Introduction to Radionuclide Imaging
Monitoring human organs can be done from inside and outside the body. Studies tliat 
involve samples outside the human body are called in-vitro studies. Alternatively, studies 
can be performed by in-vivo studies which can be further divided into two parts; 
monitoring and imaging. Imaging of human body organs has progressed rapidly in the last 
twenty yems. Tins field has become known as medical imaging. Medical imaging involves 
object detection using ionising or non-ionising sources. These include: x-rays, gamma rays, 
positrons, ultrasound and magnetic resonance. In medical imaging, invasive and non- 
invasive teclmiques can be cttrried out by either external beams or administered sources 
such as radionuclides into the human body.
As a non-invasive technique, radionuclide imaging has grown significantly and has led to 
the formation of a separate area of medicine known as nuclear medicine. Nuclear- Medicine 
Laboratories are found in almost ever-y hospital to perform special radionuclide 
investigations answering the clirrician's requests about diagnosis. Radionuclide imaging 
generally involves the administration and subsequent distribution of a radiophar-maceutical 
within the body. The radionuclide administration into the body involves either an elemental 
or molecular form. The administered radioactive substance, radiophar-maceutical, 
distr ibutes mainly witliin the body organs of interest.
A radiophar-maceutical is a radioactive compound, where a radionuclide is incorporated 
(tagged or labelled) to a compound, the latter possessing definite phar-macological 
properties. It is sterile and fiee of pyrogen, hence ready for administration to humans. A
radiopharmaceutical can be further divided into function specific and disease specific. An 
ideal radiopharmaceutical gives qualitative and quantitative information about dynamic 
physiological processes of the body, without altering or affecting biochemical or 
physiological processes. It has no pharmacological effect, because it is used m tracer 
quantities. This is therefore a powerful tool in the clinical diagnosis of human disease since 
it is the only imaging technique to study physiological function rattier than anatomical 
detail.
The most commonly used radionuclide in Nuclear Medicine is technetium (^ ^Tc"') which 
has a half life of 6.02 hours, long enough to be scanned but short enough to minimise the 
patient dose which is also reduced by its almost purely gamma decay (98%). ^^Tc“ is an 
ideal candidate for imaging and can easily be produced on site by means of a generator and 
is produced by the p decay of ^ ^Mo.
Gamma rays emitted by the radionuclide can be detected by an Anger gamma camera. 
Nowadays, most of the gamma cameras are interfaced to a computer system which brings 
several advantages to radionuclide imaging. However, a full description of the imaging 
system used and its performance assessment are found in Chapter 2.
Planar images represent the 3-D distribution of a radionuclide as 2-D images. Conversely, 
using a rotating gamma camera, 3-D representation by tomographic acquisition is possible. 
There, a series of projections can be taken at different angles. Later, reconstr'uction of 2-D 
images of a selected section can be obtairred by using a back-projection method.
After reviewing the anatomy and physiology of the cardiovascular- system, radionuclide 
imaging known as nuclear cardiology using planar-, gated, SPECT or combined study are 
defined.
1.2 Background of The Work Presented
The use of SPECT to diagnose physiological alterations in disease states depends on the 
potential of SPECT to provide a quantitatively accurate reconstructed image. A number of 
factors influence the accuracy of estimation of source volume with SPECT imaging. 
However, the values from the reconstmcted images depend upon the shape and size of the 
region of interest as str ongly as they depend upon true radioactivity concentration. On the 
other hand, it is generally recognised that SPECT imposes very stringent requirements on 
gamma camera uniformity to prevent tire occimence of distortion. In addition, gamma 
camera energy and spatial resolution, geometric collimator resolution, noise and scattered 
photons arrd attenuation have the most important effect on the accuracy and quality of the 
SPECT images. The collimator choice is an important feature of image manifestation. For 
example, high resolution collimators which reduce the contribution of scattered photons 
will improve spatial resolution. Despite this, scattered photons have still to be removed 
from the image. In essence, there are many studies concerning the characteristics of the 
SPECT system where nuclear cardiology is concerned.
In nuclear cardiology, many functional studies are necessary to evaluate the myocardium 
and ventricles. Gated blood pool is a popular study where several cardiac parameters can 
be derived e.g. left ventricle volumes and ejection fraction, str oke volume and wall motion. 
For such studies, ^^Tc” as an optimised agent for gamma camera is used. In ischaemic 
heart disease (IHD) patients, myocardial perfusion ctm be evaluated using planar or 
SPECT imaging. Besides coronary artery evaluation, ^^Tl-chloride is being used for 
myocardial imaging as a most popular agent wlrich is thought to retain a unique place in 
detection of myocardial viability. Recently, ^^Tc“ labelled agents have been introduced for 
myocardial perfusion assessment e.g. methox-isobutyl-isonitrile (MIBI) and tetrofosmin
agents. In spite of high count rates in tlie region of interest, ^^ Tc*° labelled agents are static 
myocardial agents where the viability cannot be detected in the image. However, this can 
be considered as mi advantage in imaging. On the other hmid, the liigh count rate yields of 
^^ Tc™, myocmdial labelled with either of the two agents, make possible the acquisition of 
multigated (MG) SPECT.
Subsequently, left ventricle (LV) volumes and ejection fraction (EF), segmental and 
regional wall motion, and wall thickening can be assessed. In order to obtain these 
parmneters, many protocols mid programs have been suggested. In the case of factor 
corrections in wliich the qumititation accuracy is affected, some authors have considered 
that wall thickening predicts the myocmdial viability. For tliis piupose, a count-based 
method has been recommended for the prediction of myocmdial viability.
In this work, a new method is proposed for wall thiclaiess measiuement throughout the 
cmdiac cycles mid therefore wall tliickenitig evaluation.
Finally, conclusions mid suggestions for fiuther work me made in the last chapter.
1.3 Project Aims
The aims of the research project me to l)evaluate the quality control procediues for 
gmoma camera SPECT systems in general mid in myocmdial SPECT, 2)confiim the 
applicability of corrective methods on the qumititation analysis accuiacy, 3)investigate 
differences in data reconstructed from individual projection data which me corrected 
following reconstruction with data reconstructed from projections corrected prior to 
reconsuoction for scatter mid attenuation correction, 4)evaluate the tmget-to-background 
ratios for different myocmdial agents, 5)assess the effect of pmameters on the myocardial 
signal-to-noise ratio, 6)develop two progrmos to measure the LV volumes mid EF,
7)develop a technique to measuie the myocai’dial wall thickness as well as wall thickening 
tlirough the cardiac cycle, and therefore evaluate the new method.
CHAPTER TWO 
THE GAMMA CAMERA AND ITS PERFORMANCE
2.1 Introduction
Nuclear Medicine Laboratories aie found in almost eveiy hospital to perform special 
radionuclide studies answering the clinician's requests about patient diagnosis. 
Radionuclide procedures, teclmiques and imaging pai ameters vary considerably from one 
study to another. Radionuclide imaging involves the administi'ation and subsequent 
distribution of a radio-pharmaceutical within the body.^’^  Images are produced by using 
position sensitive gamma ray detectors. Gamma rays in the range ^ 0-500 keV can 
penetrate the body tissues and be detected by the Anger gamma camera.
2.2 Gamma camera basic principles
The basic principles of image foimation by an Anger gamma camera aie illustrated in 
Fig.2.1 . Some of the photons emitted from the radionuclide within the patient pass 
tlirough the lead collimator holes and are incident onto the Nal(Tl) detector. These gamma 
rays reaching the ciystal create a pattern of light scintillations representing the distribution 
of radioactivity as a two dimensional (2-D) projection. Photomultiplier tubes (PM) are 
attached diiectly or through a light guide at the back of the NaI(Tl) crystal. Position logic 
circuits deteimine the location (X,Y) of the corresponding gamma ray. The amplitude 
distribution of the PM tube pulses arising from a paiticular gamma ray interaction in the 
crystal contains positional information about the location of the interaction. The sum of 
these pulses Z is proportional to the total energy deposited in the crystal. If this energy is
Fig.2.1 Basic principles and components of gamma camera (Sorenson JA and
Phelps ME)^
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within the preset energy window of the pulse-height analyser, the gamma ray is accepted 
and its position computed. The cathode ray tube (CRT) registers a flash corresponding to 
the location of the light scintillation occurring in the crystal. These flashes can also be 
recorded photographically, hi a computer-based gamma camera, the X,Y and Z signals are 
digitised by analogue to digital converters (ADC) for fui'ther processing, display or 
storage.
22.1 Collimator
Absorptive collimation allows only gamma rays travelling along a certain direction 
(tlirough the collimator holes) to reach the crystal. Gamma rays travelling in other 
dir ections ar e absorbed to a lar ge extent by the collimator septa. Thus, the majority of the 
emitted gamma rays wül be absorbed and do not contribute to image formation. 
Consequently the detection efficiency is very low (10^ -10^).
A particular collimator can be described by a set of specifications including: type, field of 
view, sensitivity, spatial resolution and energy range. Different collimators have different 
numbers of holes, cross section of holes, shape of holes, length of holes and thickness of 
septa. There ar e several types of collimator: parallel hole, diverging, converging, slant hole 
and pinliole. A par allel hole collimator reflects the exact size and shape of the radionuclide 
distribution in the patient, and thus is the most widely used.
2.2.2 Detector crystal
The most commonly used detector crystal in radionuclide imaging is Nal(Tl). The T1 is 
added as an impurity (dopant) because a pure Nal crystal is a scintillator only at liquid 
nitrogen temperatiues.
The process of detection takes place when the gamma ray enters the detector crystal. The 
photon interaction mechanisms can be photoelectric and Compton scattering. It could be a 
Compton followed by photoelectric absorption or a double Compton as long as the sum of 
the deposited energies is within the preset" energy window of the pulse-height analyser. 
Detector crystals are available in diameters of 300, 400 or 500 mm and are usually 
9.5-12.5 mm thick. The diameter determines the area of the patient viewed. The thickness 
influences detection efficiency and spatial resolution. A thick ciystal has a higher detector 
efficiency. The spatial resolution is better with a thin crystal. For low-energy gamma rays 
such as those emitted by ^^ Tc"" and ^°^Tf it is preferable to use a thin detector for better 
spatial resolution.
2.2.3 PliotomidtipUer iiilje
An array of photomultiplier tubes (PM) is attached to the back of the crystal Fig.2.2 
illustrates the basic principles of a PM tube. Light photons striking the photocathode after 
passing through the entrance window, give rise to ejected electrons called photoelectrons.
WINDOW
Fxg.2.% Basic principles of a PM tube^
O UTPUT
SIG N AL
+ 1200 VANODE
f  1100 V
+1000V
+  6 0 0  V
DYNODES .+  5 0 0
+  4 0 0  V
- f  3 0 0  VFOCUSING  
GRID —-
PHOTOCATHODE
L IG H T
PHOTONENTRANCE
HIGH
VOLTAGE
SUPPLY
The conversion efficiency horn visible light to photoelectrons is typically one to thiee 
photoelecti'ons for every ten visible light photons. After an electron has been emitted fi'om 
the photocathode, it is di'awn by the first dynode because of its positive voltage. It is 
directed towards the dynode by a focusing grid. The dynode is coated by a high secondary 
emission material. Secondaiy elections whl be ejected fi'om the dynode as soon as the 
photoelectron strikes it. The second dynode will athact these secondaiy electrons because 
of its higher voltage compaied to the first dynode. This process continues throughout the 
enthe PM tube. Typically there aie ten dynodes and the multiplication process leads to 10^  
electrons per primary photoelectron.
Gimima cameras usually contain 37, 61 or even more PM tubes. All PM tubes in the airay 
must have matched gain chaiacteiistics. The gain is adjustable at each PM tube in order to 
have imifomi sensitivity in the field of view when the crystal is viewed by a uniform flux of 
gamma rays.
2.2.4 Position logic circuits
The light scintillation produced in the NaI(Tl) ciystal is emitted in aU directions and 
received by several PM tubes. The greatest amount of light wiU be viewed by the PM tube 
closest to the interaction event. Consequently, this particular PM tube will produce the 
laigest pulse. The amplitude distribution of the pulses fiom all the PM tubes in the 
neighbourhood contains the requhed positional infomiation. The amplitude of the sum of 
all pulses fi'om all these PM tubes fiom one event is called the Z signal or pulse-height 
signal.
The position logic circuit is an analogue computer which determines the location of the 
photon interaction. The output signal fi'om each of the PM tubes, after passing tlu'ough the
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preamplifier, is sent to the position logic circuit and the pulse-height analyser. Fig,2.3 
illustrates the principles for the derivation of the X and Y signals. The right half of the 
crystal will face the summing matrix circuit (SMC) which forms the composite +X signal, 
and the other half the -X signal The other direction halves wiU be divided for +Y signal in 
the upper half, and -Y signal in the lower half.
N a l  (131)  
CRYSTAL
PMT S
Fig.2.3 Signals from individual PM tubes are combined in summing matrix 
circuits (SMC) to obtain X and Y signals.^
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Suppose that A is a scintillation event in the crystal. The greatest amount of light will be 
collected by the closest PM tube to provide the highest tunplitude value signal. Because 
the event occimed in the right lower quarter of the crystal, the +X and -Y will be larger 
than the -X and +Y, respectively. The SMC’s combine the signals fiom each PM tube 
according to their amplitude values. A signal's amplitude value is proportional to the 
distance of the scintillation event fiom the centre of the crystal. The position logic circuit 
produces four- output signals +X, -X, +Y and -Y reflecting the co-ordinate amplitude 
values depending on the location of the PM tube. Determination of the interaction event 
co-ordinates depends on the amount of energy deposited in the crystal. All the co­
ordinates are combined to obtain the X and Y positional signals. The X position is equal to 
the difference between the +X and the -X signals divided by the total amount of light 
produced by a scintillation event and the same applies for the Y signal.
X=[(4-X)+(-X)]/Z (1)
Y=[(+Y)+(-Y)]/Z (2)
2.3 Computer
The X and Y signals described above are analogue signals arrd can be converted to digital 
signals through the use of ADCs. The ADCs will assign a corresponding digital matrix 
location for each event. The entire matrix is the digital representation of the image and a 
matrix element is called a pixel. The X and Y position of the pixel and the total counts in 
each pixel are stored in computer memory.
A computer offers several advantages for radionuclide imaging including: a variety of 
acquisition modes, processing images, displaying images and storing images.
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Computerised images are chtuacterised by the number and size of the pixels as well as the 
maximum number of events that can be recorded per pixel.
There aie tliree acquisition modes in planai- gamma camera imaging: static, dynamic and 
planai' multigated acquisition. '^"* Static acquisition results in a single image formed within a 
certain matrix size wliich affects the resolution. Static images can be acquired for a preset 
time or for preset total counts.
Dynamic acquisition is a sequence of static images acquired as a fimction of time and 
stored in one dataset as hames. The computer must have an acquisition memoi’y for at 
least two images, one being acquiied and one being transferred to the disk. All the ffmnes 
of the dynamic images will be formed according to equal preset time.
Planar multigated acquisition can be done in two different modes: frame mode and list 
mode. Frame mode acquisition is essentially a modification of tlie dynamic acquisition. The 
frame time will be calculated from the R-R interval (the time between two R waves) 
obtained as the average of several hear t beats (usually 10 beats) divided by the chosen 
number of frames (Fig.2.4). The R-R interval is the liearl beat time wliich is detected from 
the ECG monitor connected to the computer. The number of frames per R-R detemrines 
the temporal resolution of the study. The total number of counts and matrix size in the 
study deter*mines the spatial resolution and the statistical acciu acy in each fr ame. Temporal 
and spatial resolution affect the subsequent analysis. These acquisition parameters are 
defined by the aim of the multigated study. Frame mode multigated acquisition can only be 
meaningful in a patient with constant heart rate.
Multigated studies for aixhythmic patients should only be done with list mode acquisition 
since the time is not constant between the cardiac beats (Fig.2.5). List mode acquisition 
differs fr om fr ame mode acquisition in the way of event recording as well as in the number
13
Fig.2.4 Schematic diagram of the frame mode acquisition of data.^
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Fig.2.5 List mode acquisition. The co-ordinates X and Y, timing marks (T) and 
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of events. Each gamma ray event is recorded as two bytes, for the X and Y co-ordinates, 
respectively. The time of each R wave is also recorded as well as regular time markers, 
e.g. every 1 ms. List mode acquisition contains more information than hame mode 
acquisition since it is stored at high rates. A reformatting process is necessary to get frames 
of certain beats from the list data. The list mode acquisition has an advantage of its 
flexibility in refonnatting different time ranges. The flexibility in reformatting requires a 
massive storage memory which consumes a considerable amount of the disk capability.
No list mode acquisition radionuclide study were used in this thesis.
2.4 Gamma camera performance
Peiibrmance testing involves all the acceptance tests done by the manufacturer and user, 
and the quality control (QC) tests done by the user duiing the life of the gamma camera. '^® 
All the results for each gamma camera are compared with the published specifications 
from the National Electrical Manufacturers' Association (NEIVIA).'" Table.2.1 shows the 
manufacturer's NEMA specifications for the GE ACT gamma camera used in this study. 
The results of the various tests should always be recorded in the gamma camera log book. 
Peifoimance characteristics can be determined by several tests including: response to 
uniform hxadiation (flood-field), spatial and energy resolutions, spatial linearity, count-rate 
performance, plane sensitivity , and detector head shielding leakage. Results of uniformity 
and resolution for both ^^ Tc”' and ^ °^ T1 presented will be discussed in tins chapter.
2 A J  Response to uniform irradiation
The response of the gamma camera detector to a uniform flux of gamma rays (uniform 
flood field) can be described by the degree of unifomiity in count densities recorded in the
15
Table 2.1 NEMA standard performance specifications*’
Performance standards are m easured for each  cam era  p rior to  shipping, and  m ust be  bette r than  o r eq u a l to the  
sta ted  value.
PARAMETER 
Intrinsic Spatial Resolution
SPECIFICATION
CFOV UFOV
FWHM < 3.6 mm £  3.8 mm
FWTM s  7.2 mm £  7.2 mm
Intrinsic Energy Resolution
FWHM S 11.0% £  11.2%
Intrinsic Flood Field Uniformity
Differential (maximum rate of change) fi ±  4.0% £  ±  4.0%Integral (maximum deviation) S ±  5.0% £  ±  7.0%
Intrinsic Spatial Linearity
Differential £  .2 mm £  .2 mm
Absolute £  .6 mm £  .8 mm
Intrinsic Count Rate Performance
20% count loss rate (modes: M/N/H)* % 65<f75/110k cp s
Maximum count rate & 200k cp s
Multiple Window Spatial Registration £  2.0 mm
Field of View
Imaging 390 mm
Testing 276 mm 370 mm
NEMA C LA SS STA N D A R D  P E R F O R M A N C E  SP E C IF IC A T IO N S  
A class standard characterizes a specific p erfo rm ance param eter typical of a  se ries of scintillation cam eras and  is a 
subset of a m easured standard. C lass standard  m easu rem en ts are  n o t performed on e ach  system  and  are  pub lished  as 
auxiliary information only,
PARAMETER SPECIFICATION
Intrinsic Spatial Resolution 
@ 75.000 cps .
FWHM (UFOV) 4.5 mm
System Spatial Resolution (LEGP) without S ca tte r 
FWHfvl (CFOV) 10.3 mm
FWTM (CFOV) 17.5 mm
With Scatter
FWHM (CFOV) 11.0 mm
FWTM (CFOV) 22.6 mm
Intrinsic Flood Field Uniformity 
Integral @ 75,000 cps (UFOV) + 7.0%
Point Source Sensitivity ± 2.0%
System Sensitivity 337 cpmZ/iCi
UFOV — Largest inscribed circle in collim ated FOV.
CFOV — Circular area at 75% of UFOV diam eter.
Measured in accordance with NEMA S tandards Publication for Perform ance M easurem ents of Scintillation C am eras. 
No. NU1-1980.
This detector has the Autotune ZS'* feature.
'M ode N (normal) value fulfills required NEMA specification. M ode M (multiple window) and  H (High C ount Rate) 
values are not required per NEMA but are  p resen ted  a s  supp lem entary  information.
All m easurem ents are perlormed using and  da ta  are  then  converted  to TcS®"’values. C onversion (actors have been 
verified experimentally
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image. The image uniformity can also be described as the degree of constancy of count 
rate from a collimated point sour ce when it is being moved in fiont of the field of view. 
Qualitative assessment of the images is often inadequate not only because it is subjective 
but also because the visual appear ance of an image may be ahected by other factors such 
as the display monitor (Fig.2,6). The image uniformity is sensitive to the changes in the 
gamma camera detector performmice. For these reasons a quantitative computer-based 
analysis is used.
The image uniformity is quantified as the maximum difièrence between count density m 
the field of view, which is called integral uniformity (lU). Differential uniformity (DU) is 
another uniformity parameter wliich indicates the maximum rate of change of count 
density over a specified distance (neighbourhood) in the entir e field of view.
Two different teclmiques are being used to obtain images ftom a uniform flux of gamma 
rays. The simple teclmique is to evaluate the intrinsic uniformity (when the lead mask is 
positioned iir the uncollimated crystal housing?using a point source of IS.SMBq (0.5 mCi) 
^^Tc“ or °^^ T1. The other teclmique is to evaluate the extrinsic unifomiity (when the 
collimator is mounted on the detector head) using a flood phantom which contains 
370MBq (10 mCi) of ^ ^Tc“ or *^^ T^1. The count rate in both teclmiques must not exceed 30 
kcounts/s.^*^
Regardless of wliich technique is used, image data are accumulated onto tire display device 
with £ur x-ray film (tmdogue image) imd into matr ix size of 64x64 in the computer (digital 
image), simultaneously. Digital images were acquired for 10 million total counts.
Several statistical parameters involving specific areas, which are the centre field of view 
(CFOV) and the useful field of view (UFOV), are calculated for both intrinsic as well as 
extrinsic uniformity images (Fig.2.7). The CFOV is a circular area with a diameter of
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Flg.2.6 Analogue image acquired for 10 million counts.
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Fig.2.7 Integral and differential unifomiity and %RSD are displayed by Star 
Computer.
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75% of the UFOV diameter. The UFOV is a circular cuea wliich involves all the collimated 
field of view. These parameters include: mean, maximum and minimum counts, theoretical 
% standard deviation (SD) (%TSD) and measured %SD (%RSD),
mean count = total counts/number of pixels (3)
%TSD = {(meancount)^^/meancount] x 100 (4)
%RSD = (SD/meaii count] x 100
SD = E (x ,-x //(n -l)]'®  (5)
where xi(i=l,2....,n) denote the value of the i measmement, n is the total number of pixels 
and X is the mean count per pixel.
Integral uniformity (lU) is calculated using the maximum and ininimuin pixel counts within 
the UFOV:
Max pixel value - Min pixel value
1U=(-------------------------------------------- )xlOO (6)
Max pixel value + Min pixel value
Differential uniformity (DU) is calculated using the maximum tmd minimum counts within 
6x6 pixels area. The maximum value witliin the UFOV is the DU:
Max unit pixel value-Min unit pixel value
DU= (------------------------------------------------ )xlOO (7)
Max unit pixel value+Min unit pixel value
All the results of the statistical parameters were calculated and is shown in Table.2,2.
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Table 2.2 Intrinsic and extrinsic uniformity for Af^Tc'" and BV^ T^Iv 2 0 1 r
A)
STATISTICS INTRINSIC EXTRINSIC
CFOV UFOV CFOV UFOV
mean count 3597 3584 3396 3461
max count 3883 3883 3697 3781
min count 3300 3300 3181 3181
% TSD 1.67 1.67 1.72 1.70
%RSD 2.17 2.13 2.45 3.51
high pixel(%mean) 8.08 8.39 8.78 9.45
low pkel(%mean) -7.88 -8.15 -6.30 -8.09
1U% 4.61 7.16
DU% 2.93 3.51
B)
mean count 3737 3689 4015 3893
max count 4008 4008 4351 4351
min coimt 3495 3314 3596 3336
%TSD 1.64 1.65 1.58 1.60
%RSD 2.33 3.04 2.70 4.74
high pixel(%mean) 7.24 8.66 8.38 11.76
low pixel(%mean) -6.49 -10.16 -10.43 -14.31
IU% 7.82 11.60
DU% 4.99 7.10
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2.42 Spatial resolution
The spatial resolution of tlie gamma camera is concerned with its ability to detect 
sharpness or detail in the radioactive distribution. It can be defined as the ability of the 
gamma camera to resolve two separate points or line sources.
Both the intr'insic and extrinsic (also called system) spatial resolution can be determined.^ 
The system spatial resolution (Rs) is related to intrinsic resolution (Ri) and collimator 
resolution (Rc)as follows:
Rs= ( Rf+ Rc^‘® (8)
The spatial resolution is quantffied in terms of the full width at half maximum (FWHM) 
and FWTM (tenth maximum) of the point or line spread function. FWHM can be 
approximately estimated fi'om the analogne image obtained from quadrant-bars phantom:^ 
FWHM = 1.75 xB  mm (9)
where B is the width of the smallest bars : that are resolved.. Intrinsic resolution was 
measured using a point source at a distance >5xUFOV diameter from the gamma camera. 
Both a quadrant-bar s phantom and a slit phantom were used, Fig.2.8a&b. The extrinsic 
image was obtained from a ^^Tc‘” Hne source positioned on the collimator. In both cases 
adequate counts of digital images must be acquired onto the maximum matrix size 
available. The intrinsic image of the quadrant-bars phantom shown in Fig.2.8a clearly 
resolves all the foin quadrmrt-bars. Since the width of the smallest bar was equal to 
2.0+0.02mm, the FWHM was calculated as 3.5±0.04mm. For both intiinsic and extrinsic 
digital images of the line source and multiple slit phantom, the FWHM of the line spread 
functions were calculated. Fitting of the line spread function was done by a FORTRAN 
program .T he results for ^ ^Tc“ were as follows:
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Image obtained from quadrant-bars phantom
« * |0  XI P H o fP " ’-"” ®"
Image obtained from multiple slit phantom
Fig.2.8 Images of quadrant-bars phantom and a slit phantom
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intrinsic FWHM = 4.78+0.44 pixels x 3.16/4 = 3.80+0.35 mm (10)
System FWH1S4 = 6.75+0.52 pixels x 3.16/4 = 5.30+0.41 mm (11)
(pixel size for 128x128 mati'ix = 3.16 mm divided by the zoom factor 4).
The results for ^ "^‘TI were as follows:
intrinsic FWtlM = 6.9+0.53 pixels x 3.16/4 = 5.4+0.42 mm (12)
System FWHM = 9.1+0.60 pixels x 3.16/4 -  7.2+0.47 mm (13)
2 A 3  System sensitivity
The system sensitivity in a gamma Ctunera describes the response of the gamma camera to 
a radionuclide source of known activity. The tenu sensitivity is used rather than efficiency. 
The latter describes the number of photons detected per number emitted from the source. 
The measurement was done using a container filled with a solution containing 37MBq 
(ImCi) of ^ ^Tc'". The dose was measured in a calibrator wliich underwent a quality control 
test. The container place on a low energy Ingh resolution ptuallel hole collimator wliich 
was mounted on the gamma camera. A 20% energy window at 140 keV was set on the 
acquisition paiameter. Counts of 100,000 were collected within 25 seconds; count rate of 
-4000 counts/s. Therefore the system sensitivity is 6.5 c/min/MBq (240 c/min/liCi). This 
result is witliin the NEMA specification and was perfbmied according to the IAEA 
procedure.^
2 A 4  Count rate performance
The count rate peifoimance of a gamma camera describes the non-hneaiity relationship 
between the count rate and the photons intensity of the incident gamma rays. Due to tins 
effect, a spatial displacement in the image will result.
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Statistical losses at high count rate is a major concern in quantitative blood flow 
measurements e.g. first pass radionuclide angiography (see 4.4). This losses phenomenon 
is expressed by gamma camera dead time.
System count rate performance was perfoimed in terms of dead time and the count rate 
corresponding to 20% loss. The measurement was obtained using the two-source 
method.^ Fig.2.9 shows the diagram of the phantom used in the experiment of the system 
count rate performance. The phantom is made of perspex and the cylinder was filled with 
water to compensate for a scattering medium. The phantom was positioned above the 
gamma camera surface and held by a special support.
20 cm
6  cm
6 cm
Fig.2.9 The phantom used in the extrinsic count rate performance experiment
Two test tubes each of 5 ml ^^Tc'“ of lllM B q (3mCi) were used. A windowed energy of 
126 to 154 keV was set to be equal to 20% 140 keV. Four measurements were taken:
l)One tube was placed in the phantom and a measurement of 1 Mcounts was ttiken.
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Acquisition time was registered, 2)a second tube was placed together with the first one. 
Counts collected for both of the same acquisition time were recorded. 3) first tube was 
removed and counts measuiement was obtained for the same time. 4)Background counts 
measurement was obtained for the same time. Steps 1-3 were repeated in the reversed 
order.
For analysis and after background correction, pulse-pair resolving time, in seconds was 
calculated by:^
X = (2Ri2)/(Ri+R2) X ln((Ri+R2)/Ri2) (14)
where Ri,R% are the net count rates of the first and second tube, respectively, and R ^ k  the 
net of the two tubes together. Count rate was measured per second. Average pulse-pair 
resolving time, x, was obtained fiom the two different procedures’ order.
The true count rate for a 20% count loss, R2o%, is calculated by^
R2o% = (l/x)xln(10/8)
R2o% = 0.2331/x (15)
The observed count rate for a 20% count loss, C2o%, is calculated using^
C2o% =0.8 R2o% (16)
For a measmed average pulse-pair resolving time, x = 6.00+0.03 qs, the tr ue count rate 
for 20% loss, R2o%, was 37.0+0.2 kcounts/s, where the observed count rate for 20% loss, 
C2o%, was 29.6±0.2 kcounti^S.
Therefore, in that gamma camera the maximum permissible count rate in the clinical work 
is 29 kcounts/s.
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CHAPTER THREE 
SPECT WITH A GAMMA CAMERA
3.1 Introduction
The administered radioactive substance distributes witliin the body organs in three 
dimensions (3-D)/ But conventional radionuclide imaging, being projection imaging, gives 
two dimensional information only. Consequently, the distribution pattern of radioactivity 
within the organ of interest is obscured by activity in underlying and overlying tissues.^ *^  
Due to the difficulty of depth estimation, it is not possible to perfomi attenuation 
correction for conventional radionuclide images. In tliis sense, tomograpliic imaging has a 
great advantage in representing the 3-D distribution of the radiophamraceutical witliin the 
body. Tomographic slices are two dimensional images which represent the str uctur'es lying 
witliin a selected plane at a given depth in the tliree dimensional object.
3.2 Basic principles of SPECT
32.1 Rotating gamma camera
The gamma camera head is typically mounted on a ring stand. A motor-driven revolving 
ring is used to rotate the gamma camera head.^ Under computer control, the tomographic 
gamma camera rotates £iround the patient and stops at régulai' intei'vals for data 
acquisition. Typically, 64 images (views or projections) are acquired with a full 360° 
rotation; 128 images aie less common. A low attenuating cantilevered table which is 
paiallel to the axis of rotation of the camera is used. Acquisition commands are used to
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contl'ol the detector movement. Reconstruction commands aie used to generate slices 
from the acquiied projections.
3.22 SPECT reconstruction
The technique of Computed Tomography is based on rigorous mathematical algoritlims to 
get information about a slice of interest from externally collected data.* These 
measuiements aie called projections and aie acquiied duiing a 180° or 360° rotation of a 
spatially sensitive detector or an airay of detectors.
The basic principles of single photon emission computed tomogiaphy (SPECT) are 
illustrated in Fig.3.1. A point source of activity within lui object is used to demonstrate 
the process. At each projection the profile is talcen wliich represents the location of the 
point source, only in a direction parallel to the scan profile. The point source can be at any 
distance away from the scan profile but it is easy to detemiine its depth by inspection of 
the profiles from other angles. However, for a distributed soui'ce, it is more complicated to 
resolve the depth. Since the depth of the activity is unknown, data will be projected back 
across the image. This operation is an approximation which assigns equal values to all 
points in the object plane, and is called backprojection.
A simple addition of the backprojections of all the scan profiles will give the linear 
superposition of baclcprojections (LSBP) image.*The LSBP image is bluned by a star 
aitefact due to the baclqirojection process. We can improve the LSBP image by increasing 
the number of projections. The bluiring of the image which is represented by the point 
spread frtnction is inversely proportional to the distance fiom the point source (r). To 
improve the LSBP image we have to eliminate the blurring factor (1/r). Tlie relationship 
between the LSBP image and the blurring factor is
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Fig.3.1 Principles of emission tomography acquisition and reconstruction.
A)Point source within an object; B)Scan profiles at different angles;
QBackprojection reconstruction from 3 angles; D)Backprejection
reconstruction from many angles; E)Blurring is described by a “1/r” 
function.^
29
LSBP image = True image * lA" (1)
where * denotes the operation Of convolution. Using Fourier transforms, convolution 
turns to multiplication as follows:
3  (LSBP image) = 3  (true image) x 3 1/r (2)
The Fourier transform of the blurring factor (lA) is
3(l/r)j= 1/v  ^ (3)
where vis the spatial frequency. Thus
3  (true image) = 3  (LSBP image) x v (4)
Taking the inverse Fourier transform of each side, we obtain 
True image = LSBP image * g (5)
where g is the filter function in the spatial domain. It is a spatially dependent function 
which when applied to the scan profiles will largely eliminate the star artefact. 
Equivalently, filtering can be done using the Fourier transfoiins of the scan profiles and 
multiplying each frequency component by a factor proportional to the spatial frequency. 
The shape of the filters are illustrated in Fig.3.2. The frequency domain filter has a ranç 
shape and is called ramp filter. Essentially, higher weights are applied to the higher spatial 
frequencies.
FR EQ U EN C Y  DOMAIN
W eiohl
s p a t i a l  d o m a i n
WeiflhI
' ' m a x  
F r e q u e n c y , V  —
max 2 ( d )
Fig.3.2 The frequency domain filter (ramp) and spatial domain filter^
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To avoid artefacts resulting from oscillations caused by a sharp spatial frequency cut-off, 
we have to use a somewhat rounded shaped filter. Also, enhancement of high frequency 
noise in the image can be avoided by using tliis filter.
The above mentioned reconstruction method using a filter function is called linear 
superposition of filtered back-projections (LSFBP) and is illustrated in Fig.3.3.^’^ With 
infinite sampling, the blurring created by the backprojection process will be removed. 
However, in practice the LSFBP will not remove the bliuring from the data completely 
because of the finite number of projections used and because of the spatial resolution 
limitations.
32.3 Sampling requirements
The data ar e collected point-by-point as discrete samples of the scan profile. The distance 
between these points represents the linear" sampling interval.^ The sampling theorem states 
that to recover spatial frequencies in a signal up to a maximum fr equency Vmax requires a 
linear sampling interval, d, ’^^  given by
d <  l/(2v,nax) (6 )
Tliis means that the liighest spatial fr equency that can be reconstructed must be sampled at 
least twice per cycle. Equivalently, if d is the minimum smnpling interval, then Vmax is the 
Nyquist frequency.
The linear sampling distance can also be expressed in terms of the FWHM detector 
resolution:^
d<FWHM/3 (7)
The number of angular samples N can be defined for the body dimension D (Fig.3.4) b /
N-itD/2d ®
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Fig.3.3 The effect of the filter in the backprojection process.^
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Fig.3.4 Caninia camera rotation and data acquisition with linear sampling d 
around a body of diameter D.^
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32.4 Acquisition and reconstruction parameters
In acquisition of the projection images several paiameters tne under operator control:^’'^
1)rotational diameter around the patient; 2)appropriate acquisition time; 3)patient 
movement; 4)number of projections; 5)angulai* range (180° or 360°); 6)patient and camera 
orientation.
In reconstmction, several parameters must be considered; l)unifomiity correction '^^;
2)prefiltering of the projections; 3)choice of reconstruction algoritlmi; 4)choice of 
reconstruction filter; 5)attenuation correction; 6)slice width; 7)image orientation and 
alignment wliich affect the re-construction of sagittil, coronal or oblique slices.
The effect of attenuation correction is shown in Fig.3.S. The effect of reconstruction filter 
on image quality is demonstrated in Fig.3.6 and the effect of acquisition time is shown in 
Fig.3.7 . One acquisition time was 5 s/projection (88 kcounts per projection) and tlie other 
one was 20 s/projection (374 kcounts per projection). For comparison, the number of 
counts per projection in cardiac SPECT using “^^ Tl-cMoride must not be less than 70 
kcounts.
3.3 SPECT gamma camera perfonnance
The perfoiiiituice characteristics of the SPECT gamma camera can be determined by 
several tests'*’^ ’^ : l)constancy of response during rotation; 2)aJignment and rotational 
linearity; 3)uniformity correction; 4)response to a uniform source; 5)spatial and volume 
resolution. Procedures and results of these tests are discussed below.
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Fig.3.5 Effect of attenuation correction on image quality. A)Without 
attenuation correction; B)With attenuation correction; for a uniform 
source (upper images) and for cold inserts within a hot source (lower 
images)
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Fig.3.6 Effect of ramp-Hanning cut-off frequency on image quality. A)0.5 
cycles/pixel; B)0.75 cycles/pixel, (pixel dimension is equal to 6.4mm)
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Fig.3.7 Top: Cold lesion inserts of Phelps phantom containing 7 plastic rods 
whose diameters are: 5.9,7.3,9.2,11.4,14.3,17.9 and 22.4mm.
Bottom: Effect of data acquisition time on image quality.
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33.1 Constancy of response during rotation
The response of the gamma camera to a source attached to the collimator face during 
rotation must be constant to within 1%/ Magnetic fields, heat and gravity can affect the 
gain of the PM tubes and hence the count rate/ Modem SPECT gamma cameras have 
magnetic shielding to prevent interactions between PM tubes and weak magnetic fields. 
The heat distribution within the camera head affects the performance characteristics. Also, 
the inner structure of the PM tubes should not sag with gravity.
^ith a point source fixed on the collimator face, 32 or 64 projections over 360° are 
acquired. The constancy of the count rate can be assessed using a box region of interest 
enclosing the source and plotting a curve representing the region of interest (ROI) counts 
through the projections (Fig.3.8). In the example given, the mean was 19940 counts and 
the standard deviation 196 counts le. a variation of 1.0 %, which is acceptable.
Fig.3.8 Constancy of response of the gamma camera for 360“ acquisition.
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3 3 2  Alignment and rotational linearity
The stability of the gamma camera is essential for good quality
SPECT/'’’^ The base of the gamma camera should be horizontal; the gantry should be 
vertical and the X-axis offset should be minimised. Misalignment will cause distortion in 
the reconstructed images.
The X-axis offset is used for correction of misalignment of the projections before 
backprojection. The measurement of the X-axis offset is called centre of rotation and must 
be performed frequendy (weekly).
The centre of rotation can be obtained using a point source or line source fixed parallel to 
the Y- axis 5-10 cm fix>m the approximate centre. Acquisition of 360° using a matrix of 64 
X 64 is then done for 32 projections. The diameter of rotation is about 400mm. Typical 
results are presented in Fig.3.9.
ï i . m
3 3 r  XCO 3 3 r  XCR
Fig.3.9 Quality control curves of centre of rotation
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The XC curve represents the centre of the source in the X-axis of the camera and has a 
sinusoidal shape/ The YC curve represents the centre of the source in the Y-axis which 
must remain constant during rotation. The XCO curve shows the deviations of the XC 
cui*ve from a fitted sine wave as a function of projections. Tliis deviation is called offset of 
the centre of rotation and was calculated to be 0.6+0.1 mm. The offset of the centre of 
rotation should be less than+1.5 mm (indicate the direction of the offset).^
3.3.3 Uniformity correction
Non-uniformity tiffects the backprojection process.^’^ ’'^  A circular artefact will appear in the 
reconstructed image due to each localised non-uniformity of the gamma camera. It is very 
important to check the luiitbrmity of the gamma camera before SPECT acquisition as 
described in Chapter!.
To coiTect the non-uniformities of the gamma camera for the SPECT projections, a matrix 
of multiplicative correction factors based on a liigh count reference flood is applied. The 
reference flood must contain the same radionuclide as that used for the SPECT study.
A flood phantom 70mm tlrick is filled with 370 MBq (lOmCi ^^Tc‘"). The flood source 
must be shaken to get +/- 1% uniformity. The count rate should not exceed 25000 
counts/s. The unifomiity image is acquired for 30 Mcounts (64 x 64 matrix) or 99 
Mcounts (128 x 128 matrix).
The gamma camera uniformity is assessed by calculating the integral and differential 
uniformity as described in Chapter 1. The matrix of correction factors is saved if the results 
are within an acceptable range (DU < 4.0% and lU < 7.0%).^ An example is shown in 
Fig.3.10. The effect of the uniformity correction in the reconstructed transaxial slice of the 
Phelps phantom is shown in Fig.3.11.
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Fig.3.10 Quantitative parameters of gamma camera uniformity correction image.
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Fig.3.11 A transaxial slice of the Phelps phantom reconstructed A)without 
uniformity correction and B)with uniformity correction. The A B and 
B A subtracted images demonstrate the ring artefacts due to gamma 
camera non-uniformities. The maximum counts in the artefacts shown 
in B-A is 5% of the maximum of the uniformity corrected image.
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33.4 Response to a uniform source
The gamma camera response to a uniform source is assessed by calculating the uniformity 
parameters of a tr ansaxial slice of a uniform cylindrical source. The Phelps phantom filled 
with 259 MBq (7mCi) of ^ T^c"^  was used in tlris experiment. A tiansaxial slice of the upper 
area of tire pharrtom which contains only the uniform activity without cold or hot lesions 
was reconstructed and then jinalysed quantitatively (Fig.3.12 a&b). The extent of SPECT 
non-uniformities must be imiiinised.
5.3.5 Resolution
SPECT images can be characterised in terms of spatial and volume resolution. The spatial 
resolution has two components.^ The first one is the in-plane spatial resolution which is 
affected by several parmreters: l)intrinsic resolution; 2)coUimator resolution; 3)sampling 
inter*val; 4)backprojection filter; 5)scattered radiation; 6)image display matrix. The second 
one is axial resolution wlrich depends on the slice thiclcness. When the slice tliickness is 
increased the sensitivity increases but the blrming whl increase.
The combination of in-plane rmd axial resolution determines the SPECT resolution 
volume. The resolution volume can be represented by the resolution of a cylinder within an 
object wlrich has a height of double the FWHM of the axial resolution (1). The in-plane 
FWHM resolution is equal to the radius of the cylinder. The r esolution voliuire is related 
to the partial volunre effect. The partial volume effect manifests itself as differences in 
reconstructed intensity of different object sizes that contain the same concentration of 
radioactivity. Fig.3.13 demonstrates the partial volume effect. Smaller hot lesions are 
represented by decreasing intensities. The smallest object size is not even seen.
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Fig.3.12 SPECT response to a uniform source shown through a transaxial slice of 
the uniform part of the Phelps phantom (A) associated uniformity 
parameters (B)
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Fig.3.13 Démonstration of the partial volume effect: A)hot lesion insert of Phelps 
phantom which has 8 pairs of holes, each pair separated by a distance 
equal to the hole diameters. The diameter of each pair is 25% larger than 
that of the preceding pair; the smallest diameter is 4.7mm;
B)reconstruction of the hot lesion insert. Note the decreasing intensity of 
smaller hot holes.
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The spatial in-plane and axial resolutions can be measured using a point source. Transaxial 
slices were reconstincted using a straight ramp filter from 64 projections, 128 x 128 
matrix, acquired with a high resolution (HR) collimator and 20 cm radius of rotation. 
From the horizontal and vertical point spread functions, the X- and Y-axis FWHM values 
were Circulated representing the in-plane SPECT spatial resolution. Coronal slices fiom 
the same images were generated. The FWHM of the horizontal line spread ftinction for the 
coronal slice represents the axial resolution.
Fig.3.14 shows the profiles (point spread functions) through the transaxitü and coronal 
slices. The X-axis FWHM resolution is equal to 9.4+0.6 mm and the Y-axis FWHM 
resolution is equal to 10.2+0.7 mm. The axial FWHM resolution is eqiuil to 9.6+0.6 mm. 
Both resolutions are in the accepted range. For comparison, tlie planar FWHM resolutions 
for a point soiu'ce in air 200mm ftom the HR collimator acquired in 128x128 matrix are 
shown in Fig.3.15 . The X-tixis FWHM resolution is equal to 8.6+0.6 mm and the Y-axis 
FWHM resolution is equal to 8.8+0.6 mm. As expected, the planar spatial resolution is 
slightly better than the SPECT resolution.
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Fig.3.14 SPECT spatial resolution profiles: a) & b) X-axis and Y-axis in-plane 
point spread functions; c) axial point spread function.
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Fig.3.15 Planar spatial resolution profiles: a) & b) X-axis and Y-axis point spread 
functions.
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CHAPTER FOUR  
CARDIOVASCULAR SYSTEM
4.1 Anatomy
The heai't is a muscular organ composed of two separate pumps/ The left pump 
propels blood to the peripheral organs while the right pump propels blood through the 
lung. The left pump is somewhat more muscuhrr than the right one due to the work 
load required from tliis part and under high pressure. Each pump is composed of a 
tliin-walled atrium and a thick-walled ventricle. The heart is located in the middle 
mediastinum posterior to the sternum and the costal ciutilage of the third, forth and 
fifth ribs and rest on the diapliragm.^ It is enthely enclosed by the pericardium, a 
closed membranous sac with two surfaces. The inner siuface which is in dfrect contact 
witli the myocardium is known as the myocardium while the ptuietal pericardium is 
the name of the outer surface. Both surfaces are lined by serous tissue tmd are 
separated by a thin layer of lubricating fluid.
The heart chambers are composed of three types of muscles : arterial muscles, 
ventricular muscles and specialized conductive and excitatory muscle fibers.^ The 
arterial and ventricular- muscle fibers are striated in the same manner as the skeletal 
muscles. The fibers are arranged in a latticework, dividing, recombming and then 
spreading again. The myofibrils of the cardiac muscle contain actin and myosin 
filaments wlrich inter-digitate and slide along each other while in contraction. 
Furthermore, the cardiac muscles are separated from each other by the intercalated 
discs. On the other hand, the excitatory and conductive muscle fibers contam few
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contractile fibrils and they provide an excitatory and transmission system for rapid 
conduction of the car diac excitatory signal tlnoughout the heart/
The cardiac valves are divided into two types : the atrioventricular valves and the 
semilunar valves (Fig.4.1)/ The former is composed of tricuspid and mitral valves 
that separates the left and right ventricles from the left and right atria, respectively. 
The later are the aortic and pulmonary valves. The aortic valve opens to the aortic 
artery fi*om the left ventricle and the pulmonary valve opens to the pulmonary artery 
from the right ventricle. The leaflets of the mitral valve rue thinner and harder than 
these of the tricuspid valve. The valves are supported by the chordae tendineae, 
attaching their fiee endings to the ventricular* papillary m u s c le s .  ^ 2  The semilunar* 
valves are similar as they are composed of three fibrous cusps.
The period from the end of one hem*t contraction to the end of the next is called the 
cardiac cycle. This cycle consists of a period of relaxation (diastole) followed by a 
period of contraction (systole).^ As the venous blood is collected from the different 
peripheral organs of the body, it enters the right atrium through the superior and 
inferior vena cava. During the right atrial systole and the right ventricular diastole the 
tricuspid valve opens permitting blood to pass from the atria to the ventricle. Right 
ventricular* systole opens the pulmonru*y valve through wlrich blood will pass to the 
lungs in the pulmonary artery, startmg the pulmonary circulation. The pulmonary 
ar tery branches to form the capillaries which cover the lungs at the alveohu* level 
where blood oxygenation takes place.
Oxygenated blood retmns back to tire heart (left atrium) by the pulmonary vein ending 
the pulmonary ch'culation. Left atrial systole propels blood to the left ventricle 
(ventricular* filling phase) through tire nritral valves. During left ventricular systole,
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Fig.4.1 Gross anatomy of tlie heart.'
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blood will be ejected into the systemic circulation as it passes to the artery through the 
aortic valve. As mentioned previously, the muscular structure of the left ventricle and 
also the aortic artery whl eject the blood to the peripheral organs. The elastic fibers of 
the aorta allows it to function as expanding reservoir’ for blood ditring the rapid 
ejection from the left ventricle. The system arteries whl branch from the aorta forming 
the arteries and arterioles wlrich are the major source or resistance. Fiu’themiore, 
arterioles whl further branch forming the capillaries at which tissue perfusion takes 
place. Oxygen and nutrients whl be supplied to the tissues while waste products of 
tissue metabolism will be cohected. Deoxygenated blood whl be collected again in the 
venules, veins and return back to the hear t through the inferior and superior vena cava 
to start the ckculation again.
The nutritive blood supply to the heart is received almost entirely through the 
coronary ch’culation.^ Fig.4.2 shows the ch'culation which starts from the coronary 
sinus of the aorta from which three branches of arteries generate : left coronary ar tery, 
left ch’cumflex artery and the right coronary artery^ The left coronary artery curves 
around and descends towtuds the apex of the left atrium and ventricle and extends to 
the posterior surface of the left and right ventricles. The left chcumflex artery 
provides branches to the posterior surface of the left ventricle. The thhd branch, the 
right coronary artery, extends fr'om the margin of the right ventricle to the posterior 
right AV sulcus. It also branches posteriorly towards the apex along the 
diaphragmatic surface of the left ventricle. After passage through capillary beds, 
venous blood returns to the right atrium tluough the coronary sinus and anterior 
coronary vems. The heart has a special neuroconducting system involving the 
smoatrial (SA) and the atrioventricular- (AV) n o d e s . T h e s e  nodes possess the
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spontaneous ability for self-initiation of a rhythmic cai'diac excitatoiy impulse.
The SA node is known as a natural electiical pacemaker (Fig.4.3). It is located neai' 
the junction of the superior vena cava and the right atiium. This structure is 
responsible for staiting the fiist electiical signed that spreads in the atiial muscles 
causing theh' conüaction. The signal reaching the AV node, located between the atiia 
and ventiicles wül be transmitted to the ventiicles. The V nodes aie composed of 
slow-conducting muscle cells causmg a delay of 0.04s for the tiansmitted signal. The 
current will then be spread tluough a special conducting fibers known as Peiidnji 
fibers that are located on the septum separating the ventricles. These fibers spread 
from the septum to the apex of the heart covering the ventiicles to insure contraction.
4.2 Physiology
Cardiac performance is dependent on three factors : pre-load, after-load and
myocaidial contractility. Pre-load is the ventriculai' blood volume at the end of
diastole 1 or the myocardial cells length at the end-diastolic volume (EDV).^
Sometimes it is expressed as the end-diastolic pressure that fills the ventricle. The
normal values of tire ctudiac chambers and wall tliickness ar e:
EDV Wall Thickness Ejection Fraction
\ Right Atrium 57 ml 2 nun
Right Venuicle 165ml 5 mm 45-60%
Left Atrium 50 ml 3 mm
Left Ventricles 150ml 15mm 50-65%
After-load is the pressure in the arteries leading from the ventricles^ and it is also 
known as the load against which the muscle exerts its contractile force. Contractility
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Fig.4.3 Transmission of the cardiac impulse from the S-A node into the atria 
via internodal pathways, then into the A-V node, and finally through 
the A-V bundles to all parts of the ventricles.’
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is defined as a change in developed force at a given resting fiber length and cardiac 
contractility is the length of cardiac contraction^
Cardiac peifomiance and therefore cardiac output (i.e. quantity of blood pumped into 
the aorta each minute by the heart) is affected by heart rate and strength of cardiac 
contraction. ^  Heart rate is the number of cardiac beats per unit of time which is 70 
beats per minute at normal conditions. It is considered as the major factor affecting 
the cardiac output (C.O.) as during exercise, for exjunple, C.O. increases 2-3 folds of 
the normal value (5.6 L/min.) due to an increase in the heart rate to about 195 
beats/min.^
The function of the myocardial cells depends upon the aerobic metabolic pathways.^ 
The cells extract 70% 0 2 /mL of the blood delivered to the heart which represents 
about 4-5% of the cardiac output. Depriving the cells from O2  for more than two 
minutes will cause total cessation of myocarditti activity. Thus, myocardial hypoxia 
produces coronary artery vasodilatation. The fraction of the cardiac output received 
by the organs are:
Fraction of cardiac output
Organ Rest Exercise
Brain 15% 4%
Heart 4% 5%
Kidneys 20% 3%
Liver 10% <2%
GIT 20% <1%
Skeletal Muscles 20% 70%
Skin 6% 10%
Others 10% 5%
The heart is controlled by the autonomic nervous system that influences the regulation 
of the rate of the impulse formation, the rate of spread of the impulse, depolarization
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and repolarization of the myocardium and the contractility of the cardiac chambers.^ 
The sympathetic nerve fibers supply the atria and ventricles but it dominates over the 
ventricular function. The parasympathetic (vagal) nerve fibers supply the SA and AV 
nodes tlirough which the impulses extend to both ventricles. Sympathetic stimulation 
increases the strength of heart muscle contraction and heart rate while the 
parasympathetic stimulation works vise versa.^ Under normal conditions the 
sympathetic nerve fibers continually discharge at a slow rate to maintain the strength 
of ventricular contraction.
Cardiac excitation signals generate an electric field distributed throughout the body.^ 
This electric activity can be detected using the electrocardiogram. Electrodes will be 
placed on the surface of the body through which the signals will be registered on 
graph paper representing the excitatory and recovery signals. These signals reflect the 
potential differences on the surface of the heart. The normal electrocardiogram is 
composed of 3 waves (Fig.4.4): P, QRS. complex (depolarization waves) and the T 
wave (repolarization wave).^
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Fig.4.4 Events in the cardiac cycle, showing changes in left atrial pressure, left 
ventricular pressure, aortic pressure, and ventricular volume.^
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The impulse is generated from the SA node, pacemaker, and spreads piimaiily to the 
atria through the internodal patliways. This stage representing the atrial depolaiization 
prior to contraction causes the P wave. Conducted signal to the AV node, delayed 
before passing into the ventricles, will be further conducted to aU parts of the 
ventricles through the right and left bundles of Puikinji fibers. This second stage is 
represented by the QRS complex reflecting the ventricuhu' depolarization prior to 
conti'action. The T wave is caused by currents generated as the ventricles repolarize.
4.3 Pathophysiology
43.1 Coronary insufficiency
Tills abnormal state results from insufficient supply of energy in compaiison to the 
demand of the ciU'diac muscles.^ It may be one of the symptoms for coronary 
atherosclerosis, aortic valvulai" disease or cardiac hypertrophy. Coronaiy aitery 
disease sti'ess increases the coronaiy blood flow above normal due to inefficient 
contractile mechanism in the ischaemically damaged myocardium. The perfused health 
cells can overcome this situation by maintaining an adequate contractile state.
Since the coronaiy aiteries penetiate the epicardium and branches into the deep layers 
of the heart, this makes these layers to be most susceptible to coronaiy^ insufficiency. 
This defect can be detected by ST-segment depression on the elecnocaidiogram. 
Heai't congestive failure could be a result of the a synergy of contraction between the 
ischaemic myocaidium and the normal ones.
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4 3 2  Heart failure
Left ventriculai* pump failme without myocardial depression could result from severe 
acute hypertension or sudden minal regurgitation. This is known as after-load 
mismatch in which tlie heai't is fully distended with no ability to compensate as by 
increasing its pre-load. As a result to the clnonic mechanical overload, ventriculai' 
hyperti'ophy and heai't failure develop.
4 3 3  Impaired Cardiac Filling
This abnonnaHty occurs in chionic constrictive pericaiditis in an acute cardiac 
condition. Restrictive ventricular diseases elevate diastolic pressure despite nonnal 
systolic contractile functions of the myocardium. Depressed cardiac filling could arise 
in cases of mitr al and tricuspid stenosis, clots and tumors.
43.4  Intrinsic Myocardial Pathology
Myocardial failure may develop from a group of diseases known as myocai'diopathies 
in which myocardial cells are functionally destroyed, these diseases me classified as 
hypertrophic, dilated and restrictive. Normally, the hemt is capable of increasing the 
cmdiac output by increasing the hemt rate. However, an increase above 170-180 
beat/min. will cause a decline in the cmdiac output. This is due to the shortening of 
the time of diastole and hence time of ventriculm' filling (primarily occurs in the left 
ventricle) and for coronmy blood flow.
In a normal hemt the ejection fraction (end-diastolic volume - left ventriculm stroke 
volume) is approximately 50-60 %. Increased contractility and sometimes increased 
venous return increases both the ejection fraction mid the stroke volume. In the emly
58
stages of heai't failure, the end-diastolic volume and fiber length increases, stroke 
volume mainttiins while the ejection fraction decreases. Decreased ejection fraction is 
an early evidence of ventricular' failure.
As tissue requirements for oxygen increases or supply decreases cardiac output in the 
body whl be redistributed. This redistribution provides blood flow to the brain, heart 
and tissues that are of acute need of oxygen. The ner-vous system will participate in 
solving tlris problem by increasing venous return to the hear t and shifting blood from 
the large venous resei'voiis to the heart, arterial system and active organs. Cardiac 
dilation and myocmdial hypertrophy are compensatory reserve forms. However, thefr 
long-temr effects usually lead to cardiac failrue.
4.4 Nuclear Cardiology
Cardiovascular disease is one of the most common diseases aU over the world. Ischaemic 
heart disease (IHD), wlrich results in high mortality, is the most important type of 
cardiovascular disease.^ In essence, IHD accounts for 25% of deaths from all causes. In 
the last twenty years, cardiovascular imaging wlrich is known as nuclear cardiology has 
grown and become an important part in nuclear medicine.' "^^  The reason is traced to its 
applications wlrich become an important pmt of the cardiologist's diagnosis and 
management. In addition, nuclear' cardiology involves non-invasive investigations. Nuclear 
car diology is a useful tool to evaluate the cardiac function, mechanism and metabolism®'^
4.4.1 Radionuclide Ventriculography
Radionuclide ventriculography (RNV) images the heart motion as a mechmrical pump 
function. It has to face the competition of alternative non-invasive procedures such as
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ulti'asound (US), digital siibtiaction angiography (DSA), computer tomography (CT), and 
magnetic resonance image (MRI).®' °^ There are two fundamental approaches to RNV:
l)fii'st pass angiography, tlris iircludes an intravenous injection of a radionuclide bolus 
(usually ^^ Tc*" in a form of pertechnetate or labelled with other tracer) and sampliirg for 15 
to 20 seconds. By this techirique, rapid imaging, temporal separation of the right aird left 
ventricles, aird transit time measurements tluough the hear t and lungs are possible. The 
high frequency components of the time activity curve are analysed quantitatively (Fig.4.5). 
The radioactive tracer mixes with tire blood and therefore the couirt rate is proportional to 
the ventricular' volume change. Subsequently, both ventricle chamber volumes can be 
measured by selecting an appropriate region of interest,®’^  Special equipment and 
techniques are irecessary to perform such a study. 2)Multigated blood pool radionuclide 
equilibrium (red blood cells labelled with pertechnetate) was initially proposed in 1971 and 
since then widely implemented clinically. This tedurique was a success because the trigger 
procedure depends upon a physiologicttl iirdicator i.e. R wave. Iirtegration of several 
hundreds of heart beats malce the heart visualisation and quantification possible. 
Consequently, the teclinique can assess ejection fraction (EF) and detect any wall motion 
abnormality. Multigated blood pool study results include (Fig.4.6a&b): ventricular 
volume, and therefore global and regional ejection fr action, systolic-diastolic differences 
and stroke volume image, diastolic frlUng, and pixel-by pixel amplitude and phase Fourier 
images. At equilibrium, ventricular' volume is measured on a count-based method. 
Mathematically, the ejection fr action is the portion of the stroke volume counts to tire end- 
diastolic counts, after correction for background counts. Normal left and right ventricles 
have ejection fractions of liigher than 50% and 40%, respectively. Normal end-diastolic 
peak fUling rate is more than 2.5rnL/s.®‘“
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Simultaneously, both RNV procedures can be performed with a same dose using a high 
count rate gamma camera and cardiac function assessment is obtained at either under rest 
or during exercise.
Multigated blood pool acquisition can be obtained by eitlier procedure, single photon 
emission planar or tomography (SPECT). In the later procedure, precise values of LV 
volumes and EF can be obtained.
Table.4.1 shows the estimated absorbed radiation dose with ^Tc“- red blood cells. 12
Table 4.1 The estimated absorbed dose with ^Tc*”- red blood cells.^
The SI unit for absorbed dose is the gray (Gy).
1 Gy = 100 rads
Generic Name: Technetium Tc 99m Red Blood Cells 
Common Name: RBC 
Trade Name: UltraTag RBC
Mode of 
Administration
Radiation
source*
Estimated absorbed radiation dose
Target organ 
740MBq
mGy/ 
20 mCi
rads/,^£
Intravenous Heart Total body 3.0 0.30chambers Spleen 22 2.2
(15.5%) Bladder wall 4.8 0.48Liver (5,57%) Testes 2.2 0.22
Spleen (4.07%) Ovaries 3.2 0.32
Remainder Blood 8.0 0.80of body Red marrow 3-09 0.30
(74.8%) Heart wall 20 2.0Liver 5.8 0.58
Bone surfaces 4.8 0.48
* Assumes non-resting stale and b iological half-life for all organs and whole body o f  63.7  
hours. Assumes patient voids at 2 .0  hour intervals.
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4.42 Myocardial Perfusion Imaging
Assessing the adequacy of blood flow to the myocardium is the purpose of the stress 
myocardial perfusion. Tliis technique is the most widely used in nuclear cardiology. The 
method, which lead to such teclinique, depends upon the fact that the blood flow, at rest in 
the IHD patients, is not decreased until the coronary stenosis exceeds 90% of the luminal 
diameter.^® Wackers^^ states that: the role of physical exercise in myocardial perfusion 
imaging is critical for two reasons: l)stress is essential to create heterogeneity of blood 
flow in myocardial regions supplied by normal versus stenosed coronaiy arteries and 2) 
exercise data provide invaluable information that can influence the interpretation of 
perfusion images. A motorised treadmill or a stationary bicycle can be used to peiibrm 
physical exercise.. For those patients who cannot perfoim physical exercise, 
pharmacological stress represents an alternative means.^ '^^  ^ The inhomogeneity in tracer 
distribution can be detected and visualised either by ^ °^ T1 or ^^ Tc"* labelled agents. Thallium 
has a half-life of 73 hours and emits mainly x-rays at 69 to 83 keV. Only a small amount of 
activity (74-111 MBq (2-3 mCi)) is injected in order to^^^^^^^the absorbed dose.^  ^For 
the last few yeais, several ^^ Tc™ labelled myocardial perfiision agents have been 
introduced. Sestamibi wliich is lipophilic cation, that is sequestered largely within 
mitochondria, is the most common agent. Tetrofosmiii is the other ^^ Tc™ myocmdial 
perfusion agent wliich has the same bio-dismbution of sestamibi.^ ®'^  ^It has been reported 
that both have the same myocardial uptake (about 1.5% of the total dose)^ .^ However, an 
experiment work under the hypothesis that both, sestamibi and teti'ofosmin, have the same 
tai'get-to-nontai'get ratio has been reported in this resear ch. Using either radionuclides, the 
myocardium can be assessed either by planar or SPECT. °^^ T1 and ^^Tc'" absorbed dose me 
shown in Table,4.2 and Table.4.3.^^
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Table 4.2 The estimated absorbed dose with ^®*Ti-chIoride
Generic Name; Thallous Chloride T1201 
Chemical Name: 201 TLCl
Mode of Radiation Estimated absorbed radiation dose
Administration Source
Target Organ mOy/MBq rad/mCi
Intravenous Heart Kidneys 0.32 1.2
Kidneys Thyroid 0.17 0.65
Liver Liver 0.14 0.55
Whole body Heart wall 0.13 0.5
Testes 0.13 0.5
0.12 0.47
Stomach wall 0.11 0.42
Small intestine 0.10 0.38
Large intestine
wall (upper) 0.067 0.25
Large intestine
wall (lower) 0.056 0.21
Total body 0.056 0.21
Table 4.3 The estimated absorbed dose with ^Tc*” Sestamibi
Generic Name: Technetium Tc 99m Sestamibi 
Chemical Name: hexaldsmethoxyisobutylisonitrile Common Name: MTBI, RP-30A 
Trade Name: Cardiolite
Mode of 
Administration Estimated absorbed radiation dose*
Target organ mGy/MBq rad/mCi
Intravenous Large intestine
wall, upper 
large intestine 0.05 0.18
wall, lower 0.036 0.13Small intestine 0.02? 0-1Gall bladder wall 0.018 0.066Kidneys 0.018 0.066Urinary bladder wall 0.018 0.066Ovaries 0.014 0.05Thyroid 0.0063 0.023Bone surfaces 0.0063 0.023Stomach wall 0.0055 0.02Liver 0.0052 0-02Red marrow 0.0046 0.016Heart wall 0.0046 0.016Testes 0.0031 0.01Lungs 0.0025 0.01Breasts 0.0018 0.0066Total body 0.0043 0.016
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Planar imaging
Images are obtained in (Fig.4.7a&b): anterior (ANT), left anterior oblique (LAO) and left 
lateral position. Each view has to be acquired up to 300 kcounts within 5 mins after the 
°^^ T1 injected at the peak of the exercise. Using ^^Tc"' labelled agents, stress acquisition can 
be obtained any time between one and four hours after injection. The redistribution views 
have to be acquired for the same stress imaging time.^^
There are some limitations witliin planar imaging since the coronary arteries are 
superimposed on each other. Equivalently, plantrr imaging has limited features to represent 
disease in specific regions,
SPECT Imaging
SPECT imaging has a distinct advantage over planar imaging. Under computer control, 
the tomographic gamma camera rotates around the patient either in a fomi of step and 
shot or continuous imaging. Typically, 32 images (step and shot) are acquired with 180 
rotation in myocar dial perfusion SPECT imaging. A matrix size of 64x64 is very common 
with a low energy liigh resolution collimator. Reconstruction commands are used to 
generate slices: short axis, vertical long axis and horizontal long axis. Subsequently^ these 
images identify the coronary territories (Fig.4.8a,b,c&d).
Quantifying and visualising myocardial perfusion are best done by polar' maps (BuUseye) 
method^ ** (Fig.4.9). Maximal-count circumlerential prohles of the short axis slices are 
mapped in 2-D, ranging from the apex to the base, in rings on the polar map. The apex 
ring map is centred, wliile the base is peripheried.
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Fig.4.7 Planar images of normal (upper) and abnormal (lower) patients 
obtained with ”^'T1 (5 minutes acquisition duration),
(Sminutes), and teboroxime (1 minute). (Williams KA 1996 in: 
Nuclear Medicine, Vol. 2 pp:717)
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Fig.*f.'7 Tlie Scqucncial images of shon axis slices of ihe left veniricle arc displayed from base to
apex (a). A slice has been divided into 40 sectors of 9 each (b). The maximal-count per pixel 
in each sector (40 values) in one slice has been ploted in circumferencial profile (c). For all 
the slices, a total o f 15 profiles are produced or interpolated. Fifteen Polar co-ordinate 
profiles of a circle of 40 pixels each are produced from rectangular co-ordinate profiles (d). 
Fifteen concentric circles with apex at the center and the at the periphery are displayed as a 
polar map called Bullseye (c). (Produced by Emory University)
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CHAPTER FIVE 
EXPERIMENTAL WORK
5.1 Effect of Physical Factors on Quantitative SPECT: 
Gamma Camera SPECT Spatial Resolution
5.1.1 Introduction
Volume measurement and extraction of the total counts of an organ is one of the 
major purposes of SPECT imaging/'^ There are a number of factors which affect the 
accuracy of the estimation of a source volume. In order to investigate the organ 
volume, the surface boundaries have to be defined. In SPECT, the deteimination of 
the location of the surface boundmy is difficult because of the blmiing of the edges 
with imaging.^ In addition to the other factors, the source is blurred by the limited 
spatial resolution the imaging system.'^
In SPECT imaging, system spatial resolution depends on several variables. These 
include: gamma camera intrinsic resolution, collimator resolution, sampling, back- 
projection filter function, scattering and the image matrix size.^ In essence, SPECT 
spatial resolution is not the same at different locations and depths. Acquisition 
parameters, such as the source to detector distance, will highly affect the resolution. 
Measurement of the spatial resolution which addresses the above mentioned vaiiables 
is reported here.
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5.1.2 M aterials and Methods
Phantom
Six micro hematocrit capillaiy tubes each of diameter 0.45 mm and length of 75 mm 
had been filled with 12.8MBq (345|iCi) of ^^Tc™-pertechnetate; each tube 
representing a line source. The tubes had been fixed in position, using clay, on a 
straight line inside a cylindrically shaped phantom (Fig.5.1.1) of diameter 216 mm. 
One line source (4) was fixed at the centre with two tubes to its side at 57 mm (5) and 
100 mm (6), respectively. The other three tubes were fixed on the other side at 29 mm 
(3), 57 mm (2) and 86 mm (1).
1 2  3 4 5 6V
Fig. 1 The phantom used in the experiment containing the line source 
Data Acquisition
A SPECT system, XRT GE gamma camera, winch has a field of view 500x400 mm 
and is interfaced to a 3200 Starcam computer was used. The phantom was imaged 
before being filled with water using a high resolution colhmator, 128x128 matrix 
(pixel size of 3.2 mm), and a rotational radius of 162 mm. Several images were 
obtained after the phantom had been filled with water using different matrices, counts, 
radii of rotation, axes of rotation, collimators and different filter functions.
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All sets of acquisition data were taken over the same phantom position, which was 
horizontal on the table, with an energy window of 140 keV ± 10%.
Data acquisition parameters are shown in Table.5.1.1.
Table.5.1.1 SPECT acquisition parameters.
No. Attenuator Radius Pixel Width Collimator Time/View Angle No. Views
mm mm s
1 Air 162 3.125 LEHR 15 360 64
2 Ail- 196 3.125 LEHR 15 360 64
3 Air 241 3.125 LEHR 15 360 64
4 Water 162 3.125 LEHR 15 360 64
5 Water 196 3.125 LEHR 15 360 64
6 Water 241 3.125 LEHR 15 360 64
7 Water 162 3.125 LEHR 10 360 64
8 Water 162 3.125 LEHR 5 360 64
9 Water 162 6.25 LEHR 15 360 64
10 Water 162 3.125 LEtlR 15 360 32
11 Water 162 3.125 LEHR 15 180 32
12 Water 162 3.125 LEGP 15 360 64
Data Analysis
Transaxial slices were obtained using a ramp filter. Since it degrades the resolution, 
no low pass filter was used. Energy, Hneaiity and uniformity corrections were apphed 
to the projections (raw images). Misalignment of the raw images was corrected by the 
most recent centre of rotation measurement. A horizontal profile passing tlirough tlie 
point activity on the Transaxial shce was created. For the SPECT system resolution,
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the full width at half maximum (FWHM) was calculated as shown in Fig.5.1.2 using a 
special computer piogium . program applies Gaussian fitting and calculates the FWHM.
max
Fig.2 f ™ m  = X 2-X i
Schematic diagram represents the basic method of FWHM calculation.
5.1.3 Results
The FWHMs were measured for all several acquisition parameters. The results are 
tabulated and shown below in TableS.1.2.
The FWHM in SPECT, which aie measured at different radii of rotation, have 
gradually mcreased as the radius was increased. The effect of collimator resolution is 
very noticeable. The SPECT FWHM increased when the low energy general purpose 
(LEGP) colhmator was used mstead of the one with high resolution (LEHR). The 
resolution deteriorated by 4.0±0.3 mm with the LEGP compared to the LEHR. This 
deterioration will be worst when a 64x64 maliix was used instead of a 128x128. 
Mati'ix size had an effect on the FWHM by 3±0.2 mm more when 64x64 matrix was
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used instead 128x128 matrix. In addition, the FWHMs vai’ied at different spatial 
positions over the detector especially whenever the resolution getting worse.
Table 5.1.2 The measmed FWHM of different acquisition parameters which shown 
m Table 5.1.1 (typical error of ± 0.07FWHM)
Acquisition
No.
FWHM (1) FWHM (2) FWHM (3) FWHM (4) FWHM (5) FWHM (6)
mni mill nun nun mm nun
1 13 13 13 13 13 13
2 15 15 14 15 IS 15
3 17 18 18 17 19 16
4 15 15 15 14 15 15
5 16 17 17 17 16 16
6 20 19 21 19 18 18
7 15 16 15 14 15 14
8 16 15 15 14 16 16
9 20 22 24 20 22 18
10 15 16 IS 15 16 15
11 14 15 15 15 13 IS
12 18 17 19 18 18 17
The attenuating medium (water) increased the FWHM since it attenuates the photons 
and produces scattering. However, The scatter was shown to affect the resolution 
especially at the image centre, because of higher attenuation. In this particular 
experiment the effect due to scattering on the SPECT system resolution, as measined 
as FWHM, was not too significant. Conversely, the fttll width at tenth maximum 
(FWTM) increased significantly. The FWTM was increased by 4.0±0.3 mm when the 
attenuating medium was used.
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The count density did not show an effect on the FWHM especially at the central tube. 
The peripheral tube shows a 1.0±0.07nnn FWHM change only at low count rates. 
The lowest count rate which has been obtained was within that used as a clinical dose; 
of about 8-9 kcounts/s.
The 32 views as opposed to 64 views did not have a significant effect on the system 
resolution. The FWHM did not vary more than l,0±0.07mm when 32 views were 
used instead of 64 views. The same results were obtained when the axis of rotation 
was changed from 360 to 180.
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5.2 Propagation of noise in myocardial SPECT imaging
5.2.1 Introduction
The values horn the reconstructed linages depend upon tlie shape and size of the region of 
interest as strongly as they depend upon true radioactivity concentration. On the other 
hand, it is generally recognised that SPECT imposes very sti'ingent requirements on 
gamma camera uniformity to prevent the occurrence of distortion e.g. ring artefact(see 
SPECT chapter). When considering gamma ctunera energy and spatial resolutions, 
geometric collimator resolution and scattered photons have the most important effect on 
the accuracy and quality of the SPECT images. The collimator choice is an important 
feature of noise manifestation. For example, liigh resolution collimators wliich reduce the 
contribution of scattered photons will improve spatial resolution and therefore reduce 
noise. System resolution is liighly affected by noise, statistical fluctuation and any drift in 
the operating characteristics of the detecting system.
Noise is defined as the unnecessary information wliich contributes towards the image but 
doesn't contribute to knowledge of the signal.^'Image noise can be either random or 
structured. Random noise is caused by random statistical vmations in counting rate which 
determines the image quality. Random noise is related directly to the information density 
i.e. counts per unit area. Structured noise wliich is non-random noise is caused by the 
variations of the count rate response within the object of interest.^ Radionuclide 
distribution as well as system artefacts can also produce structiued noise.
In conventional planar images, signal to noise ratio is given by the average total counts 
over the standard deviation (SD), i.e. the square root of the total number of coimts. For 
example, in an image of 100 counts the signal-to-noise ratio will be 10:1. On the other
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hand, the tomograpMc system could have more noise propagation for the same collecting 
time because of the reconstruction process (see chapter 3).
As stated by Budinger^% noise propagation is related to the shce size, the total counts
collected and the size of the region of interest.
S/N = Mean/SD = ITotal events detectedV'^ (1)
K (number of ceUs)^ "^*
K is a constant wliich was measured by Budinger to be 1.2.
For this puipose, measurement of the noise propagation in the reconstmcted images
acquired by the gamma camera detector has to be assessed for different count density.
The purpose of tliis experiment was to investigate the factors wliich contribute to noise 
propagation in the case of myocardial SPECT imaging.
The aim was to l)confinii the apphcabihty of the Budinger equation in SPECT myocardial 
imaging study and 2) study the effect of system variables and reconstruction algorithm on 
the measured signal-to-noise ratio. Thus, it was attempted to analyse the propagation of 
statistical noise in data ffom phantom measmements in relation to the number of 3-D 
datasets acquired.
5.2.2 Materials and Method
Phantom
The Data Spectrum Cardiac Insert (model 7070) mounted in a Data Spectrum Elhptical 
Phantom (model 2230) (Fig.5.2.1) was chosen since, in reconstructed images, it produces 
different slices which simulate the situation for myocardial imaging. A cardiac phantom 
inserted inside a thoracic elliptical phantom of 6400 mL volume was used. The 
cardiac phantom of 12.5mm wall thickness and 120mL volume was filled with a 
uniform radionuclide of activity of 11.1 MBq (0.3 mCi) of ^^ Tc™ To mimic the
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LUNG INSERT CARDIAC INSERT
m
SPINE INSERT
Fig.5.2.1 The Data Spectrum elliptical phantom is shown with the Data 
Spectrum cardiac insert, lung inserts and a spine insert.
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clinical situation, the background was filled with unifoim ^^ Tc™ activity, 10% of the 
cardiac wall activity. The background consisted of the cardiac chamber of 120mL 
volume and the thoracic cavity of the elliptical phantom. The right and left lungs were 
of 1180 mL and 885 mL, respectively. In order to simulate the lung tissue with 
density ~0.3gm/cm^, lung insert chambers had Styrofoam beads within them.
The SPECT acquisition of the phantom required for this experiment had to fulfil certain 
statistical requirements. A large number of experiments were required to acliieve the 
project aim.
Data Collection
In order to collect several acquisitions with the same parameters, the multigated SPECT 
acquisition program was used with a rhythmic hear t cycle simulator; pulse generator. The 
pulse generator was operated at a cycle rate of 60 beats/min. The program allows the 
acquisition of 32 frames per projection. Each fr ame was saved as a different tomographic 
dataset file. Thus, 32 tomograplric datasets were collected per 180° rotation in a 64x64 
matrix (pixel size = 6.4 mm) at 32 angular samples. To produce different count density 
levels, 3 acquisitions were performed at different times. Phantom as well as gantry and 
table were left in the same position. Acquisition time was preset to 5 beats per projection 
image. From those, nine different datasets of different count density were generated. The 
decay through the acquisition i.e. fr om one acquisition to another was eliminated since all 
32 acquisitions were carried out at the same time. In addition, the decay during the 
projections i.e. the time between first and last projection image acquisition was minimised 
by acquiring for only 5 beats per projection (5 s). Also, the electronic dead time was 
minimised by the use of low count rates and low count density levels. Reconstructed
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images where obtained with several filtering cut-off frequencies. Mid-short-axis slices 
where used to measure the signal-to-noise ratio.
Collimator Type
All the above were acqufred using a general purpose collimator. A high resolution 
collimator acquisition using the same acquisition method was peifomied once at a selected 
count density. Consequently, the results of the measiued signal to noise ratio were 
compared with the general pmpose collimator results at the same count density.
Angular Rotation
Kouris et al 1988^  ^ showed better peak to valley ratio for myocardium ^^Tc'“ RP-30 
uptake using 180° acquisition. Therefore, depending on the angular rotation, image quality 
might vary. Thus, acquisitions of different angular rotations of 180° and 360° were 
performed at a count density of 220kcounts per projection. Analysis of the noise 
propagation was obtained and signal to noise ratios are given below.
Data Analysis Method
After reconstr uction, a region of 483 pixels was created on the mid-short axis slice. Inside
the region, the total counts in each set of the nine collected datasets were recorded. The
noise propagation was considered as the standard error of the metm of the total counts
when the study is repeated with the same par ameters (Budinger & Huesman et al 1977).“
The SD is a standard deviation which can be given by the square root of the variance (S )^
where variance is calculated as tbUowing^^
S^= (2)
n-1
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Wliere n is the sample size and Xi is the sample value of i^ ’ measurement (n = 32 in this 
experiment using multigated). The mean counts will be calculated as the arithmetic mean 
(average) of all 32 count measmements. In tliis experiment, the total number of cells wül 
be assumed as the total number of image elements. The standard error in tlie noise fraction 
will be calculated as^  ^
er = S/n^^
5.2.3 Results
COUNT DENSITY AND NOISE
The noise propagation is related to the total number of detected counts. The fractional 
noise or statistical error will decrease as the total detected counts increase. Mean count 
density was calculated as the mean count inside a selected region. As equation (1) shows, 
there is a linear’ relation between the signal to noise ratio and the square root of the total 
counts. Fig.5.2.2 shows how this linear relation holds and regression fit is displayed where 
most of the values of signal-to-noise ratio show good fit with equation (correlation 
coefficient (r) = 0.96).
FILTER ROLE IN NOISE COMPENSATION
The filter type has a significant impact on the noise propagation in the image. Fig.5.2.3 
shows the signal to noise ratio versus mean count density for different filter cut-off 
fr equencies using the ramp-Hanning filter. As would be expected, the best ratio was found 
with lowest cut-off fr equency of 0.7cycles.miii\ Theie is a clear compromise between 
noise and resolution (Fahey et al. 1992)^ ^^ . Faliey states that the SPECT spatial resolution
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Y = A + B X  
A = -12.43± 3.69  
B = 0.143+ 0.011 
R  = 0.98  
SD  = 2.98, N  = 9 
P  = 3.35  -®
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Fig.5.2.2 The result w flcffs^ow ^a linear relation between (counts)^^^ 
and S/N fits with Budinger equation
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.5.2.3 Effect o f filter cut-off frequency on S/N ratio
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is improved at the expense of sensitivity. However, the spatial resolution and thus the 
overall image quality were not considered in this section (see section 5.1).
COLLIMATOR AND NOISE
The effect of the collimator resolution on the signal to noise ratio was also studied. The 
data acquisition mid mialysis me discussed in chapter 4. The signal to noise ratio for a 
compmlson between high resolution (HR) mid general puipose collimator (GP) me shown 
in Table.5.2,1. The ratios me veiy close to each other for botli collimators. The Budinger 
equation assumed that the signal to noise ratio is better for liigh resolution elements, 
provided the same total counts me collected. The collimator ty i^e clemiy has an effect on 
the resolution of the object under iiivestigation.^^’^  ^ However, these results wliich were 
obtained using different Hmniing filters of 0.7-1.0 mm'  ^ cut-off frequency showed no 
significant difference in measured signal-to-noise ratio. Fuither experiments me required to 
study more fully the influence of the collimator type on the signal to noise ratio, and 
therefore image quality and resolution.
Table.5.2.1 Collimator effect iti signal to noise ratio
RAW PROJECTION 
kcounts
TOTAL 483 PIXEL 
ROI kcounts
STANDAR
D
DEVIATIO
N
SIGNAL TO
NOISE
RATIO
HR 209 68 3.2 21+1.9
GP 220 71 3.1 23±1.7
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NOISE PROPAGATION IN 180^ AND 360^
Reconsti’ucted images for 360° acquisitions were evaluated. The signal-to-noise ratio was 
calculated to be 26±1.3 compared to 23+1.6 for 180° at the same count density.
The noise is approximately 11-12% more when 180° acquisition is used instead of 360°. 
Accordingly, since the heait SPECT images aie usually taken in 180°, the optimising of 
liigher counting statistics of 10% more than usual is recommended. In Chapter 6, section
6.1 discribes the compaiison between 180° and 360° axis of rotation in myocardial 
SPECT.
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5.3 A modîfîed second derivative method to correct for the system 
effect in cardiac phantom determination
5.3.1 Introduction
Since the introduction of tomography, a large amount of work has been performed in 
improving the accuracy of quantitative analysis, to extract for example an accurate 
determination of organ size, lesion volume and wall thickness from single photon 
emission computed tomography (SPECT). In clinical use, an accurate measurement 
of these parameters is most u se fu l/^ 'A lth o u g h  gated-SPECT offers quantitative 
measurement of wall thickening as an indicator of myocardial viability using count- 
based method, it still is affected by the system effect (physical factors).^’^ ’^^ ^
Image quality as well as the quantitation of SPECT reconstruction is affected by 
several physical factors. In essence, the system finite spatial resolution limitation is 
one of the main sources of inaccuracy, in addition to noise, scattering, background 
and a tten u a tio n .A tten u a tio n  removes photons from the projections, while scatter 
adds to the background of the acquired data. Therefore, signal to noise ratios will be 
lower with attenuation and scatter.D econvolution by the point spread function 
(PSF) is the main method which has been applied to correct for the system effect at 
the clinical level.
Spyrou NM 1993^^ has mentioned the factors that affect the imaging system 
performance. Spyrou NM had also pointed out the methods which can be followed to 
measure the system response. In addition, mathematical derivation to extract 
different values for the system spread function had been discussed.
87
In this work, several physical factors that affect the cardiac SPECT study are 
addressed: scatter, background, matrix size and attenuation. A new method to 
measure the wall thickness without the effect of these factors has been applied. The 
method shows that the total system effect including limited spatial resolution was 
reduced.
5.3.2 Theory
The performance of an imaging system can be evaluated by comparing the input to 
output signals and is expressed as the modulation transfer function (MTF). In an 
ideal system this MTF should always be unity. Within an imaging system, the MTF 
varies with the spatial frequency
Hillel and Hastings 1992 demonstrated how a typical count-density profile through a 
surface of a hot image wall (Fig.5.3.I(a)).^’ In Fig.5.3.1(b), the first derivative of 
the edge spread function (ESF) represents the PSF. Defining the edge as the point 
maximum negative count-density gradient is, as demonstrated in Fig.5.3.1(c), 
equivalent to specifying the position along the profile at which the second derivative 
{d^l/ÔK) passes through zero.^’
In addition, Hillel and Hastings demonstrated that a uniform background would not 
affect the position at which the structure’s edge is detected using the second 
derivative method profile which is shown in Fig.5.3.2.^^ Indeed, the location of the 
edge is independent of structure-to-background image contrast.
Fig.5.3.3 shows experimentally how the LSF can be obtained as well as the 
unsharpness measured in the presence of a background. At both opposite edges of a 
line source, edges will be at the zero crossing when the second derivative of the LSF
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No background
Displacement (x) along projection
Fig.5.^1 Profiles across a structure’s edge showing (a) raw count data, (b) 
first derivative, and (c) second derivative.
 Sccond-dcrivativc
- — 50% Threshold
Background
Background
Fig.5.2.2 Profiles across a structure’s edge showing the location of the 
threshold (50%) and derivative boundaries for the case of (a)no 
background, (b)uniform background in planar and (c)in SPECT.
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Fig.5.3.3 Unsharpness experimental measurement with uniform background.28
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is applied. To know the system modulation transfer function (MTF), unsharpness has 
to be measured in order to apply the following equation 
MTF„ = l/(4it^u^v^) (3)
where v is the spatial frequency and u is the un-sharpness.
The intention is to produce an algorithm for reducing the unsharpness which in turn 
will improve the system MTF.
Therefore, the aim here is to develop the second derivative method to correct for the 
system effect e.g. scatter and finite spatial resolution. There is a possible approach to 
producing an algorithm that can be used to eliminate the unsharpness by second 
derivative considerations. Simply, the second derivation of the profile is a sharp 
profile with negative values. In order to maintain the count-density distribution, the 
profile multiplied by the values obtained from the second derivative will enhance the 
original profile thus reducing the unsharpness (section 5.3.4).
5.3.3 Materials and Methods
Phantom
A cardiac phantom which was inserted inside a thoracic elliptical phantom of 6400 
mL volume was used. The cardiac phantom of 12.5mm wall thickness and 120 mL 
volume was filled with a uniform radionuclide of activity of 11 IMBq (3mCi) ^^ Tc*". 
To mimic the clinical situation, the background was filled with a uniform ^^ Tc*” 
activity of 10% of the cardiac wall activity. Background consisted of the cardiac 
chamber of 120 mL volume and the thoracic cavity of the elliptical phantom. The 
right and left lungs were of 1180 mL and 885 mL, respectively, and had Styrofoam 
beads within them.
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Imaging
The data were acquired on a GE XRT SPECT system. The phantom was centred on 
the middle of the table at the camera’s axis of rotation. SPECT step-and-shot 
acquisitions of 360° and 180° at two different matrices, 128 and 64, of simultaneous 
dual image of two different energy windows, 140 keV and 115 keV, were obtained. 
The zoom factor was 1.0 to produce an image of 3.2mm picture element on a 128  ^
matrix. A low energy general purpose collimator was used. The scan time was 10 
seconds per projection in both acquisitions. In order to represent the low count 
imaging, count per pixel was less in the case of the 128  ^matrix since the acquisition 
time was the same. The radius of rotation was 200 mm. The axis of rotation was 
360° where 64 projections acquired. Thus, 32 views were obtained within 180° axis 
of rotation since it was extracted from 360°.
Data Reconstruction
Reconstruction of the collected data was carried out as follows: l)with and without 
attenuation correction, 2)with and without scatter correction where the scatter 
correction was applied to the raw data as well as the reconstructed images, and
3)with and without background. In all cases for both 128 and 64 matrices, the ramp- 
Hanning filter of 0.8 cyclesActm was applied. Attenuation corrections of different 
values for photon linear attenuation coefficients, 0.012mm'^ and 0.0 15mm'\ were 
used. In addition, attenuation correction using non-homogeneous map which was 
created from the scattering image was used (results are mentioned in section 5.4.5). 
Using the oblique GE reconstruction protocol, short axis and long axis slices were 
obtained.
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Data Analysis
Short axis slices were used to measure the regional wall thickness. Horizontal and 
vertical profiles were generated passing through the mid of each slice. Mid cardiac 
slices were chosen for this investigation. The profile data were entered into a 
computer program called ‘Origin’. T h e  full width at half maximum (FWHM) was 
taken as the wall thickness measurement. The second derivative of each profile was 
created. Then the negative of the second derivative values multiplied with the profile 
points, point by point. The resulting profile was used to determine the FWHM and 
extract the wall thickness. FWHM was extracted from the profiles after fitting (10- 
12 points) with integral and Gaussian distributions. Integral fitting was considering 
all the points at two profile edges, left and right, starting from the maximum point.
5.3.4 Results
The profiles demonstrating the new method of correction are shown in the following 
figures (Fig.5.3,4-6). Fig.5.3.4 shows the profiles which pass through the mid short 
axis slices of the uncorrected as well as the scatter corrected images. Fig.5.3.5 
shows the second derivative approach of the previous profiles of the 128  ^ matrix 
(pixel size of 3.2mm). The multiplication of the negative value of Fig.5.3.5 by 
Fig.5.3.4 is shown in Fig.5.3.6 The scatter correction, the background correction 
and the attenuation correction profiles of 64^ matrix are shown in Fig.5.3.7. These 
profiles were corrected by the modified second derivative method (Fig.5.3.8). The 
summary of the profiles data is listed in Table.5.3.1 The improvement in FWHM 
after applying the method was more than 10mm (from 23.1+1.2mm into
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12.9+0.8mm) when the 128 matrix was used. Same results were obtained from the 
integral fitting of uncorrected as well as the scatter corrected images (13.0+0.6mm). 
The full energy photopeak profile of the cardiac SPECT phantom compared to the 
modified second derivative method profile is shown in Fig.5.3.9.
Table 5.3.1 FWHM measurements with and without correction using the 
modified second derivative method.
FWHM of 128^ profile in m FWHM of 64 profile i
no corr correction mm
no corr correction
Uncorrected imag 23+T2 13.0+0.6 25±1.4 14.2+0.6
Scatter corrected 20±1.0 12.6+0.6 22+1.1 12.7+0.6
Att. corrected 23+0.7 13.0+0.6 25+0.8 13.6+0.6
BKG corrected 20+1.0 11.4+0.5 23+1.2 13.0+0.6
Correction was with the modified second derivative method 
The results was always 13+0.6mm witli integral fitting
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5.4 Compensation for Scatter and Attenuation in Planar Images 
and Cardiac SPECT Reconstruction
5.4.1 Introduction
A primary task of single photon emission tomography is the quantitation of 
radionuclide distribution/^'^'^ The accuracy of image quantitation is decreased as a 
result of attenuation and scatter/ '^"*^ In the case of 10% energy FWHM resolution in 
which a 20% imaging window is used, scattered photons travel in directions which 
allow them to pass through the collimator are detected. However, the collimator 
efficiency, which defined as the fraction of y-rays striking the collimator that 
actually pass through to the detector, is typically few percent or less. Despite that, 
scattered photons up to a scattering angle of 53° can be detected as true signals. 
These photons will have energy of 126 keV according to:"*"^
E,, = Ey[l+(EyO.511)(l-cos0)] 
where Eg and E^g are incident and scattered photon energies in MeV, respectively, 
and 0 is the scattering angle.
These scattered photons are included in the acquired image and degrade the quality 
as well as the accuracy of quantitation. For this purpose, several scatter correction 
methods were introduced in SPECT. These may be classified as: l)measurement 
corrections"^^’"^ "^'^  ^ e.g. by analysis of energy spectra, 2)modelling cor rec t ions^e .g .  
by using the point spread function or 3)computational correction'^^ e.g. by using dual 
energy window method which uses the equation: Csc=Cp-^Cs where Csc is the scatter 
corrected counts, Cp and Cg are the photopeak window and scatter window counts.
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respectively, and k  is the scatter mul t ipl ier .Yanch et al 1990^  ^ recommend values 
of 0.5-0.81 for k. In order to obtain the proper scatter window to subtract, k  will be 
set to 1 in this experiment.
Other correction methods have been suggested but these are not possible and are 
difficult to implement within the recent available commercial gamma camera 
computer system e.g. Klein-Nishina energy corrections.^^ When these various 
correction methods are applied, improvement of contrast and quantitation accuracy 
in the images has been reported. For the most widely used correction method namely 
subtraction in the dual windowed-energy, the results which are published vary in 
their success. Deconvolution by a point spread function of the system is subjected to 
the spatial variance in the system response.
Photon attenuation degrades image quality and quantitation measurements, 
particularly in the case of non-isotropic conditions. One of the major limitations for 
quantitation accuracy is lack of compensation techniques for a t t e n u a t i o n . S i n c e  
the heart is surrounded by other organs of varying density, compensation for 
attenuation is required in order to obtain an enhanced i m a g e . T h e  methods of 
attenuation compensation commercially available assume uniform attenuation within 
the body for different depths. These methods are not very effective to improve 
myocardial SPECT imaging particularly in the case of breast or diaphragm 
attenuation.^^
Phantoms used in nuclear medicine have more uniform attenuation than the human 
body especially the cardiac phantom. It has been demonstrated that a nonisotropic 
attenuation correction map can be obtained from transmission data using an external 
radiation source, for example, by Recently an alternative method has been
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introduced in which the correction map is obtained from lung SPECT data using 
MAA-^^Tc"' (macro aggregate a l b u m i n ) . I n  clinical practice, these methods are 
difficult to be achieved and utilised as nonisotropic (non-homogeneous) attenuation 
correction maps.
In this work, a new method of nonisotropic attenuation correction has been tested. 
The method depends on the scatter-to-peak ratio which increases with attenuation.
5.4.2 Objective
1)To evaluate the effectiveness of the subtraction of the dual-windowed energy at 
different scattering windows.
2) Propose new methods for correction of attenuation and scatter using the dual­
windowed energy and the second derivative method in planar and SPECT images.
3)To compare between the dual-energy subtraction and the new correction method.
4)To evaluate different attenuation correction methods applied to the image.
5.4.3 Theory
When photons interact with the Nal(Tl) crystal detector in the gamma camera the 
resultant energy and spatial spectra exhibit a characteristic Gaussian distribution 
where the FWTM/FWHM-1.83. Both energy and spatial resolutions are represented 
by the FWHM of that distribution. In addition, FWTM can indicate the improvement 
towards scatter reduction since the scattered photon component is highly distributed 
at the lower part of the spectrum distribution (Fig.5.4.1a,b&c). For such a 
distribution, the second derivative method can define the object edges from the 
spectrum at the zero crossing. The normalised new profile of negative second
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Fig.5.4.1 Energy distribution, a)without scattering medium, b)with scattering 
medium and c)a and b overlapped
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derivative values is narrower in width at both FWHM and FWTM of the energy or 
spatial distribution and thereby corrects for the factors which degrade the 
quantitation.
For attenuation, it has been assumed that most of the scattered photons from a given 
volume element within the patient can be detected within a window between 126keV 
and 130keV for 140keV of 20% window (Kacperek 1977 and Awdeh 1990)^^’^ .^ 
Scattered photons, which might increase while photopeak decreases when an 
attenuating material increases, can be used as a good compromise for substituting the 
missing photons, attenuated, concerning their spatial distribution. Therefore, the 
factor of a scatter-to-peak ratio can be used to correct for attenuation after scatter 
correction.
Alternatively, it has been demonstrated that a wall spread function is wider than 
normal in more attenuated scatter image since unsharpness is larger (5.3.2). The 
modified second derivative of such a profile will improve the distribution towards 
higher statistics than a narrower profile of the same thickness. A multiplication of 
both profiles, photopeak and scatter after modified second derivative method 
correction will compensate for attenuation (see section 5.4.4&5).
5.4.4 Materials and Methods
Two tubes of diameter 1.2mm and length 100mm were filled with ^^Tc” of specific 
activity, 185MBq/mL (5mCi/mL). The tubes where placed at 100mm from the low 
energy general purpose collimator. One had air and the other had water as an 
attenuation medium. In addition to the photopeak image, several images were taken 
with different Compton energy windows. The photopeak image was acquired for
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300kcounts, and time was recorded. The rest of the images were acquired for the 
same imaging time. A matrix of 128x128 size was used to give a pixel size of 
3.2mm. A profile passing through the middle of the tube image was created for each 
image. The second derivative method was applied at each profile and then multiplied 
by the negative of the normalised factor. As a result of the second derivative 
function, pixel values below zero were set to zero. For all profiles either created or 
original, FWHM and FWTM where measured.
A clinical myocardial SPECT images were obtained. The patient had a stress gated 
SPECT and a rest non-gated SPECT. The latter was acquired using dual energy 
windows. Scatter correction images were obtained using dual-energy subtraction at 
pre- and post-reconstruction. An attenuation corrected SPECT image was obtained 
by multiplying the normalised data of scatter-to-peak ratio with the scatter corrected 
image. In addition, data obtained from 5.3.3 using a cardiac phantom and 3.3 using a 
Jaszczak phantom were analysed to demonstrate the effect of scatter and attenuation 
in SPECT images whereas the same methods were followed.
Using the modified second derivative method to correct profiles, attenuation 
correction were obtained by multiplying corrected photopeak profile (after scatter 
correction) with the corrected scatter profile.
5.4.5 Results
Fig.5.4.2 shows the spatial profiles of the planar image with and without a scattering 
medium (water) acquired with a 20% energy window at the photopeak. The profile 
of the image with a scattering medium (FWHM=10.2+0.5mm) is shown wider than 
that obtained without scatter (FWHM=8.4+0.4mm). A similar result was found using
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a 15% window (Fig.5.4.3), The scatter distribution was the same at FWHM 
(10.0+0.5mm) and slightly less at FWTM (21.4+1.4mm compared to 23.8+1.6mm) 
(Fig.5.4.4)
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In Fig.5.4.5 the profile distribution of a planar 20% window image after the dual­
energy window scatter correction demonstrates an improvement (FWHM=
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8.7+0.4mm) compared to the one with a scattering medium and shows similarity to 
the image with no scatter. The scatter window was 20% for 114 keV.
Fig.S.4.6 demonstrates the effect of the modified second derivative method 
(FWHM= 3.6+0.3mm) on the correction of the distribution compared to the dual­
windowed subtraction. Fig.5.4.7 illustrates the second derivative procedure applied 
to no scatter, scatter and scatter corrected profiles.
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Using scatter-to-peak ratio method, Fig.5.4.8 shows the attenuation corrected profile
of a planar image which has a maximum count (10696 counts) similar to the profile
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of the image acquired with no scattering medium (10737 counts). The images were 
corrected for the scatter before attenuation correction had been applied. Fig.5.4.9 
demonstrates the effect of the scatter when attenuation correction is applied with 
(FWHM=8.4+0.4mm) and without (FWHM=9.8+0.5mm) scatter correction.
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Table 5.4.1 shows FWHMs and FWTMs measured from different profiles. In 
comparison with the other profiles, it should be noted that the FWTM for an image 
with a scattering medium and a 20% energy window was significantly wider; 
23.8+1.6mm. However, the method could not succeed in measuring the object more 
accurately since the object thickness was 1.2mm much less than one pixel size. 
However, more sampling (256^ matrix) would be useful.
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T ab le .5 .4 .1  The profiles FWHMs and FWTMs measured in mm
FWHM FWTM
l)Full energy photopeak of 20% (126-140keV) in air 8.4+0.4 17.9±1.1
2)Full energy photopeak of 20% in water 10,2+0.5 23.8+1.6
3)Full energy photopeak of 15% in air 8.5+0.4 18.1+1.3
4)Full energy photopeak of 15% in water 10.0+0,5 21.4+1.4
5)Scatter corrected of (2) for 5% window 9.1+0.4 18.0+1.2
6)Scatter corrected of (2) for 20% window 8.7+0.4 18.0+1.2
7)System correction by second derivative 3.4+0.3 11.2+0.8
method on profile of 20% window in air
8)System correction by second derivative 3.6+0.3 11.3+0.8
method on profile of 20% window in water
9)System correction by second derivative 3.2±0.3 11.0±0.8
method on profile of scatter correction
After settling the appropriate scatter window (20% of 114 keV) to be used for 
subtraction, scatter correction in the myocardial SPECT patient by the dual-energy 
window subtraction method shows identical images for prior (FWHM=25.6+1.0mm) 
and post SPECT reconstruction (FWHM=25.6+1.5mm) (Fig.5.4.10). This is also 
demonstrated by the similar profiles of scatter correction prior (FWHM=
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25.9+1.0mm) and post (FWHM= 20.9+1.0mm) reconstruction of the cardiac SPECT 
phantom (Fig.5.4.11).
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Fig.5.4.10 Images of the scattered image o f full energy photopeak and scatter 
correction prior and post reconstruction using 20% window for 114 keV.
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Fig.5.4.12 shows the effect of the attenuation correction method obtained by 
multiplying the normalised scatter-to-peak ratio prior to the reconstruction. Since the 
scatter which has been obtained was within a 20% window o f 114keV, the wall of 
attenuated corrected image is wider than the original image. Because o f the clinical 
facility, it was not possible to obtain an energy window o f 126-130keV. However, 
the attenuation correction image shows an improvement of the myocardial inferior 
wall which was subject to the diaphragmatic attenuation. Fig.5.4.13 shows results
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Fig.5.4.12 Images of scatter full energy photopeak, scatter correction prior and 
attenuation correction using scatter-to-peak ratio and the available uniform 
attenuation correction protocol.
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obtained in post reconstruction images of the cardiac SPECT phantom. The profiles 
are compared to the uniform attenuation correction of 0.012mm'^ and 0.015mm ' 
attenuation coefficients. The results were improved when the proposed method was 
followed accurately and the scatter window was 126-130keV (Fig.5.4.14). The 
images where corrected for scatter using the dual-energy window subtraction before 
the attenuation correction had been applied.
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Fig.5.4.14 Images of Phelps phantom for the cold and hot lesions. Attenuation 
correction using scatter-to-peak ratio (upper) with and without 9-points 
spatial filter compared to (lower) with and without uniform attenuation 
correction.
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Fig.5.4.15 shows the spatial profile of the scatter image of the cardiac SPECT 
phantom and the profile of the modified second derivative method. Using the 
modified second derivative method, peak of larger attenuated wall (lateral) is shown 
greater than the peak of septal wall (Fig.5.3.9), Scattering effect on the attenuation 
correction using the modified second derivative method is demonstrated in 
Fig.5.4.16, The profile of attenuation correction using the modified second 
derivative method compared to the profile of GE uniform attenuation correction is 
demonstrated in Fig.5.4.17. The FWHM was 22.2+0.7 and 11.2+0.6, and the 
maximal count was 1845+364 and 2583+258 for GE uniform attenuation correction 
and the modified second derivative method, respectively. In addition, the peak-to- 
peak (septal-to-lateral) ratio was 0.86+0.02 using the modified second derivative 
method and the peak-to-peak (lateral-to-septal) ratio was 0.75+0.02 using the GE 
protocol.
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5.5 Discussion
In SPECT quantitative analysis, the influence of finite spatial resolution on object 
size cannot be ignored. Kojima et al,^  ^ have shown that the measurement of the 
organ (object) counts is proportional to the organ (object) size, whenever the organ is 
smaller than 2.5 times the system FWHM. This phenomenon is well known as the 
partial volume effect; the apparent concentration is lower on the smaller object than 
larger despite of containing the same concentration. All the detection techniques 
have shown an overestimation of volume at low volumes; results of partial volume 
e ffec t .T h e  SPECT system resolution is related with the object (organ) size. The 
relative count ratio (detected to real) is almost 1.0 when the organ (object) size is 
greater than 2.5 times the FWHM.^  ^ However, the recovery coefficients are smaller 
when the system resolution is improved. In order to minimise the partial volume 
effect, the system resolution has to be optimised hence the factors which impose 
resolution limitations can be eliminated. Hoffman et al, °^ have stated that the loss in 
the quantitative information in emission computerised tomography images for a 
small object could be a significant source of error. In addition, recovery coefficient 
values were in good agreement with those values calculated for a gaussian line 
spread function.
Among the major factors that affect the system resolution and therefore the volume 
estimation is the pixel size.^  ^ It has been shown in this experiment that the smaller 
pixel size preserves the system resolution (FWHM was 21.0+2.1mm compared to 
14.8+0.4mm at radius of rotation of 16.2mm). In essence, the sampling has to be 
within a pixel size smaller than one third of the FWHM as mentioned by Sorenson 
and Phelps.’ Clinically, improvement of SPECT quantitation by eliminating the
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effect of system resolution can be achieved by using a large matrix size. In SPECT 
quantitation, especially when the thresholding method for edge detection is in use, 
finer voxel will results in more accuracy in defining the organ volume or size since a 
small (fine) area will be calculated as either as an organ part or as neighbours part. 
Subsequently, the error because of the pixel size which either to be included or not 
according to its activity level will be less.
The other major factor which affects the resolution is the collimator resolution. It has 
been shown in our experiment that FWHM has increased by 3.0+0.2mm when a 
LEGP collimator (FWHM=17.8+0.75mm) is used instead of LEHR (FWHM= 
14.8+0.4mm). Because of its geometrical construction, the LEHR collimator will 
remove more scattered photons than LEGP. The physical difference between LEGP 
and LEHR is mainly the septal width or length which they are more in the LEHR. 
Therefore, the planar resolution is improved. In essence, the system resolution 
consists of the intrinsic resolution and collimator resolution (see Eq. 2.8 p:21)!®'^ ® 
Moreover, the other major cause of resolution deterioration is the radius of rotation. 
It has been well demonstrated that the FWHM increased by 4.0+0.3 mm as the radius 
was increased. The source-detector distance will affect the planar resolution and 
therefore the system SPECT resolution.’ The total collected counts mainly of 
photopeak energy will be improved using a shorter source-detector distance. 
Therefore, the system sensitivity will be improved, which will lead to better signal- 
to-noise ratio.
In SPECT, scattered photons which decrease the image contrast will affect the 
resolution. In this experiment, the effect of scattered photons from the attenuation 
has increased the FWHM by 2.0+0.1mm and the FWTM by 4.0+0.3mm. Under
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realistic clinical imaging, the scatter cannot be ignored since different attenuated 
organs will contribute for more sophisticated scattering. Unfortunately, scattering 
cannot be avoided in the human body in EC T. As mentioned in the other section of 
this chapter, the scatter correction can be applied using either the windowed 
subtraction method or the deconvolution of the raw images by a point spread 
function (PSF) which has to be obtained appropriately/^ This operation is highly 
recommended to improve the SPECT quantitation. In addition, the scattered 
corrected images are qualitatively superior to undeconvolved images.’’’^ ’
The number of projections over the axis of rotation have shown a minimum effect on 
the spatial resolution. The FWHM is increased by 1+0.1mm when angular sampling 
o f 32 images instead of 64 on a 360° axis of rotation. However, qualitative 
improvement is expected within a larger sampling number since the volumetric 
sensitivity is increased. Under realistic clinical imaging, the effect of angular 
sampling on resolution will tend to be higher.’ On the other hand, the axis of rotation 
of 180° (FWHM= 14.5+0.8mm) over 360° (FWHM=14.8+0.4) had similar results. 
Under a certain realistic body components, the attenuation will be much higher from 
one side compared to the other which might cause a major deterioration in the 
SPECT system resolution. However, the heart will not be affected by this factor 
since it is situated slightly towards the left side of the body. In this experiment, the 
edge tube had a FWHM of 13.0+0.9mm when 180° axis of rotation is used compared 
to 14.0+1.0 with 360°. Even so, 180° axis of rotation will be more suitable for heart 
imaging than 360.^’
In conclusion, the high system resolution which depends on technical parameters has to 
be used in the clinical work since the quantitation accuracy will be improved.^^
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Equivalently, correction of scattering and attenuation using an appropriate method will 
improve the SPECT quantitation accuracy/’
Noise, random and structural, can highly degrade the image quality by adding to the real 
signal. '^  ^This effect, noise, is a noticeable feature of SPECT imaging. However, there has 
been little study of its behaviour in myocardial SPECT imaging. It was the aim of this 
project work to study the noise propagation in reconstructed images in a cardiac phantom 
after filled with a uniform source. In the human myocardium, the noise is expected to be 
more since it is accomplished with the 3-D myocardial motion.
If statistical noise is to be minimised a large number of counts must be acquired. In this 
study, the decrease of noise was demonstrated when the total counts have been increased. 
In clinical practice, longer acquisition time might increase the possibility of patient 
motion. Recently, introduction of the multi-head gamma camera which has high
volumetric sensitivity will contribute for higher statistics at the same single-head
* •. • • 62acquisition time.
Another issue relating to error propagation is that high-frequency random noise and 
structural noise are maximally amplified by the ramp reconstruction filter. However, a 
smoothing filter (e.g. Hanning and Butterworth) of low frequency cut-off (between 0.7- 
1.0 mm‘ )^ will have a gi eat effect in dampening the noise.^ "^  A major source of structural 
noise i.e. artefactual noise is gamma camera non-uniformities. As mentioned before, 
small difference in uniformity in SPECT gamma camera may result in the characteristic 
artefact. A uniformity correction file which should be acquired for at least 10,000 
counts/pixel (128x128 matrix of 3mm pixel size) must be applied for SPECT image 
before reconstruction.(see 3.3.3)
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In addition, if the PMTs in the gamma camera are not well designed, against magnetic 
field gain drift, the image can be distorted which leads to further artefacts. This effect can 
lead to significant effect in SPECT images as the error propagates in the reconstruction
65process.
The experiments have shown that: l)the Budinger equation is applicable to the data from 
myocardial SPECT. 2)High counts have to be collected in order to improve the image 
quality in dampening the noise. 3)A high resolution collimator is recommended for better 
resolution since the signal to noise ratio has minimum effect. 4)Filtering has an important 
role in dampening the noise. A filter of 0.7cycles/mm is recommended when myocardial 
SPECT is concerned. 5)When angular sampling of 180° compared to 360° in myocardial 
SPECT is used, 10-20% more counting has to be collect in order preserve same signal- 
to-noise ratio.
SPECT images are affected by the system effect. The experiment of the myocardial 
phantom has shown that a more accurate measurement of the wall thickness is 
possible. The modified second derivative technique shows that the effect of the 
system can be reduced. The wall thickness of the phantom was measured within a 
minimum error of +0.61mm indicating the effectiveness of the new method applied. 
To date, no corrective method has been shown to recover the true image information. 
In our presentation, no corrective method has been applied to the image. However, 
the quantitation from the profiles which were generated from the images are 
corrected to an extent which make the results more accurate. Work is currently under 
way to implement a full corrective procedure to the image.
Scatter correction alone resulted in improvement of the quantitation (3.0+0.2mm) 
and background correction was shown to have similar results When the scatter is
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removed from the full energy photopeak image, the region of radioactivity appears 
to be smaller due to the curtailment of the edge. Subsequently, implementation of the 
above method resulted in a more clear edge position and therefore a better wall 
thickness determination.
The system finite resolution effect, and therefore the partial volume effect, is the 
main source of such inaccuracies. As reported by Kessler et al 1984,^  ^ the system 
cannot measure accurately a wall which is smaller than the 2.0 FWHM. 
Deconvolution was one of the methods to correct for the system effect. Although 
the modified second derivative method does have an error (13.0+0.6) in such a 
correction, the measurements shows some accuracy towards exact results.
This study shows that when the modified second derivative method is used to 
determine organ thickness, irrespective of whether attenuation, scatter and 
background correction is applied, the thickness measurement obtained is dependent 
on the actual thickness provided sufficient counts are acquired.
Luo et al 1995, who used the Monte Carlo technique to investigate the dual-energy 
window scatter, demonstrated that the activity quantitation which ignores scatter 
correction while using scatter-free camera calibration, yields errors as large as 18.2% 
even with no background. In addition, they showed that the quantitation is less 
sensitive to window changes with the scatter-multiplier method than with the split- 
photopeak correction method. The error which was given within the scatter 
multiplier was less than 9%.
In this work, it has been shown that the new method can give a good correction for 
the imaging and system effect: spatial resolution, scatter and attenuation. There was 
an improvement in the quantitation of the activity distribution (FWHM improved
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from 10.2+0.5mm to 3.2+0.3mm). The new method is independent of the system 
spatial and energy stability.
The improvement of resolution at FWHM and, especially, FWTM has been shown 
clearly. More precisely, FWTM resolution values through 100mm of water 
compared to the values that were obtained in air illustrated the effectiveness and 
efficiency of the modified second derivative method (FWTM improved from 
23.8+1.6mm to 11.0+0.8mm).
Floyd et al 1984^^ and Yanch et al 1988’^^ obtained good scatter correction in SPECT 
by deconvolution of the point spread function prior to reconstruction. Despite this, 
Yanch et al 1990^^ recommended the dual energy window scatter correction method 
because of the difficulty in the implementation of other techniques with the recent 
commercially available computer system.
On the other hand, Pretorious et al 1993’° stated that the full energy photopeak 
channel ratio method can be easily implemented and produces accurate results. 
However, Haedemenos et al 1992’  ^stated the 0.5 keV shift and distortion introduced 
by the 360 angular sampling could affect the calculation of channel ratio method by 
10% and 5%, respectively. King et al 1992"^  ^ introduced a dual-photopeak window 
for scatter correction based on an identical data acquisition method but different data 
processing algorithm. A scatter estimate image was obtained which, after low-pass 
filtering, was subtracted from the total image to yield an estimate o f the primary 
photon image. Since the new correction method is applied to the profile for accurate 
quantitation, it has no effect on the counting statistics. However, the method of 
Pretorious et al’° suffered from a decrease in the counting statistics which would lead 
to a deterioration in the image quality.
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In this work, it has been demonstrated that the scatter correction in myocardial 
perfusion SPECT using the dual-energy subtraction technique can be performed 
either prior or post reconstruction. Both procedure, prior or post, has the same 
FWHM which was measured to be 20.9+1.0mm.
Since part of the work was applied to planar images to indicate the effect within the 
SPECT images, the result is comparable to the results demonstrated by Mas et al 
1990'^\ However, the attenuation correction method proposed in this study shows an 
improvement in the statistics. The result was 1845+364 counts using uniform 
attenuation correction protocol compared to 2583+258 counts using the proposed 
method.
Ljungberg and Strand 1991^’ applied Monte Carlo analysis to determine the 
distribution of the scattered photons to be used for attenuation correction. In their 
study, the effect of the scatter removal before attenuation correction was 
demonstrated. They recommended that a proper scatter correction technique should 
be applied. In this study, the same effect of the scatter removal has been illustrated. 
The FWHM improved from 9.1+0.4mm with 15% Compton energy window to 
8.7+0.4mm with 20% Compton energy window. Also, attenuation correction shows 
a high improvement of the counting statistics which is not the case for other studies 
following scatter removal. In addition, the proposed method depends on the spatial 
domain scatter distribution and is an alternative for the non-homogeneous 
attenuation correction map which needs an extra imaging technique. In cardiac 
SPECT imaging the non-homogeneous attenuation correction map is 
r e c o m m e n d e d . T h e  homogeneous method that has been used in case of an 
excessive attenuation due to breast or diaphragm was not useful. In such a case, the
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non-homogeneous attenuation map has to be used. For this purpose, further studies 
have shown the effectiveness of the proposed attenuation correction method. A non- 
homogeneous attenuation map can be obtained from a transmission measurement.^’ 
Such a method is not available in most nuclear medicine systems. Wallis et al 1995^^ 
carried out an attenuation correction in cardiac SPECT without a transmission 
measurement. In that investigation, dual SPECT studies with two different agents 
were used. Patient was subject to additional SPECT study with additional dose 
administered.
Liang et al 1992^° demonstrated the convolution method as a model for attenuation 
correction of the point spread function at different depth and source-detector 
distances. In their work, a 3-D unified reconstruction method for simultaneous 
compensation of attenuation, scatter and detector response for SPECT has been 
presented. There, the quantitation of the concentration and recognition of the object 
sizes and shapes was improved. Using the dual-energy subtraction method, the image 
of the scatter correction was qualitatively improved by demonstrating better contrast. 
Scatter correction with this method will not suffer from low statistics since it is 
applied to a profile rather than the image. However, attenuation correction using the 
scatter-to-peak ratio shows an improvement of tracer distribution to the myocardial 
inferior wall. The wide counts distribution including the background was a result of 
a wide scatter window. In order to avoid correction to background, a scatter should 
be recorded within the 126-130keV window and background subtraction should be 
applied. On the other hand, the uniform attenuation correction method used by most 
manufacturers such as GE is not any more valid. In essence, a non-isotropic 
attenuation correction is necessary in myocardial SPECT imaging to avoid
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misinterpretation/^’^  ^ In order to validate, the proposed attenuation correction 
method we need further clinical investigation.
In this study, the qualitative effect of the system and imaging using the modified 
second derivative method was not possible to be demonstrated since neither could be 
applied with the available computer. However, total system and statistical effects of 
cardiac imaging were quantitatively improved with an accuracy of +0.61mm in 
measuring wall thickness of 12.5mm.
In summary, a new imaging correction method is proposed for quantitative 
measurement in both, planar and SPECT. Qualitative and quantitative effects were 
also shown for scatter and attenuation correction. The method not only corrects for 
the scatter and attenuation but also corrects for the system effect. In cardiac imaging, 
the method is recommended especially when the wall thickness is required. For 
further studies, it is recommended to apply the attenuation correction method with a 
known attenuation material to simulate the breast or diaphragm effect.
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CHAPTER SIX 
CLINICAL WORK
6.1 Axis of Rotation of 180” Vs 360" in Myocardial SPECT
6.1.1 Introduction
Introducing new ^^ Tc"* myocardial agents raises again the concern about distortion 
within 180° and 360° angular sampling in myocardial SPECT imaging. In most 
clinics over the world, ’°^ T1 was acquired using 180° axis of rotation. The advantages 
of 180° axis of rotation sampling in SPECT over 360° are: shorter acquisition time, 
better contrast, and in some cases better spatial resolution, e.g. in myocardial 
imaging.^"’ On the other hand, it seems there is no definite advantage in performing 
a 360 rather than 180.’ However, 180° has the disadvantage of not being able to 
average opposite views.^ Knesaurek et al 1989* proposed that as a consequence of 
the disadvantage the reconstructed image may suffer geometric distortion. Despite 
this, 180° angular sampling is routinely used on myocardial SPECT imaging. Kouris 
et al 1989^ found that the 180° acquisition has advantage compared to 360°, mainly 
in the contrast. Also, Saitta et al 1989^° demonstrated better reconstructed heart 
slices with better definition of the boundaries than 360°.
The question of using the same angular sampling used for ’°^T1 in ^^ Tc*” myocardial 
labelled agents is addressed in this work also especially as opinions differ on the 
advantages of the 180° and 360° techniques concerning myocardial SPECT imaging. 
We attempt in this project to evaluate the acquisition parameters: resolution, contrast 
and edge definition for optimisation.
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6.1.2 Objective
1)To evaluate the peak-to-valley ratio of myocardial wall-to-cavity counts in order to 
obtain the best contrast within 180° or 360° angular sampling.
2)To evaluate the myocardial thickness as the profile full width at half maximum of 
the myocardial walls, septal and lateral.
3)To evaluate the left ventricle cavity (LV) from the width at half maximum 
between the peak of septum and the peak of lateral.
6.1.3 Materials and Methods
Patients selection
10 patients who referred to the Nuclear Medicine Department, Chest Diseases 
Hospital, Kuwait with IHD were injected with ^^ Tc™ MEBI of 444-555 MBq (12-15 
mCi) at the peak of the treadmill exercise.
Acquisition parameters
The patients were imaged after one hour following the intravenous injection using 
the GE 400AT camera. Two separate acquisitions of the same parameters, except for 
the angular sampling, were selected. Acquisition on a 64 x 64 matrix size which 
gives a pixel size of 6.4mm was obtained in all patients for 20 seconds/projection.
Reconstruction
Short axis slices were obtained from all studies. The reconstruction was repeated 
twice; with and without attenuation correction. Cut-off frequency of O.Bcycles/ifr-m 
using a ramp-Hanning filter was applied.
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A horizontal profile was obtained of the mid short axis slice passing through the 
septal and lateral myocardial wall w hich a re  of a  norm al perfusion
Statistical analysis
Three parameters were derived from the profile and were compared between 180° 
and 360° angular sampling (Fig.6,1.1). First, the peak-to-valley ratio which was 
calculated as the contrast: (peak-valley)/valley at both walls, second was the width at 
half maximum over the profile of the septum and the profile of the lateral wall and 
third was the distance between the two walls at half maximum representing the LV 
cavity.
35C- Lateral PeakSeptal Peak
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Fig.6.1.1 Parameters which were used to compare 360 to 180 de
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6.1.4 Results
The peak-to-valley ratios range was 6.2-13.0 and 4.5-9.2 at 180° and 360°, 
respectively. The mean value for the peak-to-valley ratio was 9.2+1.9 and 8.5+1.7 
for septal and lateral wall, respectively of short axis reconstructed from 180°. On the 
other hand, the 360° angular sampling shows a mean peak-to-valley ratio of 7.2+1.4 
and 6.7+1.3 for septal and lateral wall, respectively (Table 6.1.1).
Also, the width at half maximum was 25.2+3.2mm and 22.5+3.2mm at 180° angular 
sampling and 34.5+5.0mm and 31.0+5.1mm at 360° for both walls, septal and 
lateral, respectively. On the third measurement, the distance between the septal and 
lateral wall at half maximum (LV cavity) was 24.2+3.1mm at 180° and 22.3+2.5mm 
at 360°. (Table 6,1,2). All these results were obtained with no attenuation correction. 
Although homogeneous attenuation correction had count improvement of 30-40%, 
same results were obtained when it was applied. Despite this, homogeneous 
attenuation correction had an effect on EDV and ESV measurement (Chapter 7.3).
Table 6,1,1 Peak-to-valley ratios and mean+SD of 180° and 360° axis of 
rotation.
Axis of rotation 180° 360°
P t# Septal Lateral Septal Lateral
1 07.8+1.1 07.0+1.0 07.2+0.8 06.4+0.8
2 13.0+1.5 11.2+1.3 09.2+0.9 07.9±0.8
3 07.2±1.0 07.5+1.0 05.7±0.6 06.1+0.6
4 09.0±1.0 06.2±1.0 06.4+0.6 . 05.8+0.6
5 06.9+.80 11.0±0.9 04.9±0.7 04.5+0.5
6 10.4+0.9 07.8+1.0 08.7+0.8 09.4+0.8
7 08.2+1.0 07.5+1.0 07.3+0.9 06.5+0.6
8 11.7±1.5 10.2±1.2 09.0+0.9 07.9±0.7
9 09.5+1.0 08.6±1.0 07.9±0.7 06.8+0.6
10 08.4+1.1 07.2+0.9 06.0+0.6 07.8+0.6
m+SD 09.2+1.9 08.5+1.7 07.2+1.4 06.7±1.4
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Table 6.1.2 Septal and Lateral wall FWHMs and LV cavity measurements in 
mm and their mean+SD of 180° and 360° axis of rotation.
Axis of rotation 180° 360°
P t# Septal Lateral Cavity Septal Lateral Cavity
1 24+1.4 22+1.3 24±1.4 34+1.7 30±0.8 21+1.1
2 27+1.5 24+1.4 24+1.4 38+1.9 34+0.8 22±1.1
3 22+1.3 19±1.1 30+1.7 26±1.3 23+0.6 26±1.3
4 30+1.7 27+1.6 20+1.1 40+2.0 36±0.6 19±1.0
5 22+1.3 19±1.1 28+1.6 33±1.7 29+0.5 25±1.3
6 30+1.7 27±1.6 19±1.1 40+2.0 39+0.8 19+1.0
7 23+1.3 20+1.2 27±1.5 36+1.8 33±0.6 24+1.2
8 22±1.3 ’ 20+1.2 25±1.4 26+1.3 23+0.7 24+1.2
9 27±1.5 25+1.5 21±1.2 37+1.9 32±0.6 20±1.6
10 25±1.4 23±1.4 24±1.4 35+1.8 31+0.6 21+1.1
m+SD 25.2+3.2 22.5+3.2 24.2+3.5 34.5+5.0 31.0+5.1 22.1+2.5
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6.2 Target-to-nonTarget Ratio for Radionuclides used in SPECT
Myocardial Perfusion
6.2.1 Introduction
Over the past few years ^^ Tc*”-MIBI has been introduced to replace for
myocardial perfusion imaging. The introduction of the new agents has broadened the 
potential applications and scope of nuclear cardiology, because of their high count 
rate and the 140 keV energy to which the gamma camera is o p t i m i z e d . M o r e  
recently, ^^ Tc™ tetrofosmin has been introduced making them more suitable for 
planar and tomographic myocardial radionuclide imaging.^ These new agents have 
several clinical advantages. Their short half life permits injection of higher doses 
with less radiation burden to the patient. The higher photon flux is good for first pass 
radionuclide angiography,^^ and dual- and multi-gated S P E C T D e s p i t e  ^^^Tl 
having a low count uptake and low photon energy, conventional SPECT images of 
sufficient quality can be acquired using either Tl-201 or ^^ Tc*” in order to evaluate 
IHD/^ A s a result of the sodium-potassium pump ATPase property, °^^ T1 is 
currently still used as an unique agent that demonstrates myocardial viability.
The aim of this work is to evaluate the possibility of estimating the myocardial 
viability, regardless of the non or minimal redistribution of the ^^ Tc™ labelled agents 
within the myocardium. However, the property of minimal redistribution in ^^ Tc™ 
has an advantage in the SPECT acquisition; the stability of the tracer through out the 
SPECT imaging. Also, ^^ Tc™ labelled agents are rapidly cleaned by the lungs and 
the kidneys.^^’^ * On the other hand, ^^ Tc*" labelled agents are different from each 
other in their clearance from the hepato-biliary system. Both agents, MIBI and
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tetrofosmin, have the same bio-distribution. Tetrofosmin has an advantage over 
MIBI for rapid clearance without aids from the hepatobiliary system (~15min).^^
6.2.2 Objective
In this study an assessment is made of the target to nontarget i.e. the ratio of the 
^^Tc“  labelled agents to each other in their distribution to the myocardial area and 
the background area.
In addition, ^^ Tc™ MIBI was compared to ^^^Tl in its distribution to the myocardium 
and lung as a background of the heart; i.e. heart-to-lung ratio.
6.2.3 Materials and Methods
Patients Selection
For the comparison between ^^ Tc™ labelled agents, 19 male patients underwent the 
tetrofosmin SPECT study with an average age of 52 years (52+10). Another group 
of 25 male patients of an average age of 51 years (51+7) underwent MIBI SPECT. 
Both groups were referred to the Nuclear Medicine Department for perfusion 
SPECT.
For the comparison between ^^ Tc™ MIBI and °^^ T1, 16 male patients with a mean age 
o f 46+10 yeais, presented with signs and symptoms of IHD, who were referred for 
myocardial scintigraphy. All patients had exercise and redistribution ^^^Tl and one 
day rest/exercise ^^Tc'" MIBI within one week.
142
Techniques o f  Myocardial Scintigj^aphy
Patients of both groups were injected with 444-555 MBq (12-15 mCi) of either 
tetrofosmin or MIBI, either at stress and/or at rest. The tetrofosmin group were 
imaged within 30mins where the second group was imaged after 1 hour. A fatty 
meal were served to the second group in order to speed up the clearance of the 
hepatobiliary system.
201ti specT, imaging was commenced within 5min following cessation of exercise. 
^^ T^l imaging was repeated after 2.5-3 hrs as a redistribution study.
Afyocardial Imaging
Tetrofosmin and MIBI studies were acquired on GE XRT camera which is interfaced 
to Star]200 computer. The other two studies of ^^Tc‘”-MIBI and °^^ T1 were 
performed with a GE 400 AT camera which is interfaced to Star computer. All the 
studies were acquired with a low energy general purpose collimator. With the patient 
supine position, 180° SPECT acquisition started from 135° left posterior oblique 
(LPO) to the -45° right anterior oblique (RAO) and 32 views were obtained. ^^Tc“  
groups were acquired and processed with the same parameters: 64x64 matrix of 
6.4mm pixel size. The short axis slices of one pixel each were reconstructed from the 
filtered back-projection method using a ramp-Hanning filter of 0.8 cycles/mm. In the 
first two groups, short axis slices were used to display horizontal and vertical 
profiles passing through the mid-chamber area. The ratio of the profile was 
calculated as the maximum peak to the minimum valley.
For the 16 patients, the heart-to-lung ratio was calculated from the raw tomographic 
data by selecting a region of interest in a normally perfused cardiac segment in the
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projection
anterior 5x5 pixels in size comparing it to a region of the same size in the ^
lung adjacent to the heart.
Statistical Analysis
Between the first two groups, statistical analysis to determine the significance of 
differences was performed on the mean+SD of the ratio between the maximum peak 
and minimum valley for both rest and stress together since no statistical difference 
had been reported previously in their ratios^^ (see 6.4 Discussion).
For the ^^Tc"'-MIBI and °^^ T1 groups, the heart-to-lung ratio was measured. The 
paired t-test was used to determine the significance of differences in the heart to lung 
ratio in both rest and exercise.
6.2.4 Results
Histograms of the maximum peak-to-valley ratios frequency distribution are 
demonstrated in Fig.6.2.1. The histogram which contains 47 MIBI studies is 
squeezed The mean+SD was 10.9+14.4 before excluding the 3 values at the very 
high ratio with low frequency. Since the group is not continuous, the mean was 
improved to 7.8+2.0 including only the continuos 44 studies out of 47.
Same results were obtained when tetrofosmin was used. Histograms of the maximum 
peak-to-valley ratios frequency had similar squeezed distribution (Fig.6.2.2). 
However, the extremes values were excluded and reason is given in the discussion. 
The mean was calculated to be 8.8+2.1 (for 33 studies it was 15.2+20.4).
The t-test which was used to determine the significance in the target-to-nontarget 
calculated as the mean of the maximum peak-to-valley ratios shows no significant
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difference between MIBI and tetrofosmin and p< 0.005. The calculated t-test was 1.0 
and the tabulated for 0.995 confidence is 3.46. A similar result was obtained when 
only stress-to-stress was compared (tetrofosmin 9.1+2.2 and MIBI 8.2+2.1).
4 0 6 0
47 STUDIES
Peak-to-valley ratio
6 8 10 
Peak-to-valley ratio
Fig.6.2.1 The histograms of the maximum peak-to-valley ratios frequency 
distribution for 47 MIBI studies (upper) and 44 studies (lower).
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Fig.6.2.1 The histograms of the maximum peak-to-valley ratios frequency 
distribution for 33 tetrofosmin studies (upper) and 29 studies (lower).
The heart-to-lung ratio both at exercise and rest for ^^ Tc"" MIBI is significantly 
higher than the °^*T1 (p < 0.01 and p < 0.001 respectively), whereas no significant 
difference could be seen in the heart to lung ratios for each tracer during exercise 
and rest as shown in Table 6.2.1
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Table 6.2.1 The mean+SD of heart to lune ratio of "^^ Tl and ^^ Tc"' MIBI in 16
HID patients
P < 0.01
F < 0.01
EX
2.5+0.55
RE ®^^ T1 
2.5+0.46
EX MIBI 
2.92+0.48
RE MIBI
2.92+0.5
NS
F <0.01
NS
F < 0.001
EX exercise 
RE rest
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6.3 Comparison of Gated to Non-Gated Myocardial SPECT Imaging
6.3.1 Introduction
For the body tissue ceils to survive and hence the biochemical and physiological
functions of the different systems to be maintained, adequate blood supply is needed.
This supply which varies according to the tissue demand is delivered by the heart, a
contractile muscle acting as a pump.^" '^^  ^ This muscle, the myocardium is supplied
with its own needs of oxygen and other essential nutrients by the coronary arteries
originating from the ascending aorta.^^ A reduction of less than 75% in the lumen
of a coronary artery may have no detectable effect on its performance in rest.^^’^ ^
However, early detection and treatment of coronary artery stenosis significantly
maintains the myocardial v iabi l i ty , and greatly reduces serious complications such
28as myocardial infarction, a common cause of the heart failure.
Myocardial perfusion radiopharmaceuticals including ^^^Tl-chloride and ^^ Tc*" 
labelled agents. ^^ Tc*" agents are differently used in practice and both, MIBI and 
tetrofosmin, are approved for routine use and correlate well with coronary 
angiography.^^ ^^Tc” labelled myocardial agents, MIBI and tetrofosmin, may also be 
used in the first pass studies that can be performed at the time of radiotracer 
administration and before the regular myocardial assessment.^^ Besides multi-gated 
blood pool studies, a number of parameters for the assessment of the heart 
performance as a pump can be obtained. These are: the wall motion assessment, left 
ventricular ejection fraction (EF), stroke volume, end-diastolic (ED) and (ES)
24 27 30volumes measurement. ' ’
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The techniques used for myocardial perfusion assessment include multiple spot 
planar views, SPECT,^^’^ * and gated SPECT/° Planar images are rarely used these 
days due to poor target-to-non target contrast provided, as a result of 
superimposition of the overlapping structures, and low sensitivity obtained. 
Conversely, the SPECT technique which consists of 32 projections acquired over 
180° starting at 135°, posterior oblique, is the procedure performed routinely. Each 
projection, being a frame or an image acquired for 20 to 60 seconds, consists of 
superimposed slices from diastolic and systolic contractions. Thus, a blurred image 
of the healthy myocardium is produced. Such blurring has more effect on the 
defected myocardium in IHD, especially with a small defect, therefore may be 
mimicked or obscured. On the other hand, the procedure still provides early
27,28diagnosis of coronary artery stenosis. In spite of this valuable information, 
further effort is exerted towards a more satisfying procedure that not only reduces 
the heart wall motion artefacts as a source of image blurring, artificial defects and 
left ventricular shape distortion, but also provides more parameters to be evaluated 
rather than just evaluating the perfusion of the myocardium.^^
6.3.2 Objectives
To evaluate multi-gated SPECT in terms of sensitivity, lesion severity, motion 
artifacts, and image quality, resolution and contrast, in comparison to non-gated 
conventional SPECT techniques.
Quantitative effects of edge enhancement are also to be studied and evaluated as the 
EF is going to be calculated before and after applying such filters.
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6.3.3 Materials and Methods
Gated SPECT is suggested to be the procedure promising the desired reduction in 
wall motion and enhanced diagnostic images of the heart. In gated SPECT, the beats 
of the heart are monitored, recorded and fed to the computer to act as a trigger that 
signals the computer to start acquiring the data. Then the R-R wave of the patient's 
heart could be divided into pre-selected number of slices or segments, 2-32, that 
would be repeated over a number of frames, projections or intervals, e.g. 64, 
collected over 360°. Using this technique, certain frames (e g. those representing the 
end diastolic slices) may be selected for the reconstruction of the data in order to 
reduce motion artifacts, a result of the heart wall contraction.^^
For the best evaluation o f this technique, the data that were being acquired using 
multi-gated SPECT have been processed in different ways so that gated SPECT, and 
non-gated SPECT techniques are comparable to each other. Furthermore, filters for 
edge enhancement, high pass filters were applied for better edge detection (see 
Chapter 3&7). More precise edge detection was a need for more accurate ventricular 
volume measurements and thereafter EF calculations.
Data Acquisition
A GE XRT gamma camera interfaced with a Star3200 computer was used to acquire 
the data. Seven patients were imaged, one hour after intravenous administration of 
740MBq (20.0mCi) of ^^Tc”*-tetrofosmin, for good target-to-non target radiotracer 
activity ratio. The computer parameters were adjusted in such a way that 32 
projections, 64^ matrix (pixel size of 6.4mm), 60 cycles (~300Kcounts) each, were 
acquired. The acquisition was performed over 180° circular path with the patient in
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the centre and lying supine. A gate device, ECG, was connected to patient 
electrodes and interfaced with the computer so that each projection could be acquired 
as a separate 8 frame gated study.
Data processing
The projections or the profiles, after being collected, were filtered by applying a 
routine ramp-Hanning filter with 0.7 cycles/mm cut-off frequency, reconstructed 
using the gated method. No attenuation correction was applied. One of the frames 
representing the end diastolic phase of each projection (frame number 7) was next 
selected to be reconstructed. The process was then repeated with the frames 
numbered 1, 2, 7 and 8 after being added together. The data was finally 
reconstructed using the non-gated method (the 8 frames were added up so that the 
data acquired consisted simply of 32 projections), i.e. conventional SPECT.
One pixel (6.4mm) thick oblique short axis slices were created for each 
reconstruction type. The different reconstmction schemes were then compared to 
each other after selecting single identical slices. The parameters used in the 
comparison include myocardial resolution as thickness unsharpness, and target-to- 
non target activity ratios. The images were also evaluated visually by the physicians 
to assess the image quality, the sensitivity o f the study and the severity of the lesions.
Data Analysis
From a horizontal profile, full width at half maximum (FWHM) and the ratio of 
peak/valley activity were calculated as the myocardial resolution and image contrast 
evaluation, respectively.
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Regions were drawn manually on the oblique short axis slices, created from the 
gated SPECT reconstructed data, before and after being subjected to edge 
enhancement. The ES and ED volumes were calculated after summing up all the 
pixels in the regions. These values were then used to calculate the left ventricular 
ejection fraction (LVEF) which in turn is used to compare filtered to non-filtered 
slices. EF was calculated using the following formula:
EF% = [(EDV-ESV)/EDV] X 100 
Two special filters were used in edge enhancement: l)Edge and 2)Laplacian 25 
point. These filters which are installed in the computer used and have the 
coefficients shown below are high pass filters. This type of filters allows high 
frequency components, the edges and other sharp details, in an image to pass but 
attenuate or eliminate low frequency components, or slowly varying characteristics 
of an image, overall contrast and averaging intensity.^^
EDGE Laplacian 25 point
0 -1 0
-1 5 -1
0 -1 0
0 -1 -1 -1 0
-1 2 1 2 -1
-1 1 0 1 -1
-1 2 1 2 -1
0 -1 -1 -1 0
Clinically, these filters were carefully selected among others hy the 
physicians.
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6.3.4 Results
The data listed in Table.6.3.1 and measured from the horizontal profile shows that 
the image obtained from gated SPECT reconstruction of one selected slice has the 
highest spatial resolution and the smallest FWHM (Fig.6.3.1a&b). The statistical 
analysis of five patients has shown a difference in FWHM when gated ED slice to 
non gated is used, d=-9+2mm in a normal perfused myocardial wall. Unlike non- 
gated reconstruction which shows reduced spatial resolution and increased FWHM 
values, gated SPECT reconstruction of the selected four end diastolic slices shows 
significant improvement in the myocardial resolution.
Table.6.^.1 Measurement of mid-short axis horizontal profile
Type Mwall FWHM
(mm)
Max
counts
Min
counts
Ratio
Non-gated SW 26±1.7 233 55 3.2+0.2
LW 25±1.5 373 55 5.8+0.3
Gated SW 20±2.2 90 r 90+10
(1,2,7&8) LW 19±1.6 138 r 138±12
Gated (7) SW 17±1.8 85 r 85+9
LW 16±1.4 130 r 130+11
Mwall Myocardial wall.
SW Septal wall.
LW Lateral wall.
Ratio (Max-Min)/Miii
* Hie actual value is 0.000. However ' ' 1 is written so the ratios can be calculated.
The contrast represented in the table as ratios, is shown to be much higher in the case 
of gated reconstruction of either one or four slices with the former having the lower 
values. This ratio, however, is decreased much more significantly when non-gated 
reconstruction is applied. On the other hand, non-gated processing shows high
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Fig.6.3.1a Gated, selected frames and non-gated with their profiles.
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Fig.6.3.1b Horizontal profiles for the previous images.
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maximum count values (count intensity), unlike gated reconstruction of only one 
slice which shows the lowest values.
The non-gated slice shows a defect in the anteroseptal segment of the left ventricle 
myocardium. The same defect is more easily identified, and increased in size in 
gated SPECT reconstructed slices (Fig.6.3.1&2). These slices show another defect 
occupying the inferolateral segment (not seen in the non-gated reconstruction slice). 
The ED and ES volumes provided in Table 6.3,2 increased when edge enhancement 
had been applied (Fig.6.3.3) For example, in a particular case ED volume to ES 
volume ratio were 1.49+0.13 for the filtered and 1.59+0.14 non-filtered slices, 
respectively. This 0.1% increase (1.59-1.49) results in an increase of ~4% in the 
calculated EF which is not significant. However, full assessment for edge 
enhancement had been performed and results are mentioned in Chapter 7.3.
Table 6.3.2 Edge enhancement effect on LV EF measured in pixels
Routine Edge enhancement
Slice No. ED ES EF% ED ES EF%
1 16+1.4 12+1.1 37±3.3 32+2.8
2 32+2.8 21+1.8 44+3.9 34+3.0
3 37±3.3 26+2.3 44+3.9 37±3.3
4 37±3.3 26±2.3 51±4.5 37+3.3
5 44+3.9 26+2.3 60+5.3 37+3.3
6 44+3.9 26+2.3 64±5.6 37+3.3
7 44±3.9 26+2.3 69+6.0 37±3.3
8 44+3.9 32+2.8 69+6.0 37±3.3
9 44+3.9 32+2.8 69+6.0 37±3.3
10 44+3.9 32±2.8 69+6.0 37±3.3
Total 386+34 259+23 33+3 576+51 362+32 37+2.5
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a) Non-gated Frame b) Gated Frame c) Selected Frame
Fig.6.3.2 Defect is shown in anterior wall on a)non-gated, b)gated and
c)selected frames at transaxial (upper) and short (lower) axes.
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a) Gated Frame
b) Non-gated Frame
Fig.6.3.3 Fine edges of myocardial wall after applying edge enhancement 
on a)gated, b)non-gated and c)selected frames.
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6.5 Discussion
Although Nakajima et al 1992^  ^ and Knesaurek 1987^  ^ recommended 360° 
acquisition to minimise distortion and artifacts, it is found in this study that the 180°
acquisition has better contrast than the 360°. For example, 10 patients mean of the
9.2+1.9 7.2+1.4
peak-to-valley ratio was at 180" and at 360°, respectively. Such results are
compatible with studies performed by other workers e.g. Inoue et al 1993.^^ They
have suggested that the 180° angular sampling for data collection technique is more
effective in myocardial SPECT employing ^^Tc" tetrofosmin. Despite the distortion
at either 180° and 360° angular sampling indicated by Knesaurek et al 1989,* they
recommended 180° acquisition in order to obtain better contrast.
Variable attenuation in the myocardial SPECT causes spatial distortion.^"^’^  ^ Also,
variable resolution with the distance from the detector causes the same distortion.^^’^ ^
In addition, depth dependent scatter as well as the reconstruction algorithm may
cause further distortion. All of these effects; attenuation, spatial resolution,
background and scatter provide inconsistent projection data, (results of 5.1 and 5.4 in
Chapter 5). As viewed from different angles, variable attenuation and scatter are
caused by nonuniform attenuation and different depths of activity points. Knesaurek
et al 1989^* have found that by averaging conjugate views, it is possible in 360°
angular sampling to preserve the shape and relative distances within the
reconstructed objects to a greater extent than 180°. Without averaging of opposing
views, the projection values are usually more distorted by attenuation, resolution and
scatter. In this study, the myocardial SPECT reconstruction shows better contrast
with 180° than 360° since the distortions are eliminated while the vertebrae are
avoided. That is, in addition to the table attenuation, vertebrae obstruct the photons
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flux direction when the camera is at the back of the patient. This results in less
scatter and avoids excessive attenuation when the 180° angular sampling is used. In
(FWHM in mm) . , . ,  q ^addition, the resolution^measured at the edge is better with 180 (25.2+3.2 and
22.5+3.2 for septal and lateral wall) than 360° (34.5+5.0 and 31.0+5.1). Due to the
complex variation in attenuation and lack of non-uniform attenuation correction
method for the SPECT thorax, 360° sampling may no longer yield less distorted
reconstruction than 180°. Therefore, 180° rather than 360° angular sampling is highly
recommended for the myocardial SPECT imaging using ^^ Tc"* labelled agents.
For the detection and sizing of perfusion defects due to myocardial infarction,
investigators (Tamaki et al 1982;^^ Ritchie et al 1982^^ Maddahi et al 1986,"^ ^
Holman 1984"^ )^ have found SPECT to be superior to planar imaging. This is mainly
due to the higher image contrast offered by tomography. Maddahi et al 1986"^  ^ also
found SPECT to be more sensitive than planar imaging, especially for circumflex
disease in detecting exercise induced ischaemia. °^^ T1 has demonstrated its value in
detection of regional myocardial perfusion abnormalities in individual vascular
territories in patients with CAD (DePasquale et al 1988)^^. In spite of the wide
application of °^^ T1 for the assessment of patients with CAD, it has several
unfavourable characteristics for myocardial imaging. These are mainly related to its
low photon flux and low energy of emission (69-83 keV) which contribute to poor
spatial resolution and increased scatter in the image. In addition, the long half life (3
days) coupled with its long biological half life in the myocardium limits serial
studies within a few days. Furthermore, ^°^TI has high cost and is a cyclotron
product. Its rapid redistribution sometimes results in underestimation of the
total extent and severity of ischaemia (Rothend 1er et al 1985)^ *^ . Quantitation in
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SPECT is limited due to scatter attenuation, background contribution and statistical 
noise/*'^'^ These effects, due to high count yields of ^ T^c*”, labelled with either MIBI 
or tetrofosmin, are less/^'^^ For SPECT qu|ititation,^^Tc‘” in IHD patients has many 
advantages over ^°^T1. It has high photon flux, ideal gamma-ray energy (140 keV), 
short half life (6h), and is readily available by virtue of the ^^Mo/^^Tc"’ generator 
system. Because of the energy level, soft tissue attenuation, which is less significant 
with ^^ Tc™ than °^^ T1, shows a discrepancy within both radionuclides with higher 
attenuation effect towards °^^ T1. Background which is a result of underlying and 
overlying activity will degrade the image quality and distort the contrast in SPECT 
images. To optimise the SPECT images, ^^ Tc™ myocardial imaging agents are 
recommended.^°'^^ In this work, the study demonstrates that the ^^ Tc™ labelled agent 
has a significantly higher heart-to-lung ratio than °^^ T1 both at rest and exercise. This 
will suggest better image quality and higher contrast which have been obtained by 
^^Tc'" agents, objectively and statistically. This provides better contrast resolution 
and improves the sensitivity for the detection of regional abnormalities.^^
In the clinical evaluation. Hassan et al 1990^^ demonstrated a good and nearly equal 
segmental sensitivity, specificity and accuracy in detecting individual CAD in both 
°^^ T1 and ^^Tc“ . Also, other clinical evaluations can be obtained by using myocardial 
agents e.g. left ventricle ejection fraction.^^(see Chapter 7&8)
On the other hand, ^^ Tc*” labelled agents are different from each other in their 
clearance from the hepato-biliary sys t em. Bot h  agents, MIBI and tetrofosmin, have 
the same bio-distribution. Tetrofosmin has an advantage over MIBI for a rapid 
clearance from the hepatobiliary s y s t e m . I t  has been found that there is no 
biological difference in behaviour between the ^^ Tc"" labelled agents, in that MIBI
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and tetrofosmin have been found to have the same uptake in the myocardium. Also, 
the concern about the background uptake has been clarified with the relation to the 
myocardium, e.g. lungs or blood. Statistically, there was no ratio difference between 
the myocardium and the background. The mean peak-to-valley ratio was 8.8+2.1 and 
7.8+2.0 with tetrofosmin and MIBI, respectively.
The program for quantitative analysis of °^^ T1 data is not valid or suitable for ®^ Tc™ 
myocardial imaging agents. Therefore, there is a need to develop new processing 
parameters in order to obtain a better display of abnormalities and profile of images, 
as well as measurements of myocardial perfusion reserve.
Myocardial perfusion assessment was performed using planar multiple spot views 
acquired at different angles; Anterior, 45° left anterior oblique (LAO), and 70° LAO 
or left l a t e r a l . S i n c e  this technique has a number of drawbacks that cannot be 
considered negligible, it has been replaced by single photon emission computed 
tomography (SPECT). Unlike planar images which have poor contrast and low 
sensitivity due to overlapping structures, SPECT has improved the sensitivity and 
enhanced the contrast as the projections are reconstructed and the superimposition of 
the bony structures, for instance, to a degree, is e l iminated.One more problem has 
not been solved with the use of SPECT. It is the ventricular wall motion during 
systole and diastole. This motion results in blurred images that mimic or obscure 
small lesions and make them more difficult to identify.
Using this technique, as the results obtained show, the contraction induced blurring 
is reduced significantly the FWHM is reduced by 9+2mm. The contrast is also 
greatly increased by 28+3 of the peak-to-valley ratio. This increase results from 
adding less background activity which is almost always associated with end systolic
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slices, excluded, in this study, when the data has been reconstmcted. In essence, it is
a promising technique that can image the myocardial wall motion where distinguish
and release overlapping between the end diastolic and end systolic slices, 
appears to  show
Furthermore, the study ... an increase in the lesion severity and detection 
sensitivity, a logical result from less superimposition of the slices and reduced 
blurring. However, multi-gated SPECT images have much less count intensity than 
that provided by conventional SPECT, but it can be improved by reconstructing 
more than one slice, e.g. four slices representing the end diastolic phase of the heart 
contraction. This kind of reconstruction also improves the contrast since the increase 
in the target counts is higher than those of the background which had a value of zero 
inside the LV cavity.
In addition to this proposed method, another technique called temporal image 
fractionation can be used. This technique, which is proposed by Guido et al 1994^  ^
and acquired as three separate studies, does not allow the frames of the diastole to be 
discriminated from those of the systole. It is simply done by acquiring 3 non-gated 
frames, instead of one frame, per projection. Frames contaminated with motion then 
are discarded and the remaining are summed and subjected to regular data 
reconstruction.^^ However, this technique can be used when only the patient induced 
motion artifacts are to be eliminated or reduced. In order to obtain ventricular 
volume measurement and EF calculation or myocardial contractility assessment 
besides the motion artefact elimination, our method is preferable.
Edge enhancement may be a need to improve edge detection. It has no significant 
effect on the measurements of the LVEF or ventricular end systolic and end diastolic 
volumes. However, these measurements need to be correlated with multi-gated
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blood pool studies, angiography or echocardiography examinations for better 
estimation of its accuracy and reproducibility (Chapter 7).
In conclusion, using ^^ Tc*” agent, the acquisition of the myocardial imaging can be
accomplished by 180° angular sampling rather than 360° since contrast will be |
i
improved, distortion will be less and resolution will be little changed when 180° is jI
used compared to 360°. |
In addition, ^^Tc‘” myocardial imaging agents, which can precisely and 
simultaneously evaluate the CAD, has better target-to-nontarget ratio than °^^ T1. The j
reasonable myocardial uptake, slow washout, high heart to lung ratio made rest 
exercise ^^ Tc*” myocardial imaging agents rotational tomography an excellent 
substitute for SPECT °^^ T1. However, °^^ T1 appears to retain a unique place as an 
imaging agent which is capable of identifying myocardial viability. In the latter part ;
of the thesis a method will investigate a myocardial viability assessment method 
using ^^ Tc*” myocardial agent.
When compared to non-gated, conventional SPECT re-construction, selected frames 
seem to be best regarding contrast (90+10 Vs 3.2+0.3 for the septal wall). It also 
shows high resolution (20+2.2mm Vs 26+1.7mm), sensitivity and severity.
However, the count intensity is less. On the other hand, edge enhancement has little 
effect on the EF% which seems to be insignificant (33+3% compare to 37+2.5% 
with edge enhancement).
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CHAPTER SEVEN 
DUAL GATED CARDIAC SPECT
7.1 Introduction
Planar and SPECT images are adversely affected by patient or organ movement. In order 
to avoid blurring in the case of the heart, planar multigated acquisition is employed 
routinely in equilibrium blood pool scintigraphy.^ Similarly, dual gated (DG) cardiac 
SPECT can provide images of the heart at end-diastole (ED) and end-systole (ES).^ This 
chapter is concerned with the methodology of DG cardiac SPECT, the associated data 
analysis and results obtained.
7.2 Materials and methods
7.2.1 Patients selection and preparation
27 patients with ischaemic heart disease (IHD) were referred for cardiac examination 
using ^^ Tc™ Methoxy Isobutyl Isonitrile (MIBI) at rest and exercise. All patients 
underwent coronary angiography and contrast ventriculography. Some patients had also 
been referred for planar multigated blood pool (five patients) using ^^Tc"' labelled RBCs 
and for non-gated SPECT (seven patients) using ^^ ^Tl chloride.
For DG MIBI SPECT, all the patients were injected with 555MBq (15 mCi) of ^^ Tc*” 
MIBI intravenously at rest. A fatty meal was served 10 min after injection in order to 
improve hepatobiliary activity clearance. DG SPECT imaging began 40min post 
injection.
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7.2.2 Diial gated cardiac SPECT acquisition
A GE 400AT we gamma camera fitted with a LEGP collimator and interfaced to a GE
Star computer was used. An electrocardiogram (ECG) synchroniser connected to the
Star computer triggered the data acquisitions according to the patient's heart cycles.
The dual gated cardiac SPECT acquisition parameters were as follows; 180° rotation
from left posterior oblique LPO (135°) to right anterior oblique RAO (45°); 32
projections; 64x64 matrix; the ED image was acquired at the onset of the R wave, for
80ms and similarly, the ES image at the descending slope of the T wave, for 80ms; 75
For a  clinical reason, 
cardiac cycles per projection. ^$ome ot the patients were acquired using 50 ms for ED
and ES for only 60 cardiac cycles per projection.
7.2.3 Dual gated cardiac SPECT reconstruction
Transaxial slices of one pixel width were reconstructed using a ramp-Hanning filter with 
cut-off frequency 0.5 cycles per pixel (0.8 cycles/mm). A cut-off frequency of 0.4 
cycles per pixel was also used depending on the total number of counts (see 5.2). 
Commonly, no attenuation correction was applied. For low counts studies, transaxial 
slices were reconstructed using a ramp-Hanning filter with cut-off frequency 10 cycles 
per pixel followed by a 3-D non-linear filter with a threshold value of 2.0 (double of the 
pixel value compared to the average) and a 3-D linear filter with the highest smoothing 
factor (Appendix 1).^  From these transaxial slices, one pixel wide short axis slices were 
reconstructed from apex to base. The horizontal and vertical long axes slices were also 
obtained. For comparison, attenuation correction was applied in some cases with low
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and high count acquisition. Spatial filtering and edge enhancement were also applied for 
some transaxial slices.
7.2.4 DGMIBI computer program
A FORTRAN program was developed on the GE Star computer in order to derive the 
following from DG ^^Tc“  MIBI SPECT: left ventricle (LV) ejection fraction (EF), ED 
and ES volumes (EDV and ESV) and myocardial volume.
Pairs of corresponding ED and ES short axis slices were displayed from apex to base. 
For each pair, outer and inner circles for the LV margins were defined. The inner and 
outer circles were adjusted by the operator in order that the LV myocardium was 
enclosed within them. For boundary searching, the threshold level was chosen by the 
operator. The LV cavity boundary was searched for within the two circles. All pixels
with no counts and those pixels with counts below a certain threshold level within the
LV boundary were identified as the LV cavity. On the other hand, all pixels between the 
two circles with counts greater than the threshold were taken as the LV myocardium. 
The LV cavity volumes at ED and ES were calculated by summing-up the slice by slice 
pixels.
The LV myocardial activity and volume were also calculated. The pattern of myocardial 
perftision was represented by histograms of the number of myocardial pixels against 
counts at ED and ES in 5% increments.
IThe computational steps were as follows:
A. 1. Display corresponding ED and ES mid short axis slices.
2. Select a threshold level:
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- % of global maximum
- % of ED max and % ES maximum separately
- % of maximum of each slice
3. Define outer circle enclosing LV myocardium at ED.
4. Define inner circle within LV cavity at ED.
5. Repeat steps A.3 and A 4 for ES.
These inner and outer circles are used as initial guesses for the following:
B. 1. Display corresponding ED and ES short axis slices on a slice by slice basis
from apex to base.
2. Adjust (if necessary) the outer and inner circles for ED.
3. Boundary of LV cavity is searched for within these two circles.
4. LV cavity pixels are those with counts < threshold. QC test 1:LV cavity is
filled. If unsatisfactory, go to B.2.
5. LV myocardium pixels are those pixels within the two circles with counts
threshold. QC test 2: LV myocardium is shaded. If unsatisfactory, go to B.2.
6. Go to B.2 and repeat for ES.
7. Go to B. 1 and repeat for the next ED and ES pair of slices.
Within the inner circle there must be no myocardium. If there is no LV cavity, the inner 
circle is a point.
C, 1. Compute the LV EDV and ESV as the sum of identified LV cavity
pixels in all slices multiplied by a conversion factor for mL.
2. Compute the LV EF.
3. Compute the LV myocardial volume.
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4. Display the histogram of number of myocardial pixels Vs counts for ED and 
ES.
7.3 Results
The raw projection data for non-gated °^^ T1 chloride SPECT projections are shown in 
Fig.7,la. For comparison, the non-gated ^^ Tc*” MIBI SPECT data are shown in 
Fig.7.1b for the same patient. The ^^ Tc™ total myocardial counts per projection are 
greater because of the higher injected radioactivity and greater count rate of^Tc™ 
(Fig.7.1c). Corresponding °^^ T1 chloride and ^^Tc” MEBI SPECT short axes slices are 
shown in Fig.7.1d.
A typical case of^ ^Tc*” MIBI DG SPECT is shown in Fig.7.2 Selected ED and ES 
projections acquired for 80ms per cardiac cycle for 75 cycles are shown in Fig.7.2a. The 
difference in LV size at ED and ES is evident. In projection 19 which corresponds to the 
LAO view, the total myocardium counts at ED were 9924 compared to 10700 at ES 
(Fig.7.2b). In most cases, it was observed that the total myocardial counts at ED were 
about 10% - 15% less than at ES. Fig.7.2c shows a transaxial slice at ED exhibiting a 
difference in total myocardial counts of about 30% - 40% less than the corresponding ES 
transaxial slice. The 10% difference in the raw data led to this effect through the 
reconstruction process using the linear superposition of filtered back- projections.
For the low counts studies (i.e. 50ms per cardiac cycle for 60 beats), the short axis slices 
reconstructed using a ramp-Hanning filter with 0.5 cycles per pixel (0.8 cycles/mm) 
cut-off frequency showed excess noise and unsharp edges. Therefore, the results of LV 
EF and volumes obtained from the low count acquisitions were excluded from further
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Fig.7.1 Non-gated SPECT projections for patient No# 0996 for a)^”*TI and bl^Tc*” 
at stress and rest and c)^ **'T1 and ^Tc"' total counts
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Fig.7.Id Comparison of short axes slices obtained from ®^‘tI  -chloride and ^Tc™- 
m B i  SPECT
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Fig.7.2 ^Tc'"-MIBl images of ED (left) and ES (right) show differenet a)size and
b)statistics at raw and c)transaxial slices.
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analysis. Although some qualitative improvement resulted when using the 3-D filtering 
scheme mentioned earlier, image quality was still unsatisfactory. Cases acquired using our 
recommended protocol yielded acceptable image quality whether reconstr ucted using 0.5 
cut-off fi*equency or straight ramp filter followed by the 3-D filtering scheme. A 
comparison between low and adequate counts per projection is shown in Fig.7.3a&b 
which illustrates serial short axis slices of the two acquisitions using the two different 
reconstruction protocols.
The DGMIBI program allows the operator to define the inner and outer circles starting 
fi*om the mid short axis slice of the ED and ES pair’. The detection of the LV cavity and 
myocardium is illustrated in Fig.7.4. The built-in visual quality control in the program 
shows the fiHed-in LV cavity and the shaded LV myocar dium awaiting confinnation by tire 
operator. Reprocessing of each slice is done if the filling and shading patterns are 
unsatisfactory. The LV EDV, ESV and the calculated EF are shown in Fig.7.4c. The final 
output also displays the LV myocardial activity and volume at ED and ES with their’ 
difference and ratio. The tlrreshold level used and the histogram which represents the 
patter’n of per’firsion of MIBI activity for the myocardium at ED and ES are also displayed. 
The intra-operator reproducibility of the program was studied. Results for one patient 
processed 6 times are shown in Table 7.1.
The caJcdated LV EDV and ESV from 27 ’*10” DG MIBI SPECT studies were 
correlated with those from contrast ventr iculography (CV) (Fig.7.5). Excellent correlation 
is evident. The thresholds used were 40-50% for ED and 45-55% for ES depending on 
the total number of counts. The linear’ correlation coefficient was r = 0.95 with slope 0.79 
and intercept 7.2mL.
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Fig.7.3a Low counts images at ED and ES reconstructed with the two different 
processing protocols.
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Fig.7.3b Adequate counts images at ED and ES reconstructed with the two
processing protocols.
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Fig.7.4 a)Outer and inner LV circles and filled cavity at ES.
b)Sliaded myocardium at ED and ES.
c)Final output of the DGMIBI program.
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Table 7.1 Intra-operator reproducibility of the DGMIBI program and comparison with 
contrast ventiiculogi'aphy (CV) findings
Pt.#3046 EDV(mL) ESV(mL) EF%
DG CV 162+7.2 86+5.2 47+2.5
1 143±6.7 78+5.0 45+2.4
2 146+6.8 77±4.9 47±2.4
3 147±6.8 72+4.8 51+2.4
4 144+6.7 68+4.6 52±1.7
5 145±6.7 77±4.9 47±2.5
6 156+7.0 79+5.0 49±2.0
DG Mean±SD 147±5 75+4 48.5+2.7
The mean calculated LV EF firom the 27 ^^Tc“ DG MIBI SPECT studies was 53±0.7% 
versus 55.3±12.1% (NS) fiom CV. The LV EF fiom ^^Tc” DG MIBI SPECT studies 
exliibited excellent conelation with those fiom CV, Fig.7.6. The lineai’ correlation 
coefficient r was 0.97, slope 0.85 and intercept 6.7%.
For all the ^^ Tc™ DG MIBI SPECT results, the reconstructed LV ED myocardial activity
had lower total number of counts than at ES by 30-40% (Fig.7.2c). Reconstructions were
done without and with attenuation correction at low and adequate counts collected fi*om
the two acquisition protocols described earlier. The ramp-Hanning filter with cut-off
A uniform^fiequency of 0.5 cycles per pixel was used.^edtenuation coirection was applied using an 
attenuation coefficient of 0.07pixel'^ (O.llcm'^) within the elliptical contour
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fitted for patient edges using 4% threshold for each planar view. The reconstructed slices 
using attenuation correction showed qualitative improvement (Fig.7.7 Vs Fig.7.3). The 
LV backgroiuid-to-myocaidium ratio was slightly improved (0.05% without attenuation 
and 0.03%with attenuation) but the LV myocaidium-to-cavity ratio was not affected 
(Fig.7.8).
The total number of myocardial counts in transaxial slices obtained with attenuation 
coiTection (p. = O.llcm'^) aie 60%±6% gieater than those obtained without attenuation 
correction (Fig.7.9 Vs Fig.7.4). CoiTection for the difference of the total number of 
myocardial coimts between ED and ES can be obtained by using two different attenuation 
coejB&cients. These difference were estimated for:
Pixel size for 64x64 mati'ix = 6.22mm.
0.07 pixef^ = 0.113cm ^
0.09 pixer^= 0.150cm'
g0.i5x5cm _ 2  (attenuation correction for the LV cavity of length 50mm at ED filled
with blood).
^0.11x20cm _ (attcnuafion correction for a thorax of 200mm depth at ES).
o^.i5x20cm _ 20.08 (attenuation correction for ED).
^0.15x20cmy^O.l lx20cm ~  2  J
The correction factor used for ED is twice that used for ES. The total myocardial counts 
in a given transaxial slice at ED and ES using attenuation coefficient 0.1 Icm"' are shown 
in Fig.7.9a&b respectively. When attenuation coefficient 0.15cm' was used for ED the 
ED myocardial counts became equal to those at ES, Fig.7.9c.
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Fig.7.7 ED and ES short axis slices reconstructed using attenuation correction 
(p=O.Onmm ')
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Fig.7.8 Horizontal profiles for an ED short axis slice reconstructed a)without and 
b)with attenuation correction and c)both normalised to same counts.
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Fig.7.9 Transaxial slices reconstructed with attenuation correction using 
|.i=O.Ol I mm * at a)ES and b)ED and c)iising },i=0.0l5mni** at ED.
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The DGMIBI program was run on 5 patients using attenuation corrected short axis slices 
for ED and ES with different attenuation coefficients as above. The computed LV EF,
EDV and ESV were about the same as those obtained with the routine protocol, i.e. 
without attenuation correction. However, the LV myocardium had the same activity at 
ED and ES within ±10%. Similaiiy, the LV myocardial volume was the same at ED and 
ES within 10-20%. The output of the DGMIBI program for those 5 patients results is 
shown in Table 7.2 compared to CV results. Statistically, the EF% mean difference 
between with and without attenuation conection was not significant. Despite this, the 
volumes at either ED and ES were improved compared to CV volumes. For example, the 
EDV was improved from 117.8+16.1 to 137.2+19.1 compared to EDV of 139.4+16.7 at 
CV. Similaiiy, ESV was improved from 55.6+12.3 to 66.4±12.9 compared to EDV of 
66.8+10.3 obtained from CV.
The spatial 9-point smootliing filter was applied for some hansaxial slices prior to the 
short axis reconstruction. The results are shown in Fig.7.10. Edge enhancement using the 
second derivative enhancement filter'^  (chapter 6.3) was also applied for some transaxial 
slices. Fig.7.11 shows ED short axis images using edge enhancement. The ^^ Tc™ DGMIBI 
SPEC! studies quantification was affected by either technique as shown in Table 7.3. For 
example, EF calculated from CV was 52.0+12.9, DGMIBI routine was 46.8+14.8,
DGMIBI with spatial filter was 51.6+10.0, and DGMIBI with edge enhancement was 
52.0+12.1. Compared to CV, the mean difference was improved from 5.2+3.1 with 1
i
routine DGMIBI to 0.4+5.7 when spatial filter was used, and to 0.0+5.5 when edge ;
I
enhancement was used. Statistically, the difference is not significant. 1
When the edge is defined by the second derivative method, thereafter j
enhancement is applied using a high pass filter. '
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Fig.7.10 ED short axis slices without and with spatial filter.
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Fig.7.11 ED short axis slices without and with edge enhancement.
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Table 7.2 DGMIBI LV volumes and EF results for five patients with and without 
attenuation correction compared with CV findings.
CV DG no attenuation 
*DG with attenuation
P t# EDV(mL) ESV(mL) EF% EDV(mL) ESV(mL) EFVn
2309 115+6.0 62+4.4 46+2.9 120±6.2
*115±6.0
59+4.3
59+4.3
50±2.0
48+2.2
2539 147+6.8 69±4.7 53±2.3 118±6.1
*146+6.8
53±2.3
67+4.6
55±2.3
54+2.2
3046 162±7.2 86+5.2 47±2.5 146±6.8
*167+7.3
77±5.0
91±5.4
47±2.8
45±2.0
3047 126+6.3 58+4.3 54±3.3 98±5.6
*118+6.1
49±3.9
55+4.2
50+3.0
53+2.1
2510 147±6.8 59±4.3 60+18 107±5.8
*140+6.7
40+3.6
60+4.4
62+2.0
57+2.0
mean+SD 139.4±16.7 66.8+10.3 52.0±5.1 117.8±16.1 55.6±12.3 52.8+5.3
*137.2+19.1 *66.4+12.9 *51.4+4.3
Table 7.3 DGMIBI LV volumes and EF results for five patients using routine, 
spatial filter and edge enhancement techniques compared with CV 
findings.
CV DG Routine 
I DG Spatial filter 
*DG Edge enhancement
P t# EDV(mL) ESV(mL) EF% EDV(mL) ESV(mL) EF%
3092 138+6.6 94+5.5 32+3.5 133+6.5
1129+6.4
*138+6.6
102±5,7
84±5.2
95+5.5
22+2.7
34±2.5
31+3.3
3097 156±7.0 48+3.9 69±1.2 123±6.3
!132±6.5
*139+6.7
48±2.3
55±4.2
57+4.3
61+1.2
58±1.8
59±2.2
3046 162±7.2 86±5.2 47±2.5 146±6.8
1148+6.9
*150+6.9
77±5.0
70±4.7
70±4.7
47±2.8
53±2.2
53+2.2
3047 126+6.3 58+4.3 54±3.3 98±5.6
!104±5.8
*116±6.1
49+3.9
46±3.8
51+4.0
50±3.0
56±2.3
56±2.3
996 95±5.5 40+3.5 58+2.7 88+5.3 
! 91±5.4 
*104±5.7
40±3.5
39±3.5
40+3.5
54+2.0
57±2.6
61+1.8
M+SD 135.4+23.9 65.2+21.2 52+12.8 117.6±21.6 
! 120.8+20.5 
*129.4+16.8
63.2±23.1
58.8+16.3
62.6+18.9
46.8+14.8
51.6±10.1
52.0+12.0
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7.4 Discussion
Developments in myocardial scintigraphy aim to enhance the visualisation of the viable 
and non-viable myocaidium Improvements in radiopharmaceuticals and techniques allow 
better qualitative and quantitative myocaidiai studies.
^^Tc“ MIBI has several advantages over °^^ T1 cliloride as noted by, for example, Hassan et 
al^ ’^ , Walters et a^  and Flynn .^ Comparative studies between ^^ Tc”^ MIBI and °^^ T1 
cliloride have shown that they correlate well with each other, for evaluation of coronary 
artery disease on both planar* and SPECT images, for identification of disease in individual 
coronary arteries, presence and severity of perfusion defects, and assessment of defect 
reversibility.^
^^ Tc™ MIBI myocar dial images appear* less granular with sharper walls due to the greater 
amount of radioactivity that can be injected. Because gamma cameras are optimised for 
140keV, and ^^Tc"' results in higher count rates and improved image quality, multiple 
functional studies can be carried out: 1) First-pass radionuclide ventriculography for the 
RV EF and LV EF calculations. In 27 patients, the previous published results of MIBI 
first pass RV EF and LV EF correlated closely with those obtained 24 hours later using 
first pass ^^ Tc” DTPA (r = 0.93 and r = 0.92, respectively, p < 0.001).^ 2) Multigated 
studies in various planar* projections for the assessment of myocmdial perfusion and 
detection of LV wall motion abnor*malities. ’^^ “ 3) SPECT studies for the assessment of 
myocardial per*firsion.^ *^ “ 4) DG SPECT studies for calculation of LV EDV, ESV iind EF. 
When the myocardium cells which contain MIBI radioactivity move closer to each other 
and closer to the chest wall in ES, tire average myocardial counts per pixel will be higher 
than at ED. On tire other hand, because of the attenuation of the blood in the LV cavity 
at ED, the image of the myocardium in ED wiU have less counts tlian at ES. These reasons
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explain the observed 10 - 15% difference in total myocardial counts in the projections 
between ED and ES. The reconstruction process results in 30-40% more counts in the 
ES than the ED slices. We assume that the blood in the cavity in ED will be about 50mm 
attenuated medium thickness. The corrected factor for that will be about 2.0 using a 
0.15cm'  ^ attenuation coefficient. The difference between the two attenuation coefficients 
that we had used in om* studies will be approximately equal to 2.0. Using attenuation 
correction did not affect the myocardium-to-cavity ratio but the total myocardial counts 
increased as expected. Tlris improvement is important both qualitatively and 
quantitatively. The LV cavity volumes were significantly improved in comparison to the 
CV results especially for EDV. For example, when attenuation correction has been 
applied, mean ED Vs (mL) improved fiom 117.8+16.1 to 137.2+19.1 compared to 
139.4+16.7 obtained fiom CV. However, using attenuation correction with different 
coefficients at ED and ES depends on the amount of more attenuation at ED because of 
the blood and also the LV to the chest distance. This difference is liigh in the high ejection 
fr action patients.
Myocardial infarct size of 30 ^^ ^Ti chloride SPECT patients during acute myocardial 
infarction has been measured and compared with enzymatic plasma level estimates by 
Mahmarian et al". Infarct size was quantified with polar* maps of the myocardial 
radioactivity and expressed as a percentage of the LV volume. Maublant et al^  ^measur ed 
normal myocar dium and defect volumes using a thresholding teclmique on a slice by slice 
basis. The limits of the normal myocardium were delineated by the 35% isocontours and 
the limits of the defects were dr awn manually. Our program can be extended to calculate 
the defect volume as weU as the viable myocardium volume and their ratio using edge 
detection techniques.
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In OUT DG MIBI SPECT studies of 27 IHD patients, excellent correlations were 
obtained between the DG SPECT LV ED tmd ES volumes and EF and those obtained 
from CV (r = 0.95 and r = 0.97, respectively). The short axis slice by slice subtracted 
images (ED-ES) and (ES-ED) were found useful in providing waU motion information. 
These findings were reported f . y by Komis et al.^ '^^  ^ The MIBI quantification 
program allows operator intervention using the visual quality control displays to avoid 
possible problems of edge detection in areas of low counts or defects.
LV EDV, ESV and EF from DG MIBI SPECT have also been derived by Philippe et al^  ^
and Faber et al^  ^using short axis slices and slice by slice technique. In 10 patients, EDV 
and ESV were calculated by Philippe et al using two methods: a) manually drawn LV 
ROIs and b) semi-manually drawn circular* area for the LV cavity with a diameter 
determined by the operator. The second method exliibited better correlation with contrast 
ventr*iculography. In 15 patients, Faber et al^  ^ used relaxation labelling to automatically 
find the most likely LV endo- and epi- cardial surfaces based on image intensity gradients, 
and surface shape and smoothness. Results exhibited excellent correlation with CV (10 
patients) and with planar gated equilibrium blood pool studies (11 patients), respectively 
(LV EDV, ESV and EF correlation coefficient r=0.83, r=0.82 and r=0.93, respectively).
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7.5 Conclusion
Multifiinctional studies for LV and myocardium can be cairied out with ^^Tc”^ MIBI. We 
have developed a DGMIBI program to calculate the LV EDV, ESV, EF and myocardial 
volume from DG MIBI SPECT. The program displays histogr ams representing the pattern 
of myocardial perfusion at ED and ES. Excellent correlation has been obtained with 
contrast ventriculography (r-0.93). Correction of the total myocardial counts and 
improvement of LV volumes can be obtained using different attenuation coefficients. 
Usiirg a _ . spatial filter, which dampening the noise, had air effect on LV volumes. 
Mean ED Vs (mL) improved from 117.6+21.6 to 120.8+20.5 when spatial filter was used. 
Finally, edge enhancement had improved the LV volumes, e.g. mean ED Vs improved to 
129.4+16.8 compared to 135.4+23.9 obtained fiom CV.
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CHAPTER EIGHT 
Multigated Myocardial SPECT Imaging
8.1 Introduction
Because the images in ^^Tc'" agents, generally are superior to °^^ T1, there is a trend 
toward better specificity and normalcy rate/" In addition, measurements of myocardial 
perfusion indicates that both ^^ Tc*" agents, MIBI and tetrofosmin, have a better target-to- 
nontarget ratio than ^^ ^Tl within conventional and MG SPECT. Moreover, assessment of 
the extent of the myocardial defect was easier with ^^ Tc"" (Chapter 6.2 and 6.3). 
However, °^^ T1 retains a unique place as an imaging agent to identify viable 
myocardium.'^’^
The introduction of the new agents has broadened the potential applications and scope of 
nuclear ca r d i o l ogy I n  essence, an appropriate MG SPECT is possible only with ^^Tc“  
labelled agents, because of their high count rate and the gamma camera being optimised 
to 140 keV. The ^^Tc“  myocardial agents have excellent imaging characteristics allowing 
more accurate identification of the coronary artery disease. In addition, assessments of 
ventricular function are possible, e.g. left ventricle volumes and wall motion.^
Myocardial perfusion SPECT images are adversely affected by three dimensional 
movements of the h e a r t . I n  order to eliminate such artefacts, MG SPECT can be 
employed and which provides useful information on ventricular function. For instance, 
LV volumes and LVEF can be calculated and these are well correlated with other clinical 
m e t h o d s . I n  essence, MG SPECT may represent a suitable technique for the 
simultaneous analysis of flow distribution and function in 2- and 3-D e.g. detection of the
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basal wall (which is highly attenuated) motion abnormalities and r e v e r s i b i l i t y T h e  
systolic wall thickening index, which has been introduced recently, has shown a 
promising tool for parameter in the assessment of myocardial status/^ Phase/amplitude 
analysis of the variability in the maximal counts throughout the cardiac cycle seems to be 
useful for understanding regional myocardial function. For instance, a reduction in WT% 
and amplitude corresponds to zones of reduced perfusion at the same region. However, 
the accuracy of such a method depends upon the observation that a change in wall 
thickness is directly proportional to the change in counts throughout the cardiac cycle. 
This proportionality is maintained better in regions of the myocardium which are 
relatively uniform and do not exhibit significant shape distortions as might occur with 
infarction. The assumption for a such method is that according to the partial volume 
effect the recovery counts by the instrumentation is the function of the object size.^  ^
However, the recovery counts is also the contribution of the increased voxel count 
density since the myocardial cells become close to each other. Nevertheless, the 
assumption which has been made is not accurate. The reason is traced to the fact that the 
relationship between changes in apparent concentration and changes in thickness is 
highly non-linear.^® Using a cardiac phantom, Galt et al^  ^ found that the dependence of 
reconstructed counts on object thickness in SPECT limits the accuracy with which 
regional distribution of activity can be derived in objects smaller than two FWHMs. 
Therefore, using the partial volume effect method as a measure of wall thickness is not 
clear.^ ®
In SPECT volume quantitation, the influence of spatial resolution, source size and shape, 
and voxel size are highly noticeable.^^’^  ^In addition, the quantitation in SPECT is limited 
due to radioactivity, scatter and background (target-to-non-target ratio) contribution.
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attenuation, and statistical noise.^ '^^  ^ For these factors, the recommendation which has 
been suggested following experiments outlined in Chapter 5&6 will be utilised. For 
spatial resolution, measurement of the system resolution and point spread function (PSF) 
at different depths, space and axis of rotation, with warm and cold background was 
demonstrated on in Chapter 5.1. There, within controllable parameters best resolution 
was obtained at short diameter of rotation, large matrix size and using a high resolution 
collimator. In myocardial clinical SPECT imaging, there are other parameters not within 
operator control e.g. human bodies. Another measurement of the effect of the scatter on 
the PSF and the quantitation improvement when the scatter correction method was also 
applied. Scatter correction is highly recommended in order to obtain an accurate 
measurement (Chapter 5.4). Further, attenuation correction will have a more accurate 
effect once the scatter is removed. In addition, high statistical imaging has to be achieved 
in order to reduce the statistical errors i.e. noise which will also be much reduced with a 
ramp-Hanning filter of a 0.7mm cut-off frequency when ^^ Tc*" myocardial agents are in 
use (Chapter 5.2). However, a high-pass filter is only recommended in order to detect the 
edges since ED, ES volumes and EF% are affected (Chapter 6.3). Since contrast and 
resolution of the heart will be improved, an axis of rotation of 180° was used.
8.2 Objectives
In this study, a new method to measure the wall thickness was developed based on the 
geometric measurement as a FWHM of a myocardial profile throughout the cardiac 
cycle. Subsequently, both methods, count-based and geometric-based, were compared 
with respect to accuracy, reproducibility and specificity, since wall thickening (WT)
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index can predict the myocardium viability. Wall shortening (motion) analysis will be 
also performed.
In addition, an attempt was made to measure and evaluate the previously mentioned 
factors which reduce the influence of accuracy of a source volume estimation and the 
myocardial wall thickness measurement. Quantitatively, the factors which can be 
controlled and lead to better results will be addressed.
Moreover, left ventricular volume as well as ejection fraction was obtained. For this 
purpose a new Pascal program was developed. The program can also calculate the 
perfused-to-nonperfused area.
8.3 Materials and Methods
8.3.1 Patient Selection and Preparation
IHD patients presenting at hospitals in Kuwait are routinely referred to a ^^Tc“ -MIBI or 
MYOVIEW™ study. From these patients, a group of six patients were selected for MG 
SPECT ^^ Tc™ labelled study. This group of patients underwent or would normally 
undergo ECG-echocardiography for LV volumes, EF and wall thickening. The results 
will be correlated in both studies, MG SPECT and echocardiography.
The precision of our prediction of myocardium viability can be assessed using Receiver 
Operating Characteristic (ROC) analysiSj^'^Tc™-MYOVIEW™ or MIBI SPECT study. 
For MG SPECT, all the patients were injected with 15mCi (555MBq) of ^^Tc“  labelled 
with MYOVIEW™ at the peak of the exercise or at rest, using a standard protocol. MG 
SPECT acquisition has been started half an hour after the injection time. A longer delay 
would cause a high background at the inferior wall since the activity will reach the 
transverse colon.
206
8.3.2 MG îvfyocardiaî SPECT Acquisition
GE XRT gamma camera fitted with a LEGP collimator and interfaced to a GE Star3200 
computer was used. Full quality control measurements had been performed before the 
study, to ensure conformity with NEMA specifications. The same gamma camera was 
used throughout the whole study. An electrocardiogram (EGG) synchroniser was 
connected to the Star3200 computer triggered the data acquisitions according to the 
patients heart cycles. The R-R waves time inteival was used to divide by 8 frames. Frame 
number 3 or 4 was at ES cardiac contraction which is at the descending slope of the T 
waves. The ED image was acquired at the onset of the R waves.
Multigated SPECT can be acquired at 8 or 16 frames per cycle. Most nuclear medicine 
computers can acquire 8-frame gated SPECT. The advantages of this are: l)significant 
reduction in storage needs; 2)shorter reconstruction time; and 3)the higher count density 
(counts/pixel) for a particular acquisition time. In order to improve the temporal 
resolution, 16 frames per cycle can be acquired. The count density can be maintained by 
using a running average of frames. For instance, the first gate short axis slice (1) will be 
added to the second gate short axis slice (1), and second gate to third and so on. Non­
gated SPECT images were obtained from the same study by adjusting the computer 
protocol. Total acquisition time was about 20-30 mins depending upon the count rate and 
heart rate.
The myocardial multi-gated SPECT acquisition parameters were as follows: 180° 
rotation comprising 32 projections, starting at left posterior oblique LPO (135°) to right 
anterior oblique RAO (-45°); 64x64 matrix (slice thickness of about 6.4mm); 75 cardiac 
cycles per projection. The matrix size could not be larger since quad  count statistics have 
to be achieved with the single head gamma camera. A similar situation was faced with
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the collimator type. With these high resolution factors, longer acquisition time with the 
busy clinic is not possible at the expense of quantitation accuracy.
8.3.3 MG Myocardial SPECT Reconsti^ction
Tomographic transaxial slices were reconstructed of one pixel width (-6.4mm) using a 
ramp-Hanning filter with 0.7 cycles per mm cut-off frequency. Dual-energy acquisition 
window was not possible with the Star3200 MG SPECT. Commonly, attenuation 
correction was applied using the available uniform protocol.
From the transaxial slices, one pixel wide short axis slices were reconstructed from apex 
to base. The horizontal and vertical slices were also obtained. For comparison, 
reconstruction was repeated with no attenuation correction.
8.3.4 M G Myocardial SPECT ^ ^Td^ Labelled Protocol 
Thickening
For an accurate wall thickening measurement, the clear definition of both epicardial and 
endocardial layers is essential.
Representing four segments, anterior, lateral, septal and inferior wall, horizontal and 
vertical profiles were generated in short axis slices. In order to obtain an average FWHM 
myocardial thickness, short axis slices were then rotated to repeat the measurements 
(Fig.8.1). Profiles as points were imaged and entered to a program called ‘ORIGIN’. The 
difference between endocardial and epicardial radii was measured in term of FWHM. For 
wall motion analysis, wall shortening (WS) measurements from ED and ES diameters 
was obtained. Maximal count profiles as well as FWHM were recorded. The myocardial 
boundaries were quantitatively corrected by the modified second derivative method
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Fig.8.1 Processing approach for measuring wall thickness from the horizontal and 
vertical Profiles.
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(chapter 5.3&4). Again, myocardial maximal counts and FWHM were recorded. 
Myocardial thickness was calculated by the method described in Chapter 5.3. Segmental 
WT% was evaluated by two methods:
l)the count-based method on different segments at several regions using slices of one 
pixel each.
WT = (ES max count - ED max count) / ES max count (1)
However, difficulties in low counts and volume partial effect at certain regions have been 
experienced with this method.^®’^ ^
(2)wall thickness measurement using the equation:
WT = (ES myo thickness - ED myo thickness) / ES myo thickness (2)
For the two methods, both wall thickening and wall motion will be assessed 
quantitatively and compared with echocardiography. In the count-based method, 
scattered radiation results in significant over-estimation of myocardial wall thickness. 
Therefore, scatter correction might partially solve the problem. Myocardial viability will 
be decided, viable or non-viable, with respect to thickening. Subsequently, ROC analysis 
can be undertaken.
Wall shortening was measured from:
WS = (ED Diameter - ES Diameter) / ED Diameter (3)
LV Volumes
Slice volume can be calculated using either method shown below in Fig.8.2a (1,11). The 
first method will introduce an error, since the short axis slice is not perfectly cylindrical.^® 
Both methods will also have limitations: for instance, the finite resolution of a gamma 
camera inevitably produces partial volume effects, resulting in errors in the identification
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of the position of endocardial and epicardial borders. Also, several physical factors are 
expected to affect the boundary search. Experimentally, an edge enhancement followed 
by an appropriate edge detection method, and a best interpolation fitting method 
(Fig.8.2b) for the boundary at the defective area is expected to at least partially solve the 
problem (Chapter 6.3 & Chapter 7). As the second method demonstrates, for each slice 
area measurement, LVEF was calculated from the LV volumes at ED & ES. LV 
volumes will be the sum of Therefore, a full auto calculation using this method requires a 
computer program. A Pascal program has been developed on Lexidata interfaced to a 
VAX computer to derive the following from MG myocardial SPECT: LVEF, LV 
volumes through the cardiac cycle, time volume curve; the program can identify the 
cardiac chamber area as well as the myocardial border; epicardial and endocardial 
(Appendix 2). The total myocardial area is represented by the difference between the 
inner and outer area. In addition, both the LV myocardial volume perfused-to- 
nonperfused ratio (and therefore the infarct size) can be calculated.
Correlation coefficients of LV volumes and EF between MG SPECT and echo­
cardiography were obtained and the significance was assessed.
8.4 Results
Raw data for non-gated ^^Tc™-tetrofbsmin SPECT projections are shown in Fig.8.3a. 
The images were created from the MG myocardial SPECT. The total counts per 
projection are within the total counts collected in experiment 5.2. Therefore, signal-to- 
noise ratio was assumed to be the same. Corresponding count statistics are shown in 
Fig.8.3b.
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Fig.8.3a Non-gated myocardial perfusion images created from gated study.
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Fig.8.3b Statistics of raw LAO projection
A typical case of ^ Tc^-tetrofosmin MG myocardial SPECT is shown in Fig.8.4 Selected 
ED and ES projections acquired for 60 cycles are shown in the figure. The difference in 
LV size at ED and ES is clear. The total counts at ED and ES is demonstrated. ES image 
shows better counts by about 40% more than ED image. For all 6 patient studies, a ramp- 
Hanning filter with 0.7 cycles/mm showed proper image quality. No 3-D filtering was 
applied.
Wall thickness as well as wall thickening are represented in Fig.8.5a&b. Using the 
modified second derivative method in Fig.8.5c, the results show more reliable wall 
thickness improvement compared to the actual system measurements.
Myocardial segmental wall thicknesses were obtained from the FWHMs’ average of the 
profiles which are passing the short axis slice at the same segment e.g. anterior. Wall 
thickening was then calculated as shown in equation (2). These results from the MG 
myocardial SPECT were correlated with those from echocardiography as shown in 
Fig.8.6a. Good correlation was achieved, where correlation coefficient was 0.83. WT%
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Fig.8.4 A typical case of ^ Tc""-tetrofbsmin MG myocardial SPECT.
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measurements of different myocardial wall segments for the five patients are shown in 
Fig.8.6b&c.
«2 30
 ^ PATIENfs
Fig.S.Sb WT% m easured by FWHM from MG SPECT at a)Anterior, 
b)lnferior, c)Septal and d)Lateral walls.
O 80 -
Ul 60
ANTERIOR INFERIOR SEPTAL LATERALFig.8.6c Myocardial WT% of different patients (a, b, c,d &e)
at different walls from MG SPECT
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It is not possible to obtain myocardial wall thickness using the count based method. 
However, the wall thickening was measured by the count-based method using equation 
(1) in order to assess same patients. The results were correlated with both MG SPECT 
geometric method WT% (r=0.96) (Fig.8.7a) and echocardiography WT% (r=0.90) 
(Fig.8.7b). From MG SPECT, myocardial wall shortening was measured as the change 
in the LV diameter throughout the cardiac cycle between ED and ES. WS% was 
measured as shown in equation (3) and correlated with the echocardiography results 
(Fig.8.7c), Good correlation was achieved (r = 0.88).
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In addition, the calculated LV volumes from the MG myocardial SPECT program were 
extracted. From these volumes, LV EF% results were obtained. These results were then 
correlated with those LV volumes from echocardiography and displayed in Fig.8.8 
(r=0.96).
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Fig.8.8 EF% from MG SPECT Vs Echocardography
A patient who were acquired as a MG SPECT myocardial imaging in Fig.6.3.2 shows an 
anterior segment defect when a non-gated images were displayed. The anterior segment 
showed a normal wall motion when the cine-gated slice was displayed. The wall 
thickening of the anterior wall was measured by MG myocardial SPECT and 
echocardiography to be 14% and 27%, respectively. However, the patient was reported 
by the nuclear medicine physician as normal since that segment was moving and 
thickening well.
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Another patient who had a defect in SPECT and clarified more after the implementation 
of the dual-windowed energy subtraction is shown in Fig.5.4.12. Following a nuclear 
medicine study, the patient was reported as having a small inferior defect. Conversely, 
the stress MG myocardial SPECT of the patient showed a normal wall motion of that 
part. Wall thickening was measured to be noimal (WT% = 23%). The method of 
attenuation correction (Chapter 5.3) using the scatter-to-peak ratio indicated a normal and 
homogeneous inferior wall.
8.5 Discussion
Except for viability, ^^Tc‘” myocardial imaging agents, MEBI and tetrofosmin, have 
several advantages over Despite its wide used in SPECT myocardial perfusion 
imaging, °^^ T1 has sub-optimal physical properties compared with ^^Tc“-labeled agents. 
Clinically, comparative studies of fflDD evaluation between ®^Tc*“-labeled myocardial 
agents and °^^ T1- chloride have shown that both correlated well with each other.^^ The 
diagnostic ability of ^^Tc”'-MrBI for ischaemic heart disease is reported compared to 
^^ T^l chloride.^ ®’^ ^
In addition to it’s ability in detecting the regional myocardial perfusion, ^^Tc‘”-MIBI is 
used for left and right ventricular function and mainly wall motion. The evaluation of left 
ventricular function has gained increased importance owing to its high relevance to 
management choices and to the prognosis of patients/^'^^ Moreover, Takeda et al 1992^  ^
has demonstrated the ability of ^ ^Tc'^-MEBI to detect the dilated cardiomyopathy.Using 
several imaging modalities, much previous work was performed to estimate a precise 
index of regional wall thickening which may be used as a sensitive indicator of the 
regional myocardial ischaemia. However, radionuclide imaging demonstrates the organ
222
physiological behaviour rather than anatomical. Measurement of organ size with other 
modalities are more accurate, morphologically. These include: echocardiography, cine 
CT, and MRI. Despite the good results they had some difficulty in implementation in 
routine clinical practice. In this study, multipurpose of ^^Tc'^-tetrofosmin were 
demonstrated when a MG myocardial SPECT was used. ECG-gated data acquisition is 
easy to be used with the commonly used SPECT system. Storage capability is reasonable 
when 8 frames instead of 16 are used.
In this study, the wall thickening as well as wall shortening were measured from a 
myocardial profile were correlated well with a count-based method as well as 
echocardiography (r = 0.83 for wall thickening for MG SPECT Vs echocardiography). In 
addition, the new method of the modified second derivative method to correct for the 
system effect was used to obtain the wall thickness. Using MG myocardial SPECT, wall 
thickness behaviour was demonstrated as a wall thickening through the cardiac cycle. 
This measurement was accurate when a well known object size was used; Chapter 5.3. 
Other studies, in which the count-based method was used, showed difficulty in 
measuring the wall thickness and they succeeded to demonstrate the wall thickening. 
Takeda et al (1992)^^ claim that the wall thickening measurement is a function of the 
partial volume effect since the relation between an object of 8-20mm and count density is 
linear. Conversely, Galt et al (1994)^^ demonstrated the non-linearity of such a relation. 
In addition, they stated that the variation in counts due to the changes in wall thickness 
are small compared to variations due to attenuation and Compton scatter. A recovery 
coefficient as a correction factor has to be applied. In this study, the adequate counting 
and the correction method which has been applied for scatter as well as the system effect 
have shown good results on the wall thickness measurement. Unlike myocardial wall
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thickening, wall thickness measurement by MG SPECT was not correlated well with 
echocardiography wall thickness since anatomical measurement are more accurate. In 
addition, the error in MG wall thickness are subject to count density and matrix size. As 
has been demonstrated in Chapter 5.4, the modified second derivative method as a 
mathematical corrective method is more accurate with better statistics and more 
sampling. The method could not measure the precise size of 1.2mm wall thickness when 
a pixel size was 3.2mm. On the other hand, the scatter correction method using a dual­
energy window is not {possible; when the MG SPECT acquisition is used.
Qualitatively, MG myocardial SPECT has a promising role as an indicator to prove the 
effectiveness of the scatter and attenuation correction. Qualitative MG myocardial 
SPECT cine display assessment by the nuclear medicine physicians correlates well with 
the quantitative results, the scatter correction effect, non-isotropic attenuation correction 
effect and system correction effect. However, using ^^Tc™-tetrofosmin the effect of the 
correction methods on the quantitation was dependent on the improvement of the target- 
to-nontarget ratio.
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CHAPTER NINE 
CONCLUSIONS AND RECOMMENDATIONS
9.1 Conclusions
In this work, physical and technical factors which affect, in general, the accuiacy of 
planar and SPECT quantitation of the images, and in particulai' the gated and non­
gated myocardial SPECT and the exti’action of LV volumes and EF, wall motion and 
wall thickness, were addressed.
The fii’st factors aie the linearity of response and efficiency of the gamma camera and 
computer system. Lineaiity and unifonnity would affect the spatial counting and 
imaging. Integral and differential uniformity have to be less than 8% and 5%, 
respectively. Spatial resolution of the gamma camera is a limitation for the image 
resolution. Parameters which affect the resolution have to be considered e.g. source- 
to-detector distance and collimator type. In the gamma camera which was used in this 
work, system planai' FWHM was 5.3+0.4 and 7.2±0.5 for ^^Tc“ and “^^ Tl, 
respectively.
The second factor is the efficiency of the rotating gamma camera in SPECT studies. 
This includes the spatial angulai' sampling for cardiac SPECT. ^^Tc“ myocardial 
labelled agents acquisition can be accomphshed by 180“ angular sampling rather than 
360“ since contrast wül be improved, distortion will be less and resolution will be little 
changed when 180“ is used compared to 360°. FWHM was 13.0+0.8mm at 50mm 
depth when 180“ was used compared to 15±0.9mm obtained fi'om 360“.
In addition, the effect of physical factors on SPECT images resolution are addressed 
for air and water attenuation. Parameters of liigh resolution collimator and shortest
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possible rotational radius aie recommended. For example, the measured FWHMs in 
ah' was 13.0+0.8mm, 15±0.9mm and 19±l.lmm at source-to-detector distance of 
162mm, 196mm and 241mm, respectively. In addition, matrix size has to compromise 
for adequate counting and image resolution. Moreover, it has been demonsüated that 
the unifomiity correction m SPECT would have an effect on the distortion e.g. the 
ring artifact can be avoided.
The thh'd factor is the scatter and attenuation of the photons fi'om the patients 
towards the gamma camera crystal. Scattering photons which add to hnage 
backgi'ound can be corrected by dual-energy window subtraction provided there is 
proper energy wmdow selection. This was investigated and it is recommended to use 
a 20% photopeak window of 140keV and a 20% scattering window about the 
114keV energy in ^^ Tc™ studies. Myocai'dial wall thickness measuied as FWHM was 
unproved fiom 26+1.3mm to 22+1.1 nun when scatter correction was applied using 
dual-energy window method.
In essence, high system resolution which depends on tecluiical parameters has to be used 
in clinical work since the quantitation accuiacy can be improved. Equivalently, coixection 
of scattering and attenuation using an appropriate method will improve the SPECT 
quantitation accuracy. The mean of ED Vs (mL) was improved fi'om 117.6+16.1 without 
attenuation conection to 137.2+19.1 with attenuation collection compaied to 139.4+16.7 
which is obtained from contiast ventriculography.
On the other hand, distortion of the image quality, low counting statistics and 
inaccurate spatial count density distiibution are produced by the attenuated photons. 
Improvement of the attenuated segment has been demonstrated using a scatter-to-
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petik ratio. Qualitatively, scatter and attenuation correction effect on the contrast was 
also demonstrated.
Noise and background were studied and have shown that adequate total counts and 
together with a Irigh resolution collimator have to be used in order to improve the image 
quality by dampening the noise. Filtering, had an effect on dampening the noise.
In addition, ‘^^Tc"‘ myocardial imaghig agents, which can precisely and simulttmeously 
evaluate the CAD, have better target-to-nontarget ratio (2.92+0.5) than °^^ T1 
(2.5+0.55) (p < 0.01). The reasonable myocardial uptake, slow washout, high heart- 
to-lung ratio made rest exercise ^^Tc“ myocardial imaging agents rotational 
tomogr aphy an excellent substitute for SPECT °^^ T1. Multifunctional studies for LV and 
myocardium can be carried out with ^^Tc"' MTBl. A DGMTBI program has been 
developed to calculate the LV EDV, ESV, EF and myocar dial volume from DG MIBI 
SPECT. The program displays histograms representing the pattern of myocardial 
perfusion at ED and ES. Excellent conelation has been obtained with contrast 
ventriculography (r=0.93). Conection of the total myocardial counts and improvement of 
LV volumes can be obtained using different attenuation coefficients. Using a proper spatial 
filter, which dampening the noise, had an effect on LV volumes. Mean ED Vs (mL) 
improved from 117.6+21.6 to 120.8+20.5 when spatial 9-point filter was used. Finally, 
edge enhancement of the second derivative method had improved the LV volumes, e.g. 
mean ED Vs improved to 129.4+16.8 compared to 135.4+23.9 obtained from CV.
It has been stated that °^^ T1 retains a imique place as a myocardial SPECT imaging 
agent wliich is capable of identifying myocardial viabihty. A method is proposed to 
investigate myocardial viabihty using ^^Tc“ myocardial agents; MIBI or tetrofosmin. 
Compared to non-gated conventional SPECT reconstruction, selected frames from
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gated SPECT appears to be the best regarding the contrast. It also shows high waU 
resolution, sensitivity, contrast and severity but less count mtensity. Gated myocardial 
SPECT was acquired in order to measure the wall thickness throughout the cardiac 
cycle; wall thickening can then be used as a viability predictor. A correction method 
was proposed which demonstrates the effect on the acciu'acy of quantitative 
measurement in both, planar and SPECT. Thereafter, accurate wall thickness 
measurement enables viability prediction but not detection.
The proposed method not only corrects for the scatter, background and noise but also 
corrects the imaghig system effect. For cardiac imaging, the method is highly 
recommended especially when the wall tliickness measurement is required.
The modified second derivative method is used to determine organ thickness, 
irrespective of whether attenuation, scatter and background correction is applied, the 
thickness obtained is dependent on the actual thickness provided sufficient counts and 
enough sampling are acquhed. In a cardiac phantom of 12.5mm wall thickness, the 
experimental SPECT measurement was 13.0±0.6mm,
In practice, ^^ Tc"" is preferred smce the gamma camera is optimized for 140keV. In 
addition to substituting °^^ T1 capability in predicting the myocardial viabihty, ^^ Tc*" 
myocardial labeled agents which can be used to obtain multi-gated SPECT images 
have multi-purpose and several advantages.
The MG SPECT technique is recommended in preference to the non-gated and DG 
SPECT techniques. MG SPECT can offer better visualisation and quantification 
especially for segmental wall motion and thickening. In addition, edge enhancement 
and image filtering will help in having better accuracy for volume quantification and 
EF%, thereafter. Edge enhancement using a high pass filter is recommended at the 
edge which can be delineated at the second derivative method.
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9.2 Suggestions for Further Studies
Several studies for further work are suggested:
1)To establish a fuUy automated program of myocardial volume and mass 
determination, LV volumes and EF, wall motion percentage, wall thickness, wall 
thickening percentage and functional images of phase and amplitude in one study on 
the same computer using ^^Tc'" MG myocai'dial SPECT.
2) To establish a new method for attenuation correction using a non-isoti'opic map 
which is created from an attenuated image without using transmission data. Effect of 
backgi'ound and scatter on such a method has to be fully studied. In order to validate 
the proposed method, scatter-to-peak ratio, a full descriptive study of the scatter 
spatial distribution is recommended to apply the method. At the same time, 
consideration has to be made to a proper scatter window, in which the spatial 
distribution is not affected and attenuation correction to the background is avoided. 
For such a study, a known geometry of an attenuated material to simulate the breast 
or diaphragm effect has to be used. Clinically, the method has to pass the trial before 
implementation could take place.
3)To evaluate the effect of the modified second derivative method on the image using 
several pixel sizes, qualitatively. There, contiast and resolution of the hnage can be 
assessed. The application of such a method on the 3-D or 2-D SPECT slices can also 
be assessed. In case such a method will succeed quahtatively and maintahi the stune 
accurate quantitative results, then a gieat improvement in image quality will take 
placed.
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APPENDIX 1
GENERAL ELECTRIC MEDICAL SYSTEMS - STAR IMAGE PROCESSING 
4-2684, DIRECTION NO. 16032
1.1. NON-LINEAR 3-D FILTER (NLIN3D$1A.SV)
Overview
In the tomographic reconstruction process, prominent noise structures develop due to 
the limited statistics s. This noise structure may cause difficulties in the interpretation of 
true image structures, if one were to take a cylindrical flood phantom and examine the 
statistics across the field of view, a uniform count distribution would not e realized due 
to the randomness of these events. A profile curve would, in fact, reflect negative as 
well as positive peaks of spikes (Figure 1.)
■ UERTICAL PROF NO. 1: 43 ■ PROF NO. 2:MAX CUT* .-..212.
HORIZONTAL PROF NO. 1:.39' PROF NO. 2 C  ' ■ MAX:CNT: 212
FIGURE 1
This filter assumes that every pixel in all slices may be, in fact, noise. The non-linear 
filter attempts to remove these eiTors before any other smoothing operation is 
perfomied. For this reason, it is important that the tomogiaphic slices be reconstructed 
with a ramp filter. (This is created by selecting a Ramp-Hanning projection filter with a 
filter frequency cut-off 10) The user inputs a threshold value which determines whether 
a pixel should be replaced by the local average of its 26 neighbours.
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In practice, the average is first calculated. Then the square root of that average is 
deteiTnined. The replacement threshold is specified in teims of multiples of the square 
root of the local average, if the difference between that pixel and the average of its 
neighbour is larger than the threshold times the square root of the local average, then 
that pixel will be replaced by the local average, or example, if the operator were to 
input a threshold value of 2, the following would occur for a pixel whose value was 140 
and the average of its 26 neighbours was 100.
1. Find the square root of the local average.
t/ÎÔÔ = 10
2. Find the difference between that pixel and its local average.
(Pixel value ) ~ (Average value of that pixel’s 26 neighbours)
140 - 100 = 40
3. Determine the thr eshold for replacement 
(Threshold value) x local average
2X-ÆÔÔ =
2 X 10 =
20
4. Determine whether the pixel should be replaced. For this example, the
difference is gr eater than the replacement threshold.
40 >20
Therefore, tire pixel value (originally 140) is now replaced with a value of 100.
In conclusion, noise spikes should be eliminated before any smootliing or filtermg 
operations are perfomied. This method, thereby, attempts to preserve detail by 
removing these spikes before smoothing operations are applied to the data. (Figure 2 
and 3). A profile curve has been placed through the image illustrating a noise spike. 
After the 3-dimensional filtering technique was applied, tliis noise spÜce disappears 
while the lower level variations remained unchanged thereby preservmg detail.
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' SIMULATCONS
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FIGURE 2 -  RAW DATA
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Purpose
TMs protocol implements a 3-dimensional non-linear filter of the selective averaging 
type. The mtent of its application is to remove noise structures from a 64 x 64 
resolution image dataset.
Data Type
The primar y intended application is the smoothing of tr ansaxial slice datasets. However, 
the program will operate on any 64 x 64 image dataset (word or byte mode) containing 
three or more frames. When filtering tomographic transaxitü slices, it is suggested that 
the slices be first reconstructed using a ramp filter, with no high frequency roll-off. 
(This is created by selecting a Ramp-Hanning projection filter with a filter frequency 
cut-off 10). Tliis will permit the effective use of this non-linear method, before any 
smoothing has occurred. Any smoothing wlrich is desired can take place after this non­
linear* filter using the 3-dimensional linear filter, LIN3D$1 A.SV.
Data Output
A 3-dimensional filtered, word mode image dataset. These output images can be 
reviewed and further processed in the same maimer as any regular- STAR, word mode 
dataset of the same as the input dataset.
Progr am Description
Upon entering the program, the alphanumeric screen displays the name of the dataset to 
be filtered and the number of images within that dataset. The operator is prompted to 
enter a dataset name; type fdataset namel (CR). (If the user had inadvertently entered 
the program with the wrong dataset, smiply hit either the RETURN or ENTER key. 
The alphanumeric monitor wiU display the following messages: “0 PIXELS 
REPLACED”, “PAUSE”, and “TYPE ANY IŒY TO CONTINUE”. Strfice any key to 
return to the main Image Processing menu.)
The operator is now prompted to enter up to 70 characters of text if desired; type 
[dataset comments] (CR). If no comments are needed, simply hit the RETURN or 
ENTER key. There is a momentary pause in the program as a new dataset is created. 
The operator is so advised on the alphanumeric monitor with the message “CREATING 
DATASET”.
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The alphanumeric monitor prompts the operator to input the threshold value by
displaying the message “THRESHOLD (SQRT[AVE] U N ITS) The user must
input the thr eshold above which pixels ar e to be replaced. The units for tliis direshold 
specification are multiples of the square root of the local average. (See Overview). 
This input value impacts the amount of filtering done. With tomographic slice 
reconstruction’s, variations between a pixel and its local average can be more than 20 
of these units. From initial testing, it has been found that a threshold of two”root 
average” units will cause about 70% of the pixels to be replaced; an input value of 5 
results in 20-30% replacement; and an input value of 0 would replace every pixel. (This 
value of 0 is similar in effect to performmg a 9-point smoothing operation in three 
dhections). The actual percentage of replacement may vary considerably depending 
upon data content.
The images are then filtered with tliis parameter. A message “FILTERING IMAGE #
 ” appears on the alphanumeric monitor. As each shce is filtered, the frame number
is updated to give the operator a report of protocol completion. (In the event of 
compound datasets, i.e. sagittal/coronal, oblique etc., the images in the individual sets
are filtered separately. The messages “SET #___” FILTERING IMAGE #____”
appear.) processing time is approximately 5.0 seconds per image. Upon completion, 
the user is advised of the percent of pixels replaced. To return to the main Image 
processing screen with the filtered images as the current dataset, the operator is 
instructed to type any key.
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1.2 LINEAR 3-D FILTER (LIN3D$1 A.SV)
Overview
Due to the limited statistics inherent in the tomographic reconstruction process, 
prominent noise structures develop. These noise structures may cause difficulties in the 
inteipretation of true image structures. To date, various methods have been utilized to 
reduce these effects within the STAR Computer System software. (The methods 
described below reduce these effects using linear' filtering operations).
Method 1: Ramp-Hanning or Butterworth projection filters are available to the user. 
Although flexible, they reduce the effects of noise using infonnation in only two 
directions (x and y).
method 2: Planar* data is fhst filtered with a 9-point smooth. Tomographic transaxial 
slices are then reconstructed with a ramp filter. (This is created by selecting a Ramp- 
hanning projection filter with a filter frequency cut-off 10). Although this yields a 3- 
dimensional filter effect, it has remained somewhat limiting in that the filtering 
operation is fixed and not variable.
method 3: Planar data is filtered in the y direction. This spatial filter has the coefficients:
Î  
y
0 1 0
0 2 0
0 1 0
X - >
Slice reconstructions are then obtained by applying a Ramp-Hanning filter frequency 
cut-off of 0.5. Tliis procedure is still restricted, however, in that the spatial filter is 
fixed. The projection filter must be 0.5 to ensure dentical filtering in all three directions. 
This method produces identical results as Method 2.
Optimally, the images should be filtered in aU three directions(x,y, and z) to obtain 
maximum reduction in noise structure. In addition, these images should be filtered the 
same way in all three directions. Methods 2 and 3, as previously described, yield one 3- 
dimensional filter. However, the amount of smoothing is not variable and remains 
fixed. This program (LIN3D$1A.SV) was developed to provide variable 3-dimensional 
smoothing.
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Purpose
The protocol implements a stationary linear filter wMch performs a 3-dimensional 
smoothing operation on 64 x 64 resolution image datasets. The amount of smootliing 
perfoimed is determined by the paiameter input by the operator.
Data Types
The primary intended application is the smoothing of nansaxial slice datasets. However, 
the program will operate on arry 64 x 64 image dataset (word or byte mode) containing 
thr'ee or more images.
data Output
A 3-dimensionally filtered, word mode image dataset.
Program description
These output images can be reviewed and further processed in the same manner as any 
regular' STAR, word mode dataset of the same type as the input dataset. Upon entermg 
the program, the alphanumeric screen displays the name of the dataset to be filtered and 
the irumber of images within that dataset. The operator is promoted to enter a dataset 
name. Type [dataset name (CR). (If the user had inadvertently entered the program 
with the wrong dataset, either the RETURN or ENTER key may be liit to return to the 
main Image Processing menu).
The operator is now prompted to enter up to t 70 char acters of text if desired; type 
[dataset comnrents] (CR). If no comments are needed, simply hit the RETURN or 
ENTER key. There is a momentary pause m the program as a new dataset is created. 
The operator is so advised on the alphanumeric monitor with the message “CREATING 
DATASET”.
The alphanumeric monitor then displays the message “ENTER MAGNITUDE OF
FILTER RESPONSE AT FS/2, (0 TO 1) = ___”. The fütermg is performed a 3x3x3
kernel whose weights tue determined by this parameter.
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For those who are familiar with frequency space, filter responses can best be visualized 
in this dimension. The response is always unity at zero frequency, it rolls off toward 
higher frequencies with a cosine function that has a minimum at half of the sampling 
frequency. The frequency characteristic in one dimension is
F(w) = K±1 + JLK cos i%F/32)
2 2
Where;
F is the spatial frequency term in cycles/ image width
K is the user.-input parameter which is the magnitude o f the characteristic at half of the 
sampling frequency; F = 32
C Y C L E S / I M A G E  WIDTH 6 4
For those not familiar' with frequency space, this input impacts the amount of 
smoothing perfonned. Any number between 0 and 1.0 may be entered to obtain a 
degree of smoothing. If an input value of 1.0 is entered, then no smoothing is done. 
An input value of 0.0 performs the maximum smoothing effect possible with this 
protocol. In fact, an input value of 0 can be thought of as a filter which produces 
simiim' effects as a routine 9-point smooth. In this case, however, nose has been further 
reduced because filtering is accomplished in all three directions. Enter the value 
desired(CR). The images are then filtered with this parameter. A message
“FILTERING IMAGE #____” appears on the alphanumeric monitor. As each slice is
filtered, the frame number is updated to give the operator an idea of protocol 
completion. (In the event of compound datasets, i.e. sagittal/coronal, oblique, etc., the
images in the individual sets are filtered separately. The messages “SET #___”
FILTERING IMAGE# ” APPEARS), processing time is approximately 4.5
seconds per image, upon completion, operation of the system is returned to the main 
image processing screen with the filtered images as the current dataset.
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APENDIX 2
[INHERIT CSYS$LIBRARY:STARLET')] PROGRAM MYO(INPUT,OUTPUT); 
label start_edge, stop_exec, chng_pos,extract,identify;
TYPE
BYTEJNTEGER = [BYTE(2)] 0..32767;
WORDJNTEGER = [WORD] 0..65535;
(*»* THESE TYPES ARE USED BY EXTER.PAS FILE FOR LEXIDATA ROUTINES ***)
BUF = ARRAY [1..3] OF INTEGER;
MATRIXD = ARRAY [1..256] OF BYTEJNTEGER;
TXT = PACKED ARRAY [L.200] OF CHAR;
IMG = ARRAY [1..5] OF INTEGER;
DIM = ARRAY [1..8] OF BYTEJNTEGER;
HIST = ARRAY [1..50] OF INTEGER;
PIXBUF = ARRAY [1..6400] OF BYTEJNTEGER;
COORD = ARRAY [L.IO] OF INTEGER;
NUMPIX = ARRAY [1..2] OF INTEGER;
IMAGE_FILE = ARRAY [1.,21,1..64,1..64] OF INTEGER;
IMAGE_STATIC = ARRAY [L.64,1..64] OF INTEGER; 
image_128 = array [1..128,L.128] of integer;
STRING = VARYING [50] OF CHAR; 
edge_curve = array [1..361] of integer; 
f_edge_curve = array [1..361] of real; 
vector = array [L.IO] of real; 
int_segmentsJnfo = array [1..5] of integer; 
real_segmentsJnfo = array [1..5] of real;
CURVE_RECORD = RECORD
X_VAL : INTEGER;;
Y_VAL : INTEGER;
END;
CURVE_ARRAY = ARRAY [L.640] OF CURVE_RECORD;
CONTOUR = RECORD
PIXEL : ARRAY [1..64,L.64] OF INTEGER;
END;
VAR
IMAGE : IMAGE_STATIC; 
imagel,image2 : iinage_128;
IMAGES : IMAGE_FILE;
FRAMES,X,Y,X1,X2,YLY2,SCR,FIRST_FRAME,LAST_FRAME,X_MAX,Y_MAX: 
INTEGER;
X1_R0I,X2_R0I,Y1_R0I,Y2_R0I,VALUE : INTEGER;
I,J,DIRECTION,SIZE,SPEED,COLOR,OPTION: INTEGER;
NAME : STRING;
CURVE,FIRST„DER,SECOND_DER : CURVE_ARRAY;
EDGE : CONTOUR;
iej_x,iej_y,oej„x,oej_y,fiej_x,fiej_y,foej_x,foej_y: edge_curve; 
iej_r,iej_tli,oej_r,oej_th: f_edge_ciirve;
flag,iinc,jinc,io,spin,xc,xcJ,xc_o,yc,ycJ,yc_o,xio,yio,xii,yii,thresh, 
max_pixeI,min_pixel,npJej,np_oej,thl,imin,imax,jminjmax, 
x_pos,y_pos,nJnt,ibreak,imargin,omargin,no_par,count : integer; 
h,t,sum,r : real; 
found : boolean;
phidir,phl,ph2,phli,ph2i,phlo,ph2o,pi,areaJn,area_out,niyo_area,
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ph3i,ph4i,ph3o,ph4o,
counted_myo_rirea,total_myo_area,nonv_myo_area,total_myo_volume : real; 
scratch : char;
pinn,pout : anay [1..10] of real; 
vnp_iej,vnp_oej,vibreak : int_segments_info; 
vphli, vph2i, vphlo,vph2o : real_segments_info;
%INCLUDE'PROCEDXJRES_FOR_LEXIDATA_ROUTINES.PAS'
%INCLUDE'PROCEDURE_READ_IMAGE_FILE_64X64.PAS'
%include 'function_count_pixels_128.pas'
%include 'procedure_generate_image_64x64.pas'
%include 'procedure_read_ascii_image_64x64.pas'
%include 'procedure_convert_64x64_lo_128x128.pas'
% include 'procedure_smoolh_image_128xl28.pas'
%INCLUDE 'PROCEDURE_DISPLAY_IMAGE_FILE_64X64.PAS ' 
%INCLUDE'PROCEDURE_SAVE_IMAGES_64X64.PAS'
%INCLUDE'PROCEDUREJNITIALISE_LEXIDATA.PAS'
%INCLUDE'PROCEDURE_DISPLAY_STATIC_IMAGE_64X64.PAS'
%INCLUDE'PROCEDURE_SAMPLE_STATIC_IMAGE_128xl28.PAS'
%INCLUDE'PROCEDURE_TI4RESHOLD_STATIC_IMAGE_64X64.PAS'
%INCLUDE'PROCEDURE_DISPLAY_COLOR_BAR.PAS'
%INCLUDE'PROCEDURE_SET_WINDOW_LEVEL.PAS'
%INCLUDE'PROCEDURE_DISPLAY_STRING.PAS'
%INCLUDEPROCEDURE_DISPLAY„BOX.PAS'
%INCLUDE'PROCEDURE_DISPLAY_CURVE.PAS'
%INCLUDE'PROCEDURE_DISPLAY_CINE_64X64.PAS'
%INCLUDE'PROCEDURE_READ_IMAGE_FILE_64X64_MICRO.PAS'
%INCLUDE'PROCEDURE_LOOKUP_TABLE.PAS'
%INCLUDE'PROCEDURE_EDGE_IMAGE_64X64.PAS'
%INCLUDE 'PROCEDURE_DISPL AY_EDGEJMAGE_64X64.P AS '
[EXTERNAL] FUNCTION LIB$ERASE_PAGE(LINE_NO : WORDJNTEGER; COL_NO : 
WORDJNTEGER) : INTEGER;
EXTERN;
[external] function lib$set_cursor(line_no : wordjnteger; col_no :
wordjnteger) ; integer;
extern;
PROCEDURE SET_CURSOR_CROSSHAIR;
VAR I,J,K : INTEGER;
BEGIN 
I := 0; J := 0; K := 0;
DSCSL(I,J,K);
I := 76; J ;= 74; (*THIS POSITION 0,0 ON SCREEN*)
DSCXY(I,J);
END;
PROCEDURE GET_CURSOR_POSmON(INCREMENT : INTEGER; X1,Y1,X2,Y2 : INTEGER; 
VAR X,Y : INTEGER);
TYPE
Iw = [long] integer;
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VAR key_stroke : INTEGER;
X_POS,Y_POS ; INTEGER; 
keyboard,status; Iw;
[ASYNCHRONOUS] FUNCTION SMG$create_virtual_keyboard(var KEYBOARD : LW):LW; 
EXTERN;
[ASYNCHRONOUS] FUNCTION smg$read_keystroke(keyboard:lw;var key_stroke:integer)
;Iw;
EXTERN;
PROCEDURE MENU;
BEGIN
WRITELN;WRITELN;
WRITELNCUSE ');
WRITELNCUP ARROW : TO MOVE CURSOR UP');
WRITELNCDOWN ARROW : TO MOVE CURSOR DOWN');
WRITELNCRIGHT ARROW : TO MOVE CURSOR RIGHT');
WRITELNCLEFT ARROW : TO MOVE CURSOR LEFT );
WRITELN;
WRITELNCSELECT KEY : TO SELECT POSITION');
WRITELN;WRITELN;
WRITELN;WRITELN;
END;
BEGIN
XI := XI + 76; Y1 := Y1 + 74; X2 := X2 + 76; Y2 := Y2 + 74;
X_POS := XI; Y_POS := Yl;
DSCXY(X_POS,Y_POS);
status := smg$create_virtual_keyboard(KEYBOARD);
MENU;
REPEAT
status := snig$read_keystroke(keyboard,key_stroke);
CASE KEY_STROKE OF
274 : BEGIN
Y_POS := Y_POS - INCREMENT;
IF Y_POS < Y l THEN Y_POS := Yl;
DSCXY(X_POS ,Y_POS);
END;
275 : BEGIN
Y_POS := Y_POS + INCREMENT;
IF Y_POS > Y2-INCREMENT THEN Y_POS := Y2-INCREMENT; 
DSCXY(X_POS ,Y_POS);
END;
276 : BEGIN
X_POS := X_POS - INCREMENT;
IF X_POS < XI THEN X_POS := XI;
DSCXY(X_POS ,Y_POS);
END;
277 : BEGIN
X_POS := X_POS + INCREMENT;
IF X_POS > X2-INCREMENT THEN X_POS := X2-INCREMENT; 
DSCXY(X„POS,Y_POS);
END;
END;
UNTIL KEY_STROKE = 314;
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X := R0UND((X_P0S-X1)/INCREMENT)+1;
Y := R0UND((Y_P0S-Y1)/INCREMENT)+1;
END;
procédure find_roi(image : image„128; tliresli : integer;
var iinin.imax jmin jmax : integer); 
var i j  : integer; 
begin
imin:= 128; imax:= 1; jmin:=128; jmax;=l; 
for i;= 1 to 128 do 
for j:= 1 to 128 do 
if image[ij]>= tliresh then 
begin
if i > imax then imax := i; 
if j > jmax then jmax := j; 
if i < imin then imin := i; 
if j < jmin then jmin := j; 
end;(* if *) 
end; (* of procedure find_roi *)
procedure check_if_on_edge(ej_x,ej_y : edge_curve; np,x,y : integer; 
vru: found ; boolean);
label end_of_proc; 
var i : integer; 
begin 
found: = false; 
for i:= 1 to np do
if (abs(x-ej_x[ij)<=l) and (abs(y-ej_y[i])<=l) then 
begin found := true; goto end_of_proc end; 
end_of_proc:
end; (* of procedure check_if_on_edge *)
^ * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ^  
procedure search(image : image_128;
flag :integer;var x,y : integer;var found: boolean); 
label l,exit_l,exit_2; 
var ij,k,kk:integer; 
begin 
found:= false;
if flag=0 then begin j:=xc; i:= yc end 
else begin j:= xii; i:= yii end; 
for k:= 1 to 20 do 
begin 
i:= i+iinc; 
j:=j+jinc;
if (llag=0) and (image[i j]>= thresh) then 
begin 
x:=j; y:=i;
if (iincoO) and (jincoO) then 
begin 
for kk:=l to 10 do 
begin
j:=j-jinc;
if image[i j]<  thresh then
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begin
x:= j + jinc; 
goto exit_l; 
end; (* if *) 
end; (* for *) 
found:- false; 
goto 1 ; 
end; (="" if *)
exit_l:
found := true; 
goto 1 
end;
if (flag=l) and (image[ij]<= ihiesli) then 
begin x:=j-jinc ; 
y:=i-iinc;
if (iincoO ) and (jincoO) then 
begin
i:= y;
j:= x;
for kk:= 1 to 10 do 
begin
j:=j +jinc;
if image[i,j]< thresh then 
begin 
x:= j-jinc;  
goto exit_2; 
end; (* if 
end; (* for 
found: = false; 
goto 1; 
end; if *)
exit_2:
found :=true; 
goto 1
end;
end;
1:
end;
function atan2(j, i ,xc,y c : integer) : real; 
var dx,dy,phi:real; 
begin 
dx:= j-xc; 
dy:= yc - i; 
if  dx=0 then 
begin
if i>yc then phi:= 3*pi/2 else phi:= pi/2 
end 
else
begin
phi:-iu-ctan(dy/dx);
if (dy<0) and (dx>0) then phi:=phi+2*pi; 
if ((dy>=0) and (dx<0))or((dy<0) and (dx<0)) 
then phi:=phi + pi; 
end;
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atan2;= phi* 180/pi; 
end;
procedure extract_edge(vm- image: image_128;
xO,yO,spiu,io:integer;var e_x,e„y:edge_curve; 
var np, thl: integer;var phil,phi2:real;vai‘ ibreak:integer); 
label l,2,init_l;
var i,j,iedge,k,inew jnew,istart,jsiart :inieger; di,dj,rth :real; 
theta,tstart,lend,maxvalue,sflag,sign : integer; 
thetal ,theta2,phi_old,phi_new,min_diff :real; 
function atan2Ô,i,xc,yc:integer);real; 
var dx,dy,phi:real; 
begin
dx:= j-xc; 
dy:=yc - i; 
if dx=0 then 
begin
if i>yc then phi:= 3*pi/2 else phi:= pi/2 
end 
else 
begin
phi:=arctan(dy/dx);
if (dy<0) and (dx>0) then phi:=phi-i'2*pi; 
if ((dy>=0) and (dx<0))or((dy<0) and (dx<0)) 
then phi:-phi + pi;
end;
aiau2:= phi* 180/pi; 
end; (* function aian2 *) 
begin(* procedure extract_edge*) 
ibreak := 0;
if io=0 tlien maxvalue:=round(0.7*max_pixel) 
else maxvalue:= round(0.4*max_pixel); 
if io=0 llien min_diff:= 0.5 else min_diff:=l; 
iedge:=np;
sflag:=0;(* =0 if ibreak in die contour is not found yet, 
and =1 otherwise*) 
e_x[iedge]:= xO; 
e_y[iedge]:= yO; 
iedge:= iedge+l; 
istart:= yO; 
jstart:- xO;
i:= istart ; j:= jstart; 
image[i j]:= maxvalue;
init_l: phi_old:= atan2(x0,y0,xc,yc); 
if ((spin = 0) and (io=l)) or ((spin=l) and (io=0))then 
if phi_old = 0 then phi_old:= 360;
if io=0 dien theta:= thl else theta:= thl-180; 
if spin=0 then sign:= -1 else sign:=l ;
1:
if spin=0 then tstait:= 135 + theta else tstait:= -135 + dieta;
theta:=tstait;
for k:=l to 8 do
begin
rth:=pi*theta/180; 
di:= -sin(rth);
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dj:= cos(rth); 
inew:= i + round(di); 
jnew:= j+ round (dj);
(* now check whether tlie new test point is on the edge*)
if iniage[inew jnew] >= tluresh then 
begin
i:=inew;
j:=jnew;
e_x[iedge]:=j;
e_y[iedge]:=i;
if (i=istait) and (j=jstart) then goto 2;
(* find the pohu' angle of the new point with respect to tlie center *) 
phi_new:= atan2(i,i,xc,yc);
(* writeln(iedge,phi_new);*)
(* compare the new angle with prevoius one*) 
if ((io=0) and (spin=0)) or ((io=l)and (spin=l)) then
if phi_new - phi„old <= min_diff then (*discontinuity reached*) 
begin 
if sflag=0 then 
begin
phil:= phi_old; 
ibreak := ledge -1; 
sflag:=l; 
spin:=l-spin; 
i:=istart ; j;=jstart;
if io=0 then iheta:=tlil else theta:=th 1-180; 
goto init_l; 
end 
else 
begin
phi2:=phi_old; 
iedge:=iedge -1; 
goto 2;
end
end;
if ((io=0) and (spin=l)) or ((io=l) and (spin=0)) then
if phi_new - phi_old >= -min_diff then (*discontnuity reached*) 
begin 
if  sflag = 0 then 
begin
phil:=phi_old; 
ibreak := iedge - 1; 
sflag:=l; 
spin:=l-spin; 
i;=istart; j;=jstart;
if io=0 then theta:=thl else theta:=thl-180; 
goto init_l; 
end
else
begin
phi2:=phi_old; 
iedge:=iedge -1; 
goto 2;
end
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end; (* of if phi_new >= etc. *)
image[ij]:= maxvalue; 
iedge:= iedge+l; 
phi_old := phi_new; 
goto 1
end (*of first clause of if image[.,.] etc.*) 
else
(* increment theta *) 
begin
theta:= theta + sign*45 
end;(* of big If statement *) 
end; (* of for k:= etc.statment *)
point
2:
np:= iedge; 
end; (*procedure exlract_edge*)
procedure reorder (io :integer;var x,y : edge_cuive;
vnp,vibreak :int_segments_info); 
label end_of_proc; 
vai‘ buff_y,buff_x : edge_curve;
ij,k,np,ibreak,prev_np : integer; 
begin 
if io=0 then
ibreak: = vibreak[2*count-l] (* count is a global variable*) 
else
ibreak:= vibreak[2*count]; 
np:= vnp[count];
if count=l then prev_np:=0 elseprev_np:=vnp[count-l];
if ibreak = 0 then goto end_of_proc; 
k:=0;
if io = 0 then 
begin
for i := np downto ibreak+1 do 
begin 
k:=k+l;
buff_x[k] := x[i]; 
buff_y[k] := y[i]; 
end;
for i:= prev_np + 1 to ibreak do 
begin 
k:=k+l; 
buff_x[k]:= x[i]; 
buff_y[k]:= y[i]; 
end; 
end 
else 
begin
for i:= ibreak downto prev_np + 1 do 
begin 
k:= k+1 ; 
buff_x[k]:= x[i]; 
buff_y[k]:= y[i]; 
end;
for i;= ibreak+1 to np do
2-8
begin 
k:= k +  1; 
buff_x[k]:= x[i]; 
buff_y[k]:= y[i]; 
end; 
end;
(* now replace the elements of arrays x,y by the reorder sequence *) 
for i:= prev_np + 1 to np do 
begin
x[i] := buff_x[i - prev_np]; 
y[i] := buff_y[i - prev_np]; 
end;
end_of_proc:
end; (* procedure reorder *)
procedure rect_to_polar (np:integer;e_x,e_y:edge_ciu‘ve;xc,yc:integer; 
vm e_r,e_th:f_edge_ciirve);
var i,x,y ; integer; dx,dy : real; 
function atan2(j,i,xc,yc:integer):real; 
var dx,dy,phi;real; 
begin 
dx:= j-xc; 
dy:= yc-i; 
if dx=0 then 
begin
if i>yc then phi:=3*pi/2 else phi:=pi/2 
end
else
begin
phi:=arctan(dy/dx);
if (dy<0) and (dx>0) then phi:=phi+2*pi; 
if ((dy>=0) and (dx<0))or((dy<0) and (dx<0)) 
then phi:=phi + pi;
end;
atan2:= phi* 180/pi; 
end;
begin (* procedure rect_to_polar *) 
for i:= 1 to np do 
begin 
x;= e_x[i]; 
y:= e_y[i]; 
dx := X - xc; 
dy:= yc - y;
G_r[i]:= sqrt( dx*dx + dy*dy); 
e_th[i] := pi/180*atan2(x,y,xc,yc); 
end;
end; (* procedure rectjo_pohu *)
^*******************************************************************:(:^
procedure fpar( np: integer; r,th : f_edge_curve; vai" p: vector;
maigin : integer); 
type square_array = array [1.. 10,L.IO] of real;
vector = array [L.IO] of real; 
var a: square_array; b: vector; 
ij: integer; c,s,c2,s2,c3,s3,c4,s4,rs,det : real;
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%include 'procedure_sol ve_linet\r_sy stem .pas' 
begin (*proceduie ipar*) 
for i;= 1 to 9 do 
begin 
b[i]:=0;
for j:= 1 to 9 do
a[ij]:=0;
end;
a[l,l]:=  np-2*margin;
for i:= 1 + margin to np-margin do
begin
c:= cos(th[i]); 
s:= sin(th[i]); 
c2:= cos(2*th[i]); 
s2:= sin(2*th[i]); 
c3:= cos(3*Ui[i]); 
s3:= sin(3*th[i]); 
c4:= cos(4*th[i]); 
s4:= sin(4*th[i]); 
rs:= l/(r[i]*r[i]);
a[l,2] = a[l,2] + c;
a[l,3] = a[l,3] + c2;
a[1.4] = a[l,4] + s;
a[l,5] = a[l,5] + s2;
a[l,6] = a[l,6] + c3;
a[l,7] = a[l,7] + s3;
a[1.8] = a[l,8] + c4;
a[1.9] = a[l,9] + s4;
a[2,2] = a[2,2] + c*c;
a[2,3] = a[2,3] + c*c2;
a[2,4] = a[2,4] + c*s;
a[2,5] = a[2,5] + c*s2;
a[2,6] = a[2,6] + c*c3;
a[2,7] -a[2 ,7] + c*s3;
a[2,8] = a[2,8] + c*c4;
a[2.9] = a[2,9] + c*s4;
a[3,3] = a[3,3] + c2*c2;
a[3,4] = a[3,4] + c2*s;
a[3,5] = a[3,5] + c2*s2;
a[3,6] = a[3,6] + c2*c3;
a[3,7] = a[3,7] + c2*s3;
a[3,8] = a[3,8] + c2*c4;
a[3,9] = a[3,9] + c2*s4;
a[4,4] = a[4,4] + s*s;
a[4,5] = a[4,5] + s*s2;
a[4,6] = a[4,6] + s*c3;
a[4,7] = a[4,7] + s*s3;
a[4,8] = a[4,8] + s*c4;
a[4,9] = a[4,9] + s*s4;
a[5,5] = a[5,5] + s2*s2;
a[5,6] = a[5,6] + s2*c3;
a[5,7] = a[5,7] s2*s3;
a[5,8] = a[5,8] + s2*c4;
a[5,9] = a[5,9] + s2*s4;
a[6,6] = a[6,6] + c3*c3;
a[6,7] = a[6,7] + c3*s3;
a[6,8] = a[6,8] + c3*c4;
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a[6,9]:= a[6,9] + c3*s4; 
a[7,7]:= a[7,7] + s3*s3; 
a[7,8]:= a[7,8] + s3*c4; 
a[7,9];= a[7,9] + s3*s4; 
a[8,8]:= a[8,8] + c4*c4; 
a[8,9]:= a[8,9] + c4*s4; 
a[9,9]:= a[9,9] + s4*s4; 
b [l];= b[l] + rs; 
b[2]:= b[2] + rs*c; 
b[3]:= b[3]+rs*c2; 
b[4]:=b[4] + rs*s; 
b[5];= b[5] + rs*s2; 
b[6]:= b[6] + rs*c3; 
b[7]:=b[7] +rs*s3; 
b[8]:= b[8] + rs*c4; 
b[9]:= b[9] + rs*s4;
end; (* for i:= etc. *)
for i:= 2 to 9 do 
for j:= 1 to i-1 do 
a[i,j] := a[j,i];
(* no_par is a global variable supplied by the Main Program *)
solve_linear_system(a,b,no_par,p,det);
if abs(det) < l.Oe-5 then writeln('Linear System is Singular');
end; (* procedure fpar *)
procedure calc_f_ej(p: vector; xc,yc : integer; var x,y: edge_curve);
var dt,rs,r,t : real; i,pixv : integer;
begin (^procedure calc J_ej *) 
pixv := round( (0.8-io*0.1)*max_pixel); 
dt:= pi/180; 
for i:= 1 to 360 do 
begin 
t:= i*dt;
rs:= p[l]+p[2]*cos(l)+p[3]*cos(2*t)+p[4]*sin(t)+p[5]*sm(2*t)
+p[6]*cos(3*t)+p[7]*sin(3*t)+p[8]*cos(4*t)+p[9]*sin(4*t); 
if rs> 0 then 
begin
r:= sqrt(l/rs);
x[i]:= round(r*cos(t) + xc);
y[i]:= round(-r*sin(t) + yc);
if (x[i]>=l)and(x[i]<=128)and(y[i]>=l)and(y[i]<=128) then 
image2[y[i],x[i]] := pixv;
end; (* if *) 
end; (* for *) 
end; (* procedure calc_f_ej *)
function polar_area(io:integer ; phl,ph2 :real) : real; 
var njnt,sign,i : integer; t,h,sum ; real; p: vector;
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function r_value(p: vector; t: real) : real;
var rs : real;
begin
rs := p [ 1 ]+p[2] *cos(t)+p[3] *cos(2*t)+p [4] *sin(t)+p[5] *sin(2*t)
+p[6]*cos(3*t)+p[7J*sin(3*t)+p[8]*cos(4*t)+p[9]*sin(4*t); 
r_value := sqrt(l/rs); 
end; (* function r_value *)
begin (* function polar_area *)
n_inf.= 100; 
h:= (ph2-phl)/n_int; 
if io=0 then 
begin 
sign:= -1; 
for i:= 1 to 10 do 
p[i]:= pinn[i] 
end 
else 
begin 
sign;= 1; 
for i;= 1 to 10 do 
p[i] := pout[i] 
end;
sum:= r_value(p,phl) + r_value(p,pli2) + sign; 
for i:= 1 to n_int -1  do 
begin 
t;= phi + i*h; 
r:= r_value(p,t) + sign*0.5;
if trunc(i/2)=i/2 then sum:=sum+2*r*r else sum:= sum+4*r*r; 
end;
sum;= sum*h/3;
polar_aiea:= 0.5*sum; 
end; (* function polar_turea *)
^********************************************************************  ^
BEGIN (* Main Program *)
pi:= 3.141592654; 
count:=l;
scr:= lib$erase_page(l,l); 
write('Simulate image?'); readln(scratch); 
if (scratcho'n ) and (scratcho'N’) then 
begin
writeln('Enter 0 for a circle, 1 for C shaped image'); 
writelnC 2 for an ellipse, 3 for cut ellipse'); 
readln(i);
if (i=2)or(i=3) then 
begin
write('Enter inclination angle of ellipse (degrees)'); 
readln(phl);
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phl:= phl*pi/180; 
end;
generale_image_64x64(iiTiage,i); 
for i:= 1 to 64 do 
for j:= 1 to 64 do 
images[l,i,j]:= image[i,j]; 
end 
else 
begin
write('Enter Dataset Name:'); readln(name); 
frames:= 2;
first_ffame:= 1; last_frame:= 1;
(* read_image_file_64x64(frames,images,name) *)
read_ascii_image_64x64(name,first_frame,last_frame,images); 
end; (* *of if statement *)
first_frame:= 1; last_frame:= 1;
(* copy the first frames of images[.,.,.] into image[.,.] *) 
for i:= 1 to 64 do
for j:= 1 to 64 do
begin
image[i,j]:= images[l,ij]; 
end;
convert_64x64_to_128xl28(image,imagel);
smooth_image_128xl28(imagel,imagel);
initialisejexidata;
size:=2;
(* Determine the minimum and maximum of image *)
max_pixel := im agel[l,l] ; min_pixel:= im agel[l,l]; 
for i:= 1 to 128 do 
for j:= 1 to 128 do 
begin
if image l[i,j]>max_pixel then max_pixel:= imagel[i,j]; 
if imagel[ij]<min_pixel then min_pixel:= imagel[i,j]; 
end;
(* Display the min tmd max of the image, and set the threshold *)
scr:= lib$erase_page(line_no:=l, col_no:= 1); 
writeln('Minimum pixel value =', min_pixel); 
writeln('Maximum pixel value =', max_pixel);
tliresh:= round(0.30*(max_pixcl - min_pixel) + min_pixel); 
writeln('Threshold = ',thresh : 7);
(* threshold the smoothed image *) 
thl:= round(0.1 *max_pixel) ; 
for i:= 1 to 128 do 
for j:= 1 to 128 do 
begin
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if imagel[i,j]>= ihl then imagel[i,j]:= max_pixel;
if imagel[i,j]< thl then imagel[i,j]:= 0;
end;
(* display tlie image after applying smoothing and tliresholding *)
sample_static„.image_128xl28(0,0,imagel,size);
(* copy image 1 into image2 *)
for i:=l to 128 do 
for j:= 1 to 128 do 
image2[i,j];= image l[ij];
(* count tlie pixels above thresh *)
counted_myo_area:= count_pixels_128(image 1,1,128,1,128,tliresh);
(* define the ROI based on tlie tlie value of thresh *)
find_roi(imagel,thresh,imin,imax,jmin,jmax);
xc:= round( (jmin+jmax)/2); 
yc:= round( (imin+imax)/2);
4^- g^ |~ CCïltd"
lookup_lable; 
size:= 2;
xl:=l*size; x2:=128*size; yl:=l*size; y2;=128*size; 
writelnCCoordinates of ROI: Min and Max I imin:5,imax :5); 
writelnC Min and Max J jmin:5 jmax :5);
imagel[yc,xc]:= max_pixel;
sample_sta tic Jmage_128xl28(128*size,0,imagel,size);
(* now determine tlie inner edge initial point (xii,yii) *)
(* first set a direction of search from the center *)
(* set direction to tlie right,and search a max of 10 pixels*)
iinc := 0 ; jinc:= 1; thl:=0;
(* flag is an integer var iable that determines whether to search for pixel 
higher than the threshold (flag=0) or less (flag=l) *)
flag :=0;
search(imagel,flag,xii,yii,found); 
if found then goto start_edge;
(*not found... change direction to upward*)
iinc :=-l; 
jinc := 0; thl:=90;
search(image 1 ,flag,xii,yii,found) ;
if found tlien goto start_edge;
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(*not found... change direction to left*) 
iinc := -1; 
jinc :=0; thl:=180;
search(imagel,flag,xii,yii,found); 
if found tlien goto start_edge;
(*not found ... change direction to downward*) 
iinc:= 1;
jinc:= 0;thl:=-90;
seaich(imagel,flag,xii,yii,found); 
if NOT found tlien 
begin
writeln('ERROR : Unable to find inner edge'); 
writeln('Program stopped'); 
goto STOP_EXEC
end;
staiL_edge: 
scr:= lib$erase_page(l,l); 
wiiteln('Found inner edge initial point');
(* now determine outer edge initial point *)
(* Direction of search already set,and the flag is now set to 1*) 
flag:=l;
search(iinagel,flag,xio,yio,found);
if NOT found then
begin
writeln('ERROR... Outer Edge not found, program stopped.');
goto stop_exec;
end;
writeln('Found outer edge initial point'); 
imagel[yio,xio];= thresh; 
imagel[yii,xii];= thresh;
sample_static_image„128xl28(128*size,0,imagel,size);
(* now find inner edge star ting from initial inner point xii,yii,*)
extract: 
spin :=0;(* clockwise *) 
io := 0; (* inner *) 
if count = 1 tlien np_iej:=l; 
extract_edge(imagel,xii,yii,spm,io,iej_x,iej_y,np_iej,thl,phii,ph2i,ibreak); 
vibreak[2*count-l]:= ibreak; 
vnpjej [count] := npjej; 
writelnC Inner edge completed'); 
writeln('NP of inner edge=' ,np_iej: 5);
(* reorder the points on the inner curve *)
reorder(io,iej_x,iej_y,vnp_iej,vibreak);
(* now find outer edge starting from initial outer point xio,yio *);
spin:= 0; 
io:=l; (*outer*) 
if count = 1 then np_oej:=l; 
extract_edge(imagel,xio,yio,spin,io,oej_x,oej_y,np_oej,thl,phlo,ph2o,ibreak); 
vibreak[2*count] :=ibreak;
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vnp_oej [count] :=np_oej; 
writeln(‘Outer edge completed '); 
writeln('NP of outer edge=',np_oej:5);
(* reorder the points in the outer curve *)
reorder(io,oej_x,oej_y,vnp_oej,vibreak);
count := count + 1;
if (couni=2) and (ibreakoO) then
begin
(* swap phli and ph2i *) 
phl:= phli; 
phli;= ph2i; 
ph2i;= phi;
phl:= phli; 
ph2:= ph2i;
if ph2 < phi then ph2:= ph2+360; 
phidir:= (phl+ph2)/2 + 180; 
phidir:= 45*round(phidir/45); 
thl:= round(iihidir); 
phidir:= phidir*pi/180; 
iinc:= -round(sin(phidir)); 
jinc:= round(cos(phidir)); 
flag := 0;
seaich(imagel,flag,xii,yü,found); 
if not found then goto identify; 
np_iej;= vnpJej[count-l]; 
check_if_on_edge(iej_x,iej_y ,np J ej ,xii,yii,found) ; 
if found then goto identify; 
flag:= 1;
search(imagel,flag,xio,yio,found); 
if found then begin
np_iej:= npJej + 1; 
np_oej:= np_oej + 1; 
goto extract; 
end;
end;
identify:
sample_static_iinage_128xl28(0,128*size,imagel,size);
imargin:= 0; omargin:=0; 
if (imargin< 0)then imargin:=0; 
if (omargin< 0) then omargin:=0;
(* recalculate center in respect of actual edge *) 
xc_i:= 0; xc_o:= 0; 
yc_i:= 0; yc_o:= 0;
for i:= 1+imargm to np_iej-iniargin do 
begin 
xc_i:= xc_i + iej_x[i]; 
yc„i:= y c j  + iej_y[i]; 
end;
for i:= l+onw giu to np_oej-omaigin do 
begin
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xc_o:- xc_o + oej_x[i]; 
yc_o:= yc_o + oej_y[i]; 
end;
xc_i:= round(xc_i/(np_iej - 2*imargin)); 
yc_i;= round(yc_i/(np_iej - 2*imargm)); 
xc_o:= round(xc_o/(np_oej - 2*omaigin)); 
yc_o:= round(yc_o/(np_oej - 2*omargin)); 
image2[yc_o,xc_o]:=max_pixel; 
image2[yc_i,xc_i]:=round(max_pixel/2);
xc_i:= xc_o; yc_i:= yc_o;
(* now convert coordinates of inner and outer edge from rectangular to 
polar, and store new coordinates in i(o)ej_r,i(o)ej_th,aixays*)
rect_to_polar(np_iej, iej_x,iej_y,xc_i,yc_i,iej_r,iej_th); 
rect_to_polar(up_oej, oej_x,oej_y ,xc_o,yc_o,oej_r,oej_th);
(* now find tlie paiameters of a polar approximation to tlie given points 
on each edge (inner and outer ) *)
no_par := 9;
(*inner first *)
fpar(np_iej,iej_r,iej„th,pinn,imargin);
(*outer next*)
fpar( np_oej,oej_r,oej_th,pout,omargin);
(* Now find the fitted curve from the identified parameters obtained 
above *) 
io:=0;
calc_f_ej(pinn,xc_i,yc_i,fiej_x,fiej_j); 
writeln('Inner edge has been fitted '); 
chng_pos: 
x_pos:= 128*SLze; y_pos:= 128*size; 
io;=l;
calc_f_ej(pout,xc_o,yc_o,foej_x,foej_y);
writeln('Outer edge has been fitted ');
sample_static_image_128xl28(128*size,128*size,image2,size);
(* Now calculate inner and outer areas and display them*) 
ibrealc:= vibreak[l]; 
if ibreak = 0 then 
begin 
phi := 0; 
pli2:= 360; 
phli:= 0; 
pli2i:= 360; 
phlo:= 0; 
ph2o:= 360; 
end 
else 
begin
x:- oej_x[l]; 
y:= oej_y[l];
phlo := atan2(x,y,xc_o,yc_o); 
np_oej:= vnp_oej[l];
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x:= oej_x[np_oej];
y:= oej_y[np_oej];
ph2o ;= atan2(x,y,xc„o,yc_o);
x:= iej_x[l];
y;= iej_y[l];
phli;= atan2(x,y,xc_i,yc_i); 
np_iej:= vnp_iej[l]; 
x:= iej_x[np_iej]; 
y:= iej_y[npjej]; 
ph2i;= atan2(x,y,xc_i,yc_i); 
if  count>2 then 
begin 
x:= oej_x[np_oej+l]; 
y;= oej_y[np_oej+l]; 
ph3o:= atan2(x,y,xc_o,yc_o); 
np_oej:= vnp_oej[2]; 
x:= oej_x[np_oej]; 
y;= oej_y[np_oej]; 
ph4o:= atan2(x,y,xc_o,yc_o); 
x:= iej_x[np_iej+l]; 
y:= iej_y[np_iej+l]; 
ph3i:= auui2(x,y,xc_i,yc_i); 
npjej := vnpjej [2]; 
x:= iej_x[npjejj; 
y:= iej_y [npjej]; 
ph4i:= atan2(x,y,xcj,ycj); 
end;
end;
if abs(phli-pli2i) < 90 then ph2i:=pIi2i+360; 
if abs(phlo-ph2o) < 90 then ph2o:=ph2o+360; 
if  abs(ph3i-ph4i) < 90 then ph4i:=ph4i+360; 
if abs(ph3o-ph4o) < 90 then ph4o:=ph4o+360;
if phli > ph2i then ph2i:= ph2i + 360; 
if phlo > ph2o then ph2o:= ph2o + 360; 
if ph3i > ph4i then ph4i:= ph4i + 360; 
if ph3o > ph4o tlien pli4o:= ph4o + 360; 
sen - lib$set_cursor(10,l); 
if ibreak <> 0 then 
begin
writeln('Break edges at angles phi, pli2 = ',phlo:6:l,pli2o:7:l); 
if count > 2 then 
writelnC Also at angles ph3, ph4 =',pli3o:6: l,pli4o:7:1) 
end 
else
writeln (' ');
phli:=phli*pi/180;
ph2i:=ph2i*pi/180;
phlo:=phlo*pi/180;
ph2o:=ph2o*pi/180;
if count > 2 then
begin
ph3i:= ph3i*pi/180; 
ph4i:= ph4i*pi/180; 
pii3o;= ph3o*pi/180; 
ph4o:= ph4o*pi/180; 
end;
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(* Display sector *) 
sainple_static_image_128xl28(128*size,0,image2,size); 
xl;=  (xc_o + 128)*size; 
yl:= yc_o*size;
x2;= x l + size*round(30*cos(phlo));
y2:= y l + size*round(-30*sin(phlo));
color := 3500;
dsvec(xl ,y l,x2,y2,color);
x2:= x l + size*round(30*cos(ph2o));
y2:= y l + size*round(-30*sin(ph2o));
dsvec(xl ,y l,x2,y2,color);
if count >2 then
begin
x2:= x l + size*round(30*cos(ph3o));
y2:= y l + size*round(-30*sin(ph3o));
color ;= 3500;
dsvec(xl ,y 1 ,x2,y2,color);
x2:= x l + size*round(30*cos(ph4o));
y2:= y l + size*round(-30*sin(ph4o));
dsvec(x 1 ,y 1 ,x2,y2,color) ;
end;
(* calculate areas of viable sector *)
a ieajn  := polar„area(0,phlo,ph2o);
if count>2 then area_in:= aieajn  + polar_area(0,ph3o,ph4o);
area_out:= polar_aiea( 1 ,ph 1 o,ph2o);
if count>2 then area_out := area_out + polar_area(l,ph3o,ph4o);
writeIn('Counted pixels of myocardium in original image = 
counted_myo_area: 7:1 ) ; 
myo_area := aiea_out - aiea_in; 
myo_area:=myo_area +
0.5*( abs(polar_area(l,phli,phlo))-
abs(polar_aiea(0,phli,phlo)) )
+ 0.5*( abs(polar_area(l,ph2i,ph2o))-
abs(polar_area(0,ph2i,ph2o)) );
if count > 2 then 
myo_aiea:= myo_area +
0.5*( abs(polar_area(l ,ph3i,ph3o)) -
abs(polar_area(0,ph3i,ph3o)) )
+ 0.5*( abs(polai_area(l,ph4i,ph4o)) -
abs(polar_area(0,ph4i,ph4o)) );
writeln('CaIculated viable myocardium area = ',myo_area :7:1);
if ibreak <> 0 then
begin
phi := 0 ; ph2 ;= 2*pi;
total_myo_area := polar_area(l,phl,ph2) - polar_area(0,phl,ph2); 
nonv_myo_aiea := total_myo_area - myo_aiea; 
writeln('Calculated nonviable myocardium area = ', 
nonv_myo_area :7:1);
end;
total_myo_volume := total_myo_volume + myo_area;
stop_exec:
END.
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