Abstract-The paper considers the feedback stabilization of periodic orbits in a planar juggler. The juggler is "blind," i.e, he has no other sensing capabilities than the detection of impact times. The robustness analysis of the proposed control suggests that the arms acceleration at impact is a crucial design parameter even though it plays no role in the stability analysis. Analytical results and convergence proofs are provided for a simplified model of the juggler. The control law is then adapted to a more accurate model and validated in an experimental setup.
trol [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] ) as well as in experimental studies in neuroscience [16] [17] [18] . Juggling is indeed a rhythmic yet confined task that involves inter-limb coordination, eye-hand coordination (sensorimotor mapping), and phase-locking relationships between these effectors and the juggled objects [19] . Juggling models have often provided a theoretical basis for the design of more complex rhythmic tasks such as the locomotion control of multipod robots (see, e.g., [20] or [21] for a recent review) or biped walking (see, e.g., the RABBIT project, as described in [22] ).
The paper presents an experimental validation of rhythmic pattern control on a planar juggler, schematized in Fig. 1(a) : a ball moves in a 2-D plane under the gravitational field, and is impacted by two independent arms rotating around their fixed intersection. The continuous-time actuators periodically impact the ball whose dynamics are only governed by gravity, between two impacts. This planar juggler possesses several periodic orbits, the simplest one being the period-one and the period-two, that mimic the popular shower juggling pattern (Fig. 1) . Stabilization of these periodic orbits requires frequency-locked actuation of the edges, while their phase relationship determines the shape of the orbit, which is stabilized. Such phase relationships between the effectors in coordinated movements are of prime interest to study both the shape and the stability of the patterns. For example, in locomotion, gait shifts are induced by phase transitions in the effectors movements. Moreover, our juggling paradigm led to handy mathematical modeling since the impacts are instantaneous.
In human juggling experiments, it has long been recognized that the control of timing is ubiquitous, either for throwing and catching time in the three-balls cascade [23] or for 1-D ball bouncing [17] . This has been further emphasized recently in a robotic experiment by Hirai and Miyazaki [15] . They studied a juggling-like ball-passing task in the horizontal plane (i.e., no effect of gravity) whose stabilization is based only on feedback measurement of the impact times between the balls and the robot. The objective of the present paper is to emphasize the role of impact times as a central information for the model-based feedback control of rhythmic tasks and to demonstrate the existence of robust control schemes based on this sole discrete information. We succeeded in robustly stabilizing a period-two orbit [ Fig. 1(c) ], with a control law that is based on a state observer whose sole input is the impact times detection. The measurement of the occurrences of timed events, like the impacts in our task, could obviously be generalized as an exclusive source of feedback for most rhythmic systems. For example, in locomotion, the initiation and/or termination of the stance phase are such marked periodic events in the cycle that could be useful for feedback.
In [24] , we provided experimental validation of a sensorless control law (a purely sinusoidal actuation of the juggler arms) that robustly stabilizes the period-one orbit [ Fig. 1(b) ], but failed to robustly stabilize the period-two orbit. The control law proposed in the present paper can be interpreted as a phase and amplitude modulation of the sinusoidal control law, based on the feedback information provided by the impact times.
The experimental results of the paper are supported by a theoretical analysis, which investigates both the stability and the robustness of the control design. Exploiting a special configuration of the juggler in which the dynamical model is considerably simplified, the theoretical analysis is developed on the celebrated dynamics of a ball vertically bouncing on a vibrating table. This simplified model allows for analytical developments and facilitates the comparison of our approach with abundant literature [8] [9] [10] , [25] [26] [27] [28] [29] . We use the continuous-time actuation of the table to stabilize a reference trajectory for the bouncing ball. The reference trajectory is discrete, i.e., it assigns the state of the bouncing ball at successive impacts. We first derive a controller that achieves deadbeat tracking of an arbitrary reference trajectory. This controller is a state feedback controller, which is then turned into an output feedback controller: the state of the ball is reconstructed from the sole impact times by means of a deadbeat observer.
The output feedback controller assigns the impact position and the impact velocity of the actuator, but the stability of the closed-loop system puts no constraints on the impact acceleration. In contrast, this parameter turns to be a crucial design parameter in the robustness analysis of the closed-loop system. We focus the robustness analysis on the model uncertainty arising from the impact model. The design is based on the simple Newton's impact model, and we model the uncertainty by treating the variations of the coefficient of restitution as an external disturbance. Analyzing the transfer function from this disturbance to the impact velocity, we show that the dynamics can be exactly canceled by a proper choice of the impact acceleration. This particular tuning requires negative impact acceleration, and turns out to be a key of success in the experimental validation of our control law. It must be emphasized that our experimental validation suffers from large discrepancies between the model and the real setup dynamics. For example, the Newton impact model does not capture the spin effect of the puck, which is clearly visible in the period-two pattern. However, the focus of our approach is precisely to validate the robustness of a model-based control scheme in a real setup in spite of the many discrepancies between the model and the experimental setup.
The negative acceleration is in agreement with the sensorless sinusoidal actuation-that stabilizes the periodic pattern with negative acceleration at impact. It is in contrast with the mirror law [25] [26] [27] that generates positive acceleration at impact. The role of a negative impact acceleration was also emphasized in previous results by Sternad and colleagues [16] [17] [18] who studied humans juggling a 1-D bouncing ball. In steady state, experienced human jugglers also impact the ball with a decelerating racket. This suggests that humans do recruit robust control schemes in order to rest on minimum feedback demand. In more complicated juggling tasks, e.g., the three balls cascade, it is also demonstrated that the visual attention is kept focused to a limited zone of the cycle, i.e., the apex, in order to extract as much feedback information as possible with limited demand [30] .
The rest of this paper is organized as follows. Section II introduces the mathematical problem statement. Section III derives the basic output feedback control law for the bouncing ball dynamics. In particular, Section III-E describes an observer that reconstructs the state only from impact times measurement. Section IV discusses the robustness of this control law. Section V presents an experimental validation of this control law in a real experimental setup: the Wiper robot. Some technical developments are detailed in the Appendixes.
II. PROBLEM STATEMENT
For the mathematical developments of the paper, we consider a special configuration of the planar juggler, illustrated in Fig. 2 : the two edges are assumed to remain aligned with the two orthogonal axes of a fixed reference frame (this requires parallel actuation of the edges, in contrast with the rotational actuation of the Wiper robot studied in Section V).
The resulting dynamics nicely decouple with this special configuration: the 2-D motion of the juggled ball projects on each axis to a 1-D motion that is unaffected by the bounces on the other axis [11] . The dynamics along each axis are the dynamics of a 1-D bouncing ball.
A period-two orbit of the planar juggler projects onto a periodone orbit along each axis. The phase shift Φ * between the xorbit and the y-orbit controls the shape (i.e., the apex difference between the low toss and the high toss) of the period-two planar orbit, since the impact times obey
where k x and k y denote the kth impact along the x and y axes, respectively, and ω denotes the cycle frequency. Based upon this analogy, the stabilization of the period-two planar orbit of the juggler reduces to the stabilization of a periodone orbit in two independent 1-D bouncing balls. As a consequence, the design of a feedback control is first studied on the simple 1-D bouncing ball model. The extension of the design to a more general planar juggler model is postponed to Section V.
In the 1-D bouncing ball dynamics [5] , [6] , the actuation is the continuous-time motion s(t). The ball dynamics are governed by the gravitational field g and the impacts with the actuator.
Between the (k)th and the (k + 1)th impacts, occurring at time t [k] and t[k + 1], the ball follows a parabolic trajectory (see Fig. 3 ). The position of impact, therefore, obeys the following discrete-time flight map, derived from the ball motion:
where v(t [k] ) is the postimpact velocity and g the gravitational field. Similarly, the preimpact velocity, v
Based on Newton's law, the relative velocity of the ball with respect to the actuator is reversed at impact and multiplied by the coefficient of restitution 0 ≤ e ≤ 1 that models the energy dissipation
Equation ( 3) assumes that the actuator motion is unaffected by the impacts. This assumption is valid if the actuator is largely heavier than the ball.
The complete bouncing ball dynamics are, therefore, described by the discrete Poincaré map, whose state is the impact position
. Equation (4) is the flight map and (5) is the impact rule, derived from (2) and (3). The flight time is deduced from (4) as
Given a reference trajectory
for the system (4) and (5), we study the design of a continuous-time motion s(t) that achieves asymptotic tracking of this discrete reference.
III. FEEDBACK CONTROL OF THE BOUNCING BALL

A. Two Popular Control Laws Revisited
In this section, we revisit two basic algorithms that have been reported in the literature to stabilize the period-one pattern of the bouncing ball.
This particular reference trajectory is the fixed point of (4) and (5)
where ∆t * is the steady-state flight time. The steady-state impact position s * is not assigned by the steady-state equations, as long as s(t) satisfies (8) .
The first proposed "control" law is the sinusoid s(t) = A sin (ωt) [5] , [6] . This control does not require any sensing, and forces the steady-state flight time to
where n = 1 when there is one actuator period between two successive impacts. The amplitude A and frequency ω can be tuned to match an arbitrary steady state (s * , v * ). The period-one motion stability is studied via the linearization of (4) and (5) (see Appendix I and [31] ). It is easily shown that stability of the orbit implies that the actuator acceleration at impact is negative, since the stability Fig. 4 . Comparison of the sinusoidal trajectory (top) and the mirror law (bottom) to stabilize the period-one pattern. The actuator (resp. the ball) nondimensional position is depicted with solid (resp. dash-dotted) lines over nondimensional time. The gray dots denote the piecewise quadratic trajectory that matches the actuator position, velocity, and acceleration at impact; see Section III-C. condition (54) defines the steady-state acceleration range as
(1 + e) 2 g <s
This is illustrated in Fig. 4 (top).
In contrast with the sensorless sinusoidal law, the mirror law [25] [26] [27] is a feedback strategy based upon permanent tracking of the ball. For simplicity, we focus on the 1-D version of this control law, but it has been successfully implemented in 2-D and 3-D juggling robots
In (11), β(t) and E(t) denote the ball position and energy at time t. The first term of (11) is mirroring the ball trajectory; the second one is a proportional feedback that is used to isolate a particular period-one pattern, characterized by its energy level:
2 . The gain κ 1 will determine the pole placement of the closed-loop system. In steady state, that is when E(t) = E * ρ , the mirror law behavior is depicted in Fig. 4 
(bottom).
Comparing the sinusoidal law and the mirror law in Fig. 4 , we see that both of them stabilize the bouncing ball period-one at the same steady state (s * , v * ), but with significant differences in the underlying continuous-time control law. We observe that the sinusoidal trajectory is decelerating at impact while the mirror law is accelerating: the acceleration of the steady-state mirror law is
The two control strategies that stabilize the same pattern are, thus, clearly distinct. The first one is sensorless while the second requires a permanent tracking of the ball, which suggests that the acceleration at impact possibly influences the feedback requirements of the control law.
B. Stabilization With Sensorless Sinusoidal Actuation
Even if there is no control loop with the sensorless sinusoidal actuation s(t) = A sin (ωt), it is of interest to interpret its stabilizing feedback mechanism in the system dynamics.
The linearized dynamics [see (48) in Appendix I] admit the state-space representation
where the "controller input" equals the "output":
i.e., the impact time t[k + 1]. This state-space representation is both controllable and observable. In this representation, the sinusoidal actuation is interpreted as a proportional feedback of the output t[k + 1], emphasizing the importance of estimating the next impact time for stabilization. The first element of the matrix B is a feedback gain equal to the actuator acceleration at impact. Negative feedback, thus, requires a negative acceleration. A similar observation has been proposed for the 2-D wedge billiard [32] .
C. State Feedback Control
This section describes a more general class of controllers aiming at tracking a time-varying referenced trajectory, impact after impact. Given the flight time equation (6), exact matching between the real and the referenced next impact position
is provided, if the next impact occurs at time
(15) Given (5) and (15), the impactor velocity at impact must be equal tȯ
As illustrated in Fig. 4 , the two control laws described in Section III-A achieve the same stabilization objective, but differ in the impact acceleration. In order to illustrate how the actuator acceleration at impact influences the robustness of the feedback system, we consider a more general family of control laws in the form of a piecewise quadratic function of time, reinitialized after each impact (17) while the velocity is its first derivative; γ is the acceleration. (17) is convenient to obtain an explicit expression of the impact times:
is indeed the solution of (4) and (17) 
D. Deadbeat Convergence
Substituting (14), (15) , and (16) into (17) at time t = t[k + 1], we obtain (18) , given at the bottom of the previous page. Substituting (6) into (18), we obtain a second-order polynomial in t[k + 1], whose positive root is
Comparing this with (6) yields
and therefore
reflecting that the positive solution of (4), (5) , and (17) is the exact matching between the reference and the real impact state.
To summarize, the continuous-time control law determined by the quadratic expression (17) and the discrete control (14)- (16) ensures deadbeat convergence of the impact state after one time step. So far, the acceleration γ in (17) is a free parameter and does not influence the convergence. The control law is a tracking controller, i.e., the reference trajectory
is arbitrary, as long as it corresponds to a solution of the dynamical system (4) and (5).
E. Output Feedback Deadbeat Control
The piecewise quadratic control proposed in Section III-C uses the full state (s[k], v[k]) of the system (4) and (5 
(t).
Postimpact velocity is estimated by an observer that is a copy of the velocity dynamics (5)
Equation (24) defines a deadbeat velocity observer using the impact times as sole input in addition to the actuator motion. Deadbeat convergence is ensured in one time step sincev (14)- (16) . Its deadbeat convergence is established in the following proposition:
Proposition 1: (Deadbeat convergence of the piecewise quadratic output feedback controller) Consider the bouncing ball dynamics (4) and (5) and a reference trajectory
ensures deadbeat convergence of the 1-D bouncing ball state toward the reference (
The first impact is required to ensure convergence of the observer, sincev
, a second impact is required to achieve the deadbeat convergence of the controller, as shown in Section III-D. (25) . The actuator (resp. the ball) position is depicted with solid (resp. dash-dotted) lines over time. Actual impacts position (resp. apex position) are represented with black circles (resp. black diamonds). Reference positions are accordingly represented with gray markers. e = 0.7, γ < 0.
The deadbeat convergence is illustrated in Fig. 6 . At the third impact, both the reference impact position and the reference apex (which is an image of the reference postimpact velocity) are reached. Fig. 6 illustrates the proper tracking of time-varying references since both the position and velocity references change at the seventh impact.
F. Blind Mirror Law Based on Output Feedback
Assuming a ballistic flight between two impacts, the mirror law (11) can also be adapted to an output feedback control, with the impact times as measured output
since both the ball position and energy can be estimated from impact statê
The tracking mirror law (11) requires a permanent tracking of the ball as sensory input. In contrast, the blind mirror law (26) based on output feedback only uses impact times and reconstructs the postimpact velocity v[k] via the observer described in Section III-E. Since both the piecewise quadratic law (25) and the blind mirror law (26) require the same sensing capabilities, their robustness will be compared in Section IV.
IV. ROBUSTNESS TO MODEL UNCERTAINTIES
The acceleration parameter γ appearing in (25) played no role in the stability and convergence analysis. This section stresses the importance of this parameter for robustness purposes. We show that particular negative accelerations efficiently optimize either static or dynamical perturbations induced by a poor estimate of the coefficient of restitution e.
A. Uncertainty of the Impact Model
Among the several sources of uncertainty of the model (4) and (5), the impact model (3) is probably central. While the Newton impact law models e as a constant, this parameter is varying in experimental conditions. Furthermore, the linear relationship between the pre-and postimpact velocities (3) is certainly not respected outside a narrow range of impact velocities.
We model the uncertainty on the coefficient of restitution e by considering the perturbed impact rule (27) where ∆e[k + 1] models the variation of the coefficient of restitution at time t[k + 1], w.r.t. the estimated value e. For the sake of simplicity, we study the robustness of the linearized feedback system, as derived in Appendix II.
From the linear state-space representation (50), we find the following closed-loop input-to-state transfer functions:
where
ρ , and ∆e[k], respectively. In (28) and (29) , the absence of dynamics in the transfer from references to states is due to the deadbeat convergence established in Section III-E. Section IV-B details the role of acceleration to reject the perturbations due to ∆e[k].
B. Robustness Requires Negative Acceleration
From (29), we see that the acceleration γ can be designed to place the zero of the transfer function from E(z) to V (z). That design parameter will be discussed to optimize either the static or the dynamic performance.
1) Static Error:
To let the postimpact velocity converge toward the reference v ρ [k], assuming a constant perturbation ∆e[k] = ∆e, one has to cancel the static gain of the transfer function from E(z) to V (z). This amounts to place the zero of (29) at z = −1, which requires the acceleration
Interestingly, this optimal acceleration depends only on e, i.e., the estimated coefficient of restitution. Fig. 7 illustrates the behavior of the feedback system when the coefficient of restitution is estimated at e = 0.7 while the real one is only e + ∆e = 0.5. The desired postimpact velocity is reached because the difference between impact and apex positions is the same for the reference as for the actual trajectory. It should be noticed, however, that a static error persists on the reference position: the static gain from E(z) to S(z) is indeed independent of γ (28). This Fig. 7 . Output feedback control of the bouncing ball with piecewise quadratic trajectory. The actuator (resp. ball) position is depicted with solid (resp. dashdotted) lines over time. Actual impacts position (resp. apex position) are denoted with black circles (resp. black diamonds). Reference positions are accordingly denoted by gray markers. e + ∆e = 0.5, e = 0.7, γ is given by (30) .
static error does not appear to be detrimental to the robustness of the feedback system. The optimal acceleration for static performance, as identified in (30) , has also been derived from the original nonlinear equations [33] .
It is of interest to relate this particular acceleration to the sinusoidal control discussed in Section III-A: the optimal acceleration (30) is exactly the middle point of the acceleration range where the period-one motion is stable (10) .
2) Dynamic Performance: Robustness to a static error on e is not the primary issue in real experiments because the average value of e is easy to determine. In contrast, robustness is required against the sustained variability of e. By placing the zero of (29) at z = 0, the dynamics from E(z) to V (z) are exactly cancelled:
Interestingly, this optimal value closely matches the value that minimizes the numerically computed variability of the sinusoidally actuated bouncing ball in [17] and [18] . We summarize the robustness analysis of the piecewise quadratic law (25) with the following proposition.
Proposition 2: Consider the bouncing-ball dynamics (4) and (5) with a time-varying coefficient of restitution e + ∆e[k + 1]. Using the output feedback control (25) , the transfer function
The choice γ stat = −(1 + e 2 )/(1 + e) 2 g (see (30) ) ensures zero steady-state error while the choice γ dyn = −e 2 /(1 + e) 2 g (see (31) ) cancels the transfer-function dynamics. Both choices result in negative acceleration at impact, with
3) Simulation Results: To illustrate the role of the impact acceleration for robustness in the nonlinear dynamics, we now compare the output piecewise quadratic controller (with the optimal negative accelerations previously identified) with the output controller mirror law (26) . We have tested that κ 1 ≈ 0.025 achieves the best tradeoff between performance (rate of convergence) and robustness (noise sensitivity) in that blind mirror law.
Both the parabolic flight assumption and the Newton impact rule are perturbed by noise in an experimental setup. We simulated these perturbations by adding some noise to the reconstructed velocityv[k], whose dynamics use both the flight map and the impact rule. Equation (24) is, thus, replaced bŷ
where ν[k] is a random number between −1 and 1, and nl is the noise level. For the sake of illustration, we focus on the stabilization of a period-one motion, characterized by (s * ρ , v * ρ ) = (0, g/2), i.e., one impact per second. Fig. 8 
depicts the standard deviation of the normalized postimpact velocity v[k]/v
* over 100 impacts, for increasing noise level. The standard deviation of the impact position does not vary significantly depending on the control law, as suggested by (28) . However, the piecewise quadratic law with the acceleration tuned to cancel the dynamics in (32) [γ defined by (31)] achieves quasi-zero variance in postimpact velocity; see the dashed line in Fig. 8 . For the tested noise levels, the standard deviation is intermediate with γ = 0. In contrast, both the blind mirror law and the piecewise quadratic law with γ defined by (30) generate twice as much variability. The excellent noise rejection obtained with γ dyn (31) , even considering the nonlinear dynamics, illustrates the robustness of the piecewise quadratic control law with a suitable negative acceleration. The range of negative acceleration that produces good noise rejection is obviously limited, since the more negative value γ stat already results in poor dynamical performance.
C. Integral Feedback Control
The control objective considered in the previous sections was to track the position and velocity references (s * ρ , v * ρ ). However, as illustrated in Section IV-B.1, it is tedious to exactly cancel the static error of the postimpact velocity in the presence of model uncertainties. Given (7), the postimpact velocity static error will result in flight time static error (i.e., pattern frequency). This static error causes a linearly growing phase shift between the reference and the actual impact times, with detrimental consequences for pattern stabilization. For example, if the frequency of impacts is not precisely assigned in the planar juggler introduced in Section II, steady-state period-two patterns will never be stabilized, since the impact frequency must be equal on each axis [see (1) (25) is computed as the solution of (6)
The difference between the reference impact time t ρ [k + 2] and the estimated impact time t u [k + 1] must be then constant in steady state
Since the difference between the estimated and the actual impact times is also a constant in steady state, the delay between the reference and the actual impact times will remain constant through impacts, resulting in no static error between the desired and actual postimpact velocity and, therefore, in the pattern frequency. Deadbeat convergence in three impacts of the integral controller is straightforwardly established by adapting the derivations of Section III-C. This controller requires reference signals two steps ahead since both s ρ [k + 2] and t ρ [k + 2] are used in (35) .
V. EXPERIMENTAL VALIDATION
A. Experimental Setup
Wiper is a planar juggling robot designed from the model of the wedge billiard [see Fig. 1(a) ]. Fig. 9 is a picture of this robot, which is called "Wiper" by analogy with the motion of windscreen wipers. The impacting edges are manufactured in aluminium, to be both light and rigid. They are actuated around their lower extremity by two independent dc motors. The motors are mounted on the rigid frame of the table, close to each other (about 10 cm) since the model assumes that both edges rotate around the same point. Given the typical velocity and acceleration of the edges trajectory, we estimated the maximum rotational velocity of the motor at 4500 r/min, producing a maximal torque of 55 mN·m. These requirements are met by the EC40-118896 motor (electronically commuted) + GP42C-203129 planetary gearhead manufactured by the Maxon Motor company (www.maxonmotor.com, Sachseln, Switzerland).
The motion plane is a tilted air-hockey table, which is pierced with a lattice of little holes, separated about 4 cm from each other. Constant air blowing through the holes provides the frictionless motion of the sliding puck. This puck has been made in hertalon, a nylon derivative that is both light and elastic. The gravity field g can be adjusted by proper inclination of the table. The present experiments have been conducted with 12.5
• of table inclination. This provided comfortable cycles frequencies for experimental supervision. Moreover, the gravity constant g plays no role in the stability and robustness analysis discussed previously.
The motors were actuated through two independent servoamplifiers (model DES50/5, Maxon Motor). They provided PI output control of the motors velocity, factory-designed to provide excellent static and dynamical performances. However, we superimposed a position control unit to each servoamplifier, whose PD 1 gains were tuned to maximize the closed-loop bandwidth, which avoided inducing large vibrations in the edges during sharp transients.
The impact times are detected by two accelerometers mounted at the top of the edges to record the high-frequency small vibrations generated by the impacts. The accelerometers raw signals were band-pass filtered to remove the accelerations induced by regular edge motion (low frequencies) and noise (high frequencies). Planning of the actuation profiles, processing of the accelerometers band-pass filter, such as the motors position controller was implemented with XPCTARGET, a Simulink-oriented software (The Mathworks, Inc., Natick, MA). This software self-generated the executable code, and uploaded and executed it in a dedicated target computer, running the real-time operating system. The algorithm sampling frequency was 1 kHz.
B. From the Bouncing Ball Model to the Wiper Model
The double bouncing ball model presented in Section II is only a crude model of the Wiper robot: it neglects the coupling resulting from a rotational actuation of the edges, and a steadysate aperture possibly different from 2θ = 90
• . A more accurate model of the Wiper has been derived in previous work under a small angle assumption, i.e., assuming small angular deviations of the edges w.r.t. the steady-state angle (µ(t) θ), see Fig. 10 [11] , [13] , [24] , [32] , [34] , [35] . Despite this simplifying assumption, the model predicted a parametric stability region of the period-one orbit, which is in excellent agreement with the experiments [24] .
The Wiper model derived in [11] has three state variables-V r = v r / cos θ, V n = v n / sin θ, and R = r/ cos θ where v n and v r are the postimpact velocities in the normal and the radial directions w.r.t. the impacted edge, and r is the impact position along the edge; see Fig. 1(a) , and two input variables µ[k] anḋ µ [k] , denoting the impacted edge position w.r.t. θ (left) or −θ (right), and velocity at impact k. These inputs are represented in Fig. 10 for the left edge. The state-space model is given by (37), at the bottom of the previous page with the rotation matrix J(µ):
The parameter α = tan θ depends on the wedge aperture. The flight time between two successive impacts is equal to
The output control law (25) 
1) State Observer:
The deadbeat velocity observer (24) is replaced by a copy of Wiper's dynamics (37), in which we substitute estimated variablesV r ,V n ,R to the state variables V r , V n , R; and where the flight time is injected from the measurements to synchronize the observer with the actual state variables. This observer displays excellent convergence properties in simulations.
2) Tracking Controller: The tracking controller (14)- (16) is adapted to the Wiper model. The desired next impact time is estimated from (39)
The position reference is simply µ * ρ = 0 since the objective is to stabilize periodic orbits of Wiper whose impacts occur at ±θ. The "local" velocity of the edge at the impact point depends obviously both on the velocity inputμ ρ [k + 1] and the impact radial position R[k + 1]. DefiningṠ =ṡ/ sin θ, whereṡ is equal to this local velocity, one hasμ[k
This "local" edge velocity derives from the impact rulė
where the reference postimpact velocity
and is computed from the impact times reference. In the square configuration (α = 1), (43) becomes similar to (35) . In that case, the wedge-billiard dynamics decouple into two bouncing-ball dynamics, one along each edge, as mentioned in Section II.
The estimate of the radial position is obtained from the estimated state variables, according to (37) and (41)
3) Continuous-Time Actuation: The piecewise quadratic control law (17) generates obviously sharp position transients at impact, even in steady state. In order to smoothen the actuation, we chose to design a closed-loop control that reaches the desired position and velocity at impact, but that is smooth in steady state. This modification helped to prevent false impact detection and motor damages in real experiments. This was realized by adapting the open-loop sinusoidal law to take feedback into account for amplitude and phase tunning 
since the steady-state phase φ * is given by (see [24] )
The amplitude A is tuned to match, in steady state, the local impact accelerationS(t u [k + 1]) with the optimal value defined by (31) . This acceleration is equal toμ(t), with µ defined in (45), and is obviously negative in steady state since 0
The feedback gain 0 ≤ κ FB ≤ 1 is tuned to achieve the best possible tradeoff between the stabilizing performance of the observer-based output feedback controller (κ FB = 1) and its sensitivity to the model uncertainty.
C. Results
The experimental challenge was to stabilize period-one and period-two orbits of Wiper. This section describes the results that we obtained for an aperture of θ = 40
• . The parameters of the actuation law (45) were tuned to A = 9
• and ω = 1.1πrad/s, while the feedback gain has been empirically tuned to κ FB = 0.4. The coefficient of restitution was estimated at about e = 0.7. The experiment initialization has been realized by proper throwing of the puck while the edges were sinusoidally actuated. Initialization then exploited the good basin of attraction of the period-one orbit in open loop. Closed-loop control was switched on after convergence of the observer. Then, the reference was switched from period-one to period-two with small aperture, and finally to period-two with large aperture. A movie is available 2 to illustrate this experiment.
The flight times between two successive impacts, as detected by the accelerometers, are depicted in Fig. 11 w.r.t. the reference.
2 http://ieeexplore.ieee.org or on the first author's homepage. The material is 15.9 MB in size. The first part of the trajectory (till k 50) displays the closedloop stabilization of the period-one motion, i.e., when the target flight time is always equal to ∆t * = π/ω 0.91 s. The second part of the trajectory (about 50 < k < 90) displays the closedloop stabilization of a "small" period-two motion, i.e., when the flight time alternates between 0.9 and 1.1∆t
* . The last part of the trajectory (about k > 90) displays the closed-loop stabilization of a larger period-two motion: the flight time reference alternates between 0.8 and 1.2∆t
* . The mismatch between the reference and the actual trajectory increases for the "large" period-two orbit. This can be explained as follows: the steady-state velocitẏ S * and impact position R * depend on the reference pattern [24] . However, for the sake of simplicity, we let them equal to the steady-state values of the period-one motion in the control law (45), regardless of the reference. This introduces a steady-state error w.r.t. the two reference flight times when they significantly differ from each other, since α = 1.
This successful experimental validation of period-two orbits in Wiper, with robust control of the trajectory, contrasts with previous results obtained with a sensorless control [24] . In that case, indeed, the period-two orbits collapsed after a few seconds, due to their small basins of attraction. This illustrates that feedback is required to stabilize the shower pattern with Wiper, but with limited sensing demand since a robust control law can be designed from the impact times information only. In agreement with the robustness analysis of Section V, we mention that sustained stabilization in the laboratory required a proper (negative) tuning of the impact acceleration and could never be achieved with positive acceleration.
VI. CONCLUSION
This paper presents the design, analysis, and experimental validation of robust closed-loop control of two periodic patterns in a planar juggler. The control law only uses the impact times as feedback information, thereby, relaxing the need for complex sensor design. The parameter γ, i.e., the acceleration at impact, plays no role in the stability analysis. In contrast, proper tuning of this parameter was shown to have a dramatic effect on robustness and to be a key to success for the experimental validation. Robustness requires negative acceleration, in accordance with sensorless control strategies [5] , [24] and with observed human strategies [16] [17] [18] . This is in contrast with the mirror law algorithm proposed earlier in the literature [25] [26] [27] and possibly explains why such control schemes-that have been shown to perform robustly in 1-D, 2-D, and even 3-D environments with a continuous-time sensing of the juggled object-may perform poorly in implementations with limited sensing capabilities. The paper illustrated that the measurement of impact times is both a cheap and relevant feedback source in juggling experiments. It would be interesting to investigate whether this may supplement the continuous-time sensing required in more complicated juggling implementations, e.g., in 3-D environments.
APPENDIX I
Stability of the Period-One Pattern with Sinusoidal Actuation
Stability of the period-one pattern with sinusoidal actuation is studied via the linearization of (4) and (5), considering s(t) = A sin (ωt). It has been first derived in [5] and [6] , then in [31] , relaxing the so-called small amplitude assumption. This appendix reviews the derivations of [31] .
Steady-state ball postimpact velocity v * , impact phase φ * , and position s * are given by
Linearizing (4) and (5) around the steady state (51) gives
where δt and δv denote the first-order small perturbations on the impact time and postimpact velocity, respectively. These equations can be written with the nondimensional matrix form (48), given at the bottom of this page. This corresponds to the amplitude and frequency range of stability for the period-one motion.
APPENDIX II
Linearized Equations of the 1-D Noisy Bouncing Ball with Piecewise Quadratic Control
The linearized dynamics of the perturbed 1-D bouncingball dynamics (4) and (27) , and the piecewise quadratic law (25) 
