A new High-Performance Integrated hydrodynamic Modelling System (Hi-PIMS) is tested for urban flood simulation. The software solves the two-dimensional shallow water equations using a firstorder accurate Godunov-type shock-capturing scheme incorporated with the Harten, Lax and van Leer approximate Riemann solver with the contact wave restored (HLLC) for flux evaluation. The benefits of modern graphics processing units are explored to accelerate large-scale high-resolution simulations. In order to test its performance, the tool is applied to predict flood inundation due to rainfall and a point source surface flow in Glasgow, Scotland, and a hypothetical inundation event at different spatial resolutions in Thamesmead, England, caused by embankment failure. Numerical experiments demonstrate potential benefits for high-resolution modelling of urban flood inundation, and a much-improved level of performance without compromising result quality. Key words | finite-volume Godunov-type scheme, graphics processing unit, Hi-PIMS, hydrodynamic model, shallow water equations, urban flood inundation therefore presents a new High-Performance Integrated hydrodynamic Modelling System (Hi-PIMS) for efficient high-resolution urban flood modelling.
INTRODUCTION
The year 2012 saw the UK and numerous regions around the world subjected to an unusually wet summer, causing severe flash flooding. In July, August and September, many there is evidence to suggest that these simplified approaches will not achieve significant and consistent reductions in computation time, albeit case and resolution dependent (Hunter et in an urban area and concluded that only those methods taking into account of building geometries can capture building-scale variability in the velocity field. They also indicated the benefit of using high-resolution simulation to explicitly represent buildings and road structures if run-time execution costs were not a major concern (see also Gallegos et al. ) .
The issue of high computational cost may be resolved by exploring recent developments in computational hardware.
If software developers are to keep pace with the increasing power of hardware, they must accept and respond to the stagnation of central processing unit (CPU) clock speeds and look to parallel processing to fully harness computing power. Despite this, the majority of commercial hydraulic modelling software can only utilise a single CPU core. Parallel programming approaches are shown to exhibit good weak and strong scaling when software is structured appro- Results are presented for different vendors' devices.
FINITE-VOLUME GODUNOV-TYPE SHALLOW FLOW SOLVER
In the general case for a flood event, the water depth is much smaller than the horizontal dimensions of the water body. Therefore, the hydrodynamics of the flood wave can be suitably described by the SWEs that are derived to take full account of mass and momentum conservation in a two-dimensional manner. In matrix form, the SWEs may be written as follows:
where t is the time, x and y the Cartesian coordinates, q the vector representing the flow variables, f and g the fluxes in the two Cartesian directions and s is the source term vector. The vector terms are given by (Liang & Borthwick (2) Herein, η and z b denote water level and bed elevation above datum and therefore h ¼ η À z b calculates the water depth; u and v are the two depth-averaged velocity components; qx (¼uh) and qy (¼vh) are the x-and y-directional unit-width discharges; g is the gravitational acceleration; q s includes source and sink terms as a result of rainfall and loss through drainage systems, etc.; ρ is the water density; À@z b =@x and À@z b =@y define the two bed slopes; τ bx and τ by are bed friction stresses calculated by
where C f ¼ gn 2 =h 1=3 is the bed roughness coefficient with n known to be the Manning coefficient.
In order to better capture complex flow hydrodynamics including hydraulic jump-like flow discontinuities, the above SWEs are numerically solved using a finite-volume Godunov-type scheme, which updates flow variables to the next time step using the following time-marching formula:
Δy
where k represents the time level; i and j indicate the cell indices; Δt, Δx and Δy are the time step and cell size in the
x-and y directions, respectively. In order to update the flow variables to a new time step, the four flux vectors (f iþ1/2,j , f i-1/2,j , g i,jþ1/2 , g i,j-1/2 ) and the source term vector (s i, j ) must be properly calculated.
In the context of a Godunov-type scheme, the interface fluxes are evaluated by solving local Riemann problems, e.g. 
Subsequently, the associated face values of water depth and velocity components are given bỹ
The face values on the right hand side of the cell interface can be obtained in a similar way, which is actually equal to those at the centre of cell (i þ 1, j). Based on these face values, the Riemann states are derived after defining a single value of bed elevation across the cell interface, i.e.
The corresponding Riemann states are therefore reconstructed as follows:
Similarly, the Riemann states can be obtained at the right hand side of the cell interface.
In the current formulation of SWEs as given in
Equations (1) and (2), the water level instead of water depth is used as a flow variable. In a dry cell, the reconstructed water level is actually the ground level. If the ground level (i.e. the reconstructed 'water level') is higher than the actual water level, spurious fluxes will be calculated which in turn breaks the so-called well-balanced property of the governing equations. Therefore, the difference between the actual and fake water levels must be identified and subtracted from the reconstructed bed elevation and water level (Liang ) . Again taking the eastern interface of cell (i, j)
as an example, the level difference can be easily calculated by
which is then used to modify the reconstructed bed elevation and water level as follows: The bed slope source terms are directly approximated by a central differencing approach. For example, in the x-direction,
where
For the friction source terms, a splitting-limited-implicit scheme adopted by Liang () is implemented to ensure better numerical stability. This gives a robust finite-volume Godunov-type solver for simulating shallow flows over complex domain topography with wetting and drying. As demonstrated by Liang (), the numerical scheme preserves the well-balanced solution of a lake at rest and ensures non-negative water depth.
The present first-order accurate finite-volume Godunovtype scheme is overall explicit, and its numerical stability is restricted by the CFL criterion. Simple transmissive and reflective (slip) boundary conditions are used in the test cases considered in this work (Liang ).
GPU-ACCELERATED FRAMEWORK
The framework used herein adopts a perhaps unusual approach and more details can be found in Smith & Liang () . Code responsible for applying the finitevolume scheme is generated at least in part dynamically, then compiled by the underlying operating system drivers using an appropriate instruction set and optimisations for the hardware available. This is accomplished through the API functionality made available through the OpenCL standard. Relevant constants such as the cell dimensions of the domain are hence embedded in the assembly instructions themselves, and functionality which is not required or disabled (e.g. friction, atmospheric boundary conditions) can be removed altogether.
Dynamic type definitions also allow the same codebase to be used with single-(32-bit) or double-precision (64bit) floating-point computation.
Moving data from the main system memory (RAM) to a GPU device is an expensive operation (see recommendations in AMD () and NVIDIA Corporation ()).
Cell data are only moved periodically for output files, and the numerical scheme is otherwise permitted to run in a loop for approximately 1 second before a small amount of data is transferred to update the user on the progress of the simulation. This process is represented in Figure 1 A two-stage reduction process (Figure 2 ) is used to identify the largest permissible timestep within the domain: cells are sampled with a regular stride and recursive binary comparisons used to provide a single value, which is carried forward to a much smaller array. This is examined in the second stage when incrementing the overall simulation time. The reduction process ensures that processors perform sufficient work to mask the considerable latency introduced by transferring data from a GPU's globally accessible memory to compute unit-specific registers. A variety of raster formats are supported for importing and exporting domain data, initial conditions and periodic output.
RESULTS AND DISCUSSION
The aforementioned software has been applied to inundation simulations in Glasgow and Thamesmead, both in the UK. The first represents a standard test case to allow comparison with commercially available hydraulic modelling packages. The latter represents a much larger-scale test that would be burdensomely slow without GPU acceleration. The CFL number is 0.5 for both cases. Both cases are simulated using an Intel Xeon E5-2609 CPU device (Intel Corporation ), AMD FirePro V7800 GPU (Advanced Micro Devices ) and NVIDIA Tesla M2075 GPU (NVIDIA Corporation ).
Glasgow
The UK Environment Agency commissions a report periodically examining the differences in results, suitability and performance of different 2D hydraulic modelling packages.
One of the more complex test cases therein is a short hypothetical flood event occurring as a combination of both a point inflow and uniform precipitation in the area Thirty-two-bit arithmetic introduced significant errors in mass conservation for the given numerical scheme and resulted in timesteps of approximately 0.1 second. This is believed to be caused by the lack of numerical resolution for the small depths by which unit-width discharge is divided to give velocities. The typical timestep with 64-bit arithmetic is approximately 0.3 seconds. This difference largely negates the performance benefits that are normally The run-times for the simulation using three different processing devices are given in Table 1 . It is important to note however that the domain for this test case is too small to fully exploit the weak scaling in GPUs. Nonetheless, the times represent a significant reduction on those in Total simulation times for a 10-hour period in Thamesmead with different processing devices are given in 
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