ABSTRACT The visual saliency-based just noticeable distortion (VS-JND) model has been widely used in the quantization-based watermarking framework, but it remains a challenge that how to reflect the characteristics of the human visual system (HVS) to the greatest extent in the processing of detecting salient objects. In this paper, given that the HVS has a different perception sensitivity in the different orientation of the image, a compound orientation feature map, which contains the vertical, horizontal, and diagonal information for directional patch extraction, is computed to improve the visual saliency map within just noticeable distortion (JND) profile. First, the DC and three low-frequency coefficients of each block are used to calculate the luminance and texture feature map, respectively. Then, the feature map based on the complex directional feature includes the horizontal, vertical, and diagonal information contained in the image is calculated by three low-frequency coefficients. Finally, we will be able to make a linear fusion of the same three different visual features to get the final VS map, and the JND model is improved according to the new VS model. Later, the new proposed VS-JND model is employed in the quantization watermarking (Q-watermarking) framework. The simulation results show that the proposed watermarking scheme is effective and produces superior robustness compared with existing monochrome image watermarking schemes.
I. INTRODUCTION
With the emergency increase of more image editing tools, the issues of digital image copyright protection have recently become more urgent and necessary in the multimedia industry due to, the ever-increasing unauthorized manipulation and reproduction of original digital objects [1] - [5] . Digital watermarking is a branch of active forensics encompassing the recovery and extraction of distinguishable identifier on electronic devices, by which the data embedded in images can withstand various attacks while maintaining the visual quality of the image; it is often related to copyright protection of dig-
The associate editor coordinating the review of this manuscript and approving it for publication was Zhaoqing Pan. ital production [6] . Notably, its goal is twofold: transparency of the embedded watermark and robustness under different attacks. Depending on the location of the embedding, it can be divided into two spatial domain and transform domain watermarking. Concretely, a watermark embedded in spatial domain has worse robustness than the transform domain, such as the Discrete Wavelet Transform (DWT) domain [7] , [8] , the Discrete Cosine Transform (DCT) domain [9] - [11] and the Discrete Fourier Transform (DFT) domain [12] , [13] , which are commonly used to embed watermarks. In particular, high robustness is accompanied by large modifications which will seriously reduce the image quality. To this end, it is also a challenge to improve the detection probability of the watermark while maintaining the image quality.
One encouraging piece is that the HVS research provides a way for accurate modeling of HVS as a perceptual visibility threshold for image watermarking.
The just noticeable distortion (JND) model, which reflects the maximum distortion values that humans can observe provides maximum performance in terms of robustness while maintaining fidelity constraint and is considered in watermarking framework. The first quantization watermarking combined with Watson's perceptual JND model for STDM framework was proposed by Li [14] . The perceptual JND model in their framework was used as a perceptual slack for better visual quality and robustness. However, such a scheme could not provide stable robustness for a volumetric scaling attack. Hence, one year later, an improved method [15] was proposed in which, the perceptual model was used not only to determine the projection vector but also to select the quantization step size. Maet al. [16] proposed to compute the quantization step size by adopting the projection vector and the perceptual slacks from Watson's JND model. Furthermore, Wan et al. [17] proposed a logarithmic spreadtransform dither modulation watermarking based on a perceptual model. Here a new logarithm function was applicable to the STDM framework. The perceptual model was incorporated to derive the optimum quantization step for watermark embedding. However, Watson's perceptual JND model is not robust against some attacks and it cannot reflect the visual characteristics of the human vision to the greatest extent. Later, Wan et al. [18] proposed an improved logarithmic spread transform dither modulation using a robust perceptual model.
In addition to JND, visual saliency (VS) is also considered for digital watermarking technology. It is noticeable to find that VS is another important aspect of human perception. Actually, VS and JND are intrinsically related because they depend on how HVS perceives images, and supra-threshold distortion may be a strong attraction for visual attention. It is generally accepted that VS can enhance or reduce actual visual sensitivity, and an appropriate combination of VS features can facilitate JND metrics. First, Ling et al. [19] proposed a simple information hiding algorithm based on Stentiford's visual attention model. After that, Niu et al. [20] proposed utilizing visual attention to modulate JND profile and guide watermark embedding. In 2015, Wan et al. [21] proposed a logarithmic STDM watermarking using a VS-based JND model. Recently, Wang et al. [22] proposed a novel STDM watermarking using a VS-based JND model. The VS model was employed as a feature to reflect the importance of a local region and compute the final JND map. Wan et al. [23] proposed a pattern complexity-based JND estimation for quantization watermarking. However, as a complex system, HVS can effectively and efficiently extract visual orientation feature for scene perception and understanding. Thus, exploring and imitating the underlying principle of the HVS on visual orientation feature extraction provides a lot of inspiration for designing a VS model. Therefore, the orientation feature can be exploited to derive the VS-JND model with different attention levels in the watermarking framework. However, limited progress for human visual perception of orientation features has been achieved in this research area.
In this paper, a novel VS-based JND model for the Q-Watermarking method is proposed. From the humanperception viewpoint, the most directional patches can be utilized as neuronal visual orientation feature and visual saliency cues for HVS to perceive and detect salient patch. In our algorithm, a compound orientation feature map, including vertical, horizontal, and diagonal directional, is obtained. The orientation blocks are reliable cues for VS. Consequently, the new VS map is used to adjust the perceptual JND model, and then, the proposed VS-JND model is introduced to calculate the quantization step adaptively for the Q-Watermarking framework. Experiments show the proposed scheme has enhanced robustness against common attacks. Finally, we compare the performance in term of robustness with other existing schemes within two image quality assessment, including SSIM and VSI. The contributions of our work are mainly summarized as follows: 1) We proposed an orientation-aware saliency model in the DCT domain. Except basic luminance and texture feature usually used in the model, the orientation features were extracted from DCT coefficients, defined as an orientation saliency map, and were also considered based on DCT blocks in the DCT domain. 2) We proposed a novel JND model that is modulated by the proposed orientation-based saliency aftereffects based on the spatial contrast sensitivity effect, luminance adaption effect and contrast masking effect.
Compared to previous models, the proposed model can better reflect the real visual sensitivity of HVS. 3) We applied the newly proposed JND model to design a robust image watermarking scheme. Experimental results show that our scheme provides good robust performance to common image processing.
The rest of this paper is summarized as follows. In section II, we present the novel VS model for adjusting JND model. Then, we make a simple introduction to the JND model and its application with watermarking in section III. Considering the effect of texture information on JND model, a proper improvement is made to the JND. In section IV, experiments results are provided to demonstrate the superior performance of the proposed scheme. Finally, in section V, we make a summary for the paper.
II. PROPOSED VISUAL SALIENCY MODEL
In the perceptual quantization watermarking scheme with the saliency-based JND model [21] , a simple VS model in the DCT domain serve as the foundation to adjust the JND profile adaptively. However, the actual orientation estimation would not be included in the simple VS map. Recently, psychophysical investigation has shown that orientation feature is a reliable cue and is important for the HVS in detecting VS in a monochrome image [24] . Thus, the information and orientation blocks in the DCT domain can be seen as visual stimuli, and used as neuronal cues for human to interpret and detect salient parts.
The basic luminance and texture features lead to acceptable accuracy in VS model, however, such features may lose much valuable structural information corresponding to orientation information. Images contain multiple texture patterns that may vary in orientation. To fully implement the orientation information into the VS model, the low-level feature is further obtained by combining with the proposed orientation feature. The DC coefficient is a measure of the average energy for the 8 × 8 block and can represent the luminance component L, whereas the AC coefficients {AC 01 , AC 10 , AC 11 } (the subscripts refer to the row and column indices of the block) in each DCT block can represent the texture feature vector T. What's more, AC 01 , AC 10 and AC 11 are also used to represent the orientation feature O of the different block. Horizontal O h and vertical O v directionality are derived by using AC 10 and AC 10 of each block, respectively
where (m, n) is the index of current block. p is a value that controls the direction. Here, we set the value p as 2, which can better reflect the direction characteristics between different blocks. Compared to horizontal and vertical directionality, the computation of diagonal directionality is more complicated. The diagonal directionality in the same DCT block is defined as the average of the diagonal directionality of (3) where β = −1 and β = 1 represent the π 4 and 3π 4 diagonal direction, respectively. Generally speaking, each block will be affected by the adjacent blocks. The closer the distance is, the greater the impact will be. Thus, the Gaussian distribution function α d is used to measure the influence of different distance blocks on the current block and can be defined as
where σ is a parameter of the Gaussian distribution, d is the Euclidean distance between different DCT blocks. After generating the vertical, horizontal, and diagonal directionality maps, we add them to form an integrated orientation map Then the orientation feature O is taken as a new feature. Moreover, the Gaussian model α d is also used to weight the center-surround differences among image blocks for attention features detection. We can get the saliency map of the corresponding three features, luminance L, texture T and orientation O by
where D k denotes the differences of different DCT blocks within k-th features, k ∈ {L, T , O}. The final VS map, S vs , is obtained using a linear combination of feature maps from the luminance, texture and orientation feature map. It should be noted that the different feature maps are normalized before summing the operation and one saliency example is demonstrated in Figure 1 ,
III. PROPOSED WATERMARKING SCHEME A. VISUAL SALIENCY-BASED JND MODEL
The corresponding modulation functions as f w and f l for CSF and luminance adaptation of the obtained JND model with VS effects, where the turning point of spatial contrast masking are pushed to higher frequencies, and the luminance adaptation tolerances are reduced as
Finally, the overall VA-based perceptual JND model can be established as
where J base (ω ), E la (ω ) represent the JND base threshold, luminance adaption and E cm (ω ) is contrast masking.
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All three main variables in (9) are affected by ω . Both ω and ω are cycle per degree (cpd) in spatial frequency for each DCT coefficient, the difference is that the former is proposed by considering the influence of VS factor f w for latter one. Another proposed value E la (ω ) is obtained where E la (ω ) is influenced by another VS factor f l . N b represents the block size. κ is to account for the spatial summation effect and is set as 0.14 empirically.
1) SPATIAL CSF EFFECT
The HVS is a multi-channel structure that separates the signal into different sensory parts. Each sensory channel has its own threshold (called the visual threshold). The main feature of HVS is that HVS has bandpass characteristics. At spatial frequencies, it is more sensitive to the DCT basis function injected in the horizontal and vertical directions than the noise injected in the diagonal direction [25] . The base threshold J base is generated by spatial CSF based on a uniform background image and can be given by considering the oblique effect as
where
where ω i,j is the cycle per degree (cpd) of (i, j) − th DCT coefficient in spatial frequency and is given by
where θ denotes the horizontal/vertical length of a pixel, expressed in a degrees visual angle, R VH is the ratio of the viewing distance to the screen height, H is the vertical size of the screen in terms of pixel, and ϕ i,j stands for the direction angle of the corresponding DCT component, which is expressed as
2) LUMINANCE ADAPTATION EFFECT
It is normal to think that as the background luminance increase or decreased, the noise in such regions tend to be less visible. But there still remains sensitive to the amplitude scaling after the addition of a constant luminance change with fixed value. We introduce a novel equation to make the average intensity scale linearly with volumetric scaling for robustness as follows
where N b is the DCT block size. I (i, j) is the pixel intensity of the 8 × 8 block. K is the maximum pixel intensity, and C 0 denotes the average pixel intensity of the entire image. An empirical luminance adaptation factor E la that employed both the cycles per degree (cpd) ω i,j for spatial frequencies and the average intensity value of the block µ p can be formulated as
where the M 0,1 (ω i,j ) and M 0,9 (ω i,j ) are briefly set as
3) CONTRAST MASKING EFFECT Contrast masking (CM) is an important phenomenon in HVS perception. It refers to the reduced visibility of one visual component in the presence of another visual component. In general, noise becomes less noticeable in the presence of background patterns, especially in areas with high texture energy. On the contrary, it is easy to observe noise in a smooth place. On the other hand, texture energy is also high at or near the edges of object boundaries and sharp HVS-sensitive images, and the typical observer has a better priori knowledge of what the edge should look like. We recommend using the AC coefficients AC 01 and AC 10 (in which the subscripts refer to the row and column indices of the block), which have been considered as an effective measurement of the edge intensities in the horizontal and vertical directions [26] , and can measure the contrast masking effects of the original image. More importantly, the using of AC coefficients avoids the use of the LOG operator for the edge calculation. Therefore, the contrast effect metric can be defined as
where (m, n) represents the position of current DCT block in the image. The newly edge density is defined as
where norm(·) is L2 norm of the edge strength E ac . After (20) , the newly edge density can be normalized into a range [0,1]. Wei and Ngan [27] proposed an accurate block classification method based on edge pixel densities, which can be employed to measure texture complexities. Herein, the DCT-based CM modulation factor is modeled as a discontinuous function of texture complexity with three types: plane, edge, and texture, respectively. The block type is determined by In our work, a part of the DCT coefficients, excluding the ones for representing the VS features, are denoted as the host vector x as shown in Figure 3 with green background. The host vector x is first projected onto a random project vector v, one can rewrite its transformation as follows
where µ is used as a secret key which can be obtained with the following suggested function, µ < |x|. is the key value to keep the scale invariance of the algorithm according to orientation feature, which is defined by the mean value of whole orientation feature in (5). Proposed VS-based JND model, which will be used in logarithmic STDM watermarking scheme can achieve a tradeoff performance between visual quality and robustness and is employed to modulate the quantization step of watermarking process as
where s is a slack vector according to proposed JND model in (9) . Then, the projected vector z and quantization step can be quantized by
The proposed watermarking scheme is illustrated in Figure 2 , where the main contribution is shown in the grey-dashed block, and more details are descripted in Algorithm 1 and 2.
IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. QUALITY EVALUATION CRITERIA
The image quality evaluation method can effectively measure the visual quality of distorted images. Hereinto, the structural similarity index model (SSIM) is one of the most commonly used quality evaluation algorithms that can objectively reflect the characteristics of human vision. In addition, in recent years, the visual attention (VA) mechanism in HVS has been gradually applied to image processing and video processing in many fields. Researchers generally believe that appropriate integration of VS information is conducive to image quality evaluation (IQA). VA is a subject that has been extensively studied by psychologists, neurobiologists and computer scientists over the past decade to determine which areas of the image are most likely to attract the human's attention. Intuitively, VA is closely related to IQA, because the upper threshold distortion will have a great
Algorithm 1 Watermark Embedding
Require:
The host image, X ; The original watermark message, W ; Ensure:
Step1: Divide the host image X into eight by eight and perform DCT transform for each block. The saliency map is calculated through (1) to (7) and the corresponding modulation functions can be obtained by (8) to derive the spatial CSF effect and luminance adaptation factor respectively. Step2: For each block, the spatial CSF effect, luminance adaptation and contrast masking can be first obtained by (11) to (22), respectively. Finally, we can get the final perceptual JND model by following (9) as the slack vector s.
Step3: Seven DCT coefficients was selected to form a single vector which denoted as the host vector x as shown in Figure 3 with green background.
Step4: The host vector x and the slack vector s are projected onto a random project vector v to get the projections x v and s v , respectively. Step5: The transform host vector z and quantization step is then obtained by (23) (24).
Step6: One bit of the watermark message m is embedded into the host projection z as followed:
, m ∈ (0, 1) Num = Num + 1 end while Step7: Finally, the modified coefficients are transformed to create the watermarked image X * .
impact on the VS of the image. In this paper, the traditional SSIM and a new quality evaluation standard of integrated visual significance visual saliency-induced (VSI) index are respectively cited to measure the fidelity of watermark images.
1) SSIM
As the realization of structural similarity theory, SSIM defines structural information as independent of brightness and contrast from the perspective of image composition, which reflects the properties of object structure in the scene, and models distortion as the combination of brightness, contrast and structure [28] .
where µ x and µ y represent the mean of the luminance of the reference image and the watermarked image, σ x and σ y represent the variances of two images, and σ xy represents the covariance of the above both. C 1 and C 2 are positive experience values. 
Algorithm 2 Watermark Detection
Require:
The received watermarked image, X * ; Ensure:
Step1: Divide the host image X into eight by eight and perform a DCT transform for each block. The saliency map are calculated through (1) to (7) and the corresponding modulation functions can be obtained by (8) to derive the spatial CSF effect and luminance adaptation factor respectively.
Step2: For each block, the spatial CSF effect, luminance adaptation and contrast masking can be first obtained by (11) to (22), respectively. Finally, we can get the final perceptual JND model by following (9) as the slack vector s.
Step3: Seven DCT coefficients was selected to form a single vector which denoted as the host vector x as shown in Figure 3 with green background. Step4: The host vector x and the slack vector s are projected onto a random project vector v to get the projections x v and s v respectively. Step5: The transform host vector z and quantization step is then obtained by (23) (24).
Step6: One bit of the watermark message m is detected as followed:
In the VSI [29] , the role of VS is twofold. First, when calculating the local quality map of the distorted image, VS is used as the feature. Second, when summarizing the quality score, VS is used as a weighting function to reflect the importance of the local area. The distribution map of the watermark image of the original image and the effective distribution map is calculated by the VS model. The VSI index is given as 
We only considered the quality evaluation of the gray image, so the color feature of the original text was not taken into account. VS 1 and VS 2 are the VS map of the carrier and distorted image. S VS is the similarity between VS 1 and VS 2 . S G is the similarity of the gradient model
The gradient model G is calculated as [29] . ε 1 and ε 2 are positive experience values.
B. ROBUST TEST
To evaluate the performance of our proposed scheme, we used standard images with dimensions of 256 × 256 from the USC-SIPI image database [30] . Figure 4 shows some 256 × 256 grayscale images from this database. A random binary message of 1024 bits in length was embedded into each image. The testing images were watermarked with a uniform fidelity by embedding strength values δ, SSIM=0.9820 and VSI=0.9920. Table 1 lists the embedding strength values of different schemes with the same visual quality constraints. Generally speaking, a large embedding strength can not only guarantee good robustness, but also cause visible distortion due to too many modifications. From the Table, our scheme provides a large embedding strength value to ensure the same visual quality compared to other schemes. This means that our scheme can get the optimal visual quality among all the algorithms with the best robustness performance in theory. Particularly, we further tested the performance of robustness with other four watermarking schemes [17] , [18] , [22] , and [21] . Each watermark was extracted and compared with the original watermark in terms of bit error rate (BER) which can be defined as
where W * is the extracted watermark and W is the original watermark. (p i , p j ) is the position of each watermark bit. M and N denote the row and column sizes of watermark image. A lower BER will provides a clearly visual quality of extracted watermark image. Tables 2 and 3 (3, 3) . First, it is obviously that our proposed scheme gets the lowest BER compared with other schemes after Gaussian Noise attack form Tables 2 and 3 . Reference [22] shows the worst performance among all compared schemes and the proposed scheme has a lower BER value than [21] about 1% at least. On the other hand, it also can be noted that there is a larger improvement with the same VSI value, which considered the VS into IQA. What's more, from the two given Tables 2 and 3 , the BER of the extracted watermark by the proposed scheme is the lowest under JPEG Compression, Gaussian filtering and Median filtering attacks, than other schemes at least 3%, 0.3% and 1% on average. However, a different performance for image Scaling is shown in Tables 2 and 3. In Table 2 , our scheme has a BER slightly higher than [21] , while in Table 3 , our scheme can achieve the lowest BER and provides a better visual quality of the restored watermark. Although the results for image Scaling are not as significant as for Gaussian Noise, JPEG Compression, Median filtering and Gaussian filtering, the performance in robustness is almost similar to other schemes on average.
In addition, Tables 4 and 5 list the comparison results from the 'Barbara' image of two different IQAs. In detail, the proposed scheme presents the best performance after Gaussian Noise, JPEG Compression and Gaussian filtering attacks, as some performances for 'Lena' image showed. Our proposed scheme gets the best performance in Table 4 , while there is a little higher than in Table 5 for image Scaling for the 'Lena' image. The last two rows show the results of common filtering attacks like Gaussian filtering and Median filtering. From the Tables we can note that the proposed scheme has the lowest BER value of Gaussian filtering regardless of if it is constrained by SSIM or VSI. The best performance appeared for Median filtering while the visual quality are SSIM = 0.9820. The performance in Table 5 is only higher than [17] , but it is not exceeding 15% which means that the extracted watermark still can be recognized by the observer. The most valuable point to note is that, compared with the traditional SSIM, it is obvious that our scheme can achieve great improvement by combining VA. That is to say the new scheme proposed in this paper is more objectively in line with the HVS, and it can perform more watermarking processing to obtain the optimal robustness under the premise of ensuring the visual quality of images. The superiority is expected that the improved image based on the VS map with visual orientation features for image fidelity is more effective in describing local image quality.
During normal digital communication, the noise caused by digital products applies not only a single attack but multiple attacks simultaneously. So, we did some robust test under different combined attack. Tables 6 to 9 show the robustness comparison results between different algorithms after passing JPEG Compression processing, followed by common Gaussian Noise, Gaussian filtering and Median filtering attacks. The proposed scheme performs well under combinatorial attacks such as JPEG Compression with Gaussian Noise and Gaussian filtering. It reveals that our technique can not only withstand a single attack, but also subjugate multiple attacks. Our technique has a limitation against Median filtering, i.e., the visual perception of the extracted watermark can be destroyed by this attack, however, the human eye still can recognize the watermark information.
V. CONCLUSION
In this paper, a novel VS-based JND model for the Q-Watermarking scheme is proposed. The main contribution of this paper is that we first propose a new VS model combining neuronal visual orientation feature. The model is then used to modulate a JND model on the DCT domain. In the end, we apply the new JND model to the quantified watermark framework and get a new robust watermark scheme. Furthermore, our scheme is evaluated under different types of attacks such as Gaussian Noise, JPEG Compression, Gaussian filtering, Median filtering and image Scaling. The proposed technique was also provides distorted watermark extraction under combined attack. The experimental results demonstrate that our scheme performs better than existing techniques in terms of SSIM and VSI.
In the proposed scheme, the orientation feature is an important factor to establish the proposed visual saliency model. Though the proposed demonstrates a significant improvement performance for saliency object. However, low-level features such as luminance, texture and orientation, may be not universally appropriate for different types of images. It's still very necessary for these models to mine high-level information. Thus, the measurement of complexity high-level features is an urgent problem to be solved, which is the focus of future research and can be solved combined with deep learning. 
