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Ziel dieser Diplomarbeit ist es, eine flexibel zu verwendende Plattform fu¨r Visual
Servoing-Aufgaben zu Erstellen, mit der eine Vielzahl von verschiedenen Anwen-
dungsfa¨llen abgedeckt werden kann. Kernaufgabe der Arbeit ist es dabei, verschie-
dene Verfahren der Gesichtserkennung (engl.
”
face detection“) und -wiedererkennung
(engl.
”
face recognition“) zu betrachten und an ausfu¨hrlichen Beispielen vorzustellen.
Dabei sollen allgemeine Grundbegriffe der Bildverarbeitung und bereits bekannte
Verfahren vorgestellt und ihre Implementierung im Detail dargestellt werden. Aus
den dadurch gewonnen Erkenntnissen und dem sich ergebenden Anforderungspro-
fil an die zu entwickelnde Plattform leitet sich anschließend die Realisierung als
eigensta¨ndige Anwendung ab. Hierbei ist weiterhin zu untersuchen, wie die neu zu
entwickelnde Software zukunftssicher und in Hinblick auf einen mo¨glichen Einsatz in
Praktika einfach zu verwenden realisiert werden kann. Sa¨mtliche wa¨hrend der Arbeit
entstandenen Programme und Quellcodes werden auf einem separaten Datentra¨ger
zur Verfu¨gung gestellt. Eine komplett funktionsfa¨hige Entwicklungsumgebung wird
als virtuelle Maschine beigelegt.
1.2 Versta¨ndnis des Begriffs Visual Servoing
In [56] beschreiben die Autoren Visual Servoing als
”
...control based on feedback of
visual measurements...“, also jedwede Form von Regelung eines Roboters auf Basis
visueller Datenerfassung.
Die Autoren von [4] verweisen in ihrer Begriffskla¨rung auf eine
”
...von Sanderson
und Weiss eingefu¨hrte Taxonomie visueller Hilfssysteme...“ [51]. Auch in dieser Be-
trachtung werden die visuell erfassten Informationen direkt in der Roboterregelung
integriert (
”
dynamic look-and-move vs. direct visual servo“). Weiterhin unterschei-
den beide zwischen der Art wie die visuell erfassten Information verarbeitet werden.
So spielt es eine signifikante Rolle, ob die Informationen zur Lokalisation des Ro-
boters im Raum verwendet werden (
”
position-based visual servoing“) oder ob aus






Mit dieser Arbeit soll nun ein allgemeinerer Ansatz zum Thema versucht werden -
wir verstehen den Begriff visual servoing hier als die Gesamtheit aller durch digitale
Bildverarbeitung ausgelo¨sten Roboteraktionen.
2
2 Methoden der Gesichtserkennung
2.1 Einleitung
Das Gebiet der Gesichtserkennung ist seit Mitte der 60er Jahre des 20. Jahrhun-
derts ein weltweit intensiv bearbeitetes Forschungsgebiet. Gute Ergebnisse werden
hier seit circa zehn Jahren mit dem Erscheinen gu¨nstiger und vor allem leistungs-
fa¨higer Hardware und neuer Algorithmen erzielt. Eine Suche im Online-Archiv des
IEEE Explorers nach face recognition bringt allein fu¨r das Jahr 2009 mehr als 500
Vero¨ffentlichungen hervor, was zeigt, dass dieses Thema sich nach wie vor großen
Interesses erfreut. Vor allem die Anwendung im Sicherheitsbereich sensibler Ein-
richtungen (Forschungslabore, Flugha¨fen u.a¨.) erfordert eine stetige Verbesserung
bekannter Algorithmen.
Bei na¨herer Betrachtung der Thematik muss zuna¨chst die Begriﬄichkeit der Ge-
sichtserkennung (engl.
”
face detection and feature extraction“) - das Auffinden von
Gesichter u¨ber ihre Merkmale in Bildern - von der der Gesichtswiedererkennung
(engl.
”
face recognition“) - das Wiedererkennen bereits bekannter Gesichter - unter-
schieden werden.
Eine gute historische U¨bersicht der Forschung der letzten 60 Jahre und einen weiten
U¨berblick u¨ber verschiedene Ansa¨tze zur Gesichtserkennung ist in [72] zu finden.
Aktuellere Arbeiten werden in [69] betrachtet und grob verglichen. Ein mannigfalti-
ger U¨berblick u¨ber verschiedene Ansa¨tze und Papers zu deren Implementierung ist
schließlich unter [22] zu finden.
Ziel dieser Arbeit soll es sein, eine praktikable, einsatzfa¨hige Lo¨sung fu¨r ein einfaches
Gesichts-Tracking zu finden und die Realisierung im Detail zu beschreiben. Fu¨r
spa¨tere Verwendung in der Ausbildung wird die Methode auch fu¨r Anfa¨nger auf
dem Gebiet der Bildverarbeitung anwendbar ausformuliert und in einer einfach zu
benutzenden Software hinterlegt.
3
2 Methoden der Gesichtserkennung
2.2 Vorbetrachtungen
2.2.1 Abgrenzung der Aufgabenstellung
Auf dem Gebiet der Bildverarbeitung sind unter dem Aspekt der Gesichtserken-
nung sehr viele Methoden publiziert worden, die teilweise extrem unterschiedliche
Ansa¨tze verfolgen. Ein Großteil der Arbeiten beschra¨nkt sich dabei auf Extraktion
aller Informationen aus einer Aufnahme (engl.
”
acquisition from still images“), was
fu¨r diese Arbeit auch festgelegt wurde. Fu¨r die Gesichtserkennung wird das Verfah-
ren des Haar-Klassifikators im Detail vorgestellt. Mo¨gliche Erweiterungen und Ver-
besserungen werden zusa¨tzlich eingefu¨hrt. Abschließend werden verschiedene Imple-
mentierungen hinsichtlich ihrer Ausfu¨hrungsgeschwindigkeit untersucht. Fu¨r die Ge-
sichtswiedererkennung ko¨nnen die existierenden Algorithmen grob in Modell-basierte
(engl.
”
model-based“) und Aussehens-basierte (engl.
”
appearance-based“) Verfahren
unterteilt werden, wobei diese Diplomarbeit nur ausgewa¨hlte Vertreter letzterer Ka-
tegorie behandeln wird. Detailliert vorgestellt werden die Verfahren Eigengesichter
und Fischergesichter, die gegeneinander evaluiert werden. Im Anschluss werden zu-
sa¨tzlich noch aktuell vero¨ffentlichte Verbesserungen dieser beiden Verfahren vorge-
stellt.
Den Abschluss bildet die Einfu¨hrung eines einfachen Verfahrens zum Verfolgen einer
bekannten Person, das die eingefu¨hrten Verfahren fusioniert und so die Grundlage
der in den folgenden Kapiteln vorgestellten Softwarelo¨sung darstellt.
Einen U¨berblick u¨ber weitere Methoden zur Gesichtserkennung und -wiederkennung
ist schließlich in Abschnitt 2.6 zu finden.
2.2.2 Vergleichbarkeit der Ergebnisse
Viele Arbeiten (u.a. [69]) weisen auf die schlechte Vergleichbarkeit der bekannten
Algorithmen hin. Zum jetzigen Zeitpunkt existiert noch kein abschließend als Stan-
dardverfahren bezeichenbares Verifikations- und Validierungsverfahren fu¨r die ver-
schiedenen Realisierungen. Dies liegt unter anderem in der unterschiedlichen Auffas-
sung begru¨ndet, was eine
”
korrekte Funktion“ des Algorithmus bedeutet. So kann die
Gu¨te der eingesetzten Klassifikatoren u¨ber die ROC-Kurve (engl.
”
receiver operating
characteristic“) bewertet werden, bei der die Sensitivita¨t (auch Richtigpositiv-Rate)
u¨ber die Spezifita¨t (auch Richtignegativ-Rate) der Erkennung in einem kartesischen
Koordinatensystem abgetragen wird. Fu¨r andere Anwendungen kann die Ausfu¨h-
rungsgeschwindigkeit des Algorithmus wichtiger sein als die Erkennungsrate (z.B.
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Einsatz in Echtzeitsystemen), was wiederum direkt mit den Kosten1 des Algorith-
mus korreliert.
Hauptproblem der Vergleichbarkeit zwischen den Algorithmen aber ist das verwen-
dete Bildmaterial. Sehr viele vorgestellte Algorithmen werden lediglich auf spezielle
Testaufnahmen angewendet, was die Ergebnisse schlecht deutbar macht. Dabei exis-
tiert eine Vielzahl nutzbarer Gesichtsdatenbanken, die zur vergleichenden Bewertung
der Ergebnisse verwendet werden ko¨nnen ([79], Tabelle 2.2.2).
In dieser Arbeit selbst wurden Validierungen mit der AT&T-Datenbank vorgenom-
men. Weiterhin wurde die Robustheit der Algorithmen mit einer selbst zusammen-
gestellten kleinen Gesichtsdatenbank mit je neun Frontalaufnahmen bekannter Per-
sonen gepru¨ft, die zum Test auch mit ku¨nstlichen Bildfehlern und Bildrauschen
versehen wurden. Abschließend wurden tatsa¨chliche Aufnahmen mit der final einzu-
setzenden Firewire-Kamera im Labor aufgenommen.
2.3 Gesichtserkennung (face detection)
2.3.1 Einleitung
Die erste Anwendung des Haar-Klassifikators wurde von Viola und Jones in [63]
beschrieben.2 Eine Erweiterung um weitere diagonale Merkmale und einen nachge-
schalteten Optimierungsalgorithmus wurde von Lienhart und Maydt in [31] erga¨nzt
und stellt das gegenwa¨rtige Standardverfahren von OpenCV zum Auffinden von
Gesichtern in Bildern dar.
Im Gegensatz zum allgemeinen Ansatz wird im von Viola und Jones beschriebe-
nen Verfahren nicht das zu verarbeitende Bild skaliert und an einen festen Detektor
u¨bergeben, sondern der Detektor selbst skaliert. Anschließend wird er erneut u¨ber
das Bild geschoben und die Erkennung mit dem neuen Detektor wiederholt. Dies
reduziert die beno¨tigte Zeit und den benutzten Speicher erheblich, da keine Zwi-
schenbilder mehr berechnet werden mu¨ssen.
2.3.2 Haar-a¨hnliche Merkmale
Der Name Haar-Klassifikator ist der englischen Bezeichnung des Verfahrens
”
a cas-
cade of boosted classifiers working with haar-like features“ entlehnt, wobei eben
1Die Aufwendigkeit eines Algorithmus und die damit verbundene beno¨tigte Rechenkapazita¨t wird
auch als Kosten bezeichnet.
2Der Ansatz an sich wurde allerdings bereits 1995 von Papageorgiou et al. in [43] beschrieben.
Die effektive Implementierung allerdings erfolgte erst durch Viola/Jones.
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umfangreiche Datenbank fu¨r verschiedene Posen;
Graustufenbilder; je zehn Aufnahmen von insge-
samt 40 Personen; Ma¨nner und Frauen; verschie-
dene Hautfarben; Frontalaufnahmen mit leichter
Drehung um die Longitudinalachse; leichte A¨nde-
rung der Beleuchtung und des Gesichtsausdrucks;
teilweise mit Brille und Bart
Color FERET Database
[75]
zur Zeit gro¨ßte verfu¨gbare Farbbilddatenbank,
teilweise Aufnahme einzelner Personen u¨ber Jahre
verteilt; Farbbilder; insgesamt 14126 Aufnahmen
in 1564 Aufnahmesessions mit insgesamt
1199 verschiedenen Personen; Ma¨nner und
Frauen; fu¨r 365 Personen sind mehrere Aufnah-




große Datenbank, ha¨ufig fu¨r Vergleiche in Arbeiten
verwendet; Graustufenbilder; insgesamt 564 Bilder;
20 Personen, verschiedene Geschlechter, Hautfar-




kleine Testdatenbank mit Aufnahmen aus dem In-
ternet, manuell beschnitten und zentriert; Farb-
und Graustufenbilder; insgesamt 36 Bilder; 3 Per-
sonen, je 10 Bilder + 6 Testbilder; eine Frau, zwei
Ma¨nner; Frontalaufnahmen
Yale Face Database [77] kleine Datenbank mit A¨nderung des Gesichtsaus-
drucks; Graustufenbilder; je elf Aufnahmen von
insgesamt 15 Personen; Ma¨nner und Frauen; ver-
schiedene Hautfarben; Frontalaufnahmen; starke
A¨nderung der Beleuchtung und des Gesichtsaus-
drucks; teilweise mit Brille und Bart
Yale Face Database B [78] sehr umfangreiche Bibliothek zur Untersuchung
von vera¨nderter Pose und Beleuchtung; Graustu-
fenbilder; je 576 Aufnahmen (neun Posen zu je
64 verschiedenen Beleuchtungen) von zehn Perso-
nen; zusa¨tzlich fu¨r alle Posen eine Aufnahme mit
Hintergrundbeleuchtung; Ma¨nner und Frauen; ver-
schiedenen Hautfarben; teilweise mit Brille und
Bart
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(e) (f) (g) (h)
1) Kantenmerkmale
2) Linienmerkmale
3) Zentrale eingeschlossene Merkmale
(b) nach Lienhart/Maydt
Abbildung 2.1: Haar-a¨hnliche Merkmale
Viola und Jones haben eine Gro¨ße von 24×24 Pixel fu¨r Trainingsbilder x ermit-
telt, was fu¨r die von ihnen definierten Merkmale circa 160.000 mo¨gliche skalierte
Merkmale bedeutet. Dabei ist zu beachten, dass mit dieser Anzahl eine deutliche
U¨berdefinition der beno¨tigten Merkmale stattfindet. Lienhart und Maydt haben
durch Einfu¨hrung neuer Merkmale und der daraus resultierenden Reduzierung der
Redundanzen deren Anzahl auf 117.941 reduzieren ko¨nnen, was nach wie vor einen
erheblichen Rechenaufwand in der Trainingsphase bedeutet.
Die Aufgabe des Lernverfahrens (Algorithmus 2.1) ist es daher, die T sta¨rksten
Merkmale anhand vorhandener Trainingsbilder zu adaptieren. Als Lernalgorithmus
wird ein Boostingverfahren3 namens AdaBoost in einer auf die Problemstellung an-
gepassten Form verwendet. Dabei wird der schwache Klassifikator h trainiert, der
die wenigsten Trainingsbilder falsch klassifiziert. Dieser verwendet das Haar-a¨hnliche
Merkmal f , den Schwellwert θ und die Polarita¨t p, die die Richtung der Ungleichung
bestimmt:
h(x, f, p, θ) =
{
1 p f(x) < p θ
0 sonst
Im Bild werden Haar-a¨hnliche Merkmale mit Hilfe eines sogenannten Integralbilds
(engl.
”
integral image“) oder auch SAT (engl.
”
SAT = summed area table“) als
3Eine kurze Einfu¨hrung in Boosting und weitere maschinelle Lernalgorithmen liefert A.2.7.
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Algorithmus 2.1: Boostingverfahren mit T Hypothesen fu¨r alle mo¨glichen
Merkmale f
Gegeben n Bilder (x1, y1), ..., (xn, yn) mit yi = 1 fu¨r positive (enthalten
Gesicht) und yi = 0 negative (enthalten kein Gesicht) Trainingsbilder ;





fu¨r alle m positiven und alle l negativen
Trainingsbilder
fu¨r t = 1, ..., T tue
Normalisiere die Gewichte wt,i ← wt,in∑
j=1
wt,j
Wa¨hle den besten schwachen





wt,i |h(xi, ft, pt, θt)− yi|







1−t und ei =
{
0 xi korrekt klassifiziert
1 sonst
Ende
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Lookup-Tabelle effektiv u¨berpru¨ft. Ein Integralbild zu einem Punkt P (xp, yp) ist






Verwendet man nun die kumulative Zeilensumme s, erha¨lt man mit
s(x, y) = s(x, y − 1) + I(x, y) (2.1)
II(x, y) = II(x− 1, y) + s(x, y) (2.2)
unter den Vorbedingungen s(x,−1) = 0 und II(−1, y) = 0 einen effektiven Algorith-
mus, der die Berechnung aller Werte im Integralbild in einem Durchlauf ermo¨glicht.
Aus dem Beispiel (siehe Abbildung 2.2) ist schnell ersichtlich, dass zur Berechnung
der Summe aller Pixel eines beliebigen Rechtecks R(x, y, h + x,w + y) im Bild I
genau vier Lookups
AR = II(x−1, y−1)+II(x+w−1, y+h−1)−II(x−1, y+h−1)−II(x+w−1, y−1)
beno¨tigt werden und die beno¨tigte Zeit damit konstant ist. Mit Hilfe dieser Integral-
bilder werden nun die Haar-a¨hnlichen Merkmale effektiv berechnet - fu¨r die Merk-
male vom Typ (A) und (B) zum Beispiel als Differenz zweier rechteckiger Bereiche
mit nur sechs Lookups.
Lienhart und Maydt fu¨hren in [31] zusa¨tzlich noch das Integralbild fu¨r gedrehte
Rechtecke (engl.
”
RSAT = rotated summed area table“) ein, um damit auch die





Die Berechnung dieser Lookup-Tabelle erfolgt dann auf Basis des Integralbilds in
zwei Durchla¨ufen unter der Vorbedingung
II,45◦(−1, y) = II,45◦(−2, y) = II,45◦(x,−1) = 0
4Zur Darstellung muss dieses Integralbild noch auf das verwendete Farbformat von n Bit normiert
werden: I
(n)
I (xp, yp) =
II(xp,yp)
max II(xp,yp)
· (2n − 1)
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mit
II,45◦(x, y) = II,45◦(x− 1, y − 1) + II,45◦(x− 1, y) + (2.3)
+I(x, y)− II,45◦(x− 2, y − 1)
II,45◦(x, y) = II,45◦(x, y) + II,45◦(x− 1, y + 1)− II,45◦(x− 2, y) (2.4)
wobei 2.3 dabei einem Durchlaufen des Integralbilds von links nach rechts und oben
nach unten entspricht und 2.4 dem entgegengesetzten Verarbeiten von rechts nach
links und unten nach oben. Anschließend ko¨nnen auch um 45◦gedrehte Rechtecke
durch Ablesen von vier Werten








Abbildung 2.2: Integralbild und seine Anwendung
Beispiel Das Integralbild II,4 fu¨r
Punkt 4 ist die Summe der Pixel
u¨ber alle vier Rechtecke A,B,C,D.
Somit ergibt sich die Summe der Pi-
xel in Rechteck D zu II,4 − II,2 −
II,3 + II,1.
a
aII,1 muss hier erneut addiert werden,
da es sowohl in II,3 als auch in II,2
enthalten ist.
Viola und Jones konnten zeigen, dass fu¨r T = 200 Merkmale bereits brauchbare
Ergebnisse erreicht werden konnten. Bei einer Erkennungsrate von D = 95% wurde
gerade eins von 14.084 Bilder fa¨lschlicherweise als Gesicht erkannt (pf ≈ 7, 1 · 105).
Dies ist unter realen Bedingungen aber leider noch nicht ausreichend. Der auf der
Hand liegende Ansatz einer weiteren Verbesserung des Klassifikators durch Hinzu-
fu¨gen zusa¨tzlicher schwacher Lerner ist relativ einfach mo¨glich, wodurch allerdings
die Laufzeit des Verfahrens weiter ansteigen wu¨rde.5
2.3.3 Ein neuer Ansatz - die Haar-Kaskade
Das prinzipielle Funktionieren der Verwendung eines geboosteten Klassifikators auf
Merkmalsbasis war damit nachgewiesen, nur wurde eine praktischere Implementie-
5David Wolpert nannte dieses Problem der Verbesserung eines Merkmals durch Verschlechterung
eines anderen in [67]
”
no-free-lunch-theorem“, nach der amerikanischen Redensart
”
there ain’t
no such thing as a free lunch“ - es gibt kein geschenktes Mittagessen.
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Abbildung 2.3: Beispielgesicht (links) und zugeho¨riges Integralbild (rechts) bei 24x24 Pixeln
rung mit viel ho¨herer Genauigkeit beno¨tigt. Viola und Jones a¨nderten daher das
Verfahren nochmals ab: Statt aufwendig nach Bereichen zu suchen, die ein Ge-
sicht enthalten, wurde der Algorithmus schlicht umgedreht. Es wird daher in der
praktischen Implementierung des Haar-Klassifikators (Abbildung 2.4) nach Berei-
chen gesucht, die mit großer Wahrscheinlichkeit kein Gesicht enthalten. Viele sol-
cher starken Klassifikatoren wurden dann in einer Kaskade nacheinander abgelegt
(engl.
”
rejection cascade“)6. In jeder Stufe Fn dieser Kaskade fu¨hrt das Resultat
”
Kein Gesicht“ direkt zum Abbruch der gesamten Kaskade und wertet die gesamte
untersuchte Region als
”
Kein Gesicht“. Dieses Abweisen (engl.
”
rejection“) und die
Anordnung der einzelnen Klassifikatoren - einfach-strukturierte Klassifikatoren zu
Beginn der Kaskade, komplexe gegen Ende - fu¨hrt zu einer deutlichen Beschleuni-
gung der Codeausfu¨hrung.
F1 F2 F3 Fn
hhhhh






6Diese Kaskade kann man sich auch als einen stark unbalancierten (degenerierten) Baum vorstel-
len.
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fu¨r die Falsch-Positiv-Rate F und die ErkennungsrateD. Betrachten wir diese Erken-
nungsraten nun als Wahrscheinlichkeiten, wird der Vorteil der Kaskadenanordnung
schnell deutlich. Bei einer Erkennungsrate von di = 99% wird in einer zehnstufi-
gen Kaskade eine gesamte Erkennungsrate von D = 0, 9910 ≈ 90% erreicht. Die
fa¨lschliche Erkennung eines Gesichts aber verringert sich deutlich: bei einer Falsch-
Positiv-Rate von di = 30% ist die gesamte Falsch-Positiv-Wahrscheinlichkeit nur
noch D = 0, 310 ≈ 6 · 10−6.
Das von Viola und Jones gewa¨hlte endgu¨ltige Lernverfahren (Algorithmus 2.2) er-
mo¨glicht es dem Nutzer, zu Beginn des Lernverfahrens die maximale Falsch-Positiv-
Rate f und minimale Erkennungsrate d festzulegen. Der Algorithmus erho¨ht dann
automatisch die Anzahl der schwachen Klassifikatoren, bis die gewu¨nschten Raten fi
und di mit den Testdaten erreicht werden. Anschließend wird der starke Klassifikator
mit einem Validierungsdatensatz7 u¨berpru¨ft. Werden die gewu¨nschten Erkennungs-
raten fi und di dann noch nicht erreicht, wird eine weitere Stufe in die Kaskade
eingefu¨gt.
2.3.4 Vergleich zweier Beispielimplementierungen
Im Folgenden sollen zwei Realisierungen des Haar-Klassifikators miteinander vergli-
chen werden. Als Referenz dient eine in C geschriebene native Win32-Anwendung
unter Verwendung der OpenCV-Bibliothek (siehe C.1). Anschließend werden Gu¨te
und Geschwindigkeit mit einer managed code-Implementierung in IronPython unter
Verwendung der Emgu-Bibliothek verglichen (siehe C.2), da diese die Zielimplemen-
tierung darstellen soll.
Parametrisierung
Die OpenCV-Implementierung des Haar-Klassifikators stellt eine Vielzahl verschie-
dener Parameter zur Verfu¨gung, die Einfluss auf die Gu¨te und Geschwindigkeit des
Ergebnisses haben. So gibt der Parameter scaleFactor an, wie stark der Klassi-
fikator in jeder Iteration skaliert wird (Standardwert ist 1.1, eine Erho¨hung sollte
7Validierungsdatensatz, vgl. A.2.7
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Algorithmus 2.2: Lernalgorithmus der Haar-Kaskade
Vorgabe maximale Falsch-Positiv-Rate f , minimale Erkennungsrate d fu¨r jede
Stufe;
Vorgabe Gesamt-Falsch-Positiv-Rate F ;
Vorgabe Menge der Positivbeispiele P , Menge der Negativbeispiele N ;
Setze f0 = 1.0, d0 = 1.0
solange fi > F tue
i← i+ 1 ;
ni = 0; fi = fi−1 ;
solange fi > f · fi−1 tue
ni ← ni + 1 ;
Verwende P und N , um den Klassifikator mit ni schwachen Lernen
fu¨r die aktuelle Stufe zu Trainieren;
Validiere kompletten Kaskadenklassifikator mit dem
Validierungsdatensatz um fi und di zu bestimmen;
Verringere den Schwellwert des i-ten Klassifikators bis der starke
Klassifikator der aktuellen Stufe mindestens eine Erkennungsrate von
d · di hat (dies a¨ndert auch fi)
Ende
N ← ∅ ;
wenn fi > F dann
Validiere die aktuelle Stufe mit den Kein-Gesicht-Datensa¨tzen und fu¨ge
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das Verfahren beschleunigen). Mit minNeighbors wird dem Klassifikator mitgeteilt,
wieviele Objekte in direkter Pixelnachbarschaft eines gefundenen Objekts auftreten
mu¨ssen, um den Bereich tatsa¨chlich als ein solches Objekt zu werten. Dies fu¨hrt
zu einer Verbesserung der Gu¨te des Verfahrens, da ein falsch-positiver Treffer nicht
geha¨uft auftreten sollte und so unterdru¨ckt werden kann (Standardwert ist 3, eine
Erho¨hung sollte die Anzahl der gefunden Gesichter verringern). Mit minSize kann
angegeben werden, welche Gro¨ße ein Objekt in Pixeln mindestens haben muss, um
gefunden zu werden. U¨ber die Bitmaske flags schließlich kann das Verfahren selbst
gesteuert werden. Es sind die Schalter DO_CANNY_PRUNING (schließt vor Anwendung
des Klassifikators irrelevante Bildbereiche mit zu vielen und zu wenig Kanten aus),
SCALE_IMAGE (skaliert anstelle des Klassifikators das Bild), FIND_BIGGEST_OBJECT
(gibt nur das gro¨ßte gefundene Objekt zuru¨ck) und DO_ROUGH_SEARCH (fu¨hrt eine
grobe Suche aus, die abbricht, sobald in einem Bildbereich ein Objekt gefunden
wurde) verfu¨gbar - standardma¨ßig ist allerdings kein Schalter aktiv.
OpenCV liefert bereits eine Vielzahl verschiedener angelernter Klassifikatoren mit.
Fu¨r die Untersuchung wurde der
”
tree-based 20x20 gentle adaboost frontal face de-
tector“ haarcascade_frontalface_alt2.xml von Rainer Lienhart verwendet. Da
in der gewu¨nschten Anwendung mit einem Livestream gearbeitet werden soll, wird
die Auflo¨sung der verwendeten Testbilder auf 640x480 px begrenzt. Es wird die
Laufzeit und die Gu¨te fu¨r die Parameter minNeighbors (untersuchte Werte: 0, 1, 2,
3) , scaleFactor (Werte: 1.1, 1.3, 1.5) und minSize (Werte: 10 bis 90 in Zehner-
schritten) ausgewertet. Die Messungen werden fu¨r die Schalter DO_ROUGH_SEARCH,
DO_CANNY_PRUNING und SCALE_IMAGE ausgefu¨hrt. Untersucht werden die Testbilder
lena [B], g20-09 [B] und nmun-08 [B].
Ergebnis
Zur Durchfu¨hrung der Tests wurde der automatische Testskript runner.py erstellt,
der einen Testlauf fu¨r alle Kombinationen aller definierten Parameter startete und
die Messergebnisse in CSV-Dateien (Messzeit) und PNG-Dateien (erkannte Gesich-
ter) ablegte. Anschließend wurde in allen so erzeugten Bildern manuell die Anzahl
der falsch negativen und falsch positiven Ergebnisse bestimmt und die Messergeb-
nisse in einer Exceldatei zusammengefu¨hrt. Alle Testergebnisse sind im Projektver-
zeichnis gepackt abgelegt. Durchgefu¨hrt wurde der Test auf einem Intel Core2Duo
(2x2800MHz) mit 4 GB RAM unter Windows 7 (64-bit). Da es sich dabei um ein
Multitasking-Betriebssystem handelt, kann eine Ausfu¨hrung eines Testlaufs
”
am
Stu¨ck“ nicht garantiert werden. Die durch die erzwungenen Unterbrechungen ein-
hergehenden Messfehler der Laufzeit ko¨nnen nicht sicher bestimmt werden, weshalb
die gemessenen Laufzeiten nicht direkt miteinander verglichen werden sollen, son-
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dern lediglich die Tendenzen ausgewertet wurden. Die entsprechenden Diagramme
sind in Abschnitt D abgelegt.
(a) Lena (1.5;3;50) (b) Lena (1.5;1;20), ausschließlich false-positives durch
ungu¨nstige Parameter
(c) G20 (1.5;1;40), Duplikate und nicht erkannte Profil-
aufnahmen
(d) NMUN08 (1.1;1;40), false-positives und nicht er-
kannte verdrehte Gesichter
Abbildung 2.5: Darstellung verschiedener Resultate, Parameter in Klammern (scalingFactor;minNeighbors;minSize)
Als Ergebnis konnte festgestellt werden:
• Die Laufzeiten fu¨r das Laden des zu untersuchenden Bildes und der Haarkaska-
de unterscheiden sich nicht signifikant zwischen Emgu- und C-Implementierung.
Die Laufzeit fu¨r die Erkennung mit der Haarkaskade ist in der Emgu-Variante
im Mittel 20ms langsamer. Die Gesamtlaufzeit eines Tests allerdings dauert in
der managed-code-Variante circa 1,5s la¨nger, was auf die Natur des Verfahrens
zuru¨ckzufu¨hren ist (Laden des Programms in die .NET-Laufzeitumgebung).
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• Wird der Parameter minNeighbors auf Null gesetzt, treten extrem viele Dupli-
kate auf. In der weiteren Untersuchung wurde dieser Wert daher ausgelassen.
• Die eigentliche Wahl des Parameter minNeighbors (wenn >0) hat keine signi-
fikante Auswirkung auf die Gu¨te und Laufzeit des Verfahrens.
• Der Parameter scaleFactor hat deutliche Auswirkungen auf die Laufzeit und
Gu¨te des Algorithmus. Ein hoher Wert (im Test 1,5) fu¨hrte zu deutlich we-
niger false-positives als ein kleiner Wert (im Test 1,1). Gleichzeitig erho¨hte
sich dadurch allerdings auch die Anzahl der nicht erkannten Gesichter (false-
negatives). Die Laufzeit verringerte sich mit steigendem scaleFactor, was sich
u¨ber die geringere Anzahl von no¨tigen Rechenschritten erkla¨ren la¨sst.
• Der Parameter minSize hat deutliche Auswirkung auf Laufzeit und Gu¨te. Er-
wartungsgema¨ß ist die Laufzeit indirekt proportional, da sie die Anzahl der
zu untersuchenden Bildausschnitte bestimmt. Je gro¨ßer der kleinste zu unter-
suchende Bildausschnitt ist, desto weniger Bildausschnitte mu¨ssen untersucht
werden und desto schneller ist der Algorithmus. Wird die minSize gro¨ßer als
die im Bild vorhandenen Gesichter gewa¨hlt, werden keine Gesichter erkannt.
Wird minSize im Gegenzug allerdings deutlich kleiner als die vorhandenen
Gesichter gewa¨hlt, treten viele false-positives auf.
• Die besten Ergebnisse (wenige oder keine false-positives, wenige nicht erkannte
Gesichter) erzielt das Verfahren dann, wenn der Parameter minSize sich in der
Na¨he der Gro¨ße der im Bild vorhandenen Gesichter bewegt.
• Ungu¨nstige Parameter fu¨hrten zu Duplikaten (mehrfache Erkennung ein und
des selben Gesichts)
• Das Flag DO_ROUGH_SEARCH fu¨hrte zu keiner signifikanten Beschleunigung des
Algorithmus, teilweise war die Abarbeitung sogar langsamer.
• Das Flag SCALE_IMAGE fu¨hrt in der Emgu-Variante zu einer deutlichen Ver-
langsamung der Haar-Kaskade (circa um Faktor 2), vor allem fu¨r die beiden
Bilder g20-09 und nmun-08, deren Gro¨ße sich im Bereich der gewu¨nschten
Anwendung befindet.
• Das Verfahren erkennt Gesichter verschiedener Hautfarben zuverla¨ssig. Weiter-
hin funktioniert es auch bei teilweiser Verdeckung des Gesichts (zum Beispiel
durch Kopfbedeckungen oder Brillen).
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• Das Verfahren hat Probleme, verdrehte Gesichter oder Profilaufnahmen sicher
zu erkennen, was wahrscheinlich der zu Grunde liegenden Trainingsdatenbank
mit Frontalaufnahmen geschuldet ist.
Daraus lassen sich folgende Schlussfolgerungen fu¨r die Implementierung ziehen:
• Das Verfahren ist fu¨r die gewu¨nschte Anwendung praktikabel, da es fu¨r die
untersuchten Bilder fu¨r kleine Parameter scaleFactor und minFaceSize in
allen Tests weniger als 550ms beno¨tigte, fu¨r auf die Szene optimierte Parameter
sogar nur um die 100ms. Die Emgu-Variante kann eingesetzt werden, da die
beobachteten Geschwindigkeitsdefizite in der vorgesehenen Implementierung
durch einmaliges Vorladen und im Speicher Halten des Objekts vermieden
werden ko¨nnen.
• Duplikate ko¨nnen in der gewu¨nschten Anwendung ignoriert werden, da sie
in der Weiterverarbeitung durch Beschneiden des Bildes und der nachfolgen-
den Gesichtswiedererkennung gleiche Ergebnisse liefern. Ebenso mu¨ssen false-
positives in der Nachverarbeitung erkannt werden, was beispielsweise durch
die unter 2.5 beschriebene Vorverarbeitung passieren kann.
• Der Parameter minSize ist in der Anwendung parametrierbar zu gestalten, um
eine Anpassung an die Aufnahmeszene vornehmen und die Gu¨te zur Laufzeit
optimieren zu ko¨nnen.
• Die Flags SCALE_IMAGE und DO_ROUGH_SEARCH werden nicht verwendet. Fu¨r
die Bilderfassungsroutine wa¨hrend der Lernphase des Eigenface-Moduls wird
das Flag FIND_BIGGEST_OBJECT verwendet, um hier mo¨gliche kleine false-
positives auszuschließen.
2.3.5 Zusammenfassung
Die Haar-Klassifikator hat sich als sehr guter Algorithmus erwiesen, um ein Bild
schnell nach Gesichtern zu durchsuchen. Mit einer einfachen Vorverarbeitung des
Bildes (adaptiver Histogrammausgleich, siehe A.4.4) ist das Verfahren außerdem
unempfindlicher fu¨r Helligkeits- und Kontrastschwankungen der verwendeten Bil-
der. Das Verfahren erzielt eine hohe Erkennungsrate bei gleichzeitig geringer Falsch-
Positiv-Rate. Auch ko¨nnen teils verdeckte Gesichter noch zuverla¨ssig erkannt wer-
den. Durch seine Natur ist das Verfahren nicht nur auf Gesichter beschra¨nkt, viel-
mehr ko¨nnen beliebige feste Objekte mit einer Vorzugsbetrachtungsrichtung ange-
lernt und erkannt werden (siehe dazu [53]). OpenCV bringt bereits mehrere voll-
sta¨ndig trainierte Haar-Kaskaden fu¨r die Erkennung von Gesichtern (frontal und im
17
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Profil), Gesichtsteilen (Augen, Mund, Nase) und auch kompletten Menschen mit
und kann somit direkt ohne Training eingesetzt werden.
Nachteilig am Verfahren ist die zeitaufwa¨ndige Trainingsphase. Je nach gewu¨nschter
Qualita¨t des Klassifikators mu¨ssen mehr als 5.000 Positiv- und noch deutlich mehr
Negativbeispiele angelernt werden. Fu¨r das Gebiet der Gesichtserkennung stehen
dafu¨r jedoch vielfa¨ltige freie Bibliotheken zur Verfu¨gung (Tabelle 2.2.2). Weiterhin
stellten Profilaufnahmen oder schra¨ge Aufnahmen das urspru¨ngliche Verfahren nach
Viola/Jones vor Probleme. Hierfu¨r wurden allerdings mittlerweile weiterfu¨hrende
Arbeiten vero¨ffentlicht (z.B. [71], [64]), die sich dieser Probleme annehmen.
Gute Ergebnisse, vor allem auf rechenschwacheren Systemen wie Handys, konnten
mit dem stark verwandten LBP-Verfahren (engl.
”
local binary patterns“) erreicht
werden. Entsprechende Arbeiten ([14], [24], [3]) sollten vor Einsatz des Verfahrens
in diesem Hardwarebereich konsultiert werden.
2.4 Gesichtswiedererkennung (face recognition)
2.4.1 Eigengesichter als PCA-Verfahren
Fu¨r die Aufgabe der Gesichtswiedererkennung sind viele Verfahren beschrieben wor-
den8. Ein sehr einfaches Verfahren stellt hier das der Eigengesichter (engl.
”
eigenfa-
ces“) dar, das erstmalig von Turk und Pentland 1991 in [61] beschrieben wurde. In
ihm wird die These betrachtet, dass nur bestimmte
”
lokale und globale Merkmale“
eines Bildes wichtige Informationen zur Identifizierung eines Gesichts liefern. Das
Ziel ist es also, eine reduzierte Darstellung eines Gesichts mit hohem charakteris-
tischen Informationsgehalt zu finden.9 Das Verfahren selbst stellt eine Anwendung
der Hauptkomponentenanalyse10 dar und wird in verschiedenen Zusammenfassungen
zur Gesichtserkennung11 den Aussehens-basierten (engl.
”
appearance based“) oder
auch ganzheitlichen12 Ansa¨tzen (engl.
”
holistic approaches“) zugeordnet. Urspru¨ng-
lich sollte das Verfahren zur Rekonstruktion von Gesichtern verwendet werden -
mit vorhandener Gesichtsbasis (dem Eigengesicht) sollten Gesichter aus den Dif-
ferenzbildern wieder hergestellt werden. Eine erste Beschreibung des Ansatzes der
Dimensionsreduzierung u¨ber sogenannte Eigenpictures findet sich bereits in [57], al-
8siehe auch hierzu [72]
9Genau dieser Ansatz ist es auch, der in der Bildkompression (z.B. bei JPEG2000) verwendet
wird. Eine Erkla¨rung dazu liefert die Tatsache, dass natu¨rliche Bilder signifikante statistische
Redundanzen enthalten, was in [50] detailliert beschrieben wird.
10siehe A.2.5
11vgl. [69], [37], [72]
12im Sinne von
”
das ganze Bild verwendende“
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lerdings wird hier nur die Rekonstruktion eines Gesichts anhand des Eigenpictures
beschrieben, nicht jedoch die Mo¨glichkeit der Gesichtswiedererkennung aufgegriffen.
Vorbetrachtungen
Um Eigengesichter anwenden zu ko¨nnen, mu¨ssen wir uns von der gewohnten tra-
ditionellen Bildrepra¨sentation als Matrix13 verabschieden. Ein einkanaliges Bild der
Gro¨ße m×n Pixel wird nun nicht als eine Matrix I(m,n) aufgefasst, sondern als Spal-
tenvektor der Dimension m ·n. Das urspru¨ngliche Format muss daher zusa¨tzlich
gespeichert werden, um eine Rekonstruktion zu ermo¨glichen.
Mathematische Beschreibung des Verfahrens
Es seien Γ1,Γ2, ...,ΓM Trainingsbilder eines Gesichts in vektorieller Schreibung. Aus







errechnet. Unter Verwendung von Ψ wird anschließend fu¨r jedes Trainingsbild ein
zugeho¨riges Differenzbild Φi errechnet
Φi = Γi −Ψ ∀i ∈ {1, ...,M}











Die Matrix C hat dabei die Dimension (m ·n)× (m ·n), was ein Berechnen der m ·n
Eigenvektoren rechnerisch sehr aufwa¨ndig macht. Allerdings ist die Anzahl der signi-
fikanten Bildinformationen (linear unabha¨ngiger Eigenvektoren) durch die geringe
Anzahl der Trainingsbilder - es gilt M  (m ·n) - beschra¨nkt, weshalb wir uns Dank
der zum Einsatz kommenden Hauptkomponentenanalyse auf M Eigenvektoren be-
schra¨nken ko¨nnen. Zur Bestimmung dieser Eigenvektoren verwenden wir die Matrix
L = ATA und setzen
ATAvi = µivi
AATAvi = µiAvi (2.7)
13siehe A.4.1
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Dabei sind vi Eigenvektoren von L. Es folgt, dass Avi ein Eigenvektor von C ist.





vlkΦk l = 1, ...,M
Diese Eigengesichter ul spannen dabei den sogenannten Gesichtsraum (engl. ”
face
space“) auf. Die Relevanz eines Eigenvektors und des damit verbundenen Eigenge-










Abbildung 2.6: Projektion zweier Trainingsbilder Γ1,Γ2 in den Gesichtsraum aufgespannt aus drei Eigengesichtern
u1, u2, u3
Vergleich Eigengesicht mit unbekanntem Bild
Um nun eine Aussage u¨ber ein dem Klassifikator unbekanntes Bild Γu treffen ko¨nnen,
u¨berfu¨hren wir zuna¨chst alle zentrierten Trainingsbilder Φi in ihre Eigengesichtskom-
ponenten14:
Ωi = u
TΦi ∀i ∈ {1, ...,M}
Wir erhalten fu¨r jedes Bild einen Spaltenvektor Ωi, den man sich als Koordinate in
einem M -dimensionalen Raum vorstellen kann15. Man kann sich die einzelnen Kom-
ponenten des Vektors aber auch als Gewichte der jeweiligen Eigengesichter vorstellen
(Ωi,1 als Anteil des ersten Eigengesichts usw.), in deren Summe sich die Rekonstruk-
tion des Bildes ergibt.
14Man spricht auch von
”
in den Gesichtsraum projizieren“.
15vgl. Abbildung 2.6 fu¨r M = 3
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und mit einem beliebigen Mustererkennungsalgorithmus die
”
Na¨he“ von Ωu zu allen
projizierten Gesichtern Ωi im Gesichtsraum untersucht. Als einfachste Implementie-
rung kann der euklidische Abstand16 verwendet werden:
i = ‖(Ωi − Ωu)‖
Das Testbild Γu geho¨rt dann zu der Personen P , zu deren Eigengesichtsprojektion
der kleinste Abstand besteht
P = arg min
k
k





kein Gesicht“ ermittelt werden. Diese Werte sind allerdings
systemimmanent und mu¨ssen speziell fu¨r den Anwendungsfall bestimmt werden.
Abbildung 2.7: Durchschnittsgesicht (oben links) und Eigengesichter (spsoDB Trainingsdatenbank mit je 5 Bildern
pro Person)
16Weitere Distanzmaße sind in Anhang A.2.7 Maschinelles Lernen zu finden.
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Dimension des Gesichtsraums
Die Dimension des Gesichtsraums entspricht der Anzahl der verwendeten Eigenge-
sichter. In der ersten Beschreibung des Verfahrens wurde diese mit dimu = M an-
gegeben. Pentland und Turk konnten allerdings bereits in [61] weiterfu¨hrend zeigen,
dass sogar nur M ′ = M − p Eigengesichter fu¨r eine vollsta¨ndige Basis des Gesichts-
raums beno¨tigt werden, wobei p die Anzahl der unterschiedlichen Personen in der zu
Grunde liegenden Trainingsdatenbank war. In der weiterfu¨hrenden Arbeit [45] wird
die Frage detailliert behandelt und weitere Implementierungshinweise gegeben.
Interessant ist allerdings, dass die Ordnung der Eigengesichter recht gut mit den
Details der Trainingsgesichter17 korreliert (siehe Abbildung 2.8). Daraus kann der
Schluss gezogen werden, dass fu¨r weniger unterschiedliche Gesichter weniger Eigen-
gesichter zur Wiedererkennung beno¨tigt werden als fu¨r recht a¨hnliche Gesichter, die
sich nur in Details unterscheiden.
Untersuchung des Algorithmus
Zur Untersuchung des Eigengesichtsverfahrens wurde eine Beispielimplementierung
in Matlab vorgenommen. Die Unterteilung erfolgte dabei in logische Codeeinheiten:
1. Laden der Trainingsdaten aus einer Beschreibungsdatei (Anhang C.3),
2. Berechnung von Durchschnittsgesicht, zentrierten Trainingsbildern, Eigenge-
sichtern und projizierten Gesichtern (Anhang C.4),
3. Erkennung eines Testbilds (Anhang C.5) und
4. Vergleich von ermittelter und erwarteter Klasse.
Als Bildmaterial wurden von drei Politikern zehn frontale Gesichtsaufnahmen aus
dem Internet geladen (siehe B) und auf eine einheitliche Gro¨ße beschnitten. An-
schließend wurden die Eigengesichter und die projizierten Gesichter berechnet. Die
Erkennung wurde mit je einem unbekannten Bild jeder Person durchgefu¨hrt. Zur
Pru¨fung der erhaltenen Ergebnisse wurde eine Kontrolluntersuchung mit der AT&T-
Gesichtsdatenbank18 vorgenommen. Fu¨r alle verwendeten Gesichtsdatenbanken sind
die Beschreibungsdateien (XXX-train.txt und XXX-test.txt) hinterlegt, ebenso
liegen Skripte zur exemplarischen Ausfu¨hrung und zum automatischen Test bei.
17Signaltheoretisch betrachtet mit der Frequenz des Signals
18siehe Tabelle 2.2.2
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Ergebnisse
Die Ergebnisse zu den vorgenommenen Testla¨ufen sind in Abschnitt E dargestellt.
Fu¨r die Gesichtsdatenbank spsoDB konnte festgestellt werden, dass ab drei Trai-
ningsbildern pro Personen bei Ausnutzung aller Eigengesichter 100% Treffergenau-
igkeit mit den Testbildern erreicht wird. Werden alle zehn zur Verfu¨gung stehenden
Testbilder verwendet, reicht es, die ersten fu¨nf Eigengesichter zu verwenden um eine
100%-ige Erkennungsrate zu erreichen.
Die Berechnung der Eigengesichter und Projektion der Trainingsbilder in den Ge-
sichtsraum dauerte fu¨r die 30 Trainingsbilder 280ms, die Projektion eines Testbilds
und der Vergleich mit bereits projizierten Trainingsbildern pro Testbild 2ms. Da die
initiale Berechnung der Eigengesichter nur bei Anlernen neuer Personen durchge-
fu¨hrt werden muss, ist das Verfahren auch fu¨r den gewu¨nschten Einsatz in einem
Livestream verwendbar.
Fu¨r die att Datenbank wurde ab sechs Trainingsbildern pro Person bei Verwen-
dung aller 279 Eigengesichter eine Trefferquote von 90% erzielt. Wurden alle zehn
Trainingsbilder pro Person verwendet, genu¨gte es, die ersten 13 Eigengesichter zu
verwenden, um ebenfalls eine Genauigkeit von 90% zu erzielen.
Fu¨r die Zielanwendung wird daher die Anzahl der aufzunehmenden Bilder pro Person
und die Zahl der zu verwendeten Eigengesichter parametrierbar angelegt, um die
Gu¨te des Verfahrens konfigurierbar zu gestalten.
Abschließende Betrachtung
Eine positive Eigenschaft des Verfahrens ist es, dass auftretende teilweise Verde-
ckungen im Testbild19 - sei es durch Rauschen und Aufnahmefehler oder aber durch
getragene Mu¨tzen oder Brillen - durch die rekonstruktiven Eigenschaften des Ver-
fahrens ausgeglichen werden und trotzdem zu guten Ergebnissen fu¨hren20.
Demgegenu¨ber sind in der Literatur eine Vielzahl von Nachteilen des Verfahrens
beschrieben, die hier erwa¨hnt werden sollen. So beschreiben Turk und Pentland [61]
selbst, dass das Verfahren anfa¨llig fu¨r wechselnde Hintergru¨nde ist, da nicht speziell
das Gesicht codiert wird, sondern das gesamte vorliegende Bild in die Berechnung
eingeht. Weiterhin sei die Genauigkeit des Verfahrens sehr stark von Position und
Gro¨ße des Gesichts abha¨ngig. In der hier implementierten Zielanwendung wird je-
doch das Gesicht bereits zuvor u¨ber ein anderes Verfahren extrahiert und normiert,
so dass diese Einflu¨sse begrenzt werden ko¨nnen. Abschließend empfehlen die Auto-
ren, dass nicht nur frontale Aufnahmen als Trainingsbilder verwendet werden sollten,
19
”
reduced sensitivity to noise“, [72]
20Dies ist beobachtbar an der korrekten Klassifikation der Bilder test-4.png bis test-6.png aus
der spsoDB-Datenbank.
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Abbildung 2.8: Zusammenhang Ordnung des Eigengesichts von der kodierten Frequenz (AT&T-Datenbank: Eigen-
gesichter 1 - 5, 136 - 140, 355 - 359)
sondern auch leicht verdrehte Aufnahmen in die Trainingsphase eingehen sollen. Dies
wurde u¨bernommen und wird im Trainingsprogramm der Zielanwendung gefordert.
Belhumeur, Hespanha und Kriegman [7] weisen darauf hin, dass das Verfahren zu
einer Projektion W fu¨hrt, die die gesamte Streuung (engl.
”
total scatter“) ST u¨ber





Wopt = arg max
W
∣∣W TSTW ∣∣ (2.8)
Sind die Gesichter unter stark verschiedenen Beleuchtungssituationen aufgenommen
worden, geht vor allem diese Information in die Hauptkomponentenanalyse ein und
die Gesichtsklassen verschmieren ineinander. Als mo¨gliche Lo¨sung fu¨r dieses Problem
untersuchen die Autoren daher das Auslassen der drei ersten Eigengesichter, da die-
se hauptsa¨chlich die Beleuchtungsunterschiede enkodierten. Es ist allerdings nicht
wahrscheinlich, dass ausschließlich diese ersten Eigengesichter die Beleuchtungsun-
terschiede beinhalten und diese durch Auslassung entfernt werden ko¨nnen.
Shakhnarovich [54] schla¨gt zur Umsetzung der Hauptkomponentenanalyse die Lo¨-
sung u¨ber eine Singula¨rwertzerlegung (engl.
”
SVD = singular value decomposition“)
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vor:
X = U D VT
Dabei sei X von der Dimension (M × N) und es gelte M ≥ N . Weiterhin seien U
von der Dimension (M ×N) und V von der Dimension (N ×N) und bestehen bei-
de aus orthonormalen Spaltenvektoren. Per Definition der SVD ist ein Singula¨rwert
von X die Quadratwurzel eines Eigenwerts von XXT . Weiterhin sei U = u, womit
die SVD eine Berechnung der Gesichtsraums ohne die aufwa¨ndige Berechnung der
Kovarianzmatrix ermo¨glicht. Abschließend weist auch Shakhnarovich nochmals ein-
dringlich auf das Problem der Klassena¨hnlichkeit durch Helligkeitsunterschiede bei
Eigengesichtern hin.
Moghaddam und Pentland wa¨hlen in [40] einen wahrscheinlichkeitstheoretischen An-
satz, um den erhaltenen Gesichtsraum in den Hauptunterraum (engl.
”
principal sub-
space“) F und sein Komplementa¨t F aufzuteilen und so die Beleuchtungseinflu¨sse
aus dem verwendeten Gesichtsraum zu entfernen.
Den am ha¨ufigsten verwendeten Ansatz stellt allerdings das Fishergesichter-Verfahren
dar, das im folgenden Abschnitt genauer betrachtet werden soll.
2.4.2 Fisherfaces als Erweiterung unter Verwendung der LDA
Einleitung
Die Grundlage fu¨r das Fishergesichter (engl.
”
fisherfaces“) genannte Verfahren wur-





most expressive features (MEF)“) sind, welche allerdings hauptsa¨chlich aus Be-





most discriminating features (MDF)“) zu finden. Diese
Idee wurde in [7] aufgegriffen, in dem den bereits beschriebenen Beleuchtungspro-
blemen u¨ber den Ansatz des Lambertschen Kosinusgesetzes [66] eine theoretische
Betrachtung beigefu¨gt wurde. Es ist damit mo¨glich, die Abha¨ngigkeit der Lichtsta¨r-
ke eines ideal diffus reflektierenden Fla¨chenstu¨cks (als Lambert-Fla¨che bezeichnet)
vom Betrachtungswinkel θ zu
I(θ) = A cos(θ)L
beschreiben. U¨bertragen auf die Gesichtserkennung folgerten Belhumeur et al., dass
alle Bilder einer Lambert-Fla¨che in ein und dem selben dreidimensionalen, linearen
Unterraum des Gesichtsraums liegen mu¨ssen, wenn sie von einem festen Betrach-
tungspunkt aus aufgenommen wurden. Gelingt es also, die durch die Beleuchtung
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entstehende Streuung innerhalb einer Klasse einzufangen, kann eine bessere Tren-
nung der Klassen erfolgen und ebenfalls eine bessere Abbildung in den Gesichtsraum
erreicht werden.
Dafu¨r macht sich das Fishergesichterverfahren den Umstand zu Nutze, dass die Trai-
ningsdaten bereits Klassen zugeordnet sind.21 Damit kann das von Fisher [19] be-
schriebene Verfahren der linearen Diskriminanzanalyse (LDA) angewendet werden,
um die gro¨ßtmo¨gliche Diskriminanz innerhalb einer Klasse zu erreichen.
Im Vergleich zu den Eigengesichtern22 a¨ndert sich das Optimierungskriterium zu




wobei die Streuung innerhalb einer Klasse (engl.
”
within scatter“) SW und die Streu-
ung zwischen allen Datenwerten (engl.
”










(xk − σi)(xk − σi)T (2.11)
Dabei ist C die Anzahl der verwendeten unterschiedlichen Personen bzw. die Anzahl
der Klassen, Xi die Menge aller xk Trainingsbilder fu¨r Klasse i, Ni die Anzahl der
Trainingsbilder fu¨r Klasse i, σi das Durchschnittsgesicht bzw. der Mittelwert der
Trainingsbilder von Klasse i und σ das Durchschnittsgesicht u¨ber alle Klassen. Damit
erhalten wir zur Lo¨sung
SBwi = λiSWwi ∀i = 1, 2, ...,m
Es existieren maximal m = c− 1 Eigenwerte ungleich Null, was die obere Grenze m
fu¨r die zu verwendenden Eigenvektoren festlegt.
Small-sample-size-Problem
Auch das Fisherfaces-Verfahren leidet unter dem sogenannten small-sample-size-
Problem, das die schlechte Klassifikationsgu¨te (engl.
”
classification performance“)
auf Grund der im Vergleich zur Bilddimension sehr viel kleinere Anzahl der zur
21Es existieren somit Ni Trainingsbilder fu¨r jede der i Klassen Ci.
22vgl. Gleichung 2.8
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Verfu¨gung stehenden klassenspezifischen Trainingsdaten beschreibt23. Somit ha¨ngt
die Separierbarkeit nicht direkt mit der Klassifikationsgenauigkeit zusammen. Wei-
terhin neigt das Verfahren damit zur U¨beranpassung24 (engl.
”
over-fitting“) an die
Trainingsdaten. Zur Lo¨sung dieses Problems wird in allgemeinen Beschreibungen [7]
der Fisherfaces ein klassischer PCA-Schritt zur Dimensionsreduzierung eingefu¨hrt.
Andere Erweiterungen, die ohne diese Hauptkomponentenanalyse auskommen, wer-
den im Ausblick dieses Abschnitts kurz vorgestellt sowie auf die entsprechenden
Papers verwiesen.
Umsetzung des Algorithmus
Der untersuchte Algorithmus wurde auf Grund des small-sample-size-Problems ana-
log zum Eigenfaceverfahren implementiert. Lediglich die Einbeziehung der Klassen-
information in die Zwischenklassen- und Klassen-immanente Streuung wa¨hrend der
Fisherface-Berechnung wurde vorgenommen (siehe Quelle C.6).
Vergleich
Die erzielten Resultate hinterlassen einen zwiespa¨ltigen Eindruck. Deutliche Vorteile
konnte das Verfahren dann erzielen, wenn die Anzahl der Trainingsgesichter einer
Person groß war und viele verschiedene Klassen vorhanden waren (siehe Vergleich
Eigenfaces/Fisherfaces fu¨r att-Datenbank im Anhang). Waren nur wenige Klassen
vorhanden (spsoDB-Datenbank), lag die Gu¨te der Fisherfaces unter der der Eigen-
faces. Dies wurde ebenso von Mart´ınez und Kak in [38] beobachtet, in welchem die
Autoren PCA und LDA fu¨r verschiedene Datenbanken vergleichen. Dabei konnten
sie nachweisen, dass entgegen allgemeiner Annahmen LDA nicht grundsa¨tzlich per-
formanter arbeitet als PCA. Sie stellen fest, dass LDA genau dann eine geringere
Trefferquote aufweist, wenn die Trainingsdatenbank sehr klein ist - was sich mit der
gemachten Beobachtung fu¨r spsoDB deckt.
Angemerkt werden soll an dieser Stelle noch, dass LDA zwar Merkmale mit weniger
Dimensionen erzeugt und damit eine schnellere Berechnung der Distanzen in der
Testphase ermo¨glicht, allerdings durch die zusa¨tzliche Berechnungen langsamer in
der Trainingsphase ist. In der Referenzimplementierung dieser Arbeit wurde daher
auf die Implementierung der Fisherfaces verzichtet.
23Es existieren zwar Gesichtsdatenbanken mit sehr vielen Beispielgesichtern verschiedener Perso-
nen, jedoch sind grundsa¨tzlich sehr viel weniger Bilder einer Person als Gesamtbilder vorhanden.
24vgl. Abschnitt A.2.7
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Weiterfu¨hrende Arbeiten
Zur Lo¨sung des small-sample-size-Problems sind diverse auf LDA aufbauende Ver-





fractional dimensionality“) auf und fu¨hren die
”
fractional
LDA“ (F-LDA) als inkrementelles Verfahren ein. Zu diesem Zweck wird die Wich-
tung (engl.
”








Ψ(k) −Ψ(l)) (Ψ(k) −Ψ(l))T
eingefu¨hrt, wodurch Klassen, die nahe zusammen liegen und daher wahrscheinlich
zu Problemen fu¨hren ko¨nnen, sta¨rker in die Rechnung eingehen. Die rechenintensive
Methode wurde von den Autoren leider nicht direkt auf die Gesichtswiederkennung,
sondern lediglich auf recht niederdimensionale - teils sogar ku¨nstlich erzeugte - Test-
daten angewendet.
Chen et al. beschreiben in [15] eine LDA-Erweiterung namens
”
D-LDA“. Dieses
direkte LDA-Verfahren verwendet einen anderen Ansatz um das small-sample-size-
Problem zu umgehen. Die Autoren konnten nachweisen, dass auch der Nullraum
zwischen den Klassen diskriminative Informationen entha¨lt und eine PCA damit un-
weigerlich zu Informationsverlust fu¨hren wird. Die Autoren zeigten weiterhin, dass
ihr Verfahren einem Vergleichsverfahren [34] im Sinne der Erkennungsgenauigkeit,
Trainingsgeschwindigkeit und Stabilita¨t u¨berlegen ist. Leider fand kein direkter Ver-
gleich mit etablierten Methoden oder Gesichtsdatenbanken statt.
Allerdings verwenden Lu et al. in [36] D-LDA und F-LDA als Ausgangspunkte fu¨r
ihr Hybridverfahren DF-LDA und fu¨hren auch entsprechende Tests gegen Eigenfaces
und Fisherfaces durch. DF-LDA verwendet zuna¨chst die D-LDA zur Dimensionsre-
duzierung und erha¨lt so einen small-sample-size-freien Unterraum. Dafu¨r wird das
Fisher-Kriterium auf
W = arg max
W














(w(di,j) (Ψi − Γj)
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gea¨ndert, wobei di,j als der euklidische Abstand der Durchschnittsgesichter der Klas-
sen i und j definiert ist. Die Wichtung w muss eine Funktion sein, die schneller
abnimmt, als di,j; die Autoren empfehlen w(di,j) = (di,j)
−2p fu¨r p ∈ N , p ≥ 2.
Dadurch kann die Dimension mit einem F-LDA-Schritt weiter reduziert und die dis-
kriminative Gu¨te zusa¨tzlich gesteigert werden. In den durchgefu¨hrten Tests auf die
att und UMIST Datenbanken konnte gezeigt werden, dass D-LDA Eigenfaces erheb-
lich und Fisherfaces immer noch deutlich im Sinne der Klassifikationsgu¨te u¨bertrifft.
DF-LDA allerdings fu¨hrte fu¨r alle Tests zu noch besseren Ergebnissen und bewegte
sich in der att Datenbank ab 15 Merkmalen bei einer Erkennungsrate von 95% - fu¨r
UMIST reichten dafu¨r sogar lediglich vier Merkmale.





ced fisher linear discriminant model“) vor, die zu besseren MDF fu¨hren sollen. Mit
EMF-1 versuchen sie, die Eigenwerte von C mit der meisten spektralen Dichte in
den Trainingsbildern zu verwenden als auch die Eigenwerte der klassen-immanenten
Streumatrix Sw dabei nicht gegen Null konvergieren zu lassen. In EMF-2 wird
die Diskriminanzanalyse um einen zusa¨tzlichen
”
whitening“-Schritt erweitert. Dabei
konnten die Autoren der Arbeit zeigen, dass ihre Verfahren weniger zur U¨beran-
passung neigen und bei Tests mit der FERET-Datenbank die Erkennungsrate um
10-15% verbessern.
Aufbauend auf diesen EMF fu¨hren Liu und Wechsler in [33] den sogenannten Ga´bor-
Fisher-Klassifikator (GFC) von (engl.
”
gabor-fisher-classificator“) ein, der die Bild-

















verwendet, wobei hier µ, ν fu¨r Orientierung und Skalierung des Ga´bor-Kerns stehen,
z = (x, y) ist und kµ,ν den sogenannten Wavevektor (engl. ”
wave vector“) bezeich-
net. Diese Wavelettransformation wird durchgefu¨hrt, da sie die Bilderfassung und
-verarbeitung in Sa¨ugetierhirnen gut nachbildet. Die Autoren erreichen bei Tests
mit 600 Personen aus der FERET Datenbank sehr gute Ergebnisse, die Eigenfaces
und Fisherfaces immer u¨bertreffen. Fu¨r m = 62 verwendete Merkmale wird sogar
eine Erkennungsrate von 100% erreicht.
Das Gebiet der Diskriminanzanalyse ist nach wie vor ein Schwerpunkt in der Ge-
sichtswiedererkennung. So werden zum Beispiel in [70] weiterfu¨hrende verallgemei-
nerte Diskriminanzanalyseverfahren (engl.
”
generalized discriminant analysis“) vor-
gestellt und verglichen, die deutlich bessere Ergebnisse liefern als die hier betrach-
teten LDA-Verfahren.
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2.5 Realisierter Erkennungsalgorithmus
2.5.1 Allgemeiner Aufbau
Der in dieser Arbeit zum Einsatz kommende Algorithmus besteht aus zwei Phasen:
der Trainingsphase, in der neue Gesichter u¨ber eine Software angelernt werden, und
der Erkennungsphase, in der in einem Live-Bild der Kamera bekannte Gesichter
gesucht werden.
2.5.2 Trainingsphase
In der Trainingsphase werden mehrere Frontalaufnahmen eines Gesichts u¨ber eine
Kamera aufgenommen. In jedem dieser Bilder wird u¨ber eine Haar-Kaskade das
gro¨ßte Gesicht gesucht und extrahiert. Zur Bildverbesserung wird die Aufnahme des
Gesichts u¨ber den in [48] beschriebenen Algorithmus verbessert: U¨ber ein ovales
Fenster wird die Intensita¨t u¨ber das Gesicht ausgeglichen, um so den Hintergrund
besser ignorieren zu ko¨nnen. Zusa¨tzlich wird ein Histogrammausgleich durchgefu¨hrt,
um Charakteristika des Gesichts deutlich hervorzuheben. Anschließend werden in
diesem Gesicht erneut u¨ber eine Haar-Kaskade linkes und rechtes Auge sowie der
Mund gesucht. Anhand dieser Daten wird das Bild ausgerichtet und auf ein vordefi-
niertes Format zugeschnitten, so dass die Augen aller angelernten Personen auf der
gleichen Ho¨he liegen.
Die so erhaltenen neuen Gesichter werden der Gesamttrainingsmenge hinzugefu¨gt
und mit einem eindeutigen Label fu¨r die anzulernende Person versehen. Abgeschlos-
sen wird die Trainingsphase durch Neuberechnung der Eigengesichter, die als Kon-
figurationsdatei in der Erkennungsphase zur Verfu¨gung gestellt werden.
2.5.3 Erkennungsphase
In der Erkennungsphase werden erneut u¨ber eine Haar-Kaskade alle Gesichter in den
aktuell zur Verfu¨gung stehenden Bildern gesucht. Gefundene Gesichter werden ex-
trahiert und, wie in der Trainingsphase beschrieben, normalisiert. Die verarbeiteten
Gesichter werden nun in die vorhandenen Gesichtsra¨ume projiziert und zugeord-
net. Bei erfolgreicher Erkennung einer bekannten Person wird die Position im Bild
und das Label der erkannten Person zur Weiterverarbeitung im Servoing-Teil der
Anwendung zur Verfu¨gung gestellt.
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2.6 Vorstellung weiterer Verfahren
Die in dieser Arbeit vorgestellten Methoden stellen nur einen Bruchteil der unter-
suchten Verfahren zur Gesichtserkennung dar. In diesem Abschnitt soll auf weitere,
in diesem Zusammenhang interessante Papers verwiesen werden.
2.6.1 Gesichtserkennung
Rowley, Baluja und Kanade untersuchen in [49] die Verwendung neuronaler Netze25
fu¨r die Erkennung aufrechter Frontalaufnahmen in Bildern. Nach Extraktion eines
20x20 Pixel großen Teilbilds und dessen Vorverarbeitung durch Beleuchtungs- und
Histogrammausgleich wird es in eine 20x20 Pixel große Eingangsschicht gegeben.
Daran anschließend existieren drei verschiedene Arten versteckter Schichten (engl.
”
hidden layers“), die jeweils unterschiedliche Segmente der an der Retina anliegenden
Information mit ihren
”







Abbildung 2.9: Gesichtserkennung u¨ber neuronales Feed-Forward-Netz
horizontale Streifen das Vorhandensein von Augen und Nase, wohingegen quadrati-
sche Ausschnitte die eigentliche Position der Augen pru¨fen. Es ko¨nnen mehrere der
beschriebenen verdeckten Schichten aufeinander folgen. Die Ausgangschicht stellt
eine einzelne Gleitkommazahl dar, die angibt, ob der Ausschnitt ein Gesicht entha¨lt
oder nicht. Zum Anlernen wurden Positiv-Trainingsdaten manuell vorbereitet und
u¨bereinander gelegt, Negativ-Trainingsdaten u¨ber einen Bootstrapping-Algorithmus
25genauer gesagt feed-forward Netze
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aus Bildern ohne Gesichter generiert. Es erfolgten Untersuchungen zur Ausfu¨hrungs-
geschwindigkeit und deren Verbesserung (z.B. u¨ber Bildpyramiden, siehe Abschnitt
A.4.3). Im Vergleich zu aktuellen Methoden fa¨llt die recht kleine Trainingsdaten-
menge (16000 Positivbilder, nur 9000 Negativbeispiele) auf. Die beobachtete Erken-
nungsrate liegt zwischen 77,9% und 90,3%. Die Untersuchungen wurden 1998 auf
damals aktueller Hardware gemacht (zwei bis vier Sekunden fu¨r ein 320x240 Pixel
großes Eingangsbild auf einem 200MHz SGI Indigo 2 Prozessor) und sollten zum aus-
sagekra¨ftigen Vergleich mit der Haar-Kaskade auf aktueller Hardware nachvollzogen
werden.
Einen vo¨llig anderen Ansatz verfolgen Lanitis et al. in [30]. Ausgehend von den





PDM = point distribution models“)
beschreiben sie die Merkmale eines Gesichts durch seine groben Umrisse und verwen-
den genetische Algorithmen (engl.
”
GA = genetic algorithms“), um diese PDM auf
ein im Bild vorhandenes Gesicht aufzufitten. Sie erreichten damit eine recht schnelle
Erkennung von Gesichtern und konnten Personen u¨ber die Gesichtsform sogar zu-
verla¨ssig wiedererkennen, sahen ihre Arbeit selbst aber nur als Grundlage fu¨r eine
weitere Untersuchung der Methodik an. Interessant anzumerken ist das gute Fitting
trotz teilweiser Okklusion, erkennbar in Abbildung 2.10(b).
(a) PDM von Gesichtern (b) Fitting der PDM nach erster, zweiter, fu¨nfter und
zehnter Iteration
Abbildung 2.10: Gesichtserkennung mit Point Distribution Models und Genetic Algorithms
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2.6.2 Gesichtswiedererkennung
Bartlett et al. stellen in [5] mit dem ICA-Verfahren (engl.
”
independent compo-
nent analysis“) die Frage, ob es nicht auch Zusammenha¨nge ho¨herer Ordnung zwi-
schen den einzelnen Bildinformationen gibt, anstatt sich nur wie im PCA-Ansatz mit
den kleinsten Quadraten zu bescha¨ftigen. Es werden zwei Architekturen fu¨r diesen
Algorithmus der
”
unabha¨ngigen Komponenten“ eingefu¨hrt, die auch als Matlab
-Code zur Verfu¨gung gestellt werden. Die Autoren konnten zeigen, dass beide Ar-
chitekturen in der FERET-Datenbank besser performen als die Eigenface-Methode.
Eine vergleichende Studie von Sharkas und Elenien [55] aus dem Jahr 2008 unter-
sucht Eigenfaces, Fisherfaces und ICA-Verfahren mit der AR- und AT&T-Datenbank,
fu¨hrt allerdings diese Analyse nicht mit Rohbilddaten, sondern mit zuvor mit dis-
kreter Wavelettransformation (DWT) und diskreter Kosinustransformation (DCT)
aufbereiten Daten aus. Ihre Ergebnisse sind nicht ganz so eindeutig: sie betrachten
kein Verfahren als den anderen deutlich u¨berlegen, stellen aber fest, dass ICA-II
im Durchschnitt aller Tests leicht vorn liegt. Die Vorverarbeitung der Daten durch
die DWT verbessert die Performanz des LDA-Verfahrens, die mit DCT vorverar-
beiteten Daten verbessern das Ergebnis des PCA-Verfahrens. Als Schlußfolgerung
empfehlen die Autoren weitere Experimente mit der Vorverarbeitung der Daten, da
dies deutlicher zur Verbesserung der Performanz fu¨hre und fragen schließlich, ob
Vorverarbeitung nicht der insgesamt bessere Weg sei, anstatt immer neue rechenin-
tensivere Methoden vorzustellen.
2.6.3 Gesichtssegmentierung
Einen interessanten Ansatz fu¨r die Aufgabe der Gesichtserkennung und Segmentie-
rung in einzelne Komponenten wie Augen, Nase und Mund liefert die recht neue
Arbeit von Kim und Dahyot [28], da sie zur Erkennung hervorstechender Punkte
eines Gesichts den in der Bildverarbeitung gut bekannten und weitverbreitet im-
plementierten SURF-Detektor26 verwendet um Merkmalsvektoren von Gesichtern
zu extrahieren. Anschließend verwenden sie eine SVM27 als Klassifikator. Eine Im-
plementierung ist sehr einfach mit OpenCV mo¨glich, da sowohl SURF-Detektor
als auch SVM-Klassifikator hier bereits implementiert sind. Die Autoren erreichen
26Der SURF-Detektor (engl.
”
Speeded Up Robust Features“) stellt einen skalierungs- und rotati-
onsinvarianten Feature-Detektor fu¨r Bilder dar. Eingefu¨hrt wurde er von Bay et al. in [6].
27(engl.
”
support vector machine“) zu deutsch etwa
”
Stu¨tzvektormethode“; ein Klassifikatorverfah-
ren, dass versucht, vorhandene Objekte mo¨glichst deutlich voneinander zutrennen. Es verwendet
dafu¨r hochdimensionale Stu¨tzvektoren und fu¨hrt die Trennung in hochdimensionalen Ra¨umen
durch. Eine gute Einfu¨hrung fu¨r die Verwendung von SVM in der Mustererkennung liefert
Burges’ Tutorial [12].
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mit der Methode extreme Geschwindigkeitsvorteile gegenu¨ber anderen Verfahren, da
kein
”
Windowing“ u¨ber das gesamte Bild durchgefu¨hrt werden muss. Die Arbeit ver-
bessert damit die bereits durch Osuna et al. beschriebene Idee [42] der Verwendung
von SVMs in der Gesichtserkennung deutlich.
2.6.4 Nicht untersuchte Verfahren
Ausgeschlossen wurden in dieser Arbeit wissensbasierte Verfahren (z.B. die
”
mul-
tiresolution rule-based method“ von Yang und Huang [68]), die in einer Art Ex-
pertensystem Regeln u¨ber den Aufbau eines Gesichts formulieren und auf verschie-
denen Auflo¨sungsstufen28 pru¨fen. Weitere Ansa¨tze, die sich nur auf Merkmale wie
Hautfarbe und Textur beziehen, wurden ebenfalls nicht na¨her betrachtet, da eine
Farbaufnahme mit der angestrebten Zielplattform nicht mo¨glich ist. Weiterhin soll-
ten sa¨mtliche wahrscheinlichkeitstheoretischen Methoden wie Bayes-Klassifikatoren
oder Hidden Markov Model unbetrachtet bleiben, da die Einfu¨hrung der zu Grunde
liegenden stochastischen Methoden den Umfang dieser Arbeit u¨bersteigen wu¨rde.
28vgl. Abschnitt A.4.3
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3 Beschreibung der zu entwickelnden
Softwareplattform
3.1 Einleitung
Einen weiterer Schwerpunkt in dieser Arbeit stellt die Erstellung einer neuen Softwa-
replattform fu¨r Visual Servoing dar. Ziel war es, eine modulare generische Software
unter Verwendung moderner Techniken zu entwickeln, die auch weiterhin fu¨r PC-
basierte Visual Servoing-Projekte oder auch Praktika an der Professur verwendet
werden kann. Um eine Weiterverwendung u¨ber diese Arbeit hinaus zu ermo¨glichen,
soll das Hauptaugenmerk auf Struktur und Dokumentation gelegt werden.
3.2 Anforderungsprofil
Modell Um die Anforderung an Struktur und Dokumentation gewa¨hrleisten zu
ko¨nnen, wurde die Software u¨ber den Softwareentwicklungsansatz der Modellgetrie-
benen Architektur (engl.
”
model driven architecture, MDA“) entwickelt. Die Kernthe-
se dieses Ansatzes ist die strikte Trennung der Funktionalita¨t von der verwendeten
Technik. Vor Beginn der Programmierung wurde daher die gesamte Funktionalita¨t
in der UML notiert und liegt der Arbeit in digitaler Form bei (siehe dazu Abschnitt
F.11 und Abschnitt A.1).
Dokumentation und Selbstbeschreibung Zusa¨tzlich zur Beschreibung der Funk-
tionalita¨t in UML wurde Wert auf die in-code Dokumentation gelegt, aus der auto-
matisch eine API-Dokumentation erzeugt werden kann. Eine Erweiterung ist somit
fu¨r spa¨tere Nutzer und Entwickler sehr einfach mo¨glich. Fu¨r alle von der Software
verwendeten Konfigurations- und Datenformate wurde das fu¨r Menschen lesbare
Textformat XML gewa¨hlt. Fu¨r jedes dieser Formate werden XML Schemas1 zur
1Als eine Analogie kann man sich XML-Dateien als Formulare vorstellen, die der Nutzer ausfu¨llt.
XML Schemas stellen dann eine Ausfu¨llhilfe bereit und pru¨fen die Korrektheit und Vollsta¨n-
digkeit der Daten.
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Verfu¨gung gestellt, so dass sich die Dateien selbst beschreiben ko¨nnen und ihr In-
halt durch externe Tools validierbar ist. Damit wird die Mo¨glichkeit der fa¨lschlichen
Bedienung durch den Benutzer minimiert.
Moderne Paradigmen und Software Eine weitere wichtige Anforderung ist es ge-
wesen, bei der Realisierung moderne Softwareentwicklungsparadigmen zu verfolgen
und sich auf bekannte und etablierte Entwurfsmuster2 (engl.
”
pattern“) zu beziehen.
Die Anwendung selbst wurde komplett objektorientiert (siehe Abschnitt A.1.2 ) in
C# realisiert und steht somit nativ unter Windows ab XP mit .NET-Framework zur
Verfu¨gung. Bei allen verwendeten Bibliotheken wurde jedoch darauf geachtet, dass
eine Bindung an das Mono-Framework existiert, um eine Verwendung auch unter
Unix und Linux zu ermo¨glichen.
Freie Software und Open Source Bei allen verwendeten Bibliotheken wurde wert
darauf gelegt, dass es sich um freie Software im Sinne der freien Verwendung in
der Forschung handelt. Die meisten Komponenten stehen sogar als Open Source im
Quellcode zur Verfu¨gung.
Modularisierung Das realisierte System gliedert sich in die Kernanwendung (engl.
”
runtime core“) und die von ihr geladenen Projektdateien (engl.
”
projects“). Pro-
jektdateien selbst stellen eine Beschreibung der durchzufu¨hrenden Visual Servoing
Aufgabe dar und setzen sich wiederum aus einer Vielzahl einzelner Module zusam-
men. Jedes Modul implementiert dabei vom System vorgegebene Schnittstellen3, die
im na¨chsten Abschnitt na¨her beleuchtet werden. Dadurch wird die Aufgabe selbst in
logische Teile zerlegt und ist fu¨r weitere Anwendungsfa¨lle einfach adaptierbar. Auch
ko¨nnen Teile der Software beliebig ausgetauscht werden, ohne die Gesamtsoftware
neu erstellen zu mu¨ssen.
Versionsverwaltung und Continuos Integration Die Speicherung der gesamten
Diplomarbeit und der entstandenen Software erfolgte in einem Versionsverwaltungs-
system, um die Entstehung nachvollziehbar zu gestalten. A¨nderungen ko¨nnen so
einfach integriert und vor allem nachvollzogen werden. Weiterhin wird fu¨r die Soft-
ware eine virtuelle Maschine bereitgestellt, die die gesamte Entwicklungsumgebung
2Entwurfsmuster stellen eine Art Lo¨sungsschablone fu¨r wiederkehrende Entwurfsprobleme in der
Informatik dar. Die beste Einfu¨hrung in die Arbeit mit Patterns findet sich im Standardwerk
[23], dem sogenannten
”
Gang of Four“ Buch.
3Diese Schnittstelle kann man sich bildlich als eine Fa¨higkeit des Objekts vorstellen, ein Rolle,
die das Modul im Projekt spielt.
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kapselt und einen automatischen Build-Dienst integriert. Damit wird der Erstell-





Trennung der Anliegen“ (Abschnitt A.1.2) folgend, existieren die
im anschließenden beschriebenen Rollen. Die Definition dieser Rollen als Schnitt-
stelle (engl.
”
interface“) stellt sicher, dass sich jede Komponente, die eine Rolle
implementiert, gegenu¨ber dem System gleich verha¨lt (die gleichen Methodenaufrufe
unterstu¨tzt) und somit beliebig austauschbar ist.
Modulinformation, Konfiguration, Ablaufkontrolle und Injektion von Referen-
zen Um ein ladbares Modul selbst beschreibend zu implementieren, existiert die
Schnittstelle IModuleInformation. Ein Modul, das diese Schnittstelle implemen-
tiert, liefert Informationen u¨ber seinen Namen, die aktuelle Version, den Autor und
die unterstu¨tzten Konfigurationsparameter zuru¨ck. Um ein Modul u¨ber seine Para-
«interface»
IConfigurable




+ Author() : string
+ Name() : string
+ Parameters() : Dictionary<string, string>
+ UniqueName() : string
+ VersionInformation() : Int64
«interface»
IRunnable
+ Finish() : void
+ Pause() : void
+ Run() : void
Jedes Modul, dass von der OPVS 
Runtime geladen werden soll, muss 
diese Schnittstellen implementieren. Sie 
dienen der Bereitstellung der 
Basisfunktionalität.
Dient der Konfiguration eines 
Moduls. Dem Modul wird sein 
Teil des XML der 
Gesamtkonfiguration 
übergeben.
Dient der Bereitstellung von 
Informationen zum Modul.
Dient der Steuerung des 




+ Inject(IModuleInformation) : bool
Dient dem Einfügen einer 
Referenz auf ein anderes 
Modul in das Modul.
Abbildung 3.1: UML-Klassendiagramm fu¨r zu implementierende Schnittstellen zur Modulinformation, Konfiguration
und Ablaufkontrolle
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meter konfigurieren zu ko¨nnen, muss es die Schnittstelle IConfigurable implemen-
tieren. Diese Schnittstelle stellt die Methode Configure bereit, die als Parameter
einen XML-Konfigurationsausschnitt u¨bergeben bekommt. Dieser Konfigurations-
ausschnitt ist fu¨r alle Module gleich: er besteht aus dem Root-Element configura-
tion und beliebig vielen Kindelementen parameter, die jeweils die Attribute name
und value bereitstellen. Die Konfiguration des GenericCamDrivers hat beispiels-
weise diese Form:
1 <con f i gu ra t i on>
2 <parameter name=’camid ’ va lue =’0’/>
3 </con f i gu ra t i on>
Ein solches Modul kann in der OPVS-Runtime nur dann verwendet werden, wenn
es die Schnittstelle IRunnable implementiert. Diese ermo¨glicht es der Laufzeitumge-
bung, das Modul zu starten, zu pausieren und die Ausfu¨hrung zu stoppen. Schließlich
ist es u¨ber die Schnittstelle IAcceptInject mo¨glich, dem Modul u¨ber die Methode
Inject die Referenz auf ein anderes Modul zu u¨bergeben. Dies wird beispielswei-
se dazu genutzt, dem FaceDetector-Modul ein Bilderfassungsmodul in Form einer




+ OnActorCommunicationError() : EventHandler<EventArgs>
+ OnActorConnected() : EventHandler<EventArgs>
+ OnActorDisconnected() : EventHandler<EventArgs>
+ OnMovementCompleted() : EventHandler<EventArgs>
+ OnMovementError() : EventHandler<EventArgs>




+ PrepareStart() : bool
+ Start() : void
+ Stop() : void
«event»
+ OnNewData() : EventHandler<EventArgs>
+ OnStarted() : EventHandler<EventArgs>
+ OnStopped() : EventHandler<EventArgs>
ISensor ist die allgemeine Beschreibung jeder 
möglichen Datenerfassung in OPVS. Er stellt Methoden 
zur Steuerung des externen Sensorgeräts zur 




+ GetData() : T
«interface»
IMultiSensor
+ GetData(string) : object
+ GetData(int) : object
ISingleSensor ist ein Sensor, der nur einen mgölichen 
Datenwert zurückliefern kann. Implementiert als Generic.
IMultiSensor ist ein Sensor, der mehrere Sensorwerte 
liefern kann. Durch Angabe eines Adressstrings oder 
des Index des Datenwerts erfolgt die Abfrage.
Abbildung 3.2: UML-Klassendiagramm fu¨r zu implementierende Schnittstellen fu¨r Sensoren und Aktoren
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Sensor Sensoren dienen der Software als Informationsquellen und stellen die zu ver-
arbeitenden Daten zur Verfu¨gung. Sie sind somit die Schnittstelle zur realen Welt.
OPVS unterscheidet zwischen Sensoren, die nur ein Datum zur Verfu¨gung stellen
(Schnittstelle ISingleSensor) und Sensoren, die verschiedene Typen zuru¨ckgeben
ko¨nnen (Schnittstelle IMultiSensor). Jeder nutzbare Sensor implementiert zusa¨tz-
lich die allgemeine Schnittstelle ISensor, die Methoden zur Vor- und Nachbereitung
der Datenschnittstelle und EventHandler fu¨r auftretende Ereignisse zur Verfu¨gung
stellt.
Aktor Aktoren dienen der Interaktion mit der realen Welt und stellen die Senken
des Systems dar. Sie werden als State-Maschinen realisiert und genu¨gen dem in





Dieses Modell beschreibt die 





Fahrauftrag / Befehl gesendet[Neustartbedingung (Timer) abgelaufen]
Fehlercode abgeholt
Fehlercode gesetzt




Abbildung 3.3: UML-Zustandsdarstellung eines Aktors
Weltbeschreibung Eine Weltbeschreibung dient OPVS dazu, einen kompletten
U¨berblick u¨ber alle Sensoren, durch Sensoren erkannte Objekte und Aktoren der
aktuellen Szenerie intern abzubilden. Dazu ha¨lt es Referenzen auf sogenannte Welt-
objekte (Objekte die IWorldObject implementieren). Weltobjekte halten dazu ihre
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karthesischen Koordinaten relativ zum im Weltobjekt gespeicherten Koordinatenur-
sprung. U¨ber einen Enumerator ko¨nnen diese Weltobjekte durch Visualisierungen
ausgelesen und dargestellt werden. In dieser Arbeit findet keine Implementierung
von Weltbeschreibungen oder -objekten statt. Diese Funktion wurde nur zur Voll-
sta¨ndigkeit des Systems in Hinblick auf spa¨tere Anwendung (z.B. Wu¨rfelerkennung
im Raum mit Stereokamera) bereits vorgesehen.
Visualisierung Eine Visualisierung dient der Darstellung der inneren Zusta¨nde des
Hauptprogramms und kann zur Darstellung der Weltbeschreibung oder Aufberei-
tung der Sensorsignale verwendet werden. Sensoren und Weltobjekte werden der
Visualisierung u¨ber ihre Konfiguration zugeordnet. Bei der Initialisierung einer Vi-
sualisierung (Schnittstelle IVisualization) wird dem Visualisierungsmodul eine
Parent-Komponente als Referenz u¨bergeben, in die anschließend die eigentliche Aus-
gabe des Moduls erfolgt.
Klassifikator Ein Klassifikator dient der Verarbeitung und Aufbereitung verschie-
denster Sensorinformationen. Die Schnittstelle IClassificator ist daher als generi-
scher Datentyp (engl.
”
generic“) vom abstrakten Typ T definiert, was bedeutet, dass
die Implementierung eines Klassifikators ihren Datentyp selbst vorgibt. So kann zum
Beispiel ein Klassifikator, der ein neuronales Netz verwendet, den Datentyp float fu¨r
seine Einga¨nge festlegen, eine Kamera jedoch Image<TColor,TDepth> verwenden.
Die Schnittstelle selbst ist asynchron vorgesehen, da die Laufzeit einer Klassifikati-
on nicht vorher bekannt ist und das Hauptprogramm sonst blockieren wu¨rde. Das
bedeutet weiterhin, dass ein Klassifikator Erfolg oder Misserfolg u¨ber entsprechende
Ereignisse (OnClassified, OnNotClassified) zuru¨ckmelden muss.
Klassifikatoren, die vom Benutzer neu angelernt werden ko¨nnen, implementieren die
Schnittstelle ITrainable. Ist fu¨r dieses Anlernen zusa¨tzlich eine grafische Benutzer-
oberfla¨che vorgesehen, wird diese durch ITrainableInteractive bereitgestellt.
Programm Die Schnittstelle IProgram stellt ein Hauptprogramm fu¨r OPVS zur
Verfu¨gung, welches die Funktion von ISensor, IActor und IClassificator steu-
ert und so die eigentliche Funktion des Programms realisiert. Die Realisierung dieser
Hauptprogramme erfolgt in IronPython. Sensoren, Aktoren und Klassifikatoren wer-
den u¨ber Objektreferenzen bereitgestellt. Alle verarbeitenden CallBack-Events von





+ Classify(T) : void
«event»
+ OnClassified() : EventHandler<EventArgs>
+ OnNotClassified() : EventHandler<EventArgs>
«interface»
ITrainable
+ Train() : void
«event»
+ OnErrorTraining() : EventHandler<EventArgs>
+ OnTrainingCompleted() : EventHandler<EventArgs>
«interface»
ITrainableInteractive
+ ShowUserInterface() : void
Ein Klassifikator ist ein Generic-Typ, der 
Eingaberohdaten in Ausgangsdaten umwandelt. Er 
bietet zwei Ereignisschnittstellen an: erfolgreiche und 
nicht erfolgreiche Klassifikation.
Implementiert ein Klassifikator diese Schnittstelle, so ist 
er trainierbar, d.h. seine inneren 
Klassifikationsparameter können von außen neu 
angelernt bzw. eingestellt werden.
Diese Schnittstellen implementieren alle 
Klassifikatoren, die zum Training eine grafische 
Benutzeroberfläche anbieten.
Abbildung 3.4: UML-Klassendiagramm u¨ber Schnittstellen fu¨r Klassifikatoren
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4.1 Hinleitung
Die Referenzimplementierung fu¨r OPVS wurde als Gesichtserkennung in Form ei-
nes Trackers erstellt. Dieser folgt einer anhand ihres Gesichts erkannten Person und
verwendet einen Sta¨ubli-Roboter, um auf diese Person zu zeigen. Dabei erfolgt die
Zuordnung eines Bildpunkts zu einer Tool-Koordinate des Roboters u¨ber eine ein-
fache antrainierte Lookup-Tabelle. Es empfiehlt sich daher, die Kamera mo¨glichst
hinter dem Roboter zu positionieren, um die Fehler durch perspektivische Verzer-
rung gering zu halten. Durch Verwendung dieser Lookup-Tabelle entfa¨llt sowohl
die Kamerakalibrierung als auch die umsta¨ndliche Implementierung einer 3D-Pose-
Scha¨tzung beziehungsweise Verfahren der Auto-Stereographie u¨ber eine Bewegung
der Kamera.
Es existieren drei Betriebsmodi, die im Folgenden als Use-Cases detailliert dargestellt
werden:
1. Trainingsphase der Gesichtswiedererkennung,
2. Trainingsphase der Lookup-Tabelle Kamera-zu-Roboterarm und
3. Ausfu¨hrungsphase des Gesichtstrackings
4.2 Modellbeschreibung der Anwendung
4.2.1 Komponentenmodell
Die Referenzimplementierung setzt das in Kapitel 2.6.4 beschriebene Komponenten-
modell um. Die realisierten Komponenten sind in Tabelle 4.1 aufgefu¨hrt.
4.2.2 Use-Case-Diagramme
Die Trainingsphase der Gesichtswiedererkennung wird in Abbildung 4.2 beschrieben.
Durchgefu¨hrt wird diese u¨ber eine Trainingsoberfla¨che, die FaceRecognizer zur Ver-
fu¨gung stellt. Eine Beschreibung der Oberfla¨che ist in Abschnitt 4.4.1 zu finden. Eine
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Tabelle 4.1: Realisierte Komponenten der Referenzimplementierung
Klassenname Realisiert Beschreibung
GenericCamDriver ISensor ein generischer Kameratreiber fu¨r USB-
Kameras
FaceDetector IClassificator eine Gesichtserkennung u¨ber Haar-
Kaskaden
FaceRecognizer IClassificator eine Gesichtswiedererkennung nach Eigen-
gesichtmethode
FaceTracker IProgram Hauptprogramm der Anwen-
dung,realisiert die Gesichtsverfolgung
Lookup2DTool IClassificator dient dem 2D-Lookup der Roboterarm-
stellung
StaeubliDriver IActor dient der Ansteuerung des Sta¨ubliroboters
DisplayFace IVisualisation dient der Darstellung des Kamerabilds
und des gefundenen Gesichts
TextLogger IVisualisation dient der Ausgabe von Debugginginforma-
tionen
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Abbildung 4.1: UML-Komponentendarstellung der Referenzimplementierung
Beschreibung aller Anwendungsfa¨lle der Trainingsphase der Lookup-Tabelle fu¨r die
Zuordnung von Bildpunkte zu Tool-Positionen des Roboters ist in Abbildung 4.3
gegeben. Die Trainingsoberfla¨che wird wiederum in Abschnitt 4.4.1 erkla¨rt. Die Be-
schreibung der Abla¨ufe wa¨hrend der Ausfu¨hrungsphase des Gesichtstrackings stellt
schließlich Abbildung 4.4 dar.
4.2.3 Klassendiagramme
GenericCamDriver
In Abbildung 4.5 ist das Klassenmodell des GenericCamDrivers dargestellt. Er ist als
ein ISingleSensor implementiert, der Bilder als Emgu.CV-Datentyp Image<Bgr,
byte> zuru¨ckgibt. Zur Konfiguration u¨ber IConfigurable steht lediglich der Para-
meter camId zur Verfu¨gung, der den Index der zu verwendenten Kamera angibt.
FaceDetector
Das Klassenmodell des Klassifikators FaceDetector ist in Abbildung 4.6 dargestellt.
Als Konfigurationsparameter stehen die folgenden Parameter zur Verfu¨gung:
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Es wird versucht, dass 
Gesicht so 
auszuschneiden, dass 
Auge, Nase und Mund 
aller Trainingsgesichter 
übereinander liegen.













Zu verwendende Haar-Kaskade (als XML-
Datei)
minNeighbors 1 Anzahl weiterer Gesichter in direkter
Nachbarschaft
scaleFactor 1.1 Skalierungsfaktor der Kaskade
minSize 30 Mindestgro¨ße eines Gesichts
flags 0 Flags, Erkla¨rung siehe Abschnitt 2.3.4
Tabelle 4.2: Parameter: FaceDetector
FaceRecognizer
In Abbildung 4.7 ist das Klassenmodell des Klassifikators FaceRecognizer darge-
stellt. Dieser kann u¨ber IConfigurable die in Tabelle 4.3 aufgefu¨hrten Parameter
erhalten. Im Unterschied zu FaceDetector kann FaceRecognizer durch den Be-
nutzer um weitere zu erkennende Personen erweitert werden und stellt dazu eine
Oberfla¨che u¨ber ITrainableInteractive zur Verfu¨gung. Das Neutrainieren der Ei-
gengesichter wird u¨ber ITrainable ausgefu¨hrt.
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Trainingsoberfläche 
Lookup2DTool
Von Kamera erfasster Raumbereich
Stäubli-Roboter 
(StaubliDriver)












Abbildung 4.3: UML-Use-Case: Trainingsphase der Lookup-Tabelle Kamera zu Roboterarm
Parameter Default Beschreibung
trainDB - Trainingsdatenbank
noTrainingImages 5 Anzahl der aufzunehmenden Trainingsbil-
der
noEigenfaces 5 Anzahl der zu verwendenden Eigengesich-
ter
matchDistance - Gro¨ßte Distanz, die noch als gu¨ltiger
Match akzeptiert wird
Tabelle 4.3: Parameter: FaceRecognizer
Lookup2DTool
In Abbildung 4.8 ist das Klassenmodell des Klassifikators Lookup2DTool dargestellt.
Dieser Klassifikator kann u¨ber IConfigurable die in Tabelle Tabelle 4.4 aufgefu¨hr-
ten Parameter erhalten. Wie FaceRecognizer unterstu¨tzt Lookup2DTool das An-
lernen der Tabelle u¨ber ITrainableInteractive und ITrainable.
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Abbildung 4.4: UML-Use-Case: Ausfu¨hrungsphase des Gesichtstrackings
Parameter Default Beschreibung
useTable - Dateiangabe einer bereits angelernten
Lookup-Tabelle
Tabelle 4.4: Parameter: Lookup2DTool
StaubliDriver
In Abbildung 4.9 ist das Klassenmodell des Aktors StaubliDriver dargestellt. Be-
wegungen fu¨hrt er als Tool-Bewegungen (sechs Koordinaten X,Y,Z und yaw,pitch,roll)
u¨ber die Schnittstelle IActorMoveToolXYZYPR aus. Seine u¨ber IConfigurable defi-
nierbaren Parameter stellt Tabelle 4.9 dar.
Parameter Default Beschreibung
host 127.0.0.1 Host bzw. IP-Addresse, auf der der V+-TCP-
Server la¨uft
port 50000 Port, auf dem der V+-TCP-Server lauscht
Tabelle 4.5: Parameter: StaubliDriver
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GenericCamDriver
- _camId:  int = 0
- _capture:  Capture
- Logger:  Logger = LogManager.GetC... {readOnly}
+ Configure(IXPathNavigable) : void
+ Finish() : void
+ GenericCamDriver()
+ GetData() : Image<Bgr, byte>
+ Pause() : void
+ PrepareStart() : bool
+ Run() : void
+ Start() : void
+ Stop() : void
«property»
+ Author() : string
+ Name() : string
+ Parameters() : Dictionary<string, string>
+ UniqueName() : string
+ VersionInformation() : Int64
«event»
- m_NewData() : EventHandler<EventArgs>
- m_Started() : EventHandler<EventArgs>
- m_Stopped() : EventHandler<EventArgs>
+ OnNewData() : EventHandler<EventArgs>
+ OnStarted() : EventHandler<EventArgs>
+ OnStopped() : EventHandler<EventArgs>
«interface»
Interfaces::ISensor
+ PrepareStart() : bool
+ Start() : void
+ Stop() : void
«event»
+ OnNewData() : EventHandler<EventArgs>
+ OnStarted() : EventHandler<EventArgs>
+ OnStopped() : EventHandler<EventArgs>
«interface»
Interfaces::ISingleSensor
+ GetData() : T
«interface»
Interfaces::IConfigurable
+ Configure(IXPathNavigable) : void
Der GenericCamDriver dient der Erfassung 
von Bildern von einer Kamera. Die Erfassung 
erfolgt per Abfrage mit GetData, die ein Image
<Bgr, byte> zurückgibt.
Einziger <parameter> in <configuration> ist 
"camid", der den logischen Index der zu 
verwendenten Kamera angibt. Dies sollte in 




+ Author() : string
+ Name() : string
+ Parameters() : Dictionary<string, string>
+ UniqueName() : string
+ VersionInformation() : Int64
«interface»
Interfaces::IRunnable
+ Finish() : void
+ Pause() : void
+ Run() : void
Abbildung 4.5: UML-Klassendiagramm: GenericCamDriver
TextVisualization
TextVisualiazion ist eine sehr einfache Implementierung einer Visualisierung. Sie
dient lediglich dazu, interne Zusta¨nde der beteiligten Klassen in Textform auszuge-
ben und dem Benutzer somit eine Debugansicht in das System hinein zu ermo¨gli-
chen. Zur internen Verwendung kommt dazu das NLog-Framework, das die interne
Debugausgabe in eine Datei umlenkt. TextVisualization verha¨lt sich analog zum
Shell-Befehl tail -f und stellt die Textausgabe fortlaufend in einem Textfenster
dar. Das Klassendiagramm ist in Abbildung 4.10 angegeben.
DisplayFace
DisplayFace ist eine erweiterte Implementierung einer Visualisierung. Sie ermo¨g-
licht die Darstellung eines ausgewa¨hlten GenericCamDrivers und der in ihm mit
FaceDetector und FaceRecognizer erkannten Gesichter. Das Klassendiagramm ist
in Abbildung 4.10 dargestellt.
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FaceDetector
+ Classify(T) : void
+ Configure(IXPathNavigable) : void
+ Finish() : void
+ Pause() : void
+ Run() : void
«property»
+ Author() : string
+ Name() : string
+ Parameters() : Dictionary<string, string>
+ UniqueName() : string
+ VersionInformation() : Int64
«event»
+ OnClassified() : EventHandler<EventArgs>
+ OnNotClassified() : EventHandler<EventArgs>
«interface»
Interfaces::IConfigurable
+ Configure(IXPathNavigable) : void
«interface»
Interfaces::IClassificator
+ Classify(T) : void
«event»
+ OnClassified() : EventHandler<EventArgs>
+ OnNotClassified() : EventHandler<EventArgs>
«interface»
Interfaces::IRunnable
+ Finish() : void
+ Pause() : void




+ Author() : string
+ Name() : string
+ Parameters() : Dictionary<string, string>
+ UniqueName() : string
+ VersionInformation() : Int64
Abbildung 4.6: UML-Klassendiagramm: FaceDetector
4.3 Betrachtung der Software
4.3.1 Projektdateien
Zur korrekten Ausfu¨hrung von OPVS sind das .NET-Framework, das EmguCV-
Framework und das OPVS -Framework mit dem FaceTracking-Projekt auf dem Ar-
beitsplatz zu installieren. Weiterhin mu¨ssen folgende Hardwarevorkehrungen getrof-
fen sein:
1. Roboter ist einsatzbereit,
2. Netzwerkverbindung zu Roboter besteht und
3. mindestens eine Kamera ist am Arbeitsplatz angeschlossen.
4.4 Inbetriebnahme der Software
Zur Inbetriebnahme der Software sollte zuna¨chst der verwendete Sta¨ubli RX90 im
Labor in Betrieb genommen werden (Anschalten der Strom- und Druckluftversor-
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«interface»
Interfaces::IConfigurable
+ Configure(IXPathNavigable) : void
«interface»
Interfaces::IClassificator
+ Classify(T) : void
«event»
+ OnClassified() : EventHandler<EventArgs>
+ OnNotClassified() : EventHandler<EventArgs>
«interface»
Interfaces::IRunnable
+ Finish() : void
+ Pause() : void




+ Author() : string
+ Name() : string
+ Parameters() : Dictionary<string, string>
+ UniqueName() : string
+ VersionInformation() : Int64
«interface»
Interfaces::ITrainable
+ Train() : void
«event»
+ OnErrorTraining() : EventHandler<EventArgs>
+ OnTrainingCompleted() : EventHandler<EventArgs>
«interface»
Interfaces::ITrainableInteractive
+ ShowUserInterface() : void
FaceRecognizer
+ Classify(T) : void
+ Configure(IXPathNavigable) : void
+ Finish() : void
+ Pause() : void
+ Run() : void
+ ShowUserInterface() : void
+ Train() : void
«property»
+ Author() : string
+ Name() : string
+ Parameters() : Dictionary<string, string>
+ UniqueName() : string
+ VersionInformation() : Int64
«event»
+ OnClassified() : EventHandler<EventArgs>
+ OnErrorTraining() : EventHandler<EventArgs>
+ OnNotClassified() : EventHandler<EventArgs>
+ OnTrainingCompleted() : EventHandler<EventArgs>
Abbildung 4.7: UML-Klassendiagramm: FaceRecognizer
gung). Anschließend muss die Verbindung vom Arbeitsplatz-PC aus mit Adept vor-
genommen und der TCP-Server als Task in der Robotersteuerung gestartet werden.
Unter der IP 172.16.194.192 auf Port 50000 ist der TCP-Server anschließend er-
reichbar. Vom Arbeitsplatz-PC aus kann nun ein Verbindungstest zu diesem Server
mit einem beliebigen TCP-Client1 vorgenommen werden. Ist dieser Test erfolgreich,
wird OPVS Workbench gestartet und das Projekt FaceTrackingSystem.xml geladen.
Mit Runtime|Start Runtime... wird das Projekt schließlich ausgefu¨hrt.
In der OPVS Workbench ist eine detaillierte Betrachtung des geladenen Projekts so-
wie seiner verwendeten Komponenten mo¨glich. Außerdem ko¨nnen wa¨hrend der Aus-
fu¨hrung im Projekt definierte Visualisierungen betrachtet werden. Ist die OPVS Run-
time nicht in Betrieb, ko¨nnen die im Projekt vorhandenen Klassifikatoren trainiert
werden.
4.4.1 Trainingsoberfla¨che
FaceRecognizer Fu¨r das Training der Gesichtswiedererkennung stellt FaceReco-
gnizer eine Trainingsoberfla¨che zur Verfu¨gung. Diese ist in drei Teile unterteilt: links
1z.B. telnet, PuTTy, netcat
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- _lookupTable:  Dictionary<TKey, TMapped>
+ Lookup(TKey) : TMapped
+ LookupInterpolated(TKey) : TMapped
Lookup2DTool
- _lookupTable:  AbstractLookupTable<int, int>
- Logger:  Logger = LogManager.GetC... {readOnly}
+ Classify(AbstractLookupTable<int,int>) : void
+ Configure(IXPathNavigable) : void
+ Finish() : void
+ Pause() : void
+ Run() : void
+ ShowUserInterface() : void
+ Train() : void
«property»
+ Author() : string
+ Name() : string
+ Parameters() : Dictionary<string, string>
+ UniqueName() : string
+ VersionInformation() : Int64
«event»
- m_trainingClassfied() : EventHandler<EventArgs>
- m_trainingCompleted() : EventHandler<EventArgs>
- m_trainingNotClassfied() : EventHandler<EventArgs>
- m_trainingNotCompleted() : EventHandler<EventArgs>
+ OnClassified() : EventHandler<EventArgs>
+ OnErrorTraining() : EventHandler<EventArgs>
+ OnNotClassified() : EventHandler<EventArgs>
+ OnTrainingCompleted() : EventHandler<EventArgs>
«interface»
Interfaces::IConfigurable
+ Configure(IXPathNavigable) : void
«interface»
Interfaces::IRunnable
+ Finish() : void
+ Pause() : void
+ Run() : void
«interface»
Interfaces::IClassificator
+ Classify(T) : void
«event»
+ OnClassified() : EventHandler<EventArgs>
+ OnNotClassified() : EventHandler<EventArgs>
«interface»
Interfaces::ITrainableInteractive
+ ShowUserInterface() : void
«interface»
Interfaces::ITrainable
+ Train() : void
«event»
+ OnErrorTraining() : EventHandler<EventArgs>




+ Author() : string
+ Name() : string
+ Parameters() : Dictionary<string, string>
+ UniqueName() : string
+ VersionInformation() : Int64
«use»
Abbildung 4.8: UML-Klassendiagramm: Lookup2DTool
Personenkonfiguration, mittig das aktuelle Kamerabild mit dem gro¨ßten gefunden
Gesicht, rechts die aktuelle Trainingsaufgabe. Zum Anlernen einer weiteren Person
wird zuna¨chst eine neue Person hinzugefu¨gt. Anschließend werden fu¨nf verschiedene
Bilder der Person aufgenommen und in der Trainingsansicht in die Gesichtsschalo-
ne eingepasst. Alle Trainingsdaten werden automatisch im u¨ber die Konfiguration
von FaceRecognizer definierte Trainingsverzeichnis abgelegt. Durch Dru¨cken der
Schaltfla¨che
”
Eigenfaces trainieren“ wird die Eigengesichts-Basis neu erstellt und
steht der OPVS Runtime ab sofort zur Verfu¨gung.
Lookup2DTool Das Antrainieren der Lookup-Tabelle erfolgt u¨ber die Zuordnung
von Bildpunkten zu einer Roboterstellung (Abbildung 4.11). Dafu¨r stehen die bei-
den Betriebsmodi manuelles oder automatisches Training zur Verfu¨gung. In beiden
Fa¨llen werden Pixel in der Aufnahme eines Kamerabildes einer Roboterstellung zu-
geordnet. Zu diesem Zweck wird in den TCP des Roboters ein aktiver Laserpointer
eingebracht, der im Kamerabild einen deutlichen Lichtpunkt erzeugt. Sofern mo¨glich,
wird dieser u¨ber einen Farberkennungsalgorithmus automatisch im Bild gesucht und
hervorgehoben. Ist durch die Lichtverha¨ltnisse oder das von der Kamera genutzte
Farbformat keine automatische Erkennung dieses Lichtpunkts mo¨glich, kann er vom
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+ OnActorCommunicationError() : EventHandler<EventArgs>
+ OnActorConnected() : EventHandler<EventArgs>
+ OnActorDisconnected() : EventHandler<EventArgs>
+ OnMovementCompleted() : EventHandler<EventArgs>
+ OnMovementError() : EventHandler<EventArgs>
StaubliDriver
- _tcpcc:  TcpCommunicationClient
- Logger:  Logger = LogManager.GetC... {readOnly}
+ Configure(IXPathNavigable) : void
+ Finish() : void
+ MoveToolXYZYPR(float, float, float, float, float, float) : void
+ Pause() : void
+ Run() : void
«property»
+ Author() : string
+ Name() : string
+ Parameters() : Dictionary<string, string>
+ UniqueName() : string
+ VersionInformation() : Int64
«event»
- m_actorCommunicationError() : EventHandler<EventArgs>
- m_actorConnected() : EventHandler<EventArgs>
- m_actorDisconnected() : EventHandler<EventArgs>
- m_movementCompleted() : EventHandler<EventArgs>
- m_movementError() : EventHandler<EventArgs>
+ OnActorCommunicationError() : EventHandler<EventArgs>
+ OnActorConnected() : EventHandler<EventArgs>
+ OnActorDisconnected() : EventHandler<EventArgs>
+ OnMovementCompleted() : EventHandler<EventArgs>




+ Author() : string
+ Name() : string
+ Parameters() : Dictionary<string, string>
+ UniqueName() : string
+ VersionInformation() : Int64
«interface»
Interfaces::IRunnable
+ Finish() : void
+ Pause() : void
+ Run() : void
«interface»
IActorMoveToolXYZYPR
+ MoveToolXYZYPR(float, float, float, float, float, float) : void
«interface»
Interfaces::IConfigurable
+ Configure(IXPathNavigable) : void
Abbildung 4.9: UML-Klassendiagramm: StaubliDriver
Benutzer manuell im Bild markiert werden. Die Bewegung des Roboters erfolgt in
beiden Fa¨llen manuell u¨ber das Bedienpad oder die im Trainingsprogramm vorgese-
hene Schaltfla¨chen. Eine Mehrfachaufnahme ist im sogenannten Bulkmodus mo¨glich,
in dem sowohl Bilddaten als auch Roboterposition zyklisch abgefragt werden. Nach
erfolgtem Training wird die Lookup-Tabelle in einer Datentabelle angezeigt und
kann im Projektverzeichnis abgespeichert werden. Das Verfahren einer 2D-Lookup-
Tabelle stellt natu¨rlich keine komplette Rekonstruktion des 3D-Raums dar und ist
daher anfa¨llig fu¨r spha¨rische Verzerrungen und Bewegung der Kamera nach erfolg-
ter Kalibrierung. Demgegenu¨ber steht die Mo¨glichkeit eines schnellen Wechsels der
verwendeten Kamera mit einem Verzicht auf Kamerakalibrierung und die Methoden
der Stereobilderfassung. Die besten Ergebnisse erzielt das Verfahren, wenn die Ka-
mera
”
hinter“ dem Roboter aufgestellt wird und zentral auf die zu erfassende Szene
blickt (siehe Abbildung 4.11).
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TextVisualization
+ Configure(IXPathNavigable) : void
+ Finish() : void
+ Pause() : void
+ Run() : void
+ TextVisualization()
«property»
+ Author() : string
+ Name() : string
+ Parameters() : Dictionary<string, string>
+ ParentControl() : System.Windows.Forms.Control
+ UniqueName() : string
+ VersionInformation() : Int64
«interface»
Interfaces::IConfigurable




+ Author() : string
+ Name() : string
+ Parameters() : Dictionary<string, string>
+ UniqueName() : string
+ VersionInformation() : Int64
«interface»
Interfaces::IRunnable
+ Finish() : void
+ Pause() : void
+ Run() : void
DisplayFaces
- Logger:  Logger = LogManager.GetC... {readOnly}
+ Configure(IXPathNavigable) : void
+ Finish() : void
+ Pause() : void
+ Run() : void
«property»
+ Author() : string
+ Name() : string
+ Parameters() : Dictionary<string, string>
+ ParentControl() : System.Windows.Forms.Control
+ UniqueName() : string




+ ParentControl() : System.Windows.Forms.Control
Abbildung 4.10: UML-Klassendiagramm: TextVisualization und DisplayFace
Roboterarm
Kamera
Abbildung 4.11: Zuordnung eines Bildpunkts zu einer Roboterarmposition mittels 2D-Lookup-Tabelle
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4.4.2 V + TCP-Server
Befehl Parameter Funktion
GETAPIVER - Ermittelt die auf dem Server verwende-
te Softwareversion. Dient der Versionie-
rung der Schnittstelle, da eine Gegenstelle
so den unterstu¨tzten Befehlssatz abfragen
kann.
GETHELP - Liefert alle auf dem Server unterstu¨tzten
Befehle zuru¨ck.
GETLASTERRROR - Liefert den zuletzt im Roboter gesetzten
Fehlercode zuru¨ck.
SETPOS X Y Z Y P R
[appro]
Fu¨hrt eine Bewegung des Roboters
zu den angegebenen Koordinaten durch
(V + :MOVE TRANS). Ist der optionale
Parameter appro angegeben, wird eine
Approach-Bewegung (langsame Anna¨he-
rung an die endgu¨ltige Zielkoordinate mit
(V + :APPROS) durchgefu¨hrt.
GETPOS - Liefert die gegenwa¨rtige Position
(V + :HERE) in X,Y,Z,yaw,pitch,roll
zuru¨ck
SETSPEED speed factor Setzt den Geschwindigkeitsmultiplikator
im Roboter. Werte: 0-100, Auflo¨sung
10e−6
GETSPEED - Liefert den letzten gesetzten Geschwindig-
keitsmultiplikator des Roboters zuru¨ck.
GETTOOL - Liefert die letzte TOOL-Konfiguration des
TCP zuru¨ck.
SETTOOL X Y Z Y P R Setzt die TOOL-Konfiguration des TCP.
ISMOVING - Pru¨ft, ob der Roboter noch in Bewegung
ist. Ru¨ckgaben: 1 (in Bewegung), 0 (idle),
ERROR (Fehler beim Auslesen)
SETDO signal Setzt im Roboter das u¨bergebene digita-
le Signal. Da ein Auslesen nicht mo¨glich
ist, mu¨ssen alle digitalen Ausga¨nge Teil
der Initialisierung des Programms sein.
Tabelle 4.6: Unterstu¨tzte Befehle V +-TCP/IP-Server
Fu¨r die Ansteuerung des Sta¨ubli-Roboters wurde ein neues V +-Programm erstellt.
Dieses stellt u¨ber einen TCP/IP-Server auf Port 50000 ein eingeschra¨nktes Befehlsset
(siehe Tabelle 4.6) fu¨r die Roboterinteraktion zur Verfu¨gung. Der TCP/IP-Server
ist dabei als State-Maschine implementiert (vgl. Abbildung 4.12).
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Task 1 Task 0



























[Fehler beim Lesen der Daten]
[Unbekannter Befehl]
Abbildung 4.12: UML-Zustandsmodell des V+-TCP/IP-Servers
55
5 Zusammenfassung und Ausblick
In dieser Arbeit wurden Verfahren der Gesichtserkennung und -wiederkennung theo-
retisch eingefu¨hrt und nachvollziehbar in MATLAB implementiert. Vor- und Nach-
teile der behandelten Verfahren wurden diskutiert, auf bekannte Verbesserungen
und Erweiterungen wurde verwiesen. Weiterhin wurden die besprochenen Verfahren
Performanceuntersuchungen unterzogen und gegeneinander auf verschiedene Stan-
darddatensa¨tze angewendet. Aus diesen Messungen wurden Ru¨ckschlu¨sse auf die
anschließende Parametrierung der Referenzimplementierung gezogen.
Zur Verwendung in Visual Servoing-Projekten wurde eine neue Softwareplattform
”
Open Platform for Visual Servoing “ theoretisch erarbeitet und nach modernen Pa-
radigmen der Softwareentwicklung in einer managed-code Umgebung implementiert.
Dabei konnte gezeigt werden, dass auch anspruchsvolle Visual Servoing-Aufgaben
wie ein Gesichtstracking dank gestiegener Hardwareleistungsfa¨higkeit und vorhan-
dener ausgereifter Bildverarbeitungsbibliotheken in einer objektorientierten inter-
pretierten Umgebung implementierbar sind. Durch die von vornherein angestrebte
Flexibilita¨t von OPVS ist ein einfacher Baukasten zur Formulierung weiterer Visual
Servoing-Probleme entstanden, der in der Zukunft mit weiteren Bauteilen gefu¨llt
werden kann. Denkbar wa¨re beispielsweise die Implementierung weiterer Sensoren,
wie die eines 1394CamDrivers zur Anbindung der im Labor vorhandenen Firewire-
kameras, ein StereoCamDriver, der direkt Rauminformationen zur Verfu¨gung stellt
oder auf der Aktorenseite auch ein KukaDriver, um Bewegungen mit vorhandenen
Kuka-Robotern ausfu¨hren zu ko¨nnen. Durch den modularen Aufbau der Software
muss zu deren anschließender Verwendung lediglich eine Referenz im Projekt gea¨n-
dert werden.
Das in dieser Arbeit realisierte OPVS -Projekt
”
FaceTracker“ stellt eine einfache Im-
plementierung der Mo¨glichkeiten dar, das an vielen Stellen erweitert werden ko¨nnte.
Zur Beschleunigung der Gesichtserkennung wa¨re es beispielsweise mo¨glich, eine Art
Bootstrapping der Bilderfassung durchzufu¨hren, bei der die Umgebung zuerst ohne
Personen aufgenommen wird. Von anschließend aufgenommenen Livebildern ko¨nnte
dieses
”
Leerbild“ abgezogen werden, um nur die gea¨nderten Bildbereiche zu ermit-
teln. Eine Anwendung der Haar-Kaskade auf diesen deutlich kleineren Bildausschnitt
kann dann zu einer signifikanten Beschleunigung der Bilderkennung fu¨hren. Auch
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der Prozess der eigentlichen Gesichtswiedererkennung kann durch Einfu¨hrung einer
Klassifikationsentscheidung auf Basis einer Mehrheitsmeinung verbessert werden, die
unter der Annahme errechnet wird, dass an einer Stelle im Bild nicht zwei Personen
erkannt werden ko¨nnen. Damit ist es mo¨glich, die erkannte Person u¨ber konsekutive
Bildaufnahmen sicherer zu erkennen (
”
im Bildauschnitt ist seit 20 Frames Person A
erkannt, dies ignoriert die potentiell fa¨lschliche Erkennung als Person B in Frame
21“). In der Loslo¨sung des Trackingproblems vom Auslesen aller Informationen aus
einem einzigen Bild und dem damit verbundenen U¨bergang zur Betrachtung eines
vorliegenden Videostreams liegen noch weitere Optimierungsmo¨glichkeiten. So kann
die Qualita¨t des Trackings durch Einbringen vorhandenen a-priori-Wissens verbes-
sert werden. Da sich eine Person immer regelma¨ßig durch ein kontinuierlich erfasstes








Die Umsetzung der Referenzimplementierung erfolgte mit MATLAB Release 7.9.0.
Die Realisierung von OPVS erfolgte in C# fu¨r .NET 3.5SP1 unter Verwendung di-
verser, im Folgenden benannter Tools. Die Realisierung der Ablaufsteuerung verwen-
det IronPython, eine Pythonimplementierung fu¨r die Microsoft Common Language
Runtime (CLR). Eine umfassende Einfu¨hrung in das leider nicht mehr ganz aktuel-
le Python 2.5 liefert das exzellente Grundlagenwerk [17]. Sa¨mtliche Konfigurations-
und Projektdefinitionsdateien liegen als XML-Dateien vor. Aufbau und Format der
Dateien sind u¨ber XML-Schemas selbsterkla¨rend abgelegt. Zum Bearbeiten wird ein
XML-Editor mit integrierter XSD-Validierung empfohlen.
Geschrieben schließlich wurde die Diplomarbeit mit LATEX unter Windows mit MiK-
TeX 2.8.
A.1.2 Objektorientierung
Die Grundlagen der Objektorientierung ko¨nnen in [29] nachgelesen werden. Grund-
legende Begriffe und wichtige Prinzipien des objektorientierten Softwareentwurfs,
die in der Realisierung dieser Arbeit eine entscheidende Rolle gespielt haben, sollen
hier allerdings genannt und ihrer Idee nach kurz vorgestellt werden.
Grundbegriffe Die kleinste Einheit in der objektorientierten Softwareentwicklung
stellt das Objekt dar. Ein Objekt unterliegt einem Lebenszyklus, der vom Programm
gesteuert wird: es wird vor der Verwendung im Speicher erzeugt (u¨ber einen Kon-
struktur instanziert), vom Programm benutzt (u¨ber Attribute und Methoden sind
die internen Zusta¨nde manipulierbar) und abschließend wieder aus dem Speicher
entfernt. Ein Objekt ist dabei die Instanz einer Klasse. Die Klasse stellt hier ein
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abstraktes Modell, eine Art Bauplan des Objekts dar.1 Zur Verwendung unterein-
ander ko¨nnen Objekte aktiv durch ihre Methoden angesprochen werden oder passiv
u¨ber Ereignisse andere Komponenten selbst informieren. Weiterhin repra¨sentieren
Schnittstellen (engl.
”
interfaces“) Klassen abstrakt zuordenbare Eigenschaften oder
Funktionalita¨ten. Implementiert eine Klasse eine Schnittstelle, so muss sie fu¨r die in
der Schnittstelle angegebenen Methoden eine eigene Implementierung bereitstellen.2
U¨ber Vererbung ko¨nnen Abstraktionen abgebildet werden. Eine abgeleitete Klasse
erbt dabei alle Methoden und Eigenschaften ihrer Basisklasse.3
Prinzip der einzigen Verantwortung (single responsibility principle) Dieses Axi-
om besagt, dass einem Modul genau eine Aufgabe zugeordnet ist und umgekehrt fu¨r
eine Aufgabe genau ein Modul verantwortlich ist. Dies reduziert den A¨nderungsauf-
wand in der Software auf genau einen Punkt, wenn sich eine Anforderung a¨ndert. In
OPVS existiert so z.B. nur ein GenericCamDriver, der von der Gesichtserkennung
in Betriebs- und Trainingsphase verwendet wird.
Prinzip der Trennung der Anliegen (separation of concers) Dieses Prinzip be-
sagt, dass fu¨r jede Aufgabe genau eine festgelegte Komponente zusta¨ndig ist, die
Aufgabe also nicht u¨ber mehrere Module verteilt realisiert ist. Dies reduziert die
Abha¨ngigkeiten einzelner Komponenten untereinander und fu¨hrt zu einer besseren
Abstraktion der Gesamtlo¨sung. In OPVS beispielsweise sind alle mo¨glichen Opera-
tionen in strikt von einander getrennte Objektklassen wie Aktoren, Sensoren und
Klassifikatoren getrennt, Funktionalita¨ten also nicht u¨ber eine solche Doma¨nengren-
ze hinweg implementiert.
Prinzip: Wiederholungen vermeiden (don’t repeat yourself) Die Grundaussage
dieses Prinzips ist es, dass eine bestimmte Funktionalita¨t nur einmalig in der Soft-
ware umgesetzt wird. Dem liegt die Idee zu Grunde, dass im Falle einer notwendig
werdenden A¨nderung diese nur an einer einzigen Stelle im Quellcode eingepflegt
werden muss. Das Prinzip fu¨hrt damit aber auch zu einer sta¨rkeren Abstraktion im
Quellcode, da kleinere Abweichungen in sonst gleichen Kontrollflu¨ssen dem Modul
von außen beigefu¨gt ko¨nnen werden mu¨ssen.
1Ein beliebtes Beispiel in der Literatur ist die Klasse
”




2In unserem Beispiel mu¨sste ein
”




3So ko¨nnte im Beispiel die Klasse
”






Prinzip: Offen fu¨r Erweiterung, geschlossen fu¨r A¨nderung (open-closed-prin-
ciple) Dieses Prinzip beschreibt eine Kernanforderung an ein modulares Softwa-
resystem: Es muss fu¨r spa¨tere Erweiterungen u¨ber neue Erweiterungsmodule offen
sein, die dem System jeweils nur die neue Funktionalita¨t beifu¨gen. Dabei darf ei-
ne Erweiterung aber unter keinen Umsta¨nden eine A¨nderung am Kern oder bereits
vorhandenen Modulen der Software no¨tig machen.
In OPVS stehen daher fu¨r die ha¨ufigsten Aufgaben einer Visual Servoing-Anwendung
abstrakte Schnittstellen wie ISensor, IActor oder IClassificator bereit, die als
Grundlagen fu¨r ein Erweiterungsmodul verwendet werden ko¨nnen. Ein neuer Robo-
tertreiber wird keine A¨nderung an der OPVS Runtime beno¨tigen.
Prinzip der Trennung der Schnittstelle von der Implementierung (program to
interfaces) Die Grundidee dieses Prinzips ist es, dass ein modulares System be-
liebig erweiterbar sein soll. Da aber wa¨hrend der Entwicklung des Systems nie alle
mo¨glichen spa¨teren Erweiterungsmodule bekannt sein ko¨nnen, darf die Implemen-
tierung nicht auf spezielle Klassen erfolgen, sondern nur gegen Schnittstellen.
In OPVS bedeutet dies, dass jedes Modul, egal ob Sensor, Aktor oder Klassifikator,
von der Runtime u¨ber IRunnable steuerbar ist, ohne dass diese speziell mit Instanzen
von GenericCamDriver oder FaceDetector arbeitet - sie startet beispielsweise alle
Komponenten u¨ber ihre Schnittstelle (IRunnable)module.Run().
Prinzip: Umkehr der Abha¨ngigkeiten (dependency inversion principle) Auch
dieses Prinzip soll zu einer Reduzierung der Abha¨ngigkeiten zwischen einzelnen Soft-
waremodulen fu¨hren. Bezogen auf OPVS bedeutet dies, dass ein GenericCamDriver
nicht wissen muss, dass seine Sensordaten in einem FaceTracker verarbeitet wer-
den ko¨nnen. Ein FaceTracker wiederum muss Bildinformationen als Eingangsdaten
erhalten, er muss jedoch nicht wissen, dass diese Daten aus einem speziellen Gene-
ricCamDriver stammen. Fu¨r FaceTracker ist es lediglich entscheidend, dass ihm
ein Sensor Daten im Format Image<TColor,TDepth> zur Verfu¨gung stellt.
Dieses Prinzip wird in OPVS außerdem u¨ber das dependency injection-Pattern an-
gewendet. Es beschreibt eine Schnittstelle, um einer Komponente von außen eine
weitere zur Laufzeit einzufu¨gen (FaceTracker bekommt von OPVS Runtime wa¨h-
rend der Ausfu¨hrung eine Referenz auf GenericCamDriver u¨bergeben), ohne dass
das spezielle Objekt bereits in der Entwicklung verfu¨gbar oder vorhanden sein muss.
Dies entkoppelt die einzelnen Module schlussendlich weiter voneinander und macht
sie so beispielsweise separat testbar.
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Prinzip: Umkehrung des Kontrollflusses (inversion of control) In der Litera-
tur wird dieses Prinzip als das sogenannte Hollywood-Prinzip beschrieben, da seine
Grundidee auf der Aussage
”
Don’t call us, we’ll call you.“ besteht. Die dahinter-
stehende Idee ist es, dass einzelne Module sich nicht untereinander selbst aufrufen
sollten, sondern dies von einer Hauptkomponente, die als Dispatcher arbeitet, von
außen erledigt wird. In OPVS u¨bernimmt diese Rolle die OPVS Runtime.
A.2 Mathematische Grundlagen
Zum Versta¨ndnis der in dieser Arbeit verwendeten Gleichungen wird die Kenntnis
von Matrix- und Vektorrechnungsgrundlagen vorausgesetzt - eine gute Einfu¨hrung
dazu liefert [11]. Weiterhin sind statistische Grundlagen von Vorteil.
A.2.1 Koordinaten
Koordinatensysteme (KOS) dienen der eindeutigen Beschreibung von Punkten im zu
beschreibenden Raum. In einer Koordinate werden Werte aller Raumachsen durch
Zahlenwerte beschrieben. In dieser Arbeit werden wir ausschließlich mit dem Sonder-
fall der affinen (oder auch geradlinigen) orthogonalen Koordinaten arbeiten. Diese
Beschreibung unserer realen Welt wird auch als kartesisches Koordinatensystem be-
zeichnet. Es zeichnet sich dadurch aus, dass alle Raumachsen orthogonal aufeinander
stehen. Zweidimensionale kartesische Koordinaten werden in Vektorschreibweise als
p(2) = [xp, yp]
T angegeben, dreidimensionale Koordinaten als p(3) = [xp, yp, zp]
T .
Zur Beschreibung einer Szene verwenden wir das sogenannte Weltkoordinatensystem.
Dieses definiert einen absoluten Bezugspunkt O im Raum (meistens den Koordina-
tenursprung des KOS), zu dem alle anderen Objekte im Raum relativ positioniert
werden (Translation T ).
Da Punkte eine infinitesimal kleine Raumausdehnung (0-D) haben und keine Orien-
tierung, beno¨tigen wir zur genauen Beschreibung der Lage eines Objekts im Welt-
koordinatensystem zusa¨tzlich noch Informationen u¨ber ihre Ausrichtung, die soge-
nannte Rotation R.
A.2.2 Translation und Rotationen
Die gewu¨nschte Verwendung beider Koordinatensysteme macht eine einfache Mo¨g-
lichkeit, um Koordinaten in einen Punkt im Koordinatensystem ~XA = [xa, ya, za]
T in
einen Punkt im Koordinatensystem ~XB = [xb, yb, zb]
T zu u¨berfu¨hren, no¨tig. Dies wird
u¨ber eine Translation (Verschiebung) des Koordinatenursprungs von ~XA in den Ko-












Abbildung A.1: Weltkoordinatensystem mit Punkt P , Translation T in verdrehtes Objektkoordinatensystem
[26] (7.2.1) einfu¨hrt, wird die Translation als Vektorsubtraktion mit dem Translati-







Diese Rotationsmatrix R ist eine Zusammenfassung dreier einzelner Rotationen:
1. Rotation um x-Achse um den Winkel φ mit ~X ′A = Rx(φ) ~XA:
Rx(φ) =
 1 0 00 cos θ − sin θ
0 sin θ cos θ
 (A.2)




 cos θ 0 − sin θ0 1 0
sin θ 0 cos θ
 (A.3)
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 cosψ − sinψ 0sinψ cosψ 0
0 0 1
 (A.4)
Die inverse Transformation von ~XB nach ~XA muss unter Einhaltung dieser Rei-
henfolge passieren, da die verwendete Matrixmultiplikation und damit die gesamte
Rotation nicht kommutativ ist.
Rodrigues-Transformation Die Rodrigues-Transformation beschreibt eine Rotati-
on nicht u¨ber die bislang beschriebenen 3×3-Matrizen R, sondern als Rotationsvek-
tor ~r = [rxryrz], um den gedreht wird. Der Drehwinkel θ ergibt sich aus der La¨nge
des Rotationsvektors zu θ = |~r|. Damit erha¨lt man die Rotationsmatrix
R = cos θI + (1− cosθ)~r~rT + sin θ
 0 −rz ryrz 0 −rx
ry rx 0

Die U¨berfu¨hrung von aus der Matrixnotation in die Rodrigues-Notation erfolgt um-
gekehrt mit
sin θ
 0 −rz ryrz 0 −rx
ry rx 0
 = (R−RT )
2
Diese Darstellung einer Rotation mit drei Komponenten ist fu¨r numerische Berech-
nungen schneller zu optimieren als die gela¨ufigen neun Komponenten der Rotati-
onsmatrizen. Die in dieser Arbeit verwendete Bibliothek OpenCV verwendet daher
intern die Rodrigues-Notation.
A.2.3 Homogene Koordinaten und Transformationen
Die in A.2.2 eingefu¨hrten Transformationen Translation und Rotation werden durch
unterschiedliche Matrizen beschrieben. Die Idee der homogenenen Koordinaten ist
es, einen Formalismus zu finden, der alle diese Transformationen durch eine einheit-
liche Multiplikation ermo¨glicht.
Die U¨berfu¨hrung von kartesischen Koordinaten in homogene Koordinaten findet
durch Hinzufu¨gen einer vierten Dimension t statt:
~XA −→ ~X ′A = [txa, tya, tza, t]
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Alle Transformationen werden nun verallgemeinert durch (4×4)-Matrizen darge-




1 0 0 xT
0 1 0 yT
0 0 1 zT
0 0 0 1

Fu¨r die Rotationen um die drei Koordinatenachsen gilt dann
Rx(φ) =

1 0 0 0
0 cos θ − sin θ 0
0 sin θ cos θ 0




cos θ 0 − sin θ 0
0 1 0 0
sin θ 0 cos θ 0




cosψ − sinψ 0 0
sinψ cosψ 0 0
0 0 1 0
0 0 0 1

Weiterhin fu¨hren wir die Skalierung S als
S =

s1 0 0 0
0 s2 0 0
0 0 s3 0




Eine Faltung oder auch Konvolution zweier Funktionen f(t) und g(t) auf den Inter-
vall D wird als f ∗ g notiert und ist definiert als
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Verstehen kann man den Faltungsoperator als eine Gewichtung einer Funktion durch
eine andere. Bei geeigneter Wahl der faltenden Funktion lassen sich somit verschie-
dene Filterwirkungen erzielen.
Betrachten wir ein Bild nun als diskrete Funktionen f (eine genaue Einfu¨hrung dazu
folgt in [26]), ko¨nnen wir die diskrete Faltung mit der Filtermaske (auch Kernel) g
einfu¨hren als




Bildlich gesprochen wird jeder Bildpunkt des Originals auf einen Bildpunkt im Re-









Abbildung A.2: Darstellung der diskreten Faltung mit einer (3×3)-Filtermaske (Laplace-Filter zur
Kantenerkennung)
Diese Operation wird in der digitalen Bildverarbeitung auch als Nachbarschaftsope-
rator bezeichnet. Eine detaillierte Einfu¨hrung dazu liefert erneut [26].
A.2.5 Hauptkomponentenanalyse PCA
Das Verfahren der Hauptkomponentenanalyse (engl.
”
PCA = principal component
analysis“) beschreibt eine Methode, um Daten aus einem hoch-dimensionalen Raum
in einen niedriger-dimensionalen Unterraum bei mo¨glichst geringem Informations-
verlust abzubilden. Sie wurde erstmals 1901 von Karl Pearson in [44] beschrieben.
Die Methode ist speziell in der Bildverarbeitung auch unter dem Namen Karhunen-
Loeve-Transformation bekannt.
Verfahren Ausgehend von n Datensa¨tzen mit je p Merkmalen wird eine reduzierte
Darstellung gesucht, die mit q Merkmalen (q < p) bei minimalem Informations-
verlust auskommt. Im Kern wird mathematisch eine Hauptachsentransformation
durchgefu¨hrt, da versucht wird, die Korrelation zwischen den Merkmalen zu mini-
mieren und sie entlang der Achsen mit dem sta¨rksten Einfluss neu auszurichten. Dies
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wird durch U¨berfu¨hren der Kovarianzmatrix in eine Diagonalmatrix erreicht, da hier
die nicht auf der Hauptdiagonale liegenden Elemente die Korrelation der einzelnen
Werte angeben. In ihrer Realisierung liegt damit eine Kleinste-Quadrate-Methode
fu¨r die statischen Momente zweiter Ordnung (Varianz) vor. Aus den Datenvektoren
Xj = (x1, ..., xp) ∀j = 1, ..., n
















Fassen wir nun alle mo¨glichen Kovarianzen der Datenvektoren Xj in der Kovarianz-
matrix C zusammen
C =
 kov(X1, X1) · · · kov(X1, Xn)... . . . ...
kov(Xn, X1) · · · kov(Xn, Xn)

Fu¨r diese Kovarianzmatrix bestimmen wir die Eigenwerte λj und fu¨hren sie als Dia-
gonalelemente in der Diagonalmatrix Λ auf. Die zugeho¨rigen Eigenvektoren spannen
dann den reduzierten Unterraum Γ auf. Es gilt hier Λ = ΓTCΓ. Durch Projektion
der Datenvektoren Xj in den Unterraum Γ
Xj 7→ Yj = ΓTXj
erha¨lt man die reduzierte Darstellung Yj. Die Wahl der q gro¨ßten Eigenwerte zur Di-
mensionsreduzierung hat entscheidenden Einfluss auf die Gro¨ße des Abbildungsfeh-
lers und spielt daher auch bei der Anwendung der Methode bei den Eigengesichtern
eine entscheidende Rolle.
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Welle“, u¨bertragen ins Deutsche etwa
”
Well-
chen“) ist die Bezeichnung der Funktionen, die die Grundlage einer sogenannten
Wavelet-Transformation bilden. Die Wavelet-Transformation stellt eine Sonderform
einer Zeit-Frequenz-Transformation dar4, die hier allerdings nicht eingefu¨hrt werden










Abbildung A.3: Darstellung des Haar-Wavelets
Erwa¨hnt soll an dieser Stelle nur werden, dass die in dieser Arbeit thematisierte
Haar-Kaskade (siehe Abschnitt 2.3.2) ihren Namen durch ihre visuelle A¨hnlichkeit
zum Haar-Wavelet erhielt, welches der deutsche Mathematiker Alfred Haar 1901 in
die Wavelet-Theorie einbrachte.
A.2.7 Maschinelles Lernen
Hinfu¨hrung Maschinelles Lernen ist ein Forschungsgebiet der Ku¨nstlichen Intelli-
genz. Es beschreibt eine Fu¨lle verschiedener Ansa¨tze mit deren Hilfe eine schlu¨ssige
Zuordnung von Datenvektoren zu Klassen vorgenommen werden kann. In dieser
Arbeit wurden ausschließlich Verfahren der Statistik betrachtet und absichtlich sto-
chastische Methoden (Bayes’sche-Netze, Markov-Netzwerke) unbetrachtet gelassen.
Bei statistischen Methoden unterscheidet man zwischen autonomen Verfahren (auch




aus den Daten heraus vornehmen, und u¨berwachten Verfahren, bei denen Experten-
wissen mit in die Klassifikation einfließt. Im folgenden sollen in der Arbeit erwa¨hnte
Verfahren und Hilfsmittel kurz vorgestellt werden und weiterfu¨hrende Literatur an-
gegeben werden.
Distanzmaße
Distanzmaße (auch Norm) dienen der Bestimmung der Unterschiedlichkeit (Distanz)
d zweier isodimensionaler Datenvektoren x und y und stellen eine Grundlage vieler
multivariater Methoden der Datenanalyse dar. Es ist eine Vielzahl mo¨glicher Di-
stanzmaße bekannt, von der die in dieser Arbeit verwendeten nun eingefu¨hrt werden
sollen.
Minkowski-Distanz Die nach dem deutschen Mathematiker und Physiker Her-








stellt eine Verallgemeinerung einiger bekannter Abstandswahrnehmungen dar. So ist
p = 1 die sogenannte Manhattan-Distanz (auch City-Block-Distanz), bei der die Di-
stanz als die Summe der absoluten Differenzen der einzelnen k definiert wird. Fu¨r p =
2 erha¨lt man die im R2 aus dem Satz des Pythagoras bekannte Euklidische-Distanz.
Fu¨r p → ∞ schließlich erha¨lt man die Maximum-Distanz (auch Tschebyschow-
Distanz genannt), die den maximalen Abstand max
k
|xk − yk| liefert.
Bei allen diesen Metriken mu¨ssen zwei wichtige Gesichtspunkte beachtet werden:
Sie sind nicht skaleninvariant5 und gehen nicht auf die Korrelation zwischen den
Merkmalen ein.
Mahalanobis-Distanz Die Mahalanobis-Distanz behebt diese Probleme und ist un-




Im Gegensatz zu anderen Verfahren wird hier auch die Ausdehnung des Datenraums
- eben u¨ber die Kovarianz - beru¨cksichtigt. Der Vorteil dieses Verfahrens liegt damit
5Fassen wir den Datenvektor als n-dimensionalen Spaltenvektor aller n bestimmen Zufallsva-
riablen xn auf, so u¨berdecken sehr große Werte x kleinere, womit Unterschiede zwischen den
einzelnen Werten nicht gleich gewichtet betrachtet werden.
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auf der Hand: Es findet eine Normierung der Datenwerte innerhalb der Datenvek-
toren u¨ber die Varianz statt, wodurch eine Entzerrung erreicht wird. Im Resultat
ist die Distanz skalen- und translationsinvariant. Die verwendete Kovarianzmatrix
entha¨lt dabei auf der Hauptdiagonalen die Varianzen der einzelnen Datenwerte des
Datenvektors. Ist diese Kovarianzmatrix eine Einheitsmatrix6, so verha¨lt sich C−1
als neutrales Element und es liegt wieder die bereits bekannte euklidische Distanz
vor.
Kosinus-Distanz Einige Arbeiten verwenden die sogenannte Kosinus-Distanz, die
sich aus dem Skalarprodukt












errechnet. Mit ihr sind Aussagen u¨ber Orientierung zweier Datenpunkte mo¨glich, da




decision trees“) dienen der strukturierten Abbildung
von Entscheidungsregeln. Dabei stellt der namengebende Baum eine Struktur (einen
sogenannten Graphen) aus der Graphentheorie dar. Jeder Entscheidungsbaum be-
steht aus einem Wurzelknoten und (in beliebiger Tiefe) weiteren Entscheidungskno-
ten7 oder Bla¨ttern8 darunter. In der theoretischen Informatik dient der Baum wei-
terhin als Datenstruktur. Es wurde hier eine Vielzahl von mo¨glichen Realisierungen
(balancierte Ba¨ume, bina¨re Ba¨ume und viele weitere) eingefu¨hrt und algorithmisch
betrachtet, so dass Ba¨ume heute die Grundlage der meisten effizienten Speicher- und
Suchverfahren darstellen.
Relevant fu¨r diese Arbeit sind die in der Haarkaskade zum Einsatz kommenden bina-
ry decision trees, die von Breiman in [9] als CART (engl.
”
classification and regres-
sion trees“) eingefu¨hrt wurden. In diesem Buch wird zusa¨tzlich die Unterscheidung
zwischen Klassifikationsba¨umen (zur Prognose qualitativer Daten und damit der
6Ist C = I bedeutet dies, dass die Vektoren nicht korreliert sind, da alle Kovarianzen null sind.
7Diese Entscheidungsknoten kann man sich als Frage vorstellen, deren Antwort u¨ber weitere
Knoten und Bla¨ttern gegeben werden.
8Bla¨tter stellen hier die endgu¨ltige Entscheidung dar.
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Klassenzugeho¨rigkeit dieser Daten) und Regressionsba¨umen (zur Prognose quantita-
tiver Daten) herausgearbeitet. Prinzipiell dienen Entscheidungsba¨ume immer dem
Ziel, die vorhandenen Daten als sogenannte Kovariablen mo¨glichst optimal vonein-
ander zu trennen (engl.
”
to split“). Diese Trennung erfolgt unter dem Kriterium
der Entropiereduzierung u¨ber einen Split, wobei die mo¨glichen Splitpunkte u¨ber so-
genannte Heterogenita¨tsmaße ermittelt werden. Die Heterogenita¨tsmaße selbst wer-
den dabei u¨ber die gescha¨tzte Klassenzugeho¨rigkeit errechnet. Abschließend wird
der entstandene Baum durch Beschneiden (engl.
”
pruning“) u¨ber ad hoc definier-
te Kriterien (optimale Baumgro¨ße, cost-complexity-pruning und viele andere) auf
wesentliche Kriterien verku¨rzt.
Die gro¨ßten Vorteile dieses Verfahren stellen die grafische Anschaulichkeit, die Abbil-
dung nichtlinearer Zusammenha¨nge und auch die Unabha¨ngigkeit der Kovariablen
von unterschiedlichen Skalen9 dar. Nachteilig ist die in A.2.7 beschriebene Anfa¨l-
ligkeit fu¨r U¨beranpassung des Klassifikators an die Trainingsdaten, wenn zu viele
Trennregeln gefunden werden. Fu¨r dieses Problem sind aber Methoden beschrieben,
die die Anfa¨lligkeit auf U¨beranpassung reduzieren oder sogar ganz umgehen. So
stellt das Bagging [10] eine Methodik bereit, bei der mehrere Ba¨ume aus zufa¨lligen
Stichproben der Trainingsdaten erstellt werden und somit die Varianz des Ergebnis-
ses reduziert wird. Sehr gute Ergebnisse werden weiterhin mit sogenannten random
trees (dt.
”
Zufallsba¨umen“) oder auch random forests (dt.
”
Zufallswa¨lder“) erzielt.
Ein solcher Klassifikator besteht aus verschiedenen voneinander unabha¨ngigen Ent-
scheidungsba¨umen, bei deren Training die zu Grunde liegenden Trainingsdaten ab-





vote“) u¨ber alle Entscheidungsba¨ume des Waldes statt.
Dieses Verfahren skaliert sehr gut fu¨r parallele Verarbeitung, da die Einzelba¨ume
auch auf getrennten Systemen erstellt und berechnet werden ko¨nnen. In dieser Ar-
beit schließlich kommt das sogenannte Boosting zum Einsatz.
Boosting
Einleitung Boosting ist ein Verfahrensansatz des maschinellen Lernens, bei dem
ein starker Klassifikator (oder Lerner) (engl.
”
strong classifier/learner“) aus mehre-
ren schwachen Klassifikatoren (engl.
”
weak classifier“) zusammengesetzt wird. Jeder
dieser schwachen Lerner stellt dabei einen sogenannten PAC-Lerner (engl.
”
probably
approximately correct“) dar [62], der bei bina¨ren Problemen mit seinen Entscheidun-
gen nur geringfu¨gig besser als 50% richtig liegen muss. Der schwache Lerner wird
dabei intern u¨ber einen bina¨ren Entscheidungsbaum (siehe A.2.7) realisiert.
9vgl. U¨berdeckung in A.2.7
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Ein erster praktikabler Ansatz fu¨r Boosting wurde von Freund und Schapire in [21]
beschrieben und als Algorithmus unter dem Namen AdaBoost (engl.
”
adaptive boos-
ting“) eingefu¨hrt. AdaBoosts’ gro¨ßter Vorteil ist es, dass im Gegensatz zu bis dato
bekannten Boosting-Verfahren kein Vorwissen u¨ber die Genauigkeit des schwachen
Lerners beno¨tigt wird, da diese Information adaptiert wird.
AdaBoost Boostingalgorithmen werden verwendet, um T schwache Klassifikatoren
ht mit t ∈ {1, ..., T} zu finden. Jeder einzelne dieser schwachen Klassifikatoren erha¨lt
anschließend ein
”








bestimmt. AdaBoost verwendet weiterhin ein Datenpunktgewicht Dt(i), das eine
Fehlklassifikation eines Datenpunkts fu¨r den na¨chsten schwachen Klassifikator wich-
tet. Der Algorithmus ist definiert als:
Algorithmus A.1: AdaBoost allgemein
Gegeben n Datensa¨tze x1, ..., xn mit zugeordneten Klassenzugeho¨rigkeiten





fu¨r t = 1, ..., T tue
Wa¨hle den Klassifikator ht = arg min
hj∈H




Dt(i) minimiert, solange j <
1
2
ist; sonst Abbruch ;



















Eine sehr detaillierte Betrachtung des Boostings liefern Meir und Ra¨tsch in [39].
Die Autoren gehen dabei ausfu¨hrlich auf die zu Grunde liegende Theorie des Ver-
fahrens ein, betrachten seine Robustheit und fu¨hren umfangreiche Untersuchungen
zum gemachten Trainingsfehler durch.
Hinweis zum u¨berwachten Lernen
Einige der beschriebenen Verfahren neigen dazu, sich bei nicht rechtzeitigen Ab-





damit anstatt des erwu¨nschten Erkennens von Klassen nur die Testdaten zu erken-
nen. Es hat sich daher folgender Ansatz [8] als Best Practice herausgestellt (vgl.
Abbildung A.4):
1. Aufteilen der vorhandenen Daten D in
• Trainingsdaten DL
• Testdaten DT
• optional: Validierungsdaten DV
2. Anlernen eines Klassifikators mit DL
3. optional: Validierung des wa¨hrend des Lernens entstehenden Klassifikators C ′
mit den nicht zum Trainingsset geho¨renden DV
4. Test des Klassifikators C mit DT
Die Testdaten DT standen dem Klassifikator wa¨hrend der Lernphase nicht zur Ver-
fu¨gung und lassen damit Ru¨ckschlu¨sse auf seine Genauigkeit bei unbekannten Daten
zu. Sollte der Klassifikator mit den Testdaten keine befriedigenden Ergebnisse erzie-
len, so ko¨nnen entweder neue Merkmale zum Klassifikator hinzugefu¨gt werden oder
direkt ein neuer Klassifikator gewa¨hlt werden.
Die optionale Verwendung eines Validierungsdatensatzes DV wird zur Steigerung
der Effektivita¨t vor allem fu¨r Verfahren empfohlen, bei denen der eigentliche Test
sehr zeitintensiv ist. Er findet parallel zum Lernen statt und kann im Falle einer








Abbildung A.4: Verfahrensansatz fu¨r u¨berwachtes Lernen
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A.3 Optische Grundlagen
Jede Aufgabe in der digitalen Bildverarbeitung beginnt zuna¨chst mit der Aufnahme
einer Szene als Bild. Ausgangspunkt jedes Sehens ist immer die Abstrahlung von
Licht aus Lichtquellen. Dieses Licht breitet sich ungehindert im Raum aus, bis es
auf ein Hindernis trifft. An diesem Hindernis werden die Lichtstrahlen nun reflektiert
und zum Teil auch absorbiert. Abha¨ngig vom Verha¨ltnis Reflexion zu Absorption
entsteht damit die jeweilige Farbwirkung. Ein Objekt das kein Licht reflektiert ist
somit nicht sichtbar (
”
schwarzes Loch“).
In diesem Abschnitt wollen wir uns nun grundlegende Erkenntnisse zur Bildentste-
hung auf Fotosensorelementen verschaffen und auf mo¨gliche Fehler und Ungenauig-
keiten eingehen.
A.3.1 Kameramodell
Lochkameramodell Bei jeder Abbildung mit einer Kamera findet eine Abbildung
vom dreidimensionalen Objektraum auf die zweidimensionale Bildebene statt. Dabei
findet immer ein Informationsverlust (in Form der Raumtiefe) statt. Fu¨r Aussagen







Abbildung A.5: Strahlengang am Lochkameramodell
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Das Lochkameramodell soll uns hier als erster Angriffspunkt dienen. Es geht von
einer Abbildung mit einer infinitesimal kleinen Blende aus. Dabei kann von jedem
Raumpunkt aus nur ein einziger Lichtstrahl auf die Bildebene abgebildet werden.
Der Lichtstrahl von PunktX wandert dabei durch die Blende und trifft die Bildebene
in Punkt x. Wie in Abbildung A.5 leicht ersichtlich ist, sind die Koordinaten x und










beschrieben. Da alle Strahlen durch ein Zentrum - die Blende - laufen, ko¨nnen wir die
Bilderfassung am Lochkameramodell als eine perspektivische Projektion auffassen.
Diese sogenannte Zentralprojektion ermo¨glicht es uns theoretisch, Bild- und Kame-
raebene zu vertauschen (siehe Abbildung A.6). Damit entfa¨llt das la¨stige Vorzeichen














Reale Abbildung Fu¨r einen realen Einsatz vereinfacht das Lochkameramodell die
Wirklichkeit zu stark. Man beno¨tigt vor allem eine Lo¨sung fu¨r die nicht ideale Blen-
dengro¨ße, da ga¨ngige CCD-Sensoren erst ab einer Beleuchtungssta¨rke von 2000 Lux
bei Blendenzahl 8 Licht wahrnehmen ([18]). Weiterhin bildet ein reales optisches
System ein Objekt nur in einem gewissen Bereich scharf ab. In diesem Zusammen-
hang wird bei digitalen Bilderfassungssystemen auch von Tiefenscha¨rfe gesprochen.
Diese Tiefenscha¨rfe beschreibt die maximale akzeptable Unscha¨rfe, die durch die
nicht infinitesimal kleinen Sensorelemente (Pixel) des verwendeten Sensors entste-
hen. Herleitungen dazu sind erneut in [26] und [8] zu finden.
A.3.2 Kamerakalibrierung
Wie wir im vorhergehenden Abschnitt ermittelt haben, beno¨tigen wir fu¨r unser ge-
wa¨hltes Kameramodell mehrere Parameter. Diese Parameter unterteilen sich in in-
trinsische Parameter (der Kamera innewohnende Parameter) und extrinsische Pa-
rameter (Position und Orientierung der Kamera im Weltkoordinatensystem). Die
Bestimmung dieser Parameter ist Aufgabe der Kamerakalibrierung. Es existieren
hierfu¨r heute mehrere etablierte Verfahren, auf die an dieser Stelle nur kurz verwie-
sen werden soll: Eine grundlegende Arbeit wurde im Jahr 1987 unter dem Titel A
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q = (x, y)
Q = (X, Y, Z)
Abbildung A.6: Darstellung einer Zentralprojektion
versatile camera calibration technique for high accuracy 3D machine vision metrology
using off-the-shelf TV cameras and lenses von Roger Tsai vero¨ffentlicht [60]. Darauf
aufbauend wurde von Janne Heikkila¨ im Jahr 1997 unter dem Titel A Four-step Ca-
mera Calibration Procedure with Implicit Image Correction [25] vero¨ffentlicht. Sein
Ansatz wurden direkt in der Standardtoolbox fu¨r Kalibrierung in Matlab imple-
mentiert und kann als Standardverfahren angesehen werden.
A.4 Grundlagen der Bildverarbeitung
Nachdem wir nun die Grundlagen der Bildentstehung eingefu¨hrt haben, wollen wir
uns mit der Frage bescha¨ftigen, wie Bilder rechentechnisch erfasst und verarbeitet
werden ko¨nnen.
In diesem Abschnitt werden wir ein grundlegendes Versta¨ndnis fu¨r die algorithmi-
sche Arbeit mit Bildern treffen und einige einfache Verfahren der Bildverarbeitung
einfu¨hren, die wir spa¨ter in der Software beno¨tigen werden.
76
A.4 Grundlagen der Bildverarbeitung
A.4.1 Bildrepra¨sentation
Jedes zweidimensionale Bild B der Breite M und Ho¨he N kann als Funktion zweier
diskreter Variablen m und n aufgefasst werden. Wir nennen m den Spaltenindex, n
den Zeilenindex und definieren
m = 0, 1, . . . ,M − 1
n = 0, 1, . . . , N − 1
m
M − 1









(b) Histogramm eines Bildes mit drei lokalen Maxima
Abbildung A.7: Darstellung eines Bildes als diskrete Funktion, Histogramm eines Bildes
Jedem Bildelement b(x, y) (auch Pixel, Lehnwort aus dem Englischen fu¨r picture
element) wird dabei in Grauwert g zugeordnet. Dieser Grauwert ist die Repra¨senta-
tion der Intensita¨t des Lichts an diesem Pixel. Er entsteht durch die Digitalisierung
des einfallenden Lichts auf das bilderfassende Element (z.B. den CMOS-Sensor einer
Kamera). Typische Kameras benutzen hier eine 8-Bit Digitalisierung, womit sich der
Grauwert g zu g = [20 − 1, 28 − 1] = [0, 255] definiert.
Fassen wir nun die Erfassung der einzelnen Pixel als eine Reihe von Messungen
auf10, ko¨nnen wir den Grauwert als Zufallsvariable g verstehen. Die Wahrscheinlich-
keitsdichtefunktion f(g) charakterisiert nun den beobachteten Prozess. Die Ha¨ufig-
keitsverteilung der Grauwerte (auch Histogramm) gibt uns nun Aufschluss u¨ber die





wobei hier die Gesamtzahl aller Bildpunkte Verwendung findet als A = M ·N . Wir
10Wir betrachten die Bilderfassung hier als stochastischen Prozess.
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verwenden das Histogramm als Grundlage fu¨r viele im Folgenden verwendeten Bild-
verarbeitungsverfahren (z.B. automatische Bildverbesserung, Segmentierung).
Unsere bisherige Betrachtung kann lediglich zur Darstellung von Graustufenbildern
verwendet werden. Farbige Bilder werden erreicht durch das n-malige u¨bereinander-
legen von Graustufenbildern, wobei jedem der n Kana¨le eine Bedeutung im Sinne
eines Farbmodells gegeben wird.
A.4.2 Farbmodelle
Farbmodelle dienen der Definition einer Nomenklatur zur Festlegung der Farbe eines
Pixels. Die Farbinformationen werden dabei fu¨r jeden Kanal k und jeden Pixel a ∈ A
separat gespeichert.
Am PC als Standard hat sich der RGB-Farbraum etabliert, ein durch additives
Mischen von Anteilen der Grundfarben Rot, Gru¨n und Blau definiertes Farbmodell.
Es orientiert sich dabei am Farbsehen des Menschen und wird als Farbwu¨rfel in
kartesischen Koordinaten dargestellt (siehe dazu Abbildung A.8).
Fu¨r den Einsatz in der digitalen Bildverarbeitung ist RGB allerdings nur begrenzt
geeignet, da sich Helligkeitsunterschiede extrem auf die Farbrepra¨sentation auswir-
ken. Hier schafft der HSV-Farbraum Abhilfe. HSV steht dabei fu¨r hue (engl. =
Farbton, als Winkel von 0◦=Rot, u¨ber 120◦=Gru¨n und 240◦=Blau zuru¨ck zu Rot),
saturation ( = Sa¨ttigung, in Prozent von 0%=Neutralgrau bis 100% gesa¨ttigte, reine
Farbe) und value ( = Helligkeit, in Prozent von 0%=keine Helligkeit bis 100%=volle
Helligkeit). Treten hier wa¨hrend der Bilderfassung Helligkeitsschwankungen auf, so
wirken diese sich prima¨r auf die Helligkeit V aus. Der Farbton H bleibt davon so
gut wie unberu¨hrt. Damit ist es unter anderem mo¨glich, in einem Bild Objekte nach




image pyramids“) stellen eine Sammlung von Bildern ver-
schiedener Auflo¨sung (G1, ..., Gn) dar, die alle aus einem Originalbild G0 durch
Downsampling mit einem Filter erzeugt werden. Die Grundidee dazu wurde von
Adelson und Burt in [2] und [1] eingefu¨hrt und basiert auf der aus der Signalverar-
beitung stammenden Annahme, dass Informationen in Bildern durch verschiedene
Frequenzanteile repra¨sentiert werden, wobei hochfrequente Anteile geringeren Infor-
mationsgehalt besitzen. Daher eignen sie sich gut zur recheneffektiven Kompression
von Bildern. In der Literatur beschrieben sind vor allem die Gausspyramide - zum
Downsampling eines Bildes - und die Laplace-Pyramide zur Rekonstruktion in einem
durch Upsampling erstellten Bild beschrieben.
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Abbildung A.8: Vergleich zwischen RGB- und HSV-Farbmodell
Um unter Anwendung der Gauss-Pyramide aus Gi die Ebene Gi+1 zu errechnen, wird
zuna¨chst eine Faltung mit dem namensgebenden Gauß-Filter G durchgefu¨hrt11 und
anschließend jede gerade Zeile und Spalte aus dem Bild entfernt. Das resultierende
Bild ist nun nur noch halb so groß. Dieses Verfahren kann beliebig oft wiederholt
werden, wobei ein Bild der Gro¨ße 2 px× 2 px das natu¨rliche Abbruchkriterium dar-
stellt.
Um nun aus einem existierenden Bild Gi das in der Pyramide na¨chstgro¨ßere Bild
Gi−1 zu errechnen, wird die Laplace-Pyramide beno¨tigt. In ihr sind die Scha¨rfeanteile
jedes Bilds gesichert.
Beim Vergro¨ßern werden daher die Pixel von Gi in einem leeren Bild doppelter Gro¨ße
auf die ungeraden Zeilen und Spalten verteilt:
PixUp(I) : I(x, y) 7→ J(2x+ 1, 2y + 1)
Die geraden Zeilen und Spalten werden als
”
fehlende“ Pixel mit Null gefu¨llt und
anschließend u¨ber den Gauß-Filter approximiert. Man erha¨lt
Li = Gi − PixUp(Gi+1) ∗ G
11Dies entspricht einem Tiefpassfilter in der Signaltheorie.
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Dadurch kann ein Bild G∗i u¨ber




























0 50 100 150 200 250
G0 G1 L0 G
∗
0
Histogramm G0 Histogramm G
∗
0Histogramm G1
Abbildung A.9: Bildpyramide erster Ordnung mit 8×8 Gauß-Kernel, siehe Quelle C.7
Da viele Bildanalyseverfahren sehr rechenintensiv sind, werden Bildpyramiden heu-
te zumeist fu¨r eine
”
Vorberechnung“ mit kleineren Bildern verwendet (z.B. in der
Bildsegmentierung), wobei durch die festen Beziehungen der Pixel der einzelnen Py-
ramidenstufen untereinander anschließend Ru¨ckschlu¨sse auf das Originalbild mo¨glich
sind.
A.4.4 Histogrammausgleich





Histogrammausgleich“) wird ein Verfahren der Kontrastversta¨rkung fu¨r kon-
trastarme Grauwertbilder beschrieben.





auf den gesamten Grauwertbereich {0, ..., G} abgebildet. Zum Einsatz kommt die-
ses Verfahren zur Bildoptimierung vor der Anwendung der meisten Filter (z.B. in
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Abbildung A.10: Originalbild mit Histogramm vor und nach Tonwertspreizung, siehe Quelle C.8
Eine Erweiterung des Verfahrens stellt der sogenannte adaptive Histogrammausgleich
dar, bei dem das Bild zuvor in Bildausschnitte zerlegt wird, von denen jedes ein ei-
genes Histogramm liefert. Aus diesen Teilhistogrammen wird anschließend das neue
Histogramm fu¨r das gesamte Bild errechnet und auf das Bild angewendet, was bei
sehr dynamischen Szenen eine bessere adaptive Anpassung ermo¨glicht. Tiefergehen-
de Informationen zum Verfahren und eine Analyse des dadurch gea¨nderten Rausch-
verhaltens liefert erneut [26].
A.4.5 Hough-Transformation
Die Hough-Transformation fu¨hrt ein Verfahren ein, um mathematisch beschreibbare
Formen12 schnell in bina¨ren Bildern zu finden. Sie eignet sich daher sehr gut, um
gefundene Kanten aus Bildern zu extrahieren.
12bspw. Geraden und Kreise
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Abbildung A.11: Veranschaulichung der Hough-Transformation
Die Grundlage der Hough-Transformation liefert die Annahme, dass prinzipiell jeder
Punkt eines bina¨res Bildes Teil von beliebig vielen Linien sein kann. Der Hough-
Algorithmus bestimmt nun fu¨r jeden Punkt die Gerade, deren Normale durch den
Koordinatenursprung verla¨uft, u¨ber die Normalform
~r ·~n− c = 0
womit unter Verwendung des Skalarprodukts direkt folgt
~r ·~n = ρ (A.5)




Anschließend werden der Schnittwinkel mit der x-Achse θ und Abstand zum Koordi-
natenursprung ρ als Punkt in der sogenannten θ-ρ-Ebene (Parameterraum) eingetra-
gen. Liegen nun Punkte der x-y-Ebene auf einer Geraden, so beschreiben sie in der
θ-ρ-Ebene den gleichen Punkt und werden summiert. Somit stellen sich im Parame-
terraum Auftrittsha¨ufungen in den Punkten gi(θi, ρi) ein. U¨ber einen Schwellwert
wird entschieden, welche dieser
”
Maxima“ als Geraden u¨bernommen werden. Die
gefundenen Geraden ergeben sich dann zu
ρi = x cos θi + y sin θi
Dieses Verfahren gilt als das Standardverfahren zur Kantenerkennung und ist in ga¨n-
gigen Bibliotheken (OpenCV) und Programmen implementiert, wobei hier vielfach
bereits Optimierungen des Verfahrens eingesetzt werden.
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A.4.6 Kantenerkennung
Eine der wichtigsten Aufgaben der Bildverarbeitung stellt das Finden von Merkma-
len im erfassten Bild dar. Grundlegend ist hier zuerst das Finden von Kanten im
Bild. Modelliert wird eine Kante im Bild als eine A¨nderung des Grauwerts zweier
benachbarter Pixel. Die meisten Kantenerkennungsverfahren verwenden daher die
Ableitung zum Finden solcher Kanten (siehe Abbildung A.12).









Erste Ableitung des Grauwertverlaufs




Zweite Ableitung des Grauwertverlaufs
Abbildung A.12: Eindimensionaler Grauwertverlauf (verrauscht) und Ableitungen
Da wir nun aber, wie in A.4.1 eingefu¨hrt, ein Bild als diskrete Funktionen zweier Va-
riablen auffassen mo¨chten, mu¨ssen wir auch auf diskrete Nachbarschaftsoperationen
zuru¨ckgreifen und verwenden die bereits eingefu¨hrte Faltung.
Eine erste grundlegende Arbeit zu diesem Thema stammt von Sobel und Feldman
[58], in der der sogenannten Sobel-Operator eingefu¨hrt wird. Dieser beschreibt eine
Konvolution mit den Sobel-Operatoren Sx und Sy, in dessen Folge aus einem Bild
G das Gradientenbild G′ entsteht
G′x = Sx ∗G
G′y = Sy ∗G
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 1 0 −12 0 −2
1 0 −1
 Sy = 1
12
 1 2 10 0 0
−1 −2 −1

In seiner Dissertation Optimale Operatoren in der Digitalen Bildverarbeitung konnte





 −3 0 3−10 0 10
−3 0 3
 Sy = 1
32
 −3 −10 −30 0 0
3 10 3

ein. Da diese Verbesserung keine Auswirkung auf die Rechenkomplexita¨t hat, ver-
wenden ga¨ngige Bildverarbeitungsbibliotheken (z.B. OpenCV) diese Koeffizienten.
Eine Erweiterung des Sobel-Verfahrens stellt die Verwendung des Laplace-Operators








stellt also die Verwendung der zweiten Ableitung dar. Wie in Abbildung A.4.1 er-
sichtlich ist, liegen Kanten genau dann vor, wenn ∆f(x, y) = 0 ist. Allerdings fu¨hrt
das Rauschen des Eingangssignals zu vielen false-positives, was allerdings unter Ein-
beziehung der ersten (Sobel) Ableitung als Filter gelo¨st werden kann.
Die bisher beschriebenen Filter heben speziell einzelne Pixelkanten entlang der x-
und y-Richtung hervor. Eine weitere Anforderung an Kanten ist jedoch neben oben
genanntem Gradientenverhalten auch die Eigenschaft, sich aus zusammenha¨ngenden
Punkten zusammenzusetzen.
Aus diesem Grund stellte Canny in A computational approach to edge detection [13]
einen weitergehenden Ansatz vor, der die ersten Ableitungen in x- und y-Richtung in
insgesamt vier Richtungsableitungen kombinierte. Punkte, die lokale Maxima in die-
sen Richtungsableitungen sind, stellen kantenverda¨chtige Punkte dar. Weiterhin gilt
fu¨r den Canny-Kantendetektor, dass Punkte nur dann Teil einer Kante sind, wenn
sie innerhalb einer durch einen oberen und unteren definierten Schwellwerthysterese
liegen. Ist der Gradient eines Pixels gro¨ßer als der obere Schwellwert, so ist er Teil
einer Kante. Liegt der Gradient unterhalb des unteren Schwellwerts, fa¨llt er aus der
Betrachtung heraus. Hat der Gradient einen Wert innerhalb der Schwellwerte, so
kommt er nur dann als Teil einer Kontur in Frage, wenn er in seiner Nachbarschaft
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einen Kantenpunkt oberhalb des oberen Schwellwerts hat (also sicher auf einer Kante
liegt). Dies verbessert die erkannten Kanten deutlich (vgl. Abbildung A.13). Canny
empfiehlt ein Schwellwertverha¨ltnis zwischen 2:1 und 3:1.
(a) Originalbild (b) Sobel-Operator
(c) Laplace-Operator (d) Canny-Kantendetektor





B U¨bersicht u¨ber Beispielbilder
Alle verwendeten Bilder sind im Unterverzeichnis data/ zu finden. Folgende Bilder





















































































C.1 Realisierung Haarklassifikator in C
1 // face d e t e c t i on us ing OpenCVs haar−cascade
2 //
3 #include ”cv . h”
4 #include ”cxcore . h”
5 #include ”h ighgu i . h”
6 int main ( int argc , char∗ argv [ ] )
7 {
8 c l o c k s [ 0 ] = c l o ck ( ) ;
9 IplImage ∗ img = 0 ;
10 char∗ cascadeToUse = ” h a a r c a s c a d e f r o n t a l f a c e a l t t r e e . xml ” ;
11 CvMemStorage∗ s t o rage ;
12 CvHaarClass i f i e rCascade ∗ cascade ;
13 double s c a l eFa c to r =1.1 ;
14 int minNeighbors =2;
15 int f l a g s = 0 ;
16 int minFaceSize = 0 ;
17 bool r u n I n t e r a c t i v e l y = 1 ;
18 // check arguments
19 // load image
20 img = cvLoadImage ( argv [ 1 ] ) ;
21 i f ( ! img )
22 {
23 p r i n t f ( ”Could not load image ’%s ’ . ” , argv [ 1 ] ) ;
24 return 1 ;
25 }
26 // prepare memory s t o rage
27 //and load the cascade
28 s to rage = cvCreateMemStorage (0 ) ;
29 cascade = ( CvHaarClass i f i e rCascade ∗) cvLoad ( cascadeToUse , 0 , 0 ,
0) ;
30 //run the d e t e c t o r
31 CvSeq∗ facesFound = cvHaarDetectObjects ( img , cascade , s torage ,
s ca l eFactor , minNeighbors , f l a g s , cvS i ze ( minFaceSize ,
minFaceSize ) ) ;
32 //show found f a c e s
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C Quellcodeauszu¨ge
33 for ( int i = 0 ; i < facesFound−>t o t a l ; i++)
34 {
35 // read coord ina t e s
36 CvRect∗ r = ( CvRect ∗) cvGetSeqElem ( facesFound , i ) ;
37 //draw r e c t an g l e
38 cvRectangle ( img , cvPoint ( r−>x , r−>y ) , cvPoint ( r−>x+r−>
width , r−>y+r−>he ight ) , CV RGB(255 ,255 ,0 ) ) ;
39 }
40 // output in image
41 cvNamedWindow( ”Result ”) ;
42 cvShowImage ( ”Result ” , img ) ;
43 cvWaitKey ( ) ;
44 cvDestroyAllWindows ( ) ;
45 // c l ean up
46 cvReleaseImage(&img ) ;
47 cvReleaseMemStorage(& s to rage ) ;
48 // ready
49 return 0 ;
50 }
Listing C.1: S:/c/facedetection/facedetection/main.cpp - Quellcode (Auszug): Realisierung Haarklassifikator in C
C.2 Realisierung Haarklassifikator in IronPython
1 from EmguInit import ∗
2 de t e c t o r = HaarCascade ( cascade )
3 image = Image [ St ruc ture . Bgr , Byte ] ( f i l e )
4 im2use = image . Convert [ S t ruc ture . Gray , Byte ] ( )
5 ob j e c t sDetec t ed = im2use . DetectHaarCascade ( detector , s ca l ingFac to r ,
minNei , f l a g s , S i z e ( minSize , minSize ) ) [ 0 ]
6 for obj in ob j ec t sDetec t ed :
7 image . Draw( obj . rect , S t ruc ture . Bgr (0 ,255 ,255) , 1)
Listing C.2: s:/ironpython/HaarTest.ipy - Quellcode (Auszug): Realisierung Haarklassifikator in IronPython
C.3 Realisierung ReadImageDatabase in Matlab
1 % [T, C, r , c ] = READIMAGEDATABASE ( f i lename , p r e f i x , maxFromClass )
2 %
3 % fi l ename Image Database Descr ip t i on
4 % pr e f i x Pa thpre f i x to use f o r the images to load .
5 % maxFromClass number o f images per c l a s s
6 %
7 % T image vec t o r
8 % C classnumbers
9 % r rows
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10 % c co l s
11 %
12 % Reads images g iven in a s t r u c t u r ed t e x t f i l e i n t o memory
13 % and re turns a vec t o r con ta in ing the images and an vec t o r con ta in ing
14 % the c lassnumbers .
15 function [T, C, r , c ] = ReadImageDataBase ( f i l ename , p r e f i x ,
maxFromClass )
16 %read the database
17 f i d = fopen ( f i l ename ) ;
18 t = text scan ( f id , ’%d %s ’ , ’ CommentStyle ’ , ’%’ ) ;
19 fc lose ( f i d ) ;
20 %we have to r e b u i l d the read Clas se s l a t e r as they must correspond
21 %to the loaded images
22 C = [ ] ;
23 C = t {1} ;
24 %read images inco rpora t in g the p r e f i x
25 im = s t r c a t ( p r e f i x , ’ / ’ , t {2}) ;
26 T = [ ] ;
27 for i = 1 : s ize (C )
28 I = imread ( im{ i }) ;
29 % reshape in t o vec t o r
30 [ r , c ] = s ize ( I ) ;
31 t = reshape ( double ( I ) , r ∗c , 1) ;
32 T = [T t ] ; %#ok<AGROW>
33 C = [C, C ( i ) ] ; %#ok<AGROW>
34 end
35 end
Listing C.3: s:/matlab/eigenfaces/ReadImageDataBase.m - Quellcode (Auszug): Realisierung ReadImageDatabase
in Matlab
C.4 Realisierung EigenfaceCore in Matlab
1 % [m] = EIGENFACECORE(T)
2 %
3 % T t ra i n i n g s e t a l l r e a d y pre loaded and preproces sed
4 % [ nPixe l s noImages ]
5 % nEigenfaces top number o f e i g en f a c e s to use
6 %
7 % m mean image from loaded images [ nP ixe l s 1 ]
8 % A centered images ( image − mean image )
9 % [ nPixe l s noImages ]
10 % Eigen faces r e s u l t i n g e i g en f a c e s [ nP ixe l s noImages−1]
11 % ProjectedImages p ro j e c t e d t e s t image s in t o face p lane
12 %




14 i f ˜ i s e q u a l (nargin , 2 )
15 nEigen faces = −1;
16 end
17 % pre load v a r i a b l e s
18 n = s ize (T, 2) ; % number o f f a c e s o v e r a l l
19 % ca l c u l a t e the meanimage over a l l images in the s e t
20 m = mean ( T, 2) ;
21 % center a l l images
22 A = T − repmat (m, 1 , n) ; %repea t matrix m 1∗n times
23 % ei g en f a c e approach
24 L = A’ ∗ A;
25 [V D] = eig (L) ;
26 %re s o r t the e i g enva l u e s and e i g en v e c t o r s
27 [V D] = Resor tE igenva luesE igenvec to r s (V, D) ;
28 % determine e i g en v e c t o r s
29 L v = [ ] ;
30 for i = 1 : s ize (V, 2 )
31 i f i s e q u a l ( i , nEigen faces +1)
32 break
33 end
34 %sk i p to sma l l e i g enva l u e s
35 i f ( D( i ) > 1 )
36 L v = [ L v V( : , i ) ] ; %#ok<AGROW>
37 end
38 end
39 % ca l c u l a t e e i g en f a c e s
40 E igen face s = A ∗ L v ;
41 ProjectedImages = Eigenfaces ’ ∗ A;
42 end
Listing C.4: s:/matlab/eigenfaces/EigenfaceCore.m - Quellcode (Auszug): Realisierung EigenfaceCore in Matlab
C.5 Realisierung Eigenface Erkennung in Matlab
1 % [n , d i s t ] = EIGENRECOGNITION( I , m, A, Eigen faces )
2 %
3 % I t e s t image to use (must be g ray s ca l e image ! )
4 % m mean image o f t r a i n i n g s e t from EIGENFACECORE
5 % A centered images from EIGENFACECORE
6 % Eigen faces e i g en f a c e s from EIGENFACECORE
7 % ProjectedImages e i g en f a c e s from EIGENFACECORE
8 %
9 % n index o f the image c l o s e s t to I




C.6 Realisierung FisherfaceCore in Matlab
13 function [ n , d i s t ] = EigenRecognit ion ( I , m, A, Eigenfaces ,
ProjectedImages )
14 % ve c t o r i z e the image and cen ter i t
15 [ r c ] = s ize ( I ) ;
16 I = reshape ( I , r ∗ c , 1) ;
17 I d = double ( I ) − m;
18 I p = Eigenfaces ’ ∗ I d ;
19 % now c a l c u l a t e the d i s t ance to a l l p r o j e c t e d images
20 d i s t = [ ] ;
21 for i = 1 : s ize ( ProjectedImages , 2 )
22 d = ( norm( I p − ProjectedImages ( : , i ) ) ) ;
23 d i s t = [ d i s t d ] ; %#ok<AGROW>
24 end
25 % determine the minimum
26 [ ˜ , n ] = min( d i s t ) ;
27 end
Listing C.5: s:/matlab/eigenfaces//EigenRecognition.m - Quellcode (Auszug): Realisierung Eigenface Erkennung in
Matlab
C.6 Realisierung FisherfaceCore in Matlab
1 % [m, A, Eigenfaces , V EF, Fi sher face s , V FF, ProjectedImagesEF ,
2 % ProjectedImagesFF ] = FISHERFACECORE(T, C, nEigenfaces )
3 %
4 % T t ra i n i n g s e t a l l r e a d y pre loaded and
5 % preprocessed [ nP ixe l s noImages ]
6 % C classnumber corresponding to the t r a i n i n g s e t
7 % [1 noImages ]
8 % nEigenfaces number o f e i g en f a c e s to use
9 %
10 % m mean image from loaded images [ nP ixe l s 1 ]
11 % A centered images ( image − mean image )
12 % [ nPixe l s noImages ]
13 % Eigen faces r e s u l t i n g e i g en f a c e s [ nP ixe l s noImages−1]
14 % V EF e i g en f a c e v e c t o r s
15 % Fi she r f a c e s r e s u l t i n g f i s h e r f a c e s
16 % V FF f i s h e r f a c e v e c t o r s
17 % ProjectedImagesEF pro j e c t e d t e s t image s in t o e i g en f a c e p lane
18 % ProjectedImagesFF pro j e c t e d e i g en f a c e p r o j e c t i on in t o the
19 % f i s h e r f a c e
20 % plane
21 %
22 function [m, A, Eigenfaces , V EF, F i she r f a c e s , V FF , ProjectedImagesEF ,
ProjectedImagesFF ] = Fi she r faceCore (T, C, nEigen faces )
23 i f ˜ i s e q u a l (nargin , 3 )




26 %determine the number o f c l a s s e s we have
27 nClasse s = s ize ( unique (C) , 2) ;
28 nImages = s ize (C, 2) ;
29 % pre load v a r i a b l e s
30 n = s ize (T, 2) ; % number o f f a c e s o v e r a l l
31 ProjectedImagesEF = [ ] ;
32 % ca l c u l a t e the meanimage over a l l images in the s e t
33 m = mean(T, 2) ;
34 % center a l l images
35 A = T − repmat (m, 1 , n) ; %repea t matrix m 1∗n times
36 % ei g en f a c e approach
37 L = A’ ∗ A;
38 [V D] = eig (L) ;
39 % re s o r t descending
40 [V D] = Resor tE igenva luesE igenvec to r s (V, D) ;
41 % determine e i g en v e c t o r s
42 V EF = [ ] ;
43 for i = 1 : s ize (V, 2 )
44 % use only the top nEigenfaces
45 i f i s e q u a l ( i , nEigen faces +1)
46 break
47 end
48 %sk i p to sma l l e i g enva l u e s
49 i f ( D( i ) > 1 )
50 V EF = [ V EF V( : , i ) ] ; %#ok<AGROW>
51 end
52 end
53 % ca l c u l a t e e i g en f a c e s
54 E igen face s = A ∗ V EF ;
55 % use e i g en f a c e s to c r ea t e p r o j e c t i o n s o f images in t o face space
56 ProjectedImagesEF = Eigenfaces ’ ∗ A;
57 %mean va lue in the e i genspace
58 mPCA = mean( ProjectedImagesEF , 2) ;
59 n = s ize ( ProjectedImagesEF , 1) ;
60 mPI = zeros (n , nClas se s ) ;
61 %wi th in s c a t t e r
62 Sw = zeros (n , n) ;
63 %between s c a t t e r
64 Sb = zeros (n , n) ;
65 %ca l c u l a t e the s c a t t e r s over a l l c l a s s e s
66 for i = 1 : nClas se s
67 %determine the images o f a c l a s s
68 PI = ExtractClassImages ( ProjectedImagesEF , C, i ) ;
69 %determine the mean p ro j e c t i on f o r t h i s c l a s s
70 mPI ( : , i ) = mean( PI , 2) ’ ;
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71 %sum s c a t t e r
72 S = zeros (n , n) ;
73 for j = 1 : s ize ( PI , 2 )
74 %center ProjectedImage
75 D = PI ( : , j ) − mPI ( : , i ) ;
76 % add to s c a t t e r
77 S = S + D∗D’ ;
78 end
79 %add to wi th in s c a t t e r matrix
80 Sw = Sw + S ;
81 %ca l c u l a t e between s c a t t e r matrix
82 mb = mPI ( : , i ) − mPCA;
83 Sb = Sb + mb∗mb’ ;
84 end
85 %ca l c u l a t e F i sher s d i s c r iminan t b a s i s us ing a l l c l a s s e s
86 % W = argmax\ l i m i t s {W} | (W’ S B W) /(Wˆ T S W W) |
87 [ V FF , v f f ] = eig (Sb , Sw) ;
88 [ V FF , v f f ] = Resor tE igenva luesE igenvec tor s (V FF , v f f ) ; %#ok<
NASGU>
89 %TODO: we shou ld s o r t them descending !
90 F i s h e r f a c e s = A ∗ V EF ∗ V FF ;
91 %now p ro j e c t the r e s u l t i n g e i g en f a c e p r o j e c t i o n s again
92 ProjectedImagesFF = V FF ’ ∗ ProjectedImagesEF ;
93 end
Listing C.6: s:/matlab/fisherfaces/FisherfaceCore.m - Quellcode (Auszug): Realisierung FisherfaceCore in Matlab
C.7 Bildpyramiden in Matlab
1 % recons t ruc t ed image GOO %%
2 function pyramid ( s , g )
3 %%
4 G1 = PixDown(G0, g ) ;
5 L0 = G0 − PixUp (G1, g ) ;
6 G00 = L0 + PixUp (G1, g ) ;
7 imshow (G0) ;
8 imshow (G00) ;
9 imshow (G1) ;
10 imshow (L0) ;
11 imhi s t (G0) ;
12 imhi s t (G1) ;
13 imhi s t (G00) ;
14 end
15
16 function J = PixUp ( I , g )
17 [ h w] = s ize ( I ) ;
95
C Quellcodeauszu¨ge
18 J = i m r e s i z e ( I , [ h∗2 w∗2 ] , ’ n ea r e s t ’ ) ;
19 J = uint8 (conv2 ( double ( J ) , f s p e c i a l ( ’ gauss ian ’ , g , g ) , ’ same ’ ) ) ;
20 end
21
22 function J = PixDown( I , g )
23 [ h w] = s ize ( I ) ;
24 I = conv2 ( double ( I ) , f s p e c i a l ( ’ gauss ian ’ , g , g ) , ’ same ’ ) ;
25 J = i m r e s i z e ( I , [ ce i l (h/2) ce i l (w/2) ] , ’ n ea r e s t ’ ) ;
26 J = uint8 ( J ) ;
27 end
Listing C.7: s:/matlab/image-pyramid/pyramid.m - Quellcode (Auszug): Bildpyramiden in Matlab
C.8 Histogrammausgleich in Matlab
1 function hi s teqsample
2 I = imread ( ’L :\ data\ t ra in−b i l l −5.png ’ ) ;
3 imshow ( I )
4 imhi s t ( I )
5 Ih = h i s t e q ( I ) ;
6 imshow ( Ih )
7 imhi s t ( Ih )
8 end
Listing C.8: s:/matlab/hist-eq/histeqsample.m - Quellcode (Auszug): Histogrammausgleich in Matlab
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MATLAB in der beno¨tigten Version 7.9.0 (R2009a) ist als Lizenz an der Professur
Robotersysteme vorhanden und auf dem Arbeitsplatz im Labor installiert.
F.2 Visual Studio 2008 Express Edition
Zur Entwicklung der Software, die in dieser Diplomarbeit beschrieben wurde, wurde
Microsoft Visual Studio 2008 Professional aus dem fu¨r Studenten kostenlosen Mi-
crosoft Academic Alliance Programm verwendet. Alle Quellen sind aber auch mit
dem frei verfu¨gbaren Microsoft Visual Studio 2008 Express kompilierbar, das unter
http://www.microsoft.com/germany/Express/ heruntergeladen werden kann.
F.3 NLog
NLog ist ein hochflexibles Logging-Framework fu¨r .NET-Projekte. OPVS verwendet
es, um interne Abla¨ufe in Programmteilen ohne graphische Oberfla¨che besser debug-
bar zu machen. NLog ist unter http://www.nlog-project.org/ verfu¨gbar. OPVS
verwendet Version 1.0 Refresh .
F.4 GhostDoc for Visual Studio 2008
GhostDoc ist ein Plugin fu¨r Visual Studio 2008, das zur automatischen Dokumen-
tation von Klassen in C# und VB.NET-Quellcodes verwendet werden kann. Es ist
unter http://submain.com/products/ghostdoc.aspx frei verfu¨gbar; Version 2.5
war wa¨hrend der Erstellung dieser Diplomarbeit aktuell.
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F.5 Sandcastle Help File Builder
Sandcastle Help File Builder ist eine Software zur automatischen Quellcodedoku-
mentation fu¨r Microsoft Visual Studio 2008 XML-Dokumentationen. Zu finden ist
die freie Software in Microsofts Codeplex unter [73]. Zum Zeitpunkt der Erstellung
dieser Arbeit ist Version 1.7.0.0 aktuell.
F.6 IronPython
IronPython ist eine managed-code Implementierung der freien objekt-orientierte
Programmiersprache Python. OPVS verwendet sie zur Realisierung der internen
Programmlogik in OPVS -Projekten. IronPython wird unter der Open Source-Lizenz
Microsoft Public License (Ms-PL) entwickelt und ist im Microsoft CodePlex unter
http://ironpython.codeplex.com/ zu finden. Zum Zeitpunkt der Erstellung die-
ser Arbeit war die Version 2.6 stabil.
F.7 OpenCV / Emgu
Zur Realisierung der Bilderfassung und Bilderkennung in OPVS fiel die Wahl auf
die urspru¨nglich von Intel entwickelte Open Computer Vision Library (OpenCV),
die sich als de facto Standard zur Realtime-Bildverarbeitung entwickelt hat. Eine
umfangreiche Dokumentation ist unter http://opencv.willowgarage.com/wiki/
zu finden. Eine sehr gute Einfu¨hrung in die Arbeit mit der Bibliothek liefert [8].
Diese Arbeit verwendet Version 2.0a vom 01.10.2009. Um die C-Beispiele u¨bersetzen
zu ko¨nnen, mu¨ssen zuvor die zu linkenden Bibliotheken (libcv200.lib u.a.) erstellt
werden.
Fu¨r die Realisierung von OPVS wurde die managed-code Variante Emgu CV ver-
wendet, die unter http://www.emgu.com/ heruntergeladen werden kann. Zum Zeit-
punkt der Entwicklung war die Version 2.0.1.0 stabil, die intern auf OpenCV 2.0a
aufsetzt. Emgu ist unter einer dualen Lizenz freigegeben, die eine nicht-kommerzielle
Verwendung an einer Universita¨t ohne Lizenzkosten ermo¨glicht.
F.8 CMake
CMake ist ein plattformunabha¨ngiges Buildtool, das aus Vorlagen die jeweilige Pro-
jektdatei fu¨r die vom Endanwender gewu¨nschte Entwicklungsumgebung erstellt. Es
wird von OpenCV zum Build verwendet und muss daher vor Erstellen der Bibliothek
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installiert werden. Zum Zeitpunkt der Erstellung der Arbeit war Version 2.6-patch-4
fu¨r Windows verfu¨gbar.
F.9 Subversion
Alle wa¨hrend der Erstellung dieser Arbeit erzeugten Dokumente und Quellcodes
wurden in einem zentralen Subversion-Repository unter https://subversor.hrz.
tu-chemnitz.de/svn/VisualServo/repo/ abgelegt und ko¨nnen fu¨r freigegebene
Nutzer mit ihrem URZ-Login ausgecheckt werden. Freigeschaltene Benutzer sind gzs
und spso, wobei mit Abgabe dieser Arbeit die Verwaltungsrechte auf gzs u¨bergeben
werden.
Subversion (auch SVN abgeku¨rzt) ist eine Software zur zentralen Versionsverwal-
tung fu¨r Softwareprojekte. SVN ermo¨glicht es auf einfache Weise, A¨nderungen an
Dokumenten nachzuverfolgen und beliebige historische Versionen einer Datei wie-
derherzustellen1. Die Speicherung dieser Versionen erfolgt dabei nicht lokal beim
Anwender, sondern zentral auf einem Subversion-Server. Jede A¨nderung auf dem
Server2 wird dabei vom Anwender mit einem Kommentar versehen. Damit eignet
sich SVN nicht nur gut zur Dokumentation der Entwicklung einer Software, sondern
auch zum zentralen Backup.
Subversion selbst ist eine Software fu¨r die Kommandozeile, die mit dem Befehl svn
aufgerufen wird. Zum komfortablen Zugriff auf Subversion-Repositories steht un-
ter http://tortoisesvn.tigris.org/ die Software TortoiseSVN fu¨r Windows zur
Verfu¨gung. TortoiseSVN integriert sich nahtlos in den Windows Explorer und stellt
alle verfu¨gbaren Kommandos per Kontextmenu¨ zur Verfu¨gung. Als gute graphische
Oberfla¨che fu¨r Linux hat sich kdesvn herausgestellt, das in allen ga¨ngigen Distribu-
tionen als Paket verfu¨gbar ist.
Weiterfu¨hrende Informationen zum Thema Versionsverwaltung mit Subversion ko¨n-
nen im sehr empfehlenswerten Buch
”
Versionskontrolle mit Subversion“ [20] gefunden
werden, das mittlerweile in 3. Auflage in deutscher Sprache vorliegt.
F.10 LATEX
LATEX ist eine Erweiterung des Textsatzsystems TEX von Donald E. Knuth, das vor
allem zum Setzen wissenschaftlicher Texte verwendet wird. LATEX ist fu¨r so gut wie
1Subversion fu¨hrt eine eigene
”




2In Subversion ist hierfu¨r der Begriff commit gebra¨uchlich.
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jede Plattform u¨bersetzt worden und somit universell einsetzbar. Diese Diplomarbeit
wurde mit MiKTEX 2.7 (http://miktex.org) unter Windows u¨bersetzt, als Editor
wurde TEXnicCenter 2.0alpha (http://www.texniccenter.org) eingesetzt. Das Li-
teraturverzeichnis wurde automatisch mit BibTEX erzeugt, welches die Literatur-
informationen aus der mit JabRef (http://jabref.sourceforge.net) gepflegten
Datenbank verwendet.
F.11 Enterprise Architect
Enterprise Architect ist eine Softwaremodellierungslo¨sung von Sparks Systems. EA
ermo¨glicht eine einfache modellgetriebene Softwareentwicklung und unterstu¨tzt den
Benutzer von Anforderungsaufnahme u¨ber Use-Case- und Komponenten-Modell bis
hin zu Klassenmodellierung und integrierter Quellcodeerstellung. Weiterhin bietet es
gute Unterstu¨tzung fu¨r Reverse-Modelling, bei dem vorhandener Code in Klassen-
modelle u¨berfu¨hrt werden kann und eignet sich somit sehr gut zur Dokumentation
der entstandenen Software.
Enterprise Architect greift bei der Darstellung auf die standardisierte Unified Model-
ling Language (UML) zuru¨ck, durch deren Verwendung das gesamte Softwareprojekt
nachvollziehbar dokumentiert wurde. Eine sehr gute deutschsprachige Einfu¨hrung in
UML liefert [41]. Fu¨r die Erstellung der Modelle fu¨r diese Diplomarbeit wurde EA
Version 7.5 eingesetzt. Eine Demoversion kann unter [80] fu¨r Windows und Linux
heruntergeladen werden.
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G Verwendete virtuelle Maschine
Im Rahmen der Entwicklung der in dieser Diplomarbeit beschriebenen Software
wurde eine virtuelle Maschine erstellt, die die gesamte, fu¨r die Entwicklung beno¨tig-
te Software entha¨lt und damit eine einfache Weiterentwicklung ermo¨glicht. Erstellt
wurde die virtuelle Maschine mit VMware Workstation. Zum Ausfu¨hren der virtu-
ellen Maschine ist auf dem einzusetzenden Rechner die Software VMware Player zu
installieren, welche frei zum Download fu¨r Windows und Linux bereit steht1. Mit
VirtualBox steht eine weitere Virtualisierungslo¨sung fu¨r Windows und Linux zur
Verfu¨gung2, die die entstandene virtuelle Festplatte der virtuellen Maschine eben-
so booten kann. VirtualBox steht als OpenSource-Software unter der GNU General
Public License und kann frei verwendet werden.
Die entstandene virtuelle Maschine ist im Projekt-AFS dieser Diplomarbeit im Un-
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