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Electric manipulation of magnetic properties is a key problem of materials research. To fulfil
the requirements of modern electronics, these processes must be shifted to high frequencies. In
multiferroic materials this may be achieved by electric and magnetic control of their fundamental
excitations. Here we identify magnetic vibrations in multiferroic iron-borates which are simultane-
ously sensitive to external electric and magnetic fields. Nearly 100% modulation of the terahertz
radiation in an external field is demonstrated for SmFe3(BO3)4. High sensitivity can be explained
by a modification of the spin orientation which controls the excitation conditions in multiferroic
borates. These experiments demonstrate the possibility to alter terahertz magnetic properties of
materials independently by external electric and magnetic fields.
PACS numbers: 75.85.+t, 78.20.Ls, 78.20.Ek, 75.30.Ds
The continuous development of electronic devices
drives the necessity to obtain an electric control of mag-
netic effects [1, 2]. Compared to external magnetic field,
electric voltage may be applied to smaller spatial area
and with much less switching power, thereby improving
the performance and increasing the density of integrated
components. In recent years a substantial contribution to
achieving electric manipulation of magnetic properties [2]
has been realized through the application of multiferroics
(i.e., materials with simultaneous electric and magnetic
ordering)[3–7]. In several multiferroics, the coupling be-
tween electricity and magnetism is strong enough to allow
a mutual influence of both properties. This magnetoelec-
tric coupling has been demonstrated to lead to manipu-
lation of magnetic moments [8–14] and magnetic struc-
ture [15–18] by external electric field. These effects have
been shown to survive up to room temperature [19, 20].
Recent reviews of the topic can be found in Refs. [1, 2, 21].
Having in mind possible applications, the time scale of
switching is an important issue. For example, in typical
ferroelectric devices, this time is limited by the speed of
domain wall propagation which sensitively depends upon
the amplitude of electric field [22] and may be as short
as few tenths of nanoseconds [23–26]. In multiferroics
the problem of fast switching is not fully settled. Due
to low static electric polarization in spin-driven multi-
ferroics [6, 27] substantial degradation of the switching
time has been reported [28]. Extremely short switch-
ing times of electric polarization and of magnetization
can be reached using pulsed laser light. Depending on
the specific mechanism of the interaction of the light
pulse and the spins, the switching rate may be as short
as 40 fs [29]. Several interesting recent developments in
the field of light-matter interaction include spin modula-
tion via thermalisation processes [30], pumping the en-
ergy into the electronic transitions [31], using magnetic
component of a terahertz pulse [32], or directly exciting
the magneto-electric excitation in a multiferroic mate-
rial [33]. Detailed discussion of the experiment and the-
ory of the short-time optical manipulation of magnetism
is given in Refs. [29, 34, 35].
Besides the electric modification of static magnetic
structures, a control of the high-frequency properties is
of substantial interest [36]. To accomplish this control
in the practice, the dynamic processes, which are sensi-
tive to the influence of the static electric field, have to
be identified. Especially for terahertz light, the multifer-
roics are promising as they possess magnetoelectric exci-
tations allowing the combination of electric and magnetic
fields. These excitations are called electromagnons [37–
39] and an external magnetic field may easily control
them. However, until now, only a few experiments could
demonstrate the electric control of excitations in multi-
ferroics [40, 41]. Similar to static experiments, the control
here is achieved by modifying the electric domain struc-
ture with the gate voltage. In addition, ferromagnetic
resonance in ferromagnetic thin films has been demon-
strated to be sensitive to static voltage [42–45]. The
mechanism of the last effect is generally attributed to
the voltage control of the magnetic anisotropy. In this
work, we utilize another route to electric control of dy-
namic magnetic properties based on an influence of elec-
tric and magnetic fields on the spin orientation which de-
termines the excitation conditions of fundamental mag-
netic modes.
Rare-earth iron-borates represent one exotic class of
multiferroics [46–48]. At high temperatures, all rare-
earth borates reveal a non-centrosymmetric trigonal
structure belonging to the space group R32 [49–52] which
persist down to lowest temperatures for Sm- and Nd-iron-
borates[53]. The connection between magnetic and elec-
tric ordering in iron borates is realized via the coupling of
2electric polarization to the antiferromagnetically ordered
spin lattice[54–58].
Without losing any generality, we consider
SmFe3(BO3)4 below. As an approximation, the
magnetoelectric coupling in iron-borates with easy-
plane antiferromagnetic order may be written in the
symmetry-dictated form [54–56]
Px ∼ L
2
x − L
2
y . (1)
Here, Px is the electric polarization along the crystallo-
graphic a-axis and Lx =M1x−M2x and Ly =M1y−M2y
are the x, y components of the antiferromagnetic vector of
the ordered iron moments. Here, the magnetic structure
is modeled by two antiferromagnetically coupled sublat-
tices,M1 andM2, respectively (bold symbols denote vec-
torial quantities). A peculiarity of Eq. (1) is due to the
fact that SmFe3(BO3)4 is an easy plane antiferromagnet.
We note that in high enough magnetic fields the antifer-
romagnetic vector realigns perpendicular to the field (i.e.
L ⊥ H). In agreement with Eq. (1), for H‖b-axis one
obtains [55] Lx 6= 0, Ly = 0, Px > 0, and for H‖a-axis,
Lx = 0, Ly 6= 0, Px < 0. That is, the electric polariza-
tion rotates by 180◦ after a 90◦ rotation of the external
magnetic field.
In zero-field, the magnetic moments of different do-
mains or regions are distributed approximately homoge-
neously, as illustrated schematically in Fig. 1(a), thus
averaging the electric polarization to zero. The mag-
netic fields as weak as 0.5 T are enough to break the
homogeneous distribution, which leads to a nonzero elec-
tric polarization [47, 54–56] according to Eq. (1) and
Figs. 1(c,e). This effect is quadratic in small magnetic
fields and may be described as a first order magnetoelec-
tric effect. Due to the symmetry of the magnetoelec-
tric coupling [59], the opposite effect must be possible
as well: the magnetization must be sensitive to an ex-
ternal electric field. Indeed, such sensitivity has been
recently demonstrated [60, 61] in static experiments for
SmFe3(BO3)4 and for NdFe3(BO3)4.
Multiferroic iron borates present a rich collection of
excitations in the terahertz range [62–65]. According
the optical experiments [66, 67], in the iron borates the
splitting of the ground rare-earth doublets are close to
the magnon frequencies of the magnetic Fe-subsystem.
Therefore, not only the static properties of the iron bo-
rates are strongly influenced by the rare-earth [54–56, 58],
but also the magnetic modes in these systems are strongly
coupled. The last effect is seen experimentally as, e.g.,
a redistribution of the mode intensities and shifts of the
resonance frequencies [62, 63].
Our experiments revealed that only coupled Fe-rare-
earth modes show measurable sensitivity to static electric
fields. The strongest effect has been detected for the Sm-
Fe mode around 10 cm−1. In case of SmFe3(BO3)4 other
modes [62] may be also expected to reveal voltage sen-
sitivity. For the low-frequency electromagnon [64, 65]
FIG. 1: Electric and magnetic ordering in rare-earth iron bo-
rates. (a) Homogeneous distribution of Fe spins (blue arrows)
in the ab-plane and in the absence of static magnetic (H) and
electric (E) fields. Different arrows refer to different domains
in the sample. Both, antiferromagnetic vector L and static
polarization P equal zero in this case. (c,d) Either magnetic
fieldH‖b (c) or electric field E ⇈ a (d) induce P ⇈ a and L‖a.
(e,f) Rotation of the magnetic field to H‖a (e) or inversion
of the electric field to E ↑↓ a (f) leads to the inversion of the
static polarization and the rotation of the antiferromagnetic
vector. Panel (b) shows the crystal structure of SmFe3(BO3)4.
strong static magnetic field must be applied to raise
the resonance frequency up to the millimeter frequency
range. Magnetic field thus would align the Fe moments
(see Fig. 1) suppressing the voltage effect. The mode
around 14 cm−1 is too weak to reveal observable modu-
lation. The high-frequency mode of Sm around 16 cm−1
has wrong excitation conditions (h‖c-axis) for which it is
not sensitive to a rotation of spins in the ab-plane. In
case of NdFe3(BO3)4 for the Fe mode around 4 cm
−1
no effect could be observed due to the weakness of this
excitation.
Terahertz transmission experiments were carried out
using quasi-optical terahertz spectroscopy [53, 68, 69].
Single crystals of SmFe3(BO3)4 and NdFe3(BO3)4 with
typical dimensions of ∼ 1 cm, were grown by crystalliza-
tion from the melt on seed as described in Ref. [70].
In SmFe3(BO3)4, the coupled Fe-Sm antiferromagnetic
mode around 10 cm−1 is of purely magnetic character
and it may be excited by an ac magnetic field perpen-
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FIG. 2: Manipulation of magnon excitation by magnetic field
(a) Suppression of the magnon at 9 cm−1 in SmFe3(BO3)4 by
external magnetic fields along the a-axis. (b) Increasing of
the mode intensity in magnetic fields H‖b-axis. (c) Magnetic
field-dependence of the mode intensity from fitting the spec-
tra in (a) and (b) by a Lorentzian function (blue and orange
spheres, respectively) and from model calculation based on
Eq. (2) (solid gray lines).
dicular to the antiferromagnetic L-vector [62, 63]. In the
notations of Fig. 1(a) and without external fields the lo-
cal magnetic moments are homogeneously distributed in
the ab-plane. This means that an average of 50 % of
magnetic moments is excited for any orientation of the
ac magnetic field in the ab-plane. The situation changes
drastically if external magnetic or electric fields within
the ab-plane are present. As demonstrated in Figs. 1(c-
f), external fields destroy the homogeneous distribution
of the magnetic moments in the ab-plane. In the ex-
periment, this breaks the balance between the excitation
conditions with h‖a and h‖b, respectively, thus shifting
the mode intensity to one or the other direction (h and e
refer to the oscillating magnetic and electric field of light,
respectively).
The control of the observed mode intensity by an ex-
ternal magnetic fields is shown in Fig. 2 where panels
(a,b) demonstrate that the mode strength may be either
suppressed or increased depending on the direction of the
external magnetic field. As the fields above 0.5 Tesla are
sufficient to orient the magnetic moments fully, the inten-
sity of the mode is either saturated at the doubled value
compared to H = 0 case (Fig.2(b)) or it is suppressed to
zero (Fig.2(a)). As follows from the scheme of Fig. 1 and
as demonstrated experimentally [47, 55], in both cases
either positive or negative static electric polarization is
observed along the crystallographic a-axis.
The coupling of electric polarization with an external
magnetic field in multiferroic iron borates provides the
main idea how to control the magnetic excitations by
an electric voltage. By different configurations shown in
Fig. 1, the application of a static voltage along the a-
axis would favor one of the two possible orientations of
the electric polarization. Simultaneously with the static
magnetic configurations the excitation conditions for the
selected coupled Sm-Fe mode are changed which may be
employed for electric field control of the dynamic mag-
netic properties.
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FIG. 3: Manipulation of the magnon in SmFe3(BO3)4 by
static electric field. (a) Transmittance amplitude and (b)
phase shift spectra in electric field. Symbols: green - ini-
tial state, blue - negative electric field, and red - positive
electric field. The black line demonstrates that an external
magnetic field can approximately compensate the effect of the
electric field. (c) Direct modulation of the transmittance am-
plitude signal by a static electric field at different frequencies.
The inset shows the temperature dependence of the resonance
frequency as observed (dark gray line) and calculated (light
gray line) in Ref. [62]. The temperatures and frequencies of
the transmittance amplitude measurements are marked in the
inset by circles. (d) Changes in magnon contribution in the
electric field. Symbols are experimental results while the solid
lines come from model calculation based on Eq. 2. The orange
and blue symbols correspond to a simultaneous application of
electric and magnetic fields.
The basic results on electric field control of the mag-
netic excitation in SmFe3(BO3)4 are shown in Fig. 3. In
addition to the magnetic field dependence presented in
Fig. 2, close to the resonance position of about 9.5 cm−1
we observe strong dependence both of the transmittance
amplitude and of the phase shift in the electric fields of
∼ 2.5 kV/cm. Particularly in the case of transmittance
amplitude we observe more than one order of magnitude
changes in the terahertz signal as influenced by the elec-
tric field.
In spite of the large spectral changes close to the res-
onance frequency, far from the resonance we observe
no measurable changes in the signal. This is due to
the fact, that the contribution of the present magnetic
mode, shown in Fig. 3(d), is small as compared to unity,
the relative magnetic permeability of vacuum. In the
scale of Fig. 3(b), the changes of the optical length of
the sample far below the resonance can be estimated
as ∆l ∼ 1 · 10−2 mm, which is below the sensitivity
of the setup. On the other hand, the ∆µ = 3.4 · 10−3
contribution of the resonance under study and the in-
crease of ∆µ in higher fields agrees with the behaviour
of the static susceptibility [71]. The electric field modu-
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FIG. 4: Electric field-effect in NdFe3(BO3)4. (a) Tempera-
ture dependence of the relative transmittance amplitude sig-
nal for different frequencies. Weak saw-tooth modulation of
the curves is due to ±500 V sweeping of electric voltage dur-
ing the cooling process. The inset shows the temperature de-
pendence of the resonance frequency as observed (dark gray
line) and calculated (light gray line) in Ref. [62]. The tem-
peratures and frequencies of the resonances seen in (a) are
marked in the inset by circles. (b) An example of a detailed
view of the data in (a). Here the spectra are normalized by
the minimal transmitted intensity. (c) Direct modulation of
the terahertz transmittance amplitude at selected frequencies
in NdFe3(BO3)4.
lation of magnetic susceptibility in the dynamic regime
d(∆µ)/dE ≈ 4 · 10−7cm/V is directly connected to the
static magnetic susceptibility via d(∆µ)/dE = dχy/dEx.
The static values in SmFe3(BO3)4 were recently mea-
sured [60] giving dχy/dEx = 2.5 · 10
−8cm/V, which is
about an order of magnitude lower in value. The sim-
plest explanation of this deviation would be to attribute
the static result to the sample twinning, which leads to
the suppression of the magnetoelectric signal. However,
other mechanisms, such as domain wall motion, cannot
be excluded.
The influence of electric and magnetic fields on the
magnetic mode contribution ∆µy ∼ ∆µ0 〈Lx〉
2
is deter-
mined by the square of the x-component of the antifer-
romagnetic moment 〈Lx〉
2
, averaged over the sample. To
clarify this effect in more detail, we analyzed the actual
part of the Landau free energy corresponding to the vec-
tor L = (cosϕ, sinϕ, 0) in the xy-plane[56] (vector com-
ponents are considered in the x, y, z Cartesian basis):
Φ (ϕ,E,H) =
1
6
K6 cos 6ϕ−
1
2
K1u cos 2ϕ−
1
2
K2u sin 2ϕ
−
1
2
χ⊥H
2 sin2 (ϕ− ϕH)− P⊥ (Ex cos 2ϕ− Ey sin 2ϕ) .(2)
Here the first term represents the crystallographic hexag-
onal anisotropy energy, while the second and third terms
stand for the magnetoelastic anisotropyK1u ∼ σxx−σyy,
K2u ∼ σxy, which are induced by the internal elas-
tic stress of compression/elongation (σxx − σyy) and
σxy in the ab-plane of a real crystal. The fourth term
determines the Zeeman energy due to the canting of
the antiferromagnetic structure in the magnetic field
H = H (cosϕH , sinϕH , 0) and results in ϕ = ϕH ± pi/2
when the magnitude of magnetic field dominates the ab-
plane anisotropy and the effect of electric field. The last
term of Eq. (2) accounts for the magnetoelectric cou-
pling, i.e., the interaction of the spontaneous polariza-
tion P = (P⊥ cos 2ϕ,−P⊥ sin 2ϕ, 0) with external electric
fields. The amplitude of the spontaneous polarization is
determined by the magnetoelectric coupling constant and
the electric susceptibility as described in Ref. [53, 56]. By
minimizing the free energy and taking into account that
the crystallographic hexagonal anisotropy is small[56]
compared to other contributions in Eq. (2), one can find
the local orientation of the vector L in the ab-plane as a
function of electric and magnetic fields:
tan 2ϕ =
2K2u − χ⊥H
2 sin (2ϕH)− 4P⊥Ey
2K1u − χ⊥H2 cos (2ϕH) + 4P⊥Ex
. (3)
Assuming random distribution of the magnetoelastic
anisotropies K1u and K2u obeying a two-dimensional
Gaussian curve we have simulated the behavior of ∆µy
in magnetic and electric fields. These results are shown
in Figs. 2(c) and 3(d) which demonstrate a good de-
scription of the experiment. The main parameters of
the model were taken from Ref. [56] (mean square de-
viation of the anisotropy ∆K1u = ∆K2u ≈ 5.5 ×
103 erg/cm3 and the transverse magnetic susceptibil-
ity χ⊥ = 1.2 × 10
−4 cm3/g), while the maximal value
of the spontaneous electric polarization was taken as
P⊥ ≈ −240 µC/m
2. This value is slightly lower than that
observed in Refs. [55, 56] likely due to a larger amount
of crystallographic inversion twins in the enantiomorph
crystal. Remarkably, according to Eq. (3), the simulta-
neous application of both E and H could lead to a com-
pensation of their action as a result of an interrelation
between them. For example, forE ‖ a andH ‖ b the com-
pensation effect occurs according to χ⊥H
2+4P⊥Ex = 0,
which is in a good agreement with our measurements for
E = +250 V/mm and µ0Hb = 0.2 T (Figs. 3(a,b,d)).
Figure 4 shows typical results of electric field experi-
ments in NdFe3(BO3)4. Panel (a) demonstrates the tem-
perature dependence of the transmittance amplitude at
selected frequencies. Characteristic minima in these data
correspond to a crossing of the temperature-dependent
resonance frequency of the mode and the frequency of
the experiment, as shown in the inset. These mea-
surements were obtained with cooling at 1 K/min and
the simultaneous sweeping of the gate voltage between
-500 V and +500 V at a rate of ∼ 0.1 Hz. The char-
acteristic saw-tooth profile of these curves demonstrate
the nonzero effect of the electric field on this mag-
netic mode in NdFe3(BO3)4. From the slopes shown
5in Fig. 4(c) the field-dependent susceptibility may be
estimated as dχy/dEx = 2.4 · 10
−8cm/V, which is an
order of magnitude smaller than the same values from
SmFe3(BO3)4. This difference is due to a small value
of the spontaneous electric polarization and to larger
threshold magnetic field to suppress the spiral magnetic
structure in NdFe3(BO3)4 (∼ 1 T compared to ∼ 0.3 T
for SmFe3(BO3)4)[55, 72].
The reaction time of the present experimental setup
can be estimated as ∼ 45 ms. Within this time scale an
instantaneous response of the the magnetic system to the
changes of electric field have been observed. Based on the
ac results given in Ref. [60] the switching times of at most
1 ms may be expected. As mentioned in the introduc-
tion, in case of domain wall motion the switching time
of the devices are limited by tenths of nanoseconds. In
magnetoelectric ferroborates the process includes both,
rotation of the magnetic moments and switching of the
electric polarization. The characteristic time scale for
the magnetic part is determined by the in-plane antifer-
romagnetic resonance frequency (∼ 5GHz at H = 0)[64],
which will probably determine the switching rate. Fi-
nally, for short pulses, electric and magnetic fields are
present simultaneously. This mixing may influence the
switching on the short time scales.
In conclusion, magnetic modes in multiferroic ferrob-
orates are shown to be sensitive to both, external mag-
netic field and static voltage. Nearly 100% modulation
of the terahertz radiation in an external electric field is
demonstrated for SmFe3(BO3)4. The experimental re-
sults can be well explained using a theoretical model
which includes the magnetoelectric coupling in multifer-
roic borates. High sensitivity to electric voltage is due
to a strong effect of both magnetic and electric fields on
the spin orientation in an easy plane antiferromagnetic
structure and significant coupling of the rare-earth and
the iron magnetic subsystems.
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Multiferroic borates
Rare-earth iron-borates represent one exotic class of
multiferroics [46–48]. At high temperatures, all rare-
earth borates reveal a non-centrosymmetric trigonal
structure belonging to the space group R32 [49, 50] which
persist down to lowest temperatures for compounds with
large ionic radius of the rare-earth (La-Sm). In iron bo-
rates with smaller ionic radius (Eu-Er, Y) a phase tran-
sition to the structure within P3121 space group takes
place for lower temperatures [51, 52].
In multiferroic iron borates the coupling of the param-
agnetic rare earth (R) and antiferromagnetically ordered
Fe-moments arises due to the exchange interaction and it
results in an induced antiferromagnetic order in the Sm
subsystem. For the easy-plane ground state of Fe-spins
in SmFe3(BO3)4 the orientation of the Sm magnetic mo-
ments also occurs in the easy ab-plane and the Sm-order
takes place at the Ne´el temperature of the Fe-subsystem
∼ 30 K. Strictly speaking, this is the ordering temper-
ature of both, Fe- and Sm- subsystems. However, since
the Fe-Fe exchange interaction is much stronger than the
Sm-Fe, it is reasonable to consider the Fe ordering as a
primary order parameter.
The role of anisotropy of the R-subsystem is very im-
portant in determining the orientation of the iron spins.
In the case of SmFe3(BO3)4 the ground doublet of Sm
3+
is split by the Sm-Fe exchange interaction thus stabilizing
the easy-plane state [62]. In case of NdFe3(BO3)4 the
collinear easy-plane state below the Ne´el temperature
is transformed into the spiral easy-plane state around
13-15K. The origin of this transition still remains un-
clear. In several other iron borates like GdFe3(BO3)4
and HoFe3(BO3)4 the spin reorientation from the easy
plane to the easy axis state exists due to competitions of
the Fe- and R-subsystem anisotropies [46–48].
Terahertz spectroscopy
Terahertz transmission experiments were carried out
using quasi-optical terahertz spectroscopy [68]. This
technique utilizes linearly polarized monochromatic radi-
ation provided by backward-wave-oscillators. He-cooled
bolometers were used as detectors of the radiation. Using
wire grid polarizers, the complex transmission coefficient
can be obtained both in parallel and crossed polarizers
geometry. The phase information was obtained by com-
paring the mirror positions necessary to reach an inter-
ference minimum between the two arms of our Mach-
Zender interferometer for the sample and for the refer-
ence aperture. Static magnetic fields, up to ±7 Tesla,
have been applied to the sample using a split-coil super-
conducting magnet. Frequency dependent transmission
spectra were analyzed using the Fresnel optical formu-
las for the transmittance of a plane-parallel sample [69]
assuming a Lorentzian form of the magnetic excitations
µ(ω) = 1+∆µω20/(ω
2
0 −ω
2− iωg). Here ∆µ is the mode
contribution, ω0 is the resonance frequency, g is the mode
width, and ω is the angular frequency of the experiment.
6Magnetic interactions
The magnetic part of the thermodynamic potential in
Eq. (2) of the main text is derived from Eq. (2) of Ref. [56]
for the special case of magnetic moments restricted to
the xy magnetic easy-plane. Considering the antiferro-
magnetic vector as L = (cosϕ, sinϕ, 0), and the external
magnetic field as H = H (cosϕH , sinϕH , 0), both lying
in the xy-plane, Eq. (2) of Ref. [56] takes the form
Φm (ϕ,H) =
1
6
K6 cos 6ϕ−
1
2
K1u cos 2ϕ−
1
2
K2u sin 2ϕ
−
1
2
χ⊥H
2 sin2 (ϕ− ϕH) , (4)
which is identical to the magnetic part of Eq. (2) of the
main text.
Magnetoelectric coupling
The magnetoelectric term of Eq. (2) in the main text
is a simplified form of the more general expressions of
Ref. [56]. In Ref. [56] the Eqs. (3) and (4) give the mag-
netoelectric and electric part of the thermodynamic po-
tential, respectively, as
Φme (ϕ, P ) + Φe (P,E) = −c2 (Px cos 2ϕ− Py sin 2ϕ)
+
P 2x + P
2
y
2χe
⊥
−PE. (5)
The first term of the right-hand side represents the mag-
netoelectric coupling between the magnetic order, i.e. ϕ,
and the P electric polarization. Here c2 is the magneto-
electric coupling constant, while in the electric term χe
⊥
denotes the electric susceptibility of the crystal in the
xy-plane and E is the external electric field. For a given
magnetic order in the xy-plane, i.e. for a given ϕ, the po-
larization minimizing the thermodynamic potential reads
as [56]
Px = P⊥ cos 2ϕ+ χ
e
⊥
Ex (6)
Py = −P⊥ sin 2ϕ+ χ
e
⊥Ey, (7)
where the amplitude of the spontaneous polarization is
P⊥ = c2χ
e
⊥
. Omitting the terms from Eq. (5) which are
independent of the spin configuration, i.e. independent
of ϕ, we arrive at the −P⊥ (Ex cos 2ϕ− Ey sin 2ϕ) mag-
netoelectric term of Eq. (2).
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