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Introduction
In this paper, we consider Volterra processes, namely processes of the form
where g(t, s) is a given deterministic Volterra-type kernel, and Z is a Lévy process or a (square integrable) martingale process. The integral in (1.1) is understood in the sense of [25] as taking the limit in probability of elementary integrals. Volterra processes of the type above are widely used in physics for the modelling of turbulence, see e.g. [4] , [15] . Also they have been suggested in the context of biology/medicine for the modeling of cancer growth in biological tissues, see [3] . Furthermore, these processes have been used successfully in mathematical finance, specifically in energy finance where the spot prices of electricity and other commodities strongly depend on environmental risk factor, such as temperatures, wind speed, sun coverage, precipitations, etc. Such processes also appear in problems of credit risk and are well suited to fit stochastic volatility models. See e.g. [2, 8, 9, 12, 16, 31] , and reference therein. Finally, Volterra processes (1.1) also provide suitable models in signal processing, see e.g. [34] , and for the workload of network devices, see e.g. [36] . The Volterra processes (1.1) are part of the general class of ambit fields, which appear within a space-time framework, while here we have only time, thus a process and the integrand contains not only a deterministic kernel, but also a stochastic component. Such stochastic component can be also replaced by a time change in the driving noise, as it actually done in the present paper in terms of subordination. In the setting of ambit processes the so-called ambit set is here reduced to the real semi-line. See e.g. [23] for a survey on ambit fields. The class of processes defined in (1.1) contains the fractional Brownian motion and its generalization, namely, the fractional Lévy process. In fact, assume that the function g is the Molchan-Golosov kernel, which is given by
and g H (t, s) = 0 otherwise, where H ∈ (0, 1), 1 2 , and F is the Gauss' hypergeometric function. If the driving process Z is a Brownian motion, then the process Y defined by (1.1) with the kernel g H is the fractional Brownian motion, see [21] . If Z is a Lévy process without Gaussian component such that EZ 1 = 0 and EZ 2 1 < ∞, then Y is the fractional Lévy process by Molchan-Golosov transformation (fLpMG), introduced in [31] (see also [12] for multivariate generalization). Let us mention that there exist another definitions of fractional Lévy processes in the literature. In particular, fractional Lévy process by Mandelbrot-van Ness representation (fLpMvN) was defined in [5] and studied in [19] . The comparison between fLpMvN and fLpMG can be found in [31] .
The aim of the present paper is to develop a theory of integration with respect to processes of the form (1.1) applying fractional calculus, thus generalizing the famous construction for integrals w.r.t. fractional Brownian motion from [37, 38] . The use of fractional calculus allows for a bridging between stochastic and deterministic methods, which is very interesting from the use of models. Indeed our aim is to set the basis for a framework of pathwise calculus for Volterra processes. At present we concentrate on the definition and characterization of the integrators and the integrands. Future research will focus on the actual calculus rules. It is important to have a manageable calculus from the applied perspective in which beyond the prediction on a model, other questions naturally appear linked e.g. to stochastic control. Additionally we intend to apply the constructed processes as the driving components in the stochastic differential equations thus generalizing the properties of solutions of SDEs driven by fractional processes considered in [14, 32, 33] . In this paper we concentrate on the case when the driving noise Z is a Lévy process and when it is possible we will consider Z to be a square integrable martingale. Also, we detail our results in the case in which Z is a subordinate Brownian motion. Indeed subordination is one of the easy ways to construct a Lévy process having also advantages from the simulation point of view. See e.g. [10] . In particular, processes with compound Poisson, stable and Gamma subordinators are studied in detail.
Several approaches to the integration with respect to Lévy-driven Volterra processes are known. In [7] , a Skorokhod type integral was considered. That construction followed S-transform approach, developed in [6] for fractional Brownian motion. Another approach was proposed in [1] and then extended in [11] , where the integration operator was based on Malliavin calculus and described an anticipative integral. Wiener integration with respect to fLpMG was considered in [31] . But it turns out that one of the simplest and natural methods to construct the integral w.r.t. Lévy-driven Volterra processes is to apply fractional calculus. This has the advantage that combines deterministic and stochastic techniques and it has a clear relationship with the underlying noise information flow. Hence, in the present paper, following [37] , we construct pathwise stochastic integral using fractional integrals and derivatives. Note that now the notion of fractional derivative is well developed. For example, fractional derivatives in spaces of generalized functions and even for generalized stochastic processes are introduced, see [30] and [26] . We present general conditions for the existence of this integral in terms of fractional derivatives. As an example we consider the case of fLpMG.
The paper is organized as follows. In Section 2 we review the construction of the integral of a deterministic kernel with respect to a Lévy noise and a square integrable martingale. In particular we detail to case of the subordinated Wiener process in Section 3. The elements of fractional calculus are presented in Section 4. Finally, in Section 5 is devoted to pathwise integrals with respect to Volterra processes. Various examples are provided at all stages.
Integration with respect to Lévy processes
In this section we study the stochastic integrals with respect to Lévy processes and square integrable martingales. We review the basic construction and we provide some results on the upper-bounds for the moments of the resulting integrals. Indeed these a priori bounds for the moments of order p ≥ 1 are fundamental results for the development in the sequel. Being very simple and also being a partial case of Bichteler-Jacod inequalities, these bounds with the values of corresponding constants containing the integrals w.r.t. the Lévy measures, are rather elegant therefore we provide the corresponding proofs. We start by the definition of the integral using the approach of Rajput and Rosinski [25] .
Integration of non-random functions with respect to Lévy
Then the characteristic function of Z t can be represented in the following form (see, e.g., [29] )
with π({0}) = 0. The triplet (a, b, π) is shortly called the characteristic triplet of Z.
Now we review the construction of integral of non-random function w. r. t. the Lévy process Z proposed in [35] and further developed in [25] . Let the interval [0, T ] be fixed. Consider, for any n, the partition of be Z-integrable if there exists a sequence {f n , n ≥ 1} of simple functions as in (i) such that 1) f n → f λ-a. e. 2) for any A ∈ B([0, T ]) the sequence A f n dZ converges in probability (P -lim) as n → ∞.
The following statement summarizes the basic facts about the newly introduced integral. They are established in [25] and [35] . From now on we put 0 · ∞ = 0. 
Then a measurable function f :
then the characteristic function of the integral
can be rewritten as the characteristic function of a Lévy process:
The next lemma contains the modifications of well known properties of the introduced integral in the form that is suitable for our further considerations.
In this case the characteristic function of the integral has the following form 2) . Suppose that Z satisfies the additional assumptions: a = 0 and |x|≤1 |x| p π(dx) < ∞. Then any function
P r o o f. According to paragraph (ii) from Proposition 2.1, in order to establish Z-integrability, we need to prove that
The first integral is finite, since f ∈ L 2 ([0, T ]) in the case (i) and a = 0 in the case (ii).
Recall that R x 2 ∧ 1 π(dx) < ∞ by the definition of the Lévy measure. Then |x|≤1 |x| p π(dx) < ∞ and |x|>1 π(dx) < ∞ in both cases (i) and (ii). Since the rest of proof can be carried out similarly for both statements, from now we assume that p ∈ [1, 2] . Consider the second integral
The third integral can be rewritten as follows:
Note that I 1 = 0, because τ (xf (s))−τ (x)f (s) = 0 for |x|≤ 1 and |xf (s)|≤ 1. Let |x| ≤ 1 and |xf (s)| > 1. Then
Hence,
Finally, using the inequality |τ (z)| ≤ 1, we can write
Then
This concludes the proof of Z-integrability. The formulas (2.2)-(2.3) for the characteristic functions follow directly from the statement (iii) of Proposition 2.1. 2
The rest of this section is devoted to the upper bounds for the moments of the integral, which are fundamental tools for the analysis in the sequel.
First, assume that f ∈ L 2 ([0, T ]) and R x 2 π(dx) < ∞. Then by differentiation of the characteristic function (2.2), one can deduce that the integral admits second moment. In fact, we have
In the case when b = 0 and the measure π is symmetric, the formula for the second moment is simplified. Indeed, in this case R (x−τ (x)) π(dx) = 0 and
Now let us consider the general case p ≥ 1. The following theorem gives an a priori estimate for the pth moment of the integral. By Lemma 2.1, in order to integrate functions from L p ([0, T ]) with p ∈ [1, 2) we need to assume that a = 0 for the process Z. 2) . Assume that f ∈ L p ([0, T ]) and that the characteristic triplet of Z satisfies a = b = 0, π is symmetric, R |x| p π(dx) < ∞. Then
Therefore, we can consider the Orlicz space
with the Luxemburg norm
Taking into account paragraph (iii) of Proposition 2.1 and the well-known property of Lévy processes (see [29, Theorem 25 .3]), we can conclude, as it was done in the proof of inequality (3.6), Theorem 3.3 from [25] , that the finiteness of this integral implies the finiteness of
Further, let us prove that the linear mapping
see [27, Proposition 3.2.4] . Let b n , a n and F n be, respectively, the centering constant, the variance, and the Lévy measure in the canonical representation of the characteristic function of [0,T ] f n dZ (see Proposition 2.1 (iii)). Under the assumptions taken, being π symmetric, we have a n = b n = 0, and
as n → ∞, by (2.7). Then the convergence 
where the constant C does not depend on f . Taking (2.6) into account, we conclude the proof.
(ii) The statement can be proved similarly, using the function
instead of Φ p . Arguing as above, we get
Then it is not hard to see that
Remark 2.2. The case b = 0 can be considered similarly. If the other assumptions of the above theorem hold, then
for p ∈ [1, 2) , and
for p ≥ 2. In this case the functions Φ p and Φ
Inequality (2.9) for predictable stochastic integrands is contained in Theorem 66 [24] . For such integrands the inequality (2.9) is a partial case of Bichteler-Jacod inequality, see, e.g., [18] . However, we prefer to give here the detailed structure of the right-hand side.
Remark 2.4. Volterra processes driven by square integrable martingales. Let p ≥ 2 and R |x| p π(dx) < ∞. Then, taking into account inequality R x 2 ∧ 1 π(dx) < ∞, we get that R x 2 π(dx) < ∞, so that Z is a square-integrable process. Assuming additionally that b = 0, and the measure π is symmetric, we can see that Z is a square-integrable martingale with quadratic characteristics Z t = (a + R x 2 π(dx))t. However, we can consider the general case. Indeed, let M be a square integrable càdlàg martingale with quadratic variation [M ] and zero mean. Then, using M as integrator, the construction of the integral T 0 f dM coincides with the one of T 0 f dZ, constructed above. Furthermore, according to Burkholder-Davis-Gundy inequalities, for any p ≥ 1 there exists a constant C = C p such that
In the simplest case, when p = 2, we obtain that
If M t = t 0 m s ds with Em s ≤ C, we obtain the same bound as (2.9), but for a wider class of processes. So, in this case we can use the martingale approach instead of the Lévy-processes approach.
Comparing our a priori estimates with estimates for other classes of integrators, we can consider the process having the form of the sum
where M is a square-integrable continuous martingale with quadratic characteristics M , μ = μ − ν, μ is a square-integrable random measure with dual predictable projection ν, integrands g i , i = 1, 2 are predictable and such that all integrals are well-defined and square-integrable. Then, according to Burkholder-Davis-Gundy inequalities and the generalisation of Bichteler-Jacod inequalities from [18] , the following estimate holds: for any T > 0, α ∈ [1, 2] and any p ≥ 1 there exists a constant C = C α,p,T such that
for p ∈ [1, α] , and
for p ∈ (α, ∞). However, we shall not consider such processes in the framework of the present paper.
2.2.
Integration of Volterra-type kernels with respect to a Lévy process. Now, let us have a two-parameter measurable non-random kernel of the form g = g(t, s): R 2 + → R, and our goal is to construct the integral J(t, g) = t 0 g(t, s) dZ s , for any t ∈ [0, T ]. This construction is the same as for constructed in Subsection 2.1 integral of non-random functions f , therefore we can use Lemma 2.1 and Theorem 2.1 and immediately proceed with the following conclusion.
Theorem 2.2. Let one of the following conditions hold:
and the measure π is symmetric with R |x| p π(dx) < ∞;
Then, for any t ∈ [0, T ], g(t, ·) is Z-integrable, in the case when condition (A) holds, we have the a priori estimate
10)
and in the case when condition (B) holds, we have the a priori estimate
Remark 2.5.
(i) It is sufficient for our purposes to consider the restriction of g to the set {0 ≤ s < t ≤ T }. We can simply assume that
The extension to square-integrable martingale considered in Remark 2.4 is valid in the case of the kernel g with evident corrections.
An example of Lévy process as integrator: the subordinated Wiener process
Time change and here, in particular, subordination is a feasible way to build Lévy processes from known ones. This constitutes one of the simplest ways to simulation and thus it gains particular interest. In this section we shall concentrate on this case. See, e.g. [10] . 
where a > 0 is the drift of the subordinator and ν is its Lévy measure with
which is bounded in s on R + = (0, +∞) for any fixed x ∈ R. Introduce the following density function
and let π be a measure on B(R) with density . For later use we introduce the following condition:
Lemma 3.1. The following statements are true:
(i) The subordinate Wiener process
The subordinated Wiener process W L is a Lévy process with zero drift coefficient, its diffusion coefficient equals a, and Lévy measure equals π. Its characteristic function can be represented as
P r o o f. Statements (i) and (ii) immediately follow from Theorem 30.1 [29] . To prove (iii), note that
Remark 3.1. Note that the density is a symmetric function therefore the following equality holds: R x1 |x|<1 π(dx) = 0, and we can rewrite (3.2) as
Here below we can consider three particular cases.
Subordinate Wiener process as a square integrable martingale. Introduce the natural filtration F
Condition (D) is equivalent to the existence of the expectation of L t for any t ≥ 0, because P r o o f. Inequality R x 2 π(dx) < ∞ is established similarly to statement (iii) of Lemma 3.1. The second statement is also easy to prove. Let EL 1 < ∞. Then it follows immediately from (3.1) that
and E(W L 1 ) 2 = EL 1 . Namely, W L is a square integrable Lévy process W L with zero-mean, hence it is a martingale (see Proposition 3.17 in [10] ). By this we complete the proof.
2
As an illustration, consider the Gamma subordinator L, which is a Lévy process L with zero drift and Lévy measure of the form
The corresponding subordinate Wiener process W L has no diffusion part, conditions (C) and (D) hold, and it has Lévy measure π with the density of the form
Evidently, in this case W L is a square-integrable martingale.
Subordinate Wiener process with compound Poisson subordinator.
Let the Lévy process L be a compound Poisson process, that is equivalent to the fulfilment of the conditions a = 0 and ν(R + ) < ∞. In this case the subordinate Wiener process W L is a Lévy process without diffusion component, with characteristic function
Therefore, W L is a compound Poisson process.
Subordinate Wiener process with a stable subordinator.
Consider a measure ν α (dx) on R + of the form
Then ν α is the Lévy measure of some Lévy process if and only if α ∈ (0, 2), yet ν α is the Lévy measure of some subordinator if and only if α ∈ (0, 1). So, a stable subordinator L with index α ∈ (0, 1) is a subordinator with zero drift and Lévy measure ν α . Its moment generating function is given by
In this case the subordinate Wiener process W L is 2α-stable and has a characteristic function of the form
The moments EL β t , β > 0, for a stable subordinator with index α exist only for β < α, and
Integration of a non-random kernel with respect to a subordinate Wiener process. Now we apply to a subordinate Wiener process W L the construction of integral w. r. t. a Lévy process Z from Section 2. By Lemma 3.1, W L is a Lévy process with zero drift coefficient, the diffusion coefficient a, and the symmetric Lévy measure π. Similarly to (3.3), one can show that
Then from Theorem 2.1 we immediately get the following result. (3.5)
(3.6) Remark 3.2. Let L t ∈ L 1 (P) for any t ∈ [0, T ] so that W L t ∈ L 2 (P) for any t ∈ [0, T ], and W L is a square-integrable martingale. We can create the sequence of partitions π n = 0 = t n 0 < t n 1 < . . . < t n kn = T with diam π n → 0, n → 0 and choose in Definition 2.1 the sets A n j = [t n j , t n j+1 ). Then for any f ∈ L 2 ([0, T ]) we see that [0,T ] 
for any t ∈ [0, T ], and let the subordinate Wiener process satisfy condition (D). Then for any t ∈ [0, T ] g(t, ·) is W L -integrable, and
For any t ∈ [0, T ], the integral t 0 g(t, s) dW L s coincides with the integral of g(t, ·) w. r. t. a square-integrable martingale W L . Moreover, as it will be clarified by the calculations in the sequel, when W L is a squareintegrable martingale, it is not really important that W L is a Lévy process and W L t = ct with c = EL 1 . It is actually important that W L is a square integrable martingale. Indeed, we can consider any square-integrable mar-
where σ is a random measurable adapted function with bounded expectation, Eσ 2 (s) ≤ C, and all the results will be preserved.
Elements of fractional calculus and existence of the generalized Lebesgue-Stieltjes integrals
4.1. Elements of fractional calculus. In this subsection we describe a construction of the path-wise integral following the approach developed by Zähle [37, 38, 39] . We start by introducing the notions of fractional integrals and derivatives. See [28] for the details on the concept of fractional calculus. 1 (a, b) . The Riemann-Liouville left-and right-sided fractional integrals of order α > 0 are defined for almost all x ∈ (a, b) by
respectively, where (−1) −α = e −iπα , and Γ denotes the Gamma function.
Denote by I α a+ (L p ) (resp. I α b− (L p )) the class of functions f that can be presented as 
The Riemann-Liouville fractional derivatives admit the following Weyl representation
where the convergence of the integrals holds pointwise for a. a. x ∈ (a, b) for p = 1 and in L p (a, b) for p > 1. 
(4.1)
Note that this definition is independent of the choice of α ([37, Prop. 2.1]). If αp < 1, then (4.1) can be simplified to
In particular, Definition 4.3 allows to integrate Hölder continuous functions. 
Generalized Lebesgue-Stieltjes integral for stochastic processes.
Consider two real-valued stochastic processes X = {X t , t ∈ [0, T ]} and Y = {Y t , t ∈ [0, T ]}. We say that X and Y are fractionally α-connected for some t ∈ [0, T ], and for some 0 < α < 1 if the generalized Lebesgue-
exists with probability 1. Since the above integral is defined ω by ω, it is called a pathwise integral. The next simple result allows us to "separate" X and Y in the pathwise integral.
Lemma 4.1. Assume that for some t ∈ [0, T ] and for some 0 < α < 1 one of the following conditions hold:
Then X and Y are fractionally α-connected for this value of t ∈ [0, T ].
Taking the above lemma into account, we introduce the classes of stochastic processes
and, correspondingly,
Then it follows that, for the couples (
. It follows from the a priori estimates of Section 2 that it is natural to formulate conditions on the process Y t = t 0 g(t, s) dZ s to be appropriate (p, α)-integrator in terms of expectations. In this connection, we introduce the following classes of processes: 5.1. The case p ∈ [1, 2) . We immediately formulate the following result.
General conditions for Y · =
Theorem 5.1. Let p ∈ [1, 2) , α ∈ (0, 1), g = g(t, ·) ∈ L p ([0, t]) for any t ∈ [0, T ], a = b = 0, the measure π is symmetric with R |x| p π(dx) < ∞, and let the following set of conditions hold:
(5.1)
Taking the definitions of fractional derivative and of the class ED − p (α, T ) into account, it is sufficient to prove that
According to (5.1) and (2.10),
The proof immediately follows. 2
Now consider separately the case p = 2 because in this case the martingale structure of the process Y plays a crucial role and it is the most simple case for calculations and estimations. 5.2. The case p = 2. Taking Remark 2.4 and Remark 2.5 into account, we consider a square-integrable càdlàg martingale M = {M t , F t , t ≥ 0} with a quadratic characteristics M that is a càdlàg non-decreasing process. Define also a càdlàg non-decreasing measurable function E t = E M t . The integral t 0 g(t, s) dM s for any t > 0 is defined as a stochastic integral with respect to a square-integrable martingale, or, more exactly, since the kernel g is non-random, as a Wiener integral with non-random integrand and a square-integrable martingale as an integrator. A sufficient condition for its existence is
Under assumption (5.2), define the random process
Theorem 5.2. Let p = 2, α ∈ (0, 1). Assume that for any t ∈ [0, T ], the following conditions hold:
Then Y ∈ ED − 2 (α, T ), so it is an appropriate (2, α)-integrator for any f ∈ D + 2 (α, T ).
P r o o f. By the definition of the fractional derivative,
Now our goal is to bound from above each of the two terms in the righthand side of (5.4) . Similarly to the proof of the previous theorem, the increments of Y are
Therefore, for the first term we have the following upper bound
Hence, the first expectation in (5.4) is finite. The second summand in the right-hand side of (5.4) can be bounded as follows:
Taking inequality (2.9) into account, we can formulate corresponding result similarly to Theorem 5.1. Since the proof follows the same steps, it is omitted.
for any t ∈ [0, T ], a = 0, the measure π is symmetric with R |x| p π(dx) < ∞, and let additionally condition (D p ) hold. Then
so, it is an appropriate (p, α)-integrator for any f ∈ D + q (α, T ).
5.4. The case p = ∞. As in the case p = 2, consider a square-integrable martingale M = {M t , F t , t ≥ 0} with a quadratic characteristics M . In order to give the conditions for Y ∈ ED − ∞ (α, T ), a Hölder continuity of rather high order is required. Therefore, we assume that M and consequently M are continuous processes, and that E t = E M t is a continuous function. Remark immediately that this is not the case for subordinate Wiener process. Consider the increment of Y :
Taking the continuity of Y into account, we can apply Burkholder's inequality, and get By the upper bound (5.6) and condition (D ∞ ), E |ξ| < ∞. By the definition of the fractional derivative,
Combining this with (5.7), and using the inequality β > 1 + 1 − α, we complete the proof. (1, t, s) ds is the fractional Brownian motion, see [21] . Note, that in this case trajectories of Y are a. s. γ-Hölder for any 0 < γ < H. The pathwise generalized Lebesgue-Stiltjes integrals with respect to fractional Brownian motion was studied in [22] . If M is a Lévy process without Gaussian component, then Y is fLpMG, introduced in [31] .
Example 5.3. It is very easy to create examples of processes from ED − 1 (α, T ) and D − ∞ (α, T ). Indeed we can take the same kernel g(1, t, s) and consider any W L satisfying condition (A) with a = 0 to get that Y ∈ ED − 0 (α, T ). Moreover, with the same kernel and M = W we get Y ∈ D − ∞ (α, T ), as it immediately follows from [22] .
