Abstract. We i n vestigate the initial behaviour of a deterministic model of parasitic infection, appropriate to transmission between homogeneously mixing hosts, where the amount of infection which is transferred from one host to another at a single contact depends on the numberof parasites in the infecting host. In this model, R 0 can bede ned to bethe lifetime expected number of o spring of an adult parasite under ideal conditions, but it does not necessarily contain the information needed to separate growth from extinction of infection nor need the growth rates of parasite numbers and numbers of infected hosts be the same. Similar phenomena are observed if real time is replaced by generation number, and the overlap of generations as time passes need not correspond to that found, for instance, in the supercritical linear birth and death process. The proofs involve martingale methods, applied to a Markov c hain associated with the deterministic di erential equations system.
Introduction
In many infections, the main mechanism of increase in the population of the causal agent in a host is replication within the host. Thus, for these infections, the infectivity o f a currently infected host is largely independent of any new in ux of parasites from outside. Examples of such infections are those caused by many viral, bacterial and protozoan agents. For this type of parasitic infection, there has long been an established theory to characterise invasion thresholds and growth rates see Heesterbeek and Dietz (1996) for a recent review.
There is, however, a large class of infections in which m ultiplication of the causal agent within the host plays only a minor role, or indeed does not occur at all. For these diseases, the development of host infectivity is determined almost exclusively by repeated reinfection of the infected host. Examples are infections caused by helminths and other parasitic worms. Unfortunately, the characterisation of growth rates and invasion thresholds for this class of infections is still an open problem.
Up to now, general de nitions of threshold quantities have been borrowed from elsewhere. Typically, the threshold has been de ned in terms of the mean number of adult female worms that are produced by one adult female worm during her entire life, in the absence of density dependent constraints see e.g. Anderson and May (1991) ], which should be greater than 1 for infection to become established. There are a number of problems with this de nition. One has been pointed out by MacDonald and N asell see Heesterbeek and Dietz (1996) ]: in the invasion limit, where the numberof parasites converges to zero in backward time, it can no longer be guaranteed that two parasites are present in the initial infected hosts, posing a conceptual problem for parasites with sexual reproduction in the de nitive host.
There is a further problem with this de nition. It makes no provision for the distribution among the available hosts of the new adult worms produced by a female. It could be the case that they all end up in just a few hosts, so that, even if the numberof parasites increased, the numberof newly infected hosts might grow much more slowly, or even not at all. In this paper, we give an example which shows that this situation can easily occur in models of parasitic infections, even when hosts mix homogeneously. The implication is that one cannot hope to arrive at a general characterisation of invasion thresholds and growth rates for parasitic infections, either by looking only at infected hosts generating new infected hosts, or only at parasites generating new parasites.
Our example is of a parasitic infection in which it is possible for R 0 , de ned in thè usual' way a s a b o ve, to exceed 1, and yet for the infection to be certain to die out. This was rst shown in Barbour (1994) in a stochastic formulation of the model. Here we pursue the causes and consequences of the phenomenon, trying to elucidate why the behaviour of this class of models runs counter to existing beliefs. We now work in terms of a deterministic version of the model, which has the advantage of showing that the unusual behaviour is not just a product of a stochastic approach.
The model and its behaviour.
The model that we investigate was proposed by Barbour and Kafetzaki (1993) to describe the transmission of certain parasitic diseases. In the model, the infectivity of a de nitive host is assumed to depend upon his parasite burden, in such a w ay that his rate of making potentially infectious contacts always remains the same, but, at any given contact with an uninfected host, each of his parasites passes on a random numberof`ospring' to the new host, drawn independently from a xed distribution with mean and nite variance 2 . This particular form of contact process serves as a simple model for parasites which are released in localized groups into the environment, and may then be ingested together into a new host. It was originally incorporated into a transmission model for schistosomiasis, where the real infection process, although somewhat of this general form, is more indirect, involving an aquatic snail as intermediate host. The model was nonetheless successful in generating at equilibrium the highly over{dispersed distributions of parasites among de nitive hosts which are characteristic of this disease. However, its threshold behaviour was found to besomewhat unusual Barbour (1994) ]. Here, we consider the initial behaviour of the model in more detail, with main emphasis on the rate of growth.
Since the initial development is our object of interest, we study the Whittle (Markov branching process) approximation to the initial stages of such an infection process. Apart from the infection mechanism described above, all that we need assume is that parasites have independent negative exponentially distributed lifetimes with mean 1= , and that the process is time homogeneous. For each j 1, we let X j 2 6 6 + denote the number of de nitive hosts with j parasites, so that there are in nitely many`types' of hosts, one for each possible parasite burden: this speci cation is used to accommodate the di erent infectivity of hosts with di erent parasite burdens. The model is then speci ed by the (Markovian) transitions fX j ! X j ; 1 X j;1 ! X j;1 + 1 g at rate j X j j 2 fX 1 ! X 1 ; 1g at rate X 1 fX k ! X k + 1 g at rate the common distribution of the Z l is that of the number of`o spring' of a parasite at a single infectious contact. The rst two transitions correspond to deaths of parasites, the third to infections: note that the latter is in a form consistent with the infected hosts making contacts independently of one another. The initial values (X j (0) j 1) are taken to be such that X j (0) = 0 for all but nitely many j, so that the initial number of infectives is nite, and this in turn implies that In the usual time homogeneous models of epidemics in populations of independently mixing individuals, the epidemic threshold theorem takes the form that a`large' outbreak is impossible if R 0 < 1 and possible (certain in deterministic formulations) if R 0 > 1, where R 0 is the basic reproduction number. R 0 can typically be interpreted as the dominant eigenvalue of the mean matrix in a multi{type Galton{Watson process, with the time step being one`generation' of infection in the original epidemic model, and the threshold theorem in these terms becomes the criticality theorem for branching processes Athreya and Ney (1972, Theorem 2, p 186)]. In our model, whatever the initial parasite burden of a newly infected host, each of his parasites has an average of = o spring over its whole lifetime. This suggests the de nition of R 0 = = as the basic reproduction numberfor the parasite population. The de nition is supported by looking at transmission from the hosts' point of view the IN IN mean rates matrix associated with the Markov branching process (2.1) has a positive right eigenvector with eigenvalue R 0 . However, it is shown in Barbour (1994, Theorem 2.1) that, with this de nition, R 0 = 1 is only critical if e, and that for > e the threshold occurs when e log = = 1. In the remainder of this section, we outline the behaviour of the model in greater detail the proofs are deferred to the later sections.
We concentrate attention on the deterministic analogue of (2.1), partly for simplicity, and partly to emphasize that the phenomena we describe do not arise purely because of a `stochastic' formulation of the model. The deterministic version is given by t h e monotone system of linear di erential equations dx j dt = ( j + 1 ) x j+1 ; j x j + X l 1 x l p lj j 1 (2:3) where x j (t) 2 IR + for each j and for all t 0, and where the initial values (x j (0) j 1) are such that P j 1 x j (0) < 1. That these equations are indeed a deterministic analogue of (2.1) is shown in the following theorems. In order to state them, we need a deterministic condition re ecting (2. , as well as Condition C.
Thus the initial values x j (0) in (2.3) can be taken to represent the initial proportions of the di erent types of infectives in a large mixing population, in which case the initial condition P j 1 x j (0) = 1 is appropriate. The x j (t) then represent the numbers of the di erent types of infective at time t, expressed relative to the total numberof initial infectives. Since the total number of infectives can grow or decline with time, it is not reasonable to suppose that P j 1 x j (t) = 1 for all t. However, the fact that the solutions of (2.3) which are interesting as approximations to the behaviour of (2.1) satisfy Condition C is reassuring, in view of (2.2).
Equations ( Similarly, starting with a non{negative solution of _ x = xR, one obtains a solution of _ y = yS from (2.7). Thus the solutions of (2.3) are simply related to the solutions of _ y = yS, f o r a speci c Q{matrix S. This enables one to prove the following theorem. and the`natural' asymptotic order e ( ; )t always overestimates that of P j 1 x j (t). Thus the recurrence classi cation of Y is a rst important step in understanding how P j 1 x j (t) behaves. This is the substance of the next result. In particular, if 1, the behaviour is as in (2.12) and (2.13), whatever the values of and . This includes the case p 11 + p 10 = 1, for which one takes 1 = 1 and j = 0 otherwise. If 1 < < e , then R 0 1 e n tails R 0 log < 1, so that, for xed in this range, (2.12) and (2.13) are true for all choices of and such that R 0 1, that is, such that = 1= , and indeed for all values of = up to, but not including, 1=f log g. Since increasing while leaving and unchanged increases x(t) for all t, it follows that R 0 = 1 is the critical value separating growth from decay for in the range 1 < < e also. However, if = 1=f log g, (2.12) no longer holds, and all that can immediately beguaranteed is an exponential growth rate of at least log (1 ; log ) ; " < ;
for any " > 0. More precise statements about the behaviour when 1 < < e , and even the most elementary properties when > e , require a more detailed analysis of the process Y . Our main result in this direction is the following. Remark 2.7. In particular, c < 0 if e and R 0 < 1, or if > e and R 0 < = (e log ), these being the same threshold conditions as for the stochastic model (2.1). In addition, Theorem 2.6 also gives an exact exponential rate of growth or decay. Note, however, that the conclusion of Theorem 2.6 is not quite strong enough to justify a result analogous to (2.12), nor would it in general be correct: for < e and R 0 log = 1 , w e h a ve c( ) =
; , but, from Theorem 2.5, e ;( ; )t x j (t) = j ;1
The form of the exponential rate c( ) depends on the properties of the auxiliary Markov process Y , which emerged purely as an analytical aid in (2.6). It also has a biological interpretation. Suppose, in an in nite population setting, that q i = q i (t) denotes the proportion of parasites at time t which are living in hosts who have exactly i parasites thus q i = ix i = t) is that of the number of parasites in a host which is selected at time t by c hoosing a parasite uniformly at random, and then xing on its host. Our discussion so far has been in terms of the evolution of the model (2.1) in real time. However, the basic reproduction number is usually de ned by considering the reproductive success of an individual in terms of its o spring in the next generation see, for example, Diekmann, Heesterbeek and Metz (1990) . What does the infection process look like, if it is described in terms of its evolution in time measured by generations of infected hosts?
As before, it is important to distinguish hosts according to their infective potential. Here, a type i host denotes a host who was initially infected by i parasites. The expected number T ij of type j`o spring' in the next generation of infection arising from a single type i host is then given by
where P il (t) is the probability that, at time t after its infection, a type i host has exactly l surviving parasites: P il (t) = IP Bi (i e ; t ) = l]. Since T n . To nd its behaviour, note that the matrix L de ned by
is stochastic (L ; I corresponds to S), and that T n ij = R n 0 iL n ij =j: (2:18) Hence the development of x (n) depends on the properties of the Markov chainŶ with transition matrix L. In contrast to the evolution in real time, the matrix L does not involve or , so that critical values for determining the form of the growth exponent of x (n) have to bedi erent from those in Theorem 2.6. It turns out that the situation is rather simpler. The contrast between Theorems 2.6 and 2.8 indicates that the way in which generations of infection overlap in real time also changes in character, depending on the parameter values. As an aid to understanding this, let q ik = q ik (t) denote the proportion of parasites at time t which are living in hosts who have exactly i parasites and belong to the k{th generation of infection. Then the analogue of (2.14) yields _ q ik = i q i+1 k ; (i ; 1 
where Y z is the auxiliary Y {process obtained when is replaced by z. In particular, because the distribution of Y z is not the same as that of Y , Y (t) and Z(t) are not independent.
Despite Theorem 2.9, it still makes sense to ask whether the distributions of Y (t) and Z(t) are in some sense asymptotically independent. If R 0 log < 1, the Y {process is positive recurrent, and so Y (t) has a limiting distribution as t ! 1. The distribution of Z(t) never converges, but that ofẐ(t) = t ;1=2 fZ(t) ; tg has limit N(0 ). In the case when R 0 log < 1, it follows from Theorem 2.9, by setting z = expf;st ;1=2 g and letting t ! 1, that the pair (Y (t) Ẑ (t)) has N (0 ) as limiting distribution, with independence between the components.
Thus, sampling in real time, the distribution of host type settles asymptotically to a xed distribution which is independent of generation number, whenever R 0 log < 1. This remains true even when > e, although, under these circumstances, the numberof hosts in generation n decreases like fR 0 e log = g n instead of like R n 0 , and so the average number of parasites per host at infection in generation n grows like ( =elog ) n . That these apparently di erent kinds of behaviour can coexist seems surprising. However, there are two factors which could help to account for it. First, even if the average number of parasites per host tends to in nity with generation number, it need not be the case that the`typical' number of parasites per host, which is described by a probability distribution, also tends to in nity | a proper probability distribution can well have in nite mean. Secondly, a host with a large initial parasite load spends a longer time infected than one with a small initial load, but for most of this time the bulk of his initial parasites are already dead. However, from an epidemiological point of view, this combination of parameters is uninteresting, since then R 0 < 1 also, and the infection dies out.
The more interesting case is that in which R 0 log > 1 and < e. This implies geometric growth of host and parasite numbers like R n 0 in terms of generations, but a slower exponential rate of growth in real time for the number of infected hosts than the rate e ( ; )t for the number of parasites. Thus, in real time, the average number of parasites per host tends to in nity exponentially fast, although it remains steady when time is expressed in terms of number generations. Once again, a proper distribution can have in nite mean also, it is now not obviously the case from Theorem 2.9 that generation numberand host type are asymptotically independent, so that the way i n w h i c h the generations overlap may be biassed by parasite burden. In both of these curious cases, the di culties in interpreting the results arise because the hosts are sampled according to a scheme weighted by parasite number. Such a s c heme has no meaning when the mean parasite burden is in nite, as may asymptotically be the case.
Proofs
Proof of Theorem 2.3.
The proof of Theorem 2.1 actually uses Theorem 2.3, which we therefore start by proving.
Lemma 3.1. The matrix S is the Q{matrix corresponding to a regular (non{explosive) pure jump Markov process (Y (t) t 0).
Proof. Since Y is positive integer valued, it can only make in nitely many jumps if it makes in nitely many u p ward jumps. However, upward jumps occur according to a Poisson process of rate , so that only nitely many can occur in nite time, with probability o n e . The argument with the inequalities in the other direction is similar. To simplify the algebra, we also introduce an x 0 (t) which does not in uence the other x j (t) in the system of di erential equations. We let x 0 (t) develop according to the equation for any v, and in particular for v = 0 , where s t (u) = ; logf1 ; (1 ; e ;s )e ; (t;u) g: Now if (1) and (2) are two non-negative solutions of _ x = xR which satisfy Condition C, they give rise to functions 1 and 2 satisfying (3.5). Under Condition C, it follows from (3.4) and Gronwall's inequality that M w = max Then if x 2 D 1 0 T ] satis es sup 0 t T P j 1 jx j (t)j < 1, both h(x) and h k (x) are elements of D 0 T ], and U M j (t) = h(x M )(t) and U j (t) = h(x )(t). We thus need to prove that lim
Observe that, for any such f and any k > 0, we have
(3:12)
For the rst term in (3.12), it follows from (3.6) that , as required. By Theorem 2.3, there is only one solution of (2.3) that satis es Condition C. It thus simply remains to beshown that any x (N 2 ) satis es Condition C but this follows from (3.13). This completes the proof of Theorem 2. .
Proof of Theorem 2.5.
Observe that S i i;1 > 0 for all i 2. If p 11 + p 10 = 1, it follows in addition that S ij = 0 for all j > i , and hence that state 1 is absorbing and that Y eventually reaches it. On the other hand, irreducibility under the condition p 11 + p 10 < 1 is immediate, because then, for any i, there is a j > i with S ij > 0.
For the remainder of the proof, we therefore have p 11 + p 10 < 1. We argue using the criteria of Foster (1953) and Tweedie (1975 Tweedie ( , 1976 throughout.
We begin by showing that Y is positive recurrent if and only if R 0 log < 1. If R 0 log < 1, we verify the conditions for positive recurrence given in Tweedie (1975, Theorem 2.3(i)), for which it is enough to show that P j 1 S ij log j is nite for all i and bounded above by ; 1 2 ( ; log ) < 0 for all i su ciently large. Now If R 0 log 1, we use instead a theorem for continuous time pure jump Markov processes which is analogous to Tweedie (1976 ; (1 ; )) ; ( ; )g and so an with the required properties exists provided that the function f(x) = x ; x satis es f(1) > min 0 x 1 f(x). However, if R 0 log > 1, f 0 (x) = x log ; > 0 for x near 1 and so this is indeed the case.
Proof of Theorem 2.6.
Since Theorem 2.5 is enough when R 0 log < 1, we concentrate attention on the case R 0 log > 1: the case R 0 log = 1 can then bedealt with, using the monotonicity i n .
As in the proof of Theorem 2. for all i, i f 2 (0 1) is such t h a t (1; ) > 1 for > e , a n y > 0 which is small enough does the trick.
To determine the asymptotic growth rate ofŶ , the arguments are much as for Theorem 2.6. If < e ,Ŷ is positive recurrent, and the growth rate follows using (2.18). For > e , it follows easily that The last three terms in the lower bound are uniformly of order (log log K) ;1=2 , so that only the rst need beconsidered further: call it U i . Then, for i K, we have (i) = 0, and thus U i = 1 > c . We also have where all terms of the sum with q jl > 0 are positive and the rest are zero, so that the sum is positive for any j for which q jl > 0 for some l > i 0 , and one such j at least must exist, because Q is irreducible. From now on, we assume if possible that X is positive recurrent. 
