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A c ritica l review is given, of range and depth not previously available, 
of the d ie lectric dispersion mechanisms of biological materials from audio to 
microwave frequencies w ith specific regard to the ir medical significance and 
implications. Several hypotheses and models are proposed to correlate 
the biophysics of normal and pathological tissues with the ir respective d ie lectric 
properties. For the ot -  dispersion, Hypothesis 1 stresses the role of Ca^+ 
ions to provide a mechanism unifying the cell membrane charge density, 
adhesiveness and contact inhibition changes induced by malignancy; Hypothesis 2 
accounts fo r these characteristics through considerations of the role of the cell 
membrane e lectric fie ld . The Hypotheses are not refuted nor able to be 
separated by the lim ited available experimental data. For the -  dispersion,
quantitative predictions are made about the nature of its changes follow ing the 
malignant transformation of the ra t liver. The jS -  dispersion is synthesised 
fo r the normal ra t liver using published morphological information. For 
malignant liver tissue, Model 1 examines mainly the consequences of increases 
in intracellu lar and sta tic tissue conductivities; Model 2 fu rthe r considers the 
effects of chromosomal pro liferation and cell membrane outgrowths. The 
differences between the modelled malignant and normal liver pe rm ittiv ity  peak 
at a frequency of about 2 MHz. In contrast, the differences in conductivity 
are relatively constant as a function of frequency, but are marginally greatest 
fo r Model 2 between 60-100 MHz. Equations are derived tha t indicate fo r 
normal and Model 1 malignant liver conductivity the presence of cross-over 
frequencies in the LF range. Several features of the predictions are in accord 
w ith published normal liver and hepatoma data. The analyses presented may 
have implications fo r tissue characterisation and electromagnetic hyperthermia 
therapy. The firs t use of a 6 -port reflectom eter fo r non-destructive RF and MW 
dielectric measurements is reported. D ie lectric reference materials are used
s
to examine the assumptions and lim itations of the measurement technique -  
extensions are shown necessary and provided. Complex perm ittiv ities of a range 
of polar and biological materials are achieved. Those of several alcohols are 
generally consistent w ith recent theories concerning their molecular structure.
The ra t liver is measured in -v itro  in states both of normality and pathophysiology 
(induced by phenobarbital). The measurements allowed comparison to predictions 
about the d ie lectric consequences of endoplasmic reticulum pro life ra tion . The 
d ie lectric sensor realised in-vivo d ie lectric measurements of human skin and is 
shown sensitive to underlying tissues. Non-invasive dielectric-dependent imaging 
techniques are examined theoretica lly and experimentally. Both e lectrica l 
impedance and microwave tomography have lim ita tions that may render c lin ica l 
applications impracticable. Applied potential tomography may o ffe r a more feasible 
c lin ica l technique for diagnostic imaging based on tissue conductivity differences.
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The author's interest in the application of physics to biology stems 
from an early curiosity to better understand the living world. In recent decades 
the combination of these disciplines has vastly increased our knowledge 
of the underlying molecular mechanisms of life . In future i t  may improve 
our relatively meagre understanding of the link between these mechanisms 
and the form and development of biological organisms. This w ill be necessary 
if  we are to combat disease more effective ly, and indeed to advance fu rther 
in our appreciation, as Szent-Gyorgyi has put it ,  of the basic differences 
'between a cat and a stone'.
In searching through many articles fo r the essence of a concept, or 
the principles of a technique, the author has in the past been thwarted 
suffic iently  by excessive jargon, vagueness or hyperbole, that he has consciously 
tried to avoid the in flic tion  of sim ilar frustrations on the present reader. To 
this end, I have attempted to develop the subject m atter of this thesis 
in a manner valuable even to those not already fam ilia r or expert in the fie ld .
A key aim has been to examine and connect the biophysical and medical 
aspects of dielectrics in a coherent fashion. Towards this goal, the analytical 
'telescope' has been used, as i t  were, a t both ends: the distancing end is
frequently used firs t to frame and set in context the whole region of study, 
a fte r which its powers are reversed to magnify and examine the detail w ithin 
its fie ld of view.
During the past four years I have been fortunate to have been influenced 
by a large number of people: A t the University of Surrey, I would like to
thank my supervisor, Nicholas Spyrou, fo r the support, encouragement and 
discussion provided during the course of my studies. The sc ien tific  enthusiasm 
and ab ility  of Carlo Back has long been an inspiration and a lasting model -  
I am grateful fo r his friendship, assistance and generosity. I have enjoyed 
and gained much from the friendship of Paul Highton -  the many hours, often 
late into the night, that he spent teaching me computer programming have 
been invaluable and are much appreciated. I should also like to thank many 
other people, including Edyr Sabino, Abdul Tajuddin, Kypros Kouris and Micky 
Fortuna for the hospitality and aid they have provided at d iffe ren t stages of 
this work. The s ta ff of the University L ibrary, particularly Andrea H yett, 
deserve every compliment fo r the kindness and efficiency with which they 
have received my numerous requests fo r help.
A t the beginning of this project I attended (in Spring 1981) an Advanced 
Study Course in Erice, Sicily -  I thank both Professor Grant and Professor 
Schwan for brie f but useful conversations. I also thank Professor Plonsey of 
Case Western Reserve University fo r supplying on request the listing of a 
program that has been adapted and extended here to generate simulated
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Much of the experimental work I have undertaken developed out of 
an in itia l collaboration w ith Dr. D. Granville-George who introduced me to 
the 6-port reflectom eter and indicated its potential fo r biological measurements. 
A fte r its relocation to the Division of E lectrica l Science a t the National 
Physical Laboratory, Teddington, London, I was able to continue and extend 
this work. Under the auspices of Mr. R. Yell I there enjoyed a quite 
exceptional level of hospita lity and cooperation. This, w ith the ready 
availability of a comprehensive range of sc ientific  equipment, provided a 
most stimulating research environment. I wish to thank John Howes, B ill 
Radcliffe , Dr. R. Borland and particularly Bob Clarke fo r the ir many 
invaluable contributions to my work there. The e ffo rts  of Jayesh Chauhan in 
setting up the Applied Potential Tomography experiment are also appreciated.
Finally, on a more personal level, I thank Katerina Frilingou 
fo r the love, warm support and valuable advice provided during the long and 
d iff ic u lt months that were needed to turn vague ideas into a concrete form .
I have no less affection and praise fo r my sister, Amanda, who perm itted me 
to attach features of a chaotic library to her previously tidy f la t, and laboured 
for many summer days and evenings w ith great skill and dedication to 
transform the w ritten  to the printed word.
It is stated (in a d iffe ren t setting) how ’ the race is not to the sw ift 
nor the battle to the strong -  but time and chance happeneth to them a ll1: 
whatever the fru its  of the race and battle , time and chance have fo r me in 
recent years indeed been generous.
L ife  on earth has been exposed to an unceasing flux of galactic, solar 
and terrestria l electromagnetic radiation. This radiation has been a significant 
agent in its origin and evolution.
The action of u ltra -v io le t radiation on simple organic molecules under 
primeval conditions induced reactions which produced numerous types of amino 
acid, polypeptide and nucleic acid molecules (M ille r and Orgel 1973). In fra ­
red radiation of an appropriate- intensity made possible a thermal environment 
suitable for the physical properties of these molecules to couple w ith  those 
of liquid-phase water. The thermodynamic potential arising from the relative 
incom patib ility of organic compounds with water may be the fundamental 
driving force of biological evolution (Black 1973). Biomolecular hydrophobic 
interactions compelled organic substances to enter often circuitous reaction 
pathways in a search for means to separate from the aqueous phase. In this 
drive to states of minimum free energy some groups of biomolecules coalesced 
out of solution as lipid-bounded coacervate systems w ith an ab ility  to store 
and replicate molecular-template i reformation coding for the ir own structure 
(Lehninger 1975). These protobionts consumed, by pinocytosis, organic molecules 
from the surrounding medium and utilised their chemical-bond potential energy 
to be-' driven to states of low entropy. Such heterotrophic organisms survived 
until an ozone layer in the upper atmosphere shielded the earth 's surface 
from further u ltra -v io le t irradiation, consequently depleting the reserves of 
available nutrient. This provided a selective advantage to any prim itive 
autotrophs that could utilise visible ligh t photons fo r the photosynthesis of 
molecules of high potential energy (Ponnamperuma 1971). These early plants 
made possible a further development of the heterotrophic organisms. The 
gradual filling  of the ecological niches presented by the marine, te rrestria l 
and atmospheric environments expanded the forms of life  into the rich 
profusion evident on our planet (Attenborough 1979).
There is accumulating evidence (Adey 1981) that much of life  has been 
influenced in more subtle ways by the te rrestria l electromagnetic environment. 
For example, low frequency e lectric fields w ith gradients as low as 
10 ~7V cm"* are involved in the orientation, navigation and predatory responses 
of marine vertebrates (Bullock 1977, Kalm ijn 1971, Kalm ijn 1974) in bird 
navigation (Keeton 1974) and in mammalian biorhythms (Gavalas-Medici and 
Day-Magdaleno 1976). Evidently many living systems have become intim ately 
wedded to the terrestria l electromagnetic environment in ways which have 
conferred significant advantages fo r survival. This inter-re lationship is 
crucial in maintaining the equilibrium of ecosystems. A ll heterotrophs,
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including man, depend ultim ately on the food chains, carbon, oxygen and 
nitrogen cycles initiated by the trapping of visible light photons by molecules 
such as chlorophyll in photosynthesising organisms. In recent times other 
forces have been instrumental in diminishing both the variety and numbers 
of many plant (and animal) species, such that the long-term stab ility  
of these chains and cycles is now questionable (Barney 1981).
Aeons of development have thus endowed the earth w ith a feature, 
from present estimates, probably unique amont the planets of the Milky Way: 
the emergence of a form of life  w ith an ab ility  to question, probe and now 
influence the rich fabric of its world. The original sources of these human 
characteristics may never be fu lly  known. But there seems l it t le  doubt that 
a refined sensibility to the primeval environment, such as to adverse changes 
of climate and provisions, could have established patterns of behaviour upon 
which surviv al would often have hinged. Such early forms of 'knowledge' 
may have been in itia lly  communicated through space w ith in humanoid groups 
by visually-copied conditioning, then between generations (and hence through 
tim e) by vocally-coded associations which eventually led to language. The 
coupling of mind to environment thus provided an increasingly useful tool 
enabling early humanoids, not restricted by a specialised physique and 
habitat to narrow behaviour patterns, to achieve a powerful fle x ib ility  of 
response to its challenges.
Man, however, is not unique in possessing these features. Several 
relatively sophisticated aspects of communication and learning are now 
thought to be shared by the higher primates and marine mammals. A 
central supplementary human characteristic (which awaited its earliest 
culmination in the period of Classical Greece) is that of the ab ility  of man 
to conceptualise and examine the world via the medium of thought. Russell 
(1961) points out that the mechanisms underlying this crucial step have 
remained in some ways a mystery. Recently, however, evidence has 
emerged concerning the structural characteristics of the brain which may now 
make speculations more worthwhile. Thus i t  is becomes clear that many of 
the brain's sensory processing units function as d iffe rentia tors and integrators 
of the visual, audible, tactile  and other stim uli to which i t  is exposed 
(Young 1981). The neurones of the cat, fo r example, can be shown to 'f i r e ' 
only upon a movement of a ligh t source in its visual fie ld w hilst remaining 
inactive when the source is fixed. Hence, camouflaged animals which stay 
station ary against their background are rendered invisible to predators; any move­
ment can promote a response from the predator because of a d iffe rentia tive  
processing system with an acute edge-detection characteristic which may be 
ubiquitous in the biological processing of sensory information. I t  is tempting to 
suggest that this edge-detection ab ility  eventually found a corollary in the 
discretisation of sense-data into 'parcels' of thought which were coded as
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words; their sequential arrangement as a self-consistent (grammatical) extended 
code rendered these earliest 'concepts’ time-independent and amenable to 
further processing. Bearing on this idea may be the theory of Chomsky (1972) 
that language is characterised by a universal genetically-determined 'deep 
structure '. With natural phenomena coded systematically in 
words and language, c ritica l thought required but time and a fe rtile  soil 
from which to spring. Possessed of a rich flora and fauna, a climate 
taxing neither to survival nor sp irit, and interacting w ith diverse cultures, 
Classical Greece provided the means, ease and stimulus fo r questions about 
man's identity and relations to the world to flourish. Thus nurtured was a 
new sensitivity to the human condition, the exploration and development of 
human qualities and the establishment of inte llectual activ ity  as a means of 
probing the world. These traditions (though fo r centuries virtua lly lost to 
superstition) returned with the Renaissance. Scientific enquiry then took a 
new more pragmatic approach in response to the needs of the time. (For 
example there was thus a demand fo r new technical instruments to meet 
the requirements fo r the accurate navigation of commercial vessels which 
were increasing in both range and tra ff ic ) . The rediscovery of the earlier 
methods of c ritica l thought, together w ith these newer empirical approaches, 
was to prove cata lytic fo r the success of scientific  investigations.
One of these successes, which can be traced to the work in the 18th
century of Galvani and Volta, has been an understanding o f biological action
in terms of the e lectrica l properties of m atter. This now seems natural fo r
a variety of reasons: Under natural conditions most biological molecules are
polar and have charged properties. Furthermore, animal cells need to maintain
a large resting e lectric potential gradient across their outer membrane to
resist the osmotic forces which would otherwise disrupt them (a plant cell has
a cellulose wall around this membrane for the same purpose). This must have
been necessary from the earliest pre-Cambrian era. I t  is often found that
a biological structure or property is modified fo r use in a variety of ways in
response to differing environmental pressures. An example is the pentadactyl
limb system whose basic form is repeated throughout the wide spectrum of
mammalian animals. It might be expected that the cell membrane potential
would have been sim ilarly exploited during the course of evolution. In recent
decades evidence has been found to show this to have been the case. Thus
the development of a stimulated transient reverse membrane potential (the acticn
potential) in large cells (nerve fibres) enabled the long-range transfer of
e lectrica l signals to be the basis of an internal communication and processing
system (Cole 1972). Depolarisation of the muscle cell membrane promoted 
2+the release of Ca from the sarcoplasmic reticulum triggering a protein 
'ra tche t mechanism' leading to muscular contraction and locomotion (Cohen 1975).
3
ine mitochondrial membrane potential generated a proton-motive force which 
was used by the membrane-bound cytochrome enzymes to couple the energy 
derived from carbohydrate breakdown to the synthesis of ATP molecules 
(Lehninger 1975). The additional energy made available in this process of 
oxidative phosphorylation enabled aerobic organisms to occupy a vast range 
of habitats not feasible via anaerobic respiration.
E lectrica l interactions are crucial fo r biological function also at the 
sub-molecular level. Many enzymes utilise the high charge density of metal ion 
cofactors at their active sites fo r catalysis (Hollaway 1976). The specific 
three dimensional conformation of globular proteins, including the enzymes, 
is principally the result of the d iffering interactions of polar and non-polar 
amino acids w ith polar water molecules. This te rtia ry  structure of the proteins 
is stabilised both by hydrophobic forces which tend to promote a central 
location for non-polar amino acids and by hydrophilic interactions between 
surface polar residues and adjacent water molecules (Nemethy 1967). The amino 
acid sequence (primary structure) of globular proteins generates local regions 
of secondary structure such as those of the alpha-helix and beta-pleated 
sheet (Phillips and North 1973). The alpha-helix possesses a net dipole 
moment which may be significant fo r enzymic catalysis. For example, eight 
parallel alpha-helices form a barrel structure in the largest domain of pyruvate 
kinase (Muirhead et at 1981); the vectorial direction of its e lectric  fie ld 
may have a role in the a ttraction  of substrate molecules to the active site 
and in the kinetics of the catalysis reaction. The remarkable s im ila rity  of 
this domain to triose phosphate isomerase (Stuart e t al 1979) indicates that 
also at a molecular level evolution diverges, partly by the shifting and 
permutation of genetic information, to achieve an immense variety of 
biological functions.
The above examples demonstrate the ubiquitous role o f e lectrica l 
phenomena in biological systems. The measurement and analysis o f the 
e lectrical properties of biological materials might therefore be expected 
to be of relevance to a range of fundamental medical questions. For example, 
an analysis of the causes of cancer (quoted in Lowdin 1977) has shown that 
carcinogenesis in over 90% of cases may be of chemical origin. According 
to the 'reading-error' theory of carcinogenesis (Bush 1962) cancerous information 
is present in the DNA molecules of a ll normal cells but is usually masked 
by suitable repressor proteins. A crucial question is, therefore, tha t of how 
the binding of d iffe rent chemical carcinogens to DNA constituents promotes 
the release of the suppressor proteins. Quantum mechanical techniques have 
been used to provide some elucidation of the electronic and vibrational 
structures of DNA and how they may be involved in chemical carcinogenesis 
(Ladik 1978). As emphasised by Szent-Gyorgyi (1978) fu rther investigations
4
o t  tms type are necessary to r an adequate knowledge of the fundamental 
mechanisms of living systems both in normal and pathological states.
The electrica l properties of biological materials are of relevance to 
more immediate and d irect medical questions. Central amongst these are those 
related to the use of electromagnetic radiation fo r the characterisation, 
diagnosis and d iffe rentia l power absorption of normal and diseased biological 
tissues. The present work is principally concerned w ith the measurement, 
significance and application fo r these purposes of the bulk e lectrica l properties 
of biological materials from zero to microwave frequencies. Photons at these 
frequencies have insuffic ient energy for the disruption of covalent bonds.
For example, microwave photons at 300GHz have quantum energies (o f order 
10~^eV) which are significantly less than those of even relatively weak hydrogen 
bonds (of order 10~*eV). The electromagnetic radiation of present concern 
is therefore clearly non-ionising. An appropriate description of the interaction 
of non-ionising electromagnetic radiation w ith bulk m atter is in terms of its 
d ie lectric and conductive properties. The following chapter develops the 
fundamental theory of these properties prior to detailed discussions of the ir 
significance, measurement and potential applications in a range of medical 
contexts. To the author's knowledge, these topics have not previously been 
c ritica lly  surveyed and coherently developed w ithin a single work.
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DIELECTRIC THEORY
2.1 Introduction
The electrical parameters describing the macroscopic interaction of
#
m atter w ith an electromagnetic fie ld  are the complex pe rm ittiv ity , 6 
(describing the interaction w ith  the e lectric fie ld vector) and complex 
permeability, (describing the interaction w ith the magnetic fie ld  vector). 
Generally both are tensor quantities, but scalar quantities are adequate for the 
isotropic, linear and tim e-invariant materials of present concern.
Biological materials have a permeability which is v irtua lly  identical to that 
of free space. In contrast, the complex perm ittiv ity  of biological tissues 
depends markedly on frequency, composition and structure. These dependencies 
are of chief concern to much of the work described la ter. I t  is therefore 
necessary at this stage to provide a background adequate for such discussions.
2.2 Aspects of Electromagnetism
Numerous texts are concerned w ith the principles of electromagnetic theory 
(e.g. Feynman et al 1964r  Landau and L ifshitz 1962, Dumey and Johnson 1969).
A brie f historical overview provides a useful framework prior to summaries of the 
more relevant terms and concepts.
2.2.1 H istorical Overview
During the la tte r part of the eighteenth century Coulomb found that the 
force between two charged objects acted along the line joining them, that i t  
was proportional to the product of their charges, and that i t  was inversely 
proportional to the square of the ir separation. The discovery of the magnetic 
effects associated w ith  e lectric currents followed early in the nineteenth 
century when Oersted observed that a current flowing in a loop of wire exerted 
magnetic forces on permanent magnets. Ampere subsequently showed that the 
magnetic forces resulting from a flow of current could be considered as the sum 
of contributions from infin itesim al segments of the c ircu it w ith  the force due 
to each segment fa lling o ff inversely as the square of distance. The firs t 
advance from action-at-a-d istance concepts to those of fie ld  theory was due 
to Faraday's introduction of an e lectric  fo rce -fie ld  in the space around a 
charged object. Gauss, in the firs t mathematical formulation of classical 
fie ld theory, related the number of lines of force out of a region to the 
to ta l charge contained w ith in  it .  The discovery by Faraday of electromagnetic 
induction provided support to the concept of a magnetic fie ld . Maxwell 
extended the existing concepts of e lectric  and magnetic fields by
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Tormuiaung a set ot partial am erentia i equations which summarised the known 
phenomena and furthermore predicted tha t an electromagnetic disturbance 
originating at a charged object would self-propagate as a wave w ith  a velocity 
identical to that determined experimentally fo r ligh t. In doing so, the postulate 
of a universal elastic medium supporting the wave undulations of ligh t was 
avoided and a link between electromagnetism and optics was established.
Neither quantum mechanics nor the special theory of re la tiv ity  have diminished 
the significance of Maxwell's equations which have since been extended by 
quantum electrodynamics to provide a foundation for concepts such as those of 
wave-particle duality.
2.2.2 Maxwell's Equations
Maxwell showed that the laws of Gauss, Ampere and Faraday, when 
w ritten  in a general mathematical form , and w ith a necessary m odification to 
Ampere's law to take account o f time-varying e lectric fields, yielded a set of 
four equations from which all e lectric  and magnetic phenomena could be 
derived. These equations are now formulated in terms of the vector calculus:
Gauss' law, for the general case of a continuous charged distribution, is 
w ritten  as
where E.dS is the net e lectric flux emerging from a volume V bounded by
b
a closed surface, S, containing a charge density, p, and to ta l charge, Q. 
According to the divergence theorem, this can be w ritten  as
This is often known as Maxwell's f irs t equation in its d iffe ren tia l form .
Due to the fac t that magnetic poles do not seem to exist, magnetic 
fie ld lines are always closed (neither beginning nor ending on hypothetical 
magnetic 'charges'). I t  is therefore not possible to construct a closed surface 
through which more (or less) magnetic flux emerges than enters. Gauss' law 
for magnetic fields is thus
Q < 2.1 >
< 2.2  >
which leads to
V .E P < 2.3 >
7
J  - u-
or
V -H 0 < 2.5 >
This is Maxwell's fourth equation in its d iffe rentia l form.
Faraday's law of magnetic induction (tha t an electromotive force 
induced in a c ircu it is proportional to the rate of change of magnetic flux 
through the c ircu it) may be stated as
which is Maxwell's th ird equation in its d iffe rentia l form .
The final relationship, which leads to the possibility of self-propagating 
electromagnetic waves, follows from a generalised form of Ampere's law for 
the production of a magnetic fie ld  from an e lectric  current. This states that 
the line integral of the magnetic fie ld  around any closed path, C, is equal to 
the current threading C. Thus
where J is the to ta l current passing through any surface, S, bounded by the 
closed curve, C. That a modification to this law was necessary for the case 
of time-varying fields is apparent by le tting  the closed path, C, shrink to a 
point . The surface bounded by C closes when this happens so that the to ta l 
current becomes
Since the net current outward through a closed surface is the rate at which 
e lectric charge is transported across this surface out of the region inside S, 
the law of conservation of charge requires that
< 2.6  >
Applying Stoke's theorem to this yields
< 2.7 >
3 < 2.8 >
3 0 < 2.9 >
J dQ
dt
< 2.10  >
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where Q is the net charge inside S. Thus Ampere's law and the conservation 
of charge requirement are consistent only if  = 0. Maxwell generalised 
Ampere's law so that i t  remained valid fo r time-varying fields: Gauss' law was 
firs t extended to define a displacement current
/ dE.dS dt"dQ. = e /  < 2.11 >dt *
A new term for current was introduced as
;dE . dS
S
giving (from  equation 2.8)
J + ^  < 2.12 >
dt
XH .dS J + €0j  d_E . dS < 2.13 >
1  dt S
Since the to ta l current through the surface S is
J = I  j.dS  < 2.14 >
5
where J  is the current density, equation 2.14 may be w ritten  as
J y - d^  = J (i + ^ | ~ )  • d-  < 2- 15 >
where the partial derivative is used since E may be a function of position as 
well as time. Stoke's theorem gives
/ H.dS = /(V X h )  . dS < 2.16 >
which implies that
V x  H = j  2.17 >
J t
This, Maxwell's second equation in its d iffe rentia l form , reveals the intim ate 
connection between changing e lectric and magnetic fields.
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2.2.3 Electromagnetic Propagation in M atter
For a linear, isotropic, source-free medium and a sinusoidal time-varying 
electromagnetic fie ld , Maxwell's equations become
V  . E = 0 < 2.18 >
V  X H = jod 6*e0E < 2.19 >
V  X E = -  j 03 f i  H < 2.20 >
V  - H = 0 < 2.21 >
D ifferentia tion of equations 2.19 and 2.20 with respect to time, 
substitution of one equation into the other, and use of the vector identity
V x ( V x E )  = V ( V - E ) - V 2E < 2.22  >
leads to
2 2 2V  E -  7  E = 0 . <  2.23 >
and
V 2H -  7 2H 2 = 0 < 2.24 >
These are wave equations, describing the variations of E and H w ith  time and 
position in space, in which
7  = c o V e V *  = a  + j /3  < 2.25 >
is the complex propagation constant. Assuming an in fin ite  medium and a 
dependence of E and H on only one Cartesian coordinate (z) the solution of 
the wave equations yields
E = E 0 exp ( j co t  -  7  z)
E 0 exp ( - a z )  exp -  j ( c o t — j3z) < 2.26 >
and
H = H 0 exp (j cot -  7 z)
H c exp ( - a z )  exp -  j(co t - jg z ) < 2.27 >
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which describe a plane wave propagating in the z direction. The amplitude of 
the wave decreases at a rate determined by CL (the attenuation constant) and 
with a phase determined by (3 (the phase constant). For a non-magnetic 
material these depend on the complex perm ittiv ity  of the material according to
a 0)
c
CO
c
_6_
4
€_
4
[(
(
+
- t
i
< 2.28 >
< 2.29 >
in which
( to  y < 2.30 >
is the velocity of ligh t. Since the wavelength is
2 7T
(3
< 2.31 >
the wavelength of a plane wave propagating in a die lectric medium relative to 
that in free space, X c , is contracted according to
X £
4 [H 9M < 2.32 >
The plane wave solution of equations 2.23 and 2.24 represents a transverse 
electromagnetic (TEM) wave i.e. one in which both the e lectric and magnetic 
field vectors lie in a plane perpendicular to the axis of propagation. Other 
solutions are possible: a transverse e lectric (TE) wave has only the e lectric 
field vector entirely in the plane transverse to the direction of propagation and 
a transverse magnetic (TM) wave has only the magnetic fie ld  vector entirely in 
this plane. The TEM mode dominates the propagation in several important cases, 
including that of the coaxial line discussed further in Chapter 4.
2. 3 D ie lectric Properties o f M atter
Recommended texts dealing w ith die lectric theory include those by 
Bottcher (1952), Frohlich (1938) and Daniel (1967).
2.3.1 Static Fields
It  is possible to distinguish two basic responses of a medium to the 
application of a steady e lectric fie ld: those when
(i) charges of opposite sign are displaced w ith respect to each other by amounts 
proportional to the applied e lectric  fie ld  strength^ leading to a die lectric 
polarisation, P;
( ii)  constituent charges in the medium (electrons, ions, etc.) move relatively 
freely under the influence of the e lectric fie ld, leading to a static (d.c.) 
e lectric conductivity, 0 * .
Many materials, including biological tissues, show both types of response.
The d ie lectric polarisation of any material may be the consequence of 
two mechanisms:
(i) Dipolar polarisation -  resulting from the separation of a pair of opposite 
charges. Two types of e lectric dipole may be distinguished:
(a) permanent dipoles (where a permanent separation of charges exists) 
in polar molecules such as water, ethanol, methanol etc. which have 
atoms of d iffering electronegativities. Since polar molecules are 
normally randomly orientated, in the absence of an applied fie ld 
there is no net polarisation; the e ffec t of the fie ld is to introduce 
a small perturbation to this random distribution producing the 
polarisation;
(b) induced dipoles in non-polar molecules created by the displacement 
of opposite charges w ith  centres'o f mass otherwise coincident, e.g.
in a neutral atom where electron orbitals may be displaced w ith respect 
to the nucleus by the e lectric  fie ld.
( ii)  Space-charge polarisation -  which may exist fo r two reasons, both the
result of free charges in the material:
(a) the injection of excess charge from outside the material, as from an
active electrode;
(b) the separation of charges w ithin a system which remains neutral 
overall, as at interfaces w ith in the material.
The only means of probing the material fo r information about its 
conductivity and dielectric polarisation is by measurement of the charges induced 
on m etallic boundaries (e.g. electrodes) of the material in response to an 
applied e lectric fie ld. The material may be. situated between electrodes of 
area, A, and separation, d,so that i f  an e lectric fie ld is applied,the conductance,
G, and capacitance, C, can be measured. In the absence of fringing fields and 
electrode polarisation artefacts,
0  AG = . * 2 .  < 2.33 >
d
and
C = < 2.34 >
d
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Fig. 2.1 illustrates the creation of a die lectric polarisation w ithin a 
material as a result of an applied constant e lectric fie ld. Positive and negative 
charges (± q) are displaced from coincidence by a distance S to give, fo r a 
particular mode of polarisation with N dipoles per unit volume, a dipole
Fig. 2.1 D ie lectric Polarisation
moment per unit volume denoted by the die lectric polarisation
P = Nq 8 < 2.35 >
The external e ffect of P is the production on electrode surfaces of a charge 
density equal to its magnitude. So
pol Nq S < 2.36 >
The internal d ie lectric polarisation is therefore measurable as a boundary charge 
e ffect. In the absence of any material between the electrode plates the 
e lectric field induces a charge density
elec E < 2.37 >
Thus the to ta l charge induced on the electrodes is the sum of that arising 
from the free-space e ffect connected w ith the presence of the e lectric  fie ld , 
plus any charge arising from the internal polarisation created by charge 
displacement (or what amounts to the same, a net dipole moment). The sum 
of the polarisation due to vacuum induction and charge displacement is the 
displacement induction
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I t  is next assumed that the polarisation, expressed in equation 2.35, is 
proportional to the applied e lectric  fie ld . Thus
P < 2.39 >
in which the proportionality constant, X , is the d ie lectric susceptibility of the 
m aterial. The valid ity of equation 2.39 depends on two assumptions:
the fie ld vector and X is a scalar (anisotropy necessitating X to be a 
tensor);
( ii)  that the system shows a linearity of response to the applied fie ld .
With these assumptions, equations 2.38 and 2.39 may be combined to give
This ratio of the polarisation (due to both vacuum induction and charge 
displacement) to the applied e lectric fie ld magnitude is the absolute d ie lectric 
pe rm ittiv ity .
Thus the value of relative perm ittiv ity  is proportional to the sum of the vacuum
capacitance (equation 2.34) of the material is in turn determined by these 
polarisations. The dielectric polarisation can originate from dipolar and/or 
space-charge mechanisms. We consider firs t in more detail the microscopic 
origins of dipolar polarisation.
A molecule can in general respond to an applied fie ld  according to three 
types of polarisation:
(i) Electronic polarisation -  caused by displacement of an electron orbital 
relative to the nucleus to generate an induced dipole moment.
( i)  that the medium is isotropic so that the polarisation vector is parallel to
D
E
e0 (1 + X ) < 2.40 >
€ abs e , (1 ♦ X ) < 2.41 >
and
D < 2.42 >
The relative die lectric perm ittiv ity  is given by
e € abs (1 + X ) < 2.43 >
and d ie lectric polarisations induced by the applied e lectric  fie ld . The
UU Atom ic polarisation -  causea Dy tne mutual aispiacemenL o t  atoms ui
d iffe ren t electronegativities w ith in a polar molecule to generate a second
form of induced dipole moment.
( iii)  Orientational polarisation -  caused by the tendency of dipolar molecules 
having permanent dipole moments to align w ith the fie ld , a tendency 
opposed by thermal agitation and the interaction of neighbouring molecules. 
Biological molecules are mostly of the permanent dipole type and so potentially 
possess all three types of molecular polarisability. Dipolar molecules have dipole 
moments which may be expressed as
m = f t  yEj < 2.44 >
where Ej is the e lectric  fie ld experienced locally by the molecule. The total
molecular polarisability is the sum of the above polarisation mechanisms:
Ot a  + a  + a  < 2.45 >
I e a o
Ej is a function of the average of the applied fie ld, the molecules own 
permanent and induced dipole moments, and those of its neighbours. From 
equations 2.39 and 2.44
eo X E  = N a TEj < 2.46 >
so
1 N a,T -1 < 2.47 >
eo E
Therefore to quantitatively relate macroscopic measurements of pe rm ittiv ity  
to molecular quantities such as polarisability, i t  is necessary to know the 
relation between the applied and microscopic internal fie ld strength. This 
represents a severe d ifficu lty  in d ie lectric theory, though approximations are 
possible, e.g. through the Clausius-Mosotti formula,
N a  j  = 6 ~ 1 < 2.48 >
3 e' + 2
The d iffe rent polarisation mechanisms have d iffe ren t frequency-dependent 
behaviour. As examined later in more detail, of the molecular polarisabilities, 
only that due to dipolar orientational polarisation is of significance at the 
frequencies of present interest. Space-charge polarisation is also of considerable 
relevance to at least three aspects of b iodielectric properties and measurements; 
these are enumerated later. The following general formulation is applicable to 
all types of polarisation phenomena.
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2..5.2 I ime-dependent hields
So far only the response of the material to a stationary e lectric  fie ld has
been considered. I t  is necessary now to examine the transient response of a
dielectric material to a time-dependent excitation E (t). This w ill reveal how 
temporal measurements of the d ie lectric properties of a material render 
accessible much richer information about its underlying structure and properties 
than are possible from static measurements. The analysis w ill be based on the 
temporal response of polarisation to a delta-function excitation; this w ill then be 
related to the response in terms of frequency. In doing so, the analysis w ill 
correspond naturally to the fa c t that physical processes exist in the time 
domain and that measurements in the frequency domain are related to them by 
a Fourier Transform.
It  is f irs t assumed that a d ie lectric system responds to an input de lta -
function of magnitude Eq according to (Fig. 2.2a)
P(t) < 2.49 >
E0 6 (t)
0
Fig. 2.2a Response 
of a D ie lectric  System 
to a Delta Function
Fig. 2.2.b Principle of 
Superposition fo r 
Driving and Response 
Functions
f ( r )
1
system. Two properties exist fo r f ( t ) :
(i)  f ( t )  —► 0 as t  —+oo(because of interaction w ith randomly fluctuating
neighbouring molecules we do not expect a permanent polarisation to result 
from the excita tion).
( ii)  f( t )  = 0 for t<0 (the principle of causality).
To determine the temporal response of polarisation to an arb itrary impressed
field E (t), i t  is necessary to invoke the principle of superposition -  that the 
response to consecutive excitations is the sum of the responses to individual 
delta-function excitations. This presupposes a linearity of response (already 
assumed in equation 2.39). E (t) may then by regarded as the summation of 
delta-functions extending back from a given instant t to its origin (which may 
be at in fin ity ). With reference to Fig. 2.2b, the strength of a constituent 
delta-function at time ( t  -  T ) was E (t -  T ) and the response at time t
(time T  afte r the delta-function) of the system to this particular excita tion is
f( T ). Thus the infin itesim al response to the delta-function excitation at 
( t  -  t  ) is
extended to -oo to bring the integral into the form of a convolution integral 
of the functions E (t) and f ( t ) .  The physical sense of this integral is tha t the 
response P(t) of a d ie lectric system at any instant is a function of a ll the 
previous excitations to which i t  has been exposed i.e. the system retains the 
memory of its past history; fo r certain materials this can extend to times as 
long as days or years.
The Fourier Transform of the function P(t) may now be defined as
dP e0 f(  t  ) E ( t  -  t  ) d r < 2.50 >
Integrating over all times r  back from t, i f  necessary to in fin ity , gives
CD
P( 0 < 2.51 >
o
In view of property ( ii)  given above, the lower lim it of integration may be
( cj) = ____  I P (t)exp(-j o )t)d t < 2.52 >
(27T)^ J
frequency spectrum of the time-dependent function P(t). A
sim ilar frequency spectrum
Now combining equations 2.51 and 2.52
defined for the driving fie ld  E (t).
+a
Q ^  f( T )exp(-jco T )d T j  E( 7"' )exp(-j O) r / ) d T / < 2.55 >
■CD
 00 +oo
e
(2 7 0 * —  CO
where T* is a new ('dum m y') variable o f integration, 7"7 = t -  T . It may be 
recognised in equation 2.55 that the second integral is the Fourier Transform of 
E(t) whilst the f irs t integral is (but fo r a normalising factor) the transform of 
f ( t ) .  We may therefore w rite
' p  ( « )  = £o X K a )  £ ( « )  < 2.56 >
The formal s im ila rity  of equations 2.56 and 2.39 may be noted. There is thus 
a frequency-dependent d ie lectric susceptibility
CO
X(co)  = J* f( t)e x p (- j cot)dt < 2.57 >
o
Since all functions describing physical phenomena in real time must be real, 
f ( t )  is a purely real function and therefore X (o )) is in general a complex 
function of frequency. Since also
exp(-j cot) = cos (cot) -  j sin (cot) < 2.58 >
the real and imaginary parts of the complex susceptibility,
X*(a>) = X (o> ) -  j x '(c o )  < 2.59 >
are
IoX  ( co.) = I f ( t )  cos ( co t)d t < 2.60 >
and
oo
X ( c o )  = j  f ( t )  sin (c o t)d t < 2.61 >
o
The zero-frequency (sta tic) values of the complex susceptibility are
X (0) = I f ( t )d t  < 2.62 >
o
and
X 'to ) = 0  < 2.63 >
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in wmcn corresponds d irectly  to tne static susceptibility defined in
equation 2.39.
The physical significance of equation 2.36 is that of a fie ld E(o)) a t any 
frequency driving a d ie lectric system through the appropriate frequency-dependent 
function X(cv)  to produce the complex components of polarisation 5~^(to) 
at that frequency. $ ( oj) is complex because X (to ) is complex; this implies 
a phase-lag of ^  (to ) behind £  ( to ) . Equation 2.56 is the basis of frequency 
domain measurements of d ie lectric parameters. Equations 2.60 and 2.61 provide 
a means of relating the time domain response function f ( t )  to the measured 
frequency-dependent d ie lectric susceptibility (assuming the system is linear).
It is obvious that the real and imaginary parts of the d ie lectric susceptibility are 
intim ately interrelated. In fac t, i t  is possible, starting from equations 2.60 and 
2.61, to elim inate f ( t )  from the real and imaginary parts of the susceptibility.
The results of this, a fte r complex contour integration (Landau and L ifshitz 1962) 
lead to H ilbert Transforms of the real and imaginary d ie lectric susceptibilities 
which are known as the Kramers-Kronig relations:
OO
X '(o>)
o
and
oo
X*( to) = dx < 2.65 >
V J 2 2
&  x "  «
These express the value of e ither X\co)  or X ( to )  a t a particular frequency
in terms of an integral transform of the other throughout the entire frequency
range. They have several practical advantages. For example, i t  w ill be shown
later that a d.c. conductivity adds to the conductivity arising from the imaginary
component of susceptibility and that both incur power dissipation. The d.c.
conductivity may in practise tend to swamp the d ie lectric loss rendering its
measurement d iffic u lt. However, d.c. loss does not a ffec t the real part of the
susceptibility and the d ie lectric loss may be obtained from it  by a Kramers-
Kronig transformation. It is also apparent from these relations that i t  is not
a
possible to have a fin ite  polarisation w ithout loss. Thus if  X (to ) were zero
in equation 2.64 the corresponding real part would also be zero. Conversely,
/
a constant X ( to) throughout the spectrum would correspond to a loss-less 
system (because the H ilbert Transform of a constant is zero). The conclusion 
emerges, therefore, that a variation of d ie lectric parameters w ith  frequency, 
known as dispersion, is an essential property of a ll d ie lectric materials.
We now consider the current term of Maxwell’ s equation 2.15 in which 
the current density may be replaced by the microscopic form of Ohm’s law and 
the electric fie ld term may be replaced by the more general e lectric
L I x "(a j)* J  2T  X -  0 ) dx < 2.64 >
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current and a.c. displacement current
I = a . E  + J i?  < 2.66 >
a t
If a Fourier transformation is applied to both sides of this equation, noting 
that it  is a property of Fourier Transforms (equation 2.52) that the transform 
of the time-derivative of a function may be expressed in terms of the transform 
of the function itse lf i.e.
—  = jW ^ p D ( t)  = jw D (w )  < 2.67 >
then (using equations 2.38, 2.56 and 2.59)
(w )  = ■[ <*„ + j «  e „ ( l  + X ' ( » )  -  j x " ( w ) ) ] ^  ( « )
= r  [ <7o + e# w x " ( « ) ]  + jo) 6^1 + x ' | ( « ) ] J 0 <*>) < 2.68 >
Here the firs t term in parenthesis represents the component of current in-phase
w ith the driving fie ld and this includes the imaginary part of the d ie lectric
susceptibility. This firs t term gives the in-phase component of current
contributing to power dissipation: a0 being the d.c. component associated w ith
energy expended in driving 'fre e ' charged species through the material and 
//. .
€0 o) X (co ) being associated w ith the phase-delay between polarisation and 
fie ld which is a further cause of loss in an alternating fie ld . Thus
o (co) = <7 + e^Cd x " ( & )  < 2.69 >
o  o
or
a  (co) = or + a  (co) < 2.70 >
0 D
where the subscript emphasises the d ie lectric origins of the conductive loss 
term . The second bracketed term of equation 2.68 represents the component 
of current in quadrature w ith the driving fie ld . This depends on the real part 
of the 'd ie lectric susceptibility, this being associated w ith the in-phase 
component of polarisation which does not introduce power dissipation.
The necessity of a complex susceptibility (equation 2.59) requires that a 
complex relative perm ittiv ity  exists (equation 2.43) as
e*(to ) l + X“ (w )  < 2.71 >
or
e * (w )  = 1 +  x '(c o ) -  j x " (  w) < 2.72 >
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y i v n  ly
and
« ' ( « )  = 1 + x' (Cd) < 2.73 >
eD "(w )  = X " ( w )  = _ ^ D =  [ (7 ( w )  -  cro ] / w  €„ < 2.7A >
II
where Cq (co) emphasises that to obtain the dielectric contribution to the 
imaginary part of the complex perm ittiv ity  i t  is necessary to subtract the d.c. 
contribution from the to ta l conductivity; i f  this is not done then the to ta l 
imaginary part of C (co) is
e " ( w )  = °  ^  < 2.75 >
w £o
The angle of phase-lag, 5 > between the polarisation and the driving fie ld may 
be obtained from
m
tan 5 = £ P ^  < 2.76 >
I t  is the increasing angle of phase-lag of polarisation behind the applied fie ld 
as frequency increases which gives rise to a relaxation spectrum fo r the 
measured susceptibility and perm ittiv ity . If several (N) polarisation mechanisms 
exist, the resultant complex relative perm ittiv ity  is determined by their 
summation:
e * ( a )  = 1 + E  X . ' (to) -  i £  X ."(co) < 2.77 >
LrI 1 t»« 1
*  , N H
E  e : ( « ) - ) ■  E  e D . ( “ ) < 2.78 >
L-l ^  1
If there also exists a fin ite  sta tic conductivity, this becomes 
N N
^ *(co) = 6 .'(co) -  j H  e ."(co) < 2.79 >
C=l 1 L = l 1
< 2.80 >
< 2.81 >
o
In many cases the various polarisation mechanisms inhabit d iffe ren t regions of 
the electromagnetic spectrum and pe rm ittiv ity  measurements reveal d istinct 
dispersions which may be individually related to them.
From considerations of the relative properties of the species displaced 
by an e lectric fie ld , i t  might be expected that of the electronic, atomic and
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to generate a d ie lectric dispersion as frequency increases. In fac t the two 
former mechanisms do not undergo relaxation before the UV and IR regions of 
the electromagnetic spectrum respectively. These regions are not of concern to 
the present work. A t lower frequencies, therefore, the contributions of the 
electronic and atomic polarisabilities may be summed as a real term X ^
(the imaginary component being zero in view of equation 2.63) where the 
subscript implies the lim it susceptibility at frequencies above the molecular 
orientational relaxation region of present concern (but below the electronic and 
atomic relaxation regions). The frequency-dependent behaviour of susceptibility 
may then be w ritten  (equation 2.57) as
oo
IX ( oj) = X + 1  f(t)e xp (- j cJt)dt < 2.82 >oo
o
An exponential decay form fo r the delta function d ie lectric response function is 
now chosen. For an inertia-less system with an exponential restoring force
f( t )  = f(0 )exp(- ^  ) < 2.83 >
where r  is the relaxation time, w ith which a relaxation frequency may be 
associated as
f R = — —  < 2.84 >
2 7r r
The insertion of equation 2.83 into equation 2.82 leads to
go
X ‘ (w)
which yields
X ^  + J"f(0 )exp  — [ j CO + ] t  d t < 2.85 >
X *(C d) = X + < 2.86 >oo
0) + -  
T
Now, at O) = 0, in view of equations 2.62, 2.63 and associated comments,
*
X (0) = X Here, the subscript refers to the static susceptibility (in practise, 
the susceptibility at frequencies much below f R but much above those of any 
lower frequency polarisation relaxations). Equation 2.86 becomes
X = X + r  f(0) < 2.87 >s oo
or
f(0) = — -------------------------------------------------------------------< 2.88 >
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Inserting equation 2.88 into equation 2.83 gives
X -  X
n o
Equation 2.82 thus becomes
x! * (« )
yielding
S -----—^ °exp(- i  )
T\ T
CO
= x .  + [ - %  * ” ]  J exP - [ ) “  + £ ] t dt
X ( « )  = ^00 +
X 8 -  X .
bw+i]
< 2.89 >
< 2.90 >
< 2.91 >
or
X (w ) = X +co
X s - X«  
1 + jo ) T
< 2.92 >
Adding unity to both sides of equation 2.92 gives (from equations 2.43 and 2.71) 
the complex pe rm ittiv ity  as
6 (a ) ) = 6  + ^ s ^oo
OO —— i — < 2.93 >
1 + j 0) T
This is known as the Debye equation. Debye (1929) modelled an inertia-less 
system of molecular dipoles as spheres of radius r in a medium of viscosity t] 
(responsible fo r the exponential damping) and derived the relaxation frequency as
kT
R 2 3 8 7T r  rj
< 2.94 >
The expansion of the Debye equation into real and imaginary parts yields, in 
terms of the d ie lectric increment, A  e = e -  e ^ a n d  the relaxation frequency,
e ( G > ) =  €
A e
co 1 + [y < 2.95 >
and
£ d <“ »
A e
< 2.96 >
1 + ft]
The to ta l conductivity is (from  equation 2.74)
23
a  (co)
V  . +
R 0 *rg2) < 2.97 >
where o is the low frequency lim it conductivity, which includes both a Q and 
any contributions from other polarisation mechanisms which may exist at 
frequencies well below f ^ .  Figs. 2.3a and 2.3b illustrate the nature of equations 
2.95 and 2.97 in which O for r^>>^  is denoted as 0 ^  . Also, when f>>f 
equation 2.97 becomes
o -  a ,oo l 2 * t 0 fR A  € < 2.98 >
and the conductive increment is proportional to the d ie lectric increment.
Fig. 2.3a Debye Dispersion: Perm ittiv ity
t
Fig. 2.3b Debye Dispersion: 
Conductivity
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The dielectric properties of most materials do not exactly follow those 
described by the Debye equation. However, the polarisation in these cases may 
sometimes be considered as the superposition of a decay function having a 
distribution of relaxation times. I t  can be shown (Cole and Cole 1941) that a 
symmetrical distribution of relaxation times about a mean value leads to
A  e < 2.99 >
l + [ j o) r  ] 1- a
which is commonly known as the Cole-Cole equation. The parameter OL ranges 
from zero to unity and is an indication of the spread of relaxation times. A
t it
plot of 6 vs € for the Cole-Cole equation is shown in Fig. 2.4 which indicates 
how a fin ite  value for OL leads to a depression of the centre of a sem i-circle 
locus of points below the real axis; the angle of depression being a function of 
a  .
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Much of the previous general analysis has been presented in terms of 
molecular orientational polarisation. Space-charge polarisation is also of 
considerable relevance to the present work. There are essentially three processes 
of importance to biodielectric properties and measurements which arise from 
space-charge polarisation:
(i) In terfacia l or Maxwell-Wagner relaxation -  the simplest model of the e ffect 
of interfaces separating regions of d iffe ren t complex pe rm ittiv ity  is that of 
a capacitor containing two sheets of d iffe rent d ie lectric properties. It may 
be shown (Anderson 1964) that the conditions for continuity of current 
across the interface cause a build-up of charge there which gives rise to 
a d ie lectric relaxation. This polarisation is exponential (equation 2.83) and
i n
€ (co) is identical to that o f a Debye dispersion (equation 2.95), as is £ [ & )  
but fo r a term inversely proportional to frequency. This mechanism is 
of considerable importance fo r the analysis of the RF d ie lectric properties 
of tissues.
( ii)  Ion atmosphere relaxation -  the charged interfaces presented by ceil
membranes to internal and external electrolytes leads to the formation of 
a counterion atmosphere. A t low frequencies this may respond to an 
applied fie ld  to produce a large space-charge polarisation and d ie lectric  
dispersion.
( i i i)  Electrode polarisation -  for sim ilar reasons, the interface presented by a 
charged electrode in contact w ith  an e lectrolyte leads to an accumulation 
of charge and the creation of a boundary potential. The intrinsic impedance 
of a biological sample at low frequencies is supplemented by the resultant 
electrode impedance. This a rte fac t is a severe problem for biological 
impedance determinations at low frequencies. Special precautions, 
including the coating of the electrode surface w ith platinum black, may be 
necessary to prevent misleading results (Schwan 1963).
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PROPERTIES
3.1 Introduction
I t  has been shown in the previous chapter tha t the complex pe rm ittiv ity  
is one of the principal physical parameters governing the coupling of e lectro­
magnetic radiation to m atter. Biodielectric measurements are not only of basic 
biophysical interest (Schwan and Foster 1980) but also yield data necessary for 
the effective therapeutic applications and dosimetry of electromagnetic energy 
(Johnson and Guy 1972). The results of some recent investigations have shown 
that b iodielectric measurements may, furthermore, have a medical diagnostic 
significance (Burdette et al 1977). Later chapters are devoted to a new 
technique capable of accurate and convenient in-vivo biodielectric measurements 
and to new potentially diagnostic non-invasive measurement techniques which 
depend on the die lectric differences which may exist between normal and 
pathological tissues. The purpose of this present chapter is to firs tly  introduce 
the mechanisms responsible for the observed biodielectric behaviour from audio 
to microwave frequencies and then to examine in detail the possible medical 
implications and significance of these mechanisms. In the process of doing this 
a considerable amount of biodielectric data w ill be c ritica lly  reviewed and 
several physical insights into the causes and nature of the d ie lectric  differences 
between normal and pathological tissues w ill be given fo r the f irs t tim e.
3.2 Review of Biodielectric Dispersion Mechanisms
There exists an extensive litera ture  concerned w ith  the biophysical 
mechanisms responsible fo r the complex pe rm ittiv ity  of biological materials 
(e.g. Schwan 1937, 1959, 1977; E.H. Grant et al 1978; Pethig 1979; Stuchly 1979). 
A c ritica l survey and independent development of the d ie lectric  theory of general 
dispersed systems is given by Dukhin (1973). The reader is referred to these 
sources for any details omitted through lack of immediate relevance to the 
present subject.
From the complexity of biological tissues, both in composition and structure, 
i t  might be expected that several d iffe ren t polarisation mechanisms should exist 
to dominate their coupling to applied electromagnetic radiation at d iffe ren t 
regions of its spectrum. Each process, w ith in its particular frequency or time 
domain region of response, would then be expected to manifest itse lf by a 
d ie lectric dispersion whose parameters are open to measurement and analysis to 
expose the underlying biophysics. This has been the case in practice.
Fig. 3.1 presents the d ie lectric dispersions known to exist fo r typical
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Fig 3.1 The D ie lectric Dispersions of Typical Biological Tissue
biological tissues. Although in rea lity these dispersions tend to overlap, for 
c la rity  of presentation they w ill now be described separately.
3.2.1 OL -  Dispersion
3.2.1.1 Cell Membrane Biophysics
Cell membranes, in the most widely accepted 'flu id  mosaic' model (Singer 
and Nicholson 1972), consist of a phospholipid bilayer into which are embedded 
protein molecules (Fig. 3.2). Intrinsic proteins span the membrane and may 
transport molecules between the intracellu lar and extracellular spaces. Extrinsic 
proteins lie on a surface and may serve as specific, receptors for molecules
such as hormones. Both the protein and lipid molecules may have carbohydrate
groups which are important for cell specific ity and recognition processes. The 
membrane is conceived as a dynamic film  assembly in which the lip id and 
protein molecules are relatively unrestricted for translation in the plane of the 
film  but are hindered by unfavourable hydrophobic forces against lateral 
translation. This model is supported by evidence concerning the partic ipation of 
membrane glycolipids and proteins in ce ll-ce ll recognition, metabolic feedback 
loops, the activation of the immune response mechanism, ion transport and 
membrane asymmetry as revealed by freeze-fracture and electron microscopy
techniques (Harrison and Lunt 1973).
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Fig 3.2 Fluid Mosaic Model of the Cell Membrane: (a) Glycolipid,
(b) Glycoprotein, (c) Extrinsic Protein, (d) Phospholipid, 
(e) Intrinsic Protein
3.2.1.2 Space-charge Polarisation
The lipid and protein molecules of the flu id mosaic contain numerous 
surface groups such as phosphate, carboxyl and saccharide units which are 
ionised at pH values d iffe ren t to their pK values. A t the (approximately) 
neutral physiological pH, the cell membrane assumes a net negative charge 
which is responsible fo r the a ttraction  of an adjacent layer of e lectro lyte 
counterions. These must overcome an electrostatic potential barrier to escape 
into free solution but under the influence of an applied electromagnetic fie ld 
they are more free to move tangentially to the cell surface. The resultant 
space-charge polarisation of the cell surface ionic atmosphere produces a large 
induced dipole moment which is responsible for the very high perm ittiv iy  values 
of cellular materials at low frequencies. The equilibrium distribution of these 
cell surface counterions involves the opposition of fie ld and concentration 
gradient diffusion forces whose temporal behaviour in an alternating fie ld  is 
prim arily responsible for the characteristics of the a  -  dispersion (Schwan 1937, 
Schwan et al 1962, Schwartz 1962). That for muscle tissue is shown in Fig.
3.3.
3.2.1.3 Model Systems
Similar dispersions are observed for colloidal suspensions such as those of
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Fig 3.3 Relative Perm ittiv ity and Conductivity OL -  Dispersion of Frog 
Thigh Muscle (25°C). From Schwan (1957).
polystyrene microspheres and ion-exchange resins. These possess carboxyl groups 
which have a negative charge at pH values above about 5.0, thus s im ilarly 
attracting a surface counterion atmosphere. These materials have served as 
model systems to fac ilita te  analysis of the biological o l -  dispersion (Fig. 3.4)
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Fig 3.4
Relative P erm ittiv ity  
and Conductivity O L - 
Dispersion of Polystyrene 
Microsphere Suspensions 
r = 0.9 x 10“ 5 cm, 
p = 30%, 23°C. From 
Schwan et al (1962).
kHz
3.2.1.4 Quantitative Analysis
Much present quantitative understanding of the OL -  dispersion originates
29
Trom tneory aue to scnwarz u VbZ) wno derived tne d ittusion-lim ited 
relaxation frequency for a solid microsphere surface counterion polarisation as
f, fi kT < 3.1 >R
where r represents the particle radius, fi the counterion surface m obility , k 
the Boltzman constant and T the absolute termperature. Each counterion is 
considered to be situated in a potential well, created by each fixed surface 
charge, which must be overcome for the counterion to follow the applied fie ld. 
The counterion m obility is thus given by
where ju,0 is the counterion m obility in free solution and E is the counterion3
potential barrier activation energy given by
where eg is the counterion electrolyte perm ittiv ity  and d is the minimum 
separation of a fixed charge and its counterion. Assuming that the minimum 
distance between an individual counterion and its countercharge on the surface 
is generally significantly smaller than the separation distance between; ^surface 
charges, i t  can be shown (Schwarz 1962, Pethig 1979) that the counterion 
m obility w ill be somewhat smaller but s till comparable to that in free solution. 
The resultant d ie lectric properties follow equations 2.93 and 2.97 where
in which sq and qQ are the counterion density and charge, and p is the partic le 
volume fraction. These equations w ith appropriate parameter values and any 
necessary refinements (such as account of a distribution of activation energies) 
have provided a reasonable agreement to the experimental model suspension 
data and have been successfully extended for the analysis of bacterial suspension 
data (E inolf and Cartensen 1973). An indication of this agreement fo r model 
suspensions may be seen from Fig. 3.5 where the decreased relaxation frequency 
and increased d ie lectric increment fo r the suspension of the larger particles are 
both in accordance w ith equations 3. 1 and 3.4. Polystyrene spheres of diameter
l i o exp-(Eg /  kT) < 3.2 >
Ea < 3.3 >
A e 9 p q r  s M Mo o < 3.4 >
M l  + p  /  2)2 e0 kT
JO
aoout i u  cm nave re iaxauon  irequencies ot m e oruer ot i  k h z  wmisi many 
tissues having larger particles (cells) show relaxation frequencies typically at 
about 10 Hz. The higher frequency lim it of pe rm ittiv ity , which for model 
suspensions approaches an average of the electrolyte and partic le perm ittiv ities 
(Fig. 3.4) is not observed for tissues (Fig. 3.3) because at frequencies of about
1 - 1 0  kHz the OL -  dispersion merges into the low frequency lim it of the 
/3 -  dispersion.
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Fig 3.5 Relative Perm ittiv ity of Polystyrene Microsphere Suspensions: 
(a) r = 0.9 x 10""  ^ cm, (b) r = 5.9 x 10” ^ cm.
From Schwan (1957).
Further refinements to the theory have included consideration of the 
d iffe ren t levels of binding of the ion atmosphere (Schurr 1964) and this has 
been developed to account for both normal and tangential components of the 
induced counterion flux at a diffuse boundary of the double layer and bulk 
e lectrolyte (Dukhin 1973).
3.2.2 P  -  Dispersion
3.2.2.1 In terfacia l Polarisation
The /3 -  dispersion originates physically from a Maxwell-Wagner in terfacia l 
polarisation (Pethig 1979, Anderson 1964) in which the requirement for charge 
continuity at the cell membrane and organelle interfaces of inhomogeneous
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Libsue resuits, upon application of a fie ld  impulse, in the build-up of charge 
at these boundaries. The time-dependence of this charge accumulation is 
responsible fo r the characteristics of the j3 -  dispersion (Schwan 1957) which 
superimposes on the high-frequency end of the OL -  dispersion and extends to 
frequencies in the RF band (Fig.3.6).
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Fig 3.6 Relative Perm ittiv ity and Conductivity of Mammalian Tissues: 
(a) dog liver, (b) skeletal muscle, (c) spleen, (d) pancreas. 
From Stoy et al (1982).
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3.2.2.2 Equivalent C ircuit Model
Some physical insight into the behaviour of the tissue oc -  and 
P -  dispersions can be acquired through consideration of an illustrative 
equivalent c ircu it as shown in Fig. 3.7 (Schwan 1959, Schwan and Foster I960, 
Presman 1970). A t the low frecuencies of the a  -  dispersion the capacitive 
reactance of the cell membrane (follow ing 1 /  o) }Cm ) is very high and because
Fig. 3.7 Tissue
Equivalent C ircuit
0
the cell membrane conductance (G ) is low, current is shunted through the 
extracellu lar medium (Gg). As previously noted, the very high values of 
pe rm ittiv ity  at these frequencies originate from the polarisation and large 
dipole moment of cell ionic atmospheres. As frequency increases these 
atmospheres can no longer follow the applied fie ld so the o l -  dispersion 
perm ittiv ity  diminishes. The concomitant increase of tissue conductivity w ith 
frequency corresponds to a reduction in the capacitive reactance such that the 
intracellu lar medium (G.) can increasingly contribute to the to ta l measured 
conductance. As frequency increases further, the characteristics of the 
P -  dispersion become dominated by the behaviour of the cell membrane 
capacitive reactance. Expressions for the c ircu it components in terms of 
biological parameters can accurately predict the form of the ft -  dispersion 
(Schwan and Foster 1980, Schanne and Cerretti 1978). The dependence of the 
P (and oc) dispersions on the physical in tegrity  of the cell membrane has been 
demonstrated by the digitonin-mediated lysing of erythrocytes (Fricke and 
Curtis 1935) and of the bovine eye lens material (Pauly and Schwan 1964).
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3.2.2.3 Quantitative Analysis
Various theoretical models have been applied for the detailed quantitative 
analysis of the -  dispersion. These include:
(i) layers or sheets of material (Wagner 1914, 1924). As mentioned in the 
previous chapter, two-layer sheets produce a form for the measured 
relative pe rm ittiv ity  which is identical to that produced by a Debye-type 
dispersion, whilst the € " component includes an additional term which 
is inversely proportional to frequency. Further sheets of the same 
materials present in the same proportion give identical d ie lectric  responses 
(Anderson 1964);
( ii)  suspensions of uniform spherical particles (Maxwell 1873). The complex 
pe rm ittiv ity  of this suspension (o f low solid volume fraction is given by
* / & * — £ . *
e w = p / P  w \ < 3.5 >
*  *  i  *  *
e + 2 6  \ e + 2 es w \  p w
*  *  *
where €.g , e w and refer respectively to the suspension, water
and particle perm ittiv ities. The parameters of the dispersion are 
(Schwan 1957)
, a  + 2 a
R = P w < 3.6 >
2 7r e ( e + 2 e )o p w '
and
9p ( e a  -  e a  )2K p w w p
A  6 = ----------------------------- :-----    < 3.7 >
(2 e + e ) (2 a  + a  )2w p w p'
which are independent of the radii of suspended particles. These equations 
can be generalised to account for a suspension of randomly orientated 
ellipsoids (Fricke 1924);
( i i i)  suspension of shelled particles (Fricke 1924, 1955) giving
c — f  /  \  3 /  * *
e 3 -  • r + d '  / ‘ € p -  e s \  < 3.8 >
* * 1 /  I ‘ * *
\  r /  \  € + x €e s '  /  '  p s
where x is a shape factor (2 for spheres), the shell is of thickness d
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with pe rm ittiv ity  } and eg is an effective homogeneous partic le 
perm ittiv ity .
The use of such concepts and equations allowed Fricke (1925) to estimate
_2
the capacitance of the canine erythrocyte membrane as about 1 fJt, F cm 
and its thickness as 3.3nm; la ter work, as summarised by Schwan (1957), has 
shown this value of capacitance to be virtually independent of frequency and 
species. They have also fac ilita ted  analysis of data from various biological 
suspensions including phospholipid vesicles (Schwan et al 1970), bacteria (E inolf 
and Carstensen 1973), yeast cells (Asami et al 1976), mitochondria (Pauly and 
Packer 1960) and further studies of erythrocytes (Pauly and Schwan 1966,
Bianco et al 1979). The d ie lectric theory developed from a Maxwell-Wagner 
shell model for application to erythrocyte suspensions (Schwan 1957) has been 
applied, w ith approximations, to tissues (Schwan and Foster 1980, Foster and 
Schepps 1981, Stoy e t al 1982) by equations for the Debye d ie lectric  increment 
and relaxation frequency which follow
9prC
Ae =  - ___  < 3.9 >
(2 + p)2 € o
and
f R (t- T.)
< 3.10 >
2 7TrCm
respectively; <7. and a  represent the intracellular and extrace llu lar e lectro ly te  
conductivities.
3.2.3 j3l -  Dispersion
3.2.3.1 Macromolecular Orientational Polarisation
The /3l -  dispersion originates principally from the torque experienced in 
solution by biological macromolecules (such as proteins) possessing large dipole 
moments; this tends to align them in the direction of an applied fie ld , a tendency 
opposed by the randomising influence of thermal, or Brownian, motion 
(E.H. Grant et al 1978). As the frequency of oscillation of the applied fie ld  
increases, the motion of the polar dipoles becomes increasingly out of phase 
w ith the fie ld until a stage is reached where orientational polarisation is no 
longer possible. For protein solutions this process generates a clear 
$1 -  dispersion at frequencies between 1 - 1 0 0  MHz whilst in tissues the 
/31 -  dispersion at these frequencies is somewhat masked by the high frequency 
ta il of the -  dispersion.
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Theories other than that of Debye-type dipolar orientation have been 
postulated to explain the observed jSl -  dispersion of protein solutions. These 
include:
(i) relaxation of polar amino acid side chains (Schwan 1957, Pennock and 
Schwan 1969);
( ii)  proton fluctuation at those exposed acidic and basic groups whose pK values 
lie close to that of the suspending electrolyte, this being responsible for 
a fin ite  mean-square dipole moment from which a d ie lectric dispersion 
can originate at RF frequencies (Kirkwood and Shumaker 1952);
( i i i)  fast conformational changes of polar biopolymers induced by an applied 
fie ld (Schwarz and Seelig 1968, Schwarz 1972);
(iv) Maxwell-Wagner interface polarisation due to the conductivity and
perm ittiv ity  differences of protein and solvent (Wagner 1914, E.H. Grant 
et al 1978);
(v) macromolecular ion atmosphere relaxation (Debye and Falkenhagen 1928, 
E.H. Grant et al 1978).
With the possible exceptions of side-chain relaxation and proton fluctuation, 
these alternative mechanisms are believed to be relatively insignificant at these 
frequencies (South and Grant 1972).
3.2.3.2 Quantitative Analysis
For protein solutions the macromolecular orientational polarisation 
mechanism is amenable to analysis by the Debye formulation in which dipolar 
molecules are treated as spheres whose tendency to rotation is opposed by the 
viscosity of the surrounding solvent (Debye 192% E.H. Grant e t al 1978). 
Haemoglobin (the oxygen-transport protein of erythrocytes) provides a 
representative example of how -  dispersion measurements can provide useful 
biophysical information. Fig 3.8 shows the ($\ -  dispersion of a 20% solution 
(by weight) of haemoglobin in water (which is approximately the average protein 
concentration of typical soft tissues). The perm ittiv ity  fa lls from about 180
D ie lectric Dispersion 
of 20% (w /w ) Aqueous 
Solution of Haemoglobin. 
From Grant et al (1978)
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to about 65 as the frequency increases from 0.05 MHz to 50 MHz w ith  the 
dispersion centred at about 1 MHz. The dielectric increment is generally 
proportional to the protein concentration, c, and the specific d ie lectric increment, 
£ ( = A /  c), is a well-defined quantity which can be related to the square of 
the molecular dipole moment, fi , through (E.H. Grant et al 1978)
where M is the protein molecular weight and is Avogadro's number.
The effective radius of the haemoglobin molecule may be calculated from 
equation 2.94 and compared to its size calculated by alternative means (such 
as by protein X-ray crystallography). This comparison reveals an apparently 
larger size for the molecule when measured by the d ie lectric method. Providing 
any protein conformation differences between the solution and crystal 
haemoglobin molecule are negligible (and the intramolecular forces can be 
shown to be much stronger than intermolecular crystal la ttice  forces (Blundell 
and Johnson 1976)) this discrepancy in molecular volume may be a ttributed to a 
layer of relatively immobile bound-water proximal to the surface of the protein. 
The magnitude of the die lectric /  X -ray molecular volume discrepancy indicates 
a bound-water layer of approximately two water molecules thickness. It m ight 
be expected that such bound-water should relax at frequencies somewhere
between those of ice and liquid water; as discussed further in the next section,
there is evidence to indicate bound-water relaxation between 0.1 and 1 GHz
for haemoglobin (Schwan 1965) and other proteins.
3.2.4 6 -  Dispersion
3.2.4.1 Protein Solutions
3.2.4.1.1 Bound-water Orientational Polarisation
Useful information on the hydration and biophysical properties of protein 
macromolecules has been derived from d ie lectric measurements on wet powders 
(Pethig 1979). If the protein is completely dry its perm ittiv ity  measured at kHz 
frequencies is generally very low (since no permanent dipoles are able to freely 
respond to the applied fie ld) but a c ritica l water content is often reached upon 
dampening of the powder beyond which the pe rm ittiv ity  rises rapidly (Fig. 3.9). 
This e ffec t is interpreted (Rosen 1963, Takashima and Schwan 1965) by 
supposing that up to the c ritica l hydration the protein rig id ly binds each water 
molecule, but subsequent water molecules are less tigh tly  bound so they may 
possess an orientational polarisation and contribute to an increased p e rm ittiv ity .
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Fig. 3.9 Relative Perm ittiv ity 
of Packed Myoglobin 
Powder as a Function 
of Hydration:
(a) 0.1 MHz, (b) 1.0 MHz. 
From Rosen (1963)
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Furthermore, d ie lectric data from lysozyme (Bone and Pethig 1982) indicate 
that at 20% (w/w) hydration the bound-water serves as a plasticizer to increase 
the vibrational freedom of the protein structure; this is probably related to the
fac t that the onset of enzymatic activ ity  occurs at this level of hydration.
Since the rotational properties of water molecules may be expected to be 
strongly influenced by their local physical environment, water which is intim ately 
associated with solute protein molecules w ill have a restricted rotational freedom 
and w ill consequently relax at lower frequencies than that of bulk water at the
same temperature. Studies on the 8 -  dispersion of protein solutions, for
example myoglobin (Fig. 3.10), suggest a bound-water relaxation frequency of 
between 0.1 and 1 GHz (E.H. Grant et al 1978). The existence of the
Fig. 3.10 D ie lectric 6 -  
Dispersion of 
10% (w /w ) Agueous 
Solution of Myoglobin 
From Grant e t al 
(1978).
8 -  dispersion has been confirmed for other proteins including bovine serum 
albumen (BSA) and egg albumin (E.H. Grant 1962, 1963, 1966), haemoglobin 
(Schwan 1965) and human and bovine low-density lipoproteins (E.H. Grant e t al 197 
Essex et al 1977).
Some questions s till remain, however, concerning the unique association of 
the observed 8 -  dispersion of protein solutions to the relaxation of bound-water. 
For example, the analysis of BSA d ie lectric data (Essex et al 1977) has indicated
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the presence of two 5 -  dispersions whose interpretation is not clear. Also, 
the presence of a die lectric relaxation for anhydrous Sephadex at UHF 
frequencies has been noted (Koide and Carstensen 1976) as due possibly to 
partial orientation of polar side-chains. Thus, despite the consistent cases 
which can be made for associating the 6 -  dispersion of protein solutions to 
bound-water relaxation, a considerable amount of work s till remains to c la rify  
these and other questions.
3.2.4.1.2 Quantitative Analysis
Of the several ways by which quantitative estimates of protein hydration 
may be derived from dielectric measurements (E.H. Grant et al 1978) one of 
the most straightforward (Buchanan et al 1952) is by interpretation of the 
depression of the protein solution perm ittiv ity  below that of pure water at 
frequencies near 1 GHz; this d ie lectric decrement divided by the protein 
concentration yielding the specific d ie lectric decrement, 8 . A t frequencies 
approaching 1 GHz the relative perm ittiv ity  of water is about only 0.3% less 
than its (accurately) known static value ( € = 74 at 37QC). The only
contribution of the protein at this frequency to the pe rm ittiv ity  of the solution 
is from its atomic and electronic polarisations, so the maximum amount the 
protein itse lf can contribute to 8 is that calculated from account o f its volume 
and minimum perm ittiv ity  (un ity). The value of 8 calculated this way- is 
sometimes considerably less than the 8 value determined experimentally. This 
discrepancy, like that found from comparing d ie lectric and X -ray molecular 
volumes, can be explained by an amount of water bound to the surface of the 
protein; this water having a low perm ittiv ity  in addition to that of the protein. 
Therefore, the magnitude of 5 is due both to the protein (x g'cm” '*) and to 
its bound-water (xWgcnrT'5) allowing the protein hydration, W, to be calculated 
(though not to a high accuracy by this method because of uncertainty in the 
values of pe rm ittiv ity  and density to be allocated to the protein and bound- 
water). Protein hydration values typically fa ll w ith in the range 0.3 -  0.6 g 
bound-water /  g protein.
3.2.4.2 Tissues
As may be expected, the interpretation of tissue d ie lectric  data in the 
frequency range of the $ -  dispersion is s till more equivocal. Strong cases 
can be argued for the presence of significantly larger amounts of in te rfac ia l, 
or vicinal, water in tissues than in protein solutions of equivalent concentrations 
because of the relatively vast surface areas presented by in trace llu la r 
membraneous organelles: for example, the endoplasmic reticulum  of the ra t
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hepatocyte has been calculated (Weibel et al 1969) as introducing a tota l surface 
A 2area of 6.3 x 10 f tm per cell. Clegg and Drost-Hansen (1977) have calculated 
that water molecules su ffic iently  proximal to the endoplasmic reticulum interface 
to have altered physical properties may account for 14% of the tota l 
intracellular water. Consideration of other intracellular membrane surfaces led 
to a calculation that a further 16.5%, or a to ta l of 30.5%, of the intracellu lar 
water has physical properties d iffe ren t to those of free (or bulk) water. On 
this basis, marked differences between the 8 -  dispersions of tissues and protein 
solutions of equivalent protein concentration would be expected. However, 
there is l it t le  evidence yet from die lectric measurements that the amounts 
of bound or motionally hindered water d iffers generally and substantially between 
protein solutions and tissues. For example, the die lectric properties of a 20% 
gelatine solution and barnacle muscle tissue are virtually identical at UHF and 
MW frequencies at the same temperature (Foster et al 1980, Foster and Schepps 
1981). The results of a large number of other studies involving a variety of 
physical techniques have also failed so far to unanimously support the existence 
of a large fraction of 's tructured1 intracellu lar water. For example, NMR data 
has been variously interpreted as indicating for some the presence of a large 
amount of structured tissue water (Chang et al 1976) and conversely for others 
that only a negligible amount of cellular water d iffers to that of bulk water 
(Foster et al 1976). A source of con flic t between the predictions of Clegg and 
Drost-Hansen (1977) and d ie lectric results is clearly the assumption of these 
authors that water molecules remote from a surface by up to 30 layers may 
interact in some way w ith it .  Whilst these authors quote a range of evidence, 
mainly from solid-state investigations, to support this assumption, most 
d ie lectric work does not indicate that water molecules more than 2 or 3 layers 
away from a surface have their 'ro ta tiona l' properties altered by the ir proxim ity 
to it .  It  may be that more remote layers of vicinal water have properties 
perturbed by amounts beyond the sensitivity of d ie lectric (and other) present 
methods.
Further ambiguity arises from uncertainties concerning the extent of 
validity of alternative physical models necessary for the analysis of the data 
acquired by d iffe rent techniques. Such uncertainty has influenced the conclusions 
drawn from dielectric data. For example, d ie lectric m ixture equations have 
been used to in terpret muscle data at 10 GHz (Schwan and Foster 1977) 
enabling estimation of the tissue's weight fraction of water. Since motionally 
hindered water molecules were assumed not to contribute to the polarisability 
of the tissue at this frequency, the difference between this tissue water 
estimation and that otherwise determined (e.g. by dessication) was a ttributable  
to bound-water. The results indicated tissue water contents s lightly lower than
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literature values but i t  was not clear how much of this discrepancy originated 
from approximate theory or from bound-water. It was concluded that most 
muscle tissue water has an identical rotational mobility to that of bulk water. 
More recently, however, i t  has been elegantly shown (Foster e t al 1980) for 
the barnacle muscle that its d ie lectric properties do not follow the Debye 
equations appropriate at MW frequencies for e lectrolyte solutions and tissues 
(a fte r suitable account of the presence of low perm ittiv ity , low conductivity, 
solids) until somewhat beyond 5 GHz; at lower UHF frequencies, relaxation 
processes other than water dipolar rotation exist. Hence the earlier assumption 
that any bound-water is completely immobile at 10 GHz and fa ils to 
contribute to tissue polarisability may have been somewhat in error, leading 
to an underestimation of the amount of water which is more motionally 
hindered than bulk water. Whilst the s im ilarity of the barnacle muscle and 
gelatine solution data, noted above, indicates that any such underestimation 
probably remains relatively insignificant, this example clearly illustrates the 
necessity of valid assumptions before firm  conclusions can be made from 
die lectric data.
The association of this recently identified tissue UHF dispersion to ta lly  
w ith bound-water relaxation itse lf remains problematic: A t frequencies above
the observed UHF dispersion, tissue perm ittiv ity  and conductivity data can 
be fitted  by (Schepps and Foster 1980)
e jL  +
( e m
< 3.12 >
and
a sm + 2 * e 0 f 2( e sm -  U  )
R 1 + (U
< 3.13 >
min which 6 represents the sta tic perm ittiv ity  of bulk tissue water
(proportional by its volume fraction to of pure water), <7sm represents
the contributions of tissue e lectro lyte  ionic conductivity, and UHF relaxation
processes (including that from any bound-water) to tissue conductivity,
is comparable to an equivalent value for pure water (~  4) and f ^  is v irtua lly
identical to that of pure water (25 GHz at 37 °C). It was shown fo r a range
of tissues that a strong correlation exists between e sm and (1 -  p), the volume
fraction of tissue water, but in all cases e m was lower than those valuess
predicted by die lectric m ixture equations; in order to achieve agreement, p,
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the suspended solid fraction, required an increase of between 30 -  30%. The 
difference between the value of 'tru e ' tissue solids (about 20% by volume) and 
that value (26 -  30%) necessary to f i t  the mixture equations can represent 
bound-water. This conclusion, that up to 10% of tissue water is in some way 
bound to its surfaces (membrane organelle and/or macromolecular), is consistent 
w ith several estimates derived from other physical techniques (Cook and Kuntz 
1974).
Other evidence, however, s till awaits an adequate explanation. For 
example the d ie lectric properties of gelatine and haemoglobin solutions and 
barnacle muscle tissue above about 1 GHz are v irtua llly  identical (providing 
they contain the same to ta l solid fraction) implying very sim ilar amounts of 
bound-water, yet much larger dispersions exist for gelatine and muscle tissue 
between 0.1 to 1 GHz than for haemoglobin (Foster and Schepps 1981); at 
these frequencies effects other than bound-water relaxation evidently 
contribute to their d ie lectric properties. These effects might include any 
differences in the d ie lectric response between globular and fibrous proteins - 
myofibrils in particular have been shown to exhibit a Maxwell-Wagner dispersion 
of large but uncertain extent centred at a relaxation frequency above 
0.1 GHz (Foster et al 1980). Neglect of these UHF effects led Masszi (1972) 
to erroneously conclude, from fitt in g  gelatine and muscle data between
2 - 4  GHz (where they s till remain significant) that most of the water 
molecules of these materials possess a relaxation frequency reduced substantially 
below that of bulk water. Although this is not the case for these particular 
materials, there has been recent evidence (Gabriel et al 1983) suggesting the 
existence of considerably larger amounts of bound-water in various ocular tissues. 
In all of the tissues studied, the relaxation frequency was less, and fo r lens 
material much less (8.3 GHz) than that of pure water (25 GHz) a t the same 
temperature (37°C). Particular care was taken in this work to exclude 
any possibility of UHF effects contributing to spurious conclusions.
Microemulsions have recently provided a model system of the type 
which may help to resolve the d ifficu lties  of interpreting the 5 -  dispersion 
(Foster el al 1982a, b). These preparations (stable, isotropic, monodisperse 
m icro-droplets of oil in water) have dielectric properties which can be 
explained by the presence of two fractions of water: free water (w ith  d ie lectric  
properties identical to pure water) and interfacia l water (w ith relaxation 
frequencies in the low GHz region) equivalent to about 2 monolayers around 
each droplet. A sim ilar situation probably prevails in protein solutions 
and tissues, but it  cannot be unequivocably established because of the 
superimposed d ie lectric relaxations of d iffe rent and so fa r uncertain origin.
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3.2.5 7  -  Dispersion
As discussed above, at frequencies beyond those of any existing UHF 
dispersion, the die lectric properties of several tissues f i t  the Debye equations 
w ith a relaxation frequency v irtua lly identical to the dipolar relaxation frequency 
of pure water at the same temperature. The fitte d  low-frequency lim it 
values ( 6 m) of the 7  -  dispersions of these materials d iffe rs from those 
predicted from the to ta l tissue water contents by an amount of bound-water 
(which cannot at these frequencies contribute to tissue orientational 
polarisability). The lack of consensus about the relative quantity and 
universality of the bound-water in various tissues has been previously indicated. 
Despite this uncertainty, fo r many purposes the 7 -  dispersion can be considered 
to be overwhelmingly dictated simply by the to ta l tissue water content. For 
example, at 10 GHz muscle tissue has a perm ittiv ity  and conductivity which 
is approximately larger than those of fa t in proportion to the average water 
content of the two tissues ( ~75% and ~8% by weight respectively).
3.3 Medical Significance of Biodielectric Dispersion Mechanisms
The accurate extension of some of the above theoretical models and 
equations (particu larly those of the ot -  dispersion) to tissues has not yet been 
achieved. This is not surprising since biological tissues are generally of 
elaborate architecture- consisting of non-uniform ly shaped cells in intim ate 
contact and of high cell volume fraction. For example, merely increasing 
p beyond about 0.2 in the Schwarz OL -  dispersion theory appreciably weakens 
its fide lity : <J and fi become then functions of p which indicates that a t high 
volume fractions the particles in teract and perturb the counterion charge 
densities and mobilities that exist fo r well-separated particles. Therefore, the 
highly accurate quantitative analysis of any perturbations to the a. -  dispersion 
provoked by pathological changes in tissues is d iff ic u lt (perhaps impossible) 
to achieve. Similar restrictions w ill apply to other dispersions. However, 
much tissue data is in broad agreement to the idealistic theory (Schwan 
1957) and the general form of any b iodielectric perturbations can be at least 
conjectured by application of the known physical and biological characteristics 
of pathological tissue to the model systems and their equations. This 
approach, moreover, w ill conform to that now widely accepted philosophical 
paradigm of scientific research in which the value of hypotheses and their 
predictions lies in the amount by which they are exposed to re futation 
(Popper 1969).
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3.3.1 Ot -  Dispersion
3.3.1.1 Biophysics of Normal and Malignant Tissue
The cytoplasm of v irtua lly all normal animal cells is considerably
■4* 4* 2+ —richer in K ions, but poorer in Na , Ca and Cl ions, than the extracellu lar 
flu id. This cell membrane ionic asymmetry exists because of the following 
reasons (Dyson 1979, Harrison and Lunt 1975):
(i) The inclusion of macromolecules, having a net negative charge at the 
physiological pH, w ithin a semipermeable membrane tends to establish 
a Gibbs-Donnan equilibrium that produces an increase of K+ and decrease 
of Cl”  ions in the in tracellu lar relative to extracellular e lectro lyte .
( ii)  Concomitant w ith this is the establishment of a charge separation in 
the v ic in ity of the membrane surfaces which leads to an equilibrium 
membrane potential of -60mV w ith the inner (cytoplasmic) surface 
negative w ith respect to the outer (extracellu lar) surface.
( i i i)  The action of membrane-bound protein assemblies which remove sodium 
ions from the cell, principally to reduce the intracellu lar osmotic 
pressure below that which would (because of the high in tracellu lar 
molar concentration of solutes) cause cell swelling and lysis, is to 
enhance (through a net extrusion of cations) the membrane potential 
to about -90mV; this sodium pump mechanism requires energy (ATP).
The patterns of biophysical change which occur in the transformation 
of normal to cancerous tissue are by no means fu lly  known and ubiquitous, 
but the plasma membrane seems to be crucially involved in many of the most 
characteristic changes (Subtelny and Wessells 1980, Wallach 1972). Since the 
oc -  dispersion interrogates this interface its analysis may be expected to yield 
information of medical value.
Malignant cells show a loss of contact inhibition, a decline of mutual 
and selective adhesiveness, a considerable degree of swelling, and the presence 
sometimes of plasmalemma outgrowths (Trump and A rstila  1975, Dyson 1979). 
There is considerable evidence that the water content and sodium ion 
concentration of malignant cells is significantly higher than in normal cells 
(Damadian and Cope 1974). The transformation of normal to malignant 
tissue is also often accompanied by an increase of negative charge on the outer 
surface of the malignant cells' membrane (Ambrose 1956, Purdomet al 1958).
The transmembrane potential may also be d iffe ren t. For example, in the 
cells of a rapidly proliferating myosarcoma, the membrane potential gradient 
has been measured to be -lO m V, while in adjacent normal muscle the potential 
was -90mV (Cone 1969, Cone and Tongier 1971).
Wallach (1972) points out tha t 'regrettab ly few studies have attempted
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to correlate the charge density, adhesiveness and contact inhib ition ' features 
of pathological tissue. Each of the following hypotheses attempts to go 
further by providing a self-consistent unifying mechanism for all of the above 
characteristics.
3.3.1.2 Malignant Tissue: Hypothesis 1
The above evidence suggests the possibility that the high water and 
Na+ content and tendency to swell of malignant cells reflects a fa ilure 
of the sodium pump. This probably originates from a defective gene 
expression (and thus membrane protein synthesis) which is a fundamental cause 
of the transformation from normality to malignancy (Dulbecco 1982). Part 
of the reduced magnitude of the malignant cells' membrane potential gradient 
is then explained. A further increase in positivity of this membrane potential 
gradient (above that of a Gibbs-Donnan equilibrium) becomes explicable by 
the evidence that cancer cells are more electronegative than homologous 
normal cells because of a reduced ab ility  of the outer surface of the 
cell membrane to bind Ca ions (de Long et al 1950, Ambrose et al 1956, 
Schauble and Habal 1969, 1970); the resultant effective increase of membrane 
outer surface net negative charge serves to equate s till further the inside 
to outside membrane potentials. The loss of ce ll-ce ll recognition, contact 
inhibition and selective adhesiveness must also re flec t pathological changes in 
the molecular structure of the cell membrane. Involved in these roles are 
cell surface receptor proteins such as the glycosyl transferase enzymes 
(Harrison and Lunt 1975) which bind to specific oligosaccharide units 
protruding from the outer membrane surfaces of cells of the same type 
(Fig. 3.2) 0 Ca is needed for this cell aggregation process (Dyson 1979) and
c\
i t  is known (above) that malignant cells have a reduced a ffin ity  for Ca +2+
(possibly because of a Ca binding-site perturbation owing to 
defective protein synthesis). In this way, i t  is possible to rationalise 
the failure of cell recognition processes w ith all of the other pathological 
characteristics previously noted. This w ill be termed Hypothesis 1. It is 
depicted in Fig. 3.11.
3.3.1.3 Malilgnant Tissue: Hypothesis 2
There is an alternative, but related, way to explain these observations. 
Whether by in itia l failure of the sodium pump (because of metabolic or protein 
synthesis failures) or for other reasons, the cell membrane undergoes a partia l 
depolarisation. The membrane depolarisation influences the nature of the 
electrica l double layer at the cell surface. Because cell membrane proteins
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Fig. 
3.12 
Hypothesis 
2
have structural units (such as the alpha-helix) w ith large dipole moments and 
carry a net negative charge at physiological pH, the normally huge membrane 
e lectric fie ld (~ 1 0  V cm~^) must influence, or be necessary for, the 
establishment of their specific conformations which for enzymes such as the2+
glycosyl transferases are crucial for them to bind Ca + ions and realise in te r- 
cell recognition. Sodium pump enzymes may also depend on the specific 
protein conformations established by the membrane e lectric fie ld; i f  so, a 
partial membrane depolarisation would then lead to their fa ilure and a further 
depolarisation (i.e. positive feedback). The result of this w ill be an influx of 
Na+ ions and a raised tissue water content (in response to an increase of in tra ­
cellular osmotic pressure). Furthermore, the vectorial direction of the normal 
membrane e lectric fie ld a ttracts a density of countercations to the surface of the 
cell which is much above that which would exist in its absence. This 
normally very high countercation density w ill, from a remote exterior 
reference frame, effectively screen the fixed negative charges on the 
cell surface. But upon a membrane depolarisation this charge shielding 
is lost or significantly reduced so that malignant cells become apparently more 
electronegative than normal cells when measured, for example, by the 
electrophoretic mobility method responsible for the membrane charge density 
results of Ambrose et al (1956) and Purdomet al (1958). This w ill be 
termed Hypothesis 2. I t  is depicted in Fig. 3.12.
3.3.1.A Predictions
For c la rity  these hypotheses w ill now be considered separately although 
i t  is not unlikely that aspects of both models occur in rea lity .
3.3.1.A.1 Hypothesis 1
The factors incorporated into Hypothesis 1 allow several predictions for 
the characteristics of the o l -  dispersion of pathological tissue. For example, 
the results of Ambrose et al (1956) indicated an increase, by a fac to r of 
almost 2, for the negative surface charge density of kidney tumour cells. This 
pathological increase of surface charge density would produce, according 
to the Schwarz equation 3.A, an equivalent increase in the oc -  dispersion 
d ielectric increment. By taking account also of any increase of average cell 
radius (because of swelling) this increase may be further enhanced. A 
diminished in te r-ce ll bonding and an increased extracellular e lectro lyte  
volume would both tend to increase the counterion surface m obility , but 
any e ffec t of this to increase somewhat the a  -  dispersion relaxation frequency
may be counteracted by any increase in the average cell radius (equation 3.1). 
Assuming, therefore, a relaxation frequency relatively unchanged by malignancy 
but a die lectric increment increased by a factor of 2, the resultant form 
of the a  -  dispersion is predicted to be that shown in Fig. 3.13; being taken 
as unchanged (its  very small magnitude relative to Ae making any change 
insignificant). It is noted that at these low frequencies other pathologies 
such as cystic or oedemous tissues w ill manifest d ie lectric properties 
d iffe ren t to that of malignant tissue. The dielectric differences of malignant 
tissue have been taken to arise principally from changes to the cell membrane 
surface charge density. There is no evidence that this is the case for cystic 
or oedemous tissue. In fact, these tissues (particu larly cysts) are typ ically 
characterised by a cell volume fraction significantly reduced at the expense of 
increased tissue extracellular volumes; for cysts a 30% reduction in p below that 
of homologous normal tissue (~80% ) may be a conservative estimate. The 
parallel e ffect of this on the d ie lectric increment (equation 3.4) would be 
its reduction by about 22%. The consequence of this upon its d ie lectric 
dispersion, assuming other parameters such as counterion m obility and 
average cell size are more negligibly affected, is also indicated in Fig. 3.13 
It is concluded that measurements of the relative perm ittiv ity  of malignant 
tissue in the region of the OL -  dispersion would by Hypothesis 1 lead to their 
increase relative to homologous normal tissue, this increase being maximised 
towards the low (sta tic) frequency lim it at a factor of about 2. In contrast, 
cystic tissue is predicted to show a decrease in relative pe rm ittiv ity  which ismaxi/ww 
at this low frequency lim it.
Fig. 3.13 Normal and Pathological Tissue OL -  Dispersions
m
Malignant
Normal
JD
t~4
Cyst
Frequency
49
The conductivity of tissue, upon transformation from normality to 
malignancy according to Hypothesis 1, w ill change for two reasons:
(i) The conductivity increment is linked to the perm ittiv ity  increment by 
equation 2.98 so that any change in the la tte r is manifested 
proportionately by the form er (although for very low values of f ^  the 
magnitude of A o «  Ae  so that the absolute value of the change in 
conductivity, typically A  O < .1 mS cm " , is very small).
( ii)  The static conductivity, a Q, may be expected to increase because of the 
increased outer cell surface charge density and electrolyte ion- 
m obility resulting from increased tissue water content and loosened 
in te r-ce ll bonding. An accurate quantitative prediction of the e ffec t of 
these factors on o is obviously d if f ic u lt to achieve, but a simple 
and idealistic approximation is possible as follows: the tissue (Fig. 3.14a) 
which is to undergo a malignant transformation is modelled as a parallel 
conductive network (Fig. 3.14b) in which each network conductance 
element represents an in te r-ce ll channel through the tissue (current 
at these frequencies being entirely extracellu lar). These channels, of 
individual cross-sectional area and length and 1^  respectively, contain 
e lectrolyte of conductivity O . The to ta l conductance of the network is
G — G, + G« + ... G, < 3.14 >n 1 2 k
K A nk—  < 3.15 >
k=l lk 
a  A
   < 3.16 >
L
where the sub/superscript n refers to normal tissue. In an idealistic 
malignant transformation,
K A m
a  Am
k < 3.17 >
*k
< 3.18 >
L
giving
G Am _ _m
G An n
< 3.19 >
where it  is assumed that the only change is that presented by an increase 
in cross-sectional area of in te r-ce ll channels caused by an increased
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Fig. 3.14 Tissue Static Conductivity Model
tissue e lectrolyte filling  space made available by reduced in te r-ce ll 
bonding. If all of the increase in tissue e lectro lyte content is taken 
as occurring in the extracellu lar compartment then the volumes of 
extracellular e lectrolyte are related by
Vol
and
Vol m
L x A
L x Am
< 3.20 >
< 3.21 >
This increase in tissue water content can range between 10% to 20% 
(Homburg and Fisherman 1953) so these volumes are related (maximally) by
Vol m 1.2 Vol n < 3.22 >
or
Am 1.2 < 3.23 >
An
A measurement of the dc conductance of the tissues by electrodes of
>e<area Ag and separation lp(Figs 3.14a and 3.14c) would give
n  A<7 A u o e
n < 3.24 >
and
m
a  m a0 e < 3.25 >
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so, from equations 3.19, 3.23, 3.24, and 3.25
<7 m 1.2 a < 3.26 >
The forms taken by the a  -  dispersion conductivities are therefore 
as shown in Fig. 3.15 (where the absolute size of the normal conductivity
). I t  is apparent thatincrement is taken as being so small that q j?  < <j mo
Fig. 3.15 Normal and Pathological Tissue OL -  Dispersion
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the conductivity differences between normal and malignant tissue are nhaximised 
at the high frequency lim it of the dispersion (of order 10 kHz). For the 
ol -  dispersion of cyst tissue, its static conductivity, 0 QCf following the above 
arguments, is expected to be larger than both ( jJ ' and whilst its
dispersion increment w ill be smaller than found for these cases. There is 
therefore the interesting possibility that, at the low-frequency lim it, cyst 
conductivity should typically be somewhat larger than both normal and 
malignant tissue whilst at the high-frequency lim it its conductivity may 
approach, or become less than, that of malignant tissue.
3.3.1.4.2 Hypothesis 2
A main feature of Hypothesis 2 is that the normally very high membrane 
e lectric fie ld attracts a density of counterions to the membrane surface 
which is much greater than that which would exist at the same pH from 
just the fixed surface negative charges; upon a pathological membrane 
depolarisation only these charges can contribute to the surface effective 
electronegativity and a ttrac t a counterion atmosphere. I t  is not possible 
to give a quantitative estimate of the resultant changes to the o r- dispersion,
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but it  seems likely that the membrane e lectric fie ld must exert a very 
considerable influence on the space-charge polarisation on which i t  depends.
A partial or complete membrane depolarisation may therefore promote much 
greater d ie lectric changes than those predicted from Hypothesis 1. The 
membrane e lectric field may be expected not only to increase the counterion 
atmosphere density but also to promote its tighter and closer bonding to the 
cell surface; this (equation 3.3) w ill increase the counterion potential barrier 
activation energy and (equation 3.2) res tric t counterion m obility. A 
pathological membrane depolarisation would therefore lead to a reduced d ie lectric 
increment but increased relaxation frequency. The resultant form of the 
changes to the ot- dispersion perm ittiv ity  are shown in Fig. 3.16. They have 
the interesting predicted properties that malignant tissue may show either a 
decreased or an increased perm ittiv ity  relative to that of normal tissue, each 
side of a cross-over frequency at which they become equal. The differences 
in conductivity (Fig. 3.17) are marginally greatest at the lew frequency lim it.
Fig. 3.16 Normal and Pathological Tissue Ot -  Dispersion
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3.3.1.5 Comparison of Predictions to Available Data
Relatively l it t le  data is presently available for the oc- dispersions 
of malignant and homologous normal tissues. Early measurements of the 
electrical capacity of breast tumours (Fricke and Morse 1926) at 20 kHz 
indicate considerable increases in the capacitance (x2 -  10) of tumour tissue 
relative to surrounding normal tissue and sim ilar increases in conductance 
(x2 -  4). This data does not con flic t w ith any of the predictions presented 
above. Discrimination between the above hypotheses requires measurements across 
the complete frequency range of the dispersion. A recent study which more 
nearly satisfies this criterion reports pe rm ittiv ity  measurements of breasts 
w ith and w ithout a malignant inclusion (Singh et al 1979), as shown in 
Fig. 3.18.
6
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Fig. 3.18 In-vivo D ie lectric Spectra using Externally Applied Electrodes:
(a) Normal Breast, (b) Breast w ith Malignant Tumour.
From Singh et al (1979)
Although i t  is d iff ic u lt to draw firm  conclusions because of the presence of 
other tissues in the measurement samples, the data clearly indicates an increase 
throughout the frequency range by a facto r of generally more than two 
for the pe rm ittiv ity  of the breast containing a malignancy. These authors 
point out that such differences potentially provide a convenient and rapid 
means of identifying breast pathologies; the clin ical evaluation of the ir in -
in-vivo d ie lectric spectrometer was to continue 'as a p r io r ity '. The results 
also indicate a crossing-over of the perm ittiv ities at the low-frequency lim it. 
This may be taken as evidence in support of Hypothesis 2. Less recent data 
can also be interpreted to support Hypothesis 2. Fig. 3.19 shows the relative 
perm ittiv ity  of skeletal muscle measured at d iffe rent times a fte r excision 
(Schwan 1957). I t  shows clearly the rapid breakdown of the Ot -  dispersion 
before the (3 -  dispersion is affected. The ot _ dispersion is obviously
610
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Fig. 3.19 Relative Perm ittiv ity of Muscular Tissue (Frog Sartorius) at 
D iffe rent Times a fte r Excision: (a) One hour, (b) One day,
(c) Two days.
From Schwan (1957).
perturbed by factors other than gross cellu lar changes (such as ce llu lar 
autolysis). Two such possibilities include those that:
(i) the tissue responds to the loss of its oxygen supply by respiring
anaerobically fo r a short time a fte r excision. There may thus be a 
build-up of lactic  acid and a reduction of tissue pH which could be 
responsible for protonating the membrane carboxylic groups prim arily 
responsible in Hypothesis 1 fo r a ttracting the membrane counterion 
atmosphere. Following previous arguments this would diminish the 
O' -  dispersion d ie lectric increment.
( ii)  the rapid membrane depolarisation following a cessation of cell
55
metabolic activ ity may additionally (or alternatively) by the previous 
arguments of Hypothesis 2 have the principal e ffec t of a rapid reduction 
in d ie lectric increment. A main feature of this model could therefore 
be responsible fo r the sw ift loss of the ot -  dispersion following cell 
death.
3.3.2 0  -  Dispersion
It has been indicated previously that equations 3.9 and 3.10 have been 
of value fo r the analysis of the 0  -  dispersion of tissue. In particular, they 
have been used to synthesise a tissue 0  -  dispersion in good agreement to 
experimental data (Stoy et al 1982). This better understanding of the 0 -  
dispersion renders possible more quantitative predictions about the nature of its 
changes following a malignant transformation than were possible fo r the a  -  
dispersion. These equations w ill be applied here to a model tissue which w ill be 
used to examine in detail the consequences of such a transformation.
3.3.2.1 Normal Rat Liver Tissue
The hepatocyte has been the most widely studied eukaryotic cell and 
a detailed report of the u ltrastructura l morphology of ra t liver tissue is 
available (Weibel et al 1969). For these reasons i t  has been selected here 
as a representative tissue capable of being d ie lectrically modelled from 
normality to malignancy.
An estimate of the 0  -  dispersion of tissue can be obtained from a 
summation of the die lectric contributions of its individual (ith ) structural 
components (Stoy et al 1982). The appropriate equations, summarised here fo r 
convenience, are
A < 3.26 >e
a a + < 3.27 >
where
and
f D. = < 3.29 >Ri
7Tr. C . f  1 + 0,5 ]l mi --------- ----------
Although not stated by Stoy et al (1982) i t  should be made clear that 
such a die lectric summation is only s tr ic tly  applicable fo r a suspension of 
separately-dispersed components which can be associated with an equivalent 
c ircu it of parallel complex capacitances (each capacitance representing a 
structural component of the suspension): cell organelles are contained w ithin 
an outer membrane whose reactance cannot be regarded as negligible until 
frequencies approaching 100 MHz (Cole 1972). A t lower frequencies, current 
becomes increasingly shunted through the extracellular medium until the 
characteristics of the /3 -  dispersion in the low RF range become dominated 
solely by the Maxwell-Wagner relaxation of the cell membrane. However, 
it  w ill be shown that at these frequencies the potential contribution of in tra ­
cellu lar organelles to the -  dispersion is small in comparison to that of 
the cell membrane and the ir inclusion in a summation at low frequencies 
introduces only a minimal error.
The parameter values of equations 3.26 to 3.29 w ill now be estimated: 
a firs t-o rder expansion of the Maxwell m ixture equation (3.3) enables an 
approximate determination of the high-frequency lim it pe rm ittiv ity , 6 ^  , 
fo r the (3 -  dispersion (where proteins behave d ie lectrica lly as voids in an 
aqueous medium) as (Foster et al 1982)
e®= e ( l  ~ p  ^ + e 9p < 3-30 >
W ( l + f )  P ( 2 + p ) 2
where 6 w is the UHF pe rm ittiv ity  of water (fo r f  < 1 GHz at 37°C;
remains approximately at its sta tic  value of 74), e is the UHF pe rm ittiv ity
of anhydrous protein ( C p~2) and p, the solid (mainly protein) volume fraction 
of tissue may be estimated from the known water weight fraction of normal 
liver tissue, 71% (Greenstein 1947), by taking the specific volume of tissue
protein as (Foster et al 1982) 0.78 cm"’ g- ^, giving a 77% volume liver
tissue water content and a value fo r p of about 0.23. is thus
approximately 52. The frequency-independent conductivity, a  , is (Geddes and
-1 0 Baker 1967) about 1 mS cm . The hepatocyte was modelled according to
Fig. 3.20 where the morphological data was derived from the Weibel study
(Weibel et al 1969) assuming, fo r all components, spheres w ith radii giving an
equivalent volume (except fo r the endoplasmic reticulum whose radius was
taken more realistica lly, in view of its lam ellar structure, as its mean
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Fig. 3.20 Morphological Data of the Normal Rat Liver Tissue
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-  4-2 x 10 cm
int,2 = 5 mS crn" 1 
f f ext,2 = 5 mS cm "  
Cm,2 = UOflF cm~
cisternal w idth). I t  may be noted that the present value taken fo r the 
hepatocyte radius (1.1 x 10“ ^ cm) d iffers considerably from that 
(8.9 x 10-3 cm) given in Stoy et al (1982, p511) because in the la tte r work 
a mistake has evidently been made in the reading of a parameter value in the 
Weibel study (Weibel et al 1969, p79). Furthermore, the organelle volume 
used by Stoy et al are cytoplasmic rather than tissue volume fractions; in 
modelling the /3 -  dispersion of tissue as the summation of the contributions 
of separately-dispersed components in suspension, the la tte r form is the more
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correct. Biological membranes have capacitances w ithin the range of
- 2  -2  0.5 -  2.0 fiF  cm (E.H. Grant et al 1978); an average value of 1.2 f iF  cm
_2has been taken for the cell membrane and a value of 1.0 ^ iF  cm for 
all other membranes. The conductivity data has been estimated from 
consideration of the following evidence:
(i) The intracellular conductivity of erythrocytes has been measured as 
about 5 mS cm”  (Schwan and Pauly 1966) and for eye-lens fibres as 
about 6 mS cm” * (Pauly and Schwan 1964) which are values about 
half those calculated from the ir known electrolyte content, ion 
mobilities and volume protein concentrations. This e ffec t (which is 
probably ubiquitous) derives from ionic hydrodynamic and e lectrostatic 
drag effects induced by the close average proxim ity of ions to macro- 
molecular surfaces, thus reducing the ir m obility below that otherwise 
expected (Schwan and Pauly 1966).
( ii)  Extracellular fluid has a conductivity of about 10 mS cm"^ (Schwan 
1959). This may be expected to be slightly reduced at a close 
proxim ity to the membrane surface (to about 9 mS cm”  ).
( iii)  A t 100 MHz where the cell membrane reactance is negligible, the
measured conductivity represents an average of in te r and extracellu lar 
conductivities. The conductivity of rabbit liver has been measured at 
100 MHz (and 37°C) as 7 mS cm” * (Stoy et al 1982).
Thus, the hepatocyte cytoplasm has been taken as having a conductivity of 
5 mS cm” * and its extracellu lar flu id a conductivity of 9 mS cm” *.
Individual organelles may have internal conductivities slightly d iffe ren t to that 
of the cytosol but the extent of this is uncertain and i t  is ignored.
Equations 3.28 and 3.29 were used to derive the d ie lectric parameters 
listed in Table 3.1. The to ta l tissue protein was estimated to have a s ta tic
Table 3.1 D ie lectric Parameters of Normal Rat Liver Tissue
Component Structure Ae fR (MH
1 Hepatocyte 13905 0.472
2 Nucleus 508 1.3
3 Mitochondrion 212 9.6
4 Endoplasmic reticulum 10 212.2
5 Proteins 100 3.0
perm ittiv ity  and relaxation frequency sim ilar to most globular proteins (e.g. 
haemoglobin, Fig. 3.8). Although these values are uncertain for the 
predominantly fibrous proteins of tissue they should provide a reasonable 
estimate; the contribution of the protein component to the dispersion
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is anyway small in comparison to those of other components. The -  
dispersion of the normal rat liver was synthesised from the d ie lectric 
parameters, using equations 3.26 and 3.27, as listed in Table 3.2.
3.3.2.2 Malignant Liver Tissue
3.3.2.2.1 Model 1
In modelling the transformation of the rat liver tissue to a malignant 
state a variety of morphological and physical features potentially require 
consideration. Central amongst these-are characteristics derived from the 
following evidence:
(i) Several tumour tissues have been measured at 100 MHz (and 37°C) to 
have an average conductivity of about 10 mS cm~* (Foster and Schepps 
1981).
( ii)  The cytoplasmic conductivity of ascites tumour cells has been measured 
as approaching the theoretical value expected on the basis of ion 
content alone; i t  was about tw ice that of a range of other cells (Pauly 
1963 quoted in Schanne and C erre tti 1978).
( i ii)  Hepatoma tissue has a water content (by weight) of 82% compared to 
71% for normal liver tissue (Greenstein 1947).
(iv) Malignant tissue typically has a protein content reduced below that 
of normal tissue (Homburger and Fishman 1933, Greenstein 1947).
This evidence suggests that an increased tissue hydration and a 
decreased protein content is responsible fo r reducing the previously noted 
cytoplasmic e lectrostatic and hydrodynamic drag effects so that in tra ­
cellular conductivity typ ically may become elevated to about 9 mS cm "*. The 
known water content of hepatoma tissue enables, as before, an estimate of 
the lim iting  perm ittiv ity , , as 60. Since the d ie lectric increment fo r protein 
solutions is approximately proportional to concentration (E.H. Grant et al 1978) 
a value of about 70 may be taken to approximately re flec t the effects of 
increased water content and decreased protein content; as noted above, 
an inexact value is not crucial fo r the present calculations. Because of 
reduced in te r-ce ll adhesion and an increased amount of extracellu lar
flu id, the static conductivity, a  , may be expected to increase, following
-1previous arguments,to about 1.2 mS cm . Only these basic changes w ill 
be considered at this stage. Further physical and morphological changes 
may also often characterise malignant tissue but as the ir nature is more 
tentative they w ill be included separately in the model presented in the 
next section.
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Fig. 3.21 Morphological Data of the Malignant (Model 1) Rat Liver Tissue
Table 3.3 D ie lectric Parameters of Malignant Rat Liver Tissue
(Model 1 )
Component Structure ^ 6  ^  (MHz)
1 Hepatocyte 13905 0.723
2 Nucleus 508 2.3
3 Mitochondrion 212 17. A
A Endoplasmic reticulum 10 382.0
5 Proteins 70 3.0
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A diagram of the malignant cell as modelled at this stage is given 
in Fig. 3.21. The resultant d ie lectric parameters and synthesised -  
dispersion are given in Tables 3.3 and 3.4 respectively. Discussion of these 
results is reserved until later.
3.3.2.2.2 Model 2
So far only the more basic changes of (i) an increased in tracellu la r 
conductivity, ( ii)  an increased tissue static conductivity, and ( iii)  a decreased 
protein concentration, have been deemed responsible for the -  dispersion 
changes of malignant relative to normal liver tissue. Other physical and 
morphological changes in the liver u ltrastructure w ill now be estimated and 
their d ie lectric effects added to those arising from (i) to ( i i i)  above.
But through lack of detailed physical and morphological information, of the 
type provided for normal liver by Weibel, these estimations must inevitably 
be somewhat tentative. Nevertheless, it  is of interest to appreciate the 
form and extent of d ie lectric changes which malignancy could in principle 
induce in the (3 -  dispersion.
Included in Model 2, then, are two further features of malignant tissue:
(iv) A much enlarged nucleus (Dyson 1979, p559) which w ill be taken to 
occupy 30% of the intracellu lar volume (compared to 6% normally) 
yielding its radius as 7.4 x 10" cm. Furthermore, because of extensive 
chromosomal proliferation (Dyson 1979, p559) its conductivity w ill be 
assumed to be reduced below that of the cytosol to 3 mS cm” ^
(because of their promotion of e lectrostatic and hydrodynamic drag 
effects).
(v) The presence of outgrowths or 'blebs' from the surface of the cell 
membrane (Dyson 1979, p559). Eight spherical blebs per cell, each 
with a radius one-quarter of the cell radius, w ill be assumed a 
reasonable average. The radius of each spherical outgrowth is therefore 
taken as 2.8 x 10 ^ cm. The blebs occupy in to ta l a volume which is 
12.5% of the previous individual cell volume whose to ta l tissue volume 
fraction is assumed reduced from 83% to 72%; the tissue volume fraction 
of the outgrowths is therefore about 9%. The to ta l tissue volume 
fraction of the cells plus the ir outgrowths, 81%, is slightly reduced below 
the normal figure because of less e ffic ien t cell packing and reduced 
cellular adhesion.
The malignant cell as presently modelled is illustrated in Fig. 3.22 
The d ie lectric parameters and resultant |3 -  dispersion of the modelled 
malignant liver tissue are presented in Tables 3.5 and 3.6.
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Fig. 3.22 Morphological Data of the Malignant (Model 2) Rat Liver Tissue
Table 3.5 D ielectric Parameters of Malignant Rat Liver (Model 2)
Component Structure Ae f R  ( M H z )
Hepatocyte
Nucleus
Mitochondrion
Endoplasmic reticulum
Proteins
Surface blebs
13058
3358
192
7
70
704
0.723
0.842
17.4
382.0
3.0
2.842
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3.3.2.3 Further Analysis and Discussion
Graphs 3.1a and3.1bshow the predicted forms of the (3 -  dispersion 
perm ittiv ity  and conductivity fo r the normal (Table 3.2) rat liver together 
w ith data (Bottomley and Andrew 1978) from the only d ie lectric measure­
ments yet published (to the author's knowledge) for the rat liver. Within 
the lim ited frequency range of the measurements (1-100 MHz) in view of 
sim plic ity of the theoretical model used there is a perhaps remarkable 
agreement w ith the predicted pe rm ittiv ity  values. Consideration of a d istribution 
of cell and organelle sizes and shapes suggests that the resultant distribution 
of d ie lectric increments and relaxation frequencies w ill tend to fla tten  the 
predicted /3 -  dispersion at frequencies of the order of 1 MHz (where 
discrepancies are most apparent). Furthermore, at these (and lower) 
frequencies the non-negligible cell membrane reactance w ill tend to negate 
the potential contribution of in tracellu lar organelles to the -  dispersion 
whose perm ittiv ity  and conductivity values w ill be consequently reduced below 
those values predicted from summation of all the cell components: as shown 
by the dotted lines of Graph 3.1a This improves the agreement between theory 
and experiment. Thus although the agreement between predicted and 
experimental conductivity values is apparently rather worse than that fo r the 
perm ittiv ity , the discrepancy remains less than 1.5mS cm”  at all frequencies 
providing that only the cell membrane is taken to contribute to the dispersion 
of frequencies below about 3 MHz (Graph 3.1b).
Graphs 3.2a and 3.2b show the e ffec t on the -  dispersion following
transformation of the liver tissue to a malignant state according to Models 
1 and 2. Rat hepatoma D23 and normal liver data (Bottomley and Andrew 
1978) are included for comparison. Both models predict increases in pe rm ittiv ity  
and conductivity at all of the higher frequencies. The lim ited amount of 
hepatoma data does not con flic t w ith this prediction. The agreement between 
the predicted malignant tissue p e rm ittiv ity  and experimental data is again sur­
prisingly good for such simple models at all except the lowest (1 MHz) 
frequency, where the membrane reactance may again be a significant factor.
The conductivity agreement is apparently poorer but the factors of membrane 
reactance and the probable distribution of d ie lectric parameters could again 
render an improvement. The presence of a fraction of normal or m inim ally 
transformed cells amongst the hepatoma tissue would also lead to a set of 
experimental data lower than predicted.
The model d ie lectric data has been used to calculate percentage 
differences between malignant and control tissue as a function of frequency.
These have been compared to the percentage differences derived from the 
measurements of Bottomley and Andrew (Graphs 3.3a and 3.3b). The experimental
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perm ittiv ity  profile  (Graph 5.3 a) is not dissimilar to the curves theoretically 
derived. This is particularly so for Model 1 where the predicted differences 
which peak at about 2 MHz may be compared with the experimental 
peak at about 6 MHz. The shoulder between 30 MHz to 60 MHz is 
accurately predicted by both models. The corresponding plots of conductivity 
(Graph3.3b) do not display sim ilar peaks of maximum relative difference, being 
fa irly  constant w ith frequency. The experimental data shows a percentage 
increase in conductivity of between 38% and 75% which is in close agreement 
to that predicted by Model 2. The reversal in sign of the predicted relative 
difference between malignant and control tissue conductivity at about 
300 kHz is an interesting feature of Model 1: the negative difference here 
contrasts w ith the positive differences at all other frequencies (and exists 
whether or not the relatively insignificant contribution o f in tracellu lar organelles 
are taken into account).
Graphs 3.4a and 3.4b illustra te  the reasons for this la tte r (and other) 
characteristics of the d ie lectric data. They show the Debye dispersion curves 
for a component of tissue having a single relaxation frequency, taken here 
to be that of the plasma membrane ( fp^ )  and indicate why :
(i) its elevation (from f t o  fp m^) following a malignant tissue
transformation (see Tables 3.1, 3.3 and 3.5) results at any frequency of
measurement (other than the low and high frequency lim its ) in an increase 
of the measured pe rm ittiv ity  (Graph 3.4a); and
( ii)  the concomitant ef fect  on the conductivity dispersion can be the
generation of cross-over frequencies (points a and b in Graph 3.4b) 
where the conductivities equalise and between which the malignant 
conductivity becomes less than the control conductivity; at the high 
frequency lim it, the conductivity differences become constant.
Corresponding to these observations thus arise the following questions:
(i) A t what frequency does the difference in perm ittiv ity  of a component
Debye-type dispersion (such as that of the cell membrane) reach 
a maximum upon a pathological sh ift of its d ie lectric parameters?
(ii)  A t what frequencies do the conductivities of a component Debye-type
dispersion becomes equal upon a pathological sh ift of its  d ie lectric 
parameters?
These questions are answered in Appendix 1 where the appropriate 
equations are derived. They show for the perm ittiv ity  that the frequencies 
generating maximum or minimum differences for a dispersion suffering a change
in d ie lectric increment (From A.'Cj to A j e^ )  and relaxation frequency
(from fj-^j to f ^ )  are given by
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max/min
( A e , -  A e 2) + A e Ae l ! 5 L  + fR2 - 2
1 2 \ f  2 . 2
R2 R1
Ae
R2
A|€
R1
and
max/min
( A e ,  -  A e 2) -
l fR2 f R l
Ae Ae
2 2 f fR2 TR1 < 3- 32>
To identify the maximum it  is necessary to solve the second derivative
d f
2 Ae
R1 1 +© R1
1 +H ) 2]-  4 f
2 Ae
R2 1 +
f
R2
R2 1 +
R2
4 f < 0
< 3.33 >
Some sim plification is possible by restricting the effects of the 
pathological transformation to an increase in relaxation frequency and to 
Ae j = A ^2  (a realistic restriction for the cell membrane, c .f. Tables
3.1, 3.3 and 3.5). In this case, both equations 3.31 and 3.32 reduce to
f max R1 f R2 < 3.34 >
where, because the relaxation frequency has increased and the pe rm ittiv ity
difference has only one turning-point, this frequency must necessarily represent
a maximum (see Graph 3 .4-a). For the Model 1 malignant transformation
of the cell membrane, f is calculated to be 584 kHz. This does not’ max
correspond to the frequency of maximum perm ittiv ity  difference shown in Graph 3
i
3a because (i) these are relative (normalised to 6  ^ ) rather than absolute 
differences, and ( ii)  the relative differences are of the composite modelled 
tissue having other dispersion components which contribute increasingly to 
these relative differences as the frequency approaches 1 MHz. The converse 
nature of perm ittiv ity  and conductivity dispersions may also be pointed out:
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whilst the pe rm ittiv ity  contribution from a Debye dispersion is fu lly  evident 
at frequencies less than those of order 0.1 f ^ ,  and becomes negligible 
at frequencies greater than about 10 f ^ ,  the conductivity contribution from 
the same dispersion is negligible at frequencies less than about 0.1 f ^  and 
becomes fu lly  apparent at frequencies greater than about 10 f^ .  Tables 3.1 
and 3.3 therefore show that whilst all tissue components are in principle 
contributing nearly maximally to the perm ittiv ity  in the low hundreds 
of kHz region, all except the cell membrane are contributing negligibly to 
the conductivity of tissue at these frequencies. Analysis of any effects of the 
transformed cell membrane tissue conductivity component (such as question
( ii)  above) which exist at these frequencies would be expected to correspond 
to those observed from composite tissue more nearly than would a tissue 
perm ittiv ity  component (such as question (i) above).
The two iso-conductivity frequencies are derived in Appendix 1.2 as
where the subscripts 1 and 2 again refer to the dispersion before and a fte r 
a pathological transformation, A t7s = 0 Q2 -  a Qj,  and f j soc can assume 
only the positive root. The relevant values for the malignant Model 1 
cell membrane transformation are given in Table 3.7. F itting  these values to 
equation 3.35 yields the two iso-conductivity frequencies as 190.0 kHz and 
548.8 kHz. These are in close agreement to the cross-over frequencies 
indicated in Graph 3 .3  b. Whether these frequencies exist in rea lity  has yet 
to be experimentally examined; to the author's knowledge there have been 
no d ie lectric measurements on malignant and homologous normal liver tissue
f. f R2 ( ^ a l + f R l +
+
1SOC
2 (A o 2 - A o } + A(Js)
2
2 ( A (7 2 - A(Tj + A<7s)
< 3.35 >
2. ( A <J2 -  A d j + A a s)
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Table 3.7 Malignant (Model 1) Cell Membrane Transformation
Normal Liver
A a ol
mS cm” *
A ct ol
c " I  mS cm
f R l
MHz
1.0 3.651 0.472
A <Tr
Malignant Liver
A  a 02
mS cm"*
Ao
• 02
mS cm"*
fR2
MHz
1.2 5.593 0.723
0.2 mS cm -1
in the frequency range 0.1 to 1.0 MHz. Such measurements w ill need to be 
of high accuracy to potentially resolve the small conductivity differences 
predicted in the region of the cross-over frequencies.
Table 3.8, summarising the available tumour and homologous normal 
biodielectric data, reveals a to ta l lack of measurements for the whole 
/3 -  dispersion frequency range. Of the existing measurements, those of 
mouse muscle/fibrosarcoma and rat liver/hepatoma are considered most reliable 
because they both formed parts of single studies (normal/pathological results 
being published together) and hence a more s tr ic tly  controlled methodology 
may be assumed between the normal and pathological tissues. (This gives 
additional confidence to the experimental d ie lectric difference values which 
were compared to the theoretical difference values of the rat liver in Graphs 
3.3a and 3.3b). The sets of spleen data were published separately 
and so may re flect d iffe rent experimental conditions (excised spleen, a blood 
reservoir, would be particu larly sensitive to systematic errors). The fa t data 
may be questioned not only because the control fa t was not of mammary 
origin but also because, as discussed later, the measurement technique is open 
to critic ism . Nevertheless, all the results (except the highest frequency spleen 
data) show a substantial increase in pe rm ittiv ity  for the pathological relative 
to normal tissue, as does conductivity for muscle, liver and fa t. The concepts 
developed above provide an explanation for these elevations.
The concepts previously described also allow the results of a recent 
d ie lectric study of normal and s ickle-ce ll erythrocytes in suspension (Laogun 
et al 1983) to be rationalised. S ickle-cell anaemia is a debilitating disease 
caused by the replacement of the amino acid valine by glutamate in the 
haemoglobin molecule (a loss of a single negative, charge). This replacement 
causes a conformational change in the four subunits of the haemoglobin 
molecule (from normal AA to abnormal SS types) which leads to i t  
partia lly crystallising out of solution and to a drastic loss in its ab ility  to bind 
oxygen. Fig. 3.23b shows that the erythrocytes with HbSS have a conductivity
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Fig. 3.23 -  Dispersions of Normal and Pathological Packed Human
Erythrocytes: (a) HbAA (Normal), (b) HbSS (Sickle Cell)
From Laogun et al (1983)
at 100 MHz reduced below that of HbAA erythrocytes (both at the same 
96% volume fraction). This conductivity difference must be in tracellu lar 
in origin (haemoglobin being entirely contained within the erythrocyte). The 
reduced intracellu lar conductivity fo r HbSS erythrocytes would be expected 
from previous arguments (equation 3.29 in particular) to be associated w ith 
a reduced relaxation frequency for the -  dispersion; f ^  fo r HbAA 
erythrocytes was calculated by Laogun et al as 2.0 MHz compared to 1.2 MHz 
for the HbSS erythrocytes. The shifted pe rm ittiv ity  dispersion would be 
expected to give lowered iso-frequency perm ittiv ity  values for HbSS 
compared to HbAA. Fig. 3.23a shows this to have been the case.
3.3.3 |3 1 -  Dispersion
Earlier discussion (Section 3.2.4) has indicated how the field-induced 
dipolar perturbation of biological macromolecules contributes to the d ie lectric 
disperion observed for protein solutions and tissues typ ica lly between 1 and 
100 MHz. Whilst the analysis of d ie lectric data from protein solutions 
allows information to be derived about the shape, hydration and dipole 
moment of the solute protein molecule, the extraction of sim ilar information 
from tissues is rendered intractable not only because of the complexity of 
the ir molecular composition but also because the dispersion originating from 
macromolecules is superimposed on the cell membrane and (particu larly)
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organelle Maxwell-Wagner relaxations which constitute the high-frequency ta il 
of the -  dispersion. For example, i t  has been shown in the previous section 
how the to ta l protein content of normal liver contributes at 3 MHz about 
50 d ie lectric units to its pe rm ittiv ity  compared to more than 500 d ie lectric 
units from membrane polarisations. The possibility of detecting and 
associating any changes in d ie lectric data in this frequency range to changes 
in the rotational properties of tissue macromolecules must therefore be 
considered remote. D ie lectric measurements on physiological solutions 
such as blood plasma or serum avoid the masking e ffec t of membrane 
polarisations, simplify their analysis, and may render more feasible the 
identification of any disease states which m anifest macromolecular pathologies. 
As discussed in the next section, some d ie lectric changes fo r such biological 
materials have been recently detected at higher frequencies and have been 
correlated w ith certain diseases, but they seem so far to mainly re flect 
differences in bound-water content. Between 1 - 1 0 0  MHz no f i l  -  
dispersion changes arising from diseased states because of macromolecular 
symptomologies have yet been reported.
3.3.4 8 -  Dispersion
3.3.4.1 Blood Sera
It is evident from the consideration of Section 3.2.4.1 that any 
pathological condition which perturbs the amount or properties of protein 
bound-water w ill modify the S -  dispersion of physiological fluids such as
blood sera. There has been recent evidence that the amount and physical
state of water bound to human serum proteins varies considerably in certain 
diseases (Mela et al 1979, 1980; Morgavi and Mela 1982). D ie lectric  
measurements betwen 0.1 to 2.0 GHz on serum from patients w ith myeloma 
and hepatitis and from normal individuals (Bianco et al 1979) have been 
analysed by a method in which serum is modelled as an e lectro lyte  solution 
of proteins with an amount of bound-water (Morgavi and Mela 1982). The 
model contained the following assumption:
(i) a protein relative pe rm ittiv ity  of 2 5
( ii)  serum electrolyte having an equivalent NaCl normality, N, and a relative
perm ittiv ity  derived from the equations of Stogryn (1970);
( i i i)  the protein bound-water having Debye-type d ie lectric properties 
w ith e s = 80, 6 ^ = 4.9 and a relaxation frequency, ;
(iv) the perm ittiv ity  of the m ixture of protein and bound-water and the 
mixture of e lectrolyte and protein-bound-water being derived from 
Fricke's m ixture equation (Fricke 1924).
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The volume fraction of proteins in serum was determined by e lectro­
phoresis and the volume fraction of bound-water, V^w , its relaxation frequency, 
F jn , and equivalent normality, N, were calculated for each type of serum by 
an optim isation method which minimised the sum, over all frequencies, of the 
squared differences between measured and calculated pe rm ittiv ity . For 
convenience, the results are reproduced in Table 3.9. The d ie lectric differences, 
which are most apparent for the amount and relaxation frequency of bound-
Table 3.9 D ie lectric Parameters of Normal and Pathological Human
Blood Sera (24°C)
Normal Tumoral Myeloma Hepatitis
V
p
0.054 0.04425 0.06375 0.0555
< cr :> 0.0186 0.0245 0.0328 0.0366
N 0.13376 0.13644 0.14211 0.13702
F. (MHz) 
O
284.92 320.71 395.49 232.52
water, were found by sta tistica l analysis to be suffic ient to allow discrim ination 
between normal and pathological conditions and between each of the d iffe rent 
pathologies. These differences, moreover, are consistent w ith the results of 
previous d ie lectric studies on pathological sera (Mela et al 1979, 1980).
A physical rationale of these findings is not easy to perceive. Taking 
a generally accepted average value for the specific volume of anhydrous protein 
as 0.78 cm''’ g  ^ (Foster et al 1982) and assuming a bound-water density 
of 1 g cm the normal serum protein hydration value is 
(0.0186 x 0.78)/0.054 = 0.27 g bound-water g-  ^ protein. This is somewhat 
less than the range of 0.4 -  0.6 g bound-water g  ^ protein which has been 
accepted using the same assumptions for many other proteins in solution 
(Foster et al 1982). It is also not clear in this work whether the quoted 
protein volume fraction refers to anhydrous protein (an electrophoretic 
determination perhaps suggesting otherwise). The quoted protein volume fraction 
may thus be higher than an anhydrous figure which could place the protein 
hydration value w ithin the above accepted range.
This work clearly requires independent validation, extension to a 
broader range of pathologies, and correlation of the derived d ie lectric  
parameters w ith biochemical and biophysical information.
Ways of enhancing any d ie lectric differences in the £ -  dispersions of
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normal and pathological serum may also p ro fit from study. It is suggested
in changed 5 -  dispersions may, by a suitable treatment of the sera, be
made to do so. For example, i t  is known that some proteins, a fte r
denaturation of the ir molecular conformation by heating them to a certain 
temperature, spontaneously return to the ir native three dimensional conformation 
whilst others do not (Lehninger 1975). The extent and properties of the water 
bound to the native and denatured forms can be expected to d iffe r significantly. 
If the amount of proteins belonging to these two classes (proteins which 
return to the ir native conformation a fte r heat treatm ent, Class A, and proteins 
which remain denatured, Class B), d iffers in certain disease states from 
normality (e.g. through more or less synthesis of the proteins belonging to each 
class) then measurements of the <5 -  dispersion before and a fte r heat 
treatment w ill show an additional difference in the pathological case. The 
idea is shown schematically in Fig3.24 (where the form of the dispersions is 
purely illustrative): i t  is envisaged hypothetically that the pathology leads to 
an increase and decrease in the amount of proteins belonging to each of the
two classes such that the overall protein content remains about the same for
that any physical changes in these sera which are not s ign ificantly reflected
F-Uj
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Frequency
the normal and abnormal sera; their 5 -  dispersions may be expected not to 
appreciably d iffe r. A fte r the heat treatm ent, because the ratio  of the two 
classes of proteins d iffers fo r the normal and pathological sera (and these 
classes have latent d ie lectric differences which manifest themselves only a fter 
treatm ent) the S -  dispersions of the normal and pathological sera show 
differences not previously apparent.
Measurements of this type have been reported (Zore et al 1966) and 
the results before and a fte r 15 minutes of heat denaturation at 63°C were 
found to enhance the d ie lectric differences between normal and leukaemic 
serum. However, these increased differences were found to exist fo r a 
variety of diseases and injuries and in contrast to the results of Morgavi and 
Mela (1982) no significant d ie lectric differences between untreated normal 
and pathological serum were detected. This indicates the extent of work 
necessary to c la rify  whether real effects are being observed or whether the 
lim ita tions of theoretical models, experimental errors, or normal biological 
variance are leading to spurious conclusions about the d ie lectric data.
Elucidation of some of these points may be possible by investigations 
of the d ie lectric properties of the individual constituent proteins of blood 
serum as a function of disease. For example, perm ittiv ity  measurements. 
have enabled determinations of the specific d ie lectric decrement at 800 MHz,
^ gj-jQ, for serum low-density lipoproteins in three clin ical states related to 
heart disease ( E.H. Grant et al 1978); the ^ggg was found to depend on the 
pathogenicity of the serum (E.H. Grant et al 1972, Essex et al 1977).
Because the shape, size and density of the lipoprotein was (claimed) identical 
in all cases, the observed <5ggg differences could be related to changes of 
protein hydration. This tends to imply, because the amount and properties 
of bound-water must in some way be functions of protein structure, that 
relatively small changes in the protein molecule (below measurement resolution) 
are being amplified to larger differences of protein hydrations. The possible 
reasons for this e ffec t are not readily apparent.
3.3.A.2 Tissues
With more heterogeneous materials such as biological tissues the amount 
of unambiguous information which can be derived from the S -  dispersion 
is lim ited s till further. This is reflected in the negligible amount of work to 
have been so far reported concerning the nature of any changes to the <5 -  
dispersion of tissues as a result of disease. The consequences of the d ie lectric  
properties of tissue bound-water have, however, received a theoretical 
analysis (McClean et al 1981) with conclusions significant not least from the 
dosimetric point of view: it  was shown that any calculations of the e lectro ­
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magnetic energy deposited in tissue which fa il to account for the particular 
d ie lectric properties of the bound-water which is strongly coupled to biological 
macromolecules (many w ith important functions) w ill seriously underestimate 
the energy absorbed by them. This might be of particular relevance fo r the 
crystallin molecules of the eye-lens which, as previously noted, seems to have 
an especially large amount of bound-water.
As indicated in Section 3.2.4, i t  is possible to advance plausible 
arguments that a high proportion of intracellu lar water molecules must have 
d ielectric properties modified from those of free water because of the 
relatively vast surface areas presented by macromolecules and particu la rly  by 
membraneous organelles; this proximal or vicinal water has been estimated 
to account for about 30% of the intracellu lar water of the rat hepatocyte 
(Clegg and Drost-Hansen 1977). Since the physical characteristics of 
membraneous organelles can change in certain diseases (Trump and A rstila  
1973) important implications may in principle attach to the 6 -  dispersion 
of tissues. For example, increases in the surface area of ram ifying organelles 
such as the endoplasmic reticulum may on this basis be expected to increase 
the <5 _ dispersion d ie lectric increment from that normally found. However, 
because of the superimposition of other UHF relaxation processes of yet unclear 
origin (Schepps and Foster 1980) any analysis of whether or how the d ie lectic 
properties of tissue bound-water changes with disease is liable to be confounded 
i f  these processes also change. This indicates a necessity fo r w ell-contro lled  
experiments where the informaion about the biological system under examination 
is as fu ll as possible and where, fo r maximum confidence, the changes o f but 
a lim ited number of known parameters occur and are able to be monitored 
by d ie lectric measurments.
The ra t hepatocyte is the best known eukaryotic cell; advantage o f this 
fact has already been taken in the liver tissue ft -  dispersion models 
presented in Section 3.3.2. It is noted here that d ie lectric investigations of 
the rat liver before and a fte r application of a drug such as phenobarbital, which 
induces changes to intracellu lar organelles (principally an extensive p ro life ra tion  
of the endoplasmic reticulum) known from morphometric analysis (Staubli et 
al 1969) conforms well to the above recommended approach. Prelim inary 
experiments on this system using a 6-port reflectom eter and a coaxial 
probe for non-destructive b iodielectric measurments at RF and UHF frequencies 
are reported later.
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3.3.5 y  -  Dispersion
It has recently been shown (Schepps and Foster 1980) that above about 
5 GHz the dielectric properties of several tissues can be fitted  by equations
3.12 and 3.13. These w ill be used to extend the die lectric properties of the 
previous models of normal and malignant rat liver tissue (Section 3.3.2) to 
microwave frequencies. The parameter ej™ here represents the microwave 
low-frequency lim it pe rm ittiv ity  which w ill here formally correspond to the 
high-frequency lim it pe rm ittiv ity  of the /3 -  dispersions as previously derived. 
Any contributions of bound-water and other dispersion mechanisms believed 
to exist at UHF frequencies are thus neglected for the present (but w ill 
be discussed later following presentation of experimental UHF ra t liver tissue 
data). The term aj™  here represents the contribution of the conductivities 
of tissue electrolytes and Maxwell-Wagner die lectric relaxation processes which, 
as previously examined, reach a plateau at frequencies approaching 1 GHz.
The high-frequency lim it pe rm ittiv ity  is assumed comparable to that of pure 
water ( 6 ^  4) and the relaxation frequency of tissue bulk water is taken as
identical to that of pure water (25 GHz at 37°C).
Table 3.10a Normal and Malignant (Models 1 and 2) Rat Liver
y  -  Dispersion: Perm ittiv ity 6 1
MODEL GHz: 1 2 5 10 20 50 100
Normal 52.3 52.1 50.5 45.7 33.5 13.7 6.8
Malignant: Model 1 (M l) 61.2 60.9 59.1 53.4 38.9 15.5 7.4
Malignant: Model 2 (M2) 60.8 60.5 58.7 53.1 38.7 15.4 7.3
(M l -  Normal) /  Normal % 17.0 17.0 17.0 16.8 16.1 13.1 8.8
(M2 -  Normal) /  Normal % 16.2 16.1 16.2 16.2 15.5 12.4 7.3
Table 3.10b Normal and Malignant (Models 1 a n d jp  Rat Liver
y -  Dispersion: Conductivity (mS cm ) a
MODEL GHz: 1 2 5 10 20 50 100
Normal 8.5 11.7 33.3 100.2 270.0 545.6 640.6
Malignant: Model 1 (M l) 12.7 16.5 42.0 121.3 322.2 648.6 761.0
Malignant: Model 2 (M2) 13.6 17.3 42.7 121.4 320.9 645.0 756.7
(M l -  Normal) /  Normal % 49.4 41.0 26.1 21.0 19.3 18.9 18.9
(M2 -  Normal) /  Normal % 60.0 47.9 28.2 21.2 18.9 18.2 18.1
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Table 3.10 lists the resultant pe rm ittiv ity  and conductivity of the
modelled normal and malignant rat liver tissue. They are shown in Graphs 3.
5a and 3.5bwith derived percentage differences between normal and malignant
tissue given in Graphs3.6'aand 3 .6b. It may be seen that these differences
continue to fa ll slowly as frequency increases into the microwave region.
The exist ence of s till significant conductivity differences at microwave
frequencies has therapeutic implications because the power absorbed from
applied electromagnetic radiation of local e lectric fie ld strength E is
2
approximately given by O E and thus a relatively greater heating of tumour 
tissue compared to surrounding normal tissue is possible (~  50% at 1 GHz). 
Microwave hyperthermia has been shown to be of some value in cancer therapy 
particularly when used synergistically w ith radio -  and/or chemotherapy (Leith 
et al 1977). The characteristics which have been claimed for microwave 
hyperthermia include:
(i) Hypoxic cells being at least ( i f  not more) as sensitive to heat as w e ll- 
oxygenated cells (Gerweck et al 1974, Schulman and Hall, 1974).
( ii)  Cells in a poor nutritional environment and/or one of reduced pH having
an increased sensitivity to heat (Hahn 1974).
( iii)  A reduction in the capacity of heated cells to repair sublethal and 
potentially lethal damage (Ben-Hur et al 1974, Li et al 1976).
Measurements of the in-vivo d ie lectric properties of ra t mammary tumour 
and control mammary tissue (through overlying skin and other tissues) have 
allowed a determination of the optimum frequencies fo r the power absorption 
of the malignant tissue as being w ithin the range 180-300 MHz (Joines et 
al 1980). Although the measurment technique and conclusions of this study 
have been subjected to critic ism  (Turner 1981) i t  is noted that this range 
is not remote from that between 60-100 MHz which the previous Model 2 
analysis (Table 3.6b) of the /3 -  dispersion of rat liver tissue has generated 
the maximum conductivity differences.
The conductivity differences between normal and pathological tissues 
have further medical significance because of the ir possible exploitation 
for the purpose of diagnostic imaging. The most promising anatomical 
location for conductivity imaging may be the breast where pathological 
inclusions of high conductivity (such as a cyst or tumour) are surrounded by 
fa tty  tissue of relatively low conductivity. The feasib ility  of using microwave 
measurments for this purpose is discussed in Chapter 6.
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C H A P T E R  F O U R  -  PRINCIPLES OF A 6-PORT REFLECTOMETER
IN -V IVO  BIODIELECTRIC MEASUREMENT 
SYSTEM
4.1 Introduction
The previous Chapter discussed the interest and significance attaching 
to in-vivo measurements of the d ie lectric properties of biological materials 
at RF and MW frequencies. Such measurements provide information about 
the electrica l structure of biological materials, are of importance to a better 
understanding .and application of electromagnetic hyperthermia and may have 
significance for tissue characterisation and medical diagnosis. Bridge techniques 
(e.g. Schwan 1963) are available fo r at least part of this frequency range and 
Time Domain Spectroscopy (e.g. Suggett 1975) fo r the complete frequency range. 
In-vivo measurements, however, are not possible using these techniques 
because the specimen must be shaped to f i t  a particular geometry of sample 
holder. The measurements are,furtherm ore, typ ica lly very sensitive to the 
parameters of the experimental set-up (e.g. stray fie ld elim ination fo r bridge 
techniques). These methods do not, therefore, provide a means for convenient, 
accurate, in-vivo biodielectric measurements.
Most of the more recent, convenient and accurate in-vivo data has 
been obtained by an open-ended coaxial line sensor technique (Stuchly 
and Stuchly 1980). A measurement of the input re flection coeffic ien t of the 
sensor can, by suitable analysis, yield the complex pe rm ittiv ity  of a biological 
sample term inating the line. Accurate values of the re flection coeffic ien t have 
been most commonly achieved by an automatic network analyser (ANA).
This Chapter provides the necessary background and principles of a firs t 
application of a 6-port reflectom eter fo r such measurements. It may o ffe r 
several potential advantages, when used in conjunction w ith a coaxial sensor, 
for the non-destructive die lectric measurement of a range of liquids and semi­
solids (particu larly those of a biological origin). The principles of the 
technique rest on transmission line theory and this forms the most 
suitable subject to in itia te  their discussion.
4.2 Transmission Line Theory
Transmission line theory is covered in many texts (S taniforth 1972,
Slater 1942) but it  w ill prove useful to introduce here some relevant general 
concepts. These are best appreciated through consideration of a parallel wire 
line which provides a prototype fo r other cases, more useful in practice, such 
as the coaxial line.
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l Sz
v+ 5v
5 z
Fig. 4.1 Two Wire Transmission Line: (aj) Transmission Line, (b) Lumped:
C ircuit Analogue
The two wire line (Fig. 4.1a)is terminated at in fin ity  on the righ t and 
carries an alternating current. This produces a changing magnetic fie ld which 
impedes current flow; thus, in an equivalent c ircu it (Fig. 4.1b) there is^in 
addition to a fin ite  resistance, a series inductance. The voltage across the 
conductors has an associated e lectric  fie ld  and charge distribution; thus there 
is a capacitance between them. Any dielectric (other than a vacuum) carries 
a fin ite  current indicating a conductance in parallel with the capacitance. 
Fig4.1b shows the resultant lumped c ircu it analogue of a small length, <5 z, of 
transmission line. Instantaneous voltage and current, v and i, applied at the 
le ft set up in the c ircu it a small change <5v and 8 i at the righ t. Sinusoidal 
variations are described by
v = V cos(o)t) = Re [V  e x p ( jc jt) ] < 4.1 >
i = I cos(o)t) = Re [I e x p ( jw t) ] < 4.2 >
where V and I are amplitudes and Re (subsequently om itted but implied) 
indicates the real part of the complex number. The voltage drop between input 
and output is v -  (v + 6v) so
-<5v = i(R  + ja )L )8 z  < 4.3 >
The current, - 8 i ,  which flows through the shunt c ircu it is produced by the 
voltage (v + 8v) so
- 8 i  = (v + 8v) (G + j coC) 6 z
~  v (G + j CO C) < 4.4 >
where the second order term 5 v 8 z has been neglected. Thus
8 [V  exp (ja )t)] = -  I (R + j co L) exp(j o n ) < 4.5 >
8'z
and
8 n  e xp (jo jt) ] = ! — V (G + j co C) exp(jcot) < 4.6 >
8z
Cancelling the time facto r (but implying i t  in subsequent amplitude equations) 
gives, upon letting 8 z — 0,
—  = - I  (R  + jo rL ) < 4.7 >
dz
dl_ = -V  (G + jcoC) < 4.8 >
dz
D ifferentia ting equation 4.7 w ith respect to z gives 
h2\/
^  = (R + jw L )  (G + jcoC) V < 4.9 >
dz
or
2
^  -  7 2V = 0 < 4.10 >
dz
where
y-2 =  ( R  + jcoL)  (G  + j w c )  < 4. 11 >
The general solution of equation 4.10 is
V = A e xp (-T z) + B exp (7z) < 4.12 >
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where A and B are constants (w ith dimensions of voltage). Using equation
4.12 in 4.7 gives
I = ^  [A  exp (-Y z) -  B exp ( 7z) ] < 4.13 >
(R + jV L )
From equation 4.10 we have,
7  =  [ (R + jcoL) (G + jcoC) ]* < 4.14 >
where (R + j co L) is the series impedance per unit length and (G + j coC) 
is the shunt admittance per unit length; thus 7  has the dimensions of (length)-  ^
where the positiv e root has been taken (the negative root is considered la ter). 
Since 7  is generally complex,
7  = a  -t- j (3 < 4.15 >
The second term in equation 4.12 thus becomes f3 exp ( a z )  exp ( j j3 z) 
which, for exp (a z ) ,  is physically impossible as z - * o o .  Therefore 
(3 = 0 and
V = A e xp (-a z ) exp (—j /3 z) < 4.16 >
If V | and are voltages at Zj and ( > Z j )  then 
V,
In
2
OL (z2 -  Zj) < 4.17 >
showing that OL is an attenuation coeffic ient (neper cm ). From equation
4.1 and. 4.16,
v = A e xp (-a z ) exp [ j ( co t -  z)] < 4.18 >
indicating that v varies w ith time and distance and (cot -  /3 z) is a phase 
term. The phase of v at tQ, z q  is ( cotQ -  f fz  ) = Q Q and at time tp  
later, the same phase w ill be found at Zj such that (co tj -  ^ z ^ )  = Qq. 
Equating $ q gives wCt.j -  tQ) = (Zj -  zQ) or
z, -  z
W = T* A  l> < 4 .19  >
(3
where 1; is the phase velocity. Since is assumed positive, in accordance
H
with taking the positive root of equation 4.14, Z j > z0 and propagation is in 
the direction of increasing z, as illustrated in Fig. 4.2. When 0  is negative ,
as when the negative root of equation 4.1 A is taken, propagation in the other 
direction is described. A t tim e t , i f  two points on the voltage wave are
■> velocity, v,
t= t
v
Fig. 4.2 Wave Propagation
separated to give a phase difference of 2 7T, then
(cotQ -  (3zq) -  (0JtQ -  @z'Q ) = 2 7T < 4.20 >
or
K  -  z0 ) = x  -  j  < * - 21 >
yielding
V = (0 X = f X < 4.22 >
P —
2 7r
Thus equation 4.12 represents a voltage travelling wave whose magnitude 
decreases in amplitude when y  , including the amplitude and phase change, 
is the propagation constant. Equations 4.13, 4.14, and 4.15 give
i
G + j OJC \  2 exp ( - a z )  exp (-}j3z) < 4.23 >I = A t
R + ja )L
which represents a current wave propagating in the z direction w ith phase 
velocity v . The ratio j  for these propagating waves is
Z -  (  R + °)L  \  * < 4*24 >
0 \  G + jW C /
which is the complex characteristic impedance of the line. A t high frequencies,
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when W L >> R and co C »  G,
Z = ( L/C ) 2 < 4.25 >o
which is real.
4.2.2 Coaxial Line
This structure was utilised in the work presented la ter as a d ie lectric  
measurement sensor. It consists of a pair of concentric conductors, of 
radius a and b, separated by a d ie lectric  o f pe rm ittiv ity  e e ' and 
permeability f i ! , as shown in Fig. 4.3. The inductance per unit length is
I«<
(a) longitudinal section (b) cross section
Fig. 4.3 Coaxial Line
L = ^  In ( b/a ) H cm~* < 4.26 >
and the capacitance per unit length is
~ 2 7T e e' _ -1 ,C =  o F cm < 4.27 >
In ( b/a )
Although the coaxial line d iffers physically from the line of the above treatm ent 
i t  may be made equivalent i f  the inductance and capacitance of the tw o-w ire  
line take the values given by equations 4.26 and 4.27. Then, from equation 
4.25,
z _ In (b/a) /  ftp  \ 5 60 i In ( b/a ) < 4.28 >
0 "  2 \  61 e< ( € •)*
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A selection of appropriate line dimensions and dielectric perm ittiv ity  thus 
allows a characteristic impedance of 50 Q, to be achieved; i t  can be shown 
that this value enables the line to have a minimum attenuation and a 
maximum power transmission (e.g. Staniforth 1972).
4.3 The Reflection Coefficient
4.3.1 Principles
As shown in Fig. 4.3, the line analysed above must in practice be 
generally terminated by a load impedance, Z^, d iffe rent to the characteristic 
impedance. It then becomes necessary to use the fu ll voltage and current 
expressions, 4.12 and 4.13. Extending previous discussion, the voltage at the
-z = -  d 
d ^ ___
i L 4i
< <
r
N r
Fig. 4.3 Terminated 
Transmission 
Line
load now consists of incident and reflected voltages, V and V respectively, 
so that at a distance z = -d from the load for a lossless line
V
and
A exp (j/5 d) + B'exp (- j/3 d )
A exp ( ig d )  -  B exp 
Z
< 4.29 >
< 4.30 >
The incident and reflected voltage waves are thus
V + = A exp (jjff d)
V ”  = B exp ( -  j /2 d)
and sim ilarly for the current waves •
AI
o
B
exp (j|Sd)
exp ( — j /? d)
< 4.31 >
< 4.32 >
< 4.33 >
< 4.34 >
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The impedance at any point on the line is, from equations 4.26 and 4.27
Z  _ z_ (  A exp (j /3d) -}- B exp ( - j  \  < 4 35 >
0 V A exp ( j /3d)  -  B exp ( - j /3d) /
In particular, at d = 0 and Z =
Z, = Z  (  A + B I < 4.36 >
L  0 V A -  B
Now introducing the voltage reflection coeffic ien t (commonly termed simply 
the reflection coeffic ient) as
r, = ( — ) < 4.37 >
V V / d  = 0
or, from equations 4.31 and 4.32
T, = -  < 4.38 >
L A
which gives, from equation 4.36
Z. -  Z
I"  = -i=-----------? < 4.39 >
Z, + ZL 0
and
Z = Z /  1 + \L 0 y --------------   J < 4.40 >
1 -  r L
which is an equation much utilised in la ter work. Since Z^ is generally 
complex, equation 4.39 indicates that
exp ( j 0 )  < 4.41 >
or
r L = u + j v < 4.42 >
■n *Three important cases exist for 1 ^  : when the load is :
( i) a short-c ircu it so Z^ = 0 and = -1; physically, the incident and 
reflected voltage waves at the load have the same magnitude but 
opposite phase;
( ii)  an open-circuit so Z^ = <=*=> and = 1; incident and reflected voltage
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waves have the same magnitude and phase,*
i( i i i)  a matched load where Z. = Z and F , = 0; there is no reflected wave.L o 1 ’
Since (i) and ( iii)  are the extreme cases, it  follows that 0 ^  |rLl 
and at distance d from the load
<c 1
(S) d = d
or from equations 4.38 and 4.41
r  = | r j  exp (j (p ) exp ( -  j 2 d)
B exp (-) (3 d) 
A exp (j /3 d)
< 4.43 >
< 4.44 >
As shown in Fig. 4.4, these la tte r equations signify that is contained 
w ithin a unit circle and upon increasing the distance d the re flection coeffic ient 
phase rotates from its- original load value of (j) at point L (determined from
Fig. 4.4 The Voltage Reflection 
C oefficient
equation 4.39) clockwise to point P (determined from equation 4.44).
These concepts w ill find application in later work including the analysis of 
the sensor constructed for the b iodielectric measurements.
4.3.2 Reflection Coefficient and Impedance Loci
It w ill later also be of relevance to have examined how the locus of
r* varies as the real (resistive) and imaginary (reactive) part of the load impedance varies. From equation 4.40 the normalised impedance is
ZL ,n  = ‘ + F l  < * • « >
i - r L
101
or
R ♦ ) X = ( l  *  u) + ) v < 4.46 >
(1 -  u) -  j  V
where R is a normalised resistance and X is a normalised reactance. Thus
R
2 21 -  u -  v < 4.47 >
i o 2 21 -  2u + u + v
X 2 v < 4.48 >
2 2 1 -  2u + u + v
_  *From equations 4.47 and 4.48 the loci of can be examined as a function 
of R or X separately.
Considering firs tly  R, equation 4.47 gives
2 2 2Ru R - l n ^ , ,n ^u + v   -    0 < 4.49 >
R+l R+l
which * is the equation of a circle centred at (R /  R + 1 ,  0) w ith a radiu^ 
a, given by
R2 -  a2 = ~ < 4.50 >
(R  + I ) 2 ( R + O
from which
< 4.51 >
(R  + 0
*
Since physically 0 ^  R ^ ° °  , the locus of thus fo llows a set of resistance 
circles w ith  centres on the u axis fo r each value of R and which in te rsect 
the positive u axis at R + 1 = 1, i.e.
( R + l )  (R + 1)
2* The equation of a circ le , radius a, centred at ( u , , v , ) is (u -  u ) +
2 2 2 2 2 2 2 (v -  Vj) = a or u + v -  2UjU -  2VjV + Uj + v  ^ -  a = 0 .  Thus
minus half the coeffic ient of u and minus half the coe ffic ien t of v gives
2 2 2the circle cepitre coordinates. The constant term Vj + Vj -  a gives 
the radius a.
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all circles intersect the point (u, 0). Fig. 4.5 shows the loci of these circles. 
Considering now X, equation 4.48 gives
2u + -  2u - _2vX < 4.52 >
which is the equation of a c irc le , centre ( 1, 1 /  X) and radius, a, given by, 
a = i . Fig. 4.6 shows the resultant set of circles, for each value of X, w ith 
centres on a line parallel to the v axis passing through u = 1. Since the value 
of v at the centre is the same as the radius, all circles pass through (1,0). 
Reactance can be either positive or negative, thus sets of circles exist for 
X > 0 and x < 0. As X-** 0, both the radius and v coordinate tend to in fin ity  
(this circle becomes the u axis). But there is the physical restriction  that 
the extent of these reactance circles must be confined w ith in the un it c ircle 
(R = 0 in Fig. 4.5). Combining Figs 4.5 and 4.6 then gives a diagram known 
as the Smith impedance chart which is shown in Fig. 4.7.
4.4 The 2-Port Network
V„,. a<
V  h«-
It
2 -p o rt network
h
i
Zo, V, V2 Z02
<
* V<32' a 2
“Vb2' b2
Fig. 4.8 Scattering
Representation 
of a 2-Port 
Network
Fig. 4.8 shows an arb itrary transmission line located between two
reference planes. The properties .of this 2-port system can be analysed by
scattering parameter theory in which the device is characterised by the nature
of the incident and reflected waves (V and V, ) at the network terminalsa o
(corresponding to the reference planes). The quantities a and b can be 
associated with the incident and reflected waves such that aa* represents the. 
power in the incident wave and bb* the power of the reflected wave. These 
quantities may be related to the voltages and currents at the reference planes 
(Staniforth 1972) and are related to each other by
where Sj j ,  S ^ ,  S2  ^ and are termed scattering coefficients; they can be 
shown to have the physical properties summarised in Table 4.1 .
Scattering Parameter DefinitionsTable 4.1 
b iS jj = —  and a2 = 0: Input re flection coeffic ien t w ith output matched
^2j = —  and 82 = 0: Forward transmission coeffic ient w ith output matched
^2S22 = —  and aj = 0: Output re flection coeffic ien t w ith input matched
b i= —  and a  ^ = 0: Reverse transmission coeffic ient w ith input matched
These S parameters may be conveniently determined by an automatic network 
analyser. The 2-port network theory w ill find a later application in the 
standardisation of the measurement probe.
4.5 B iodielectric Sensor Configurations
A number of coaxial 
line configurations are potentially 
available (Stuchly and Stuchly 
1980) for b iodielectric measure­
ments (Fig. 4.9). Configurations 
(c), (d), (g), (h), ( i), (k) and 
( 1) are the most suitable for 
measurements of liquids but 
because of the need in other 
configurations to cut, shape or 
puncture the sample, only (i) and 
(k) are feasible for non-invasive 
tissue measurements. Configur- ' 
ation (k) has been used as a 
sensor of the die lectric proper­
ties of a range of biological 
materials (Burdette et al 1980) 
but i t  is to be considered not 
fu lly  suitable because of the 
d ifficu lty  of ensuring an 
intimate contact around the
Fig. 4.9 Sensor Configurations
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extended inner conductor. Configuration (i) has the advantages of (i) 
fac ilita ting  a:i;good contact of sensor and sample, . ( ii)  convenience (merely 
placement against the sample surface), ( iii)  small size (potentia lly < 1mm 
diameter), (iv) capability to determine spatial distributions of pe rm ittiv ity ,
(v) broad frequency range, (vi) ease of fabrication, and (vii) inexpensive..
For these reasons, the open-ended coaxial line has found increasing application 
as a biodielectric probe (Stuchly and Stuchly 1980, Stuchly et al 1982a)and 
it  was thus adopted for the present work.
As discussed later, the determination of a sample's complex pe rm ittiv ity
requires measurement of the reflection coeffic ient at the probe/sample
interface. Only w ith the advent of the automatic network analyser ( ANA)
*
within the last decade have relatively convenient measurements of 
to w ithin the necessary level of accuracy (about ± 0.003 in [ r ^  and±0.3° in 
<p) become possible. Consequently the ANA has been the instrument so far 
employed for in-vivo biodielectric measurements w ith a coaxial sensor.
4.6 Analysis of Sensor Reflection Coefficient in Terms of Sample 
Complex Permittivity
A rigorous analysis of the electromagnetic fields at the end of a 
coaxial line in contact w ith a lossy d ie lectric has recently been reported 
(Mosig et al 1981). These authors show how the complex pe rm ittiv ity  of the 
sample may be calculated from nomograms of reflection coe ffic ien t against 
pe rm ittiv ity . Several factors m itigated against the adoption of this approach 
for the present work: (i) a large number of nomograms become necessary
when a range of dielectrics are to be investigated across two decades of 
frequency, ( ii)  complex perm ittiv ity  must generally be extracted from the 
nomograms by interpolation (which sacrifices accuracy and some of the value 
of a rigorous solution), ( i ii)  the computational techniques required to resolve 
the problem are complex and time consuming, particularly fo r biological 
materials with high values of pe rm ittiv ity . For these reasons, this possible 
method of deriving a sample complex pe rm ittiv ity  was considered neither 
convenient nor practicable.
4.6.1 Equivalent C ircuit Model and Complex Perm ittiv ity Equations
An approach which has the advantage of yielding closed-form equations 
fo r the sample complex pe rm ittiv ity  occurs by modelling the discontinuity at 
the end of the coaxial sensor as an equivalent lumped c ircu it (Stuchly et al 1974, 
Rzepecka and Stuchly 19.75). . The discontinuity is 'p rin ic ipa lly  capacitive at the
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Fig. 4.10 Fringing Fields: (a) Parallel Plate Capacitor, (b) Coaxial Line
Termination.
frequencies of this study (Bianco et al, 1980, Mosig et al 1981, Stuchly et al 
1982b). In analogy to the fringing fields at the edges of a parallel-p late 
capacitor (Fig. 4.10a) the sensor discontinuity capacitance consists of fields 
fringing w ith in the teflon d ie lectric and fields fringing out into the material 
term inating the line (Fig. 4.10b). Thus the sensor discontinuity may be 
modelled by a lumped equivalent c ircu it containing capacitances originating 
from the teflon fringing fie ld (C^) and the sample fringing fie ld  (Cs), as 
shown in Fig. 4.11. Im p lic it in this c ircu it are the assumptions that Cg and 
C^ . are independent both of frequency and sample pe rm ittiv ity . These
o
y L Ct
o-
Fig. 4.11 Sensor Lumped Equivlalent C ircuit
assumptions are examined in detail la ter. For the present, the load 
admittance is given by
Y,L jo>ct + j co ( e ' -  j e ") cg < 4.54
co e "C + j co (e » c  + c js J s t < 4.55
and from equation 4,40
y  I  Q ~ u2 -  V2) -  2jv
° v  ( i  ♦ u)2 ♦ v2 ;
Equations A.55 and A.57 yield
Thus,
or,
-  2 | r |  sin 0  -
cocszo [ i + 2|r|cos^ >+ |r |2 ] c
Sim ilarly,
t \  2  ^(1 -  u -  v )
and
6 " i -  l r l :
wcszo [ i +-2|r|cos0 + |r| ]
< A.57 >
e ' C + C, " 2v < A.58 >s t  =----------
co [ (1 + u) + v ]
6 ' =  ^ _____________  -  —  < A.59 >
coC Z [ (1 + u)2 + v2 ] Css o
< A.60 >
e " = ---------------------------^ < A.61 >
o) C Z q [ (1 + u) + v ]
< A.62 >
These equations are valid providing the following crite ria  are satisfied:
(i) Cs and are independent of the sample pe rm ittiv ity  -  through use of 
numerical methods there has been recent theoretical evidence that 
Cs and Ct are virtua lly independent of sample pe rm ittiv ity  at the 
high perm ittiv ities typical of polar and biological, materials (Gajda and 
Stuchly 1983) as shown in Fig. A.12.
( ii)  Cg and C^ . are independent of frequency -  at higher frequencies the value 
of Cg may increase due to the production of evanescent TM modes 
excited at the junction discontinuity (Marcuvitz 1965). This increase is 
shown for three standard coaxial lines in Fig. A. 13 (Stuchly and Stuchly 
1980).
( iii)  The principal TEM mode and any evanescent TM modes do not propagate 
radiation (i.e. the probe does not behave as an antenna) -  i f  this
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condition fails to hold, a parallel conductivity term has been suggested 
(Stuchly and Stuchly 1980) as necessary to be introduced to the equivalent
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c ircu it of Fig. 4.11.
A ll these crite ria  are examined experimentally in the following 
chapter.
4.6.2 Complex Perm ittiv ity Uncertainty Equations
Providing the above conditions are satisfied, expressions giving the
uncertainties in e 1 and e 1 as a function of C , Z , T  and 0  uncertaintiess’ o ’ r
may be derived (Athey et al 1982) from equations 4.60 and 4.62 as
Aef / ^ s V 2 + / A M  2 + / ------------- 1 -  r -2 . x m :)2
V c / \ z / v i + 2rcos<j> +r 2 r  /
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.cont.
• (
1 4 2F/cos</> + D  
1 + 2 Fcos 0  + F
A  0
tan 0
) < 4.63 >
and
A  e"
2 2 2 
/  A  \  + / A  Zq \  /  ( 4 F  + 2cos 0  + 2 F^cos £ ) A r \  +
\ c ' ' z ' mi  - r 2)d + 2rcos<^> + r 2)
( (2 Fs in  0  )i + 2 Tcos 0  + T  2
,A 0 < 4.64 >
Several points may be noted from these equations:
(i) The uncertainty in 6 ' depends prim arily on the accuracy of phase angle 
measurement and, more specifically, for a given accuracy of its 
measurement, on the value of the phase angle. Thus, from the final term 
of equation 4.63, the accuracy in e 1 is maximised as 0  —* 90° and 
deteriorates rapidly as 0 ^ 0°.
( ii)  The uncertainty in e " is affected mostly by uncertainty in the magnitude
of reflection coeffic ient fo r all values of phase angle; from the third 
term of equation 4.64 this is most significant as T - 1” 1.
( iii)  The uncertainty in Cg affects the overall measurement accuracy of both
e 1 and € ", particularly when the uncertainties in magnitude and phase
of the reflection coeffic ient propagate m inimally.
4.6.3 Optimum Sensor Capacitance
The above considerations suggest that for a material of given complex 
perm ittiv ity  there must exist a sensor w ith a value of capacitance such that 
the uncertainties in measurement of € ' and € "  are a minimum. Since the 
sensor load impedance (ignoring C^ .) is given by
1
‘L jcoCsZ0 (€  ' -  j € " )
< k . 65 >
“ CsZo ( e '2 + < " 2)
< 4.66 >
a)C Z ( e '2 + e " 2)
S 'iO
R j X
110
Table 4.2 Optimum Capacitance iph ; to r D ielectric bensor open to 
Various Materials
Material Frequency (GHz)
0.01 0.06 0.1 0.5 1.0
Deionised water 
(25.0°C)
4.06 0.81 0.41 0.08 0.04
0.02M  Saline 
(25.0°C)
0.37 0.37 0.37 0.08 0.04
0.08M Saline 
(25.0°C)
0.19 0.19 0.19 0.08 0.04
P ropan-l-o l 
(25.0° C)
15.49 3.00 1.57 0.42 0.31
Ethanol
(25.0°C)
13.06 2.18 1.31 0.28 0.17
Methanol
(25.0°C)
9.45 1.58 0.95 0.19 0.10
Cyclohexane
(25.0°C)
158.00 26.33 15.80 3.16 1.58
Cat Skeletal 
Muscle in-vivo 
(37.0°C)
0.21 0.18 0.17 0.09 0.05
Cat Liver
in-vivo
(37.0°C)
0.38 0.29 0.24 0.11 0.06
Mouse Fat 
in-vivo 
(37.0°C) *
1.17 0.77 0.74 0.47 0.34
Mouse Mendecki 
MA tumour in-vivo 
(37.0°C) *
0.54 0.29 0.27 0.15 0.10
* Assumed temperature: d ie lectric data (Burdette 1981)
stated w ithout temperature
i t  may be appreciated (see Fig. 4.7) that the reflection coeffic ien t of a given 
material, being the locus of intersection of resistance and reactance arcs, can 
be shifted anywhere w ithin the lower semicircle of the Smith chart by a 
suffic ient range of sensor capacitance values. Thus there w ill be, fo r a given 
material and frequency, an optimum sensor capacitance such that the . 
uncertainty in the measured real and imaginary parts of the complex 
perm ittiv ity  is a minimum for a given uncertainty in the re flection coeffic ient. 
This concept has been examined (Stuchly et al 1974) quantitatively by 
d iffe rentia tion of equations sim ilar to 4.63 and 4.64. Providing the re flection 
coeffic ient uncertainties are such that A <p A | r  | , then the optimum 
capacitance of a d ie lectric sensor is given by
C
CO z (€ o • 7 ^ 7 7
< 4.67 >
Some values of optimum sensor capacitance are given in Table 4.2 fo r materials 
and frequencies of relevance to the present study. The capacitances of 
some commercially available coaxial lines are presented in Table 4.3.
Table 4.3 Sensor Capacitance (Cy = Cg + C^) of some Commercial 
Coaxial Lines
(cm)
TYPE DIMENSIONS
CT
(pF)
a
(cm)
b
(cm)
1.4 A ir 0.7145 0.3102 0.14
0.7 A ir 0.35 0.1520 0.079
0.83 Teflon 0.362 0.1124 0.055
0.64 Teflon 0.2655 0.0824 0.041
0.36 Teflon 0.1499 0.0455 0.027
0.22 Teflon 0.0838 0.0255 0.016
Some points may be noted from Tables 4.2 and 4.3:
(i) For all materials, the optimum capacitance increases as the frequency
decreases to about 0.1 GHz.
( ii)  For tissues (because of the (3 -  dispersion) and saline solutions (because
of ionic conductivity) at frequencies below 0.1 GHz the rate of frequency
decrease becomes approximately equal, but opposite, to the rate of 
2 2 -increase of ( € 1 + e " )2 so the optimum capacitance remains
approximately constant.
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( iii)  For saline solutions and high water content tissues, a sensor capacitance 
of about 0.1 pF provides a good compromise over the two decade 
frequency range, but for other materials a somewhat higher capacitance 
is more appropriate.
(iv) The commercially available coaxial lines, other than airlines (which
are not practicable as d ie lectric sensors) have capacitance values which 
are relatively low fo r this work.
For these reasons, a probe more appropriate for biodielectric measurements was 
constructed as described w ith analysis in the following chapter.
4.6.4 Critique of Previous Work
From the foregoing points, i t  should be apparent that providing F |  and 
4> are measured to a good accuracy and providing a sensor of optimum capac­
itance is employed, the accuracy of in-vivo biodielectric measurements is lim ited 
mainly by the fide lity  of determination of Cg. Examination of the litera ture  
reveals contradictions over the most valid way to determine the sensor capacitanc 
For example, Burdette et al (1977, 1980, 1981) present results of the RF and M 
complex perm ittiv ity  of a range of polar materials and biological tissues as 
measured by small (<2.2mm diameter) infinitesim al monopole probes (i.e . config­
uration (k) of Fig. 4.9 where l<a). These authors stated that Cg may be deter­
mined from the physical dimensions of the probe using equations given by Tai 
(in Jasik 1961) as Z = 20(kl)^ + j^2o\kl) ^ ° 9^ 1/a) -  1]. Scrutiny of this source 
reveals that this equation holds only for a probe in free-space with conditions 
that 1«  X and l » a . Some doubt must therefore attach to the valid ity of a 
capacitance determined this way and applied to a probe with an in fin ites im a llv 
extended inner conductor. A computer algorithm used in these measurement 
(T o le r and Seals 1977) fa ils to illum inate this query. Indeed, even if  Cg could be 
derived in such a manner, considerable doubt would s till remain as to its appprop 
riateness for measurements of high perm ittiv ity  materials. The results of Fig 4.12 
indicate differences between a free-space Cg and a h igh-perm ittiv ity  Cg varying 
between 3% (fo r the FEM model) and 20% (MOM model). There is no reason fro 
the equations presented by Burdette why such discrepancies should not propagate 
into the derived complex pe rm ittiv ity . Furthermore, no heed of the concept of an 
optimum sensor capacitance was taken in the ir work. As shown in Tables 4.2 and
4.3 their small probe has a capacitance (the increase in capacitance achieved by 
extending infin itesim ally the inner conductor being negligible) fo r d istilled water 
and methanol whose value at 0.1 GHz is a factor of 25 and 64 (respectively) 
smaller than the appropriate optimum capacitance. Sim ilarly Toler and Seals (19 
present results for these materials at 10 MHz derived from a sensor whose 
capacitance is about a factor of 250 and 600 (respectively) lower than the
optimum capacitance. The degree of deviation of a sensor capacitance from its 
optimum capacitance tolerated before significant measurement deterioration ensues 
is indicated in the following chapter and the validity of the errors quoted by 
these authors, e.g.(Toler and Seals 1977) + 5% in € ' fo r methanol and e thane-
diol at all frequencies between 10 and 100 MHz, becomes questionable. It w ill be 
shown that an appropriate sensor capacitance may be obtained to high accuracy 
only by careful examination and avoidance of factors liable to perturb it .
D ie lectric reference materials w ill be shown necessary to achieve this.
4.7 The 6-Port Reflectometer
Previous discussion has shown the necessity of achieving accurate 
measurements of F *  at a sensor term ination plane to realise accurate values 
of the £ *  of a sample. These have been obtained by automatic network 
analysers in virtually all the relevant work so far reported (Stuchly and Stuchly 
1980). The experiments and results described in the next chapter were 
obtained by a firs t application of a 6-po rt reflectom eter (to the author's 
knowledge) for this task. It is thus useful at this stage to compare and 
contrast the physical principles of both instruments and to examine further 
the concepts on which the 6-po rt reflectom eter depends.
4.7.1 Background and Basic Principles
©
Fig. 4.14 A Typical Problem in Microwave Measurements
A typical problem in RF and MW measurements is illustrated in Fig. 
4.14. Here the electromagnetic fields at an arbitrary plane in the wave­
guide (e.g. the sensor term ination plane) are determined by the waveguide 
geometry and the complex amplitudes of the waves proceeding to the right 
and le ft, b  ^ and a2 respectively. Frequently, as with the reflection
coeffic ient {a^by), the main interest attaches to the phase difference of a  ^
and b  ^ rather than their absolute phases. A direct measurement of a  ^
and b2 is not usually possible since at these frequencies the introduction of 
a probe at the measurement plane significantly perturbs the fields which are 
intended to be measured. Instead, the probes are permitted only at remote 
positions, as indicated in Fig. 4.14. Assuming that the intervening structure 
is linear, but otherwise arb itrary, i t  may be shown (Engen 1969) that the 
probe responses (at positions 3 and 4) are given by
b j  = Aa2 + Bb2 < 4.68 >
and
b, = Ca0 + Db0 < 4.69 >4 2 2
where b^ and b^ are the detector responses which, in a general way, are linear . 
combinations of the complex e lectric  and magnetic field amplitudes and A,
B, C, D are complex constants (whose values are prim arily determined by the 
intervening geometry). In its conventional form the ANA is based on these 
equations. As a prelim inary step, the system is calibrated by three known 
standards (matched load, sho rt-c ircu it, open-circuit) which allows the 
determination of A...D (in practice, only the ratios of three constants 
to the fourth are required in most applications). Following this, the equations 
may be solved for a2 and b2* Although conceptually simple, the solution 
this way of equations 4.68 and 4.69 requires that the detectors provide both 
the phase and amplitude information characterising b^ and b^. Phase detection 
at microwave frequencies is a d if f ic u lt procedure, which is a significant reason 
why the ANA is a complex and expensive body of equipment. Another reason 
is the necessity to determine and store the complex calibration constants 
and to solve the complex equations 4.68 and 4.69. In practice, an on-line 
computer is needed both to do this and to automate the overall calibration 
and measurement procedures.
Because of the general d ifficu lty  of phase detection at MW frequencies 
much work prior to the development of the ANA was directed around detectors 
yielding only amplitude or power responses. Taking the absolute values of 
equations 4.68 and 4.69 gives
P3 Aa2 + Bb2
< 4.70 >
P. = b, = CaQ + Db0 < 4.71 >4 4 2 2
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where P j and P4 are power responses at ports 3 and 4. In a notable series 
of papers, Engen and Hoer (Engen 1973,1977a, b; Hoer 1972) demonstrated 
that four power meters i.e. the addition of two further power meters
Ea2 + Fb2 < 4.72 >
Ga2 + Hb2 < 4.73 >
to the configuration of Fig. 4.14, could, when connected to a source, form 
the basis of an alternative method of measuring the reflection coeffic ien t at 
a remote reference plane. The distinguishing feature of this 6-po rt reflectom eter 
configuration, illustrated in Fig. 4.15, is that the reflection coe ffic ien t phase 
is computed from relatively simple power measurements, thereby avoiding the 
more complex heterodyne phase detection of the ANA. Thus, this series 
of papers yielded the (at f irs t sight) surprising result that simple scalar 
measurements can allow determination of an important vector quantity. A 
useful insight into how the 6-po rt reflectom eter achieves this has been provided 
by Engen (1977a):The complex parameters A...H are assumed to be known 
by a suitable calibration technique. Furthermore, the 6-po rt reflectom eter 
may be designed so that one of the complex constants is zero, fo r example C 
of equation 4.69, in which case
D < 4.74 >
(and one of the power meters thus responds proportionately to the incident 
power, usefully enabling correction, by a feedback c ircu it, of any incident 
power instability). Equations 4.70 to 4.73 may be w ritten
a i 2 i u  | 2 | 2
I 2| T "  q3l
I T -  *
< 4.75 >
< 4.76 >
G l2 |b2 2 T -^6 < 4.77 >
where q^ = -B /A , q^ = -F /E , q^ = -H /G . Elimination of ^ 2] between 
equation 4.74 and 4.75 gives
P.
| rL -  q: DA
2 ' 3
p7
< 4.78 >
As shown in Fig. 4.16, providing the 6-po rt reflectom eter is designed so that
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Fig. 4.15 Six Port fo r Measuring Complex Microwave Parameters
Unit Circle
Fig. 4.16 Determination of from the Intersection of Two Circles
Unit Circle
Fig. 4.17 An Improved Determination of T L from the Intersection of 
Three Circles
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q3 lies outside the unit c irc le , the power measurements and p^ yield
*
the locus of possible values for 1 as a circle with centre at whose 
radius j l^ . ”  Q jj maY be determined from equation 4.78. The actual 
value of TL therefore lies on the arc of this circle contained w ithin the 
unit c irc le. S im ilarly, equations 4.74 and 4.76 may be combined and the radius
T» *of another circle, which contains 1 , with centre at qs can be determined.
* '
As depicted in Fig. 4.16, 1^ is then determined by the intersection of the
two circles. Generally, two circles intersect at a pair of points, but providing
design crite ria  ensure that the straight line between q^ and q^ fa ils  to intersect
the unit circ le, one of the two possible values for TL w ill fa ll outside
it  and may thus be rejected. In principle, therefore, only three power meters
can be made the basis of a 5-port reflectom eter to determine the complex
reflection coeffic ient at a measurement port.
Combining equations 4.74 and 4.77 provides a third c irc le } upon which
*
must lie ? which (ideally) passes through the intersection of the other two
circles, as shown in Fig. 4.17. In tu itive ly, at least, i t  is obvious that this
%
fourth power meter substantially enhances the accuracy w ith which may
be determined, particularly if  the q-c irc le  centres are designed to fa ll on
the vertices of an equilateral triangle centred at the origin.
Following this general approach the system could be expanded to seven
or more ports. However, the accuracy improvement does not in these cases
generally warrant the additional complexity and the level of in form atic
degeneracy of the 6-po rt system has so far proved optimum. Thus, in the
short time since the development of these concepts, the 6-p o rt re flectom eter
has acquired an ascendency over other possible alternatives.
'In the discussion so far, the 6-po rt device has been assumed to be
constructed from ideal hardware. However, much of the elegance of the 6-
port technique rests on a general theory which has been developed (Hoer
1973, Engen 1973) to ri-gorously account for all hardware imperfections
(except power meter non-linearity) at the outset in the calibration procedure.
The basic idea behind this theory follows from the fact that the input
reflection coeffic ient of a 2-port is a bilinear transform of 1 It transpires
(Woods 1979, 1983) that for an arb itrary n-port network in which one port 
*
is terminated in one is connected to a source and all remaining ports
are terminated by fixed but arb itrary loads, then the ratio  of any two wave
*
amplitudes is also a bilinear transformation of For the 6-p o rt device
under consideration, this signifies that the complex voltage ratio (V ..), obtained
at any port pair of ports 3 - 6  (Fig. 4.15), is related to the re flection 
*
coeffic ient ^ 2) ° n Port 2 (the measurement port) by
V ;/3 =   —  < 4.79 >
1 + H . r 2*
where J, K and H are complex constants and i = 4—*6. If power detectors 
are used this equation becomes
A i  = | V i/3
2 X + Kir 2*
*i + h . r„
< 4.80 >
Since the three equations described by 4.80 hold for any arb itrary 6-  
port (in practice, one containing hardware imperfections) then a determination 
by calibration of the constants J., K. and H. corresponds to the complete 
characterisation of the device. These (frequency dependent) constants may 
be found by using several calibration standards of known reflection coeffic ien t 
(Engen 1973, Somlo and Hunter 1982, Woods 1979, 1983); the re flection 
coeffic ient of an unknown load can then be determined by systems of equations 
based on 4.80. The calibration and measurement procedures of the 6-po rt 
reflectom eter used in the present work w ill be described in the next section .
The use of a dual 6-porTsystem fo r S-parameter characterisation of 
general 2-port networks is also feasible (Hoer 1977) and has been the subject 
of considerable research (Hoer 1972, Engen and Hoer 1979, Woods 1980).
This work promises the development of an alternative ANA which may be 
considerably simpler and more accurate than the conventional (phase detection) 
ANA.
In conclusion, the development of the ANA in the past decade 
represented a major sh ift in the strategy of one- and tw o-port scattering 
parameter measurements. Instead of attempting to construct ideal hardware^ 
as in previous systems such as the tuned reflectom eter, system imperfections 
were recognised exp lic itly , accounted for, and fina lly elim inated from the 
measurement results by calculations made feasible by an on-line computer. 
However, the ANA s till represents a complex, sensitive and expensive body 
of equipment. The 6-po rt reflectom eter embodies a further development of 
this strategy, fac ilita ted by the advent of the microcomputer. The 
availability of cheap computing enables relatively simple hardware, such as 
power meters which yield raw data of only indirect relevance, to be the basis 
of measurements of both the complex reflection coeffic ien t and 2-p o rt 
scattering parameters. Thus, previous methods involving a complexity of 
equipment have been superseded by a method requiring simpler hardware 
but a complexity of calculations which may, nevertheless, be sw iftly  and 
cheaply realised by a microprocessor.
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4.7.2 The NPL 6-Port Reflectom eter
The 6-po rt reflectom eter used in this work in conjunction w ith a 
coaxial d ie lectric sensor was based at the National Physical Laboratory. It 
was designed and bu ilt (Granville-George and Woods 1981) w ith q -c irc le  centres 
on the unit circle at 90°, 180°, and 270°. The reflectom eter was calibrated 
according to a technique devised by Woods (1979, 1983) in which equation 
4.80 is expanded to give for each of the three port pairs
| J |2 + | T 2 |2 | K |2+ 2A Re(JK*) + 2B Im(JK*) < 4 81 >
(2 i, , .21 + | r 2 | I H | + 2A Re (H) -  2B Im(H)
By letting
JK = e + j f < 4.82 >
H = g + j h < 4.83 >
r 2 = A + j B < 4.84 >
equation 4.81 takes the form
|J |2 + | K |2 + 2Ae + 2Bf -  2 AAg + 2 ABh == A  + ( l - | l f ) | K | 2+ A | q 2 |H |2
< 4.85 >
This equation provides the basis fo r calibration. With five calibration standards
(of known A and B) there are five such equations in which the f irs t two
2 2terms ( |J | and | K [ ) may be eliminated by subtraction to give four 
equations of the form
g = c i + c 2 1l K I2 + c3 | H |2 < 4.86 >
h = + d2 || k i  
1 , ,
I2
i 2
+
1
H |2
 12
< 4.87 >
e m i + m2 |K 1 + m j | h |z < 4.88 >
f = m i + m 2 l K . i I2 + m3 1 h |2 < 4.89 >
To obtain an in itia l solution of these equations i t  is noted (in equation2 2
4.85) that the coeffic ien t of |K | , (1 -  |]^J\ ), is fo r all the standards very 
nearly zero (because they have a small but fin ite  loss). Furthermore, 
according to theory (Woods 1979) not only is H the same for a ll three port 
pair transforms because (in equation 4.79) a common reference level is taken,
but also |H |^ is nearly zero, being the modulus squared of the reflection
coeffic ient of the effective source impedance of the measurement port of the
2 2reflectom eter. Therefore, the coefficients of both | k | and |H | in
equations 4.86 to 4.89 may be in itia lly  taken as zero, yielding gQ, h , eQ and
f . Next introduced from equations 4.82 and 4.83 are the related equations
*12 . 1? 2 2JK r  = JK = e + f < 4.90 >
or
J|
2 = e2 + f 2 < 4.91 >
K2
and
| H |2 = g2 + h2 < 4.92 >
Equation 4.91 may then be introduced into equation 4.85 for the standards
(short or open-circuits) in which the term (1 -  | F | )  is exactly zero,2 2
giving with the inclusion of gQ, h , cq and f , the quadratic in Kq
| k | ^  -  p IK 12 + q = 0 < 4.93 >1 o I M I ol M
2 2 The roots of this equation give both |K q | and, via equation 4.91, | j Q | ;
identification of the correct root being possible because (Woods 1983)
IJ I > 1 and IK  |< 1.I ol I o*
Thus, f irs t approximations to the seven calibration constants g, h, c,
2 2 2f, |H | , | j  | and | K | can be derived. The previously neglected coeffic ients 
of equations 4.86 to 4.89 may now be obtained by an iterative procedure in
2 i 2which Hq | and | Kq j are introduced into these equations and the seven
constants redetermined; four iterations are suffic ient fo r convergence.
For the 3 port pairs there are 21 constants, but as each constant is 
calculated from the normalised response of each port separately there is no 
cross-reference to other ports and though, in theory, H should be identical a ll 
port pairs, in practice (due to such causes as temperature gradients, detector 
non-linearity, connector repeatability, source harmonics and noise, e tc.) there
w ill be small differences between the g and h values derived from each p o rt
pair. The degree of equality between these values is thus a very good check
on the quality of the calibration. As a general guide, these differences should
not exceed 0.003 in order to achieve an overall accuracy of 0.003 in the 
measurement of | F  2|*
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]l(
To determine the value of P  2 f rom three power ratio measurements 
( A ^ )  of the unknown, using the derived calibration constants, i t  is convenient 
(Woods 1983) to construct the m atrix
< 4.94 >
from which the real and imaginary parts of the reflection coeffic ient are
< 4.95 >
< 4.96 >
M31^M 12M23 “  M 13M22  ^ <
The complexity of these calculations explains the need for a microcomputer.
In fact, for convenience and speed, all the calibration and measurement procedures 
of the NPL 6-port reflectom eter are under microcomputer control.
4.7.3 Significance for B iodielectric Measurements
This present work was in itia ted upon recognition that the 6-po rt approach 
potentially provides several significant advantages over the ANA techniques 
previously used for in-vivo biodielectric measurements. These include:
(i) a simpler construction, ( ii)  a simple self-checking calibration procedure
obtained as ,
A = [m 14(m3,m 23 _ m33m21) + m24(m u m33 -  m 13m31) +
M34(M21M 13 ”  M23M 11} ] 1 d
B = [M 1A(M2]M 32 -  m22m31) + m24(m 3] m 12 -  m32m u ) +
M34^M11M22 “  M 12M2 p   ^  ^ d
where
d = M 11(M22M33 ”  M23M32) + M21(M32M 13 ”  M33M 12) +
K4l - 1H4 |2 A 43
QJCM <<r
cnI 2( f 4 + h4 A 45) ( a 43 - P4 I >
k 5 | 2 - N 2A 53 2(e5 -  A  53} 2 (f5 + h5A 53) ^  53 - |J5 | 2)
M 2 - K l |2a 63 2(e6 -  ®6A 63^ 2(16 + h6 A-63) | J6 i2)
(which, in the Woods technique, involves only a short or open-circuit plus two 
coaxial airlines terminated by short and open-circuits), ( i i i)  because the 
instrument consists only of passive components the calibration constants 
potentially remain valid over long periods ( — months) in contrast to the 
frequent ( ~  hours) recalibration commonly required by the conventional 
ANA, (iv) an enhanced stab ility  which is particularly useful fo r the d ie lectric 
measurements of tissues where relatively small differences (e.g. normal 
vs pathological cases) are to be examined, (v) a superior accuracy (potentia lly 
better than + 0.001 in i n  and + 0.1° in (f> ) arising from the above factors 
and from the inherent inform atic redundancy of the q-c irc le  concept, (vi) a 
more apt match of measurement equipment to task since the ANA, designed 
principally for 2-port S parameter measurements, carries redundant potential 
when applied to 1-po rt reflection coeffic ient measurements, (v ii) a less 
expensive and more compact system which includes potentially a fu ll 
po rtab ility , and (v iii) the wide-band applicability of 6-po rt theory offering 
accurate potential measurements from low to optical frequencies.
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C H A P T E R  F I V E  -  EXPERIMENTS, RESULTS AND ANALYSIS OF A
6-PORT REFLECTOMETER IN -VIVO  BIODIELECTRIC 
MEASUREMENT SYSTEM
5.1 Introduction
The experiments and analysis described in this chapter were performed 
using a 6-po rt reflectom eter at the National Physical Laboratory. They were 
intended to:
(i) assess the merits of the 6-po rt reflectom eter for reflection coe ffic ien t 
measurements;
( ii)  examine the applicability of the equivalent c ircu it concept (described 
in the previous chapter) fo r deriving complex perm ittiv ity  from the 
measured reflection coeffic ient;
( i i i)  standardise a coaxial sensor to enable accurate measurements of 
sample complex perm ittiv ity ;
(iv) use the system for d ie lectric measurements of polar liquids;
(v) use the system for in-v itro  d ie lectric measurements of normal and 
pathological rat liver tissue; and 
(vi) use the system for in-vivo human biodielectric measurements.
5.2 The NPL 6-Port Reflectometer
5.2.1 Description
The design and construction of the NPL 6-po rt reflectom eter has been 
well documented (Granville-George and Woods 1981, Clarke and Granville- 
George 1982, Woods 1983) thus only a brie f description is necessary here.
The NPL 6-po rt reflectom eter consists of the following components:
(i) a 6-po rt head bu ilt from commercial components;
( ii) a 4-channel power meter unit bu ilt from therm istor power meters and
an auto-balance bridge;
( iii) a scanner unit to coordinate switching between the power meters;
(iv) a d ig ita l voltmeter to measure output from the auto-balance bridge;
(v) an RF synthesised signal generator;
(vi) an RF wide-band am plifier;
(vii) a unit to switch between the two 6-po rt heads for 2-po rt scattering
parameter measurements (not used in the present work);
(v iii) a PET controller/computer;
(ix) a PET dual floppy-disc drive;
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(x) a PET m atrix printer for hardcopy output.
The complete 6-po rt reflectom eter system is shown in Photograph 5.1.
5.2.2 Calibration and Measurement
The component switch-on sequence, PET control program, in itia tion  
instructions and form at of the interactive calibration and measurement 
programs are adeguately provided in the 6-po rt reflectom eter operating 
manual (Granville-George 1982); their fu rther description is not necessary 
here.
A t frequencies in the decade 10 -  100 MHz the Woods 6-po rt calibration 
technique requires five standards, realised using a short or open-circuit and 
four other lum ped-circuit standards specified by an inductance/capacitance and 
conductance. Only capacitive standards were in itia lly  available w ith their 
capacitance and conductance values known over the fu ll range of frequencies. 
Although nine inductive standards were also potentially available, time 
lim itations mitigated against the determination of their inductance and 
conductance values at other than two frequencies (calibration of all low - 
frequency standards, performed by Mr. B. Williams of the E lectrica l 
Quality Assurance D irectorate, was achieved by the highly accurate but 
laborious Woods' bridge technique). A t 10 MHz and 60 MHz all inductive 
standards were measured by a manual low-frequency network analyser to give 
an approximate value of the reflection coeffic ien t at the connector plane.
This enabled two inductive standards at each frequency to be selected to 
have reflection coefficients well-disposed around the unit c irc le w ith respect 
to the three other standards. These two inductances (a t 10 MHz QL834,
QL1643 and at 60 MHz QL1620 and L 11) were then forwarded fo r standard­
isation.
A t frequencies in the decade 100 MHz -  1000 MHz the Woods' 
calibration technique requires five re flection coeffic ien t standards which are 
realised using a short or open c ircu it and four other standards assembled from 
air-spaced transmission lines terminated in either short or open circu its . As 
fo r the lower decade frequency range, the best calibration occurs upon an 
equal disposition of the reflection coefficients around the unit c irc le .
This was achieved by a suitable selection of airline length and term ination 
from an airline phase-offset chart . (Granville-George 1982).
Table 5.1 lists typical 6-po rt calibration constant values over the fu ll 
frequency range. The maximum difference between any pair of the three 
g and three h constants are given in Table 5.2.
On a few occasions in the early part of this work the calibration 
program failed because of the square root of a negative quantity in equation ^3
Table 5.1 6-Port Reflectometer Calibration Constants
Calibration
Constants g h e f 1H | 2 P I 2 IK I2
MHz Port
Ratio
4 /3 -.0439 -.1550 -.5160 .5750 .0260 .8222 .7260
10 5/3 -.0451 -.1582 .4689 .6077 .0271 .8725 .6753
6/3 -.0467 -.1551 .3759 -.4059 .0262 .8932 .3427
4 /3 .0648 -.0321 .6049 .2346 .0052 .7654 .5500
60 5 /3 .0638 -.0357 .3782 -.5679 .0054 .8649 .5383
6/3 .0639 -.0339 -.4648 -.2603 .0052 .7529 .3770
4 ^ 3 .0036 .0218 -.4353 -.3576 .0005 .6617 .4797
100 5 /3 .0015 .0247 -.5001 .4309 .0006 .8873 .4911
6 /3 .0022 .0234 .3716 .3793 .0006 .7830 .3602
4 /3 .0047 -.0197 .5375 -.0619 .0004 .6521 .4489
200 5/3 .0052 -.0178 .0366 -.6687 .0003 .8982 .4993
6 /3 .0048 -.0190 -.5311 -.0056 .0004 .7681 .3673
^ 3 .0320 .0284 -.5022 .4221 .0018 .8909 .4831
300 5 /3 .0316 .0285 .4543 .4731 .0018 .8805 .4889
6/3 .0307 .0274 .5759 -.4995 .0017 1.0348 .5617
4 /3 -.0574 .0055 -.0209 -.6770 .0033 .9231 .4970
400 5/3 -.0604 .0019 -.6984 -.0258 .0037 .8766 .5571
6/3 -.0571 .0052 -.0699 .6897 .0033 .9956 .4827
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Table 5.1 (continued)
Calibration
•
Constants g h e
f 1H | 2 U l 2 | K |2
MHz Port
Ratio
^ 3 -.0142 .0043 .3899 .4545 .0002 .9107 .3938
500 5/3 -.0161 .0037 .4157 -.3787 .0003 .8600 .3651
6 /3 -.0136 .0025 -.4322 -.4379 .0001 .9595 .3945
4/3 .0085 .1383 -.6005 -.2909 .0192 .9257 .4809
600 5/3 .0030 .1396 -.1801 .4397 .0195 .9033 .2450
6/3 .0062 .1367 .5813 .0019 .0187 .9354 .3616
* '3 .0306 .0049 .5164 -.4456 .0009 .9369 .4966
700 5/3 .0342 .0036 -.3622 -.5281 .0012 .9758 .4202
6 /3 .0286 .0049 -.4635 .3950 .0008 .9035 .4105
4 /3 .1833 -.0939 .1163 .6504 .0422 .9419 .4634
800 5/3 .1855 -.0998 .7519 .1732 .0443 .9499 .6267
6 /3 .1852 -.0933 .2539 -.5107 .0430 .9361 .3475
^ 3 .0651 -.1495 -.2529 -.2853 .0266 .9643 .1507
900 5 /3 .0625 -.1473 -.3547 .4562 .0256 .8504 .3927
6/3 .0658 -.1507 .4401 .5729 .0270 .8708 .5994
^ 3 -.0650 -.1164 .4570 .2177 .0178 .8821 .2905
1000 5/3 -.0622 -.1140 .0476 -.3912 .0169 .7592 .2045
6 /3 -.0657 -.1148 -.5731 .0824 .0175 .8308 .4036
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Table 5.2 Maximum Difference between g and h Calibration Constants
MHz Agymax Ah max
10 .003 .003
60 .001 .004
100 .002 .003
200 .001 .002
300 .001 .001
400 .003 .004
500 .003 .002
600 .005 .003
700 .005 .001
800 .002 .006
900 .003 .003
1000 .003 .001
This was subsequently traced to incorrect detector response data caused by
dirty contacts of the standards; periodic cleaning of the GR900 connectors of
the standards eliminated this problem. Each calibration required about 20
minutes to perform. Upon approval, following examination of the values of
Aq and Ah , the calibration constants were stored in a data- ymax max’
file  subsequently called by the measurement program. It may be mentioned
at this stage that the discrepancies Ag and Ah which averagemax max
(Table 5.2) about + 0.003 across the complete frequency range, whilst 
adequate for the present purpose, do not fu lly  represent the accuracy 
achieved by the 6-po rt prior to its removal from the site of its construction 
(Surrey University) to the NPL; this had been up to an order of magnitude 
better. Indeed, the calibration constants were sometimes found to retain 
their validity for a somewhat shorter time (days or weeks) than expected 
(months). Despite extensive investigations, including the introduction of a 
routine to the calibration and measurement programs for detector-response 
averaging, the cause of this instability  could not be to ta lly  elim inated. 
However, all the measurements reported here were performed immediately 
a fte r calibration, and confidence in the calibration was fu rther improved by 
measuring and checking the reflection coefficients of standard loads before 
and a fte r those of the unknowns.
5.3 The D ie lectric Sensor
5.3.1 Description
From the considerations of Section 4.6.3 i t  was apparent that a 
coaxial line with a diameter of about 1.5 cm was required to provide a sensor 
capacitance of about 0.1 pF for the optimum RF complex pe rm ittiv ity  
measurement of biological and other lossy high perm ittiv ity  materials.
A 5 0 brass ~1.6 cm diameter airline (originally designed for Post- 
O ffice telecommunications) with GR900 teflon die lectric terminations formed 
the basis of a suitable probe. One of the GR900 terminations was lathed 
to a fla t surface to provide the sensor/sample interface whilst the term ination 
at the other end of the probe allowed a connection, via high quality flexib le 
Goretex coaxial cable, to the measurement port of the 6-po rt reflectom eter 
head. A diagram of the components of this sensor configuration is provided 
in Fig. 5.1. This sensor, in addition to having a more optimum capacitance, 
possessed a further advantage when compared to the probes previously used 
for the non-invasive complex pe rm ittiv ity  measurements of biological materials: 
the GR900 sensor end of the airline could be unscrewed and replaced by an 
intact GR900 connector whose term ination provided a convenient calibration 
reference plane. By calibration of the system with respect to this plane 
the derived 6-port constants rigorously account for the characteristics o f ' the 
whole probe assembly (including any imperfections due to losses or reflections 
in the flexible cable and connectors, etc.) apart from a short length of 
transmission line corresponding to the difference between the sensor and
Fig. 5.1 6-Port Reflectometer D ie lectric
Sensor Configuration
Goretex Flexible 
Cable n GR900
brass airline 6-Port
1 Head
GR900 GR900
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calibration planes (Fig. 5.2). This is in contrast to the previous work w ith 
small commercial teflon coaxial lines where calibration must necessarily be 
at the more remote ANA tes t-po rt plane. The calibration and measurement 
configurations of the probe assembly are shown in Photographs 5.2 and 5.3 
respectively.
5.3.2 Sensor Standardisation
A considerable e ffo rt has been devoted to a general examination of 
the validity of the measurement models outlined in the previous chapter, the 
proposal of any necessary corrections and extensions to these models and 
the derivation of the required physical parameters of the probe assembly.
5.3.2.1 Calibration/Measurement Plane Offset Analysis 
Fig. 5.2 Calibration and Measurement 
Planes of D ie lectric Sensor
A
;* - ' - l
Brass i B ii i i
Airline i i
\
i i ■ 
: ! GR900
(a) A irline plus GR900 connector fo r 
calibration at plane C-C1
i
i
i
C'
Connector
Teflon
A
r \
~_l0.4483cm 1.5095cm
(b) A irline plus GR900 sensor fo r
sample measurement at plane B -B '
K-1 ' . 2 I
A*
i
i
B*
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To fu lly  standardise the probe assembly i t  was necessary firs t to
analyse the e ffect of the difference between the sensor measurement and
calibration planes (B -B ' and C-C1 respectively, Fig. 5.2). To transform
the reflection coeffic ien t measured by the 6-po rt reflectom eter w ith respect 
* _  * 
to plane C-C ', T  , to that a t plane B -B ', I  . , the transmission line
*  *
c ' ' ' L
separating these planes may be treated as a 2-po rt network through the
equation
*  *  *  _  *
S11 + . S21 S12 L
♦ *
1 " S22 r L
< 5.1 >
* *
For a perfectly matched (lossless) transmission line, S^  = §22 ”  anc*
for a linear passive 2-po rt network, = S12 T. Thus,
T T L < 5.2 >
where T, representing the phase change due to the offset between planes 
B -B 1 and C-C', is given by,
T < 5.3 >
so that,
exp ( - j  4 7Tz/ X ) r L < 5.4 >
or
L exp (j 47Tz/ X )  r , < 5.5 >
where (from Fig. 4.3) z = -d, and (from  Fig. 5.2) d = L j -  l_2-
Thus
L r c | exp [-j (4 7 t(L 1-L 2) / \ ) ]  exp (j <pc) < 5.6 >
or
L r c j exp [ j ( 0 c -  (4 7TV ( L j- L 2)/c  ) ] < 5.7
where V is the frequency and c the velocity of light. With L j and l_2
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measured respectively as 3.21 + 0.01 cm and 2.03 + 0.01 cm, c given as 2.998 
x 1010 cm s"1 and v expressed in MHz, equation 3.7 reduces to
F  * = - |r I exp [ i ( 0  -  (0.0283 + 0.0005) V ) ] < 5.8 >
where the phase angles are in degrees. The validity of this expression was 
tested by measurements of the sensor short-circuited at plane B -B ' (by firm  
placement against aluminium fo il on a rubber pad). Table 5.3 shows the 
measured and corrected reflection coefficients averaged from three sets of 
readings. A t a ll frequencies | r |  has a maximum error of about + 0.003 
whilst the error in </>^  increases with frequency to a maximum of about 
+ 0.5° at 1000 MHz.
Table 3.3 Reflection Coefficient Phase Offset Corrections
MHz r c ^ c (0.0283+0.0005).V r L
10 1.001 180.28 -0.28-0.005 1.001 180.00t0.005
60 0.997 181.64 — 1.70-0.03 0.997 179.94*0.03
100 1.000 182.83 -2.83*0.05 1.000 180.00*0.05
200 0.998 185.71 -5.66-0.10 0.998 180.04*0.10
300 1.002 188.59 -8.49*0.15 1.002 180.10*0.15
400 0.999 191.48 -11.32-0.20 0.999 180.16t0.20
500 0.999 194.34 -14.15*0.25 0.999 180.19t0.25
600 0.998 197.23 -16.98*0.30 0.998 180.25*0.30
700 1.002 200.08 -19.81*0.35 1.002 180.27*0.35
800 0.997 203.10 -22.64*0.40 0.997 180.46*0.40
900 1.000 205.75 -25.47*0.45 1.000 180.28*0.45
1000 1.001 208.85 -28.30*0.50 1.001 180.55*0.5
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5.3.2.2 Equivalent C ircuit Parameterisation
It is necessary at this stage to examine in detail the concepts 
introduced in Section 4.6.1. Fundamentally, we wish to determine the values 
of the sensor's sample and teflon fringing capacitances, Cg and 
respectively; to assess whether these parameters vary with pe rm ittiv ity  in 
the manner predicted theoretically (Gajda and Stuchly 1983); 
and to determine over what range of frequency the simple equivalent c ircu it 
model holds valid.
If the equivalent c ircu it model is applicable for all frequencies and 
perm ittiv ities then a plot (equation 4.60) of
w ill be linear allowing the derivation of C and from the gradient and 
ordinate intersection respectively. A range of d ie lectric reference materials 
are thus required to fac ilita te  this.
3.3.2.2.1 D ie lectric Reference Materials
Non-polar d ie lectric liquids, such as cyclohexane, have been characterised 
to a very high accuracy and therefore make excellent reference materials 
(NPL Report 1980). However, h igh -perm ittiv ity  polar liquids are more 
suitable as reference materials fo r biological complex pe rm ittiv ity  measure­
ments. A literature survey revealed that the d ie lectric data of polar liquids 
are generally sparser and less accurate. Of the possible materials, d istilled 
water and the simple alcohols are best known, as summarised in Table 5.4.
The complex perm ittiv ity  values were extracted from the stated average 
d ielectric parameters, fo r materials fitted  to the Debye equation using equation 
2.93, and for materials fitte d  to the Cole-Cole equation by (Stoy et al 1982) 
an expansion of equation 2.99 as
-  2 IT ! sin <p < 5.9 >
o) z q [i + 2 |r| cos 0  + | r |2 ]
( e s -  £ „ )  [ l  + ( f / f R)( l  a )  sin ( a i r / 2) ]
•+ »  < 5.10 >e
1 + ( f / fR)2(1 a )  + 2 ( f / fR)(1 a )  sin ( a  i r /2)
6 tl ( e -  e ) [ ( f / f R ) ( 1 " a )  C O S ( a  T / 2 )  ]S I n  ^ < 5.11 >
[ 1 + ( f / f R)2U a )  + 2 ( f / f R)U sin ( a i r / 2) ]
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i aoie X4 Polar Keference Materials (25WC)
Material D ie lectricModel D ie lectric Parameters References
Deionised
water Cole-Cole
6 s f R(GHz) a
S'chwan et al 197678.3 4.6 19.7 0.014
Methanol Cole-Cole 33.7 4.4 3.22 0.036 Jordan et al 1978
Ethanol Debye 24.4 4.8 1.14
o
•
o
Saxton et al 1962 
Fellner-Felldeg 1969 
Suggett et al 1970
Propan-1-ol Debye 20.56 4.2 0.52 0.0 Garg and Smyth 1965 
Fellner-Felldeg 1969 
Suggett e t al 1970 
Van Gemert 1972 
Stuchly et al 1974
Table 5.5 Reference material complex perm ittiv ities (25°C)
INDEX NO. 1 2 3 4 5 6
MATERIAL A ir Cyclo-hexane
Propan 
—1 —ol Ethanol Methanol Water
MHz
/
£
n
E £ ' £" £ ' £* S ’ e ” te it6 ie t tt
10 1.00 0.00 2.01 0.01 20.55 0.15 24.37 0.17 33.69 0.11 78.30 0.04
60 1.00 0.00 2.01 0.01 20.34 1.85 24.34 1.03 33.65 0.63 78.30 0.24
100 1.00 0.00 2.01 0.01 19.99 3.01 24.25 1.71 33.60 1.02 78.30 0.40
200 1.00 0.00 2.01 0.01 18.48 5.44 23.81 3.35 33.45 1.98 78.30 0.79
300 1.00 0.00 2.01 0.01 16.53 7.04 23.10 4.83 33.24 2.89 78.30 1.19
400 1.00 0.00 2.01 0.01 14.55 7.88 22.24 6.14 32.98 3.78 78.30 1.58
500 1.00 0.00 2.01 0.01 12.78 8.16 21.22 7.22 32.67 4.64 78.30 1.96
600 1.00 0.00 2.01 0.0] 11.30 8.09 20.13 8.09 32.31 5.44 78.30 2.35
700 1.00 0.00 2.01 0.0J 10.10 7.83 19.01 8.75 31.92 6.21 78.27 2.74
800 1.00 0.00 2.01 0.01 9.13 7.48 17.90 9.22 31.45 6.95 28.25 3.12
900 1.00 0.00 2.01 0.01 8.36 7.10 16.85 9.54 31.03 7.64 78.20 3.50
1000 1.00 0.00 2.01 0.01 7.75 6.70 15.83 9.72 30.54 8.28 78.15 3.88
Table 5.5 lists the complex perm ittiv ities of all the reference materials used in 
this work.
5.3.2.2.2 Reference Material Measurements
The reference liquids were measured by the d ie lectric sensor in the 
following manner: approximately 25 ml of each liquid, placed in a small
glass beaker, was supported in a thermostat water-bath maintained at 25°C 
(+ 0.5°C). The face of the die lectric sensor was supported slightly beneath 
the surface of each liquid; the absence of air bubbles at its face was checked 
by using a dental m irror (an oblique entry of the probe into the liquid 
usually avoided this problem). The measurement assembly configuration is shown 
in Photograph 5.4. A few minutes were allowed for thermal equilibration 
and then the 6-port reflection coefficients were obtained at the 12 measurement 
frequencies between 10 and 1000 MHz; each fu lly  automatic measurement 
required about 20 seconds per frequency for the power meter measurements, 
data processing and hard-copy output. The measurements were repeated three 
times and once with metal fo il attached beneath the beaker to confirm 
that the probe field was effectively contained w ithin the sample. The 
reflection coeffic ient results, corrected to the measurement plane (as for 
all subsequent results), are presented in Table 5.6.
The six reference material reflection coefficients a t each frequency are 
plotted according to equation 5.9 in Graphs 5.1 to 5.12; the error-bars 
are calculated from uncertainties in | p |  of + 0.003 and in <t> of + 0.3d.
For the frequencies 10 MHz to 300 MHz inclusive, the linear plots represent 
a least-squares b e s t-fit of all the reference material data, but at higher 
frequencies the linear plots represent the b e s t-fit plots of successively fewer 
reference materials.
Several features are apparent from these graphs:
(i) A t 10 MHz and 60 MHz the data f i t  but poorly a linear equation 
because of the large errors introduced when the phase angle of the 
reflection coeffic ient approaches zero (equation 4.63). This reflects 
the fact that the sensor capacitance is remote from a capacitance 
value optimum for these materials at these frequencies (Table 4.1).
( ii)  A t frequencies between 100 MHz and 300 MHz inclusive, a ll of the 
reference materials f i t  well a linear equation.
( i ii)  A t frequencies of 400 MHz and above, the higher pe rm ittiv ity  materials 
progressively depart from the linear plots which can be fitte d  to the 
lower perm ittiv ity  materials. For example, the datum point fo r water 
departs from the line fitt in g  the remaining materials at 400 MHz. ( It  
w ill be shown below that this e ffec t may be explained by the
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Table 5.6 Reference Material Reflection Coefficients (25°C)
MHz MATERIAL INDEX NUMBER
1 2 3 4 5 6
10 r 1.000-0.1
1.000
-0.1
1.000
-0.4
1.000
-0.6
1.000
-0.8
1.000
-2.1
60 r0
1.000
-0.1
1.000
-0.4
0.993
-3.9
0.995
-4.7
0.998
-6.1
0.999
-14.6
100 r0
1.000
-0.4
1.000
-0.6
0.983
-6.0
0.989
-7.5
0.993
-9.9
0.998
-23.9
200 r0
1.000
-0.6
1.000
-1.0
0.940
-11.2
0.957
-14.4
0.978
-20.1
0.994
-45.7
300 r0
1.000
-1.1
1.000
-1.8
0.887
-15.3
0.910
-21.3
0.959
-29.9
0.985
-65.7
400 r0
1.000
-1.3
1.000
-2.1
0.832
-17.9
0.857
-26.9
0.928
-39.4
0.979
-82.1
• 500 r
0
1.000
-1.5
0.999
-2.9
0.797
-19.5
0.809
-31.6
0.904
-47.9
0.969 
-95.0 •
600 r
0
1.000
-1.8
0.999
-3.7
0.763
-21.0
0.759
-35.9
0.872
-56.2
0.966
-106.6
700 r
0
1.000
-2.2
0.999
-4.2
0.743
-21.8
0.719
-39.1
0.848
-63.5
0.965
244.8
800 r
0
1.000
-2.6
0.998
-5.2
0.723
-23.0
0.682
-42.3
0.815
-71.3
0.964
237.0
900 r
01
1.000
-2.9
0.998
-5.8
0.700
-23.9
0.638
-45.0
0.787
-78.0
0.962
229.9
1000
r —
r i
0/
1.000
-3.4
0.998
-6.6
0.685
-24.3
0.605
-47.0
0.763
-83.6
0.956
223.8
contribution of TM evanescent modes to an increased sensor capacitance -  this 
increase commencing at frequencies considerably less than is the case fo r an 
open-circuited sensor (Fig. 4.13) because of a wavelength contraction e ffec t 
introduced by h igh-perm ittiv ity  materials).
These graphs clearly indicate the need for a careful analysis to achieve 
accurate derivations of the sensor's capacitances, to examine how they vary 
as functions of perm ittiv ity  and frequency, and to use them fo r d ie lectric 
measurements of unknown materials.
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5.3.2.2.3 Analysis of Sensor Capacitance as a Function of Perm ittiv ity
5.3.2.2.3.1 Low-Perm ittiv ity Capacitances
To achieve the most accurate determinations of the sensor's capacitances 
at low perm ittiv ities i t  is necessary to use data at the highest frequencies 
where the measurement errors are minimised. For air and cyclohexane i t  
w ill be shown below that any perturbation to the capacitances due to evanescent 
modes even at these high frequencies are negligible. The data from these 
materials thus allowed the solution of two simultaneous equations (given by 
equation 5.9) and derivation of the capacitance values listed in Table 5.7, where 
the errors are to two standard-deviations (as for all subsequent errors).
Table 5.7 Low -Perm ittiv ity Sensor Capacitances
CAPACITANCES
MHz c  i S,1
(pF)
Ct, l
(pF)
7 0 0 0 . 0 8 8 0  -  0 . 0 2 3 0 - 0 . 0 0 8  -  0 . 0 2 9
8 0 0 0 . 0 8 7 5  -  0 . 0 2 1 0 0 . 0 0 5  -  0 . 0 2 0
9 0 0 0 . 0 9 1 4  -  0 . 0 1 8 0 - 0 . 0 0 5  -  0 . 0 1 6
1 0 00 0 . 0 8 5 8  -  0 . 0 1 5 0 0 . 0 1 1  -  0 . 0 1 5
The average value for Cg j is 0.0882 — 0.0048 pF and for C^. j 0.001 — 0.0018 pF.
5.3.2.2.3.2 H igh-Perm ittiv ity Capacitances
To calculate accurately the sensor's h igh-perm ittiv ity  capacitances i t  
is essential to include only the data corresponding to e ffective ly sta tic 
capacitance conditions (the case considered by Gajda and Stuchly (1983)) and 
to avoid the data where the' capacitances are clearly functions of frequency.
It is also necessary to avoid the data at the lowest frequencies where the 
measurement accuracy is poorest. The frequencies 200 -  400 MHz inclusive 
provide the best compromise for these factors and the data at these 
frequencies for the h igh-perm ittiv ity  reference materials have been examined by 
regression analysis according to equation 5.9; water (and methanol a t the 
highest frequency) have been excluded to avoid any possibility that the 
capacitances might be influenced by the onset of evanescent modes. The 
results are shown in Table 5.8.
Table 5.8 H igh-Perm ittiv ity Sensor Capacitances
MHz MATERIAL CAPACITANCES REGRESSION
COEFFICIENTC u s,h
(pF)
Ct,h
(pF)
200 3,4,5 0.0846 -0.003 0.99999
300 3,4,5 0.0843 0.035 0.99987
400 3,A 0.0844 0.015 1.0
The average value for C , is 0.0844 -  0.0004 pF and fo r C,. , is , s,h H t,h
0.015 -  0.038 pF.
5.3.2.2.3.3 Comparison to Available Data
The low and h igh-perm ittiv ity  capacitances, both absolute and normalised ? 
are compared in Table 5.9. The normalised capacitances are shown in Figs
5.3 where they are compared to the lim ited values which have been previously 
experimentally determined (Stuchly et al 1982c)and to the theoretical 
predictions of Gajda and Stuchly (1983). Although the present results follow
Table 5.9 Comparison of Low and High Perm ittiv ity Sensor Capacitances
LOW ( e '« 1 .5 ) 
PERMITTIVITY
HIGH ( € **2 0 .0 ) 
PERMITTIVITY
S,1 0.0882 -  0.0048 pF s,h 0.0844 -  0.0004 pF
S,1 1.877 -  0.102 Cs,h 1.797- 0.009
6 Q(b-a) € 0(b-a)
Ct, l 0.001 -  0.018 pF Ct,h 0.015 i  0.038 pF
V
%  (b-a)
0.0213 -  0.3834 Ct,h
e0 (b-a)
0.3193 ±  0.8089
the general trend of the theoretical data (C , > C . : C. , < Ct . )  thes,l s,rr .t,l t,h
sample fringing capacitances are lower and the teflon capacitances higher 
than predicted. However, the discrepancies between the two theoretical models
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are themselves considerable. This perhaps indicates the direction in which 
future work might be profitably directed.
5.3.2.2.4 Analysis of' Sensor Capacitance as a Function of Frequency
For a homogeneous coaxial line open into sem i-in fin ite  space (in 
practice, a coaxial airline with a ground-plane) equations have been derived 
(Marcuvitz 1965) which may be solved numerically (Gajda 1979) to show 
that an effectively static capacitance prevails fo r a 14 mm sensor open to 
air until about 1 GHz (Fig. 4.13) v\hen its principal TEM mode becomes 
supplemented by evanescent TM modes which are excited at the junction 
discontinuity (Athey et al 1982, Stuchly and Stuchly 1980). These evanescent 
modes contribute to an increased frequency-dependent sensor capacitance 
which follows an expression of the type (Athey et al 1982)
C(f) C A f < 3.12 >
in which CQ is the sensor's air capacitance and A is a constant dependent on the 
the probe dimensions. It is obvious, however, that this equation is inadequate 
to explain the non-linearity at the higher frequencies of Graphs 5.1 to 5.12 
where the data are clearly functions of both pe rm ittiv ity  and frequency.
The principal physical determinant of the increase with frequency of 
sensor capacitance due to the production of evanescent TM modes is taken 
to be the relation of the dimensions of the line to the wavelength in the 
medium (a ir or d ie lectric) to which the line is open. Thus, in Fig. 4.13 
there is a s tr ic t linear relationship between the ratio of the open-circuited 
coaxial line dimensions and the ratio of iso-capacitance frequencies.
However, the frequency for a sensor capacitance of a given value in a d ie lectric 
medium w ill be lower than the frequency giving the same value of capacitance 
fo r the line open in air because of the wavelength contraction which occurs
for electromagnetic radiation propagating in a die lectric medium . For a 
plane wave, the wavelength in the medium is given by equation 2.32 so that
fe(e*; = -  
X. 2 ['• G?)’! + 1 < 5.13 >
where fe(£ *)is  the frequency for which the radiation into a d ie lectric  has 
effectively the same wavelength as the radiation into air; this w ill be 
termed the effective frequency of the sensor. For h igh -pe rm ittiv ity  materials, 
in the present formalism, equation 5.12 thus becomes
Cs,h < f - £ * > Cs,h + < 5.14 >
Letting
C . ( f, € * ) -  c ,s,h ’ s,h A C s , h ( f ’ < 5.15 >
equation 5.14 becomes
A c s,h ( f ’ > A ( £ * ) < 5.16 >
Equation 5.16 has been analysed here according to the form
A c s,h < f - e * > < 5.17 >
for those polar materials which departed from the linear model (equation 5.9) 
at the higher frequencies: AC g ^ ( f , 6 * ) was derived using,
________ -  2 | r |  sin <j>_____________  _ Ct,h < 5 J 8  >
WZ 6 1 (1 + 2 | P |  cos 0  + |F |2 ) € 1Cs,h ( f ’ 6 * }
w ith Cs ^ = 0.0844 pF and ^ = 0.015 pF, and feC€^)was calculated from
equation 5.13 using the known reference material complex pe rm ittiv ities .
The results of this analysis are listed in Table 5.10. Graph 5.13 
presents a least-squares b e s t-fit of all the data according to equation 5.17. 
Regression analysis yielded the parameters of this equation as A = 4.1 x 10 
and n = 1.602 when A C g ^ ( f, £ * )  is expressed in pF and in GHz,
with a regression coeffic ient of 0.961. Including in the analysis only data 
corresponding to (f, 6 * \ )  > 0.004 (data thus less influenced by the errors
-4
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Table 5.10 Sensor capacitance increase above sta tic value 9
A  Cg h ( f, e ^ a n d  effective frequency, f^.6*.), 
for high pe rm ittiv ity  d ie lectric reference materials.
Frequency (MHz) Material A CSjht f ,€ > F fe(€*)(GHz)
300 6 0.0029 2.65
400 6 0.0039 3.54
400 5 0.0017 2.30
500 6 0.0041 4.42
500 5 0.0016 2.86
600 6 0.0062 5.30
600 5 0.0026 3.42
700 6 0.0069 6.19
700 5 0.0029 3.97
800 6 0.0089 7.10
800 5 0.0047 4.51
900 6 0.0124 7.90
900 5 0.0053 5.04
1000 6 0.0164 8.85
1000 5 0.0058 5.56
when the capacitance differences become very small) gives A C . ( f, 6 *) =
a s»n
2.745 x 10 and n = 1.830 with a regression coeffic ient of 0.979. The 
power term is thus not dissimilar to that (2.0) suggested by Athey et al 
(1982) as appropriate for open lines (equation 5.12).
Overall, a considerable degree of correlation exists between the re fe r­
ence data and equation 5.17. As explained below, this can be the basis 
of a method to determine the appropriate sensor capacitance and hence complex 
perm ittiv ity  for unknown materials. It is also noted that the effective 
frequency where the sensor capacitance starts to increase above its sta tic 
value (~ 1  GHz from Graph 5.13) is very sim ilar to that of the 14 mm 
a ir-line  shown in Fig. 4.13.
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5.4 Complex Permittivity Calculation Strategy
The fundamental equations used in all subsequent calculations for the 
die lectric measurement of unknown lossy materials of high perm ittiv ity  are 
equations 4.60 and 4.62, using the appropriate values for Cg ^ and C ^  of 
0.0844 — 0.0004 pF and 0.015 — 0.038 pF respectively. It is clear, from 
Graphs 5.1 to 5.12 and the above discussion, that these equations would be 
unsuitable at the higher frequencies where the capacitance Cg becomes a 
function of both perm ittiv ity  and frequency. (C^ may also vary, but its 
e ffec t on the measurements of unknown materials is negligible in comparison 
to that of Cg).
An iterative approach to a determination of the Cg ^ value appropriate 
fo r the unknown material was therefore developed as follows: equations 4.60 
and 4.62 were applied to all sample reflection coeffic ient measurements to
i ii
derive' in itia l and 6 q values; if  these, at a particular measurement 
frequency, were suffic iently  low that the effective frequency, derived from
i it
equation 5.13, was below a threshold taken to be 1 GHz, then and
were accepted as accurate. If this condition was not fu lfille d  i t  signified that
i i i
both € and e were inaccurate; in particular, they would be larger than 
their true values because the sensor capacitance used in these equations has 
a value lower than that appropriate for the material a t this frequency. 
However, use of these d ie lectric values enables an effective frequency, fe(6 0), 
to be determined which, although higher than that which would be obtained 
from their true perm ittiv ities, enables a s till approximate (too high) but 
improved sensor capacitance to be derived using the parameters obtained above 
from the reference data (from  equation 5.17). This capacitance yields
ii
perm ittiv ity  values of € j and e j which are improved but which are now
lower than their true values. A s till better capacitance, C , ( f, €. ), mayi ii s,n l
then be obtained to give € 9 and 6 values. The iteration proceeds until 
*  *
Cs h ( f > e n  ^ ”  ^s h  ^ € n 1  ^ becomes less than an arb itrary value (taken 
as 0.0002 pF in what follows).
5.5 Complex Permittivity of Saline Solutions
5.5.1 Introduction
The analysis developed so far has been based entirely on the real 
part of the complex pe rm ittiv ity . Biological materials are characterised by 
a complex perm ittiv ity  w ith a considerable loss component and i t  was considered 
necessary to test the sensor equivalent c ircu it measurement procedure (suitably 
extended using the above concepts) on convenient lossy h igh -pe rm ittiv ity
reference materials. Saline solutions provide the most suitable materials 
since they can be easily made to an equivalent physiological e lectrolyte 
molarity (— 0,1 M NaCl) and have complex perm ittiv ities which have been 
parameterised as functions of NaCl molarity and temperature (Stogryn 1971).
5.5.2 Reflection Coefficient Measurements
Several saline solutions with NaCl molarities in the physiological range 
were accurately prepared and measured by the 6-port reflectom eter d ie lectric 
sensor according to the procedure described in Section 5.3.2.2.2. The saline 
reflection coefficients are plotted in Graph 5.14. The main features of this 
graph can be rationalised upon consideration of the Smith chart (Fig. 4.7): 
the locus of points as a function of molarity at each frequency represents 
the locus of intersection of the resistance and reactance arcs of the Smith 
chart. For example, at 10 MHz the resistive, R, and reactive, X, impedance 
magnitudes (given by equations 4.47 and 4.48) become reduced as the saline 
m olarity (and 6 ") increases, so the locus of points at this lowest frequency 
(hence highest R and X magnitude) may be expected to s ta rt w ith deionised 
water near the origin in the capacitive sem i-circle of the Smith chart and 
move to the le ft w ith an increasing m olarity; this is the trend observed in Graph 
5.14. As the frequency increases, the locus of points tends towards the lower 
left-hand quandrant of the Smith chart because the resistive and reactive 
magnitude both decrease. Superimposed on this tendency is the frequency- 
dependence of the real and imaginary saline perm ittiv ity  values which, as noted 
from equation 4.66, also determines the impedance components' magnitude.
5.5.3 Complex Perm ittiv ity Calculations
The complex perm ittiv ities of the saline solutions were calculated 
from the reflection coeffic ien t data by a computer algorithm which followed 
the procedure described in the preceding section (given in Appendix 3.1); three 
iterations were found adequate for convergence in most cases. Reference 
values were derived from the empirical equations of Stogryn (1971). Rows I, II 
and IV of Table 5.11 contain the in itia l complex pe rm ittiv ity  results, the 
results a fte r any necessary iterative correction to the sensor's s ta tic  
capacitance and the estimated perm ittiv ity  values, respectively. It is 
apparent that this novel iterative sensor capacitance correction procedure affords 
a notable improvement in the measurement accuracy, particu larly at the higher 
frequencies where errors in € ' of up to 20% would otherwise be manifested.
A t frequencies above 100 MHz the measured € ' are w ithin about — 2% of 
the predicted values (w ith accuracy deteriorating slightly at the highest
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Graph 5.14 Water and Saline Solution Reflection Coefficients (25°C)
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Table 5.11 Measured and Predicted Saline Complex Perm ittiv ity Values
MHz 10 60 100 200 300 400
Deionised
Water
I
i
e 6" £' r 6' r V I" S' V e '
69.0 1.9 80.3 0.3 79.6 0.4 79.3 0.7 81.0 1.4 81.9 1.8
II - - - - - - 78.3 0.7 79.1 1.3 78.9 1.7
Ilia - - - - 79.6 0.35 78.3 0.4 79.1 0.3 78.9 -0.7
Illb - - - - 79.6 0.4 78.3 0.65 79.1 1.3 78.9 1.6
I V 78.3 0.04 78.3 0.24 78.3 0.4 78.3 0.8 78.3 1.2 78.3 1.6
.0099M
Saline
I 68.7 206.9 81.2 36.1 79.4 21.0 78.7 11.5 80.6 8.6 81.3 7.4
II - - - - - - 77.8 11.4 78.7 8.4 78.4 7.1
IV 78.2 189.0 78.2 31.7 78.1 19.3 78.1 10.2 78.1 7.4 78.1 6.2
.0297M
Saline
i 76.6 627.0 81.95 104.6 79.9 61.85 79.25 32.0 81.0 22.5 81.8 18.15
ii - r - - - - - 78.3 31.6 79.1 22.0 78.75 17.5
IV 77.8 559.8 77.8 94.0 77.8 56.6 77.7 28.9 77.7 19.6 77.7 15.5
.0508M
Saline
I 78.9 1043.0 81,5 174.3 80.0 103.2 78.7 53.4 80.4 36.9 80.9 29.1
II - - - - 79.6 102.7 77.6 52.7 78.5 36.0 77.9 28.0
IV 77.3 951.0 77.3 158.8 77.3 95.5 77.3 48.3 77.3 32.8 77.3 25.3
.0699M
Saline
I 87.5 1414.0 80.9 234.6 79.5 139.7 79.1 72.3 80.0 49.2 80.9 38.9
II - - - - 79.0 138.9 78.0 71.3 78.1 48.0 77.9 37.4
IV 77.0 1299.0 77.0 216.7 77.0 130.2 77.0 65.7 76.9 44.4 76.9 33.9
I 83.7 1801.0 81.2 299.4 80.0 177.5 79.0 91.6 80.3 62.1 80.9 48.5
.0898M
Saline
II - - - - 79.5 176.4 77.8 90.3 78.3 60.5 77.7 46.6
Illb - - - - - - 77.9 90.3 78.4 60.55 77.8 46.6
IV 76.6 1656.0 76.6 276.2 76.6 165.9 76.6 83.5 76.6 56.3 76.5 42.8
Row I : In itia l Complex Perm ittiv ity Calculation
Row II : Complex Perm ittiv ity a fte r Iterative Semi-Empirical Capacitance
Correction
Row Ilia : Complex Perm ittiv ity a fte r Capacitance Correction and Conductance
(Stuchly et al 1982b) Correction
Row Illb : Complex Perm ittiv ity a fte r Capacitance Correction and Conductance
(Stuchly et al 1982b, using 1.7 as power term) Correction
Row IV : Expected Complex Perm ittiv ity (Stogryn 1971)
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Table 5.11 (continued)
MHz 500 600 700 800 900 1000
<r V £ ' £ ' r 6 ' £" S' r r
I 82.1 2.6 84.1 3.0 84.6 3.3 86.5 3.8 89.7 4.6 93.3 6.1
II 78.0 2.5 78.5 2.8 77.6 3.1 77.5 3.4 78.1 3.9 78.8 5.1
Deionised
Water Ilia 77.7 -1.9 77.9 -4.7 75.9 -7.9 73.8 -11.7 71.7 -15.4 69.4 -18.6
Illb 77.8 2.3 78.6 2.6 77.6 2.7 77.5 2.9 78.2 3.2 78.9 4.1
IV 78.3 2.0 78.3 2.4 78.3 2.7 78.2 3.1 78.2 3.5 78.2 3.9
.0099M
Saline
I 81.5 7.1 83.3 7.0 83.7 6.5 85.5 6.8 88.4 7.5 91.7 9.0
II 77.3 6.7 77.9 6.5 76.8 6.0 76.7 6.1 77.0 6.5 77.6 7.6
IV 78.1 5.6 78.1 5.4 78.1 5.3 78.0 5.3 78.0 5.4 78.0 5.6
.0297M
Saline
I 81.9 16.0 83.6 14.5 84.1 13.2 86.0 13.0 89.3 14.1 93.2 16.1
II 77.6 15.1 78.1 13.6 77.1 12.1 77.1 11.7 77.7 12.2 78.6 13.6
IV 77.7 13.1 77.7 11.6 77.6 10.6 77.6 10.0 77.6 9.6 77.6 9.3
.0508M
Saline
I 81.1 25.3 82.7 22.2 83.1 20.0 84.6 19.2 87.6 19.6 90.6 21.1
II 76.9 23.9 77.2 20.8 76.2 18.3 75.8 17.2 76.3 17.1 76.7 17.9
IV 77.3 20.9 77.3 18.1 77.2 16.2 77.2 14.8 77.2 13.9 77.1 13.2
I 80.4 32.8 81.9 28.7 82.3 25.5 83.3 24.2 86.2 24.6 88.7 25.2
,o699M
Saline II 76.3 31.0 76.5 26.8 75.5 23.4 74.7 21.7 75.2 21.5 75.2 21.4
IV 76.9 27.8 76.9 23.8 76.9 21.1 76.8 19.2 76.8 17.7 76.8 16.6
I 80.2 40.9 81.9 35.4 82.1 31.7 83.2 29.7 86.1 29.9 88.2 31.1
II 76.1 38.8 76.5 33.1 75.3 29.0 74.5 26.6 75.0 26.1 74.7 26.4
.0B98M
Saline Illb 76.3 38.7 76.7 32.9 75.6 28.8 75.0 26.3 75.6 25.5 75.5 25.6
IV 76.5 34.9 76.5 29.8 76.5 26.2 76.4 23.6 76.4 21.7 76.4 20.2
frequencies). The measured e » are all greater than expected, by < 
at the lower frequencies but by up to 30% at the higher frequencies.
3.3 .4 Analysis
Three factors were considered as possible explanations for the 
relatively large 6 " errors:
(i) the possible inadequacy of the Stogryn (1971) equations, based on the 
conductivities of sea-water, to accurately describe the conductivity 
of relatively dilute saline solutions;
( ii)  the evaporation of water vapour from the saline solutions may have
concentrated the solutions and raised their 6 " values above those
otherwise expected;
( i ii)  the TEM and evanescent modes may become propagating at the higher 
frequencies (Athey et al 1982).
The firs t two factors may provide an explanation fo r the most significant
part of the discrepancies in € " but i t  was considered of some interest
to fu rther pursue the third factor: Athey e t al (1982) suggest that to account
for radiation conductance a parallel conductance component should be added 
to the equivalent c ircu it of Fig. 4.11. A derivation from the new equivalent 
c ircu it (Fig. 5.4) of the sample perm ittiv ity  shows that e ' is unchanged from 
equation 4.60 but that € " is modified to
e " =  ( 1 ~ u ~ v ) G < 5.19 >
' U/ C Z [ (1 + u)2 + v2 ] wCs o  s
Thus, although the e ffec t of the radiation conductance model is to provide, 
as required, a subtraction from the calculated e 11 values, the amount of this 
correction at each frequency is constant and independent of the sample complex 
pe rm ittiv ity . This inadequate description conflicts w ith the nature of the
Fig. 5.4 Sensor Equivalent C ircuit Suggested (Stuchly and Stuchly 1980) 
to include Account of Radiation Propagation
discrepancies noted from a comparison of Rows II and IV of Table 5.11.
A more rigorous treatment of the correction necessary to the measured 
complex perm ittiv ity  due to TEM radiation has been recently reported (Stuchly 
et al 1982 b). It is based on the antenna modelling theorem of Deschamps 
(1962) and the TEM variational equations of Marcuvitz (1965). Although the 
la tte r equations are s tr ic tly  applicable only to a homogeneous coaxial line w ith 
a ground-plane, this correction procedure has apparently been successfully 
utilised for biological complex perm ittiv ity  measurements (Brady et al 1981) 
and it  was thus investigated for application to the present work.
The necessary corrections are
G
e!  = e ' -  - r - 2  b < 5.201 c o a) Cs
Go Q < 5.21
eV = € coC1 0 s
where and eo" are the perm ittiv ities calculated w ithout consideration of
the fin ite  conductance, G is the conductance fo r the sensor open to a ir, C’ o r  s
is the high perm ittiv ity  low-frequency (TEM) capacitance, and b and g are 
given by
b = -  e ' ' ^  [ P (1 -  tan^ 8 ) + 2 OL tan 8 ] <5.22
g = € 1 [ ol (1 -  tan^ 8 )  -  2 tan 5 ] < 5.23
where
a (1 + tan 8 ) 2 + 1 1 < 5.24[
£ (1 + tan^ 8 Y  -  1 J < 5.25
A function for the Gq of the sensor used in the work quoted above 
is shown in Fig. 5.5 (Marcuvitz 1965, Stuchly et al 1982b). This function was 
found by regression analysis to follow
h \  4*°
Gq = 3.808 ( D a 1 < 5.26
Equations 5.20 and 5.21 may then be solved by iteration. The results from an 
algorithm w ritten to do this (Appendix 3 .1 ) are given for deionised water 
in Row Ilia of Table 5.11. It is obvious from these results that this method
Y■5
•6
•7
•8
.5 1.0 1.5
Fig. 5.5 Normalised Admittance of 
Open-Ended Coaxial Line 
(Stuchly et al 1982b)
[(b -  a ) /X  ] x 10'
is inappropriate for the present work. Row Illb shows that the above equations 
can be made to yield an improved agreement in e " upon reducing the e 1 power 
term of equations 5.22 and 5.23 to 1.7; there is, however, no physical justifica tion  
for this value and i t  fa ils to provide a significant improvement in e " fo r 
the saline solutions, such as the 0.0898M solution given as a representative 
example in Table 5.11.
As pointed out by Mosig et al (1981) the equations of Marcuvitz (1965) 
which form the basis of this correction procedure are only applicable to a 
homogeneous situation i.e. one in which the coaxial line and sample d ie lectrics 
have the same pe rm ittiv ity . If the sample is of a much higher pe rm ittiv ity  
than that of teflon, there w ill be an impedance mis-match at the dis­
continuity which w ill lead to a reflection of power back along the line. It 
is therefore perhaps not surprising that since a reduced power emerges into 
the sample die lectric term inating the line, the above method w ill over­
estimate the amount of correction necessary for radiation conductance.
The assumptions and analysis presented in Stuchly et al ( 1982 b)clearly require 
a c ritica l independent examination.
5.6 Complex P erm ittiv ity  of Alcohols
Several alcohols were measured by the d ie lectric sensor at 25QC 
according to the procedure previously described. Their complex perm ittiv ities 
are listed in Table 5.12 (w ith errors as for all subsequent results, calculated 
from A F  = -  0.004, A <f> = 0.4°). Cole-Cole plots corresponding to these 
values are presented in Graphs 5.15 to 5.17. It may be noted here fo r b u ta n -l-o l 
and butan-2-ol that their highest frequency data points perhaps indicate the 
beginning of a second dispersion. The locus of points fo r glycerol clearly
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Table 5.12 Measured and Calculated (DEBYEFIT) Alcohol Complex
Perm ittivities
(a) Butan-1-ol (25.0°C)
MHz Measured DEBYEFIT MeasurementErrors
(DEBYEFIT -
Measured)
Discrepancies
e’ ne e '
t 9
€ A e ' A "Ae Ac' vu
<1
60 18.5 3.5 18.0 2.6 0.7 1.3 -0.5 -0.9
100 16.3 4.2 17.2 4.1 0.6 0.8 0.9 -0.1
200 14.0 6.8 14.4 6.6 0.5 0.4 0.4 -0.2
300 11.6 7.3 11.7 7.4 0.4 0.3 0.1 0.1
400 9.3 7.4 9.6 7.3 0.3 0.2 0.3 -0.1
500 7.9 6.7 8.1 6.8 0.2 0.2 0.2 0.1
600 7.0 6.3 7.0 6.3 0.2 0.2 0.0 0.0
700 6.3 5.6 6.3 5.7 0.2 0.1 0.0 0.1
800 5.9 5.2 5.7 5.2 0.2 0.1 -0.2 0.0
900 5.6 4.8 5.3 4.8 0.2 0.1 -0.3 0.0
1000 5.1 4.6 5.0 4.4 0.2 0.1 -0.1 -0.2
(b) Butan-2-ol (25.0°C)
MHz Measured DEBYEFIT MeasurementErrors
(DEBYEFIT -
Measured
Discrepancies
e' e" e' 6" A e ' Ae" Ae* Ae"
60 16.8 3.2 16.6 2.3 0.7 1.3 -0.2 -0.9
100 15.3 4.2 15.9 3.6 0.6 0.8 0.6 -0.6
200 13.2 6.3 13.6 5.9 0.5 0.4 0.4 -0.4
300 11.1 6.7 • 11.2 6.7 0.4 0.3 0.1 0.0
400 9.0 6.95 9.2 6.8 0.3 0.2 0.2 -0.15
500 7.7 6.3 7.8 . 6.4 0.2 0.2 0.1 0.1
600 6.8 6.0 6.8 5.9 0.2 0.2 0.0 -0.1
700 6.1 5.4 6.0 5.5 0.2 0.15 -0.1 0.1
800 5.75 4.9 5.5 5.0 0.2 0.1 0.25 0.1
900 5.3 4.6 5.1 4.6 0.2 0.1 -0.2 0.0
1000 4.9 4.5 4.8 4.3 0.2 0.1 -0.1 ' -0.2
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Table 5.12 (continued)
(c) Ethane-diol (25.0°C)
MHz Measured DEBYEFIT MeasurementErrors
(DEBYEFIT -
Measured)
Discrepancies
Ie 6" e' 6" Ae' A 6" Ae' Ae"
60 42.7 2.5 41.1 1.5 1.6 1.3 -1.6 -1.0
100 41.1 3.1 41.0 2.6 1.4 0.8 -0.1 -0.5
200 40.6 5.75 40.4 5.05 1.2 0.5 -0.2 -0.7
300 39.75 7.35 39.5 7.4 1.0 0.3 -0.25 0.05
400 38.6 9.8 38.3 9.5 0.7 0.3 -0.3 -0.3
500 37.0 11.0 36.9 11.3 0.5 0.3 -0.1 0.3
600 35.3 12.9 35.3 12.9 0.3 0.25 0.0 0.0
700 33.7 14.0 33.7 14.2 0.2 0.25 0.0 0.2
800 32.0 14.8 32.1 15.2 0.2 0.2 0.1 0.4
900 30.4 16.1 30.4 15.95 0.2 0.2 0.0 -0.15
1000 28.65 16.8 28.8 16.5 0.2 0.2 0.15 i o • Vjsl
(d) Glycerol (25.0°C)
MHz Measured DEBYEFIT MeasurementErrors
(DEBYEFIT -
Measured)
Discrepancies
e' f te /e //e A  €' Ae"
<1 A e "
60 38.25 13.2 37.8 9.2 1.5 1.3 -0.45 -4.0
100 31.8 16.45 33.85 13.3 1.2 0.8 2.05 -3.15
200 21.3 16.8 23.8 16.6 0.8 0.5 2.5 -0.2
300 16.6 14.1 17.45 15.3 0.5 0.4 0.85 1.2
400 13.6 12.6 13.9 13.3 0.4 0.3
oI 0.7
500 11.8 10.8 11.8 11.4 0.3 0.25 0.0 0.6
600 10.7 9.9 10.6 9.95 0.2 0.2 -0.1 0.05
700 9.95 8.8 9.8 8.8 0.2 0.2 -0.15 0.0
800 9.5 8.0 9.2 7.8 0.2 0.15 -0.3 -0.2
900 9.1 7.4 8.8 7.0 0.2 0.15 -0.3 -0.4
1000 8.6 7.1 8.5 6.4 0.2 0.1 -0.1 -0.7
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indicate a skewed sem i-circular plot.
It was decided to examine in more detail whether the Debye equation 
provides an adequate description of the die lectric relaxation indicated by the 
present measurement data. A least-squares minimisation program, DEBYEFIT, 
was w ritten  by Dr. R.E. Borland of the NPL. A best f i t  o f the Debye function 
to the present alcohol data gave the values listed in Table 5.12. The suitability  
of a description by the Debye equation may be ascertained by a comparison 
of the actual measurement errors to the discrepancies between the measured 
and fitte d  -complex perm ittiv ity  values. On this basis, the data for b u ta n -l-o l, 
butan-2-ol and ethane-diol appear adequately described by the Debye equation. 
The glycerol data clearly does not follow the Debye equation. The Debye 
parameters for b u ta n -l-o l, butan-2-ol and ethane-diol are given in Table 5.13 
together w ith values which have been quoted in the litera ture .
Table 5.13 Debye Equation Parameters of Alcohols
DEBYEFIT LITERATURE
e s eoa f R
(MHz)
6 s e*, f R
(MHz)
Reference
Butan-1-ol 18.4 3.6 329.8 17.3 3.3 332 Suggett et al 1970
Butan-2-ol 17.0 3.3 350.7 15.8 - - Weast and Astle 1982
Ethane-diol 41.2 6.8 1333.2 41.7 - - Jordan et al 1978
An adequate theoretical description of the d ie lectric relaxation 
of liquid alcohol has proved both a long-standing and taxing problem 
(Mizushuma 1926, Minami et al 1981). There have, however, been recent 
successes from theories which model alcohol relaxations to result from 
hydrogen bond disruption within local molecular aggregates. Three dispersions 
are possible for alcohols (Garg and Smyth 1965, Minami et al 1981):
(i) an RF dispersion resulting from a reversal of dipole moment of the
Fig. 5.6 Dipole Reversal of Hydrogen Bonded Polymeric Aggregates 
From Minami et al (1981)
hydrogen-bonded polymeric aggregates (Fig. 5.6).
( ii)  a UHF dispersion resulting from the orientational polarisation of 
free (or relatively unrestricted) alcohol molecules;
( iii)  a MW dispersion resulting from hydroxyl group orientational polarisation.
The firs t mechanism is of principal concern to the present results. But it  
is by no means obvious why such a mechanism should lead to a sem i-c ircu la r 
Cole-Cole diagram. In a recent notable artic le  Levin and Feldman (1982) 
have shown that although at high frequencies deviations from sem i-circular 
behaviour w ill result from a model in which aggregated molecules have 
activation energies independent of position (Fig. 5.7) the use of lowered 
activation energies fo r the peripheral molecules of a cluster gives a more 
nearly sem i-circular locus of points (indicated by the arrows in Fig. 5.7).
Fig. 5.7
Cole-Cole plot derived theoret­
ically fo r polymeric aggregate 
of 10 molecules, 17 = 0.5, T = 2ps,
-  6 ^  = 16, at 8 frequencies
between 3 MHz and 5011 MHz: 
Crosses represent data assuming 
an equal activation energy fo r 
each molecule of the aggregate; 
arrows indicate account of lowered 
activation energies for peripheral molecules. From Levin and Feldman (1982)
Such concepts may provide an explanation fo r the apparent Debye-type 
dielectric behaviour of the present b u ta n -l-o l, butan-2-ol and ethane-diol 
data. The apparent indication of a UHF dispersion in the butanol Cole-Cole
plots may also re flec t the orientational polarisation of free or partia lly  free
(i.e. cluster peripheral) individual molecules. It is also possible to suggest that 
the terminal molecules of a dynamic hydrogen-bonded aggregate in a viscous 
liquid may be motionally hindered such that their activation energies remain 
comparable to those within the cluster. The deviations from Debye-type 
behaviour then expected (Fig. 5.7) may thus provide an explanation fo r the 
sim ilar deviations observed for glycerol (Graph 5.17).
5.7 Complex Permittivity of the Rat Liver
5.7.1 Measurements
A 350g male W/A rat was injected intraperitoneally w ith sodium pheno-
barbital (lOOmg kg  ^ body weight) on three consecutive days prior to its 
sacrifice together w ith an identical normal control rat. The livers were 
dissected out, placed in 0.09M saline, covered in separate beakers, then packed 
in ice and transported immediately to the National Physical Laboratory. The 
saline was decanted and each liver was dried w ith a gauze tissue. It was then 
le ft fo r ten minutes to thermally equilibrate in a thermostated water-bath 
maintained at 37.0°C. The d ie lectric sensor was placed against the liver 
surface and 3 sets of reflection coeffic ien t measurements were obtained.
A m etallic fo il fastened beneath the beaker was used to ensure that the probe 
fie ld was adequately contained w ithin the sample. A ll measurements were 
achieved w ithin three hours of sacrifice.
5.7.2 Normal Rat Liver
Tahle 5.14a lists the measured relative perm ittiv ity  and conductivity 
values of the normal ra t liver. These are compared in Graphs 5.18a and 5.18b 
with the values predicted in Section 3.3.2.1 from a biophysical model of 
the rat liver tissue. I t  is apparent that a small dispersion exists in the region 
100 MHz to 1 GHz which is not predicted by this model of ce llu lar and 
subcellular organelle Maxwell-Wagner relaxation. This may be ascribed to the 
relaxation of bound-water, although other mechanisms (Section 3.2.4.2) are 
also possible.
5.7. 3 Pathological Rat Liver
The d ie lectric properties of the phenobarbital-treated ra t liver are 
listed in Table 5.14b. They are shown compared with normal and predicted 
values in Graphs 5.18a and 5.18 b.
As detailed in Staubli et al (1969) the principal e ffe c t of phenobarbital 
on liver tissue is to promote a pro liferation of the endoplasmic reticulum : 
a fte r three days of treatm ent the endoplasmic reticulum volume per hepatocyte 
increases by about 117%. The predicted e ffec t of this increase on its M axwell- 
Wagner d ie lectric relaxation has been indicated previously in Tables 3.2a and 
3.2b. The small increases in pe rm ittiv ity  measured for the treated liver a t 
and below 60 MHz are consistent w ith the small increases predicted throughout 
the frequency range of present interest. Above 100 MHz, however, the 
perm ittiv ities of the treated liver become slightly, but consistently, less and 
the conductivities sim ilarly greater than the normal liver. Although these 
differences are generally smaller than the predicted measurement errors, the ir 
consistency may be evidence of a further e ffec t of the p ro life ra tion  of
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Table 5.14a Measured D ie lectric Properties of Normal Rat Liver (37.0UC)
MHz e ‘ Ae? C(ft\S crrC') Acr(mS cnrf*)
10 264.3 13.2 4.47 0.08
60 85.6 2.1 5.85 0.09
100 75.1 1.6 6.46 0.10
200 61.7 1.2 7.05 0.10
300 58.1 1.1 7.53 0.11
400 55.7 1.0 8.03 0.12
500 53.2 0.8 8.33 0.13
600 52.6 0.8 8.68 0.14
700 51.6 0.7 8.96 0.15
800 50.1 0.7 9.30 0.17
900 49.6 o .8 : 10.00 0.19
1000 49.2 0.8 10.84 0.21
Table 5.14b Measured D ie lectric Properties of Rat Liver (37.0°C)
following three day Phenobarbital Treatment
MHz c' A e f a  (mScmT1)
A
A ct (m S  cm )
10 279.8 13.8 5.02 ' 0.08
60 87.0 2.2 6.49 0.09
100 74.2 1.7 6.94 0.10
200 61.1 1.2 7.55 0.11
300 57.5 1.1 7.93 0.12
400 55.4 1.0 8.47 0.13
500 53.1 0.8 8.71 0.13
600 52.3 0.8 9.06 0.15
700 51.4 0.7 9.37 0.16
800 50.0 0.7 9.59 0.17
900 49.3 0.8 10.4 0.19
1000 49.0 0.8 11.1 0.22
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intracellular membranes: concomitant w ith the increased volume of the endo­
plasmic reticulum, Staubli e t al (1969) measure a 45% increase in its surface 
area relative to normal controls. Following the arguments discussed in 
Section 3.2.4.2 and in Clegg and Drost-Hansen (1978) a resultant increase in 
proximal or vicinal intracellu lar bound-water would lead to a greater UHF 
6-dispersion d ie lectric decrement fo r the treated liver consistent w ith the 
apparent trend of the present lim ited data. Further measurements are 
required to more rigorously test this apparent consistency.
5.8 Complex Permittivity of Human Skin
Convenient in-vivo complex perm ittiv ity  measurements of human skin 
were achieved by the d ie lectric sensor. D iffe rent skin regions were measured 
and the results are listed in Table 5.15.
Considerable d ie lectric differences exist between the skin from d iffe ren t 
regions. Thus the complex perm ittiv ities of the skin measured at the base 
of the thumb are generally greater than the measurements elsewhere. This 
is an illustration of the sensitivity of the probe to underlying tissues: 
only muscle of a high cell density and water content lies beneath the skin 
of the base of the thumb and i t  is responsible fo r the high values of 
perm ittiv ity  and conductivity measured there. A layer of fa tty  tissue beneath 
the skin of the biceps, and the presence of connective tissues and tendons 
beneath the skin of the forearm are responsible fo r their relatively lower 7.' 
values of pe rm ittiv ity  and conductivity. The rotation of the radius bone 
in the forearm into the fie ld of the probe displaces tendons and other 
connective tissues having lower perm ittiv ities and conductivities, consequently 
the average complex perm ittiv ity  detected by the probe is found to 
increase.
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C H A P T E R  S I X  -  MEDICAL IMAGING APPLICATIONS OF
BIODIELECTRIC PROPERTIES
6.1 Introduction
The application of non-ionising electromagnetic radiation to aid medical 
diagnosis was firs t reported in 1926 (Lambert and Gremels) fo r a technique 
that monitored the development of pulmonary oedema by e lectrica l impedance 
measurements. Numerous other techniques have since been developed fo r such 
purposes. For example, electromagnetic flow-m eters, which were proposed 
firs t in 1936 (Kolin), now enable accurate, though invasive, measurements of 
vessel blood flow (Williams et al 1971). Since the in itia l suggestion that 
microwave measurements could provide a method to monitor lung diseases 
(Susskind 1973) a variety of microwave techniques have been developed to 
provide non-invasive measurements of medical significance (Gupta 1981).
These have included the determination of respiratory parameters (L in  1975), 
arteria l wall movement (Stuchly et al' 1979, Thansandote et al 1983), heart 
dynamics (Lin 1979, Yamaura 1978) and somatic temperature distributions 
( Barrett et al 1980).
The principles derived from X-ray computed tomography (Brooks and 
Di Chiro 1976) have been the basis of significant recent advances in the 
medical applications of non-ionising electromagnetic radiation (Jackson and 
Kouris 1983). These developments have the potential to provide anatomical 
and possibly physiological in form ation,w ith  a hazard reduced below that 
associated w ith ionising radiation. This chapter presents prelim inary results 
of investigations into the feasib ility  of recently proposed imaging techniques 
which may be able to exploit the d iffering complex perm ittiv ities of normal 
and pathological tissues (examined in Chapter 3) for medical diagnosis.
6.2 E lectrica l Impedance Tomography
6.2.1 Background
There exists an extensive litera ture  concerned with biomedical impedance 
measurement techniques and applications: recommended articles include those
by Schwan (1963), Plonsey (1969), Geddes and Baker (1975) and Brown (1983).
Impedance measurements proved to be of early and sign ificant value 
for the elucidation of the biophysics of the action potential of excitable 
cells (Cole 1972). Information of medical significance has been provided 
through the development of a variety of measurement techniques. For example, 
static impedance measurements have enabled tissue fluid determinations and
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the monitoring of thoracic flu id accumulation (Severinghaus e t a l 1972) 
whilst dynamic impedance measurements have been related to respiratory and 
circulatory performance parameters ( Ehlert and Schmidt 
1982).
Recent advances in medical imaging have stimulated interest in the 
further possible use of impedance measurements to determine spatial 
distributions of conductivitiy; an impedance camera has thus been designed 
to generate impedance images of the thorax (Henderson and Webster 1978).
Of the possible ways to derive tomographic information, that suggested most 
immediately (Price 1979) was based on image reconstruction from projections 
in a manner analogous to the source-receiver translation and rotation of the 
first-generation X -ray CT scanners (Swindell and Barrett 1977). Several 
attractive features would accrue i f  this possible technique could be shown 
viable: the biodielectric properties on which the impedance technique
depends (principally the conductivity at low frequencies) have been demonstrated 
previously (Chapter 3) to be of considerable physiological relevance. Further­
more, provided relevant precautions and current lim itations are observed 
(Geddes and Baker 1975) the technique incurs only minimal hazard. Thus 
a role as a screening method suggests itse lf, particularly fo r the breast where 
there is a need for new and relatively hazardless screening modalities (Culliton 
1976, Jones 1982). Most of the work based on this approach has, however, 
proved to be largely speculative, and contradictory conclusions concerning 
its possible merits have been not uncommon (Schomberg 1979, Bates et al 
1980). An investigations using computer simulations into this issue has 
been undertaken here to c la rify  the basis of the technique and the nature of 
the impedance projections.
6.2.2 Principles of Computer Simulations
The impedance projection computer simulations were derived from a 
program implemented (Hadjiethymiades 1982, C lifford 1983) and considerably 
extended from one due originally to Plonsey and Collins (1977).
6.2.2.1 Quasi-Static Formulation
In order to describe mathematically the potential fie ld or the current 
flow field in a volume conductor such as biological tissues due to peripheral 
time-varying electrode sources, pertinent electromagnetic theory is required.
The problem w ill be formulated rigorously at first^ a fte r which i t  is shown that 
a considerably simplified representation is possible because of the particular
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electrica l properties of physiological systems at low frequencies. The arguments 
summarised here are based on the work of Plonsey Clc16£l>.
The problem is constructed as one in which an active electrode 
impresses a current density _J., whose temporal behaviour is harmonic at an 
angular frequency Ct) , on an in fin ite  volume conductor. The medium is assumed 
to be linear, homogeneous, isotropic, and characterised by physical parameters, 
f i , e 1 and cr. The e lectric and magnetic fields are found most conveniently 
from expressions for the scalar and vector potentials from which the E 
and H are then constructed. The scalar potential $  and the vector potential 
A are given (Plonsey and Collin 1961) by,
A (x .,y .,z .) J L  C i j  (x,y, 
= 4  71- J
z) exp(-jkR  ) dV < 6.1 >
R
$  (x ',y ',z ')  = __________ j  Iv (x.y,z) exp ( —jkR ) dV < ?
ATT 0 ( 1  + j - ^ )  J  R
a  V
where I is the source volume current density defined from
V -  J- = -I < 6.3 >- i v
and
= (x -  x 1)2 + (y  -  y 1)2 + (z -  z ')2 < 6.A >
in which the unprimed variables refer to the electrode source point and the
primed variables to a fie ld point. Also
k2 = -  j  o) f i a [  1 + (j co e ' ) /  a  ] < 6.5 >
or
k2 = - j a) fJL a *  < 6.6 >
where o * is a complex conductivity that includes both conductive and d ie lectric 
effects. The e lectric fie ld is found from the scalar and vector potentials 
by
E = jCOA -  V4> < 6.7 >
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These equations can be simplified through considerations of the electrical 
properties of biological tissues in four stages of analysis:
(i) Capacitive effects
For a valid quasi-static approximation a purely resistive medium 
is necessary; this corresponds to the assumption that the fie ld quantities 
at a ll points in the medium are in synchrony with the time-varying 
source. In turn this requires that the complex phasor quantity 
<T[1 + j £ ' ) / & ]  is essentially real or that | j  ( a ) €' ) / &] <<  1.
The magnitude of this ratio fo r fa tty  tissue is (Plonsey 1969) 0.01 at 
100 Hz, 0.03 at 1 KHz, and 0.15 at 10 KHz. The assumption is therefore 
fa irly  reasonable for frequencies up to about 10 KHz.
( ii)  Propagation effects
For fa tty  (and other) tissues at frequencies less than those of 
order 10 KHz
exp (-jkR ) = 1 -  jkR - k2R2 . (kR )5 ^  1 < 6.8 >
with an error less than 5% using a value for O of 1 mS cm  ^ in 
equation 6.6 and a value of R in the decimetre range. Thus points in 
the medium instantaneously assume the fields that would exist under 
static conditions and the integral in equation 6.2 corresponds to that 
fo r static fields.
( iii)  Inductive effects
The inductive e ffec t relates to the component of e lectric  fie ld 
that arises from magnetic induction. This corresponds to the term 
jooA in equation 6.7. It can be shown that the ratio of the magnitude 
of this term to the magnitude of V  $  follows (Plonsey 1969)
V<i>
kR2 < 6.9 >
Thus, providing propagation effects are negligible, as indicated above for 
tissues at audio frequencies, then inductive effects also remain 
insignificant.
(iv) Boundary conditions
Since the to ta l current (conduction plus displacement) is 
solenoidal, the normal component at the interface between two media 
must be continuous. A t the boundary between two d iffe ren t tissues, 
since the displacement current is negligible compared to the conduction 
current at low frequencies, the rigorous condition that
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ff‘ ( ‘ + " I - "  = az(' + )
1 '  '  O n '
E ? < 6.10 >z ,n
reduces to
a l E l ,n = f f 2 E2,n < >
where (7, and <J9 are the conductivities of regions 1 and 2 and E,i z 1 $n
and are the respective normal e lectric fields. The boundary condition
expressed by equation 6.11 is identical to that fo r stationary (d.c.)
conditions. Furthermore, at the boundary between the organ or body
and air (<7  ^ = 0) the normal component of e lectric fie ld in the tissue,
E, , is zero.
1 ,n
The consequences of these simplifications are that 
*  = 1 (  'v (x -y>z) dv < 6.12 >4 7T a  J R
V
and
V  <£ < 6.13 >
Since the to ta l current is the sum of the source current J. and the conduction 
current cf*E (,the displacement current being negligible), the to ta l current is
J. + <7 E < 6.14 >
Since J is solenoidal
V . 3 = 0 = V  . + V  ,<TE < 6.15 >
or
V  . J. = - c T  V  • E < 6.16 >—1
Thus
V  = i  V  . J. < 6.18 >
a  - 1
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V  2 $ < 6.19 >
which is the quasi-static mathematical formulation of the volume-conductor 
problem, subject to the appropriate boundary conditions.
6.2.2.2 Numerical Finite D ifference Field Calculations
The theoretical basis of the impedance calculation program is a fin ite  
difference solution to Laplace's equation fo r a two-dimensional region 
containing a subregion of conductivity K relative to its surroundings. This 
region is approximated by a 31 x 17 array of grid points w ith the sub- 
region, representing a pathological inclusion, of arb itrary size. As shown in 
Fig. 6.1 there are 13 geometrical configurations for the grid points.
Kinnen and Newton (1966) have detailed the analysis appropriate for these 
grid points:
Fig. 6.2 shows an arbitrary grid point at a potential <|>o surrounded by sub- 
regions of conductivities (J , (7^, a  and o and w ith a uniform grid 
spacing of h. From the conservation of current requirem ent,
^  = 0 < 6.20 >
Fig. 6.1 The 13 Geometrical
Configurations fo r the 
2-D  Region Containing 
an inclusion.
h/2
o i
0 “
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Fig. 6JZ The 5-Point Central 
F in ite D ifference 
Configuration.
<£.
where
J. = - ( J .  (x,y) < 6.21 >
and i = a,b,c,d. Integrating equation 6.21 over the areas of the four sub- 
regions noted w ithin the square shown in Fig. 6.2 gives
d
( V 2$ . )  dx dy = 0 < 6.22 >
l = a
These surface integrals can be converted to perimeter line integrals using a 
form of Green's theorem, yielding
*L
1 \
ds < 6 .2 3  >1 i \ an j
i = a .  j
L
where the contour d. for subregion i includes only that portion of the boundary 
not common with any of the other three subregions. By approximating the 
differentia ls of equation 6 .2 3  as fin ite  differences and expanding, i t  can be 
shown (Kinnen and Newton 1 9 6 6 )  that
$ o  = [ ^ f f a + + + °rd ^ 2  + (ff|’b + f f c ^ 3  +
/  <  6 . 2 4  >
((T a + %  ^ 4  J /  2 ( f f a + £r b + f f c + t r c )
This is the basic 5-point central fin ite  difference equation used in the program, 
modified appropriately fo r the 13 d iffe rent grid point geometries. For example, 
points with configuration 9 are described by a  = o r h = cr =<J = 13 D C C
and equation 6.24 reduces to
= * l + * 2  + * 3  + <f>4 < 6 _2 5 >
Electrodes are represented by ascribing fixed potentials to certa in points on 
the top (the earth electrode) and bottom (the active electrode) surfaces 
of Fig. 6.1. Potential values for the remaining points are estimated in itia lly  
from a linear gradient between the electrodes and then the appropriate form 
of equation 6.2 V is used iteratively to solve the potential d istribution from 
electrodes under constant voltage conditions spanning a region containing an
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inclusion of arbitrary position, size and relative conductivity. Since the 
conductivity of the region adjacent to the active electrode is normalised at 
unity, the current flowing to the active electrode is determined from the 
summed potential differences between the grid points of the active electrode 
and its adjacent points. The impedance is subsequently calculated from the 
ratio of the active electrode potential to current.
6.2.2.3 Computer Model Description
The objective of the computer model was to generate impedance projection 
data as a function of position, size and relative conductivity of a 'pathological' 
inclusion. Any lim itations or ambiguities exposed by the results from  the idealisti 
model would thus be expected to be of even greater significance i f  the technique 
were to be implemented in practice. To enable a systematic survey, each of the 
above three variables was examined separately whilst holding constant the 
remaining two. This process was repeated for the four electrode configurations 
shown in Fig. 6.3. These were studied in order to assess any advantages of 
d iffering electrode systems, e.g. fo r a guarded electrode system (Fig. 6.3d) 
there have been claims (Graham 1963, Price 1979) that guarding the active 
measurement (or 'con tro l') electrode effectively collimates its current fie ld 
to render truer and 'sharper' impedance profiles. There exists a version of
Fig. 6.3 The Electrode Systems
(a) Earth (b) Earth
•> Electrode Scan
Y v
■> Electrode Scan ActiveActive
(d)(c) EarthEarth
Active
0
X
f
Guard Control Guard
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the Simulated Impedance PROjection program (SIMPRO) corresponding to each 
electrode configuration; a listing of that modelling Fig. 6.3b is given as an 
example in Appendix 3.2.
6.2.3, Results
For all electrode configurations the results were obtained from 200 
iterations and are presented as isopotential contour plots and impedance 
projection graphs. The former were invaluable during program development 
and provide an insight into the physical e ffec t of the inclusion. The la tte r 
are presented by changing one variable at a time, i.e. by varying the inclusion 
relative conductivity (K = 0.1, 0.2, 0.3, 1.0, 2.0, 5.0, 10.0) keeping its size 
and position constant; varying inclusion size (size-code 1 = 5x9, 2 = 5x7 
3 = 5x5, 4 = 5x3) keeping its relative conductivity and position constant; 
varying inclusion position (inclusion origin at (0,0), (10,0), (0,2), (10,2),
(0,-2), (10,-2)) keeping its conductivity and size constant. The inclusion size 
code and relative conductivity fixed values were chosen as 1 and either 0.1 or
10.0 respectively to maximise the e ffec t of the changing variable.
6.2.3.1 Unguarded Point-Electrode-Pair Configuration (Appendix 2.1)
The isopotentials of Plot 6.1 are from the homogeneous case and may 
be compared to those from the resistive or conductive centrally located inclusions 
given in Plots 6.2 and 6.3. Graphs 6.1 and 6.2 show the impedance projections 
as a function of the relative conductivity of the inclusion at the two positions
(0,0) and (10,0) respectively. Several features are apparent: (i) fo r the
homogeneous case of K = 1 (no inclusion) the impedance increases when the 
scanning electrodes are located towards the sides of the region. This is 
explained because here the boundary conditions impose relatively higher 
potentials to the points adjacent to the active electrode, hence reducing current 
and increasing impedance. However, the shape of such a measured pro file  
would not represent, from conventional CT concepts, homogeneity and this 
immediately indicates the inapplicability of the ir use fo r impedance image 
reconstruction; ( ii)  the quality of the projections (as defined, fo r example, 
by a FWHM) to resolve the object is poor even fo r the largest and smallest 
relative conductivity; ( i i i)  fo r the object situated towards the side of the 
region, only the conductive cases provide any indication of its  location. The 
shape of the profiles indicate an apparent sh ift of the inclusion to the right 
as its conductivity decreases.
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Graphs 6.3 and 6.4 present impedance projections as a function of 
size fo r the centrally-located resistive and conductive inclusions respectively.
Those for the inclusion located towards the side of the region are given in 
Graphs 6.5 and 6.6. The e ffe c t of a decreasing inclusion size is again, 
particularly fo r the conductive case, to cause severe changes to the shape of 
the profile throughout v irtua lly the whole of the electrodes' translation 
(i.e. impedance changes are not confined to electrode positions U  to 8 
as would be the case for an X -ray intensity projection (w ithout scattering))
The inapplicability of using linear image reconstruction techniques for 
impedance imaging is again demonstrated.
6.2.3.2 Unguarded Electrode-Pair Configuration (Appendix 2.2)
The e ffec t of fin ite  sized electrode pairs on the isopotential contours 
fo r the homogeneous case and fo r the region containing a centra lly-located 
resistive or conductive inclusion may be seen in Plots 6.4, 6.5 and 6.6.
As expected, the larger electrodes promote a greater current density in the 
region directly between them than was the case for the point electrodes.
Changes in the physical properties of an inclusion situated between the electrodes 
may thus be expected to produce more significant responses in the resultant 
impedance projections than the same changes promoted using point electrodes. 
Thus although Graph 6.7 is qualitatively very sim ilar to Graph 6.1 i t  d iffe rs 
quantitatively. For example, the percentage change of impedance at the 
centre of the scan (position 16) between K = 1 and K = 10 fo r the po in t- 
electrodes is -9.5% compared to -20.6% using the larger electrodes. The 
remaining graphs equivalent to those presented fo r the point electrode system 
are also found to be v irtua lly identical qualitatively whilst sim ilarly d iffe ring  
quantitatively. They are therefore om itted, but the further e ffects of a Y 
axis translation of the inclusion ((10,-2), (10,0), (10,2)) towards the active 
electrode is shown in Graphs 6.8, 6.9 and 6.10. These effects include changes 
in the shape and magnitude of the profiles.
6.2.3.3 Unguarded Large Earth Electrode Configuration (Appendix 2.3)
The homogeneous, resistive and conductive inclusion isopotential contours 
are shown in Plots 6.7, 6.8 and 6.9 respectively, and the impedance projections 
for the central inclusion of d iffe ren t relative conductivity is shown in Graph 
6.11. It is obvious that this electrode system has no advantage over the 
configuration examined above. In fac t, the FWHM values of the peaks 
indicate a poorer ab ility  of the system to resolve the inclusion and a reduced 
discrimination between conductivities. For example, the percentage change
at the centre of the scan between K = 1 and K = 10 is -14.3% compared to 
-20.6% noted above.
6.2.3.4 Guarded Electrode Configuration (Appendix 2.4)
In view of the claims which have been made for guarded electrode 
systems in biomedical impedance measurementsTit  was decided to examine in 
detail its merits fo r generating impedance projections. The active control 
electrode remained guarded throughout its scan by a bounding electrode of 
the same potential. Plots 6.10, 6.11 and 6.12 show as before the relevant 
isopotential contour distributions. Graph 6.12 shows the impedance projections 
as a function of conductivity of the centrally-located inclusion. It may be 
compared to Graph 6.7 to highlight the now f la t homogeneous (K = 1) 
impedance projection, symmetrical resistive/conductive curves, improved 
sensitivity to both conductive and resistive differences and identical central 
scan impedance differences between K = 1 to K = 10 and K = 1 to K = .1 
(—1.15 impedance units). Positioning the inclusion either nearer the earth 
electrode (Graph 6.13) or nearer the control electrode (Graph 6.14) illustrates 
a further e ffect: upon closer proxim ity to the earth electrode the resolution
(in terms of FWHM) deteriorates as does the overall magnitude of the 
impedance peaks generated by the inclusion (w ith the conductive peaks 
compressed disproportionately to the resistive peaks). In contrast, upon 
closer proxim ity to the active electrode the resolution improves and the 
impedance peaks increase in magnitude (w ith the conductive peaks now 
expanded disproportionately to the resistive peaks). When the inclusion is. 
situated towards the side of the region, as before, these trends remain 
(Graphs 6.15 to 6.20). The e ffec t of the Y-axis displacement is again 
significant: fo r example, whilst the impedance achieves a value equivalent to
that for the homogeneous case (Z = 3.2) by about electrode position 14 
for the inclusion positioned at (10,2), Graph 6.17, at (10,-2), Graph 6.18, 
fo r all cases it  has failed to return to its homogeneous value un til electrode 
position 28. Thus the guarded electrode configuration cannot in general 
generate the type of impedance projections suitable fo r image reconstruction 
by conventional techniques such as ART or filte red  back-projection. Even 
with a-prio ri knowledge, fo r example concerning the position of the pathological 
inclusion, these techniques would fa il to reconstruct the rectangular object 
used in these idealistic simulations. Were the technique to be applied th ree- 
dimensionally to the inhomogeneous human body (covered w ith layers of skin 
tissue) this approach would therefore be most unlikely to yield valid inform ation.
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6.2.4 Conclusion
Non-linear (object dependent) image reconstruction techniques 
have been postulated as a means of achieving conductance images (Tasto 
and Schomberg 1978) from impedance projection data: le t p  (x,y) be the
unknown resistivity distribution of a plane 2-D slice of a 3-D  object and 
le t b(r, <f>) be an impedance measurement at angle </> and distance r from 
the centre of the object. In the X -ray case, p  (x,y) represents the spatial 
distribution of X-ray attenuation coefficients and b(r, (f> ) is obtained as line 
integrals of attenuation from intensity measurements. P (x,y) can then be 
found from a solution of
A. p  = b < 6.26 >
where p  and b are column vectors representing the unknown function and 
projection data respectively, and A is a known matrix dependent on the geometry 
but not on the object. However, from the results presented above i t  is 
obvious (even fo r a guarded electrode configuration) that the paths along 
which the impedance line integral is measured are not generally linear 
and that the geometry of these paths is a function of position, size and 
e lectrica l properties of the object. The appropriate form of equation 6.26 
. becomes
A ( p ) .  p  = b < 6.27 >
The possibility of an iterative solution thus suggests itse lf. An in itia l guess 
of the object can be made from which the streamlines and resistances 
along the current paths may be calculated fo r the f irs t angle of projection.
These are used to calculate an impedance projection which may be compare cL 
to that which was measured. The guessed object is then corrected by back- 
projecting the impedance differences along the calculated current paths. The 
process is repeated iteratively for a ll projection data using the information 
from the previous corrected step.
Although this method provides an interesting approach, i t  may prove 
unduly sensitive to the in itia l guess and its feasibility in practice s till awaits 
a demonstration. As explained in the following section, there is an alternative 
approach to the problem of tissue conductance imaging which may be more 
amenable to rigorous analysis and o ffe r a greater p racticab ility .
184
6.3 Applied Potential Tomography
6.3.1 Principles
In a notable recent a rtic le , Brown (1983) demonstrated the feasib ility  
of using potential measurements from electrodes around the periphery of a 
human limb to reconstruct its internal resistivity d istribution. The principle 
of the method may be appreciated from Fig. 6 .4  This shows the isopotential 
contours which exist in a two-dimensional homogeneous disc when a current 
I is applied across i t .  The peripheral potentials follow
where p is the resistivity, and Tj and r  ^ are the distances to the point p 
on the circumference from the points of current in jection; h is the thickness 
of the disc. The peripheral potentials are taken here to be detected by a 
ring of 10 equally spaced electrodes. The region enclosed by each pair of 
isopotential contours may be considered as forming one of five resistances in 
series between the current source and sink. From Ohm's law fo r a fixed 
current, i t  is obvious that the potential difference A v .  between an adjacent 
pair of electrodes w ill be proportional to the resistivity p  . which is bounded 
by the isopotentials terminating at the electrode pair. I t  is therefore possible 
to ascribe, for example, an increased electrode pair potential difference to 
an increased resistivity fo r image elements contained between these two iso­
potentials. This is illustrated in Plots 6.13 and 6.14 where the potential 
difference between equivalent points on the periphery clearly increases, fo r 
example from about .103 to .125 between points a and b (noting also that 
these simulated values were obtained under constant voltage conditions; under
V
P
—  In ( r . / r« ) < 6.28 >
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constant current conditions the peripheral potentials may be expected 
to increase more from the resistive inclusion). It is possible to calculate 
the isopotential contours and the electrode pair potential differences from a 
solution of Laplace's equation fo r the homogeneous disc. The ratio of the 
measured to calculated A v .  may then be backprojected into the image 
elements contained between the isopotential contours. These then contain 
values proportional to the resistivity existing there (subject to the error 
arising from the use of inexact homogeneous medium isopotentials). This 
process can be repeated fo r a ll combinations of electrode pairs and 
current source-sink positions. An in itia l map of resistivity is obtained 
which can be used to recalculate more appropriate isopotential contours. The 
current resistivity distribution then emerges by iterative calculations.
This method of image reconstruction would seem to possess major 
advantages over those previously discussed: the theoretical and practical
lim itations of electrode guarding are avoided and the voltage data can be 
measured to a higher accuracy than currents which are susceptible to severe 
electrode contact impedance artefacts. The description and prelim inary 
results of a p ilo t experiment designed to assess the p racticab ility  of the 
method are next described.
6.3.2 Experiment and Results
Fig. 6.3 shows a block c ircu it diagram of a system used at the 
National Physical Laboratory to drive an arbitrary pair of electrodes at 
50 'kHz and measure the potential of the remaining electrodes. Ten 
electrodes were used around the circumference of a 10 cm deep and 15 cm 
diameter glass dish in which d iffe ren t materials could be placed to study the ir 
e ffec t on the measured potentials. The complete system is shown in Photograph 
6 .1.
With electrode 1 as the current source and the remaining electrodes 
used successively as grounded sinks, the peripheral potentials were predicted 
from equation 6.28 to follow the curves shown in Graph 6.21. An example 
of a comparison of the measured potentials to these theoretical curves 
(Graph 6.22) reveals a very good agreement.
A simple experiment was next performed to test the e ffe c t of resistive 
and conductive objects in a physiological saline solution which filled  the d ish . 
The potentials measured from the dish containing just saline are listed 
in column 1 of Table 6.1 together w ith the electrode-pair potential differences. 
A centrally located 5 cm diameter PTFE cylinder gave the potentials and 
potential differences indicated in column 2. Those from a 5 cm brass 
cylinder are given in column 3. With allowance for electrode and object
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Table 6.1 Circular Electrode Array Peripheral Potentials
Saline + Saline +
0.09M Saline 5 cm diameter PTFE Eu diameter Brass
Electrode Change Change
V A  V.i V A  V.1 % V A v .1 %
1 5.350 5.464 5.149
1.981 1.912 -3.5 1.977 -0.2
2 3.369 3.552 3.172
0.350 0.446 27.4 0.284 -18.9
3 3.019 3.106 2.888
0.225 0.332 47.6 0.153 -32.0
4 2.794 2.774 2.735
0.381 0.481 26.2 0.324 -15.0
5 2.413 2.293 2.411
2.413 2.293 -5.0 2.411 -0.1
6 0.000 0.000 0.000
2.413 2.301 -4.6 2.406 -0.3
7 2.413 2.301 2.406
0.380 0.470 23.7 0.350 -7.9
8 2.793 2.771 2.756
0.217 0.441 103.2 0.183 -15.7
9 3.010 3:212 2.939
0.364 0.397 9.1 0.326 -29.9
10 3.374 3.609 3.265
1.976 1.805 -3.7 1.884 0.5
1 5.350 5.464 5.149
placement errors the results generally conform to those expected: thus in
both the resistive and conductive cases the most significant change in potential 
difference occurs between electrodes 3 and 4, 8 and 9, w ith the form er case 
generating an increased potential difference and the la tte r case a decreased 
potential difference.
6.3.3 Conclusion
This prelim inary investigation enabled several significant conclusions to 
be drawn: (i) the data acquisition requires relatively simple and inexpensive
equipment, ( ii)  the data acquisition can be extremely rapid, ( i i i)  the 
experimental rig produced results in good agreement to those expected,
(iv) significant changes were produced by the presence of internal resistive 
or conductive objects, (v) the extension to three-dimensional data acquisition 
would seem to possess no major d ifficu lties .
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To enable the exploitation of these attractive features for medical 
imaging purposes, a rigorous examination of the most suitable methods of 
image reconstruction is evidently required. It is likely that these w ill need 
to be considerably d iffe ren t to those algorithms conventionally employed 
by present imaging modalities. For example, curved backprojection.along iso­
potential lines or surfaces may necessitate the use of picture elements which 
are neither orthogonal nor of equal size. The solution of these problems may 
provide a technique of considerable medical diagnostic value, not least 
fo r screening purposes.
It may finally be mentioned that an arrangement sim ilar to that of 
Fig. 6.2 has been recently shown feasible for the determination of the complex 
perm ittiv ities of a three-dimensional inhomogeneous biological body at RF 
frequencies (Ghodgaonkar e t al 1983): simulations of the e lectric  field
transmitted by an RF dipole, scattered by the body and detected by a 
c ircular array of receiving dipoles showed that the inverse scattering 
problem could be solved to yield a complex perm ittiv ity  spatial d istribution.
The problem became less tractable at lower frequencies where spatial 
resolution deteriorates and because of the lower ratios of displacement current 
to conduction current.
6.4 Microwave Tomography
6.4.1 Background
Interest in the use of microwaves fo r medical imaging purposes has 
rapidly increased in recent years and a variety of techniques and applications 
have been reported. For example, a microwave time-delay technique using 
water immersed antennae has produced images of the isolated canine kidney 
(Jacobi and Larsen 1980, Larsen and Jacobi 1980). Microwave tomography has 
also been investigated in a number of ways (Adams and Anderson 
1980, Mensa et al 1983). Assuming rectilinear plane w.ave propagation
and a translate/rotate measurement system, the received e lectric  fie ld is 
given by
Ep^  (y) = Eq exp (-a  (y,co) + j b (y,o>)) < 6.29 >
where E is the e lectric fie ld  at the transm itter and
< 6.31 >
< 6.30 >
X - T
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(x,y), given by equations 2.28 and 2.29 respectively.
With approximations about the nature of microwave propagation ? 
both attenuation and phase information are thus potentially available fo r 
image reconstruction. Microwave tomography based on re flected rather than 
transmitted waves is also possible (Erm ert et al 1981).
The potential advantages of using microwaves fo r mammography to 
exploit the relatively large differences in microwave attenuation between 
breast fa tty  tissue and pathological tissues such as cysts and carcinomas 
has also been pointed out (Rao et al 1980, Ermert et al 1981). However, 
no practical demonstration of the feasib ility  of this has yet been reported.
The experiments next described were addressed to this problem.
6.4.2 Breast Phantom Construction
It  was evident that a material w ith fa tty  tissue microwave '.dielectric 
properties was not readily available. Recently, however, some work has been, 
directed to find preparations whose complex perm ittiv ities simulate those 
of a range of biological tissues (Cheung and Koopman 1976, Stuchly and 
Stuchly 1980b). Such materials have been principally used fo r dosimetric 
investigations. It was decided to investigate whether a simulated fa t tissue 
could enable fabrication of a breast phantom useful fo r microwave imaging 
applications.
The materials used to make 100 g of the simulated fa t tissue are given 
in Table 6.2. The materials in all cases are equivalent to those previously 
published but as the appropriate U.K. manufacturers were somewhat d if f ic u lt  
to trace they are given here for convenience.
Table 6JZ B iodielectric Simulated Fatty Tissue Components
MATERIAL QUANTITY MANUFACTURER
Laminae R8110 
Resin
84.8 g
British Industrial Plastics 
PO Box 6, Popes Lane, 
Oldbury. B69 4PD
Acetylene Coke 
Powder 0.3 g
BASF (UK) L td ., PO Box 4, 
Earl Road, Cheadle. SK8 6QG
Aluminium
Powder 14.5 g
MW Scientific, Parham Drive, 
Boyatt Wood Estate, Eastleigh. 
S05 4NU
Catalyst M Fluid
Accelerator E 
Fluid
2.2 ml 
0.28 ml
S c o t t  B a d e r L t d . ,  
W o l la s to n ,  
W e l l in g b o ro u g h , 
NN9 7RL
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The powders were f irs t mixed into the resin in a 12 cm diameter plastic 
mould (working in a ventilated room using a face-mask to avoid inhalation of 
the noxious fumes and powders). The accelerator E and catalyst M were 
next syringed slowly into the resin mixing continuously for 5 minutes.
This in itiated an exothermic cross-linking reaction in the resin. The 
mould was le ft fo r 12 hours in a re frigera tor to prevent thermally induced 
cracking during the cure process.
6.4.3 Experiments and Results
The following microwave scanning experiments were performed at the 
National Physical Laboratory using an automatic network analyser and stepping- 
motor under computer control. Fig. 6.5 shows a block diagram of the equipment 
used.
To exploit the relatively low attenuation of fa tty  tissue and the better 
spatial resolution expected at higher frequencies a frequency of 12 GHz 
(somewhat higher than has been previously used) and J band horn antennae 
were employed. The horns were separated by 20 cms and near-fie ld 
conditions prevailed. The ANA enabled measurements of the voltage transmission 
coeffic ient, S2*, normalised to a modulus of unity and a phase of zero for 
the straight through condition (w ithout a phantom present). These measure -  
ments were repeated as the phantom was translated between the antennae 
at steps of 0.2 cm for a to ta l translation of 24 cm (121 data points).
It was decided firs t to investigate the e ffec t of a lossy rod (of
material and fabrication as fo r the simulated fa t but using a test-tube 
mould) on microwave transmission measurements. Graphs 6.23a and 6.23b 
pmsent the modulus and phase results respectively. Their interpretation 
follows from consideration of Fig. 6.6: as the rod scans from its central
position (point a) to the lim it of its translation (point c) the received signal 
is the superposition of both a' straight-through wave (S*) and a wave in te r­
acting with the rod (S*). These may be given by
S* = 1.0 exp (jO) < 6.32>>
and
S* = E (y) P* (y) F* (y) < 6.33 >
where E (y), P* (y) and F* (y) describe the modulus and/or phase shifts 
arising from the structure of the horn near-fie ld, the transm itte r-rod-rece iver
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(tb r in Fig. 6.6) path difference, and the attenuation and phase shifts 
set up by reflection and transmission from the rod, respectively. This 
represents a complex problem, but the e ffec t of E (y) P* (y) can at least 
be discerned by letting the near fie ld fo llow , fo r example, a distribution of 
the type
E (y) = exp -  [ 0 2/Q ^  ] = exp -  [tan_1(2y/x) ]2 /  0 \  < 6.34 >
where 0  ^ is the angle at which E fa lls to 36.8% of its forward value, and
P* (y) = exp (jl/O  < 6.35 >
where \j/ is the phase sh ift introduced by the path length tb r, given by
^  [ x - 2 ( x / ^  + ,’y2) 2 1 < 6.36 >
Graph 6.24 shows the function E (y) P* (y) using appropriate experimental 
values and 0 t  chosen a rb itra rily  as 20 degrees -  a spiral is thus generated.
This may be compared to Graph 6.23b whose complete analysis would 
necessitate consideration of the absorption and phase shifts introduced at 
the surface of the rod, the interference of S* w ith S*, and a convolving 
horn aperture function. A rigorous analysis of the effects of even a simple 
rod on microwave near-fie ld scanning measurements is thus by no means triv ia l.
The practical usefulness of MW scanning measurements fo r the possible 
detection of breast internal abnormalities was investigated by f irs t scanning 
the homogeneous breast phantom. Graphs 6.25a and 6.25b show the results
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obtained. Under identical conditions a phantom with a 1.5 cm diameter bore­
hole along the phantom cylinder axis produced the results given in Graphs 
6.26a and 6.26b. Graphs 6.27a and 6.27b show the effects of physiological 
saline filling  this hole. The data was transferred from an HP 85 desk-top 
computer, cartridge to disc on the University of Surrey PRIME system. The 
rotational symmetry of these objects allowed the m ultip lication of a single 
I 1 projections so that image reconstruction could be attempted by 
SNARK, an implemented image reconstruction package (Foster 1982).
Photographs 6.2, 6.3 and 6.4 present the images obtained using filte red  back- 
projection.
6.4.4 Conclusion
Several features are apparent from these images: ( i)  the bright intensity
present at the centre of the solid d ie lectric  cylindrical phantom is probably 
the result of i t  focussing the microwaves, ( ii)  the a ir- f ille d  axial hole 
produces a brighter central intensity surrounded by concentric rings which 
may result from d iffraction  and standing waves generated by internal 
reflections -  the subtraction image of Photograph 6.5 shows this more clearly, 
and ( iii)  the presence of attenuating saline in the central hole not only 
reduces its intensity (which is nevertheless higher than the surrounding 
simulated fa tty  tissue), but causes an apparent reduction in its diameter.
These microwaves images of simple and idealistic objects obtained using 
assumptions of rectilinear propagation do not therefore allow fo r easy 
unambiguous interpretation. Any practical application of this approach for 
the characterisation of internal breast abnormalities would lead to even 
greater d ifficu lties  of interpretation. It is therefore concluded tha t only 
a rigorous treatment of the near-fie ld refractive and d iffractive  interactions 
of microwaves w ith lossy materials (in which deconvolution may be a necessary 
step) has any chance of yielding in te llig ib le  c lin ica lly-usefu l microwave 
mammography images by standard CT methods.
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C H A P T E R  S E V E N DISCUSSION AND CONCLUSION
The main concern of this work has been a c ritica l examination of 
several important aspects of the d ie lectric properties of biological 
materials. Its guiding philosophy has been to present in a coherent fashion, 
and when possible from firs t principles, the medical significance, applications, 
and principles of a technique fo r the in-vivo measurement,of b iodielectric 
properties. While i t  is not intended to repeat a ll the points, issues and ideas 
that have been raised in the course of this work, i t  may be useful to 
summarise here some of its achieved objectives: in Chapter 3 a c r it ic a l review 
was given, at a depth and range not previously available, of the dispersion 
mechanisms of biological materials from audio to microwave frequencies w ith 
specific regard to the medical significance and implications attached to them. 
Several models were proposed to correlate the known biophysics of normal 
and pathological tissues w ith their respective die lectric properties. In particular, 
the hypotheses and models encompassing the changes to the ot -  and /3 -  
dispersions induced by malignancy are (to the author's knowledge) original and 
given fo r the firs t tim e. Included in the results of these models were the 
predictions that the differences in pe rm ittiv ity  between malignant 
and homologous normal liver tissue clearly peak at a frequency of about 2 
MHz, and fo r the conductivity that the differences are marginally greatest 
between 60-100 MHz, fa lling slowly as frequency increases into the UHF and 
MW range. I t  remains to be seen whether these results have any practical 
significance, e.g. in suggesting optimum frequencies fo r tissue discrim ination 
via a complex perm ittiv ity  image reconstruction technique (Ghodgaonkar et 
al 1983) and for electromagnetic hyperthermia therapy. An exposition of 
the principles of RF and MW biodielectric measurements by the open- 
ended coaxial line technique was given in Chapter 4. The following chapter 
described the firs t use of a 6-port reflectom eter for non-destructive d ie lectric  
measurements. The data enabled a detailed examination of the assumptions 
and lim itations of the d ie lectric measurement technique, to which extensions 
were firs t shown necessary and then provided. Accurate measurements of the 
complex perm ittiv ity  of a range of polar and biological materials were able to 
be realised. The die lectric measurements of alcohols were generally 
consistent with some recent theories concerning their molecular structure.
The rat liver was measured in -v itro  in a state of normality and in a state 
of pathophysiology induced by phenobarbital. The measurements allowed 
comparison to predictions made earlier in Chapter 3. It may be mentioned 
that only a lim ited amount of work has been previously directed to the 
potential use of d ie lectric measurements fo r the analysis of physiopathological 
systems (Larsen et al 1978). In-vivo complex perm ittiv ity  measurements
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lying tissues. This sensitivity may suggest a potential role of the d ie lectric 
sensor fo r characterising sub-surface pathologies. Again, the arguments 
presented in Chapter 3 should provide both a framework useful fo r the 
development of such a technique and fo r the interpretation of its  results.
In general, the 6-port re flectom eter was shown to be considerably simpler 
to use fo r re flection coeffic ien t and d ie lectric measurments than the ANA 
employed in previous work. The combination of the 6-port approach w ith 
any future rigorous analysis o f the electromagnetic fields a t the sensor/sample 
interface (fu rthe r to, and more practicable than, that of Mosig e t al (1983)) 
may provide an even more accurate tool fo r the convenient and non­
destructive d ie lectric measurement of a wide range of liquid, semi-solid and 
biological materials. Non-invasive diagnostic imaging techniques dependent 
on tissue d ie lectric differences were examined in Chapter 6. Both e lectrica l 
impedance tomography and microwave tomography, though s til l of some 
theoretical interest, were shown to suffer from intrinsic lim ita tions and 
drawbacks that may render the ir possible application in c lin ica l practice 
d if f ic u lt or impossible to achieve. In contrast, the technique of applied 
potential tomography would seem to o ffe r a considerable and realistic 
potential fo r discrim inating between d iffe rent regions of the body on the 
basis of tissue conductivity. A c ritica l examination of the various ways by 
which this technique could enable the image reconstruction of a spatial 
distribution of conductivity would appear to be the main p rio rity  at present.
The measurements and applications investigated in this work require the 
use of non-ionising electromagnetic radiation. Although many of the 
fundamental observations of the physical effects of non-ionising radiation were 
made more than a century ago, knowledge of the ir biological effects has 
remained minimal (Johnson and Guy 1972). It has been commonly held (Frey 
1971) that fie ld interactions occur only through a thermal perturbation that 
d irectly increases cell metabolic rates; present electromagnetic dosimetry 
is largely based on this assumption (Schwan 1971). Only recently has there 
been an accumulation of evidence indicating a fa r greater range and subtlety 
of biological effects than previously supposed (Frohlich 1980, Adey 1981).
It is both appropriate and indeed of some considerable intrinsic interest 
to present next a small selection o f this evidence:
There have been recent data that ELF magnetic fields at low fie ld  
strengths (~ m T ) markedly e ffec t the growth rate of the E.Coli bacterium 
(Aarholt e t al 1981). This e ffec t, involving both growth rate enhancement 
and suppression, is of a strongly 'windowed1 nature (depending non-linearly 
on frequency and fie ld strength). A significant growth rate inhibition of 
E. Coii at frequencies of 70.5 and 73.0 GHz has been observed by two
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independent groups (Webb and Booth 1969 ? Berteaud et al 1975). In 
all cases, rigorous controls elim inated a triv ia l thermal explanation as a 
possible cause of these observations (any thermal e ffec t actually being 
antagonistic to, and therefore reducing the magnitude of, growth rate 
suppression). A study of the e ffe c t of microwave irradiation at sim ilar 
frequencies on DNA and RNA synthesis has shown that DNA synthesis 
is reduced at certain frequencies to about 10% of that in the control experiment 
(Webb 1975). ELF modulated RF frequencies at fie ld gradients of order 
0.1 V cm "* cause altered EEG wave patterns (Bawin e t al 1973) and the 
stimulated release of calcium ions from the cerebral tissues (Adey and 
Bawin 1982) of cats. The observations were again characterised by sharp 
frequency and amplitude windows. The growth rate of yeast cells has been
-2carefully monitored in the presence of microwave fields of about 1 mW cm 
intensity (Grundler e t al 1977); a spectrum of growth rate as a function 
of frequency revealed both growth rate enhancement and suppression, producing 
a spectrum with a detailed fine structure around 42 GHz. There have 
been notable results from an investigation into the m odification of X -ray 
damage to mice bone marrow cells upon their prior irradiation w ith m icro­
waves of d iffering intensities and frequencies (Sevastyavona and Vilenskaya 
1974). Whilst an exposure to X-rays normally in flic ted damage leading to a 
reduction to about 50% in the number of surviving bone marrow cells, a 
prior exposure to microwaves at certain frequencies and intensities vastly 
reduced the damage incurred and enhanced the cell survival fraction to 
about 85%. If these findings are independently confirmed they may have 
important implications both fo r the principles of radiobiology and the practice 
of radiotherapy. In this respect, the results that a change in the uptake and 
action of methotrexate (MTX) on leukaemic cells follows from microwave 
preirradiation (Chang et al 1980) are of great interest; 1 GHz microwave 
preirradiation was found to behave synergistically w ith MTX by promoting its 
uptake and e ffec t on the leukaemic cells.
Concomitant w ith these observations have been attempts to provide 
theoretical frameworks fo r the ir explanations (Rabinowitz 1973, Frohlich 1977, 
Grodsky 1977, Taylor and Cheung 1977, Kaiser 1980). A particu lar goal has 
been an explanation of windowed resonance-like character of many of the 
observed biological effects. Whilst analogous effects have long been known 
in other areas of biology, the ir significance to the present issue has 
apparently been overlooked. Thus, the rate of photosynthesis in plant 
cells w ith respect to the frequency of incident radiation is an action spectrum 
with considerable fine detail (Lehninger 1975). As pointed out by Frohlich 
(1980) the thermal e ffec t of sunlight is of no assistance to an understanding
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of this detail (w ith actually corresponds to the resonant absorption of 
visible light photons by electron energy levels in the chlorophyll and parotenoid 
molecules). Many of the models now being developed to explain windowed 
frequency and intensity electromagnetic bioeffects examine the consequences 
of the fac t that biological systems are non-linear^open and stabilised fa r from 
thermal equilibrium by metabolic energy (Prigogine and Nicolis 1971). In 
such systems a relatively weak stimulus of a relevant frequency and intensity 
may trigger an avalanche e ffe c t -  the laser provides an analogous system in 
which the main feature of an appropriate electromagnetic stimulus is by no 
means merely the thermalisation of its energy. I t  is natural that attention 
has focused on the cell membrane as the probable principal site of the trans­
duction of electromagnetic energy into biological effects. A known example 
of a weak trigger signal that acts a t the cell membrane to promote an 
am plification cascade response is that of adrenaline binding to its membrane 
receptor. This stimulates the membrane-bound enzyme adenylate cyclase 
to produce cyclic-AMP which activates in cascade a series of in tracellu la r 
enzymes responsible for the massive breakdown of glycogen to glucose. For 
several reasons (examined in Chapter 3) a potential difference of order 100 mV 
is maintained across the cell membrane. A relatively enormous e lectric  fie ld , 
of order 10^ V c m " \  thus acts on the membrane. Its constituent lipid 
and protein molecules are therefore highly polarised. In a general physical 
and mathematical formulation, Frohlich (1970, 1975, 1977, 1980) has developed 
a theory of coherent e lectric vibrations which are set up by the displacement 
of membrane components possessing the character of e lectric  dipoles. A 
consequence of this theory is the generation of collective chemical oscillations 
in which enzymes, surrounding ions, and structured water, behave as an en tity  
to oscillate between a strongly polar excited state and a weakly polar ground 
state (enzymic catalysis involving d iffe ren t protein conformations and thus 
d iffe rent molecular dipole moments). A chemical oscillation is thus connected 
with a corresponding electromagnetic vibration. These vibrations can promote 
long-range interactions not possible by sta tic e lectric  charges (which are 
screened at short-range by ions in solution). The development of these concepts 
to enzyme kinetics (Frohlich 1975, Green 1974) suggests a possible basis 
fo r collective enzymic reactions and long-range interactions w ith other 
biomolecular systems. From a mathematical point of view, such oscillations 
sustained by an input of energy represent special solutions of non-linear 
dynamic systems termed lim it cycles. These cycles can store most o f the 
energy required for associated processes (such as the coupling of oscillating 
regions of a membrane to other biomolecular systems through coherent 
e lectric vibrations). The role of an external electromagnetic perburbation
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may only consist of triggering these processes. Furthermore, a main feature 
of externally driven lim it cycles is an extremely specific frequency and intensity 
dependence (Kaiser 1980).
Although these concepts are at an early stage of development, i t  
may thus be appreciated how weak electromagnetic fields could in principle 
produce the marked biological effects listed previously. I t  is possible that 
they may have ram ifications extending into other fundamental aspects of 
biophysics and cell biology. Thus, Frohlich (1978) has suggested that changes 
in the coherent e lectric  vibrations from cancer cell membranes may be 
responsible fo r the transition of cancer tissue to an uncontrolled state. Various 
biophysical models accounting fo r certain aspects of the transition to malignancy 
have already been given in the present work. It is not inconceivable tha t they 
could be further enriched through the incorporation of the ideas and concepts 
now emerging concerning the subtle interaction and use of electromagnetic 
radiation by living systems.
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A P P E N D I X  1 ANALYSIS OF A TISSUE COMPONENT 
DIELECTRIC TRANSFORMATION
A 1-1 Derivation of the Frequencies Yielding the Maximum Differences in
Permittivity for a Tissue Component Debye-Type Dispersion undergoing 
a Change in Relaxation Frequency and Dielectric Increment
The tissue component Debye-type dispersion is characterised by a 
single relaxation frequency and has a relative perm ittiv ity  which follows
A  €
1 eoo +
1
1 + [ f / f R1 ]‘
< A l . l  >
Upon transformation to a pathological state, the perm ittiv ity  follows
e + oo
A e
1 + [ f / f R2 ]
< A l .2 >
(any change in e being negligible in comparison to that of the d ie lectricca
increments). The pe rm ittiv ity  difference is a maximum when
d ( e 9 -  € .)
df
and
< A l .3 >
d <C 2 -  6 1 > <
d f2
< A l .4 >
Now,
d ( e  2 -  e p
df -  [df L
A  e
i + [ f / f R2 r df L l + [ f / f R1 ] ‘ ]
< A l .5 >
2f A  e 2 f  Ai  e.
L f R? L 1 + [ f / f R l J2 } f R|  [ 1 + [ f / f R 2 12
< Al .6 >
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The second derivative is
d <C 2 -  £ , > 
df2
2 A  e
2 A  e
f R? ( l  ♦ [ f / f R1 ] 2)3
f R2 (1 + [ f / f R1l 2) -  4 f2
f R2 (1 + [ f / f R2 ] )
f R2 ( 1 + [ f / f R2 J2) -  4f2 < A 1.7 >
From equations A1.3 and A1.6 we derive fo r maxima or minima
2f A  e 2f  A e < A1.8 >
f R l ( i + [ f / f R1 ] ) f R2 (1 + [ f / f R2 ] 2)2
& - -ri Y -L R2 TR1 j 2 [ A e 2 -  A e ] ] f 3 + [ A e 2f R2
This may be re -w ritten  as
< A 1.9 >
a f5 + b f3 + c f = 0 < A1.10 >
f [a f4 + b f2 + c ] = 0 < A l . l l  >
where
a =
A e
R2
Ae
Rl
< A1.12 >
b = 2 [ A  « 2 -  A=C j ] < A1.13 >
c ”  ^ E!2fR2 “  ^ e l f R l < A .14 >
From equation A l . l l ,  e ither f  = 0 (which is triv ia l) or
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af^ + bf^ + c = 0 < A1.15 >
Now letting ^  , we have
a\p^ + b \J/ + c = 0 < A1.16 >
where
\J/ _ -b — \ / b ^  -  4ac < A1.17 >
2a
Thus (n * t ?  ' 2T
^  =  ;__________  R2 TR1_______
1 / A e 2 A € l \
v a  “  f „ ?  /R2 R1 < A1.18 >
and
A e ,  -  A e 2 A e ,  A e , , ^  + ^ 2 - 2 ^
'I' -  ,2 R2 R1
(A t 2 A € A2 f  2 /R2 R i < AK19 >
Therefore the two frequencies yielding maximum or minimum absolute 
differences in the relative perm ittiv ity  of the normal and transformed tissue 
component are
'f  ’ / • = ’ W ,  < A1.20 >max/min ▼ 1
and
f  , . = • v T T  < A 1.21 >max/min T 2
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A 1-2 [Derivation of the Iso-Conductivity Frequencies for a Tissue Component 
Debye-Type Dispersion undergoing a Change in Relaxation Frequency 
and Dielectric Increment
The tissue component Debye-type dispersion is characterised by a single 
relaxation frequency and a conductivity which follows
" ,  = % !  ♦  < A2., >
1 + [ f R1/ f  ]
Upon transformation its conductivity is described by
a  2 = a  o2 + ^  °  2 < A2'2 >
1 + [ f R2/ f  ]2
The conductivity of the tissue component in both states is equal when
/r A a , n A aCf i + . 1  — ** r) 2 - A O v*ol --------------------- s- o2  s - < A2.3 >
i + [ f R1/ f  ] i + [ f R2/ f  ]
or
a ol a 02 ~ 1 + [ f R2/ f  ] 2 1 + [ f R1/ f  ]2
f 2A a 2 _ f 2 Ac7]
< A2.4 >
< A2.5 >*2 f  2 r 2  r  2f  + f R2 f + f R1
f [ A a 2 -  A cTj ] + f [ f R1A a 2 - f ^ A f f j ]  =
f ^ a ol  ^02-* + f ®-f R l + f R2^ C% 1  a o2-^  + f R l f R2 ^ o l  Go2^
< A2.6 >
Collecting terms and letting °’02 ”  ^ q j  = A 0 - , we have
f 4 [ ( A  o"2 -  A f f j  + A a s)] + f 2 [ f R2 (A !c t2 + A a g) -  f R2 ( A  a ( + A  a  
+ f Rl  f R 2 ^ a s = 0 < A2‘7 >
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which is equivalent to
a f4 + b f2 + c = 0 < A2.8 >
where
a = A <j A <7 + A or < A2.9 >I  1 s
b = f D [ A  <7 + A  a  ] -  f 2 [ A a  + A a  ] < A2.10 >R1 2 s R2 1 s
C = f R l f R2 ^  °  s < A2*H >
2 tNow letting f = £ , we have
a £ 2 + b £ + c  = 0 < A2.12 >
whose solution is
£ = -b 1 A 2 -  4ac < A2J3 >
2a
which, in terms of the measurement parameters, yields
*  = j f R 2 (A^J + Acr s) -  f R *  (A<72 .+ A a s) 1
"yj [ fR2 ( Aff j  + A(JS) -  fR1 (A<72 + A<7s) ]
4 [ ( A o 2 -  A  a ,  + A a s ) f R? f R ' i a s ]  X }  -
2 ( A cr2 -  Aa  + A .a ) < A2.14 >
The two tissue component iso-conductivity frequencies are therefore
fie„„ = V T  < *2.15 >
where £ has the two values defined by equation A2.14 and f j soc can assume 
only the positive root of equation A2.15.
A P P E N D I X  2 -  ISOPOTENTIAL CONTOURS AND IMPEDANCE
PROJECTIONS
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A P P E N D I X  3 -  PROGRAM LISTINGS
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A 3.1 Complex Permittivity Calculation Program
C »  Program to  c a l c u l a t e  complex p e r m i t t i v i t y  from 6-p6rt  <<
C »  d i e l e c t r i c  sensor correc ted  r e f l e c t i o n  c o e f f i c i e n t  «
C >> data .  The program i n i t i a l l y  u ses  s t a t i c  va lu es  for <<
C >> the s e n s o r ’s sample & t e f l o n  f r in g in g  ca p a c i ta n ce s  «
C >> ( 0.0844 & 0.015 pF r e s p e c t i v e l y  ) .  I t  t e s t s  whether <<
C »  the sample capac i tance  i s  s u i t a b l e  for the m ater ia l  & <<
C »  frequency o f  i n t e r e s t  & i f  necessary  performs a <<
C >> semi-empir ical  c o r r e c t io n .  I t  then co r r e c t s  for <<
C >> ra d ia t io n  Conductance & determines e rr o rs .  <<
C
DOUBLE PRECISION FQ,MOD, PHASE,PI,PHI,LAMDA,SIGMA,C,CS1,ER1,DELER 
DOUBLE PRECISION E l 1 , DELEI,CSO,DENOM,ER,El,SW,EF,CT,CS,INC,ERO 
DOUBLE PRECISION EIO,TANDEL,ALPHA,BETA,BEE,GEE,CON,ERDEV,EIDEV 
DOUBLE PRECISION ERAR,ERAI,RTERM1,RTERM2,RTERM3,RTERM4,ITERM1 
DOUBLE PRECISION ITERM2,ITERM3,ITERM4,PARA
C
IN TEGER I , ITITLE, RA NGE, ITER1 , ITE R2
C
DIMENSION FQ(2 0 ) , MOD( 2 0 ) , PHASE(20)
C
COMMON /  VALUES /  FQ,MOD,PHASE,PI,PHI, LAMDA,SIGMA,C,CS1,ER1 , DELER,
1 EI1, DELEI,CSO,DENOM,ER,El,SW,EF,CT,CS,INC,ERO,EI0,TANDEL,SIGERA,
2 ALPHA,BETA,BEE,GEE,CON,ERDEV,EIDEV,ERAR,ERAI,PARA,
3 RTERM1,RTERM2,RTERM3,RTERM4,ITERM1, ITERM2,ITERM3,ITERM4
C
COMMON /  IVALUE /  I
C
DATA RANGE/1 2 / , C/2 . 998D10 / , CS/8. 44D-14 / , CT/1 . 5D-14 / , Z0 / 5 . 0D1/ ,
1 DELCS/8.0D-16 / , DELZ 0 / 1 . OD-2/, DELMOD/4. 0D -3 / , DELPHI/7. 0 D -3 / ,
2 PI/3.1415926535897932D0/
C
WRITE(1,10)
10 FORMAT( / / 1 8X, ' »  COMPLEX PERMITTIVITY CALCULATION PROGRAM « f )
C
WRITE(1,20)
20 F0RMAT(/// ,’Enter a t i t l e  for t h i s  sample (max 30 chara’ ,
1 ’c t e r s ) . ’ )
READ(1,30)ITITLE 
30 FORMAT(30A2)
C
C . . .  D0-L00P OVER FREQUENCY RANGE OF MEASUREMENTS 
C
DO 130 1=1,RANGE
C
40 CONTINUE
READ(3»lt,END=50,ERR=40)FQ(I) ,M0D(I), PHASE (I )
50 CONTINUE
C
C . . .  PHASE ANGLE TO RADS & FREE-SPACE WAVELENGTH IN CMS 
C
PHI=PHASE(I)*PI/1.8D2 
LAMDA=C/(FQ(I)*1.0D6)
C
C . . .  HEADER 
C
WRITE(1,60)
60 F0RMAT(/2X, ’  ’ ,
1 '  ’ )
WRITE(1,70)FQ(I)
70 FORMAT(/30X,F6,1 , ’ MHz')
WRITE(1,80)
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c
c . .
c
90
c
c
c . .
c
100
c
c
c . .
c
c
c . .
c
110
120
c
130
c
c
c
c
c
c
c
c
c
c
c
c . .
c
10
c
1 '  ’ )
, CALL SENSOR SAMPLE CAPACITANCE SUBROUTINE 
WRITE(1,90)
F0RMATC/2X,'SENSOR SAMPLE CAPACITANCE ANALYSIS BEGINS . . . ' )
CALL SENCAP
, CALL SENSOR RADIATION CONDUCTANCE CORRECTION SUBROUTINE 
WRITEC1,100)
F0RMAT(//2X,'CONDUCTANCE CORRECTION TO LAST VALUES BEGINS.. . ')  
CALL SENCON
, CALL COMPLEX PERMITTIVITY UNCERTAINTY SUBROUTINE 
CALL COMPER 
, PRINT FINAL RESULTS WITH ERRORS 
WRITEC1,110)
FORMATC//X,' » >  REAL PART', 3X,'ERROR' , 4X,'IMAG PART*,3X,
1 ' ERROR',2X,'C0ND (mS cm-1) ' ,2X,'ERROR')
WRITE( 1 ,1 2 0 )ER1 , DELE R, El 1 , DELEI, SIGMA, SIGERA 
FORMAT( / '  » > ' , 1PD10.3,X,1PD9.2,X,1PD10.3,X,1PD9.2,X,
1 1PD10.3» 3X,1PD9.2)
CONTINUE
STOP
END
> Subroutine for  i n i t i a l  p e r m i t t i v i t y  c a l c u l a t i o n s  «
> & sensor sample capaci tance  c o r r e c t io n .  «
SUBROUTINE SENCAP
DOUBLE PRECISION FQ,MOD,PHASE,PI,PHI,LAMDA,SIGMA,C,CS1,ER1, DELER 
DOUBLE PRECISION EI1,DELEI,CSO,DENOM,ER,El,SW,EF,CT,CS,INC,ERO 
DOUBLE PRECISION EIO,TANDEL,ALPHA,BETA,BEE,GEE,CON,ERDEV,EIDEV 
DOUBLE PRECISION ERAR,ERAI,RTERM1, PARA
DOUBLE PRECISION RTERM2,RTERM3,RTERM4,ITERM1, ITERM2,ITERM3, ITERM4 
INTEGER I,ITITLE, RANGE,ITER1 , ITER2 
DIMENSION FQ(2 0 ) , MOD( 2 0 ) , PHASE(20)
COMMON /  VALUES /  FQ,MOD,PHASE,PI,PHI,LAMDA,SIGMA,C,CS1,ER1,DELER,
1 EI1, DELEI,CSO, DENOM,ER,El,SW,EF,CT,CS,INC,ERO,EIO,TANDEL,SIGERA,
2 ALPHA, BETA,BEE, GEE, CON,ERDEV,EIDEV,ERAR,ERAI,PARA,
3 RTERM1,RTERM2,RTERM3,RTERM4,ITERM1, ITERM2,ITERM3,ITERM4
COMMON /  IVALUE /  I
DATA RANGE/1 2 / , C/2. 998D10 / , CS/8. 44D-14 / , CT/1 . 5D-14 / , Z0 / 5 . OD1 / ,
1 DELCS/8. OD-16 / ,  DELZ 0 /1 .  OD-2/, DELMOD/4. OD-3/, DELPHI/7. OD-3/»
2 PI/3.1415926535897932D0/
. PRINT HEADING 
WRITEC1,10)
F0RMAT(/2X, ' ITERATION’ , 4X, ’ER' , 8X, ' E l ' , 9X, ' SW( cm) ' ,  8X,
1 'EF(GHz)' ,8X, 'C S(F) ')
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c
ITER1=0
INC=0.0D0
CS0=CS
C
C . . .  ESTIMATE SAMPLE PERMITTIVITY,WAVELENGTH(SW), EFFECTIVE FREQUENCY(EF) 
C
20 PARA=(1.0D0+(2.ODO*MOD(I)*DCOS(PHI))+M0D(I)**2)
DENOM= 2.ODO*PI*FQ(I)* 1 . 0D6*CS0*Z0*PARA 
ER=(-2,ODO*MOD(I)*DSIN(PHI)/DENOM)-(CT/CSO)
E l= ( 1 . ODO-(MOD( I )** 2 ) ) /DENOM
SW=LAMDA/((ER/2.0D0)*((1.0D0+(EI/ER)**2)**0.5+1.0D0))**0.5
EF=C/(SW*1.0D9)
C
C . . .  PRINT RESULTS 
C
WRITE( 1 , 3 0 )ITER1,ER, E l , SW,EF, CSO 
30 FORMAT(2X,I4,4X,1PD10.3,2X,1PD10.3,2X,1PD10.3,3X,1PD10.3,5X,
1 1PD10.3)
C
C . . .  THRESHOLD 
C
IF (EF .LT. 1 . 0)GO TO 60
C
C . . .  CALCULATE NEW SENSOR CAPACITANCE (with low & high EF b e s t - f i t s )
C
IF (EF .GT. 6 . 0)GO TO 40
CS1=CS+( 4 . 1D-4*(EF**1.6 0 2 )* 1 .OD-12)
GO TO 50
40 CS1=CS+(2 . 447D-4*( EF**1 .8 9 8 )* 1 . OD-12)
C
C . . .  CONVERGENCE CRITERION 
C
50 INC=DABS(CS1-CS0)
IF (INC .LT. 2 . OD-16 .OR. ITER1 .GT. 10)G0 TO 60
C
C . . .  ITERATION 
C
ITER1=ITER1+1 
CS0=CS1 
GO TO 20
C
60 RETURN
END
C
C > Subroutine t o  corr ec t  p e r m i t t i v i t y  for r a d ia t io n  conductance <
C
SUBROUTINE SENCON
C
DOUBLE PRECISION FQ,MOD,PHASE,PI,PHI,LAMDA,SIGMA,C,CS1,ER1 , DELER 
DOUBLE PRECISION EI1,DELEI,CSO,PARA,DENOM,ER,El,SW,EF,CT,CS,INC 
DOUBLE PRECISION ER0 , E l0 , TANDEL, ALPHA, BETA, BEE, GEE, CON, ERDEV 
DOUBLE PRECISION EIDEV,ERAR,ERAI,RTERM1
DOUBLE PRECISION RTERM2,RTERM3,RTERM4,ITERM1, ITERM2,ITERM3,ITERM4
C
INTEGER I,ITITLE,RANGE,ITER1, ITER2
C
DIMENSION FQ(2 0 ) , MOD( 2 0 ) , PHASE(20)
C
COM1 ON /  VALUES /  FQ,MOD,PHASE,PI,PHI,LAMDA,SIGMA,C,CS1,ER1, DELER,
1 EI1, DELEI,CSO,DENOM,ER,El,SW,EF,CT,CS,INC,ERO,EIO,TANDEL,SIGERA,
2 ALPHA,BETA,BEE,GEE,CON,ERDEV,EIDEV,ERAR,ERAI,PARA,
3 RTERM1,RTERM2,RTERM3,RTERM4,ITERM1, ITERM2,ITERM3,ITERM4
C
COMMON /  IVALUE /  I
«* 1U1MWU/ IU/ ) Vf u» IV/ ) VW/ Ui TTl/" IT/ j Ui/ I • IT/ f V/ J • \J L J I / f
1 DELCS/8.OD-16 / , DELZ 0 / 1 . OD-2/, DELMOD/4. OD-3/, DELPHI/7. OD-3/,
2 PI/3.1415926535897932D0/
C
C . . .  PRINT HEADING 
C
WRITE(1,10)
10 F0RMATC/2X, 1 ITERATION' , 5X, ’b ' , 8X, » g ' , 7X, 1 CON1, 6X, ’ERDEV * ,6X,
1 'EIDEV1, 6X , 'E R ' ,8X , 'E l ' )
C
C . . .  INITIALIZE COUNTERS AND VARIABLES 
C
ITER2=0
ER0=ER
EI0=EI
C
C . . .  CALCULATIONS BASED ON (STUCHLY e t  a l ,  1982)
C
20 TANDEL=EI0/ER0
ALPHA=(((1.0D0+TANDEL**2)**0.5+1.0D0)/2.0D0)**0.5 
BETA=(((1.0D0+TANDEL**2)**0.5-1.0D0)/2.0D0)**0.5 
BEE=-(ER0**2.5)*(BETA*(1-TANDEL** 2 ) + ( 2 . 0D0*ALPHA*TANDEL)) 
GEE=(ER0**2.5)*(ALPHA*(1-TANDEL**2)-(2.0D0*BETA*TANDEL))
C0N=3. 808D0*( 5 . 306D-1/LAMDA)**4 .0
ERDEV-(CON/(2.0D0*PI*FQ(I)*1.0D6*CS0))*BEE
EIDEV=(CON/(2.0D0*PI*FQ(I)*1.0D6*CS0))*GEE
ER1=ER-ERDEV
E l 1=EI-EIDEV
C
C . . .  NORMALISED ITERATIVE INCREMENT 
C
ERAR=DABS((ER1-ER0)/ER1)
ERAI=DABS((EI1-EI0)/EI1)
C
C . . .  PRINT RESULTS 
C
WRITEO, 30)ITER2, BEE, GEE, CON, ERDEV, EIDEV, ER1, El 1 
30 F0RMAT(X,I4,5X,1PD9.2,X,1PD9.2,X,1PD9.2,X,1PD9.2 , X,1PD9.2 , X,
1 1PD10.3,X,1PD10.3)
C
C . . .  CONVERGENCE CRITERION 
C
IF (ERAR .LT. 0.004 .AND. ERAI .LT. 0.004)GO TO 40 
IF (ITER2 .GT. 10)GO TO 40
C
C . . .  ITERATE 
C
ITER2=ITER2+1 
ER0=ER1 
EI0=EI1 
GO TO 20
C
C . . .  CALCULATE CONDUCTIVITY (mS cm-1) FROM IMAG PART PERMITTIVITY 
C
40 SIGMA=2. 0D0*PI*FQ(I)* 1 . 0D6*8. 854D-11*E11
C
RETURN
END
C
C > Subroutine to  c a l c u l a t e  complex p e r m i t t i v i t y  u n c e r t a in t y  <
C
SUBROUTINE COMPER
C
DOUBLE PRECISION FQ,MOD,PHASE,PI,PHI,LAMDA,SIGMA,C,CS1 ,ER1, DELER 
DOUBLE PRECISION EI1, DELEI,CSO,DENOM,PARA,ER, E l , SW,EF, CT, CS, INC
DOUBLE PRECISION ERO,EIO,TANDEL,ALPHA,BETA,BEE,GEE,CON,ERDEV 
DOUBLE PRECISION -EIDEV,ERAR,ERAI,COMTER,DENOM1,RTERM1 
DOUBLE PRECISION RTERM2,RTERM3,RTERM4,ITERM1, ITERM2,ITERM3,ITERM4 
DOUBLE PRECISION DEN0M2,NUM1
INTEGER I,ITITLE,RANGE,ITER1, ITER2
DIMENSION FQ(20),MOD(20), PHASE(20)
COMMON /  VALUES /  FQ,MOD,PHASE,PI,PHI,LAMDA,SIGMA,C,CS1,ER1,DELER,
1 EI1, DELEI,CSO,DENOM,ER, El,SW,EF, CT,CS,INC,ERO,EIO,TANDEL,SIGERA,
2 ALPHA,BETA,BEE,GEE,CON,ERDEV,EIDEV,ERAR,ERAI,PARA,
3 RTERM1,RTERM2,RTERM3,RTERM4,ITERM1, ITERM2,ITERM3,ITERM4
COMMON /  IVALUE /  I
DATA RANGE/1 2 / , C/2 . 998D10 / , CS/8. 44D-14 / , CT/1 . 5D-14 / , Z0 / 5 . OD1/ ,
1 DELCS/8.OD-16 / , DELZ 0 / 1 . OD-2/, DELMOD/4. OD-3/, DELPHI/7. OD-3/,
2 PI/3.1415926535897932D0/
CALCULATIONS BASED ON (ATHEY e t  a l ,  1982)
ERROR IN REAL PART COMPLEX PERMITTIVITY
COMTER=1. ODO+(2.0DO*MOD(I)*DCOS(PHI))+M0D(I)**2
RTERM1=DELCS/CS
RTERM2=DELZ0/Z0
RTERM3=((1.0DO-MOD(I)**2)*DELMOD)/(MOD(I)*COMTER)
DENOM1=DATAN(PHI)* COMTER
RTERM4=(( 1 ,0D0-(2.ODO*MOD(I)*DCOS(PHI))+M0D(I)**2)*DELPHI)/DEN0M1 
DELER=ER1*((RTERM1**2+RTERM2**2+RTERM3**2+RTERM4**2)**0.5)
ERROR IN IMAGINARY PART COMPLEX PERMITTIVITY
ITERM1=RTERM1
ITERM2=RTERM2
DEN0M2=(1-M0D(I)**2)*C0MTER 
NUM1=2.ODO*(MOD(I)**2)*DC0S(PHI)
ITERM3=((4.0DO*MOD(I)+2.0DO*DCOS(PHI)+NUM1)*DELMOD)/DENOM2 
ITERM4=2. ODO*MOD(I) *DSIN( PHI) *DELPHI/COMTER 
DELEI=EI1*((ITERM1**2+ITERM2**2+ITERM3**2+ITERM4**2)**0.5)
ERROR IN SAMPLE CONDUCTIVITY (mS cm-1)
SIGERA=SIGMA*DELEI1/EI
RETURN
END
9 ! UNMEPS
10 PRINT '** Unguarded Electrode-Pair Impedance P roject ion  Program **'
20 PRINT
100 PRINT 'This s o lv e s  Laplace 's  eqn. by a f i n i t e  d i f f e r e n c e  method'
111 PRINT '& s im ulates  impedance p ro jec t io n  data .  A PAIR o f  e l e c t r o d e s '
112 PRINT 'scan the su r faces  o f  a RECTANGULAR region co n ta in in g  an '
113 PRINT ' i n c lu s io n  whose c o n d u c t iv i ty ,  s i z e  & p o s i t i o n  can be'
114 PRINT 'var ied .  The o r ig in  o f  i n c l u s i o n  i s  a t  corner ( 5 - Y , l 4 - X ) . '
115 PRINT ' I t  i s  advised th at  the  program be run on batch ,  queue NIGHT,'
116 PRINT 'with 200 i t e r a t i o n s  and CPU time o f  10,000s'
120 PRINT
140 INPUT "Enter f i lename to  contain  the  POVALS ";A1$
160 INPUT "Enter f i lename to  conta in  the  IMPEDANCES ";A2$
170 !
190 DEFINE FILE #1 = A1$,ASCSEP 
210 DEFINE FILE #2 = A2$,ASCSEP 
220 !
230 DIM A (1 7 ,3 1 ) ,B (1 7 ,3 D
231 DATA 1 ,2 ,3*4  ! Data statement for in c lu s io n
232 ! parameter ( c o n d u c t iv i ty ,  p o s i t i o n ,
233 . 's ize)  to  be varied  by Z9 v a r i a b l e .
240 !
260 B$="Control impedance Z(X1-2 t o  X1+2) ="
270 C$="Inclusion r e l a t i v e  c o n d u c t iv i ty  = "
280 D$="Number o f  i t e r a t i o n s  requested = "
290 E$="Inclusion top LH corner a t  grid  po in t  I = "
300 F$="Inclusion top LH corner at  gr id  po in t  J = "
310 G$="Inclusion s i z e - c o d e  requested = "
320 !
390 PRINT 
400 PRINT
410 INPUT 'How many i t e r a t i o n s  are required ':N2 
440 PRINT D$,N2 
460 PRINT
470 INPUT 'Enter the  p o t e n t ia l  o f  the con tro l  e l e c t r o d e  ' ; VI 
480 PRINT
490 PRINT 'Control e l e c tr o d e  p o t e n t i a l  = ' ; V1 
500 PRINT
510 INPUT 'Enter a value for X ' ;X 
530 PRINT
540 INPUT 'Enter a value for Y ' ;Y2 
560 PRINT
570 INPUT 'Enter in c lu s io n  s i z e - c o d e  (1=5*9,2=5*7,3=5*5,4=5*3)1 ;S 1 
590 PRINT
600 INPUT 'Enter a value for K ' ;K
601 PRINT
602 PRINT 'To f i l e  grid p o t e n t i a l s  for in c l u s i o n  SIZE-CODE & e l e c t r o d e '
603 PRINT 'p o s i t i o n  : »
604 INPUT 'Enter in c lu s io n  s i z e - c o d e  value ' ;P5
605 INPUT 'Enter scanning e l e c tr o d e  p o s i t io n  (scan cen tre  i s  16) ' ; P6
606 !
FOR Z9=1 TO 4 ! Inc lus ion  parameter s tepping  loop
607 READ S1 ! Read in c lu s io n  parameter from Data statement
620 !
720 IF S I =1 THEN DO ! Size 1 = 5*9 p o in t s .
730 T1=0 ! T1 changes in c l u s i o n  s i z e .
740 Y1=0 ! Y1 s h i f t s  in c l u s i o n  o r ig in  for constant  c en tre  o f  mass.
745 Y=Y1+Y2 
750 DOEND
752 IF S1=2 THEN DO ! Size 2 = 5*7 p o in t s .
754 T1=2
755 Y1 =— 1
757 Y=Y1+Y2
758 DOEND
760 IF S1=3 THEN DO ! Size 3 * 5*5 p o in t s .
772 Y1=-2
774 Y=Y1+Y2
790 DOEND
800 IF S U 4  THEN DO ! Size 4 = 5*3 p o in t s .
810 T1=6
812 Y U-3
814 Y=Y1+Y2
830 DOEND
835 PRINT
840 PRINT E$,5-Y
845 PRINT
850 PRINT F$,14-X
855 PRINT
860 PRINT G$,S1
865 PRINT
870 PRINT C$,K
875 PRINT
880 PRINT
920 PRINT 'Electrode scanning begins  . . . '
925 j
930 FOR XU5 TO 27 ! Stepping cen tre  o f  scanning
931 j
940 PRINT "Electrode p o s i t i o n  = ";X1
950 j
960 0=0 I n i t i a l i s i n g  I t e r a t i v e  counter:
970 W=0 Zeroing current measurements: W
980 W1=0
990 j
1000 GOSUB 1700 
1010
! CALL B-MATRIX: t h i s  loads  the B-Matrix which
! s p e c i f i e s  for each gr id  po in t  the i t e r a t i v e  equation  
! to  be used.
! Matrix B i s  now loaded
! CALL A-MATRIX: loads  matrix
! the  p o t e n t i a l s ) .
1030 
1035 !
1040 
1050 !
1060 GOSUB 2270 
1070 
1090 !
1100 ! F i r s t  guess  at  p o t e n t i a l s  made.
1120 !
1130 GOSUB 2470 !
1140 !
1150 !
1160 !
1161 FOR J=1 TO (X1-3)
1162 A(1 , J)=A(2 , J)
1163 A (17 ,J)=A(1 6 ,J)
1164 NEXT J
1165 FOR J=(X1+3) TO
1166 A(1 , J)=A(2 , J)
1167 A (17 ,J)=A(1 6 ,J)
1168 NEXT J
1169 !
1170 GOSUB 3000 
1180 
1270 !
1280 !
1290 GOSUB 3480 
1300
I 
!
1324 NEXT X1 
1326 NEXT Z9 
1480 !
1490 GOSUB 3210 
1500 !
A ( f i r s t  guess a t
CALL ITERATION: C a lcu la te s  p o t e n t i a l s  by 
Gauss-Siedel  i t e r a t i o n .
31
CALL IMPEDANCE: e v a l u a t e s  the  t o t a l  current  
and impedance measured by scanning e l e c t r o d e .
CALL FILEWRITE: t o  w r i te  data to  f i l e s  as  
given in DEFINE FILE s ta tem ents .
1310
1320
! CALL DISPLAY: d i s p la y in g  p o t e n t i a l  v a lu e s .
1550 PRINT 
1552 CLOSE //1 
1554 CLOSE #2
1560 INPUT "Do you want a re-run o f  t h i s  program ( Y or N)";L5$
1570 IF L5$=”Y" GOTO 100 
1650 STOP 
1660 END 
1670 !
1680 !
1700 ! SUBROUTINE B-MATRIX : Sets  up the  matrix t h a t  w i l l  d e f in e  the
1710 ! i t e r a t i v e  equation t o  be used to  e s t im ate  th e  p o t e n t i a l  at
1720 ! each grid po in t  according to appropriate boundary c o n d i t io n s .
1730 !
1750 FOR 1=2 TO 16 
1760 FOR J=1 TO 31 
1770 B(I ,J )=9  
1780 NEXT J
1790 NEXT I
1800 FOR J=1 TO (X1-3)
1810 B(2 ,J )=12 
1815 B (1 6 ,J)=13 
1820 NEXT J
1830 FOR J=(X1+3) TO 31
1840 B(2 ,J )=12
1845 B (1 6 , J)=13
1850 NEXT J
1860 B(5-Y ,14—X)=1
1870 FOR Z=1 TO 3
1880 B(5-Y,14-X+Z)=2
1890 B(13-Y-T1, 18-X-Z)=6
1900 NEXT Z
1910 B(5-Y,18-X)=3
1930 FOR Z=1 TO (7-T1)
1940 BC5-Y+Z,18-X)=4 
1950 B(5-Y+Z,14-X)=8 
1960 NEXT Z
1970 B(13-Y-T1, 18-X)=5 
1980 B(13-Y-T1, 14-X)=7 
1990 FOR 1=2-TO 16 
2000 B ( I , 1)=10 
2010 B ( I , 31)=11 
2020 NEXT I 
2030 RETURN 
2230 !
2240 !
2250 ! SUBROUTINE A-MATRIX: loads  matrix A ( f i r s t  guess  a t
2260 ! the p o t e n t i a l s  at  [ I , J ]  gr id  p o s i t i o n s ) .
2270 !
2271 FOR J=1 TO 31
2272 FOR 1=1 TO 17
2273 A(I,J)=0
2274 NEXT I
2275 NEXT J
2276 !
2290 FOR J=1 TO 31 
2300 A(1 , J)=V1 
2310 NEXT J 
2320 FOR J=1 TO 31 
2330 A(17»J)=0 
2340 NEXT J 
2350 FOR 1=2 TO 16 
2360 FOR J=1 TO 31 
2370 A(I ,J)=V1*(1—( I —1 ) /1 6 )  ! F i r s t  guess o f  p o t e n t i a l s  a t  [ I , J ]  grid  
2380 ! p o s i t i o n s .
! R e - i n i t i a l i z e  A-Matrix (for  each new e l e c t r o d e  
! p o s i t i o n ) .
! S e t t in g  co n tro l  e l e c t r o d e  p o t e n t i a l  ( a l l  
! except e l e c t r o d e  ignored & s p e c i f i e d  by 
! l i n e s  c . 1161 & c . 1 8 0 0 ) .
! S e t t in g  earth  e l e c t r o d e  p o t e n t i a l  (again  a l l  
! except  e l e c t r o d e  ign ored) .
2430 RETURN 
2440 !
2450 ! SUBROUTINE ITERATION: c a l c u l a t e s  next i t e r a t i v e  s o lu t io n
2460 ! for the  p o t e n t i a l  va lu es  a t  [ I , J ]  grid p o s i t i o n s .
2470 !
• 2475 A(1 ,1 )=A(2,1)
2477 A( 1 ,3 1 )=A(2 ,31)
2480 A (1 7 ,1 )=A(16,1)
2485 A(17 ,31)=A(16 ,3D  
2487 !
2490 FOR 1=2 TO 16 ! When B ( I ,J )  equals  a number 1-13 then
2500 FOR J=1 TO 31 ! nth GOTO number i s  s e l e c t e d  and contro l  i s
2510 ! switched to  th a t  l i n e  number which s p e c i f i e s
2511 ! appropriate boundary c o n d i t io n s .
2512 !
2520 ON B (I ,J )  GOTO 2530 ,2550 ,2570 ,2590 ,2610 ,2630 ,2650 ,2670 ,2690 ,2710 ,
2521 2730,2750,2755
2522 !
2530 A (I ,J )= (2 * A (I ,J -1 )+ 2 * A (I -1 , J)+(K+1)*A(I,J+1)+(K+1)*A(I+1, J ) ) / (2* (K + 3))  
2540 GOTO 2760
2550 A (I ,J )=( (K +1)*A (I ,J -1 )+ 2*A (I -1 , J)+(K+1)*A(I,J+1)+2*K*A(I+1, J)) /(4*K+4)  
2560 GOTO 2760
2570 A(I,  J) = ( (K+1 )*A('I, J-1 )+2*A(I -1 , J)+2*A(I,J+1 )+(K+1)*A(I+1, J ) ) / (2* (K + 3))  
2580 GOTO 2760
2590 A (I ,J )  = (2*K*A(I ,J-1)+(K+1)*A(I-1, J)+2*A(I,J+1)+(K+1)*A(I+1, J)) /(4*K+4)  
2600 GOTO 2760
2610 A (I ,J )  = ((K+1)*A(I,J-1 )+(K+1)*A(I-1, J)+2*A(I,J+1)+2*A(I+1, J ) ) / (2* (K + 3))  
2620 GOTO 2760
2630 A(I,J)=((K +1)*A(I ,J-1  )+2*K*A(I-1,J)+(K+1)*A(I,J+1)+2*A(I+1,J))/(4*K+4)  
2640 GOTO 2760
2650 A (I ,J )=(2#A (I ,J -1  )+(K+1)*A(I-1, J)+(K+1)*A(I,J+1)+2*A(I+1, J ) ) / (2* (K + 3))  
2660 GOTO 2760
2670 A (I ,J )= (2*A (I ,J -1 )+ (K + 1)*A (I -1 , J)+2*K*A(I,J+1)+(K+1)*A(I+1, J)) /(4*K+4)  
2680 GOTO 2760
2690 A (I ,J ) = ( A ( I ,J - 1 ) + A ( I - 1 , J)+A(I,J+1)+A(I+1, J ) ) / 4  
2700 GOTO 2760
2710 A ( I , J ) = ( A ( I - 1 , J)+A(I ,J+1)+A(I+1, J ) ) / 3  
2720 GOTO 2760
2730 A (I ,J ) = ( A ( I ,J - 1 ) + A ( I - 1 , J)+A(I+1, J ) ) / 3  
2740 GOTO 2760
2750 A ( I ,J )= (A (I ,J -1 )+ A (I ,J + 1 ) + A ( I + 1 ,J ) ) / 3  
2752 GO TO 2760
2755 A (I ,J )  = (A(I,J-1  )+ A (I ,J + 1 )+ A (I -1 ,J ) ) /3  
2760 NEXT J 
2770 NEXT I 
2772 0=0+1
2774 IF 0=N2 THEN 2780 
2776 GO TO 2470 
2780 RETURN 
2790 !
2990 !
3000 ! SUBROUTINE IMPEDANCE: e v a l u a te s  the  t o t a l  impedance o f  the
3010 ! t i s s u e  and i n c l u s i o n .
3020 !
3080 W=V1*5-A(2,X1-2)-A(2,X1-1)-A(2,X1)-A(2,X1+1)-A(2,X1+2) ! Current 
3160 Z=V1/W ! Impedance
3170 RETURN
3171 !
3180 ! SUBROUTINE DISPLAY: t o  d i s p l a y  p o t e n t i a l s  at  [ I , J ] grid
3190 ! p o s i t i o n s .
3200 !
3210 PRINT "At t h i s  point  you may s e l e c t  e i t h e r  the  value"
3220 PRINT "of p o t e n t i a l  at  every po in t  o f  the  gr id  to  be printed out"
3230 PRINT "together with the  value o f  impedance for t h i s  s e t  o f  data"
3240 PRINT "or a l t e r a t i v e l y  on ly  th e  value o f  the impedance"
3250 PRINT "will  be prin ted  out ."
3260 PRINT
3270 PRINT "Please answer YES or NO t o  the  fo l lo w ing  question"  
3280 PRINT
3290 INPUT "Do you wish t o  have the p o t e n t i a l  va lu es  d isp layed
3300 IF L4$="N0" GOTO 3450
3310 FOR 1=1 TO 17
3320 FOR J=1 TO 28 STEP 3
3330 PRINT
3340 PRINT "A";" ";I;"  ";J;" « ";"A";" ";I;"  ";"A";" ";
3350 T1$="#.////# #.###
3360 PRINT USING T 1 $ , A ( I ,J ) , A ( I , J + 1 ) , A(I,J+2)
3370 PRINT 
3380 PRINT I ,J  
3390 NEXT J
3400 PRINT "A";" ";I;"  ";"31"
3410 T2$="//.###"
3420 PRINT USING T2$ ,A(I ,31)
3430 PRINT 
3440 NEXT I 
3450 RETURN 
3480 !
3490 ! SUBROUTINE FILEWRITE: t o  w ri te  data to  f i l e s
3510 !
3511 IF S 10P 5  GO TO 3570
3512 IF X10P6 GO TO 3570 
3520 FOR 1=1 TO 17
3530 FOR J=1 TO 31
3540 WRITE # 1 , 1 , J ,A ( I ,J )  ! P o t e n t i a l s
3550 NEXT J 
3560 NEXT I
3570 WRITE # 2 , X1,Z ! Impedances
3670 RETURN 
3680 !
" ;L4$
I;"  " ;J +2
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NMR rheotomography: Feasibility and clinical potential
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An investigation has been undertaken of the effect of flow on N M R  images. We term the new 
technique of flow analysis examined here, N M R  rheotomography. Images were acquired through 
use of a spin-echo technique. They were of doped water passing through a glass U-tube, 
simulating a small vein, which fitted into the magnetic field gradient and radiofrequency coils of 
an NM R  imaging apparatus. For the case of the inlet arm of the U-tube, the flow images displayed 
an intensity distribution which compared favorably to a simple physical model based on laminar 
flow. The intensity distribution observed for the outlet arm was explained through consideration 
of the perturbation to flow introduced by the U-bend. Generally, the results of the feasibility study 
indicate that (a) the N M R  spin-echo image is modified by flow in a predictable manner, (b) display 
of the velocity profile is possible, (c) through use of a U-tube some separation can be demonstrated 
within a single image of the twin factors, proton incursion into the image “slice” and proton 
dephasing, which generally combine to modify the flow image intensity, and (d) discrimination 
between different modes of flow may be possible by N M R  CT. The clinical potential suggested by 
the results is discussed; N M R  rheotomography may prove to be particularly useful for the 
noninvasive diagnosis of structurally-originating cardiovascular defects.
I. INTRODUCTION
The emergence of x-ray computerized tomography as a use­
ful diagnostic technique1 has stimulated research into other 
. imagingjnndalities which are analogous in terms of the re- 
ized tomography (NM R CT) appears to offer considerable 
potential as a diagnostic tool providing anatomical and pos­
sibly physiological information.2 We wish here to discuss an 
application of N M R  CT which may have further clinical 
potential: that of the imaging and analysis of flow processes. 
We term this possible new technique of flow analysis N M R  
rheotomography (greek rheo =  flow).
For a volume element centered at (x, y, z) in an object, the 
NM R  signal can be described by [p f [T x, T2, 
where/) represents mobile proton density, T , the spin-lattice 
relaxation time, T2 the spin-spin relaxation time, and v the 
proton flow. The form taken by the function/ depends on the 
set-up of the experiment. O f these parameters, attention has 
so far principally focused on Tv This followed observations 
that Tx values are higher in cancerous tissues than in normal 
tissues,4 thus raising the hope that N M R  CT may allow in- 
vivo discrimination between malignant, benign, and non­
neoplastic abnormalities.5 More recent results indicate that 
the primary factor responsible for elevated Tx values is high­
er tissue water content6 (a condition not specific to cancerous 
states) and the possibility of achieving tissue characteriza­
tion through T , maps is continuing to be examined.7 In  con­
trast, the flow parameter has received rather less attention. 
Although the possible flow of cerebrospinal fluid has been 
implicated in an N M R  image8 and the effect of blood flow in 
the rat heart and aorta has been reported,9,10 no paper, to our 
knowledge, has been published which clearly demonstrates 
and analyzes the effect of flow, and any differences arising
from the mode of flow, on the N M R  image. We report here 
the results of a feasibility study into this issue: we have used a 
spin-echo method to image the flow of water in a glass U - 
tube and we discuss the clinical potential suggested by our
■t w i l v .   :------------------------------------    :_______________
A.Theory
The application of N M R  imaging to blood flow analysis 
arises through consideration of the known ability of N M R  to 
detect self-diffusion within a liquid. Thus N M R  has pro­
vided a standard method for accurate measurement of a liq­
uid’s diffusion constant.11 A  pair of suitable radiofrequency 
(rf) pulses (i.e., 90° — r  — 180°) are applied to the sample and 
the signal produced upon subsequent proton spin rephasing, 
a “spin-echo” at time r  after the 180° pulse, is measured. 
This is performed both in the presence and absence of a lin­
ear magnetic field gradient, superimposed on a static mag­
netic field. From the additional reduction in spin-echo am­
plitude in the presence of the field gradient, it is possible to 
measure the diffusion constant.12 Qualitatively, the field gra­
dient “labels” protons in the sample with a spatially-depen- 
dent precession frequency through the Larmor relation, 
a  — y B, where co represents the proton precession frequen­
cy, B the magnetic field strength, and y  the gyromagnetic 
ratio. In the spin-echo experiment, during the time (2 r) be­
tween the 90° pulse and the spin-echo, protons diffuse to a 
position of different field strength and hence acquire a differ­
ent precession frequency. Spin phase coherence is lost and 
therefore spin-echo amplitude is diminished.
By recognizing that flow can be regarded as anisotropic 
diffusion, the possibility of flow imaging by N M R  emerges 
as a natural extension of these concepts. In  N M R  imaging, 
the use of a field gradient allows a projection of an object,
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containing a flow process, to be acquired  ^ Rotation of the 
magnetic field gradient allows collection of several such pro­
jections; an image may then be reconstructed.13 Regions of 
flow will generally exhibit reduced intensity because of their 
greater loss of phase coherence. However, an additional fac­
tor must be considered when a method of plane definition 
limits the sampled region to a “slice”: the incursion of pro­
tons into the slice between the 90° pulse and spin-echo nulli­
fies the possibility of their contributing to the measured 
spin-echo (since protons must experience both rf pulses to 
contribute to the spin-echo). This nullification holds pro­
vided r  as was the case in our experiments.
The measured spin-echo will thus, in general, tie modified 
(relative to stationarity) by the extent of both proton dephas- 
ing and proton incursion which occurs within the time 2 t . 
However, as explained below, it is possible to achieve some 
simplification by examining a flow process in a U-tube main­
tained at a suitable orientation within the magnetic field 
gradients.
B. The laminar flow model
Laminar flow is coherent of phase memory,14 and for la­
minar flow perpendicular to a magnetic field gradient, pro­
tons do not suffer a loss of phase coherence (except that aris­
ing from T2 effects and magnetic field inhomogeneities); they 
flow as a streamline within a tube forming an isochromatic 
group.15 Under these conditions, the reduced intensity and 
its modified distribution within an N M R  image becomes, to
Since uax =  2u, v =  Q Ar r2 and vax =  c/2r, where vax repre­
sents the velocity of axial protons, v the average velocity of 
protons, and Q the flow rate, it follows that
4  Qr .c =
7T/*2
Therefore
A{x,y)cc d + 4  Qr
77T*2 \  r 2
where d is the image slice thickness. The intensity profile 
along an arbitrary diameter, say the y axis, is then given by
I(0,y) =  F(P,I,...) d + AQt (  y>2_ 
irr2 \  r2 - ) t ( 1)
intensity distribution expected in the image follows from the 
proportionality of the amplitude at a point [x,y) in the image 
to the length of streamline of protons which contribute to the 
measured spin-echo. Now developing this model of laminar 
flow in a tube perpendicular to the magnetic field gradients, 
the image amplitude^ {x,y) is proportional to (h -f s). From 
the equation of a paraboloid,
where, as discussed later, F  is a function of physical (P), in­
strumental (/), and other factors.
C. Apparatus
To realize laminar flow we used a gravitational constant 
pressure-head device, connected by pliant tubing to the arms 
of a glass U-tube of 3.0 mm i.d. Copper sulphate was intro­
duced to the water to reduce the value of its Tl from ~  3.0 to 
~0.2 s in order (a) to achieve maximum magnetization of the 
inlet water,16 and (b) to render it more representative of 
blood.17 During the time of projection data collection, the 
flow rates were kept constant. The U-tube was held within
f w 2+ / 2)
where c represents the axial incursion of fresh protons and r  
is the tube radius, it follows that,
A{x,y) cc A+ I-/'!r
modified vanan water-cooled electromagnet (providinga 
constant field of 3 . 5 2  kG and a proton resonant frequency of 
1 5  MHz). The 9 0 °  and 1 8 0 °  pulses were of approximately 1 0 -  
/xs duration; the length of pulse, pulse interval (r =  10 ms), 
time between pulse pairs, and magnetic field gradients being 
coordinated by a microcomputer. The spin-echo was sam­
pled at 3 5 - / / S  intervals by an analog-to-digital converter (en­
abled by the 1 8 0 °  pulse) and transformed by Fast Fourier 
Transform to generate a projection in the frequency domain. 
To form an image, 6 4  projections were collected, each pro­
jection being the result of the signal average of 5 spin-echoes 
obtained at a particular magnetic field gradient orientation. 
Images were reconstructed by filtered backprojection; each 
image was of a slice 8 mm thick, defined by the rf coil, and 
was displayed as an 8 5 x 8 5  matrix using 1 6  grey levels.
flow
F ig . 1. The laminar flow model. Represen­
tation of a slice of the cylindrical inlet arm of 
the U-tube, cut away on the left to reveal the 
paraboloid of “fresh” protons which do not 
contribute to the measured signal. I  (x,y) re­
presents the image intensity which is a func­
tion of the length (h +  5) of streamline frorm 
the right-hand end of the tube to the surface 
of the paraboloid. The magnetic field gradi­
ents rotate around the i  axis.
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III. RESULTS
A. Static image
The following reconstructed images represent cross sec­
tions and associated diameter intensity profiles through the 
U-tube containing static and flowing (32 m l/m in) water 
[Figs. 2(a) and 3(a), respectively]. The intensity profile in the 
static case should ideally be a rectangular function; that it is 
not of rectangular shape [Fig. 2(b)] may be attributed to (a) 
the rf  coil not providing a perfectly sharp cut-off at the cylin­
der ends, and (b) the inability of a finite number of projec­
tions to reconstruct at the circumference the infinite gradi­
ent of intensity predicted by the flow model. These factors 
have been taken into account in the interpretation of the 
presented flow images by a weighting function F(y) taken 
from the static profile and used as the premultiplying term of 
Eq.(l).
B. Laminar flow
The most significant feature of Fig. 3(a) is that the intensi­
ty distribution is considerably modified by flow, as com­
pared to the static case of Fig. 2(a). For the inlet arm, the
F ig . 2. (a) N M R  CT image o f U-tube containing stationary water, (b) Verti­
cal diameter intensity profile o f the lower arm of U-tube containing station­
ary water.
vertical diameter intensity profile [Fig. 3(b)] shows a para­
bolic shape as expected for lam inar flow. A  comparison of 
this intensity profile to that predicted by Eq. (1) is shown in 
Fig. 3(c).
C. Perturbed flow
1. Q ua lita tive  description
The outlet arm displays a vertical diam eter intensity pro­
file [Fig. 3(d)] which differs considerably from the inlet para­
bolic shape. This difference consists of (a) a generally re­
duced intensity, and (b) an asymmetry (the upper part of the 
outlet arm showing less intensity than the lower part). We 
explain these effects qualitatively by consideration of the 
perturbation to fluid flow which results from the passage of 
water around the bend of the U-tube. The bend introduces a 
circulation which thus creates a component of flow perpen­
dicular to the otherwise streamlined case.18,19 As a result of 
this secondary flow, protons move across the magnetic field 
gradient and suffer a loss of phase coherence which reduces 
the spin-echo amplitude; this leads to (a) above. Moreover, 
because of the exerted centrifugal force, protons in a vertical 
diameter of the outlet arm (close to the bend) undergo dis­
placement towards the upper part, and the resultant shift of 
the velocity profile in this direction18 therefore leads to (b) 
above.
We proceed to analyze effect (a) more quantitatively by 
modeling the attenuation of the outlet signal on the basis of
2. SttdHddty JldW signal anenuaiiotTmftflPi^^^^^^
Close to the U-bend, centrifugal force creates streamlines 
of secondary flow in the outlet arm, as shown in Fig. 4. In the 
geometry shown here, protons move as secondary flow 
streamlines perpendicularly across the axis; they move, in 
the time 2r, into a different field strength which introduces a 
loss of phase coherence and hence diminishes the spin-echo 
amplitude. Thus
4o{y)=A'{y)L (y), 
where A a(y) and A , (y) are image signal am plitudes along the y  
axis diameter of the outlet (o) and inlet (/) arm s and L  (y) is the 
attenuation factor arising because of secondary flow, being 
thus a function of the phase shift a\.y,A<}) (y). Following Sing­
er,15 the relation between signal attenuation and phase shift 
due to proton motion is
L(y) =  exp[ -  A(f) 2(y)], 
so that
A 0\y)=A;\y)exp[ - Z l ^ 2(y)].
Since it is known that phase shift is proportional to fluid 
velocity in the geometry considered here,20 we have
4 0(y) = ^ ,(y )ex p [ — u2(y)],
where vx is the velocity of secondary flow streamlines across 
they  axis. Therefore the ou tle ty  axis diam eter intensity pro­
file is given semi-empirically, and to a first approxim ation, 
by
I 0iy) =  /,-lv)exp[ -  2u2(y)]. (2)
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l  INTENSITY
Fic;. 3. (a) NM R  CT image o f U-tube containing flowing (32 m l/m in) water. Upper arm represents outlet. Lower arm represents inlet. The lighter areas 
represent lower intensity, (b) Vertical diameter intensity profile of the lower (inlet) arm of U-tube containing flowing (32 m l/m in) water, (c) Comparison of 
theoretical and experimental diameter intensity profiles for flow rate of 32 m l/m in. O Theoretical data [Eq. (1)]; V experimental (inlet) data, (d) Vertical 
diameter intensity profile o f the upper (outlet) arm o f U-tube containing flowing (32 m l/m in) water.
larly in view of the preliminary nature of this work. We ex­
pect that development of the model will necessitate analysis 
of the flow image in terms of each of the parameters con­
tained in Eq. (1). For example, the F  term  is in general a 
function of several instrumental, physical, and (ultimately) 
physiological factors. To illustrate this, consider an increas­
ing pulse repetition frequency (PRF); those isochromats ad­
jacent to the tube wall will tend to suffer greater saturation 
than those nearer the tube axis (because the former exper­
ience more pulses upon passage through the imaged slice). 
Thus to model such a differential radial saturation requires 
that the F  term has a dependance upon the PRF, the velocity 
profile, and the T x value. A possible physiological factor in­
fluencing the F  term may arise through the known axial ac­
cumulation of erythrocytes22 because the erythrocyte and 
plasma fractions of blood possess T x differences.23 Through 
examining each parameter of Eq. (1) in this fashion, analysis
The flow (20 m l/m in) image presented in Fig. 5(a) clearly 
demonstrates the loss of signal from the outlet arm relative 
to the inlet arm [i.e., effect (a)] and was thus used to test the 
above model.
The intensity profile of the inlet arm y  axis diameter is 
shown compared to that predicted by Eq. (1) in Fig. 5(b); that 
along the equivalent outlet diameter is shown compared to 
the intensity profile predicted by Eq. (2) in Fig. 5(c) where the 
form of vs(y) has been calculated from data published in a 
theoretical analysis of secondary flow in a curved tube.21
IV. DISCUSSION
A. Results
F or the case of flow in the inlet arm of the U-tube, the 
agreement between the laminar flow model summarized in 
Eq. (1) and the experimental data seems favorable, particu­
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F ig . 4. Representation of a slice through the U-tube (close to the bend) 
showing: inlet arm, with circular lines of equal velocity for laminar flow 
perpendicular to the plane o f the cross section; outlet arm with the same 
lines of equal velocity (— ) displaced by centrifugal force, and lines (— ) of 
equal ip o f secondary flow streamlines in the plane o f the cross section; ip 
represents the velocity potential from which the secondary flow velocity 
profile v ,[y) has been calculated.21 The magnetic field gradients rotate in the
F ig . 5. (a) N M R  CT image of U-tube 
containing flowing (20 m l/m in) water. 
Upper arm represents outlet. The darker 
areas represent lower intensity. The 
through the upper arm corresponds to 
they  diameter through the outlet arm of 
Fig. 4; its intensity profile is presented in 
Fig. 5(c). (b) Comparison o f theoretical 
[Eq. (1)] and experimental (inlet) diame­
ter intensity profiles for flow rate o f 20 
m l/m in. O Theoretical data [Eq. (1)]; V 
experimental data, (c) Comparison of 
semi-empirical [Eq. (2)] and experimen­
tal diameter intensity profile for flow 
rateof20m l/m in . +  Inlet arm ^ diame­
ter intensity profile; V outlet arm y  d i­
ameter intensity profile; O semi-empiri- 
cal outlet arm intensity profile [Eq. (2)].
I INTENSITY
of the measurable range of flow rates and the sensitivity of 
the technique should be possible.
The concept of a phase coherence loss induced by secon­
dary flow, as developed into Eq. (2), seems to have provided a 
reasonable correspondence to the im portant features of the 
output arm intensity profile [Fig. 5(c)]. In particular, it has 
provided an explanation for the overall reduction of intensi­
ty and for the appreciable dip in the intensity at the center of 
the profile. We therefore suggest that N M R CT may provide 
a useful tool for the analysis of secondary flow not only with­
in the cardiovascular system but also in wider fields of fluid 
dynamics. However, since the technique involves temporal 
and spatial averaging, a rigorous analysis of the usefulness of 
this concept for examination of complex flow patterns re­
quires considerable further work.
B. Clinical potential
The results of this feasibility study into the ability of a 
spin-echo N M R CT technique to detect flow in a tube have 
demonstrated that the image is modified by flow in a predict­
able manner and that display of the velocity profile is possi­
ble. The results further demonstrate that through use of a U- 
tube it is possible to achieve some separation, within a single 
image, of the twin factors, proton incursion and proton de- 
phasing, which generally combine to modify the N M R flow 
image; the incursion of protons into the image slice being 
associated to the inlet arm (containing streamlined flow) and 
proton dephasing being associated to the outlet arm (con-
11
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taining flow perturbed by the intervening bend). Our results 
therefore provide evidence that discrimination between dif­
ferent modes of flow may be possible by NM R  CT.
From available data,24 the tube used in this study had a 
diameter equivalent to that of a small vein, the flow rates 
were of a similar order to those within such a vein, and the Tx 
value of the water was similar to that of blood.
With respect to the possibility of N M R  blood flow imag­
ing in clinical practice, we envisage that after examination of 
the image, major veins of interest may be located and “mag­
nified” by a suitable technique, e.g., the sensitive point meth­
od.25 Absolute measurements of blood flow could then be 
obtained by calibration against simulated vessels in realistic 
phantoms. When compared to normative values, such mea­
surements may then provide an indication of vessel diseases 
such as phlebitis and thrombus formation.
Measurements of blood flow in arteries necessitate gating 
the collection of projection data to the electrocardiogram, as 
has been demonstrated for the rat.26 The display of arterial 
velocity profiles could then prove valuable for the noninva- 
sive diagnosis of structurally-originating cardiovascular de­
fects known to perturb the velocity profile, e.g., heart-valve 
abnormality, stenosis, and aneurysm.27-29 Range-gated 
Doppler ultrasound is the only presently-available noninva- 
sive technique capable of providing this information,30-32 but 
it suffers from limited anatomical application due to tissue 
attenuation and bone shadowing.31,32 As N M R  CT does not
significant prospect and worthy of further investigation. 
Furthermore, since N M R  CT is believed to incur minimal 
hazard,34,35 it may find eventual application as a screening 
procedure for various types of vessel pathology and for the 
follow-up after treatment.
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The structure and function of pyruvate kinase
H. MUIRHEAD, J. P. GRANT, M. A. LAWTON, C. A. 
MIDWINTER, J. C. NOCTON and D. I. STUART 
Department o f Biochemistry, University o f  Bristol,
Bristol BS8ITD,  U.K.
Pyruvate kinase (EC 2.7.1.40) is a key regulatory enzyme found 
^ t i s s u e s  during glycolysis. The properties of the 
^ I ^ H H ^ H H R P M i m r r i e w e d  by Boyer (1962) and Kayne (1973).
The regulation of the activity of pyruvate kinase is important in 
the control of glycolysis, especially in tissues capable of 
gluconeogenesis, and three major classes of isoenzymes have 
been identified. The L-type shows a sigmoidal dependence of 
activity on phosphoenolpyruvate concentration and is inhibited 
by gluconeogenic amino acids such as alanine. The addition of 
the activator fructose bisphosphate enhances the affinity for 
phosphoenolpyruvate. The L-type is also allosterically activated 
by H+ and inhibited by ATP. In contrast the M-type enzyme 
does not normally possess allosteric properties, although 
conditions can be found under which it displays kinetic 
properties typical of a regulatory enzyme (Phillips & Ains­
worth, 1977; Odedra & Palmer, 1980). The A-type enzyme has 
properties intermediate to those of the M- and L-type enzymes. 
For example the A-type enzyme isolated from trout shows an 
enhanced affinity for phosphoenolpyruvate in the presence of 
fructose bisphosphate (J. C. Nocton, unpublished work). The 
available evidence supports the conclusion that all isoenzymes of 
pyruvate kinase have essentially the same tertiary structure, 
which can take up one of several closely related conformations. 
Normally in vivo the M-type isoenzyme is in the fully active 
conformation, while the exact conformation of the other 
isoenzymes will depend upon the concentration of substrates 
and the various allosteric activators and inhibitors.
Crystal structure o f cat muscle pyruvate kinase
The crystal structure at a resolution of 0.26 nm of the M-type 
enzyme isolated from cat muscle has been described by Stuart et 
al. (1979). The molecule is a tetramer composed of four 
crystallographically identical subunits each of mol.wt. 60000. 
The overall subunit shape is approximately elliptical with a 
circular cross section of 4.5 nm in diameter and an overall length 
of 7.5 nm. Each subunit comprises some 550 amino acid 
residues and the polypeptide chain is folded onto three distinct 
domains. Domain A is the largest and contains a cylindrical 
/7-sheet of eight parallel strands. Adjacent strands are connected
by a-helices, running anti-parallel to the strands of sheet which 
form an outer cylinder coaxial with the first. Between the third 
strand of /7-sheet and the third helix of domain A the chain 
folds up into domain B. This domain consists mainly of anti­
parallel /?-sheet. It forms the part of the subunit furthest from the 
centre of the tetramer and its structure appears to be somewhat 
flexible. After completing domain A the chain forms domain C, 
which contains both a and /7-secondary structure. Thus domain 
A is at the centre of the subunit and is flanked by B on the out­
side of the tetramer and C towards the centre of the tetramer. 
There are two types of close intersubunit contact. In the first, 
three helices of domain A pack against the equivalent three 
helices in another subunit. The second is between two C 
domains.
Muscle pyruvate kinase will form stable binary and ternary 
complexes with activating cations and substrates. The enzyme 
requires two bivalent cations, such as Mg2+ or Mn2+, and a 
monovalent cation, normally K+, per active site (Mildvan et al., 
1976). The results of binding experiments in the crystal have 
been described by Stammers & Muirhead (1975) and Levine et 
al. (1978). The active site lies in the cleft between domains A 
and B but closer to domain A. Phosphoenolpyruvate binds at the 
carboxy end of the eight-stranded cylindrical sheet of domain A 
close to its axis. The binding of the enzyme-bound bivalent 
cation Mn2+ is pH-dependent with tighter binding above pH 7.0. 
It binds about 0.25 nm from the phosphoenolpyruvate site. 
Mn-ATP binds radially perpendicular to the axis of the cylinder 
with the terminal phosphate overlapping the phosphoenol- 
pyruvate-binding site and the other end of the molecule 
extending towards three strands 3 and 4 of the /?-sheet. At pH 6 
ADP (in the absence of any bivalent cation) binds at a second 
site in a pocket formed between domains A and C, which is 
accessible from the surface of the tetramer. It interacts with the 
amino ends of /?-strands of the cylindrical sheet and the carboxy 
end of a helix in domain C. It is possible that this is an allosteric 
activator or inhibitor-binding site in the muscle enzyme.
Correlation o f  amino-acid sequence with the crystal structure
In skeletal-muscle pyruvate kinase the modification of the 
most reactive thiol group does not lead to loss of activity 
Flashner et al., 1972; Stammers & Muirhead, 1975). Similarly 
on yeast pyruvate kinase the thiol group with highest reactivity 
is at neither the allostejric nor the active site (Wieker & Hess, 
1972). A 17-residue peptide containing this reactive thiol group 
has been isolated from the cat muscle enzyme and sequenced
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(Harkins & Fothergill, 1977; L. A. Fothergill, personal 
communication). Very similar sequences are found for the same 
peptide isolated from the rabbit muscle enzyme and the 
allosteric sturgeon muscle enzyme (Anderson & Randall, 1975). 
In the crystalline form this reactive thiol group was labelled by 
heavy atoms (Stammers & Muirhead, 1975). In the model of cat 
muscle pyruvate kinase described above this heavy-atom site lies 
between helix 6 of domain A and helix 1 of domain C. It proved 
to be impossible to fit the sequence to either of these helices. 
However, closer inspection of the electron-density map revealed 
the presence of some density which had not been interpreted in 
the construction of the model. This electron density preceded the 
original amino-terminus and contained 26 residues on two 
sections of extended chain connected by a short helix. The 
17-residue peptide was fitted to the electron-density map 
starting at residue 11 in this extra density. The additional 
residues lie between domains A and C and also between the two 
subunits interacting through domain A. Thus this highly 
conserved A-terminal loop connects the secondary ADP-binding 
site to an intersubunit boundary and could be important in the 
allosteric control of the enzyme.
The muscle enzyme loses its ability to catalyse phosphoryl 
transfer when an essential lysine e-amino group is converted into 
the V-trinitrophenyl derivative. This lysine is protected by ADP, 
suggesting that it is involved in the binding of nucleotides 
(Flashner et al. 1973). Peptides containing this essential lysine 
have been isolated and sequenced for the bovine and the cat 
muscle enzyme (Johnson et al., 1979; Russell et al., 1979; 
L. A. Fothergill, personal communication). Using secondary- 
structure prediction method (McLachlan, 1979) part of this 
sequence is predicted to be helical and fits the density for helix 3 
of domain A. This interpretation places the lysine residue at the 
active site of the enzyme at the connection between the 
'C-terminus of domain B and helix A3.
phosphoenolpyruvate in the density so that the whole molecule 
was in the second sphere complex with Mn2+ with about 0.1 nm 
between its phosphate group and the y-phosphate of ATP as 
suggested by Mildvan et al. (1976). Thus the phosphate group 
could be transferred directly without the necessity for an 
enzyme-phosphate intermediate. The small discrepancies sug­
gest possible conformational changes in the tertiary structure 
when all substrates and activating cations are present simul­
taneously. However, such changes would be small.
The structure of domain A of pyruvate kinase bears a 
remarkable similarity to that of triose phosphate isomerase 
(Stuart et al., 1979). The active site of the isomerase is thought 
to involve glutamate-165 on strand 06, which acts as a base in 
the enzyme-catalysed reaction (Phillips et al., 1977). In pyruvate 
kinase the corresponding residue has a side chain of the correct 
length and density to be an extended glutamate residue. The side 
chain is in the correct position to allow protonation from 
beneath the phosphoenolpyruvate double band plane, at the 2-si 
face, as established by Rose (1970). The side chain is within 
0.25 nm of the methylene proton in phosphoenolpyruvate, which 
is certainly within easy access for attack. A conformational 
change to reconcile the n.m.r. and crystallographic data would 
actually bring this proton nearer to the glutamate carboxy group 
and allow better access to the 2-si face.
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