Biological networks often have complex structure consisting of meaningful clusters of nodes that are integral to understanding biological function. Community detection algorithms to identify the clustering, or community structure, of a network have been well established. These algorithms assume that data used in network construction is observed without error. However, oftentimes intermediary analyses such as regression are performed before constructing biological networks and the associated error is not propagated in community detection. In expression quantitative trait loci (eQTL) networks, one must first map eQTLs via linear regression in order to specify the matrix representation of the network. We study the effects of using estimates from regression models when applying the spectral clustering approach to community detection. We demonstrate the impacts on the affinity matrix and consider adjusted estimates of the affinity matrix for use in spectral clustering. We further provide a recommendation for selection of the tuning parameter in spectral clustering. We evaluate the proposed adjusted method for performing spectral clustering to detect gene clusters in eQTL data from the GTEx project and to assess the stability of communities in biological data.
Introduction
Networks are increasingly used to represent the complex patterns of relationships between biological features. Interactions between genetic variants, genes, proteins, and other biological data sources can be captured in a single, flexible framework as networks [1, 2] . Expression quantitative trait loci (eQTL) mapping yields associations between single nucleotide polymorphisms (SNPs) and gene expression levels. Representing eQTLs as bipartite networks provides insight into regulatory function and interactions that drive phenotypes [3, 4] . The structure and metrics of eQTL networks have elucidated functionality and have been demonstrated to be highly modular. In multiple settings, genome-wide significant SNPs have been shown to be central to communities rather than network-wide hubs. These communities are defined by groups of SNPs and genes that have been annotated with common function and thus likely act in concert to regulate function. Polygenic networks can also be constructed from the SNP-gene associations to further inform biological function from network structure with a specific focus on gene-gene interactions.
The construction of eQTL networks generally proceeds by (a) defining an adjacency matrix from the results of a linear regression of gene expression on additive SNP genotype, and then (b) performing community detection on the adjacency matrix to identify groupings of nodes. Many community detection approaches have been proposed towards identifying highly connected, clustered nodes in networks [5] . For instance, one may use a modularity maximization approach that proceeds to group nodes such that there are more edges within the community than would be expected by chance. [4, 6] . This approach is widely employed to ensure that nodes within a community are densely connected whereas those in different communities are sparsely connected. Modularity maximization, however, often can fail to detect small communities. Hierarchical clustering is also used for community detection to group similar nodes based upon a defined similarity matrix, resulting in a tree-like structure that decomposes the data into hierarchies of clusters [7, 8] . This approach is highly sensitive to the chosen similarity measure and lacks robustness when clustering noisy biological data [8, 9] . Lastly, one may use spectral clustering to cluster nodes based on their affinity to one another [10] [11] [12] [13] [14] [15] .
Spectral clustering is an algorithm used for community detection that has been widely applied, including for biological data such as gene expression and protein levels [16] [17] [18] [19] [20] . Spectral clustering is well suited to biological data as it maps the network to a low-dimensional space and then detects communities. In particular, the approach operates on an affinity matrix representing the likeness of data points to one another. The top eigenvalues of a Laplacian matrix of the affinity matrix are then used in standard clustering procedure, such as k-means clustering [21] . This, in effect, allows the method to identify communities in the network in lower dimension. Spectral clustering is efficient, highly flexible, and does not rely on standard distance metrics.
Community detection approaches, including spectral clustering, proceed with the assumption that the network's adjacency matrix is the fixed truth [22] . In certain circumstances in network sciences, such as computer and social networks, the adjacency matrix can be exactly observed [23] . However, in many biological settings the adjacency matrix is estimated from preliminary analyses. For instance, in eQTL networks the adjacency matrix is derived as a function of the associations between SNPs and genes as estimated in linear regression. Community detection approaches thereby neglect the fact that data inputs have been previously estimated, which is notable as error results from statistical estimation. This error is thus not propagated in the proceeding network analysis of community detection. Previous work by Huang et al [2009] demonstrated the effect of perturbations on spectral clustering performance, showing the influence of network nodes measured with error [24] . They evaluated the propagation of error in a stepwise manner, from data error to the mis-clustering rate, and formalized the loss of clustering performance.
In this paper we characterize the impact of performing community detection when the adjacency matrix was initially estimated in a regression analysis rather than directly observed. We first describe the spectral clustering algorithm as applies to gene network constructed from an eQTL analysis. We then characterize the impact of error in the network's adjacency matrix with respect to the affinity matrix and Laplacian matrix. We consider a simple adjustment to account for the bias in the affinity matrix and apply it to data from the Genotype-Tissue Expression (GTEx) consortium. We assess the impact on detection of Gene Ontology sets and reproducibility of clusters. The paper concludes with discussion of the method, applications and future work.
Results
We evaluated the community structure of eQTL networks built from data from the NHGRI Genotype-Tissue Expression (GTEx) project [25] . The GTEx project is a resource of genotype and expression data from multiple human tissues from hundreds of human donors. We used the version 6.0 imputed genotyping and RNA-seq data from dbGaP. The RNA-Seq data were preprocessed using the YARN package in R and normalized using the qsmooth package in R [26, 27] . We included tissues that had over 200 observations and are annotated in the Roadmap Epigenomics Project core 15-states model, yielding 11 tissues. This selection was made to identify and include only SNPs that are in active chromatin regions in order to reduce the SNP space and increase the likelihood of signal in the adjacency matrix.
We sought to identify clusters of genes in the GTEx data. Fagny et al [2017] observed that different communities in eQTL networks are enriched for different Gene Ontology (GO) biological process gene sets. We thus considered clustering data comprised exclusively of two distinct sets of GO biological processes in each tissue. In particular, we clustered all genes available from pairs of GO biological process sets that (a) were identified to be enriched in distinct communities in the Fagny et al [2017] and (B) were disjoint sets not sharing any genes in common. This selection was made in order to ensure identifiability and prevent GO sets from clustering together. The data were further limited to sets with at least ten and less than 500 genes in order to ensure they had specific functionality. The cluster setting is defined for all the tissues in Table 1 , with the sample size available in each tissue and GO set pairings available. We then sought to identify the two clusters of GO biological process gene sets using spectral clustering. Community detection was performed to detect gene communities for all GO set pairings in each tissue in Table 1 in two ways: (1) using the standard spectral clustering algorithm of Ng et al [2002] and (2) using the proposed spectral clustering with adjustment in the affinity matrix to account for the biased induced by intermediate regression analyses as described in the Methods. In both cases, the number of clusters was fixed to be equal to two and the scaling parameter was selected as described in the Methods. The concordance of the communities of genes detected by each spectral clustering method and the true GO biological process communities was assessed by the Kappa statistic, a measure of agreement between group assignments. Specifically, having obtained the group assignments a 2 × 2 concordance table was constructed with rows and columns ordered to maximize the trace of the table in order to account for the arbitrary group labels. The weighted kappa statistic was then computed based upon these assignments. Figure 1 : Difference between the weighted Kappa statistic for the concordance of the communities detected via standard spectral clustering and spectral clustering with error adjustment. Figure 1 demonstrates the difference between the Kappa statistic calculated from the spectral clustering approach adjusted for error and the Kappa statistic calculated from the standard spectral clustering algorithm. In each of the tissues the difference in Kappa statistics is centered around zero, demonstrating that the algorithms detect clusters concordant with the GO sets similarly in these settings. We performed a one-sided test in order to evaluate if the average difference in Kappa statistics is greater than zero in each of the tissues, which would suggest that the approach adjusting for error yields clusters more concordant with the GO sets. For every tisue, we do not obtain a statistically significant result. Thus on average we do not observe a difference in the ability of the two spectral clustering approaches considered to detect clusters defined by the two Gene Ontology sets.
We next assessed the reproducibility of community detection by each of the spectral clustering approaches. We restricted our analysis to the setting where clusters identified via spectral clustering were highly enriched for GO sets. Specifically, we selected the pair of GO sets in each tissue with the highest concordance to the true GO sets. The selected GO sets for each tissues are described in Table 2 . For each of these settings, we randomly split the sample such that half of the observations are assigned to be a training set while the remaining half are considered the test set. In both the training and tests sets, we perform eQTL mapping and community detection to identify groupings of genes. Community detection was performed again using both spectral clustering methods. The Kappa statistic computed to assess the concordance between the gene communities in the training and test sets in each method. The procedure of data splitting, obtaining group or community assignments for genes, and calculating the weighted kappa statistic was repeated for 500 random data splits in order to account for variation in the sample splitting. The results of this analysis are given in Table 3 . We observe that there is no significant improvement in concordance between splits by adjusting for the bias in the affinity matrix when seeking to identify consistent clusters. We observe similar concordance between sample splits regardless of the affinity matrix employed in spectral clustering. We note the decreased sample sizes in the splits could lead to greater error in the initial eQTL mapping, as the sample sizes ranged from 108 to 189 in each set considered for clustering when halved. 
Discussion
Community detection methods to identify groups of nodes that are more connected or related to each other have been highly explored in many network settings. They are particularly useful in biological networks, where clusters of nodes often indicate shared biological function or important pathways. Spectral clustering is an approach to community detection that straightforwardly allows one to detect community structure in a lower-dimensional space than the data. In this work, we consider the specific application of spectral clustering to identify clusters of genes in eQTL networks. In such a setting, the adjacency matrix defining the network has been estimated through prelimary regression analyses and therefore have associated error. We characterize the impact of error when performing the spectral clustering method to affinity matrices of eQTL networks. We flexibly allow the errors for each observation to have their own variance specification, moving beyond the simple setting of normal noise perturbing the complete data set. Given our formulation of the error on the data used in spectral clustering, we proposed a simple adjustment for the error. We consider the practice of performing spectral clustering on an unbiased affinity matrix, which allows for one to account for the additional estimation step that occurs when a network is built upon
not see that including such an error adjustment improved our ability to detect such structure. Further, we did not observe a difference in the ability to consistently detect communities. This suggests a limited impact of the estimation of eQTLs in these networks; it would be of value to explore settings with intermediary regression analyses accross different effect sizes, error, and sample sizes.
We additionally introduce a simplification of the local scaling approach for selection of the tuning parameter in the spectral clustering approach, as described in the Methods. The implementation of spectral clustering by Ng, Jordan, and Weiss [2002] and similar approaches rely upon the user to input the parameter, and oftentimes this can highly influence the clustering results. The complete self-tuning local scale approach of Zelnik-Manor and Perona [2005] provides a clear framework for approaching the selection of the parameter using the data. The current implementation, however, increases the computational burden by requiring a different parameter estimate for each data point. We observe in our data setting that estimated local scaling parameters do not follow a fat-tailed distribution, and propose to take a summary of the local parameters for application across all data points. This general framework would also apply if one chose to use a different cost function for the distance metric. This contribution allows for more efficient, data-driven spectral clustering.
Our evaluation of the impact of error is naturally extended to other biological networks that are constructed on results from intermediary analyses. For instance, one could use methylation data in place of gene expression in order to obtain mQTL networks and identify gene communities with shared function. In such QTL settings, we obtain a regression-based network with error of the same form as described in the Methods, given that one is using the coefficient estimates in the adjacency matrix. Further, This is more broadly applicable outside of biological networks to settings where the observed network has error that can be estimated and assumed to follow a normal distribution. This lends itself towards future work in assessing whether more sophisticated clustering approaches are better suited to incorporating measures of error for such settings and characterizing the impact of error and ability to easily adjust in other biological network settings.
Materials and methods

Setting and algorithm
We first introduce the steps of the spectral clustering algorithm as it would standardly proceed to identify community structure. We present the setting where the network is based upon regression coefficients in order to apply to the setting of eQTL networks, where we are interested in communities of genes. The spectral clustering approach can be applied more broadly to any setting in which one wishes to detect communities based upon a set of features defining a matrix representing the network, termed the adjacency matrix.
In the eQTL setting, we estimate a regression coefficient to represent the association between SNP genotypes and gene expression. Suppose that one fits the following regression model between some exposure S i and outcome G j for a set of independent observations, G j = X T α + β ij S i . In the eQTL setting, we assume a z × n matrix of SNP genotypes S and z × m matrix of gene expression G. Each of these matrices have z rows of observations columns containing the n SNPs and m genes, respectively. We adjust for some set of covariates X, such as principle components for population structure, sex, and age. Thus our model represents an eQTL regression of a particular SNP i on a locus's gene expression j. The associations from the regression models can then be used to define the adjacency matrix Q, an m × n matrix of regression coefficients β from the regressions of all n SNPs on all m genes, shown below. 
Community detection is applied to this adjacency matrix Q via spectral clustering. We consider the spectral clustering algorithm as given in Ng et al [2002] and described as follows. First, define the affinity matrix A, a representation of the similarity between different nodes in Q. We define A by the Gaussian kernel similarity function, such that A ij = exp(−||β i − β j || 2 /σ 2 ), A ii = 0 where β i is a row of Q. We notes that there is a scaling parameter σ 2 in this algorithm which must be specified. We return to the selection of this parameter in Section 4.4. Thus, A is defined as
Given the affinity matrix A, we define the diagonal matrix D by setting D ij = 0, D ii = j A ij , i.e. define the i th diagonal element to be the i th row sum. This is given as
We define the Laplacian matrix L as L = D −1/2 AD −1/2 , which is specified as the normalized Laplacian. We then find the k eigenvectors of L with the largest absolute value, where k is selected based upon the eigenvalue heuristic. Define the matrix X to the be corresponding eigenvectors, X = [x 1 , x 2 , ...x k ]. The matrix Y is defined by normalizing the matrix X such that all rows have unit length, Y ij = Xij ( j X 2 ij ) 1/2 . The algorithm then proceeds to cluster the matrix Y using k-means clustering to minimize the within cluster sum of squares. K-means clustering iterates through the following steps: (1) randomly assign k data points from Y as centroids, (2) placing remaining data points to closest centroids based on distance metric, (3) estimating the new cluster centroids and (4) repeating the assignment and calculation steps until a stopping criterion is met [28] .
Error in input data
In the algorithm as defined, we proceed as though we have observed the true values of A. Thus for each element of A, we assume the following form of A ij for any i = 1, ..., n and j = 1, .., m.
We aim to characterize the the impact of performing spectral clustering on data observed with error. We make an assumption on the form of the error in the observedÂ. We assume that all ε ik and ε jk are independent and distributed as Gaussian N (0, θ 2 ik ) and N (0, θ 2 ik ). Huang et al [2009] considered the impact of perturbations on spectral clustering specifically in the specific scenario where all ε ik and ε jk are independent and with mean zero and bounded variance σ 2 . They make the distributional assumption that all errors are Gaussian when considering the effect of perturbations on the affinity matrix [13] . This formulation requires that all errors are distributed with equal variance; however, this oftentimes does not hold true. Particularly in the setting of a network derived from a large set of regression models, we wish to allow the variance to differ across the regression coefficients informing the affinity matrix.
In our setting we therefore allow the error terms to have different variance estimates across all elements of the network. For instance, in the eQTL setting we estimate the regression coefficients from the genotype and expression data to define the affinity matrix A. Thus for elements of Q (the adjacency matrix of the eQTL setting) we observeβ in = β in + ε in , ∀i, n. This diverges from the standard spectral clustering approach where we assume fixed values in Q, as we are utilizing estimates ofβ rather than true β. Thus rather than observing the true A ij , we are able to estimateÂ ij . The formulation of elements ofÂ assuming they are derived from such regression models is given aŝ
We observe from the second term that the elements of the affinity matrix are biased in this setting. We proceed to define the moments of the observed affinity matrix, maintaining our defined notation while noting that the results are generalizable to any setting with such an error structure regardless of intermediary analysis. We first consider the impact of perturbations on the affinity matrix directly in the same approach as Huang et al [2009] . Given that we are observinĝ A containing observed estimatesβ, Results 1 and 2 allow for the mean and variance of the perturbation dA ij =Â ij − A ij to be defined, with full proof given in the Appendix.
ik and ε jk ∼ N 0, θ 2 jk are independent ∀i, j, k, then for large values of the dimension n,
where
, the moment generating function of the normal distribution with given mean and variance.
We next consider the perturbation on the Laplacian matrix. In our setting, we observedD rather than D, thus we have δ ij =D ij − D ij . Therefore we observe the perturbation on the Laplacian matrix defined by dL ij =L ij − L ij .
Result 3.
Given that perturbations dA and dL are small compared to A and L, respectively, then,
One can directly estimate the mean and variance of dL from this form.
Adjustment for error
Due to the estimation of the regression coefficients used in regression-based spectral clustering, we obtain biased estimates of the elements of the affinity matrix. We proceed to adjust the algorithm to account for this observed affinity matrix, by considering the expectation of the estimate to effectively unbias the affinity matrix. Recall that we obtain the regression coefficient estimatesβ with associated error ε ik ∼ N (0, θ 2 ik ), where we observe the estimated varianceθ 2 ik . We will seek to evaluate the expectation of the affinity matrix in order to be able to calculate an adjusted, unbiased estimate of its elements without making an equal variance assumption across elements. Therefore given the form of the elements of the affinity matrix A as defined in Section 4.2, we consider the relationship,
Towards defining the expectation, recall that ε ik ∼ N 0, θ 2 ik , ε jk ∼ N 0, θ 2 jk are independent. Then,
Further details of this expectation are given in the Appendix, where we leverage the independence of ε ik and ε ij to obtain the closed form. Therefore we have an adjusted estimate in the affinity matrix given by,
from which we can use estimates from the regression model and proceed with the standard steps of spectral clustering.
Selection of σ 2
The spectral clustering algorithm of Ng, Jordan, and Weiss [2002] requires the scaling parameter σ 2 , as noted in Section 4.1. The scaling parameter is a measure of the similarity between nodes and impacts the calculation of the affinity matrix. The authors propose a search over a manually specified space for the value of σ 2 that leads to the tightest clusters after the final k-means clustering step [13] . This requires one to repeatedly run the spectral clustering algorithm to assess the performance of σ 2 values while simultaneously considering the number of clusters k in the data. In order to reduce the computational burden and lack of data-driven automation in this selection procedure, ZelnikManor and Perona [2005] proposed a highly specific scaling parameter based the neighborhood of a given node s i [29] . They propose to compute a local scale parameter σ i for each data point as σ i = d(s i , s K ), where d(·) is a distance measure and s K is the K nearest neighbor of s i with K standardly taken to be equal to 7. They then redefine σ 2 for each A ij in the spectral clustering algorithm as σ i σ j .
We seek to take an principled approach to selecting σ 2 while maintaining computational efficiency. The Zelnik-Manor and Perona approach is demonstrated to perform well when the data is on different scales; however, we note that in our setting of an eQTL network the features are all of the same data type and on the same scale. We thus use the first step proposed in Zelnik-Manor and Perona [2005] to compute the distance metric for each data point and its neighbors. We then reduce the computational burden by taking the median of the distances calculated for each paired point and K nearest neighbor, as given below. In practice, we observed that for our data setting the distance metric at the nearest neighbor does not vary highly across i; however, this performance would decrease in a setting where we consider a network of features with different scaling. 
