Speech recognition of children is a more difficult task than speech recognition of adults. This problem is amplified for children with articulation disorders like cleft lip and palate (CLP). In this work we improved our automatic speech recognition system by integrating prior knowledge. Prior knowledge focuses on two different aspects: A testdependent language modeling and an age-dependent acoustic modeling. These two approaches are merged at the end to different test-and age-dependent recognizers. We evaluated our system on a dataset of 35 children with CLP. Significant improvements could be found on this dataset. With our baseline system we achieved a negative word accuarcy (WA) of -11.0 %. By an extended language modeling we achieved 27.5 %. The age-dependent recognition system gains a huge improvement and achieves a WA of 42.6 %. With the significant improvements in WA it is possible to perform an automatic detection and identification of specific words. Thus, we took the first step towards a speech assessment on word and subword level.
INTRODUCTION
Automatic speech recognition of children's speech is a more difficult task than speech recognition of adults' speech. This effect is often amplified by the lack of training data. Nevertheless, some approaches exist which try to compensate this drawback by using vocal-tract-length-normalized (VTLN) adult's speech to train a speech recognizer [1] .
One remaining problem is the strong anatomic alteration of the vocal tract of children within a short period of time. This leads to a highly age-dependent variability of children's speech [2] . The strong variation of one speech sound articulated by children can be addressed by increasing the number of different possible pronunciations per word. In [3] different age-dependent acoustic realizations for a single word are added to a speech recognizer that is trained on a different age group.
The recognition of speech of children with speech disorders is even harder to solve. One example of a very widespread speech disorder is cleft lip with or without a cleft palate (CLP). The disorders have a prevalence of 1 in 750 to 900 newborn Europeans [4] . The speech of children with CLP is sometimes still affected after reconstructive surgery. Due to this fact, a speech therapy takes place to enhance or normalize the communication skills of affected children [5] . During this therapy it is important to assess the severeness and to improve the intelligibility of affected children.
It has been shown, that this assessment can be done automatically [6] . The automatic assessment is based on a speech recognizer which tries to recognize the words of the so-called standardized PLAKSS test [7] . The more the speech of a child is affected, the more errors are committed by the recognition system. This rate highly correlates with the intelligibility ratings of human expert listeners [8] .
The next step towards a more detailed automatic assessment is not to use a measure for the complete test, but to perform a detection and assessment of articulatory speech disorders on word and subword level. In order to perform a fully automatic evaluation on word and subword level, it is necessary to identify and detect the words and their boundaries fully automatically. Since we do not record isolated words for the evaluation but a standardized spoken text, i.e., the PLAKSS test, a time alignment between the speech recognition output and the recordings is needed. Due to the low performance of our baseline speech recognition system on pathologic speech of children, an improvement of the word accuracy (WA) of the speech recognizer is absolutely essential to achieve a more accurate alignment and segmentation.
The goal of this paper is the improvement of our speech recognition system on pathologic speech of children, i.e., children with CLP. This is achieved by different age-dependent acoustic models and by different test-dependent language models. The usage of age-dependent acoustic models is motivated by the fact, that the voice of children is changing during a short period of time [9] .
The motivation behind the extended language modeling is based on a preliminary experiment. In the PLAKSS test three different pictograms are shown to the children at one time (see Figure 1 ). With this setup two major problems occur: The use of synonyms instead of the correct description of the pictogram (e.g., man with a gun instead of hunter) and the use of initiation or conjunction words or phrases (e.g., I see the moon, a bucket and a tree). In a preliminary experiment we investigated the appearance of these words or phrases and used this information to create different language models.
The outline of this paper is as follows: Section 2 describes the used corpora on which the systems are trained and evaluated. Our baseline speech recognizer for healthy and pathologic children's speech and the extension mentioned above are described in Section 3. The results are summarized and discussed in Section 4. The article finishes with a summary in Section 5.
DATASETS
In this section we first describe the corpora used for training the baseline recognizer (Section 2.1). The data used for adaptation and evaluation of the final system is summarized in Section 2.2.
Dataset for Baseline Speech Recognizer Training
The baseline speech recognition system was trained on 62 children (29 males and 33 females) at an age of 10 to 12 years. They all read German standarized texts of the so-called Zürcher Lesetest [10] . The total duration of this dataset is about 3.5 hours. Due to the low amount of data we additionally used parts of the German Verbmobil (VM) corpus [11] for training the children's speech recognizer. The selected subset includes 85 male and 47 female speakers with a totat duration of 4 hours of speech. The data was recorded with a DAT recorded (48 kHz sampling rate), low-pass filtered and down-sampled to 16 kHz.
In order to adjust the acoustics of the adult speakers of the VM corpus to the speakers of the children's corpus, the VM data is vocal tract length normalized. Additionally the data of the children's corpus was used twice to put more emphasis onto the children's data.
Adaptation and Evaluation Data
All children used for adaptation and evaluation performed the PLAKSS test. It consists of 99 German words, containing all phonemes of the German language at different positions within the words (beginning, center and end). The words are represented by small pictograms, so that it is an adequate test for children in preschool and primary school age. Three pictograms are arranged on one slide, the whole test contains 33 different slides. An example of one of these slides is shown in Figure 1 The slides are presented on a screen within our recording front-end [12] . Speech recordings are stored separately for each of these slides. In the following these recordings are called turns.
Adaptation Data
Due to the low amount of pathologic data, we had to use data of healthy children to adapt the acoustic models of the speech recognizer and to train the different turn-dependent language models. It consists of three different datasets: One recording set of children in a preschool, and two recording sets in two different elementary schools. The total duration of these recordings sums up to a total of 25 hours of 260 healthy children. These recordings were assigned to five different age classes, i.e., < 7, 7, 8, 9 − 10, > 10. The acoustic models of the recognizer were adapted to the recordings of each class. The number of children is shown in Table 2 For the extended language modeling recordings of 100 healthy children have been transcribed. Additionally, transliterated recordings of 100 pathologic children were available. With these 200 recordings a new category-based vocabulary and different turn-dependent language models were created. This is described in detail in Section 3.2.
Evaluation Data
The evaluation dataset contains recordings of 13 girls and 22 boys at a age from 3.3 to 18.5 years with a mean value of 8.3 ± 3.6 years. For this subset transliterations and subjective evaluations regarding the intelligibility from 5 different Fig. 2 . Training sequence of the extended recognition system experts are available. This dataset is used to evaluate the performance of the baseline system and the extended speech recognizer sets.
SPEECH RECOGNIZER

Baseline Speech Recognizer
The speech recognition system is based on semi-continuous Hidden Markov Models (HMM). It can model phones in a context as large as statistically useful and thus forms the so-called polyphones, a generalization of the well-known bior triphones. The HMMs for each polyphone have three to four states with a codebook containing 500 Gaussian mixtures with full covariance matrices. The feature front-end of our ASR system is based on the well-known Mel-Frequency Cepstrum Coefficients (MFFCs).
In a first recognition path the speech recognizer described above generates a word lattice. The acoustic models are then adapted in an unsupervised manner to the recognized word lattice by the Maximum Likelihood Linear Regression (MLLR) adaptation [13] . These adapted acoustics models are then used for a second recognition path.
The language modeling in the basic system is based on a vocabulary that only contains the 99 target words of the PLAKSS test. This leads to a very limited viewpoint, because only these words are contained in the dictionary and can be recognized. In many cases the target words are ambiguous, so that children use synonyms instead of the the correct target word. To conjoin the different target words or to initiate a new turn, the children often use redundant conjunctions.
Recognizer Extensions
In the first step, the integration of prior knowledge of the recognizer affects the language modeling. In a second step age dependent acoustic models have been trained.
Language Modeling
The extended language modeling is based on manually transcribed data of 100 healthy children. The new language model is category-based with 100 categories, one for each target word and an additional one for conjunction words. All synonyms and incomplete words are assigned to the 99 target word categories. The conjunction word category contains all conjunction words and those words and fragments, that could not be assigned to another category properly.
The transcriptions of the 100 speakers were examined according the occurrence of the conjunction words. The transcriptions could be separated into two different classes: turns with ≤ two conjunction words and turns with ≥ two conjunction words. With this information for each turn different conjunction word occurrence dependent vocabularies were created. Additionally two turn-independent vocabularies again with ≤ two and ≥ two conjunction words were created. These different vocabularies define 68 (33x2 + 2) different language models. In the recognition path the two correct turndependent language models are selected, because the turn is known a priori. Together with the two turn-independent language models four different word lattices are recognized. These lattices are combined with the ROVER system [14] . A further extension of the system is to add the reference word lattice of the turn to recognized lattices and perform a ROVER combination afterwards. This is feasible, because the turn and thus the correct word lattice, is known a priori.
Age-dependent Acoustic Modeling
The second source of prior knowledge aims at the acoustic modeling. The idea is to adapt the original baseline recognizer to different ages. This is motivated by the strong anatomic alteration during the process of growth [15] . We selected the different age classes according to automatic age recognition experiments described in [16] . The arrangement of the classes is motived by the fact, that children of an age of 9 and 10 could not be separated properly in terms of auto- [16] . So the five age classes were defined to be < 7 years, 7 years, 8 years, 9 − 10 years and > 10 years.
The adaptation was performed on 260 children. Only healthy children without speech problems are used in order to simulate a naïve human listener, that is not familiar with highly pathologic voices. The adaptation is performed in an unsupervised manner, meaning the recognized word lattice of the baseline recognizer is used as reference. First the mean vectors of the acoustic models are adapted by the Maximum A Posteriori adaptation [17] . Afterwards the mean vectors of the acoustic models are adapted again by MLLR.
Training of the Final System
In Figure 2 the training of the final system is shown. The upper part of the figure shows the acoustic adaptation. This part is performed for each of the five age classes. This means at the end 5 age-dependet acoustic models are created.
The lower part of Figure 2 shows the training process of the different language models. Transliterations of the different turns lead to different turn-dependent vocabularies and 68 different turn-dependent language models. Out-OfVocabulary (OOV) recognition is not part of this paper.
Decoding
The actual decoding process is shown in Figure 3 . Due to the fact, that the spoken turn and the age of the child are known a priori the correct acoustic models and language models can be chosen without any other means of classification. First the correct age-dependent acoustic models are chosen. The two different language models modeling the amount of filler words are selected regarding the spoken turn. In addition, recognizer outputs for the two turn-independent language models are created. These four different word lattices are combined by ROVER in the end. There is also the possibility to add the reference word lattice, i.e., the three target words of each slide, to the ROVER combination. The combined word lattice is then compared to the reference word lattice by the Levenshtein distance.
RESULTS AND DISUCCION
The three different recognition systems, i.e., original baseline system, system with extended vocabulary and the age dependent recognizers are evaluated on a 35-speaker dataset of children with CLP. We used two different performance meassures: word accuracy (WA) and word correctness (WC). They are computed from the comparison between the recognized word sequence and the reference text consisting of the n all = 99 words of the PLAKSS test. With the number of words that were wrongly substituted (n sub ), deleted (n del ) and inserted (n ins ) by the recognizer, WA and WC are calculated by:
(1)
For the extended recognition systems two different results are presented: with and without ROVERing of reference word lattice.
The recognition results on the CLP dataset are summarized in Table 2 . Again, transliterations of 35 children with a different age structure were available. Details regarding the corpus can be found in Section 2.2.2. The WA of the original speech recognizer is negative. The extended recognizer has a positive WA, but this WA is still very low (27.5 %). Without a rovering of the reference word lattice the WA is still negative (-3 %). With the extended language modeling, the WC could be improved by 11 % from 48.7 % to 54.3 % when the reference word lattice is added to the combination. Due to a high number of falsely inserted words the original speech recognizer achieves a negative WA (-11 %). The recognizer set with the extended language modeling still achieves a negative WA (-3 %) but in combination with the reference word chain a positive WA can be achieved. The WC could be improved by 8 %, respectively 11 % when the combination uses the correct word lattice.
The age-dependent speech recognition seems to be very useful for atypical speech of children. The WA could be improved from -11.0 % to 26.4 %. This can be even improved to 42.6 % when using the reference word lattice as an additional input for the combiner. The results of WC are slightly better than the extended language modeling results, but are in the same range. When looking at the age dependent results in detail, a negative WA is noticeable for children younger than seven. For these children also the WC is very low. The results achieved on the following age groups are much better. The best results are achieved on children with the age of eight. Note that there are only 4 respectively 3 speakers in these age groups, so that they are not implicitly generalizable. There is a trend similar to healthy children: The higher the age of a child, the better results are achieved. Compared to the healthy children the results in lower ages are very low. This is due to an early surgery and a starting speech therapy. Within the following years this therapy together with the anatomic alteration of the vocal tract and articulators achieves a huge gain within a short period of time. The improved pronunciation gets more and more equal to healthy children but seems still to be different within the first 10 years. This is also mentioned in [18] .
SUMMARY
We have shown, that an integration of prior knowledge into a speech recognizer leads to huge recognition improvements. The integration of test-dependent language models achieves improvements on healthy children and children with speech disorders. In combination with an age-dependent recognition significantly higher WA values are achieved. An investigation of the age-dependent result shows, that CLP children younger than eight achieved very low WA and WC values. This is because the task of recognizing children's speech is amplified by the anatomic malformation and the difficulties in speech production.
With the recognition improvement by the use of prior information it is possible to achieve a better identification and segmentation of single words out of spoken texts. With this segmentation it is possible to perform an articulation evaluation on the extracted words, so that we have solved one milestone of detecting and classifying specific articulation disorders.
OUTLOOK
In this ongoing work we are now focusing on an acoustic modeling trained or adapted directly on the speech of CLP children. Other fields will be the optimal selection of the VTLN parameters for both training and decoding.
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