Recently, a max-plus dual space fundamental solution semigroup for a class of difference (differen- 
I. INTRODUCTION
The difference (differential) Riccati equation (DRE) arises naturally from optimal control and filtering theory [1] , [2] , [11] . In particular, the solution of the DRE characterises the optimal performance and controller/estimator of the associated control/filtering problem. One of the important topics in the investigation of DREs is the characterisation and representation of all solutions via some form of fundamental solution [4] , [5] , [10] . For example, in the continuous time case, the well-known Davison-Maki fundamental solution [5] by exploiting the linearity of the dynamic programming evolution operator associated with the attended optimal control problem, with respect to the max-plus algebra. It has been demonstrated that this max-plus fundamental solution admits efficient computation of particular solutions of the DRE [13] , [6] , [9] , [7] , [16] . This max-plus fundamental solution has also been recently applied in investigating properties of DRE solutions [17] .
In developing this max-plus fundamental solution, a specific duality pairing is employed that uniquely identifies the value function, which resides in a primal space, with a corresponding element of a max-plus dual space, via the Legendre-Fenchel transform. This dual space element is used to define the kernel of a max-plus integral operator indexed with the same time horizon.
By virtue of the aforementioned duality pairing, max-plus linearity of the dynamic programming evolution operator, and the semigroup property enjoyed by this dynamic programming evolution operator, it is shown that the set of all such time horizon indexed max-plus integral operators defines a semigroup in the dual space. In particular, the value function corresponding to any terminal payoff can be evolved to longer time horizons in the dual space by application of elements of this semigroup of max-plus integral operators. As evolution of the value function is equivalent to evolution of the DRE solution, and the initialisation defined by the terminal payoff is arbitrary, the aforementioned semigroup may be regarded as a max-plus dual space fundamental solution semigroup for the DRE (see [16] ).
In view of this max-plus dual space fundamental solution semigroup, the purpose of this paper is to explore the existence and properties of a max-plus primal space fundamental solution semigroup. In principle, the construction of such a primal space fundamental solution semigroup involves the representation of the dynamic programming evolution operator for each time horizon in terms of a specific max-plus integral operator indexed by the same time horizon. The resulting class of time horizon indexed operators takes the same form as in the dual space case, but with each element defined entirely on the primal space. It is shown that the primal and dual space fundamental solution semigroups are in fact isomorphic.
In terms of organisation, Section II introduces the class of DRE and associated linear quadratic optimal control problem of interest. Section III defines the max-plus primal and dual spaces.
Section IV summarises the existing max-plus dual space fundamental solution semigroup, followed by an analogous development of the new max-plus primal space fundamental solution semigroup in Section V. Section VI includes a detailed analysis of the connection between the max-plus primal and dual space fundamental solution semigroups. An interpretation of the new primal space fundamental solution semigroup as a max-plus Green's function is discussed in Section VII. Finally some brief concluding remarks are provided in Section VIII.
In terms of notation, R, N, Z ≥0 denote the sets of reals, natural numbers and non-negative integers respectively. Two sets of extended reals are denoted by R − . = R ∪ {−∞} and R + . = R∪{∞}. The set of n×n real, symmetric matrices is denoted by M n×n . = {P ∈ R n×n |P = P T }.
Given P ∈ M n×n , P > 0 (respectively P ≥ 0) denotes positive (nonnegative) definiteness of P . The triple (R − , ⊕, ⊗) denotes a semiring, representing the max-plus algebra, with addition and multiplication operations defined respectively by a ⊕ b . = max{a, b} and a ⊗ b .
The max-plus integral of a function f :
Notation defined in the paper is listed in a table in the Appendix.
II. THE DIFFERENCE RICCATI EQUATION AND OPTIMAL CONTROL
Attention is restricted to difference Riccati equations of the form
with the Riccati operator R :
Here, A ∈ R n×n , B ∈ R n×m , n ≥ m, Φ ∈ M n×n , Φ > 0 are real matrices, and the gain γ > 0 is a real number. The DRE (1) is an example of the indefinite difference Riccati equation [15] , [18] as the so-called Popov matrix Π =
The DRE (1) arises from the study of the optimal control of linear systems of the form
with the value function
via the total payoff
Here,
is the solution at time k of the DRE (1) with initial condition P 0 .
In order to facilitate the development of max-plus fundamental solution semigroups, define the (one-step) dynamic programming evolution operator S by
and k-step dynamic programming evolution operator S k , k ∈ N iteratively by
As a matter of convention, define S 0 . = I to be the identity operator. Dynamic programming then implies that the set {S k , k ∈ Z ≥0 } defines a semigroup, see [16] , and the operator S k propagates the terminal payoff
to the value function via W k = S k W 0 . A fundamental property of the operator S k is that it is linear over max-plus algebra, that is, [12] , [16] ).
III. MAX-PLUS PRIMAL AND DUAL SPACE
In order to develop the max-plus dual and primal space fundamental solution semigroups, the max-plus dual and primal spaces, and the duality pairing, are defined first.
The spaces of uniformly semiconvex and semiconcave functions with respect to K ∈ M n×n are denoted by
Define a pair of operators D ψ and D
−1
ψ for a given M ∈ M n×n by (see [12] )
where the function ψ :
The following restrictions on M ∈ M n×n are assumed throughout.
Assumption 3.2:
Given B ∈ R n×m as per (4) , the matrix M ∈ M n×n in (13) satisfies the following inequalities
Inequality (14) requires that a particular solution P k = R k (M) of the DRE (1) with initial condition P 0 = M exists for all k ∈ N. The inequality (15) implies that this particular solution
This condition is useful to specify the max-plus primal and dual spaces. The inequality (16) is useful in deriving the max-plus primal space fundamental solution semigroup in Section V.
The following result shows that the operators D ψ and D
−1
ψ can be used to define a duality between the spaces S −M
n×n is as per (13) .
Theorem 3.3:
The operator D ψ of (11) is a bijection from space S
with inverse operator D −1 ψ given by (12) . Proof: It is first shown that
For any φ ∈ S −M + (R n ), by Definition 3.1 of uniform semiconvexity with respect to −M, the
x T Mx is convex on R n . By convex duality (e.g., [3] ), the conjugate function φ *
is a convex function on R n . Then, by (11),
To show (18) , take anyφ ∈ S −M − (R n ). By Definition 3.1 of uniform semiconcavity with respect to −M, the functionφ − :
is a convex function R n . Then, by (12),
Thus, the functionφ :
The assertion that the operator D
−1
ψ is the inverse of D ψ is proved in Theorem 2.9 of [12] . Thus, for anyφ ∈ S
For the purpose of studying the solutions of the DRE (1), the domain of the operators D ψ can be restricted to a space of quadratic functions
For any function
This
. Define the range of the operator D ψ over the space
Then, ran(D ψ ) can be expressed explicitly from the definition of the operators D ψ of (11) . To this end, define a matrix operation Υ :
for Ω ∈ M n×n such that Ω > M. It can be verified directly that the inverse of Υ is
for all Ω ∈ M n×n such that Ω < −M. Denote
x ∈ R n . Then from (11) and (23),
Thus, every element in ran(D ψ ) corresponds to an element in Q −M − (R n ), and vice versa. Hence
The following results follows immediately by combining Theorem 3.3 and Theorem 3.4.
Corollary 3.5:
The operator D ψ of (11) is a bijection from
ψ given by (12) . In this paper, Q −M + (R n ) is referred to as the max-plus primal space and
as the max-plus dual space. The dynamic programming evolution operator S k of (8) propagates the value function W k of (5) in the max-plus primal space
In order to show that the value functions
, the following monotonicity property of the Riccati operator R k is proved first.
Lemma 3.6:
Suppose that the solutions to DRE (1)
Proof: Denote W 
For any x ∈ R n , applying the definition (5) of the value function W i k yields 1 2
The inequality
k follows from the arbitrariness of x ∈ R n .
Theorem 3.7:
Suppose that Assumption 3.2 holds, and for k ∈ Z ≥0 , an initial value function
x T P 0 x, x ∈ R n , with P 0 > M. Then, the value function
Proof: From the definition (26) of dom(S k ), the solution R k (P 0 ) exists at time k and the
from the monotonicity of the operator R k from Lemma 3.6. Applying the Riccati operator R to both sides of the inequality
according to (21).
Remark 3.8: From Theorem 3.7, the value function
IV. MAX-PLUS DUAL SPACE FUNDAMENTAL SOLUTION SEMIGROUP
In [16] , a max-plus fundamental solution semigroup of the DRE (1) has been developed, which is inspired by the work of [13] . This max-plus dual space fundamental solution semigroup has also been developed for infinite dimensional problems [6] , [7] , [9] . This section introduces this max-plus dual space fundamental solution semigroup.
Define an auxiliary value function S k : R n × R n → R by applying the operator S k to the functions ψ(·, z)
From Theorem 3.1 in [16] , Assumption 3.2 guarantees that the function S k exists for all k ∈ N and is quadratic of the form
with Hessian denoted by
. Theorem 3.1 in [16] shows that the matrices Q k , k ∈ Z ≥0 , satisfy the iterations
As shown in Theorem 3.7, it follows that Q 11 k > M for k ∈ N, from the inequality (15) in Assumption 3.2. This implies that the operator D ψ of (11) can be applied to S k (·, z) of (28) to yield a function
In [13] , [16] , the function B k is used to define a max-plus integral operator B k
It has been shown in [13] that B k is related with S k of (8) by
From Corollary 3.5 and Theorem 3.7, D ψ is a bijection from Q −M
Since {S k , k ∈ N} defines a semigroup by dynamic programming principle [16] , it follows that the set {B k , k ∈ Z ≥0 } also defines a semigroup by inspection of
be the max-plus dual of the value function W k . Then, from (33),
That is, the semigroup {B k , k ∈ Z ≥0 } propagates the max-plus dual of the value functions. This provides an alternative path to propagate the initial value functions W 0 to the final value function W k as shown in Figure 1 .
❶ Map the initial value function W 0 into the dual space
❸ Obtain the value function W k by applying D Fig. 1 . Propagation of W k by S k of (8) or by B k of (32).
Inherited from the semigroup property of B k , the kernels {B k , k ∈ N} also defines a semigroup, with propagation specified by
for any k 1 , k 2 ∈ Z ≥0 . Furthermore, it has been shown [16] that B k is quadratic of the form
Inherited from the semigroup properties of B k , the set {Θ k , k ∈ N} also defines a semigroup with propagation specified by
with
(see [16] ). Conditions that guarantees that 
The semigroup {Θ k , k ∈ N} is referred to as the max-plus dual space fundamental solution semigroup for the DRE (1).
From Remark 3.8, the max-plus dual of the value function W k is quadratic and given by
Thus, the Hessian of the max-plus dual of the value function {O k , k ∈ N} can be computed via the max-plus dual space fundamental solution semigroup {Θ k , k ∈ N} by
where the operation
Note that O 0 +Θ 22 k < 0 is necessary for the representation in (39), which is shown to be equivalent to the existence of the solution P k of the DRE (1) (see [17] ). From Remark 3.8, O k and P k are related by the operation Υ of (23) and Υ −1 of (24) via O k = Υ(P k ) and
respectively. The representation of solution of DRE (1) P k = R k (P 0 ) via the max-plus dual fundamental solution semigroup {Θ k , k ∈ N} is then given by
The max-plus dual space fundamental solution semigroup {Θ k , k ∈ N} can be computed by using the propagation rule (36) with initial condition Θ 1 given in equation (32) of [16] . After (1) corresponding to any initial condition P 0 > M can be obtained directly using formula (41). Note that {Θ k , k ∈ N} only needs to be computed once and its computation is independent of the initial condition P 0 .
V. MAX-PLUS PRIMAL SPACE FUNDAMENTAL SOLUTION SEMIGROUP
Equation (41) provides a representation of solutions of the DRE (1) P k = R k (P 0 ) via the maxplus dual space fundamental solution semigroup {Θ k , k ∈ N}. In this section, a new max-plus fundamental solution semigroup is developed analogously, which allows a simpler representation of the solution P k = R k (P 0 ).
From (30), the matrices Q 22 k , k ∈ Z ≥0 , satisfy the iteration
. The inequality (14) implies that
Consequently, the operator D ψ of (11) can be applied to the function S k (x, ·), k ∈ N, of (28) to yield a new
Applying the inverse dual operator D
Define a max-plus integral operator
for all φ ∈ Q −M + (R n ) such that the max-plus integral in (45) is finite. The next theorem shows that S k coincides with the dynamic programming evolution operator S k of (8) on dom(S k ).
Theorem 5.1: Suppose that dom(S k ) = ∅ at time k ∈ N. Then, for any φ ∈ dom(S k ),
Proof: It is shown first that
. By the max-plus linearity of the operator S k
, from(47), (43) and (44),
where the third equality uses the fact that ψ(x, z) = ψ(z, x) for all x, z ∈ R n .
Theorem 5.1 and (45) show that the dynamic programming evolution operator S k is a max-plus integral operator with the kernel S k of (43).
Corollary 5.2: For any
, the dynamic programming evolution operator S k of (8) satisfies
Using (48), the value function W k = S k W 0 for W 0 ∈ dom(S k ) can be expressed by
Analogous to B k of (31), it is a consequence of the quadratic form of the function S k and the function ψ of (13) used for the operator D ψ of (11), the functions {S k , k ∈ N} are also quadratic of the form
. Analogous to the propagation rules for B k and its Hessian Θ k specified in (34) and (36), S k and its Hessian Λ k follow similar propagation rules.
Theorem 5.3:
For any k 1 , k 2 ∈ N, the functions S k 1 , S k 2 of (43) satisfy
and the matrices Λ k 1 , Λ k 2 of (50) satisfy
Here the ⊛ operation is defined in (36).
Proof: For any k 1 , k 2 ∈ N and φ ∈ dom(S k 1 +k 2 ), from (46),
Since φ ∈ dom(S k 1 +k 2 ) is arbitrary, (51) follows. Applying the quadratic form of (50) for S k 1 +k 2 , S k 1 and S k 2 and evaluating the quadratic maximisation with respect to ρ ∈ R n in (51) explicitly yields (52).
Similarly to Θ 1 in (37), the initial condition
where Q 1 is as per (38).
Inherited from the semigroup property of {S k , k ∈ N}, the sets {S k , k ∈ N} and {Λ k , k ∈ N} define two semigroups with propagation rules specified by (51) and (52) respectively. The semigroup {Λ k , k ∈ N} is referred to as the max-plus primal space fundamental solution for the DRE (1). Using representation (49), the semigroup {Λ k , k ∈ N} can be used to derive a new representation of the solution P k = R k (P 0 ) of the DRE (1).
Theorem 5.4:
Given the sequence {Λ k , k ∈ N} of (50), for any P 0 ∈ M n×n such that Λ 22 k + P 0 < 0, the solution P k = R k (P 0 ) at time k of the DRE (1) is given by
where
Proof: The solution P k = R k (P 0 ) of the DRE (1) is the Hessian of the value function W k of (5) with initial value function W 0 (x) = 1 2
x T P 0 x. Applying (49) yields for any x ∈ R n 1 2
Since this holds for all x ∈ R n , (54) follows.
Remark 5.5:
It has been shown in [17] that the condition Λ 22 k + P 0 < 0 is a necessary and sufficient condition for the existence of the solution P k = R k (P 0 ) of DRE (1).
It can be seen that the representation of the DRE solution P k = R k (P 0 ) in terms of the max-plus primal space fundamental solution semigroup {Λ k , k ∈ N} via (54) has a simpler form than the representation of (41) via the max-plus dual space fundamental solution semigroup {Θ k , k ∈ N}. Here, {Λ k , k ∈ N} is developed directly in the max-plus primal space, thus avoiding the transformation to the max-plus dual space via Υ and back to the primal space at the end via Υ −1 . The computation of P k = R k (P 0 ) via the max-plus primal and dual fundamental solution semigroup is shown in Figure 2 . 
VI. CONNECTION WITH THE MAX-PLUS DUAL SPACE FUNDAMENTAL SOLUTION SEMIGROUP
A solution P k = R k (P 0 ) of the DRE (1) can be represented either by the max-plus dual space fundamental solution semigroup {Θ k , k ∈ N} via (41) or by the primal space fundamental solution semigroup {Λ k , k ∈ N} via (54). This suggests that there exists a correspondence between the elements of these two semigroups. This section explores relationship between these two semigroups.
Note that both functions B k of (31) and S k of (43) are derived from the functions S k of (28) via the operator D ψ of (11). Thus, both Θ k and Λ k are related with Q k , the Hessian of S k . In order to find the connection between Θ k and Λ k , the connection between Θ k and Q k , and the connection between Λ k and Q k are established first. To this end, define an operator
for Ω ∈ M 2n×2n such that Ω 11 + M < 0. It can be verified directly that the inverse of Γ is
for Ω ∈ M 2n×2n such that M − Ω 11 < 0. It has been shown in Theorem 3.8 of [16] that Θ k and Q k are connected by
Note that 
and an second operation Π :
where Γ, ∆ are as per (56) and (59). By inspection of (59), ∆ −1 = ∆. Then,
The matrix operations Π and Π −1 characterise the transforms between Q k of (29) and Λ k of (50).
Theorem 6.1:
The matrices Q k of (29) and Λ k of (50) satisfy The matrices Λ k in the primal space fundamental solution semigroup {Λ k , k ∈ N} and Θ k in the max-plus dual space fundamental solution semigroup {Θ k , k ∈ N} satisfy
Proof: From (58) and (62),
The correspondence among matrices Λ k , Q k , Θ k follows (58), (62) and (64), which is summarised in Figure 3 . Fig. 3 . Correspondence among matrices Q k , Θ k , and Λ k , of (29), (35), and (50).
VII. THE PRIMAL SPACE FUNDAMENTAL SOLUTION INTERPRETED AS A MAX-PLUS GREEN'S FUNCTION
In [8] , the concept of max-plus Green's function was proposed in the context of two point boundary value problems for an infinite dimensional problem. It will be shown that kernel S k of (43) can be interpreted as a max-plus Green's function. Define the max-plus Dirac delta function 
Note that 0 is the multiplicative identity and −∞ is the additive identity in the max-plus algebra (R − , ⊕, ⊗). That is, 0 ⊗ a = a and −∞ ⊕ a = a for any a ∈ R − . Consequently, the function δ y of (65) can be interpreted as a delta function defined with respect to the max-plus algebra, with ⊕ R n δ y (x) dx = 0. So, applying the dynamic programming evolution operator S k of (8) to δ y yields (S k δ y )(x) = ⊕ R n S k (x, ρ) ⊗ δ y (ρ) dρ = S k (x, y).
Thus, the kernel S k of (43) has an interpretation of a particular value function (S k δ y ). That is, the function S k is a Green's function for the integral operator S k over max-plus algebra (R − , ⊕, ⊗).
It is also interesting to note that the max-plus Dirac delta function δ y of (65) can be regarded as the limit of the quadratic function ψ of (13), where the Hessian M → −∞I. When ψ(x, y) = δ y (x), the max-plus duality operators D ψ and D −1 ψ of (11) and (12) simplify to the special case in which D ψ (φ) = φ = D −1 ψ φ. Thus, in this limit, the primal space fundamental solution {Λ k , k ∈ N} and the dual space fundamental solution {Θ k , N} are the same. The discovery of S k of (43) as the limit of B k as M → −∞ I was reported in [14] . Table of Notation 
