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Anotace 
Bakalářská práce se zabývá implementací metody rozpoznávání řeči s omezeným počtem 
rozpoznávaných slov v prostředí Matlab. Rozpoznávač je založen na metodě dynamického 
programování realizované algoritmem borcení časové osy (DTW) a je určen pro rozpoznávání 
izolovaných slov. Z řečového signálu jsou vyčíslovány příznaky pomocí metod krátkodobé 
analýzy signálu v časové a kmitočtové oblasti, dále pomocí metod na principu kepstrální 
analýzy a lineární prediktivní analýzy signálu. Příznaky vytvoří obraz slova vhodný pro 
kvantifikaci míry podobnosti s obrazem jiného slova. Algoritmus borcení časové osy 
eliminuje vliv kolísání tempa promluvy nelineární normalizací časové osy jednoho ze slov 
tak, aby se obrazy slov co nejvíce shodovaly. Míra podobnosti dvou slov je vyčíslena jako 
vzdálenost slov. Ve slovníku rozpoznávače jsou uloženy obrazy známých slov, obraz 
neznámého slova je porovnán s obrazy slov ve slovníku a jsou vyčísleny vzdálenosti každého 
známého slova s neznámým slovem. Neznámé slovo je určeno jako shodné s tím slovem ve 
slovníku, ke kterému má nejmenší vzdálenost. Úspěšnost klasifikace je závislá především na 
volbě příznaků. 
 
Klíčová slova: rozpoznávání řeči, borcení časové osy, DTW, vzdálenost slov, analýza 




This bachelor thesis deals with the implementation of voice diagnostic method with limited 
number of recognized words in Matlab environment. Recognizer is designed for recognition 
of isolated words and is based on the dynamic programming method. This method is realized 
by the dynamic time warping algorithm (DTW). Features of the speech signal are calculated 
by methods of short-term analysis in time and frequency domain and by methods that are 
based on cepstral analysis and linear predictive analysis. The representation of the word, 
which is generated from its features, is suitable for quantifying the degree of similarity with 
the representation of another word. In order to achieve the highest degree of similarity, the 
dynamic time warping algorithm eliminates influence of fluctuation of the speech rate by non-
linear normalization time axis of one of the compared words. The degree of the similarity of 
the two compared words is enumerated as the words’ distance. The representations of known 
words are stored in a word-book. The unknown word is compared with all words in the word-
book and recognizer calculates distances between every known word and the unknown word. 
The unknown word is defined as identical with the known word that has the shortest distance 
to the unknown word. The successfulness depends mainly on the choice of the features. 
 
Keywords: voice recognition, dynamic time warping, DTW, words’ distance, speech signal 
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Využití řeči pro komunikaci s počítačem znamená, že počítač musí být schopen přijmout 
akustický signál, analyzovat jej, získat informaci v něm obsaženou a tuto informaci potom 
dále zpracovávat. Proces rozpoznání vysloveného izolovaného slova rozdělím na dvě části: 
- Zpracování řečového signálu, 
- rozpoznávání slov. 
Zpracování řečového signálu zahrnuje úpravu signálu, dále výpočet některých parametrů 
signálu. Zajímavé jsou charakteristiky, které nesou určitou informaci o hláskách 
v proneseném slově, tedy charakteristiky, jejichž hodnota je závislá právě na tom, jaká hláska 
byla vyslovena. Přitom charakteristiky musí být málo ovlivňovány tím, že slovo pronáší různí 
mluvčí. V 1. kapitole budou popsány některé metody krátkodobé analýzy signálu v časové 
oblasti, v kmitočtové oblasti, metody na principu homomorfní analýzy signálu a metody 
lineární prediktivní analýzy signálu. 
S využitím vypočítaných charakteristik lze porovnávat a určitým způsobem vyjádřit 
podobnost dvou slov. Je však potřeba kompenzovat časové rozdíly nejen v celkové délce 
pronesených slov, ale také v délce jednotlivých částí (hlásek) uvnitř porovnávaných slov. 
Metoda umožňující tuto nelineární normalizaci délky proneseného slova, kterou se budu 
zabývat, je metoda dynamického programování založená na algoritmu borcení časové osy, 
popsané v kapitole 2. 
Po rozpoznání slova, tzn. po zjištění informace obsažené ve slově, může následovat reakce 
na přijatou informaci. Dalším zpracováním rozpoznaného slova se v této práci nebudu 
zabývat. 
Ve 3. kapitole se zabývám realizací výpočtu charakteristik signálu a rozpoznávání 
s využitím poznatků uvedených v předešlých částech práce. Také jsou v ní uvedeny 
zpracované výsledky klasifikace, které jsem získal při testování rozpoznávače. 
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1 Zpracování řečového signálu 
1.1 Kódování signálu 
Aby mohl počítač přijímat informaci obsaženou v řeči, je nutné převést akustický signál do 
formy, ve které je možné signál dále zpracovávat. Akustické kmity lze snímat mikrofonem. 
Spojitý elektrický signál je dále převeden do číslicového tvaru - proces digitalizace. Tento 
proces znamená redukci časově spojitého signálu nabývajícího nekonečného množství hodnot 
na posloupnost číselných údajů, přičemž každý údaj je z konečného počtu hodnot. 
Pro rozpoznávač řeči jsem použil modulaci PCM se vzorkovacím kmitočtem fvz = 8 kHz a 
16bitovým kódováním. 
1.2 Zpracování signálu 
Použitá metoda analýzy řečového signálu vychází z poznatku, že se jeho vlastnosti v čase 
mění pomalu [4, kapitola 3]. Díky tomu lze řečový signál - pronesené slovo - rozdělit na 
krátké úseky (mikrosegmenty) o délce řádově desítek milisekund a každý úsek zpracovávat 
zvlášť, tzv. krátkodobá analýza. 
Metody krátkodobé analýzy lze rozdělit na: 
- Metody zpracování v časové oblasti, 
- metody zpracování v kmitočtové oblasti, 
- homomorfní analýza, 
- lineární prediktivní analýza. 
Z každého mikrosegmentu je vypočten (na základě některé z metod krátkodobé analýzy) 
jeden nebo více příznaků charakterizující daný úsek slova. Celé slovo potom je 
reprezentováno příznakem nebo vektorem příznaků jdoucích po sobě tak, jak jdou po sobě 
jednotlivé mikrosegmenty. Posloupnost vektoru příznaků se označuje jako obraz slova. 
Rozdělení slova na jednotlivé segmenty je realizováno váhovou posloupností (tzv. 
okénkem), která zajišťuje výběr některých vzorků z celého slova. Váhová funkce přiřazuje 
určitou váhu každému vzorku signálu tak, že nenulovou váhu má pouze M vzorků jdoucích po 
sobě. Tím je z celého slova vybrána jen jeho určitá část. 
Existuje více typů okénka, zmíním 2 nejpoužívanější: 












- Hammingovo okénko - vzorky na krajích mikrosegmentu mají menší váhu, vzorky 













Každý mikrosegment je posunut o b vzorků oproti předchozímu, b=1, 2, 3, ..., M. Je-li 
b<M, potom se segmenty vzájemně překrývají. 
Jednotlivé mikrosegmenty získáme součinem signálu a příslušného okénka, okénko před 
každým následujícím výpočtem mikrosegmentu posuneme o b vzorků. 
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1.3 Metody zpracování v časové oblasti 
1.3.1 Krátkodobá energie 
Definice krátkodobé energie signálu [4, str. 36]: 







x[n] je n vzorek signálu, w[m] je typ okénka. Výsledkem funkce krátkodobé energie signálu je 
hodnota, která je úměrná průměrné hodnotě energie v mikrosegmentu. Tato charakteristika je 
citlivá na velké změny úrovně signálu, protože kvadrát v definici funkce ještě zvyšuje 
vysokou dynamiku řečového signálu. Tento problém lze odstranit využitím funkce krátkodobé 








Využití těchto charakteristik je např. při oddělování segmentů řeči od segmentů ticha nebo 
oddělování znělé od neznělé části řečového signálu. 
1.3.2 Krátkodobá funkce středního počtu průchodů signálu nulou 






















a w[m] je pravoúhlé okénko. [4, str. 36] 
Z průběhu harmonického signálu je patrné, že průměrný počet průchodů signálu nulovou 
úrovní je roven dvojnásobku kmitočtu signálu. Lze říci, že tato charakteristika nese určitou 
informaci o spektrálních vlastnostech signálu x[n]. 
Tato metoda se využívá v různých modifikacích, např. signál je derivován a následně 
měřený počet průchodů nulou odpovídá počtu lokálních extrémů v řečovém signálu. Může být 
měřena okamžitá vzdálenost mezi dvěma bezprostředně následujícími průchody nulou aj. 
Tato charakteristika se využívá např. při určování začátku a konce slova s velkým 
aditivním šumem, určování základního hlasivkového tónu, příznaky v jednoduchých 
klasifikátorech slov aj. 
Kmitočtový obsah signálu vzniklého vyslovením různých hlásek je různý. Z obr. 1 je vidět, 
že neznělá hláska „C“ má charakter šumového signálu a obsahuje především vyšší kmitočty, 
tzn. signál má velký počet průchodů signálu nulou, zatímco znělá hláska „E“ má charakter 
periodického signálu o určité výšce tónu, obsahuje nižší kmitočty, tzn. počet průchodů signálu 




Obr. 1  Zobrazení hodnot středního počtu průchodů nulou ve slabice „CE“. 
1.3.3 Autokorelační koeficienty 









V případě segmentovaného signálu o délce okna N autokorelační funkce nabývá nenulových 














Autokorelační funkce vyjadřuje míru vnitřní podobnosti signálu. Autokorelační funkce 
periodického signálu je také periodická se stejnou periodou, je to vždy funkce sudá, v bodě    
k = 0 je maximální hodnota funkce a tato hodnota je rovna energii signálu. 
Pokud všechny koeficienty R(k) podělím hodnotou R(0), získám normované autokorelační 









Pro segmentovaný signál je maximální počet nenulových autokorelačních koeficientů roven 
délce segmentu. Protože je signál segmentu časově omezen, při rostoucí hodnotě k klesá počet 
členů sumy, tzn. zmenšuje se rozkmit autokorelační funkce. 
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Autokorelační koeficienty lze využít jako příznaky k rozpoznávání řeči, také lze podle nich 
určovat znělost či neznělost segmentu promluvy, především se však využívají k výpočtu 
koeficientů lineární prediktivní analýzy.  
1.4 Metody zpracování v kmitočtové oblasti 
1.4.1 Pásmová filtrace 
Analyzovaný signál je přiveden na vstup banky filtrů, přičemž jednotlivé filtry jsou pásmové 
propusti s úzkou šířkou pásma. Každý filtr přenáší jinou část spektra signálu tak, aby bylo 
celé spektrum rozděleno do více kanálů, z nichž každý přenáší daným filtrem vybranou část 
spektra. 
Rozdělíme celé přenášené pásmo (kmitočty od 0 Hz do poloviny vzorkovacího kmitočtu) 
na Q kanálů (označme kanál q, q=0,1,...,Q–1). Kanál 0 obsahuje signál po filtraci dolní 
propustí s mezním kmitočtem fm. V kanálu 1 bude signál filtrovaný pásmovou propustí 
s dolním mezním kmitočtem fd=fm a horním mezním kmitočtem fh=3fm. Střední kmitočet 
pásmového filtru je fs=2fm. Šířka pásma pásmové propusti je B=2fm. Signály v kanálech 1 až 
Q–1 jsou filtrovány pásmovými propustmi, přičemž (Q–1) pásmová propust má střední 
kmitočet shodný s polovinou vzorkovacího kmitočtu - chová se tedy jako horní propust 
s mezním kmitočtem (fvz/2) –fm. 









a střední kmitočet 
( 11 ).Bqf s =
),cos(][][ = npnhnh π
 
Střední kmitočty jednotlivých pásmových propustí jsou tedy od sebe ekvidistantně 
vzdáleny o šířku pásma B. 
 
Obr. 2  Příklad modulových kmitočtových charakteristik 4pásmové banky filtrů. 
Pro návrh banky pásmových filtrů se nejvíce hodí číslicové filtry typu FIR, tj. s konečnou 
impulsní odezvou. Pro návrh stačí navrhnout filtr pro kanál 0 - dolní propust. Ostatní filtry - 
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pásmové propusti a horní propust, resp. jejich impulsní odezvu, dopočítám modulací impulsní 










kde hq[n] je impulsní odezva transformované pásmové propusti, h0[n] je impulsní odezva 
dolní propusti a  p je hodnota relativního kmitočtu fr, tj. poměr požadovaného středního 
kmitočtu filtru fs a poloviny vzorkovacího kmitočtu fvz/2. 
Výsledkem je kmitočtová transformace filtru do požadovaného pásma. V jednotlivých 
kanálech lze potom počítat jako příznaky hodnoty úměrné intenzitě (popř. energii) v daných 
kmitočtových pásmech - krátkodobá intenzita (energie) v pásmu. V rozpoznávači používám 
9pásmovou banku filtrů. 
1.5 Homomorfní analýza 
Homomorfní analýza je nelineární postup zpracování signálů založený na zobecněném 
principu superpozice. Vznik řečových kmitů je modelován konvolucí budicí funkce a 
impulsní odezvy hlasového ústrojí. Budicí funkcí je u znělé řeči periodický sled pulzů a u 
neznělé řeči náhodný šum. Homomorfní analýza umožňuje oddělit od sebe členy 
konvolutorního součinu, tzv. homomorfní filtrace. 
1.5.1 Kepstrální analýza řeči 
Kepstrální analýza patří mezi metody krátkodobé analýzy řeči, vychází z vlastností 
homomorfních systémů blíže popsaných v [4, část 4.5.1].  
Mějme diskrétní signál x[n] vzniklý konvolucí posloupností x1[n] a x2[n] [4, str. 51] 
( 13 )].[][][ 21 nxnxnx ⊗=
<
 
Postup výpočtu tzv. komplexního kepstra X’[n] je uveden na obr. 3, výpočet tzv. kepstra 
c[n] je obdobný, pouze s tím rozdílem, že v druhém bloku je logaritmus absolutní hodnoty 
spektra vstupního signálu. 
 
Obr. 3  Postup výpočtu komplexního kepstra. [4, str. 53] 
Diskrétní Fourierova transformace má vlastnost, že konvoluce předmětů odpovídá po 
transformaci součinu obrazů. Při využití této vlastnosti a logaritmováním součinu obrazů 
získáme součet modifikovaných obrazů. Zpětnou diskrétní Fourierovou transformací získáme 
součet dvou modifikovaných předmětů. 
Komplexní kepstrum obsahuje součet složek buzení a odezvy hlasového ústrojí. 
Komplexní kepstrum periodického sledu pulzů (buzení znělé řeči) je dáno periodickými pulzy 
v intervalech úměrných periodě základního tónu hlasivek. Komplexní kepstrum impulsní 
odezvy hlasového ústrojí se objevuje pouze pro n blízké 0. Proto pro oddělení složek kepstra 
stačí vynásobit kepstrum tzv. kepstrálním okénkem l[n], pokud chceme získat složku 





























pokud chceme získat složku buzení hlasového traktu. Hodnotu n0 volíme tak, aby byla menší 
než perioda základního tónu hlasu. 
Jako obraz segmentu signálu používám 10 koeficientů reálného kepstra, přičemž 1. 
koeficient kepstra, který je úměrný logaritmu energie signálu, vynechávám, používám tedy 2. 
až 11. koeficient.  
1.5.2 Melovské kepstrální koeficienty 
Metoda zahrnuje zpracování signálu na principu kepstrální analýzy a do určité míry 
respektuje vlastnost lidského sluchu - nelineární vnímání kmitočtu zvuku. Tuto vlastnost 
označovanou jako subjektivní výška lze modelovat kompresní křivkou, tzv. melovskou 












kde f [Hz] je kmitočet v lineární škále, fm [mel] je odpovídající kmitočet v melovské 
(nelineární) škále. 
 
Obr. 4  Banka melovských filtrů 
Zohlednění nelineárního vnímání kmitočtu lidským sluchem je do analýzy zavedeno 
melovskou filtrací signálu realizovanou bankou trojúhelníkových pásmových filtrů 
s rovnoměrným rozložením středních kmitočtů jednotlivých filtrů na kmitočtové ose 
s měřítkem v melovské škále. Je-li vzorkovací kmitočet 8 kHz, je přenášená šířka pásma od 0 
do 4000 Hz, čemuž v melovské škále odpovídá pásmo od 0 do 2146 mel. Pro tuto šířku pásma 
jsem zvolil rozdělení na 15 pásem, tedy 15 trojúhelníkových filtrů. Kmitočtové 
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charakteristiky použitých filtrů jsou zobrazeny na obr. 4, v melovské kmitočtové škále tvoří 
charakteristiky rovnoramenné trojúhelníky. 
Na obr. 5 je blokově znázorněn výpočet melovských kepstrálních koeficientů. Nejprve je 
vypočteno spektrum vstupního segmentu x[n] zpracovávaného slova pomocí diskrétní 
Fourierovy transformace (DFT). Následuje pásmová filtrace bankou melovských filtrů. 
Dalším krokem je logaritmování, což je příznačné pro kepstrální analýzu. Poslední krok 
výpočtu melovských kepstrálních koeficientů cm je zpětná diskrétní Fourierova transformace 
(IDFT). Jelikož amplitudové spektrum | X( f ) | je reálné a symetrické (filtrace ani 
logaritmování tuto vlastnost signálu nezmění), je možné IDFT redukovat na diskrétní 





















kde M’ je počet pásem melovských pásmových filtrů a M je počet melovských kepstrálních 
koeficientů. 
 
Obr. 5  Postup výpočtu melovských kepstrálních koeficientů [3, str. 165] 
Stejně jako u kepstrálních koeficientů používám melovských kepstrálních 10 koeficientů, 
přičemž 1. koeficient úměrný logaritmu energie signálu vynechávám, používám tedy 2. až 11. 
koeficient.  
1.6 Lineární prediktivní analýza 
Velmi efektivní metodou analýzy řečového signálu je lineární prediktivní kódování (LPC - 
Linear Predictive Coding). Jedná se o odhad parametrů modelu vytváření řeči z analýzy 
segmentu řečového signálu při relativně přijatelné výpočetní náročnosti. Principem lineární 
predikce je předpoklad, že n vzorek signálu x[n] lze vypočítat lineární kombinací určitého 










kde am jsou koeficienty prediktoru (LPC koeficienty) a M je řád prediktoru. Úlohou lineární 
prediktivní analýzy je výpočet LPC koeficientů, aby byl prediktor schopen s co nejmenší 
chybou předpovědět následující hodnotu vzorku. Předpokládáme-li, že krátký úsek 
analyzovaného signálu je periodický (ve skutečnosti je kvaziperiodický), lze jej popsat 
omezeným počtem LPC koeficientů. V této práci používám prediktor 10. řádu pro popis 
segmentů signálu. 
Prediktor je číslicový filtr s konečnou impulsní odezvou (FIR) a jeho koeficienty obsahují 



















Srovnání kmitočtové charakteristiky filtru popsaného LPC koeficienty a Fourierovy analýzy 
signálu je velmi názornou ilustrací, že LPC koeficienty popisují kmitočtové vlastnosti 
segmentu signálu - viz obr. 6. 
 
 
Obr. 6  Porovnání spektra segmentu hlásky „A“ určeného pomocí Fourierovy analýzy (tenká 
čára) a z LPC koeficientů (silná čára). 
1.6.1 Výpočet LPC koeficientů 
Nejčastější metodou pro analýzu řeči je autokorelační metoda výpočtu koeficientů lineární 
predikce. Protože zkoumaný signál není přísně periodický, liší-se téměř vždy odhad 
následujícího vzorku x’[n] od skutečné hodnoty vzorku x[n] a rozdíl obou hodnot je chyba 










kde am je m LPC koeficient a M je řád prediktoru. 
Celkové chyba E přes celý segment je vyjádřena jako součet kvadrátů všech chyb 























kde N je počet vzorků v jednom segmentu. Požadavek je, aby celková chyba E byla minimální 
a od toho je vyvozen výpočet a optimalizace koeficientů am. Minimum funkce chyby signálu 
E je v bodě [3, str. 147] 

































































































kde R je autokorelační funkce analyzovaného segmentu. Protože matice autokorelačních 
koeficientů je symetrická (v Töplitzově tvaru), lze k výpočtu koeficientů am použít efektivní 
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počáteční hodnoty pro výpočet jsou 
( 28 )
)},(),...,(),...,2(),1({ IanaaaA =
.1),0()0( 0,0 == aRe  
Při výčtu a1,1 nemá suma v rovnici ( 5 ) smysl a je třeba ji ve vztahu neuvažovat. U LPC 
koeficientů jsou zavedeny dva indexy: 1. index značí pořadí LPC koeficientu v daném řádu 
prediktoru, 2. index označuje řád prediktoru. Výpočet koeficientů je prováděn tak, že jsou 
postupně počítány LPC koeficienty nejprve 1. řádu (jediný koeficient), následně 2. řádu, 3. 
řádu, atd. až do řádu M. 
1.6.2 PARCOR koeficienty 
PARCOR koeficienty (PARtial CORrelation coefficients) jsou další možností popisu 
řečového signálu metodou lineární prediktivní analýzy. Předpokládejme, že máme vypočítány 
LPC koeficienty řádu 1 až N, označíme je am,n, kde n značí řád prediktoru, n = 1,..., N a m 
značí pořadí LPC koeficientů v daném řádu, přitom m = 1, ..., n. PARCOR koeficienty řádu N 
(označeny kn, n = 1,..., N) získáme výběrem z LPC koeficientů řádu 1 až N, je vybrán poslední 
koeficient z každého prediktoru kn = an,n. 
PARCOR koeficienty je možné získat při výpočtu LPC koeficientů výše uvedenou 
autokorelační metodou, neboť jsou postupně vyčíslovány LPC koeficienty všech řádů od 
prvního až do hledaného. V práci používám PARCOR koeficienty 10. řádu. 
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2 Rozpoznávání slov 
Vzhledem k zadání práce se omezím na rozbor úlohy rozpoznávání izolovaných slov. 
Obtížnost úlohy rozpoznání proneseného slova je dána především těmito důvody: 
- Hlas jednotlivých osob (řečníků) je různý (barva hlasu, tempo řeči, přízvuk), protože 
každý člověk artikuluje jiným způsobem a má jiné parametry hlasového ústrojí 
(různé rozměry a tvar dutiny ústní, hrdelní, nosní, různý kmitočet kmitání hlasivek 
ap.). 
- Hlas jedné osoby je různý v závislosti na fyzickém i psychickém stavu, závisí na 
hlasitosti pronesení slova. Především se v jednom slově několikrát proneseném 
jedním řečníkem mění časování jednotlivých částí slova a jeho celková délka. 
- Akustické pozadí má značný vliv na rozpoznání slova. Např. při pronesení slova 
může jeho část o malé hlasitost být velmi ovlivněna (zkreslena) okolním šumem. 
Pro rozpoznání řeči je většinou slovo nejdříve zpracováno pomocí některé z metod 
krátkodobé analýzy. Tím získáme obraz proneseného slova. Obraz je vyjádřen posloupností 
krátkodobých charakteristik - číselných údajů, příznaků. Obraz slova je pak zařazen do jedné 
z tříd, které zastupují slova uložená v slovníku.  
V práci se zabývám metodou dynamického programování, aplikací algoritmu DTW 
(dynamic time warping). 
2.1 Dynamické programování - borcení časové osy 
Metoda dynamického programování umožňuje zařadit neznámé slovo do třídy na základě 
výpočtu vzdálenosti obrazu slova k vzorovým obrazům jednotlivých tříd. Slovo je pak 
přiřazeno do třídy, jejíž obraz má nejmenší vzdálenost k obrazu neznámého slova. Aby slova 
mohla být porovnávána, je třeba eliminovat vliv kolísání tempa při promluvě. Při porovnávání 
vícekrát vysloveného stejného slova jedním řečníkem lze pozorovat, že signály se od sebe liší 
především v časové oblasti a nikoliv v oblasti spektra signálu. Časové kolísání částí 
porovnávaných slov lze vyřešit nelineární normalizací časové osy tzv. “borcením“ časové osy 
(funkce borcení časové osy, funkce DTW) jednoho ze slov tak, aby se obrazy slov co nejvíce 
shodovaly. 
Metoda dynamického programování je velmi používaná především díky své jednoduchosti. 
2.1.1 Popis funkce DTW 
Mějme vektor příznaků A, který je výsledkem snímání slova mikrofonem, digitalizací a 
kódováním signálu, segmentací a výpočtem příznaků některou z metod krátkodobé analýzy 











a(n) je n vektor příznaků testovaného slova, b(m) je m vektor příznaků referenčního slova. 
Algoritmus s funkcí DTW potom hledá v rovině (n, m) optimální cestu 
( 30 )),(nm ψ=
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přičemž ))]((),([ nbnad ψ  je lokální vzdálenost mezi n vektorem příznaků testovaného slova a 
m vektorem příznaků referenčního slova. 
Konec citace. 
Algoritmus porovnává lokální vzdálenost příznaků obrazů testovaného a referenčního 
slova. V každém kroku je funkce v určitém bodě roviny (n, m), algoritmus v okolí tohoto 
bodu nalezne vektory příznaků a(X) a b(Y), jejichž lokální vzdálenost je menší než 
vzdálenost všech ostatních vektorů příznaků v daném okolí. Tím je určena dílčí část průběhu 
funkce DTW z aktuálního bodu v rovině (n, m) do bodu (X,Y), aktuálním bodem v rovině se 
stane tento nově nalezený bod a algoritmus znovu začne vyhledávat bod v okolí, kde je 
lokální vzdálenost nejmenší. 
Nová časová proměnná k = 1,2,...,K se zvyšuje o 1 s každým krokem algoritmu. K je 
hodnota, kterou proměnná k nabude tehdy, až se funkce DTW dostane do koncového bodu. 
 
Obr. 7  Příklad průběhu funkce DTW při porovnávání hodnot ASCII kódu dvou slov. 
Průběh časově proměnných n a m můžeme vyjádřit jako funkce proměnné k [4, str. 130]: 
( 32 )).(),( kjmkin ==
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Průběh funkce DTW v rovině (n, m) má určitá omezení, která musí splňovat. 
1) U rozpoznávání izolovaných slov je jednoznačně definován počátek funkce v bodě (1,1) a 
konec funkce v bodě (I, J). Funkce musí vždy začínat v počátečním bodě a musí vždy dojít do 










2) Lokální omezení strmosti vymezující okolí, ve kterém bude algoritmus vyhledávat 
minimální vzdálenost mezi vektory příznaků testovaného a referenčního slova. Obecně 











Pokud zvolíme P nebo Q větší než 1, může funkce DTW některé segmenty vynechat, velké 
hodnoty P nebo Q znamenají možnost průběhu funkce s velkou kompresí časové osy n nebo 
m (přeskočení více segmentů v jednom kroku), proto se volí P, Q = 1, 2, 3. V tab. 1 je 
uvedeno několik typů lokálních omezení. 
3) Lokální omezení souvislosti je takové omezení, že pokud se r-krát po sobě pohybuje 
aktuální bod (i(k), j(k)) ve stejném směru (např. ve směru jedné z os), potom se v tomto směru 
nesmí pohybovat, dokud se nebude bod pohybovat alespoň s-krát ve směru jiném. 
4) Globální omezení předpokládající, že kolísání tempa (jednotlivých dílčích částí promluvy 
slova) při pronesení stejného slova obvykle nepřekračuje určité meze. Proto lze těmito 
hranicemi omezit přípustnou oblast pohybu funkce DTW. [4, str. 132] 
( 35 ),|)()(| ukjki ≤−  
přičemž u je vhodně zvolené celé číslo. Toto číslo musí být větší než je rozdíl | J - I |, aby byl 
koncový bod funkce zahrnut do přípustné oblasti pohybu funkce DTW. 
2.1.2 Výpočet vzdálenosti 




























přičemž d [i(k), j(k)] je lokální vzdálenost mezi příznaky i(k) a j(k), W(k) je hodnota váhové 
funkce v k části funkce DTW, N(W) je normalizační faktor kompenzující délku nebo počet 
kroků funkce DTW, jeho hodnota je funkcí váhové funkce. 
Výpočet lokální vzdálenosti je dán podle toho, jaký je zvolen typ krátkodobé analýzy 
signálu. O použitém výpočtu lokální vzdálenosti se více zmíním v praktické části této práce. 

















































































































































































































































g(n,m) je vzdálenost od počátku do bodu (n,m). Existuje více typů váhové funkce W(k). 
Nejčastěji používané typy váhové funkce a hodnoty normalizačního faktoru vyplývající 
z výše uvedené definice jsou: Cituji [4, str. 135-136] 






























- typ c) 
( 41 )
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u posledních dvou typů váhové funkce se hodnota normalizačního faktoru obvykle volí  
( 43 ).)( IWN =  
Přitom i(0) = j(0) = 0. 
Konec citace. 
Protože je hodnota normalizačního faktoru nezávislá na průběhu funkce DTW, můžeme 




















2.1.3 Celkový algoritmus borcení časové osy 
1. krok - Inicializace [4, str. 137] 
( 45 )).1()]1(),1([)]1(),1([ Wjidjig =
+−−=
 
2. krok - Rekurzivní část [4, str. 137] 
( 46 ))}.()](),([)]1(),1([{min)](),([ )}(),({ kWkjkidkjkigkjkig kjki +−−=  
3. krok - Normalizace celkové vzdálenosti [4, str. 137] 
( 47 )].,[)]([)](),([)]([),( 11 JIgWNKkKigWNBAD −− ==  
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3 Realizace rozpoznávače 
Před zahájením práce jsem měl k dispozici asi 5000 nahrávek řečového signálu v souborech 
formátu wav, modulace PCM, vzorkovací kmitočet 16 kHz, 16bitové kódování. 
Dále jsem měl k dispozici několik funkcí implementovaných v Matlabu: 
- segmentation - segmentace vstupního signálu na mikrosegmenty definovaná 
délkou segmentu, posunutím mezi sousedními segmenty a váhovým okénkem, 
- desegmentace - funkce pro opětovné sestavení souvislého signálu z váhovaných 
segmentů, 
- vad-energy - funkce pro detekci řečové aktivity na základě sledování krátkodobé 
energie signálu. 
Použil jsem některé nahrávky, které jsou při zpracování převzorkovány na vzorkovací 
kmitočet 8 kHz, a funkci segmentation. Pracoval jsem v prostředí Matlab verze 7.0. 
 
Obr. 8  Blokový diagram rozpoznávače slov, využití vytvořených funkcí pro jednotlivé části 
rozpoznávače 
3.1 Popis vytvořených funkcí 
3.1.1 Analýza signálu 
Funkce středního počtu průchodů signálu nulou 
[Z] = sumaPruchdu0 (vstup) 
vstup - matice, segmentovaný signál, segmenty jsou sloupce matice, 
Z - vektor počtu průchodů nulou v jednotlivých segmentech. 
if((vstup(n,seg)>0)&&(vstup(n+1,seg)<0)||... 
  ((vstup(n,seg)<0)&&(vstup(n+1,seg)>0)))  
          Z(seg)=Z(seg)+1; 
end; 
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Vektor Z potom obsahuje hodnoty počtu průchodů signálu nulou v jednotlivých 
segmentech. 
Funkce krátkodobé intenzity 
[I] = intenzita (vstup) 
vstup - matice, segmentovaný signál, segmenty jsou sloupce matice, 
I - vektor intenzit v jednotlivých segmentech. 
Funkce je definována rovnicí ( 4 ). Protože funkce pracuje s již segmentovaným signálem 
(stejně jako sumaPruchodu0), je krátkodobá intenzita úměrná součtu absolutních hodnot 










kde Is je hodnota funkce krátkodobé intenzity s segmentu, xs[r] je r vzorek s segmentu, každý 
segment obsahuje R vzorků signálu. 
I(seg) = sum( abs( vstup(:,seg))); 
Vektor I ve výsledku obsahuje hodnotu úměrnou krátkodobé intenzitě jednotlivých 
segmentů. 
 
Obr. 9  Příznaky Z a I vypočítané funkcemi sumaPruchodu0 a intenzita v porovnání 
s průběhem signálu. 
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Autokorelační koeficienty 
[vystup] = AKF (vstup,pocet) 
vstup - matice segmentovaného signálu, segmenty jsou řazeny do sloupců, 
pocet - počet autokorelačních koeficientů, 
vystup - matice, každý sloupec obsahuje autokorelační koeficienty příslušného segmentu 
vstupního signálu. 
Realizace výpočtu autokorelační funkce podle vztahu ( 8 ) probíhá opakováním příkazu 
vystup (i+1,j) = vystup(i+1,j)+ (vstup(a,j)*vstup(a+i,j)). 
Pásmová filtrace - krátkodobá intenzita v pásmu 
[filtry] = navrhBankyFiltru (N) 
N - řád filtrů, 
filtry - matice, sloupce jsou vektory koeficientů jednotlivých filtrů, 
[P] = pasmovaFiltrace (vstup,filtry), 
vstup - matice, segmentovaný signál, segmenty jsou řazeny do sloupců matice, 
filtry - matice, sloupce jsou vektory koeficientů jednotlivých filtrů, 
P - matice, sloupce jsou hodnoty intenzit signálu v jednotlivých pásmech, každý sloupec 
intenzit je počítán z příslušného segmentu signálu. 
 
Obr. 10  Blokové schéma pásmové filtrace realizované funkcí pasmovaFiltrace, x[n] je 
vstupní segment signálu, DP - dolní propust, PP - pásmová propust, HP - horní propust, I - 
sumátor absolutních hodnot vzorků signálu, p1 - p9 - příznaky úměrné intenzitě signálu 
v jednotlivých kanálech 
Signál vzorkovaný s kmitočtem 8 kHz obsahuje spektrum kmitočtů v pásmu 0 - 4000 Hz. 
Toto pásmo jsem rozdělil na 9 subpásem. Filtrací bankou filtrů vznikne 9 samostatných 
kanálů: 
Kanál 0 vznikne filtrací signálu dolní propustí s mezním kmitočtem 250 Hz, kanály 1-7 
obsahují signály filtrované pásmovými propustmi s šířkou pásma podle rovnice ( 10 ), B = 
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500 Hz a středními kmitočty podle rovnice ( 11 ),  fs = 0,5; 1; 1,5; ...; 3,5 kHz, kanál 8 
obsahuje signál filtrovaný horní propustí s mezním kmitočtem 3,75 kHz. 
V každém kanále je pro každý segment vypočítána hodnota úměrná krátkodobé intenzitě 
signálu (definice - rovnice ( 4 )). Realizace výpočtu příznaků je rozdělena na 2 části: 
1) návrh banky filtrů - funkce navrhBankyFiltru, která navrhne dolní propust typu FIR 
řádu 50 s mezním kmitočtem 250 Hz a vypočítá koeficienty ostatních filtrů banky podle 
rovnice ( 12 ), koeficienty jednotlivých filtrů jsou zapsány do 9 sloupců matice filtry, 
2) filtrace a výpočet příznaků - funkce pasmovaFiltrace: 
P(i,seg) = sum( abs( filter( filtry(:,i),1,vstup(:,seg))));. 
Vstupní segmentovaný signál vstup je postupně po segmentech filtrován jednotlivými 
filtry a z výsledku filtrace je spočítána hodnota úměrná intenzitě signálu. Vektor 9 hodnot 
vypočítaných z jednoho segmentu je uložen do jednoho sloupce matice P.  
Vektor příznaků p1 - p9 je podělen (normován) příznakem I (intenzita v pásmu), takto 
upravené příznaky nesou informaci o poměrném množství energie z celkové energie signálu 
v jednotlivých pásmech. Na obr. 11 lze pozorovat podobnosti průběhů normovaných intenzit 
v pásmech u stejného slova proneseného různými mluvčími. 
 
Obr. 11  Zobrazení tří porovnávaných parametrů (poměr příznaků p1/I, p2/I a p3/I) ve funkci 
lokalniVzdalenost u slova „čtyři“ vysloveného dvěma mluvčími. 
Výpočet PARCOR koeficientů 
[vystup] = parcor (vstup,pocet) 
vstup - vstupní segmentovaný signál, segmenty jsou řazeny do sloupců, 
pocet - počet PARCOR koeficientů, 
vystup - obraz vstupního signálu, jednotlivé sloupce obsahuji PARCOR koeficienty 
příslušných segmentů vstupního signálu. 
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Realizován výpočet LPC koeficientů autokorelační metodou popsanou v části 3.6.1. 
Poslední koeficient každého řádu je jedním z PARCOR koeficientů.Výpočet autokorelačních 
koeficientů proveden pomocí funkce AKF. 
Výpočet obrazu signálu  
[vzorky, obraz]= parametrySig(vstup,okno,druh) 
vstup - vstupní nahrávka - wav soubor 
okno - typ okénkové funkce při segmentaci signálu 
druh - typ příznaku:  
1 - intenzita v pásmech - banka 9 pásmových filtrů, tzn. 9 příznaků, 
2 - LPC koeficienty - prediktor 10. řádu, pro výpočet je použita funkce lpc (funkce 
Matlabu), do obrazu jsou přidány autokorelační koeficienty, výpočet lokální 
vzdálenosti pomocí Itakurovy míry, 
3 - kepstrální koeficienty - 2. až 11. koeficient reálného kepstra, pro výpočet je použita 
funkce rceps (funkce Matlabu), 
4 - melovské kepstrální koeficienty - výpočet realizován podle postupu uvedeného 
v části 3.5.2, součástí výpočtu je i návrh melovských filtrů, jsou vybrány 2. až 11. 
koeficient, 
5 - PARCOR koeficienty - výpočet pomocí funkce parcor. 
vzorky - vektor vzorků signálu, 
obraz - obraz vstupního slova. 
Výpočet probíhá v následujících krocích: 
1) Nahrávka je načtena do proměnné prostředí Matlab. V proměnné vzorky je uložen 
vektor vzorků o délce N. Je testován vzorkovací kmitočet signálu, pokud není vstupní signál 
vzorkován kmitočtem 8 kHz, je signál převzorkován na tento kmitočet. 
2) Segmentace signálu pomocí funkce segmentation s parametry: 
- Délka segmentu - 160 vzorků (odpovídá délce 20 ms při vzorkovacím kmitočtu         
8 kHz), 
- posun mezi sousedními segmenty - 80 vzorků (10 ms), 
- typ okénka - pravoúhlé okénko. 
Funkce vrátí matici, jejíž sloupce jsou segmenty původního signálu. Poslední segment je 
do požadované délky doplněn nulovými vzorky. 
3) Výpočet příznaků jednotlivých segmentů. 
3.1.2 Trénování slovníku 
Funkce pro průměrování obrazů dvou slov 
[vystup] = prumerovani (vstup1, typ1, vstup2, typ2, okno, druh) 
vstup1, vstup2 - slova, jejichž obrazy budou průměrovány, 
typ1, typ2 - definují, v jakém tvaru jsou slova vstup1, vstup2 zadána: 
'w' = vstupní slovo je wav soubor, 
'p' = vstup je obraz slova (příznaky) ve následujícím tvaru - sloupce obsahují vektory 
příznaků jednotlivých segmentů, 
okno - definuje typ okénkové funkce, která bude použita při segmentaci vstupního signálu 
zadaného ve tvaru 'w', 
druh - typ příznaku:  
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1 - intenzita v pásmech, 
2 - LPC koeficienty, 
3 - kepstrální koeficienty, 
4 - melovské kepstrální koeficienty, 
5 - PARCOR koeficienty, 
vystup - výsledný obraz vzniklý průměrováním obrazu vstupních slov, použita funkce 
DTW typ 4. 
Skript pro trénování slovníku 
Skript trening vytvoří slovník jedenácti slov : „nula“, „jedna“, „dvě“, „tři“, čtyři“, „pět“, 
„šest“, „sedum“, „osum“, „devět“ a „deset“. Obrazy slov jsou uloženy do proměnných s0, s1, 
s2, ..., s10. 
Hodnota proměnné typTreningu určuje počet slov, která se průměrují do jediného 
výsledného obrazu ve slovníku. Může nabývat hodnot 1, 2, 3. Pomocí funkce parametrySig 
se vytvoří obraz jednoho slova. Pro vytvoření referenčního obrazu z více slov, je použita 
funkce prumerovani. 
Nahrávky slov určených pro trénování jsou uloženy ve složce trenovani a jsou 
pojmenovány definovaným způsobem x_y.wav, x, y jsou nezáporná celá čísla: 
x - je pořadové číslo mluvčího (začíná od 1), 
y - je pořadové číslo slova ve slovníku (začíná od 0, číslování se shoduje 
 s významem slova). 
3.1.3 Realizace algoritmu DTW 
Výpočet lokální vzdálenosti  
[D] = lokalniVzdalenost (par1, par2,i,j,typ) 
par1, par2 - obrazy porovnávaných slov, 
i,j - čísla segmentů obrazů par1 a par2, jejichž vzdálenost bude počítána, 
typ - 1 - suma absolutních hodnot rozdílů jednotlivých příznaků, 
2 - suma kvadrátů rozdílů jednotlivých příznaků, má-li vstupní vektor par1 délku 
22 (obraz slova jsou LPC koeficienty), počítá se Itakurova míra, 
D - lokální vzdálenost daných segmentů. 
Použité lokální míry zkreslení se stanovují podle následujících rovnic: 
- Suma absolutních hodnot rozdílů jednotlivých příznaků 




- suma kvadrátů rozdílů jednotlivých příznaků 





přičemž Pr a Pt jsou vektory příznaků referenčního a testovaného segmentu, 
- Itakurova míra [3, str. 169] 




































Q značí řád prediktoru (v programu Q = 9) a Rt je autokorelační Töplitzova matice 
řádu (Q+1)×(Q+1) testovaného segmentu, jejíž prvky jsou definovány vztahem [3, 
str. 169] 
( 53 ),,...,1,0,|),|( QjijiRij =−=ρ  
přičemž R(k) je definována vztahem ( 7 ). 
Funkce hledání minima a maxima z vektoru hodnot 
[hodnota, pozice] = mini (vektor) 
vektor - vektor hodnot, které budou porovnávány, 
hodnota - hodnota, která je ze všech hodnot nejmenší, 
pozice - pořadové číslo nejmenší hodnoty ve vstupním vektoru. 
[hodnota] = maxi (vektor) 
vektor - vektor hodnot, které budou porovnávány, 
hodnota - hodnota, která je ze všech hodnot největší. 
Funkce počítající vzdálenost mezi dvěma slovy  
[vzdalenost,prubeh]=DTW (par1, par2,typ,typLV) 
par1, par2 - obrazy porovnávaných slov, sloupce představují obrazy jednotlivých 
segmentů, 
typ - typ funkce DTW: 
 1 - lokální omezení funkce DTW typ I, váhová funkce W(k) typ a, 
 2 - lokální omezení funkce DTW typ II, váhová funkce W(k) typ a, 
 3 - lokální omezení funkce DTW typ III, váhová funkce W(k) typ a, 
 4 - lokální omezení funkce DTW typ IV, váhová funkce W(k) typ b1, 
 5 - lokální omezení funkce DTW typ V, váhová funkce W(k) typ d, 
 6 - lokální omezení funkce DTW typ VI, váhová funkce W(k) typ a, 
 7 - lokální omezení funkce DTW typ VII, váhová funkce W(k) typ a, 
typLV - způsob počítání lokální vzdálenosti: 
 1 - suma absolutních hodnot rozdílů jednotlivých příznaků, 
 2 - suma kvadrátů rozdílů jednotlivých příznaků,  
vzdalenost - normovaná vzdálenost porovnávaných obrazu slov, 
prubeh - průběh algoritmu, zobrazením jednoho sloupce na osu x a druhého sloupce na 
osu y se průběh funkce vykreslí. 
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Obr. 12  Průběh funkce DTW typ 1 při porovnávání slova „sedum“ vysloveného dvěma 
mluvčími 
Funkce DTW typ 2 - 7 mají omezenou strmost průběhu funkce (a tedy omezený maximální 
rozdíl délky porovnávaných slov), proto je u nich testována délka obou slov (počet segmentů) 
a je-li jedno z nich příliš krátké oproti druhému, je jeho obraz prodloužen. Každý segment je 
rozšířen na dva identické segmenty, tzn. zdvojnásobí se délka obrazu slova. Obraz je 
prodlužován opakovaně, dokud není jeho délka vyhovující. 
Funkce DTW typ 2 -5 mají minimální strmost 1/2 a maximální strmost 2, tzn. že dokáží 
bez prodlužování jednoho z obrazů porovnat slova, z nichž jedno je maximálně dvakrát delší 
než druhé. 
Funkce DTW typ 6 a 7 mají minimální strmost 1/3 a maximální strmost 3, tzn. že dokáží 
bez úprav jednoho z obrazů porovnat slova, z nichž jedno je maximálně třikrát delší než 
druhé. 
Chceme-li se prodloužení  obrazu kratšího slova vyhnout, je třeba použít funkci, která má 
větší strmost průběhu. Funkce DTW typ 1 tento problém nemá, její průběh má minimální 
strmost 0 a maximální strmost ∞. 
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Obr. 13  Porovnání průběhu funkcí DTW typ 2 - 7 při porovnávání slova „sedum“ vysloveného 
dvěma mluvčími 
Chceme-li se prodloužení  obrazu kratšího slova vyhnout, je třeba použít funkci, která má 
větší strmost průběhu. Funkce DTW typ 1 tento problém nemá, její průběh má minimální 
strmost 0 a maximální strmost ∞. 
Protože funke DTW je značně rozsáhlá, vedu zde pouze několik nejdůležitějších 
proměnných použitých ve funkci: 
i,j - obsahují hodnotu aktuálního bodu funkce DTW, lokální vzdálenost segmentu i 
testovaného slova a segmentu j referenčního slova byla v předešlém kroku nejmenší, 
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k - obecná časová proměnná, obsahuje počet kroků funkce DTW, s každým krokem se 
inkrementuje o 1. 
Proměnná i odpovídá proměnné n, proměnná j odpovídá proměnné m a proměnná 
k odpovídá proměnné k, které byly použity při popisu funkce DTW v kapitole 4.  
Dx - vzdálenost následujícího bodu, x = 1, 2, 3,... závislé na typu lokálního omezení 
funkce, 
g - celková vzdálenost od počátku do aktuálního bodu funkce. 
Funkce pak realizuje jednotlivé kroky algoritmu borcení časové osy: 
1. Inicializace 
Výpočet vzdálenosti mezi prvními segmenty porovnávaných slov, hodnota uložena do 
proměnné g, i=1, j=1. 
2. Rekurze 
Výpočet vzdáleností bodů, kterými funkce DTW může procházet. 
Např. funkce DTW typ 1 
D1 = g + lokalniVzdalenost(par1,par2,i+1,j,typLV); 
D2 = g + 2*lokalniVzdalenost(par1,par2,i+1,j+1 typLV); 
D3 = g + lokalniVzdalenost(par1,par2,i,j+1 typLV); 
Výběr nejmenší vzdálenosti následujícího bodu 
[g,P] = mini([D1 D2 D3]); 
kde proměnná P je naplněna hodnotou 1, 2 nebo 3 podle toho, který prvek vektoru [D1 D2 
D3] má nejmenší hodnotu. Proměnná P je zavedena, aby bylo možné uložit průběh funkce 
DTW a později jej zobrazit. 
Vhodně volenými podmínkami je zavedené řízení výběru následujícího bodu tak, aby se 
při daném lokálním omezení funkce vždy dostala do koncového bodu (rovnice ( 33 )). 
3. Výpočet normalizované vzdálenosti 
Až se dostane funkce DTW do koncového bodu, je vypočtena hodnota normalizačního 
faktoru N(W) (proměnná N) a celková vzdálenost uložená v proměnné g je touto hodnotou 
podělena. Výsledek je uložen do proměnné delka, která je jednou z návratových hodnot 
funkce. 
 
Obr. 14  Příklad správné a chybné klasifikace slova „pět“. 
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Skript pro klasifikaci slov 
klasifikace - skript, který klasifikuje neznámé slovo, výsledek vypíše do příkazového 
řádku a zobrazí graficky vzdálenosti neznámého slova od slov ve slovníku. Cesta 
k neznámému slovu je zadaná v proměnné nahravka, parametry slovníku a klasifikátoru se 
nastavují v proměnných: 
typ - typ funkce DTW (1 až 7), 
druh - druh příznaků (1 - intenzita v pásmech, 2 - LPC koeficienty, 3 - kepstrální 
koeficienty, 4 - melovské kepstrální koeficienty, 5 - PARCOR koeficienty, 
okno - okénková funkce ('hamming', 'rectwin'), 
typTreningu - počet slov pro trénování jednoho obrazu ve slovníku (1 až 3),  
lokVzd - typ výpočtu lokální vzdálenosti (1 - suma abs. hodnot rozdílu příznaků, 2 - suma 
kvadrátu rozdílu příznaků.  
Na obr. 14 jsou graficky zobrazeny hodnoty vypočítaných vzdáleností testovaného slova a 
slov ve slovníku (klasifikace pomocí funkce DTW typ 4) pro slova „pět“ pronesené dvěma 
mluvčími. Správně klasifikované slovo má nejmenší vzdálenost k obrazu slova „pět“ ve 
slovníku. Chybně klasifikované slovo má nejmenší vzdálenost k obrazu slova „dvě“ ve 
slovníku.  
3.2 Uživatelská aplikace pro rozpoznávání slov 
Pro rozpoznávání izolovaných slov sem vytvořil uživatelské rozhraní umožňující výběr a 
nastavení parametrů pro vytvoření obrazu slova, natrénování slovníku, typ lokálního omezení 
funkce pro rozpoznávání a zobrazení výsledku do tabulky a graficky. Na obr. 15 je zobrazena 
aplikace Rozpoznavac. 
 
Obr. 15  Uživatelská aplikace Rozpoznavac po spuštění. 
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3.2.1 Popis aplikace 
V horní části okna aplikace (PARAMETRY) jsou umístěny následující nabídky pro volbu 
parametrů rozpoznávače: 
- Typ okénka - výběr typu okénkové funkce, která bude použita při zpracování slov (při 
segmentaci). Z nabídky je možno vybrat Hammingovo nebo pravoúhlé okno. 
- Příznaky - výběr typu příznaků, které budou počítány při analýze signálu a použity 
jako obraz zpracovávaných slov. Z nabídky je možno vybrat příznaky: 
  - intenzita v pásmech, 
  - LPC koeficienty, 
  - kepstrální koeficienty, 
  - melovské kepstrální koeficienty, 
  - PARCOR koeficienty. 
- Počet slov - počet slov použitých pro vytvoření jednoho záznamu ve slovníku, je-li 
zvolen počet slov větší než jedna, jsou obrazy slov průměrovány. Z nabídky je 
možno vybrat jedno, dvě nebo tři slova. 
- DTW - typ lokálního omezení funkce DTW. K dispozici je 7 typů lokálního omezení 
funkce DTW (viz část 4.1.2). 
 
Obr. 16  Uživatelská aplikace - zobrazení výsledku klasifikace. 
- Lokální míra - výběr způsobu výpočtu lokální vzdálenosti segmentu referenčního a 
testovaného slova. K dispozici je suma absolutních hodnot rozdílů příznaků nebo 
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suma kvadrátů rozdílů příznaků. V případě výběru příznaků LPC koeficienty určena 
pro výpočet Itakurova míra  a nelze zvolit jinou. 
V dolní části (ROZPOZNÁVÁNÍ) jsou umístěny následující tlačítka: 
- Načíst slovo - po stisku je zobrazeno dialogové okno, které slouží k procházení 
adresářovou strukturou a k výběru záznamu (slova) ve formátu wav, který bude 
rozpoznáván. Po výběru záznamu se cesta k vybranému souboru a jméno souboru 
zobrazí. 
- Klasifikovat - jsou-li načteny informace o souboru (zobrazena cesta k souboru a 
jméno souboru), provede se po stisku tlačítka generace slovníku (pokud dosud nebyl 
vygenerován, tj. při prvním výpočtu klasifikace slova nebo při změně parametrů 
rozpoznávače), vypočet vzdáleností slov ve slovníku s testovaným slovem a jsou 
zobrazeny výsledky klasifikace. Na obr. 16 je ukázka klasifikace slova. V tabulce na 
pravé straně jsou vypsány vzdálenosti testovaného slova od referenčních slov ve 
slovníku, tyto hodnoty jsou též zobrazeny graficky. Testované slovo má nejmenší 
vzdálenost od slova „pět“, tato vzdálenost i klasifikace je zobrazena pod grafem. 
Parametry vytvořeného slovníku jsou vypsány v horní části okna. 
 
Obr. 17  Uživatelská aplikace – výpis výsledků klasifikace souboru slov. 
- Klasifikace skupiny slov - po stisku tlačítka se zobrazí dialogové okno určené 
k výběru textového souboru, do kterého budou zapsány výsledky klasifikace souboru 
slov. Po výběru textového souboru je spuštěn výpočet klasifikace jednotlivých slov, 
jehož výsledky jsou zapisovány do příkazového řádku a ve stejném formátu ukládány 
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do textového souboru. Na obr. 17 je ukázka klasifikace skupiny slov a část výsledků 
vypsaných do příkazového řádku. Po ukončení výpočtu je nad tlačítkem vypsáno 
jméno souboru, do kterého byly výsledky zapsány. Výpis obsahuje vektory deseti 
čísel, což jsou výsledné klasifikace jednotlivých slov v pořadí podle číslování 
nahrávek (nevypisují se vzdálenosti). Na konci výpisu je uvedena statistika 
úspěšnosti klasifikace. Parametry vytvořeného slovníku jsou vypsány v horní části 
okna. 
3.3 Výsledky práce 
Pro trénování jsem použil nahrávky stejných slov vyslovených jinými mluvčími, pro každé 
slovo 3 mluvčí. Nahrávky jsou uloženy do složky trenovani. Popis vytváření slovníku a 
formát názvu uložených slov je uveden v části 5.1.2. Všichni mluvčí jsou muži. 
Pro rozpoznávání jsem vybral nahrávky jedenácti číslovek uložených v adresářích nula, 
jedna, dve, tri, ctyri, pet, sest, sedum, osum, devet a deset, jména adresářů jsou 
shodné s konkrétními slovy. V každém adresáři se nachází 10 nahrávek od různých mluvčích 
ve formátu xx#Nazev, přičemž písmena xx jsou nahrazena dvojčíslím 01, 02, …, 10 a Nazev je 
nahrazen konkrétním slovem, které je v nahrávce zaznamenáno (bez diakritiky).  
3.3.1 Úspěšnost rozpoznávání 
Následující statistiky vyvozuji z výsledků testování rozpoznávače, které jsou všechny 
uvedeny v příloze B. 
Celkem jsem při testování rozpoznávání použil 110 slov a pro trénování slovníku 33 slov. 
Sumy správně rozpoznaných slov uvedené v následujících tabulkách vznikly součtem 
výsledků testů rozpoznávače s různými parametry avšak se stejnými testovanými slovy. 
Z údajů v Tab. 2 lze porovnat úspěšnost rozpoznávání při použití různých příznaků. 
Příznaky intenzita v pásmech mají ze všech použitých nejhorší úspěšnost, přibližně 70 %. 
Příznaky založené na lineární prediktivní analýze a na kepstrální analýze mají výsledky 
srovnatelné, úspěšnost přibližně 80 %, u obrazů slov tvořenými melovskými kepstrálními 
koeficienty bylo úspěšně rozpoznáno přes 84 % testovaných slov. 






















Intenzita v pásmech 71,77 69,22 - 70,17 68,48 -
LPC koeficienty 9. řádu - - 83,12 - - 81,39
LPC koeficienty 10. řádu - - 83,07 - - 80,82
Kepstrální koeficienty 80,56 82,68 - 78,40 80,87 -
Melovské keps. koef. 84,20 84,24 - 79,18 80,95 -
PARCOR koeficienty 77,75 79,48 - 77,23 80,17 -
Příznaky
Hammingovo okénko pravoúhlé okénko
Lokální vzdálenost
 
Různé lokální omezení  průběhu funkce DTW mají vliv na úspěšnost rozpoznávání slov, 
což je vyhodnoceno v Tab. 3. Nejúspěšnější byly při klasifikaci funkce DTW s lokálním 
omezením typ 2 a 4, úspěšnost rozpoznávání asi 85 %. Nejmenší úspěšnost rozpoznávání, asi 




Tab. 3 Úspěšnost rozpoznávání jednotlivými typy funkce DTW 
Typ DTW 1 2 3 4 5 6 7
Správně rozpoznáno slov 4366 5587 5345 5658 4716 5307 5375
Úspěšnost [%] 66,15 84,65 80,98 85,73 71,45 80,41 81,44  
Schopnost rozpoznávače správně klasifikovat neznámé slovo je velmi závislá na slovníku 
rozpoznávače. V Tab. 4 jsou vypsány hodnoty úspěšnosti klasifikace při použití všech 
dostupných druhů příznaků. Nejlepší výsledky mají melovské kepstrální koeficienty, 
úspěšnost klasifikace je 86 %, jsou-li záznamy slovníku vytvořeny z průměru obrazů tří slov. 
Je-li záznam ve slovníku jednoduše vytvořen obrazem jediného slova, pak největší úspěšnosti 
rozpoznávání - téměř 79 % - bylo dosaženo za použití LPC koeficientů. 
Tab. 4 Úspěšnost rozpoznávání podle počtu použitých slov pro trénování jednoho obrazu 
slova ve slovníku 
1 2 3 Celkem
Intenzita v pásmech 64,32 69,09 76,33 69,91
LPC koeficienty 78,90 82,89 84,51 82,10
Kepstrální koeficienty 74,51 82,89 84,48 80,63
Melovské keps. koef. 76,23 83,54 86,07 81,95
PARCOR koeficienty 73,60 80,26 82,11 78,66
11335 12271 12748 -
73,60 79,68 82,78 -
Správně rozpoznáno slov











Celková úspěšnost rozpoznávání se slovníkem, jehož jednotlivé obrazy slov jsou tvořeny 
obrazem jediného slova je o 6 % menší než při vytvoření obrazu slov ve slovníku 
průměrováním dvou stejných slov vyslovených různými mluvčími. Průměrováním obrazů tří 
stejných slov od různých mluvčích úspěšnost rozpoznávání vzrostla o další 3 %, přibližně na 
82 % správně klasifikovaných slov. 
Nejúspěšnější klasifikace byla u slov „nula“ - asi 96 % a „sedum“ - asi 94 %. Nejmenší 
úspěšnost klasifikace byla u slov „pět“ a „devět“ - asi 60 %, viz. Tab. 5. 
















deset 3268 77,81  
V Tab. 6 jsou vyčísleny celkové statistiky úspěšnosti rozpoznávače rozdělené podle typu 
výpočtu lokální vzdálenosti a podle typu okénkové funkce. Při použití Hammingova okénka 
je úspěšnost rozpoznávání o 1 až 2 % vyšší. Hodnocení jednotlivých typů výpočtu lokální 
vzdálenosti jsem již uvedl výše (viz. Tab. 2). 
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Celková úspěšnost rozpoznávání (použity všechny výsledky klasifikace) je 78,7 %. 
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4 Závěr 
V práci jsem realizoval funkce pro analýzu řečového signálu v časové a kmitočtové oblasti, 
dále výpočet PARCOR koeficientů a melovských kepstrálních koeficientů a funkce pro 
vytvoření obrazu slova. Obraz slova je volbou určen jako intenzita v kmitočtových pásmech 
(9 pásem/příznaků), LPC koeficienty 10. řádu, kepstrální koeficienty (11. řádu bez prvního 
koeficientu, tzn. 10 koeficientů), melovské kepstrální koeficienty (11. řádu bez prvního 
koeficientu, tzn. 10 koeficientů) nebo PARCOR koeficienty 10. řádu.  
Vytvořil jsem funkce umožňující porovnávání obrazů dvou slov metodou borcení časové 
osy, skripty pro vytvoření jednoduchého slovníku a klasifikaci slova porovnáním se slovy ve 
slovníku. Vytvořil jsem uživatelskou aplikaci „Rozpoznavac“ s jednoduchým slovníkem pro 
klasifikaci neznámých slov. 
Celkové zhodnocení úspěšnosti klasifikace podle použitého druhu příznaků, seřazeno od 
nejúspěšnějšího: 
- LPC koeficienty - úspěšnost 82, 1 %, 
- melovské kepstrální koeficienty - úspěšnost 81, 9 %, 
- kepstrální koeficienty - úspěšnost 80, 6 %, 
- PARCOR koeficienty - úspěšnost 78, 7 %, 
- intenzita v pásmech - úspěšnost 69, 9 %. 
Hodnocení dalších parametrů rozpoznávače: 
- Nejúspěšnější klasifikace bylo dosaženo při použití funkce DTW s lokálním 
omezením typ 4 a typ 2. 
- Nejjednodušší lokální omezení (typ 1) funkce DTW, má výhodu, že má neomezenou 
strmost průběhu, tzn. neexistuje žádná limitní hodnota rozdílu délky porovnávaných 
slov (u lokálního omezení s omezenou strmostí průběhu je třeba upravit délku 
jednoho z porovnávaných slov, pokud přesáhne rozdíl délky slov limitní hodnotu). 
Zároveň však vykazuje nejmenší úspěšnost klasifikace. 
- Při trénování slovníku je vhodné použít průměr více obrazů slov pro vytvoření 
jediného referenčního obrazu, lze tak dosáhnout větší úspěšnosti klasifikace. 
- Volba typu výpočtu lokální vzdálenosti (pří výběru z těch, které jsem použil) nemá 
zásadní vliv na úspěšnost klasifikace. Při použití LPC koeficientů není volba typu 
výpočtu lokální vzdálenosti možná, je automaticky zvolena Itakurova míra.  
- Pro segmentaci signálu se hodí více Hammingovo okénko než pravoúhlé okénko, 
volba okénka však nemá zásadní vliv na úspěšnost klasifikace. 
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Seznam použitých symbolů a zkratek 
am  - LPC koeficienty 
at, ar  - vektory LPC koeficientů segmentů testovaného a referenčního slova 
B  - šířka pásma [Hz] 
cm  - melické kepstrální koeficienty 
D (A,B)  - celková vzdálenost obrazů slov A a B 
DTW  - funkce Dynamic Time Warping, borcení časové osy 
d (i , j)  - lokální vzdálenost segmentů i referenčního slova a j testovaného slova 
E  - celková chyba odhadu (predikce) 
EK  - funkce krátkodobé energie 
e [n]  - chyba odhadu (predikce) n vzorku 
f  - kmitočet [Hz] 
fm  - kmitočet [mel] 
g (n,m)  - vzdálenost slov od počátku do bodu (n,m) 
H (z)  - přenosová funkce 
h [n]  - impulsní charakteristika 
I  - funkce krátkodobé intenzity 
kn  - PARCOR koeficienty 
l [n]  - kepstrální okénková funkce 
LPC  - Linear Predictive Coding 
N (W)  - normalizační faktor 
Pt, Pr  - vektory příznaků segmentů testovaného a referenčního slova 
PARCOR  - Partial Correlation Coefficients 
PCM  - Pulse Code Modulation, pulsní kódová modulace 
p1 - p9  - intenzita v pásmech 
R (k), r (k)  - autokorelační funkce, normovaná autokorelační funkce 
Rt  - autokorelační matice v Töplitzově tvaru 
x [n]  - řečový signál 
W (k)  - váhová funkce 
w [n]  - okénková funkce 
Z  - funkce středního počtu průchodů signálu nulou 
ρij  - prvky autokorelační matice Rt 
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A Obsah přiloženého CD ROM 
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B Tabulky s podrobnými výsledky klasifikace 
Hodnoty v tabulkách vyjadřují počet správně rozpoznaných slov jednotlivými typy funkcí 
DTW při použití slovníku, jehož záznamy jsou vytvořeny z jednoho slova, z průměru dvou 
nebo tří slov (Trénink 1, 2, 3). 
B.1 Intenzita v pásmech 
Tab. 7 Výsledky klasifikace - příznaky intenzita v pásmech, Hammingovo okénko, lokální 
míra suma absolutních hodnot rozdílů příznaků 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
nula 9 9 9 10 9 9 9 8 9 9 9 9 9 9 10 9 10 10 10 10 10 195 0,9286
jedna 9 9 8 8 9 9 9 8 10 9 10 10 9 10 10 9 10 10 10 10 10 196 0,9333
dvě 7 4 2 6 0 2 4 3 9 9 9 2 8 8 7 9 9 10 6 8 9 131 0,6238
tři 5 5 4 8 4 5 4 5 6 4 9 5 5 6 7 6 6 8 6 6 6 120 0,5714
čtyři 7 7 7 8 7 7 4 5 7 7 8 7 7 5 6 8 7 10 7 7 6 144 0,6857
pět 6 6 5 7 6 5 5 6 5 5 3 6 5 5 5 9 6 8 7 7 9 126 0,6000
šest 9 5 5 4 1 8 8 8 5 6 6 3 9 8 8 8 9 7 4 7 7 135 0,6429
sedum 9 10 10 10 10 10 7 8 10 10 10 10 10 9 8 9 9 10 9 9 10 197 0,9381
osum 4 10 10 10 10 10 9 7 9 9 9 9 9 7 5 9 9 10 9 9 9 182 0,8667
devět 2 4 1 4 5 1 3 4 4 2 4 6 1 4 5 8 7 6 7 6 7 91 0,4333
deset 5 7 6 10 6 6 8 5 7 6 9 6 6 8 8 8 6 9 6 5 4 141 0,6714
























Tab. 8 Výsledky klasifikace - příznaky intenzita v pásmech, pravoúhlé okénko, lokální míra 
suma absolutních hodnot rozdílů příznaků 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
nula 10 9 9 9 9 9 9 10 9 9 8 9 9 8 10 10 9 9 10 9 10 193 0,9190
jedna 10 9 8 8 9 9 9 9 9 9 8 9 9 9 9 10 10 10 10 10 10 193 0,9190
dvě 6 3 3 5 0 1 4 4 9 9 9 2 6 9 5 9 9 10 5 8 9 125 0,5952
tři 10 6 4 7 4 5 5 8 6 4 6 5 5 6 7 6 6 8 6 4 5 123 0,5857
čtyři 3 7 7 8 7 7 5 4 7 6 8 7 6 5 5 7 6 9 7 6 7 134 0,6381
pět 6 6 5 7 6 5 5 6 6 5 6 5 4 5 4 6 7 6 6 5 7 118 0,5619
šest 9 5 5 5 1 8 7 9 7 7 5 1 9 9 9 8 8 6 3 7 8 136 0,6476
sedum 8 10 10 10 10 10 6 5 10 10 10 10 10 9 6 9 9 10 9 10 10 191 0,9095
osum 6 10 9 10 10 10 9 7 9 9 9 9 9 8 4 9 9 9 9 9 9 182 0,8667
devět 5 4 1 4 5 1 3 4 4 2 4 5 1 4 6 7 7 5 7 4 5 88 0,4190
deset 5 7 6 9 6 6 7 7 6 5 8 6 6 7 7 6 6 8 7 6 7 138 0,6571



































Tab. 9 Výsledky klasifikace - příznaky intenzita v pásmech, Hammingovo okénko, lokální 
míra suma kvadrátů rozdílů příznaků 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
nula 9 9 9 9 9 9 9 8 8 8 8 8 8 8 9 8 8 8 8 8 8 176 0,8381
jedna 7 8 8 9 9 8 9 8 9 7 7 9 9 9 9 9 9 9 10 9 10 181 0,8619
dvě 4 1 1 4 0 1 2 6 9 9 9 3 7 9 7 8 9 9 6 8 8 120 0,5714
tři 6 7 5 8 4 4 3 5 7 5 9 5 6 7 8 7 6 8 5 7 7 129 0,6143
čtyři 5 7 7 9 7 7 8 4 8 7 7 7 7 6 3 7 6 10 7 6 6 141 0,6714
pět 5 6 5 7 5 5 5 6 5 5 3 5 4 5 7 9 8 7 9 8 8 127 0,6048
šest 9 3 3 3 1 8 5 8 5 7 6 2 9 7 9 8 9 7 3 8 8 128 0,6095
sedum 6 10 8 10 10 9 5 7 10 10 10 10 10 7 7 9 9 10 9 9 10 185 0,8810
osum 3 10 9 10 9 10 9 4 9 9 9 9 9 8 6 9 9 9 9 9 9 177 0,8429
devět 3 5 2 3 5 1 3 4 5 3 2 5 1 3 6 8 7 6 7 6 5 90 0,4286
deset 2 8 8 9 7 7 8 5 8 6 8 7 7 7 8 8 5 9 7 5 6 145 0,6905






















Tab. 10 Výsledky klasifikace - příznaky intenzita v pásmech, pravoúhlé okénko, lokální míra 
suma kvadrátů rozdílů příznaků 
 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
nula 9 9 9 9 9 9 9 9 8 8 8 8 8 8 9 8 8 8 9 8 8 178 0,8476
jedna 10 9 8 9 9 8 9 7 9 9 9 9 9 10 8 10 10 9 10 10 10 191 0,9095
dvě 4 1 1 4 0 1 3 6 9 8 9 2 7 7 6 9 9 9 4 8 8 115 0,5476
tři 8 6 5 8 4 4 3 6 5 5 7 5 6 7 9 7 6 7 5 5 5 123 0,5857
čtyři 4 7 7 10 7 7 6 4 7 7 8 7 7 5 6 8 6 9 7 6 5 140 0,6667
pět 5 5 5 7 5 5 5 6 5 5 5 5 4 5 4 7 8 4 8 5 6 114 0,5429
šest 9 3 3 3 1 7 4 8 6 6 5 1 9 8 9 8 8 7 3 9 8 125 0,5952
sedum 6 9 8 10 10 7 4 7 10 10 10 10 10 8 5 9 9 9 9 10 10 180 0,8571
osum 5 10 9 10 9 9 9 7 9 9 9 9 9 8 3 9 9 9 9 9 9 178 0,8476
devět 2 4 2 5 5 1 3 3 7 3 4 5 0 3 4 7 7 6 6 4 5 86 0,4095
deset 6 8 8 9 7 7 8 5 8 6 9 7 7 8 6 7 7 9 7 6 7 152 0,7238



















Trening 1 2 3
 
B.2 LPC koeficienty 
Tab. 11 Výsledky klasifikace - příznaky LPC koeficienty 9. řádu, Hammingovo okénko, 
lokální míra Itakurova míra 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
nula 9 10 10 10 10 10 10 9 10 10 10 10 10 10 9 10 10 10 10 10 10 207 0,9857
jedna 7 10 10 10 10 10 10 5 10 10 10 10 10 10 7 10 10 10 10 10 10 199 0,9476
dvě 4 10 8 9 1 8 9 4 10 10 10 3 10 10 7 10 10 10 5 10 10 168 0,8000
tři 8 7 8 6 7 7 7 9 8 7 7 7 7 7 6 8 9 8 8 9 5 155 0,7381
čtyři 5 10 10 9 10 10 8 7 10 10 10 10 10 8 6 8 8 8 9 9 6 181 0,8619
pět 2 7 6 8 5 6 6 3 7 7 8 7 7 6 3 9 5 5 7 5 10 129 0,6143
šest 8 7 7 6 4 8 7 10 9 9 9 4 9 10 7 10 10 10 6 9 9 168 0,8000
sedum 10 10 10 10 10 10 10 10 10 10 10 10 10 10 9 10 10 10 10 10 10 209 0,9952
osum 10 10 9 10 9 9 9 10 9 10 10 9 10 8 10 9 10 10 10 10 9 200 0,9524
devět 1 6 5 7 6 6 7 2 7 7 5 7 6 9 3 9 7 9 9 7 8 133 0,6333
deset 9 10 8 10 10 8 8 9 9 7 10 9 8 6 8 9 6 8 8 6 5 171 0,8143






























Tab. 12 Výsledky klasifikace - příznaky LPC koeficienty  9. řádu, pravoúhlé okénko, lokální 
míra Itakurova míra 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
nula 8 10 10 10 10 10 10 10 10 10 10 10 10 10 9 10 10 10 10 10 10 207 0,9857
jedna 1 10 10 10 10 10 10 4 10 10 10 10 10 10 6 10 10 10 10 10 8 189 0,9000
dvě 8 9 9 9 3 9 10 9 10 9 9 2 8 10 7 10 10 10 5 10 10 176 0,8381
tři 8 7 6 7 6 8 8 8 7 7 9 6 8 7 9 9 8 10 7 9 9 163 0,7762
čtyři 8 10 8 9 10 8 8 4 9 9 9 10 9 8 7 9 8 9 9 9 7 177 0,8429
pět 4 5 6 9 7 6 5 3 5 6 7 8 6 7 1 8 5 6 6 5 8 123 0,5857
šest 9 7 7 8 4 9 8 10 7 7 9 5 8 10 10 8 10 9 6 8 10 169 0,8048
sedum 8 10 10 10 10 10 10 9 10 10 10 10 10 10 10 10 10 10 10 10 10 207 0,9857
osum 7 10 9 10 9 9 9 10 10 10 10 9 10 9 10 9 10 10 9 10 9 198 0,9429
devět 3 3 1 6 5 3 5 1 8 8 6 7 6 9 3 10 7 8 9 6 9 123 0,5857
deset 5 9 8 10 9 8 6 4 9 8 10 9 7 6 3 8 5 8 7 5 4 148 0,7048






















Tab. 13 Výsledky klasifikace - příznaky LPC koeficienty 10. řádu, Hammingovo okénko, 
lokální míra Itakurova míra 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
nula 9 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 209 0,9952
jedna 1 10 10 9 10 10 10 3 10 10 10 10 10 10 6 10 10 10 10 10 7 186 0,8857
dvě 7 9 9 8 3 9 10 4 10 9 9 2 8 10 7 10 10 10 5 10 10 169 0,8048
tři 8 6 5 7 4 5 8 8 7 7 8 5 7 6 8 8 8 9 7 9 9 149 0,7095
čtyři 5 9 8 9 10 8 8 6 9 9 8 9 9 9 9 9 9 9 9 9 7 177 0,8429
pět 2 6 6 7 5 6 4 2 5 5 5 6 4 6 1 8 6 10 7 6 9 116 0,5524
šest 7 8 7 8 4 9 8 10 8 7 9 5 8 10 10 9 9 9 6 9 10 170 0,8095
sedum 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 210 1,0000
osum 7 10 9 10 9 9 9 9 10 9 10 9 9 9 10 9 9 10 9 10 9 194 0,9238
devět 3 6 5 5 6 5 8 3 8 6 6 7 4 9 5 9 7 8 9 7 9 135 0,6429
deset 4 9 8 10 9 8 7 4 9 8 10 9 8 6 2 9 5 8 8 5 6 152 0,7238



















Trening 1 2 3
 
Tab. 14 Výsledky klasifikace - příznaky LPC koeficienty 10. řádu, pravoúhlé okénko, lokální 
míra Itakurova míra 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
nula 9 10 9 10 10 9 9 9 10 10 10 10 10 10 9 10 10 10 10 10 10 204 0,9714
jedna 5 10 10 10 10 10 10 7 10 10 10 10 10 10 7 10 10 10 10 10 10 199 0,9476
dvě 6 8 5 4 1 5 6 5 10 10 10 1 10 10 6 10 10 10 5 10 10 152 0,7238
tři 7 7 8 8 5 6 7 8 9 8 8 8 7 8 8 9 8 9 8 9 7 162 0,7714
čtyři 6 10 10 9 10 10 8 8 10 10 10 10 10 9 7 10 7 8 8 9 9 188 0,8952
pět 3 7 6 7 5 6 7 2 6 7 7 7 7 5 1 8 7 5 7 8 9 127 0,6048
šest 8 6 7 6 3 8 7 9 9 9 9 4 9 10 10 10 10 10 6 9 10 169 0,8048
sedum 9 10 10 10 10 10 10 10 10 10 10 10 10 10 9 10 10 10 10 10 10 208 0,9905
osum 10 9 9 10 9 8 9 10 10 9 10 9 9 8 10 10 9 10 9 10 8 195 0,9286
devět 5 8 7 9 7 8 6 3 7 6 6 8 6 8 1 8 7 8 9 8 7 142 0,6762
deset 8 10 8 10 10 8 9 9 9 8 10 9 8 8 6 9 6 8 8 6 6 173 0,8238


























B.3 Kepstrální koeficienty 
Tab. 15 Výsledky klasifikace - příznaky kepstrální koeficienty, Hammingovo okénko, lokální 
míra suma absolutních hodnot rozdílů příznaků 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
nula 9 10 10 10 10 10 10 9 10 10 10 10 10 10 7 10 10 10 10 10 10 205 0,9762
jedna 4 10 10 9 10 10 10 5 10 10 10 10 10 10 5 10 10 10 10 10 10 193 0,9190
dvě 2 5 4 4 1 2 2 3 10 9 10 1 9 9 5 10 10 10 1 9 10 126 0,6000
tři 7 8 8 9 6 7 7 6 7 7 9 4 6 7 8 8 8 8 7 7 8 152 0,7238
čtyři 2 7 7 7 8 6 5 1 7 7 10 9 7 7 5 9 7 10 9 8 8 146 0,6952
pět 8 7 8 7 8 8 7 4 9 7 7 7 7 6 4 9 9 7 9 10 10 158 0,7524
šest 7 6 7 6 2 9 6 8 10 10 10 3 10 10 4 10 10 10 2 10 9 159 0,7571
sedum 7 10 10 10 10 10 10 9 10 10 10 10 10 10 10 10 10 10 10 10 10 206 0,9810
osum 8 9 9 10 9 10 9 10 10 9 10 9 10 9 10 10 9 10 9 10 9 198 0,9429
devět 3 5 4 6 4 4 4 7 7 7 6 7 7 8 3 10 8 10 7 8 9 134 0,6381
deset 9 10 10 10 10 9 9 9 9 9 9 9 9 9 5 8 8 8 9 8 8 184 0,8762






















Tab. 16 Výsledky klasifikace - příznaky kepstrální koeficienty, pravoúhlé okénko, lokální míra 
suma absolutních hodnot rozdílů příznaků 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
nula 10 10 10 9 10 9 9 8 10 10 10 10 10 10 8 10 10 10 10 10 10 203 0,9667
jedna 1 7 4 6 7 7 7 4 10 10 10 10 10 10 6 10 10 10 10 10 10 169 0,8048
dvě 5 10 9 7 1 9 9 6 10 10 10 2 10 10 4 10 10 8 0 9 10 159 0,7571
tři 6 7 6 5 5 4 7 8 8 7 7 5 6 8 8 8 7 7 6 8 8 141 0,6714
čtyři 1 6 4 5 8 3 2 4 6 6 9 9 7 7 3 10 8 9 9 8 9 133 0,6333
pět 4 6 8 8 10 6 7 1 7 7 9 7 7 7 1 8 7 8 8 7 10 143 0,6810
šest 10 5 6 6 2 10 10 9 10 10 10 3 10 10 7 10 10 9 3 7 8 165 0,7857
sedum 8 10 10 10 10 10 10 9 10 10 10 10 10 10 9 10 10 10 10 10 10 206 0,9810
osum 7 10 9 9 9 9 9 6 9 9 10 9 10 9 6 10 10 10 10 10 9 189 0,9000
devět 4 7 7 8 5 6 7 3 8 7 7 6 6 9 3 9 9 9 6 10 8 144 0,6857
deset 7 8 8 8 8 7 8 5 8 7 10 8 8 8 2 8 8 8 8 8 9 159 0,7571






















Tab. 17 Výsledky klasifikace - příznaky kepstrální koeficienty, Hammingovo okénko, lokální 
míra suma kvadrátů rozdílů příznaků 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
nula 9 10 10 10 10 10 10 9 10 10 10 10 10 10 9 10 10 10 10 10 10 207 0,9857
jedna 6 10 10 10 10 10 10 6 10 10 10 10 10 10 5 10 10 10 10 10 10 197 0,9381
dvě 4 5 5 4 1 4 4 8 10 10 10 1 9 10 6 10 10 9 2 10 10 142 0,6762
tři 8 7 7 9 6 7 7 8 7 8 8 6 7 6 7 9 9 9 7 8 8 158 0,7524
čtyři 3 8 7 9 8 6 6 2 8 7 9 9 7 7 4 9 7 9 9 8 8 150 0,7143
pět 5 6 6 8 7 7 7 6 7 7 8 8 8 8 1 10 10 8 10 9 10 156 0,7429
šest 10 8 8 7 2 10 10 10 10 10 10 3 10 10 10 10 10 10 3 10 10 181 0,8619
sedum 9 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 209 0,9952
osum 9 9 9 10 9 8 9 10 10 9 10 9 9 9 10 9 9 10 9 9 9 194 0,9238
devět 1 4 4 5 4 4 4 4 8 8 7 7 8 7 4 10 8 9 6 8 9 129 0,6143
deset 9 10 10 10 10 9 9 9 9 9 10 9 8 9 5 8 8 10 9 8 9 187 0,8905



























Tab. 18 Výsledky klasifikace - příznaky kepstrální koeficienty, pravoúhlé okénko, lokální míra 
suma kvadrátů rozdílů příznaků 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
nula 6 10 10 10 10 10 10 7 10 10 10 10 10 10 5 10 10 10 10 10 10 198 0,9429
jedna 1 9 7 6 9 7 9 6 10 9 10 10 10 9 6 10 9 10 10 10 9 176 0,8381
dvě 3 9 8 8 1 8 9 4 9 9 8 1 9 10 5 10 9 9 0 8 9 146 0,6952
tři 6 8 5 7 5 4 7 10 7 6 7 5 5 6 10 8 6 8 5 6 8 139 0,6619
čtyři 6 7 7 9 9 5 5 4 9 7 9 9 7 8 5 9 8 9 9 8 8 157 0,7476
pět 2 6 8 8 10 8 8 3 6 9 8 9 9 9 1 8 8 8 8 8 9 153 0,7286
šest 9 7 8 7 2 10 10 10 10 10 9 3 10 10 7 10 10 9 3 10 10 174 0,8286
sedum 9 10 10 10 10 10 10 9 10 10 10 10 10 10 9 10 10 10 10 10 10 207 0,9857
osum 8 9 9 9 9 9 9 9 9 9 10 9 9 9 9 9 9 10 9 9 9 190 0,9048
devět 4 8 8 8 6 5 7 2 9 9 8 7 8 10 3 10 10 10 8 10 10 160 0,7619
deset 8 8 8 10 8 8 8 6 9 8 10 8 8 8 1 9 8 9 9 9 8 168 0,8000



















Trening 1 2 3
 
B.4 Melovské kepstrální koeficienty 
Tab. 19 Výsledky klasifikace - příznaky melovské kepstrální koeficienty, Hammingovo 
okénko, lokální míra suma absolutních hodnot rozdílů příznaků 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
nula 9 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 209 0,9952
jedna 9 10 10 10 10 10 10 9 10 10 10 10 10 10 9 10 10 10 10 10 10 207 0,9857
dvě 8 9 9 10 1 8 7 4 10 10 10 3 10 10 8 10 9 10 5 9 9 169 0,8048
tři 8 5 5 6 2 4 5 9 6 6 7 6 6 8 9 8 8 8 6 8 9 139 0,6619
čtyři 6 9 9 10 10 9 9 9 10 9 10 10 9 9 5 10 10 10 10 10 9 192 0,9143
pět 4 5 4 6 5 4 5 7 5 5 6 5 5 5 8 7 8 7 8 8 8 125 0,5952
šest 10 6 7 6 2 9 8 10 10 10 10 3 10 10 9 10 10 10 3 10 10 173 0,8238
sedum 7 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 207 0,9857
osum 9 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 209 0,9952
devět 5 7 4 7 4 5 6 10 7 5 8 6 4 7 9 7 9 7 6 7 7 137 0,6524
deset 10 9 9 9 8 9 8 10 8 7 9 8 7 7 10 9 8 9 8 8 8 178 0,8476






















Tab. 20 Výsledky klasifikace - příznaky melovské kepstrální koeficienty, pravoúhlé okénko, 
lokální míra suma absolutních hodnot rozdílů příznaků 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
nula 6 10 10 10 10 9 9 8 10 10 10 10 10 10 7 10 10 10 10 10 10 199 0,9476
jedna 1 10 10 10 10 10 10 6 10 10 10 10 10 10 7 10 10 10 10 10 10 194 0,9238
dvě 3 9 9 10 1 9 8 5 10 10 10 3 8 9 6 9 9 10 4 9 9 160 0,7619
tři 3 2 1 1 1 0 1 6 7 4 8 2 5 9 6 7 6 8 4 6 7 94 0,4476
čtyři 7 9 9 10 10 9 9 8 8 8 10 9 8 8 6 10 10 10 10 10 9 187 0,8905
pět 4 7 4 6 4 4 4 3 5 4 6 4 4 4 1 10 8 6 9 9 9 115 0,5476
šest 10 8 8 8 2 10 9 8 10 10 10 3 10 10 10 10 10 10 3 10 9 178 0,8476
sedum 6 10 10 10 10 10 10 9 10 10 10 10 10 10 9 10 10 10 10 10 10 204 0,9714
osum 10 10 10 10 10 10 10 8 9 10 10 10 9 9 9 9 9 10 9 9 9 199 0,9476
devět 2 4 7 6 5 6 6 4 7 7 9 6 7 7 4 8 7 9 5 6 7 129 0,6143
deset 8 9 8 9 8 9 8 10 8 7 9 7 7 8 6 9 8 9 8 7 8 170 0,8095


























Tab. 21 Výsledky klasifikace - příznaky melovské kepstrální koeficienty, Hammingovo 
okénko, lokální míra suma kvadrátů rozdílů příznaků 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
nula 9 10 10 10 10 10 10 10 10 10 10 10 10 10 9 10 10 10 10 10 10 208 0,9905
jedna 9 10 10 10 10 10 10 9 10 10 10 10 10 10 9 10 10 10 10 10 10 207 0,9857
dvě 8 8 8 9 1 6 7 4 10 10 10 3 10 10 6 9 9 10 6 9 9 162 0,7714
tři 8 5 5 7 4 5 5 10 7 8 8 5 7 9 9 8 9 9 7 9 9 153 0,7286
čtyři 8 9 9 9 10 10 9 8 9 9 10 9 8 9 7 10 9 10 10 9 9 190 0,9048
pět 7 5 4 5 4 4 4 6 6 5 6 5 5 5 5 6 6 8 7 8 8 119 0,5667
šest 10 9 8 8 2 9 9 10 10 10 10 4 10 10 10 10 10 10 4 10 10 183 0,8714
sedum 7 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 207 0,9857
osum 10 10 10 10 10 10 10 10 10 9 10 9 10 9 10 9 9 10 9 9 9 202 0,9619
devět 5 5 4 8 5 5 5 9 7 6 8 6 4 7 8 9 9 7 6 7 7 137 0,6524
deset 10 10 8 9 8 8 8 10 9 8 9 8 8 7 10 8 8 9 8 8 7 178 0,8476























Tab. 22 Výsledky klasifikace - příznaky melovské kepstrální koeficienty, pravoúhlé okénko, 
lokální míra suma kvadrátů rozdílů příznaků 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
nula 7 10 10 10 10 10 10 9 10 10 10 10 10 10 7 10 10 10 10 10 10 203 0,9667
jedna 5 10 10 10 10 10 10 9 10 10 10 10 10 10 8 10 10 10 10 10 10 202 0,9619
dvě 5 9 9 10 2 8 8 4 10 10 10 3 10 10 8 10 10 10 4 9 9 168 0,8000
tři 4 3 2 4 1 0 2 10 7 6 7 5 6 8 6 7 7 7 5 6 7 110 0,5238
čtyři 5 10 10 10 10 10 9 6 9 9 9 9 8 8 7 9 9 9 9 9 9 183 0,8714
pět 1 6 4 6 4 4 4 4 6 5 5 5 4 5 1 8 9 6 9 8 10 114 0,5429
šest 10 8 9 10 2 10 10 10 10 10 10 6 10 10 10 10 10 10 5 10 10 190 0,9048
sedum 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 210 1,0000
osum 10 9 9 10 9 9 9 9 9 9 10 9 9 9 10 9 9 10 9 9 9 194 0,9238
devět 4 6 6 7 3 6 7 2 8 7 8 6 7 8 1 9 8 6 6 6 7 128 0,6095
deset 8 8 8 9 8 8 8 9 8 7 9 7 7 8 7 9 8 9 8 7 8 168 0,8000



















Trening 1 2 3
 
B.5 PARCOR koeficienty 
Tab. 23 Výsledky klasifikace - příznaky PARCOR koeficienty, Hammingovo okénko, lokální 
míra suma absolutních hodnot rozdílů příznaků 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
nula 9 10 10 10 10 10 10 9 10 10 10 10 10 10 10 10 10 10 10 10 10 208 0,9905
jedna 6 10 10 9 10 10 10 8 10 10 10 10 10 10 9 10 9 10 10 10 10 201 0,9571
dvě 4 10 8 8 1 9 9 5 10 10 10 2 10 10 4 10 10 9 3 10 10 162 0,7714
tři 4 6 6 9 6 6 8 5 7 7 8 6 6 7 7 8 7 8 6 7 8 142 0,6762
čtyři 2 9 9 6 10 10 9 7 9 8 9 9 8 8 8 10 7 10 10 9 6 173 0,8238
pět 1 4 4 5 4 4 4 3 6 6 7 6 6 6 4 9 9 7 9 9 8 121 0,5762
šest 10 4 4 3 2 7 5 10 9 10 8 2 9 9 6 10 10 10 3 8 9 148 0,7048
sedum 3 4 3 4 5 4 4 9 9 9 9 9 9 8 5 10 10 10 10 10 10 154 0,7333
osum 10 10 10 10 9 10 9 10 9 8 9 9 8 9 7 9 9 9 9 9 9 191 0,9095
devět 6 8 8 9 6 7 7 6 7 5 5 5 4 6 5 7 7 7 5 5 6 131 0,6238
deset 8 9 8 8 8 8 8 8 7 9 10 7 8 7 2 9 8 8 9 8 8 165 0,7857



























Tab. 24 Výsledky klasifikace - příznaky PARCOR koeficienty, pravoúhlé okénko, lokální míra 
suma absolutních hodnot rozdílů příznaků 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
nula 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 210 1,0000
jedna 2 10 10 10 10 10 10 5 10 10 10 10 10 10 6 10 10 10 10 10 10 193 0,9190
dvě 9 10 10 9 1 10 10 6 9 9 9 2 9 9 4 9 9 9 4 9 9 165 0,7857
tři 5 6 5 5 5 5 6 9 7 6 6 6 5 6 8 8 7 8 5 7 8 133 0,6333
čtyři 5 6 6 7 9 7 5 3 9 9 9 9 9 7 4 10 9 9 10 9 10 161 0,7667
pět 3 7 7 7 7 6 6 3 6 6 6 6 5 4 3 4 4 4 4 4 5 107 0,5095
šest 5 4 4 4 2 9 6 10 8 10 7 2 9 9 10 10 10 10 2 9 9 149 0,7095
sedum 8 10 10 10 10 10 10 9 10 10 10 10 10 10 7 10 10 10 10 10 10 204 0,9714
osum 9 9 10 10 9 10 9 8 9 9 10 9 9 9 7 9 9 10 9 9 9 191 0,9095
devět 4 7 5 5 4 4 4 4 7 7 7 5 4 7 5 8 6 6 5 4 8 116 0,5524
deset 7 9 8 9 8 8 7 4 9 9 10 8 6 6 2 7 6 9 9 6 8 155 0,7381






















Tab. 25 Výsledky klasifikace - příznaky PARCOR koeficienty, Hammingovo okénko, lokální 
míra suma kvadrátů rozdílů příznaků 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
nula 10 10 10 10 10 10 10 9 10 10 10 10 10 10 10 10 10 10 10 10 10 209 0,9952
jedna 4 10 10 8 10 10 10 2 10 10 10 10 10 10 10 10 10 10 10 10 9 193 0,9190
dvě 3 9 8 8 1 8 8 6 10 10 10 2 10 10 6 10 10 9 3 10 10 161 0,7667
tři 5 7 7 8 6 8 8 5 7 7 9 6 7 8 5 10 10 10 7 9 8 157 0,7476
čtyři 5 8 8 8 10 7 7 6 8 6 10 9 8 6 10 7 6 7 9 9 5 159 0,7571
pět 4 4 4 4 4 4 4 2 7 6 6 6 6 6 0 9 10 7 10 10 10 123 0,5857
šest 9 4 4 5 2 5 5 10 10 10 9 2 8 9 10 10 10 10 3 8 9 152 0,7238
sedum 3 4 4 6 6 6 4 9 9 9 9 9 9 8 5 10 10 10 10 10 10 160 0,7619
osum 10 10 9 9 9 9 9 10 9 8 9 9 8 9 9 9 9 9 9 9 9 190 0,9048
devět 7 9 9 6 7 9 8 6 8 8 9 6 9 8 6 9 9 9 6 7 8 163 0,7762
deset 6 9 8 9 9 8 8 8 9 8 9 8 8 8 5 9 7 9 8 7 9 169 0,8048






















Tab. 26 Výsledky klasifikace - příznaky PARCOR koeficienty, pravoúhlé okénko, lokální míra 
suma kvadrátů rozdílů příznaků 
1 2 3 4 5 6 7 1 2 3 4 5 6 7 1 2 3 4 5 6 7
nula 10 10 10 10 10 10 10 10 10 10 10 10 10 10 9 10 10 10 10 10 10 209 0,9952
jedna 4 10 10 9 10 10 10 8 10 10 10 10 9 9 2 10 10 10 10 10 10 191 0,9095
dvě 7 10 10 10 2 10 10 6 10 10 9 2 10 10 4 10 9 9 3 9 10 170 0,8095
tři 4 6 6 6 5 6 6 7 7 7 8 5 6 7 8 6 6 7 5 7 7 132 0,6286
čtyři 4 7 6 9 9 7 6 4 9 9 8 9 8 6 7 9 9 9 9 9 9 162 0,7714
pět 4 6 6 7 6 6 6 3 7 6 5 6 5 4 2 5 6 7 6 6 7 116 0,5524
šest 7 5 4 5 2 7 6 10 8 9 8 2 9 9 10 10 10 10 3 9 9 152 0,7238
sedum 7 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 207 0,9857
osum 10 9 9 10 9 9 9 10 9 9 10 9 9 9 8 9 9 10 9 9 9 193 0,9190
devět 4 9 9 7 6 8 8 1 9 10 10 7 9 9 1 10 9 7 5 7 8 153 0,7286
deset 6 9 8 10 8 8 8 7 9 8 9 8 8 8 5 8 8 9 9 6 8 167 0,7952



















Trening 1 2 3
 
