Abstract-A fast, robust technique is needed to facilitate studies of vocalisations by dolphins and other marine mammals such as whales in which large quantities of acoustic data are commonly generated. It is sometimes necessary to be able to describe whistle contours quantitatively, rather than simply looking at descriptors such as start frequency, maximum frequency, number of inflection points, etc. This is important when whistles are to be compared using an automated classification system, and is an essential component of a real-time, automated classification system for use with a raw data stream. In this paper we describe a rapid and robust high order polynomial curve fitting technique which extracts features in preparation for automated classification. We applied this method to classify natural vocalizations of Indo-Pacific humpback dolphins (Sousa chinensis). We believe the method will be widely applicable to bioacoustic studies involving FM acoustic signals in both underwater and in-air environments.
I. INTRODUCTION
Underwater acoustic recordings containing dolphin vocalisations are often analysed in the time-frequency domain using spectrograms. Spectrogram feature extraction techniques are widely used in whistle classification studies because they provide a visual representation of the whistle's frequency variation over time, and feature vectors for whistles can be extracted from their spectrogram images [1] . In order to investigate the way in which information might be encoded by dolphins in their natural FM (Frequency Modulated) whistles, it is necessary to identify and systematically describe small variations among whistles that superficially sound similar. One way to do this is by clustering whistles into groups containing whistles with similar structures. Clustering approaches attempt to partition data into several sub-groups or clusters where clusters represent groups of data with a high degree of internal similarity that might provide insights into the structure of the data. The level of internal similarity deemed meaningful to either dolphins or researchers is critical because whistle spectrograms that look superficially similar or identical to the human observer might contain information within small frequency modulated variations that could be overlooked as unimportant variations on a theme. For example, this might be particularly important in studies of dolphin vocalisations described as 'signature whistles'.
As part of the on-going dolphin communication work at the Marine Mammal Research Laboratory, NUS (National University of Singapore), we have made a large number of recordings from Indo-Pacific humpback dolphins (Sousa chinensis) kept by Underwater World Singapore Pte. Ltd. at Dolphin Lagoon, Sentosa. The duration of these recordings was between 20 to 40 minutes and the number of whistles they contained varied from about 100 to 400 whistles per recording. In this paper, we have proposed a method for classifying these whistles into their natural groupings.
II. RELATED WORK
Studies of the vocalisations produced by small cetaceans have mainly focused on the Bottlenose dolphin (Tusiops truncatus) and these include many attempts to cluster bottlenose dolphin whistles using qualitative methods (human observers) as well as quantitative methods [2] , [3] , [4] , [5] and [6] . McCowan [2] proposed a quantitative method to categorize dolphin whistles using a technique based on contour similarity. She used 20 frequency measurements equally distributed over the whistle contour as the basic feature set and generated a set of correlation coefficients for each whistle and its similarity to every other whistle in a data set. This method is likely to be very sensitive to the presence of outliers and it's also time consuming because the points has to be manually determined. Janik [4] compared the above method with human observation in identifying whistle similarities, and found that human observers were still better at categorizing whistles than computers. In addition, Douaze et al. [7] have reported personal observations with bottlenose dolphins from different geographical locations. However, when a human observer is performing the classification, it is difficult to know the threshold for classification being used and difficult to replicate that threshold. Moreover, a human might miss a small parameter variation that could be important to the animal. Hence, we have used a high order polynomial curve fitting technique to analyze the dolphin whistles. As far as we aware, this is the first attempt to do such an analysis on natural vocalizations of Indo-Pacific Humpback dolphins.
III. METHOD A. De-noising and Tracing
Tracing dolphin whistles is often difficult due to the presence of environmental noise which degrades the signal to noise ratio. In the present analysis, Snapping shrimp in the dolphin habitat produced fairly loud, broadband noise, a common characteristic of warm shallow water acoustics. An automated technique developed by Malawaarachchi et al. [1] was used to de-noise the recordings and trace the whistles. However, because of the presence of broadband Snapping shrimp noise and occasional low whistle intensity, it was not possible to create perfect tracings of all whistle contours recorded. However, at this stage, it was assumed that we had a perfect match between the actual spectrogram of a whistle and the traced points. The underlying idea was to avoid any error caused by mismatch between an actual and a traced whistle (in the feature extraction phase) and observe the error arising from the clustering algorithm alone. This would enable the selection of appropriate features and fine-tune the clustering algorithm. A perfect match was obtained by first, manually adding points over a small temporal scale to fill obvious gaps in the sound recording in order to complete the whistle, and then by removing any obvious outliers.
B. Feature Extraction
The shape of whistle contours in the time-frequency plane is widely regarded as an important characteristic of a dolphin whistle [4] . This contour is made up of a fundamental frequency, as well as harmonics. Harmonics are a frequency component of the fundamental frequency, and are integer multiples or fractions of the frequency of the carrier wave. In this study, we concentrated solely on the fundamental frequency of a contour. A feature vector was constructed using a shape descriptor, which was a polynomial fit of the traced whistle contour (i.e. fundamental frequency contour). However, our preliminary testing showed that simple polynomial fitting is unlikely to give good results since such polynomial fitting is very sensitive to shifts in time and frequency. Therefore, the following procedure was used to obtain a more robust polynomial fit which is invariant to time and frequency shifts.
First, a traced whistle contour (time, frequency points) is shifted and scaled so that the middle point of the whistle corresponds to time = 0 and duration of the whistle is [- 1 1] . Then a standard polynomial fitting is performed on the scaled time, frequency points. A threshold was set to provide a compromise between the accuracy of the polynomial fit and the order of the polynomial, to avoid over-fitting or under-fitting the whistle contour. We allow the order of the polynomial fit to vary between 1 and 14 depending on the complexity of the whistle contour. The algorithm shown in Figure 1 is used to get a reasonable polynomial fit while maintaining the feature vector size constant. (1) where bi is the ith coefficient of shifted polynomial, N is the order of the original polynomial fit and aj is the jth coefficient of the un-shifted polynomial fit. Finally, the constant term of the polynomial fit (y-intercept) was removed in order to make it invariant to frequency shifts. The proposed polynomial fit is shown in Figure 2 , for 3 selected whistle contours. Instead of just taking the coefficients of the polynomial fit, we augmented the features by taking the value of the polynomial fit at N(= 100) points. This is very similar to the features used by McCowan [2] . However (4) We allow 10% tolerance and set the value of d as 90% to obtain the number of natural clusters. 
C. Clustering
The principle underlying clustering is to make sure that samples in the same cluster are in some specified ways more similar to each other than to samples in different clusters. One way to make this into a well-defined problem is to define a criterion function that measures the clustering quality of any partition of the data. In this paper, we have used the simplest and most widely used criterion function for clustering: the Sum-of-Squared Error (SSE) criterion [8] . The SSE criterion is defined by the total squared errors in representing the given set of data by the set of mean {m, . . , mk}. Denoting SSE by Je, it could be formulated as k Z= l;x Ti (2) i=1 xeHi where x represents a vector drawn from partition Hi and mi is the mean vector of the partition Hi given by mi = nli ExCH, x, ni is the number of samples in partition Hi. An optimal partition will minimize Je, and the clustering obtained will be the best in SSE sense.
The form of Je given in equation (2) From the results shown in Figure 3 , it is clear that the coefficient of the polynomial fit is not a good feature in clustering. This might be due to the fact that the polynomial coefficients are not unique. However, using the value of the polynomial fit at 100 points (evenly distributed along the time axis) leads to much better clustering as shown in Figure  4 . This feature extraction method is similar to the method proposed by McCowan [2] , in which she used 20 frequency measurements (evenly distributed along the time axis) as the feature vector and reported this is sufficient even to describe complex whistle contours with several turning points. We tried the proposed method using 20 frequency measurements as recommended, but the procedure produced the same results as when we used 100 points along the polynomial fit. By fitting a polynomial to the time-frequency contour and taking the values of polynomial fit at N points, we essentially remove the noise present in the traced whistle. In that sense, our proposed feature extraction method is more robust to noise compared to the feature extraction proposed in McCowan (1995) [2] and is also appropriate for use in a rapid automated classification system.
Results of clustering using the third feature extraction method show that it is quite sensitive to small variations in the whistle contour. In fact, group 2 of Figure 4 using only the value of the polynomial fit) are separated in to three groups in Figure 5 (b) (when using the slope of the polynomial fit). The reason for this is that although whistles in group 2 of Figure 4 (b) look similar in general, they possess small variations in terms of the gradients at different points.
Comparing the clustering performance using three different feature sets, it is clear that the value of a polynomial fit at N(= 100) evenly distributed points is an appropriate feature to use when the objective is to cluster whistles according to their general shape.
V. CONCLUSION AND FUTURE WORK
This paper has introduced an algorithm, based on high order curve fitting techniques to extract features from dolphin whistle contours. Three different feature extraction methods are discussed in detail. In the next phase of our work, the proposed method will be used to classify a large number 
