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Abstract

This thesis describes the experimental apparatus and procedure used to measure the excitation
function of the 2p5 3p 3 D3 state of neon. First I describe the effect on this excitation of negative ion
resonances and previous experiments to measure the excitation function, as well as suggestions for future
applications of such studies. Then the experimental apparatus is described in three parts. The vacuum
system uses a turbomolecular pump to decrease the pressure of the chamber to as low as 4*10-9 Torr. The
electron beam system incorporates a trochoidal electron monochromator to send a highly monochromatic
beam of electrons (< 100 meV wide) into the neon collision cell, which allows for better resolution of the
resonant features in the excitation function than could be obtained by a standard thermionically emitted
electron beam. The installation of a new barium oxide cathode electron source is discussed, which has
advantages over the tungsten filament used previously, particularly with regard to reduction in background
light. The light analysis system can measure the intensity of light emitted from the collision cell, and employs
a polarimeter to measure the Stokes parameters of the emitted light. Improvements to the apparatus made
this year include the resolution of an inconsistency in angle measurement for polarimeter measurements. The
utility of the ion optics program SIMION® is also considered, which can model the electron beam system
to optimize its use. Finally, the method for measuring the excitation function is explained in detail.
Keywords: Physics, electron, neon, negative ion, resonance, SIMION, light, Stokes parameters
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Introduction
Atomic physicists often perform experiments that collide electrons with gaseous atoms to observe

their interactions. These interactions become especially interesting when the incident electrons are close to
the various energy thresholds for electronic excitation of different states of the atom. At specific energies
often near these thresholds [1], the atom can incorporate the electron in a temporary ”resonant” negative
ion state that lasts far longer than the time required for the electron to pass through the atom [2], [3]. The
multiply-excited negative ion decays by emitting an electron and decaying into a singly-excited neutral atom,
which can further decay by emitting a photon of characteristic wavelength [4]. The excitation function is a
graph displaying the amount of florescence of this specific wavelength as a function of incident electron energy.
We are interested in studying the excitation function of the 2p5 3p 3 D3 singly-excited state. Occasionally, at
around 19.5 eV, the electron first produces the doubly-excited negative ion 2p5 3s2 resonance that can decay
into the 3 D3 state that we then observe with 640.2 nm light. The threshold for producing the 3 D3 state is
18.5 eV. [5]. Detected florescence increases until the electron energy is 25 eV, but the resonance introduces
resonant features (peaks) in the otherwise smooth excitation function.

Figure 1.1: Metastable atom excitation function for neon graphing metastable cross section vs. incident
electron energy. Each peak indicates a specific negative ion resonance. Figure from [1].
To achieve incident electron energy widths adequate to precisely measure the resonant structure of
this excitation function, an energy width of less than 100 meV [1], we employ a device known as a trochoidal
electron monochromator (TEM) [6]. For experiments using beams of electrons, it is often convenient to
introduce a magnetic field along the axis of transmission to reduce the spatial spread of electrons and
constrain them to helical trajectories. The TEM is convenient to use in this situation because the axial
magnetic field is incorporated into its design, being integral to its ability to monochrmatize electrons. This
design is also capable of generating monochromatic beams of electrons at low energies such as the 19.5 eV
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required to excite the negative ion resonance. The monochromaticity of the electron beam is described by its
energy width, quantified by the full width at half maximum (FWHM) of the energy distribution. The FWHM
is the figure of merit used to compare different electric potential configurations of the monochromator.
This experiment aims to expand upon the work of K. W. Trantham et al. [5], which used a
polarimeter similar to that described in an influential paper by H. G. Berry et al. [7] to measure the excitation
function as well as the polarization of the Ne 2p5 3p 3 D3 state florescence. Our work adds the TEM to observe
the resonance structure with finer resolution. The experimental apparatus has been thoroughly characterized
by Jesse Kruse [8], so my objective was to carry out improvements to the device and experimental procedure.
These improvements include the installation of a new electron source and executing a measurement of the
excitation function with a significantly lower energy width.
This method has practical uses in the field of optical electron polarimetry. The spin-polarization
of the electron may affect the polarization of photons produced in the regime of the negative ion resonance.
Because of their large excitation cross-section compared to elements like helium, heavy noble gasses like neon
are ideal for use in optical electron polarimeters [9]. This method is being explored for use in high-precision
polarimetry for the Accurate Electron Spin Optical Polarimetry (AESOP) project, which aims to measure
the polarization of longitudinally-polarized electrons with an accuracy of 0.5% of itself using optical electron
polarimetry [10]. An experiment benefiting the AESOP project that could be done with this device would
be to measure the Stokes parameter corresponding to linear polarization, P1 , across the resonance excitation
function. It is expected that P1 should be constant across the resonance structure, so it would be significant
to confirm or deny this statement.

2

Experimental Apparatus and Operation
The experimental apparatus, shown in figure 2.1, consists of three main sections: the 6-way cross

vacuum chamber and supporting vacuum elements, the electron beam system, and the light analysis system.

2.1

Vacuum System
Low pressures are crucial for experiments such as this where particles must travel long distances (in

our case, on the order of 10 cm). The mean free path of a particle in vacuum describes the average distance
the particle can travel without a collision event and is inversely proportional to pressure [11]. Our vacuum
system allow us to remove a substantial amount of the gas molecules with which our particles can collide,
increasing the mean free path of electrons in the apparatus by over 10 orders of magnitude compared to
atmospheric pressure.
3

Figure 2.1: Photograph of the experimental apparatus. On the left is the vacuum system housing the
electron beam system, with coil magnets around the upstream and downstream ends of the electron beam
(1). To the right is the light analysis system, with the polarimeter (2) and cooled photomultiplier tube
housing (3).

The vacuum system, diagrammed in figure 2.2, is primarily made up of a stainless steel 6-way cross
containing the experiment and all of the devices required to keep it at vacuum.

(b)
(a)

Figure 2.2: a) Diagram of the main vacuum system. b) Top-down diagram of the 4-way cross in the
foreline. Figures from [8].
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The first section of the system is the foreline. Pumping at the 4-way cross in figure 2.2b is supplied by
the Welch 1397 mechanical pump, often known as a roughing pump because of its ability to bring the system
to a rough vacuum of around 1*10-3 Torr. This variety of pump uses oil to seal the pumping mechanisms,
so they must be well-maintained to prevent oil vapor from leaking into the vacuum system, especially right
after the pump is turned off [11]. A foreline trap is the first line of defense between the mechanical pump and
the rest of the vacuum system, functioning as a filter preventing oil vapor from travelling into the foreline.
The mechanical pump itself pumps enough to prevent large amounts of its own oil vapor from entering the
foreline, but the Swagelok purge valve can be opened to slow the creep of oil vapor by introducing dry air
that has passed through a desiccant column. The foreline tube itself between the mechanical pump and the
4-way cross is over a meter in length, which inhibits the oil from creeping along the foreline walls into the
vacuum system.
The Leybold TMP-360 turbomolecular vacuum pump (turbopump) can bring the system down to
a much lower vacuum than the mechanical pump, as low as 3*10-9 if the system is clean and has been under
vacuum for a prolonged period of time. It removes gas atoms from the system using a bladed rotor that
spins at nearly 100,000 rpm (figure 2.3b) to deflect atoms towards the pump exhaust [11]. Operating the
rotor causes the pump to become hot, especially when there are large amounts of molecules near the rotor
as is the case when the vacuum system is at atmosphere, so it is water cooled and only operates after the
mechanical pump has already decreased the pressure of the system.

(b)

(a)

Figure 2.3: a) Photograph of the turbopump exhausting into the foreline. b) Diagram of the bladed rotor,
the main working component of the turbomolecular pump. Figure from [11].
Pressure is measured at two different points in our system by two distinct types of gauges. The
pressure from each gauge is displayed by a Granville-Phillips 307 vacuum gauge controller. The foreline,
which is only pumped out by the mechanical pump, has pressure measured by a Kurt J. Lesker Company
KJL275238 convectron gauge, the blue cylinder in the left of figure 2.3a. It typically only measures as low
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as 3*10-2 Torr, but this is acceptable as we only need it to confirm that the system is at rough vacuum.
The 6-way cross’ pressure is measured by the Ideal Vacuum Products Bayard-Alpert ionization
gauge (ion gauge). Ion gauges thermionically emit electrons to positively ionize gas molecules, and the
current of positive ions at the negative electrode is proportional to the pressure [11]. Because it uses
thermionic emission and is essentially a light bulb, it cannot function at pressures above 1*10-3 Torr. It also
emits large amounts of background light, so it must be turned off and covered during light measurements as
described in section 2.3.
Introducing neon into the vacuum system is an important part of the experiment, allowing us to
collide electrons into the neon gas and observe the florescence produced by the excited 3 D3 state. We release
99.9988% research-grade neon (Praxair) from the gas bottle, controlling its flow with a Scott Environmental
Technology model 11 regulator (figure 2.4a). Copper tubing leads the neon to the gas manifold (figure 2.4b),
a four-input pipe structure controlled by four Swagelok valves that is presently connected to the neon bottle,
the vacuum chamber, and the foreline. The foreline connection allows us to remove residual gas in the
manifold if we were to switch the type of gas used in the experiment.

(a)
(b)

Figure 2.4: a) Photograph of the regulator on the neon gas cylinder. The right gauge measures the
pressure of the gas bottle and the left gauge measures the pressure of the output. b) Photograph of the gas
manifold. Neon is introduced in the copper pipe (1) and flows into a connection (2) leading to the
Granville-Phillips leak valve to enter the vacuum system. The lower pipe (3) leads to the foreline to purge
the manifold of gas.
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Gas flowing into the gas manifold enters the vacuum system at a rate controlled by a GranvillePhillips 203 variable leak valve, and is introduced into the collision cell (described in section 2.2.) The ion
gauge allows us to observe the change in pressure due to the addition of neon. Recording the excitation
function of neon requires us to use neon to increase the pressure as high as 5*10-5 Torr.

2.2

Electron Beam System
The electron beam system photographed in figure 2.5 and diagramed in figure 2.6 consists of the

electron source, the electrostatic elements to control the beam, and the two coil magnets outside of the
vacuum chamber. It is the part of the apparatus used to create an electron beam, select electron energy,
and collide the electrons with neon gas. All current and voltage-controlling wires enter the vacuum system
on the electrical feed-throughs on the west side of the vacuum chamber.

Figure 2.5: Photograph of the electron beam system viewed from the north window. The electron beam
goes from left to right parallel with the magnetic field. The copper wires exit the vacuum system and are
attached to separate power supplies to assign each element an electric potential. The tip of the gas nozzle
can be seen in the aperture at the center of the collision cell.
The electron source is a Kimball Physics ES-015 barium oxide (BaO) cathode, shown in figure 2.7a.
Its heating current is supplied by a HP 6263B DC Power Supply. This is a new addition to the apparatus,
as until 2020 it used a tungsten filament as an electron source. Both electron sources release electrons by
thermionic emission, but the advantage of the BaO cathode is that it can reach emission currents two orders
of magnitude higher at only 1.18 A heating current rather than the 5 A required by the tungsten filament.
This implies that the cathode emits electrons at a much lower temperature, producing far less light than the
filament which greatly contributed to background light in measurements of the resonance excitation function.
Emission current is read from the Keithley 485 autoranging picoammeter, A1 in the electrical diagram in
7

Figure 2.6: Scale diagram of the electron beam system from the same angle as figure 2.5. M stands for
”monochromator,” A for ”analyzer,” MBS for ”main beam shield,” and MBC for ”main beam collector.”

figure 2.7b. The spec sheet claims an energy spread of 0.3 eV [12], lower than the 0.4-0.5 eV energy width
we expect from a thermionic filament source. Table 2.1 compares the performance of the BaO filament to
the tungsten filament.

(a)
(b)

Figure 2.7: a) Model of the cathode from its spec sheet [12]. The small flat disk on the right is responsible
for electron emission. b) Electrical diagram of the electron source. The ammeter A1 reads emission
current, as current lost in emission by the electron source is replaced by current from ground. The resistors
in this diagram were found to be 1 MΩ, but replacing them with 470 Ω resistors increased emission current
by an order of magnitude. This design comes from [14].
The BaO cathode is shipped in an airtight container and must be activated before use. It is sent
in an unactivated state because BaO reacts with moisture in the air. The activation procedure requires the
cathode to be heated with a heating current of 1.24 A, higher than the normal operating range, for half an
hour while keeping the chamber pressure under 1*10-7 Torr. Neon is an inert gas, so in my experience it
8

Heating Current

Emission Current

Background Counts

Tungsten Filament

4.5-5.5 A

1.5-13.5 µA

69279 cps

BaO Cathode

1.10-1.18 A

100-1000 µA

7.9 cps

Table 2.1: Comparing the performance of the tungsten filament with the BaO cathode. Reported emission
current includes the range between base pressure and pressure optimal for recording excitation functions.
Background light is measured in counts per second (cps) measured by the photomultipler tube (PMT). The
PMT voltage was set to 1750 V. Tungsten filament data from [19].
is safe to expose the cathode to pressures of neon as high as 3*10-5 Torr during normal operation. If the
cathode must be removed from vacuum, it should be stored in an airtight container with a desiccant [13]. To
store the cathode according to these methods, I return it to its original airtight container and insert roughly
4 cubic centimeters of desiccant beads.
To secure the new electron source in the system, I designed a new mounting plate for the cathode
in FreeCAD shown in figure 2.8a. The cathode’s insulating disk fits into the divot on the top. All of the
electrostatic elements in the electron beam system are separated by sapphire beads with sufficient resistance
to keep them electrically isolated, so 6 holes are placed around the perimeter of the part in which to secure
them. Openings were drilled into the sides of each hole to prevent virtual leaks from air being trapped
between the sapphire balls. The machine shop created the part out of molybdenum and used oxygen-free
copper to create a tab to hold the cathode in place. The finished part can be seen in figure 2.8c. A lead wire
was spot-welded to the new cathode mount to assign the part an electrical potential in vacuum.
The new electron source brings with it a few new challenges. The tungsten filament could be spot
welded to the device, while the BaO cathode is attached to an insulating disk. To secure it in place, we
attached a copper tab and used a small Kapton sheet to insulate it from nearby electrical elements. The
cathode is more heavily dependent on a DC extraction voltage to generate emission current, which alters the
voltage configuration of the electrostatic plates. This means that paradoxically, a lower emission current can
lead to a higher transmitted current which must be taken into account when tuning the electron optics. The
cathode’s high emission current easily overshadows this problem, as small increases to the heating current
lead to large changes in emission current, up to 1 mA in my experience, so changing the extraction voltage on
M1 lowers the emission current to 100-300 µA, still higher than that of the tungsten filament. Additionally,
unlike the filament, the cathode must be supplied current by a voltage source rather than a current source
to prevent it from burning out. This means that current can fluctuate slightly when the temperature of the
cathode changes, and after choosing a heating current and extract on voltage it can take over an hour for
the current to stop increasing as it heats up.
The cathode’s emission current is sensitive to changes in current at heating currents above 1 A.
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(b)
(c)
(a)

Figure 2.8: a) CAD rendering of the new cathode mount piece made by the machine shop. The openings
along the perimeter prevent virtual leaks from air trapped in the sapphire ball placement holes. b)
Cross-section of the cathode mount, showing how the BaO cathode fits into the part with a 1/16” offset. It
also shows the sapphire ball holes and side openings to prevent virtual leaks. c) The finished cathode mount
and copper tab before it was cut down to an appropriate size.

Measuring precise current using the dial on the power supply is impractical, so a Sperry DM-6400 digital
multimeter is used (A2 in figure 2.7b) to measure the heating current. To turn the filament on after activation,
the heating current must be slowly increased to 1.20 A until the emission current spikes to at least 0.1 mA,
and then lowered back to the desired heating current [12]. The cathode changes temperature slowly after
that so it takes some time for the emission current to stabilize. The cathode is also sensitive to high pressures
and emission decreases when the pressure is brought above 1*10-6 Torr because particle collisions can create
a cooling effect on the surface of the cathode, but small increases in heating current also mitigate this issue.
The optimal voltage on each electrostatic element seems to change with emission current, so it is important
to note emission current along with electrode voltages to record settings for the best collected current.
The coil magnets on either side of the vacuum chamber diagrammed in figure 2.9 are composed
of copper magnet wire, consisting of three concentric rings of wire each 9 coils tall. They have an inner
diameter of 17.5 cm and outer diameter of 32 cm, and are 5.8 cm wide. The magnets are powered by a
Sorensen DCR 300-6B2 power supply and a current of 0.8 A allows each to generate an axial magnetic field
B of approximately 100 gauss at their center. The magnetic field keeps the electron beam on-axis, giving
the electrons a helical path when not in the monochromator section (see below). Figure 2.10 shows that the
magnetic field in the monochromator section is approximately 80 Gauss.
The first section of the electron beam system (plates cathode mount to M7 in figure 2.6) is the
trochoidal electron monochromator, comprised of five circular molybdenum plates with 1 mm diameter
apertures in the center and two dee plates. Each plate is given a potential from and HP E3611A DC Power
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Figure 2.9: Diagram of the 6-way cross, coil magnets, and monochromator showing the placement of the
electron beasm system and where the coil magnets sit around the vacuum chamber.

Figure 2.10: Graph of the magnetic field superimposed on top of the diagram of the electron beam
system. The separation between the magnets is similar to a Helmholtz coil configuration (where their
separation is equal to their radius), which minimizes the variation in the magnetic field between the two
coils. They are farther than one radius apart due to the size of the 6-way cross.

Supply, HP E3612A DC Power Supply, or an Agilent E3612A DC Power Supply wired as shown in figure
2.11.
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Figure 2.11: The electrical diagram for the electron beam system. The plates in the monochromator are
referenced to the cathode voltage to easily change the potential on all elements at the same time, which is
necessary to change the electron energy during excitation function measurements.
The function of the monochromator, diagrammed in figure 2.12, is to narrow the energy width of
the electron beam. It is not possible to have electrons all with one energy, so the energy width FWHM of the
electron beam measured in eV is used to describe how monochromatic the electron beam is. The trochoidal
electron monochromator is so named for the trochoidal motion the electrons make in the energy selection
section of the monochromator. The first three plates have their aperture at a 1/16” offset from the center
of the plate. The magnetic field from the coil magnets and the electric field between the dee plates M4 and
M5 place the electrons in crossed E and B fields, resulting in a drift velocity vD and displacement D of [15]

vD = E/B
and

(2.1)

D = vD t.

The time t an electron spends in the monochromator is inversely proportional to its axial velocity,
so the displacement D decreases as electron energy increases. This creates a fan-like spread of electrons
within the monochromator, where more energetic electrons have a lower displacement than less energetic
electrons. This allows us to select electrons with a similar energy by allowing them to pass through the
aperture on the other side of the monochromator while rejecting electrons with lower or higher energies.
This procedure sacrifices high current for small energy width, allowing us to send a more monochromatic
beam of electrons into the collision cell, which is why the increased current from the new electron source has
been especially beneficial.
Publications using this TEM design have measured electron energy widths as low as 20 meV [6],
theorized to be as low as 15 meV [15]. Based on our past results and expectations for measuring the excitation
function, our goal is for the monochromator to produce an energy width of 40 meV. Using what we have
12

Figure 2.12: Diagram of the TEM with length L (0.745”), plate separation d (0.125”), aperture offset b
(1/16”) and aperture diameters ∆ S1 and ∆ S2 , (both 1 mm). The electrons entering the system have
initial angular divergence γ. Figure from [15].
learned from our SIMION® simulation (described in section 3), decreasing the voltage on M6 and the center
voltage of M4 and M5 lowers the energy of the electrons, slowing them down and allowing them to be spread
out more by the monochromator. Increasing the voltage separation between M4 and M5 increases the drift
velocity and therefore displacement of the electrons. Using these principles, we can change the voltages on
the electron beam system to either keep the electron beam spatially small to maximize transmitted current,
or fan it out to let through a smaller but more monochromatic beam of electrons. Table 2.2 shows an example
set of voltages used on each plate.
BaO

-23 V

A1

0V

M1

25.2 V

A2

0V

M2

109.8 V

A3

0V

M3

43.1 V

MBC

9.7 V

M4

36.8 V

BaO I

1.18 A

M5

46.4 V

Mag I

0.8 A

M6

129.1 V

Emission I

137 µA

M7

0V

Collector I

6.49 µA

Table 2.2: Configuration of voltages that provides the best electron transmission at energy of 23 eV, 4.7%
transmission. Pressure was at 1.2*10-5 Torr, which is adequate for measuring an excitation function.
M1-M6 display the potential above the BaO cathode.
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The collision cell is a hollow cylinder with an entrance aperture of 2 mm and exit aperture of 4
mm where the electrons collide with neon gas emitted from the nozzle protruding into the center of the cell
shown in figure 2.13. The collision cell is grounded and the nozzle is supplied a voltage from a battery and
potentiometer, but is usually kept at ground as well. The collision cell has apertures on either side to allow
neon fluorescence to enter the light analysis system. On the bottom of the cell is a large square hole to allow
neon to vent from the cell with a mesh running across the bottom to keep the interior of the cell at a uniform
ground potential.

(b)
(a)

Figure 2.13: Photographs of the collision cell without mesh shown from a) the side b) the bottom. The gas
nozzle can be seen inside with its tip nearly at the center.
The final section of the electron beam system is the analyzing section (plates A1 to MBS2 in figure
2.6). The Main Beam Collector (MBC) has no aperture and is used to measure the current transmitted
through the monochromator. A Keithly 614 Electrometer reads the amount of current collected by the
MBC, which is floated to a positive voltage by an Agilent E3612A DC Power Supply to attract electrons to
its surface, the electrical diagram of which can be seen in figure 2.14. The Main Beam Shield (MBS) plates
are floated at the same voltage to prevent current from leaking from the MBC due to a change in voltage.
It must be floated lower than 10 V to allow the electrometer output to be read by the National Instruments
data acquisition (NI DAQ) board. A1 is set to a potential using a HP E3611A DC Power Supply. The dee
plates A2 and A3 are connected to a Kepco Power Supply, which allows us to use them as deflector plates
and run an automated Retarding Field Analysis (RFA).
An RFA measures the range of kinetic energies of electrons in the electron beam. It is performed
by recording the current collected by the MBC as we decrease the deflection voltage on A2 and A3. As the
14

Figure 2.14: Diagram of the connection between the collector plate and the traix cable of the Keithly 614
electrometer.

voltage decreases, more electrons are prevented from entering the space between the dee plates until there
is no longer any collected current. The resulting graph, shown in figure 2.15, takes roughly the shape of an
error function, so if we take the derivative either by fitting it to a function or approximating it by taking the
difference between each point we see the energy distribution of the electrons in eV.
The RFA method is not a flawless way of determining the energy width of the electrons. Often the
measured energy width is larger than what we believe to be the initial energy width of the electron beam,
on the order of 1 or 2 eV for most measurements. The potential before the dee plates is not uniform, so
there is not a perfect potential barrier into the deflection region. This could be partially solved by adding a
mesh on either side of the dees (explored further in section 3). Another issue is that the change in voltage
will slow down the electrons’ axial velocity but not their helical velocity, so the resulting RFA could indicate
a smaller mean energy than the real distribution of electron energies.
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Figure 2.15: a) Example of an RFA from Jesse Kruse’s tutorial for the experimental setup [16]. The top
graph shows the RFA curve, and the bottom graph is its derivative, the electron energy distribution. The
RFA shows that this electron beam has a mean electron energy of 18.6 eV and an energy width FWHM of
0.66 eV.

2.3

Light Analysis System
Another facet of the experiment is to measure Stokes parameters across the excitation function, as

these have not yet been measured. Stokes parameters completely describe the polarization of light using the
four parameters of the Stokes vector, I (intensity), M (linear horizontal and vertical polarization), C (linear
45◦ and 135◦ polarization), and S (circular polarization) [7]:
I = I(0◦ ) + I(90◦ )
M = I(0◦ ) − I(90◦ )
(2.2)
C = I(45◦ ) − I(135◦ )
S = IRHC − ILHC ,
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where IRHC and ILHC are right- and left-handed circular polarization respectively, visualized in figure 2.16.
These parameters can be converted into the normalized Stokes vector by dividing each by I, or I/I=P0 =1,
M/I=P1 , C/I=P2 , and S/I=P3 . For any polarization of light, adding P1 , P2 , and P3 in quadrature should
be no greater than P0 =1:

r
(

M 2
C
S
) + ( )2 + ( )2 ≤ 1,
I
I
I

(2.3)

so measuring any component to be higher than 1 indicates that the measurement has been taken incorrectly.
The Stokes vector can be used in Mueller calculus, which assigns every optical component a 4x4 matrix that
models its effect on polarized light. One can then to calculate the resulting Stokes parameters from light
passing through each optical component.

Figure 2.16: Diagram of Stokes parameters. The four Stokes parameters represent intensity (I), linear
horizontal/vertical polarization (M), linear 45◦ /135◦ polarization (C), and circular polarization (S). Figure
from [17].
We measure Stokes parameters by using a polarimeter outlined in reference [7] and shown in figure
2.17. The design consists of two optical elements. First, a rotating retarder with angle β and retardance δ.
In our case this is a quarter-wave plate (QWP) as it creates a phase shift of one-quarter wavelength between
its fast and slow axes for the wavelength it is designated for, 640.2 nm in our case. Second, a linear polarizer
is set at a static angle α.
Performing Mueller calculus based on the optical components of the polarimeter on incident polar-
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Figure 2.17: Diagram of the polarimeter used to measure Stokes parameters of light. The angle β is the
angle of the fast-axis of the retarder, δ is the retardation of the retarder (approximately π/2), and the angle
α is the static angle of the linear polarizer. While I was unable to distinguish the fast and slow axes of the
retarder in situ, it makes no difference if the measured light is not circularly polarized. Figure from [7].

ized light with Stokes vector {I,M,C,S}, the transmitted intensity as a function of α, β, and δ is [7]
IT (α, β, δ) =

1
[I + (M cos 2β + C sin 2β) cos 2(α − β)
2

(2.4)

+[(C cos 2β − M sin 2β) cos δ + S sin δ] sin 2(α − β)],
which is equivalent to [7]
IT (α, β, δ) =

1
M
C
1
[I + ( cos 2α + sin 2α)(1 + cos δ)] + [S sin δ · sin(2α − 2β)]
2
2
2
2

1
+ [(M cos 2α − C sin 2α)cos4β + (M sin 2α + C cos 2α) sin 4β](1 − cos δ).
4

(2.5)

However, equation 2.5 is a Fourier series so it can be equated to [7]
IT (β̄) = C0 + C2 cos 2β̄ + C4 cos 4β̄ + S2 sin 2β̄ + S4 sin 4β̄,

(2.6)

where β̄ is the change in angle from the retarder’s initial angle β0 . Therefore, we can solve for our Stokes
parameters by substituting β = β̄ + β0 to find [7],[18]
I = C0 −

1 + cos δ
[C4 cos(4α − 4β0 ) + S4 sin(4α − 4β0 )],
1 − cos δ

2
[C4 cos(2α − 4β0 ) + S4 sin(2α − 4β0 )],
1 − cos δ
2
C=
[S4 cos(2α − 4β0 ) − C4 sin(2α − 4β0 )],
1 − cos δ
C2
−S2
and S =
=
.
sin δ sin(2α − 2β0 )
sin δ cos(2α − 2β0 )
M=
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(2.7)

The Fourier coefficients can be solved for using a discrete Fourier transform by measuring the
intensity of transmitted light through the polarimeter after rotating the retarder by uniform angles as
described in [7].
The physical light analysis system diagrammed in figure 2.18 is affixed to the south side of the
vacuum system. A hollow cone inside the vacuum system helps shield the light analysis system from background light, allowing in light that exits from the aperture on the side of the collision cell. Separating the
light analysis system from vacuum is a collimating lens whose focal point lies at the center of the collision
cell 14 cm away.

Figure 2.18: Diagram of the light analysis system. From right to left, the abbreviations are CC: collision
cell, CL: collimating lens, QWP: quarter-wave plate (or retarder), LP: linear polarizer, IF: interference
filter, PMT: photomultiplier tube. Not shown is the collector lens outside the PMT which focuses the light
onto the photocathode. Figure from [8].
The next two optical components correspond to the polarimeter design from figure 2.17, the retarder
and polarizer. Rather than assume the retarder is a perfect QWP, we can measure its retardance by placing
a linear polairzer perpendicular to the angle α and comparing the minimum and maximum measured light
intensities as the retarder is rotated. The rotation of these components is driven by an Arrick Robotics C4
controller and Arrick Robotics MD-2 dual stepper motor driver, which can be controlled by the National
Instruments visual programming language LabVIEW. The angles α and β0 can be found by shining linearly
polarized light into the light analysis system and changing α until the program measures 100% horizontal
polarization.
Next is the interference filter, which only transmits light of certain wavelengths. The filter in the
light analysis system was measuered by Jesse Kruse to have peak transmission at 640.46 nm with a FWHM
of 0.91 nm, with a transmission of 45% for light of 640.2 nm [19]. Behind it is a shutter that can be used to
prevent light from entering the photomultiplier tube used to measure the light intensity.
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The final optical component in the light analysis system is the collector lens, which focuses the
light onto the photocathode of a Hamamatsu R943-02 photomultiplier tube (PMT). The PMT is kept in
an Amherst Scientific Corp. 4501 cooled PMT housing at -24.3 ◦ C to reduce thermal background counts.
It is set at a potential of 1750 V. Higher PMT voltages result in increased count rate, so increasing PMT
voltage can allow for better detection of faint sources of light if background is kept low. The PMT provides a
pulse of electrons at its output whenever a photon strikes the photocathode. The output is connected to an
ORTEC VT120C preamplifier which amplifies the signal from the PMT to be more easily detected by other
electronics. The signal is then fed through a Phillips Scientific Model 6930 discriminator which converts the
signal to a TTL pulse that can be read by the NI DAQ card. This string of electronics allows the output of
the PMT to be analyzed by our LabVIEW program. The electrical diagram is shown in figure 2.19.

Figure 2.19: An electrical diagram of the pulse-counting components of the light analysis system. Figure
from [8].
The intensity of light measured by the PMT is proportional to photon count rate, measured in
counts per second (cps), counted by the DAQ counter. We assume that photon counting follows a Poisson
distribution, so the uncertainty in the count rate is the root of the number of counts divided by counting
time.
Using this system, a LabVIEW program written by Jesse Kruse records the count rate while
automatically rotating the retarder and solving for Stokes parameters and their uncertainties using the
method outlined in [7]. It also graphs the function of Fourier coefficients which allows us to visually observe
if the program generated a good fit for our data, shown in the bottom graph of figure 2.21.
To test this program and method to analyze Stokes parameters, I used a neon discharge lamp to
imitate the florescence we will study, shown in figure 2.20. From right to left in the figure, light comes from
the pinhole aperture on the discharge lamp and is collimated with the first lens. The aperture decreases the
amount of light entering the system to protect the light-sensitive PMT. The second lens focuses the light at
the center of the vacuum chamber at the location of the neon nozzle. Finally, a linear polarizer defines the
initial linear polarization of light entering the light analysis system for testing.
I added several modifications to the program to decrease experiment time and improve results. The
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Figure 2.20: Photograph of the setup used to test the light analysis system. The neon discharge lamp
emits light at 640.2 nm, allowing it to pass through the interference filter. The optical elements are (1)
Collimating Lens, (2) Aperture, (3) Focusing Lens, and (4) Linear Polarizer (see text).
original program took data by rotating the retarder in 1◦ increments. While it gave the program many data
points to determine Stokes parameters, it took over half an hour to complete and in that time the source of
light could change significantly if the electron beam current or neon pressure changed. To account for this, I
changed the LabVIEW program so that it now takes data at 16 evenly-spaced angles similar to the method
used by the AESOP project performed by Dr. Keith Foreman. Implementing this change also revealed that
the PMT was taking counts while the retarder was spinning. This was corrected so that the retarder now
stops while counting data is taken. Data taken using this method is shown in figure 2.21.
I also added a feature that calculates the reduced χ2 value of the fit between our data and the
Fourier series for 11 degrees of freedom (16 data points minus the 5 Fourier coefficients). The reduced χ2
gives us a value that can be compared to table C.4 from [20] that corresponds to the probability that if we
were to take another set of data, our reduced χ2 value would be larger. The ideal χ2 value is usually close to
1. One method to find a desirable reduced χ2 is to make the error bars on all points equal and increase their
size until the reduced χ2 is an acceptable value. To achieve this, I implemented a programming loop that
increased the uncertainty on the data points until the reduced χ2 corresponded to a value where there was a
40% to 60% chance that taking another data set would yield a larger reduced χ2 . The new uncertainties on
the data points could then be converted into uncertainty in Stokes parameters using standard propagation
of error also described in [20].
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Figure 2.21: Front panel of the LabVIEW program after measuring Stokes parameters of horizontal
linearly polarized light using 16 data points. The ”Degrees Moved” tab shows how many degrees the retarder
has moved with the first measurement occurring at zero. The Fourier coefficients and solved Stokes
parameters are displayed on the left. The center displays show the minimum and maximum intensities, as
well as the reduced χ2 for the given error. The graphs show (top) the recorded data and (bottom) the
recorded data in red overlaid with the Fourier coefficient fit in blue. While it is not the case here, P3 , which
should be zero for linearly polarized light, is sometimes not zero within error. This is because the peaks in
the data are not of the same height, which is typical of light with a circular polarization component. This
effect is likely due not to circular polarization of measured light but to nonuniform transmission of light due
to passing through different points on the retarder as it rotates.

While performing Stokes parameters measurements on light with known polarization, I observed
that for nonzero values of initial retarder angle β0 , I would measure unphysical Stokes parameters unless I
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input a negative value for β0 , as shown in figure 2.22. Dr. Keith Foreman encountered the same issue in the
AESOP project so we attempted to re-derive the Stokes parameters equations from [7].

Figure 2.22:

(Left) Screenshot of LabVIEW program showing unphysical Stokes parameter

measurements while measuring vertical linearly polarized light using a positive value for β0 . Note that Total
polarization (P0 ) is greater than 1. (Right) Screenshot of LabVIEW program showing correct Stokes
parameters data for vertical linearly polarized light after inputting a negative value for β0 . Note that total
polarization is equal to 1 within uncertainty.
The issue we were experiencing came from a substitution in [7] where the angle β with respect to the
coordinate system in figure 2.17 is replaced with β-β0 , where the new β is the angle rotated from the initial
position and β0 is the initial angle of the fast axis of the retarder. The consequence of subtracting β0 is that
it is defined in the opposite direction. We contacted the authors of the paper who referred us to reference
[18] which uses the substitution β+β0 , assigning both angles in the same direction in the coordinate system,
allowing us to use the equations from [18] (equation 2.7) with our measured β0 to find Stokes parameters.
The conclusion of this section is that the light analysis system now has the ability to measure Stokes
parameters of linearly polarized light within uncertainty, such as in figure 2.21. While there was not enough
time to measure the value of P1 across the excitation function before the completion of this thesis, I have
shown that we can measure the linear polarization of neon florescence in the near future.
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3

SIMION Model
One useful tool for analyzing the TEM is the computer software SIMION® . SIMION simulates

the electric fields of electrostatic objects, referred to as potential arrays (PAs), and uses it to model the
trajectory of charged particles [21]. It also has the ability to include magnetic fields. It is especially useful
for analyzing electron optics because of its ability to import 3D CAD files to construct potential arrays.
Figure 3.1 shows the electron beam system modeled in SIMION at a length scale of 4 grid units per
mm, and figures 3.2 and 3.3 show active simulations where electrons are being flown through the monochromator optimized for current and energy width respectively. SIMION also allows us to view the potentials as
a mesh to visualize the difference in potential between each plate, as in figure 3.4. It allows us to compare the
potentials of a 2D cross-section of the PA and observe the potential in each area to determine the magnitude
and direction of electric forces an electron is experiencing at that point.

Figure 3.1: The most recent SIMION Model of the electron beam system, at a resolution of 4 grid
units/mm, updated to include the new cathode mount. Compare this model to figures 2.5 and 2.6. The
model was created in a CAD program and imported into SIMION. The box traced around the model is
referred to as the ”ion optics workbench” (IOB), which contains all of the PAs and flown particles. It also
incorporates the magnetic field shown in figure 2.10.
SIMION can incorporate programs using the Lua programming language, allowing for custom
functions to be run while charged particles are ”flying,” such as incorporating a position-dependent magnetic
field, counting the number of electrons reaching the main beam collector, and repeating flies while changing
the voltages on electrostatic elements. When combined, these features allow SIMION to simulate a retarding
field analysis as in figure 3.6 or cycle through voltages to find configurations optimal for current or energy
width.
For example, we considered improving the resolution of the RFA by adding a wire mesh on the
entrance of deflector plates A2 and A3 to better define the potential in the space between them. Using
SIMION, I performed simulated RFAs by increasing the potential of the deflector plates between flies, one
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Figure 3.2: An example fly using potentials similar to table 2.2 to maximize current, viewing the
monochromator from above. Each black line represents the trajectory of an electron that has passed through
the system. The electrons are flown at different times, so Coulombic repulsion is not considered in this
simulation. The electrons are not going through any lens focusing where they are focused to a point, so this
is not a significant issue.

Figure 3.3: An example fly to minimize electron energy width. The electrons fan out inside the
monochromator,and electrons with lower energy do not pass through the aperture. This is achieved by
lowering the electron’s kinetic energy inside the monochromator to more easily separate them by energy.

Figure 3.4: Potential mesh of typical potentials used in the monochromator, where the electron beam goes
from left to right. Higher surfaces represent more negative voltages, so one can consider an electron as a
ball rolling up and down a series of hills.
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with no mesh and one with the added mesh. The results, shown in figure 3.5, show that there is not a large
change in FWHM after adding the mesh, although the mesh could slightly improve RFA resolution. RFAS
simulated by SIMION have a comparable FWHM to what we measure in the experiment when transmission
is high, but at lower transmission SIMION’s FWHM decreases off much faster than what we observe with a
measured RFA.

Figure 3.5: Graph of electron beam energy width as a function of electron percent transmission. The blue
graph shows the FWHM of each RFA performed with no mesh, and the orange graph shows the FWHm of
each RFA performed with a mesh across the entrance to the deflector plates. The grey ”measured” dots
represent the FWHM when the electrons energies were directly recorded by the simulation without mesh.

Any simulation is only as good as our own assumptions input into the system. While we cannot
expect SIMION to perfectly recreate the physical system, it has proven to be an effective tool for visualizing
the electron trajectories, observing trends when iterating a specific physical value (such as B field or potential
on a certain element), and determining a good starting point for the potentials of a physical system. We have
used it to approximate electron beam system voltages and applied them to the physical device, adjusting
them to maximize current or minimize energy width.

4

Excitation Functions
The goal of this apparatus is to measure the excitation function of the neon 2p5 3p 3 D3 state. This

section details how I measure an excitation function, my results, and how I will improve measurements in
the future.
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Figure 3.6: Simulated RFAs from SIMION taken as part of the study from figure 3.5, with collected
electron current of 5% of the emission current. The blue graph is an RFA simulated with the no mesh, and
the orange graph is an RFA simulated with a mesh across the entrance to the deflector plates. Adding the
mesh changed the RFA energy width from 0.66(2) eV to 0.64(2) eV. The actual energy width of the
electrons without mesh, which was recorded by the simulation, was 0.42(5) eV.

To measure the excitation function of neon, neon gas must be introduced into the system. Based
on investigations by Jesse Kruse using the tungsten filament, significant counts above background can be
measured starting when the neon increases chamber pressure to 1*10-6 Torr, shown in figure 4.1. The BaO
cathode has several orders of magnitude lower background than the filament as shown in table 2.1, so if I
can measure a count rate of at least 10 cps I should be able to easily separate the count rate due to neon
florescence, which we refer to as ”signal,” from the background counts. As stated previously, increasing
chamber pressure with neon can gradually decrease the emission current from the BaO cathode by orders
of magnitude, but increasing heating current by as little as 10 mA can mitigate this effect. If I bring the
chamber pressure up to 1.0*10-5 Torr, the heating current must be increased to 1.18 A to maintain emission
current at this pressure. This current is near the upper range of what seems to be a safe heating current for
the cathode.
Neon florescence is measured by the light analysis system. To measure the excitation function,
one must record the neon florescence count rate as a function of electron energy, approximately equal to
the absolute value of cathode voltage. Adjusting the cathode voltage adjusts the potential of the entire
monochromator up to plate M6 in figure 2.6 with respect to the grounded collision cell. Theoretically, this
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(a)

(b)

(c)

Figure 4.1: Graphs showing the linear relationship between collected current and measured neon
florescence above background at different pressures. Electron energy was 18.5 eV. a) Pressure = 4.5*10-6
Torr. b) Pressure = 9.7*10-6 Torr. c) Pressure = 5.4*10-5 Torr. Comparing these graphs shows that
signal increases with pressure. Each graph was made by Jesse Kruse while using the tungsten filament.
Figure from [19].

should not affect transmission through the monochromator, but I have seen transmitted current increase by
over 50% as electron energy increases. Change in collected current due to this or other variations can be
corrected by measuring the excitation function in count rate divided by collected current.
We expect to start recording florescence counts above background at the threshold of the neon
3

D3 excitation function, 18.5 eV. The florescence increases with increasing incident electron energy until

it reaches its maximum at 25 eV and declines at higher energies. The feature that we hope to measure
accurately by decreasing the electron energy width is the resonant peak at 19.5 eV. Compared to the energy
width of our electrons, the width of the resonant peak is essentially a delta function, so we can assume that
the measured width of the resonant peak equals the energy width of our electron beam. Figure 4.2 shows
two previous measurements of the resonant excitation function of neon.
Initially, I had difficulty measuring the excitation function. I was unable to measure light from the
collision cell, and attempted to realign the coil magnets and refocus the collector lens to increase count rate.
However, I found that the resistors in figure 2.7b had a resistance of 1 MΩ, large enough to create a 10
V or more voltage drop between the power supply and the cathode. This meant that the cathode voltage
was higher than indicated by the power supply, and therefore the electron energy was over 10 eV less than
I expected it to be. This energy is far below what I could expect to measure light at. This issue could be
temporarily fixed by increasing the cathode voltage to offset the voltage difference, but the resistors were
still large enough that small changes in emission current could change the cathode voltage, meaning that it
would have to be constantly monitored for changes. This was solved by replacing the resistors by ones that
had a resistance of only 470 Ω, which also had the added effect of increasing emission current by an order of
magnitude.

28

(b)
(a)

Figure 4.2: a) Excitation function measured by Ken Trantham in 1996 to demonstrate the capabilities of
optical polarimetry. This depicts the ideal excitaiton function that we hope to measure. Figure from [5]. b)
Excitation function measured by Jesse Kruse in 2020 using the tungsten filament [19]. The orange line is
the collected data and the blue line is smoothed using the Savitsky-Golay method. This depicts the best
excitation function taken by our apparatus before installation of the BaO cathode.
At a pressure of 1.0*10-5 , I was able to maintain an emission current of 137 µA (although it tended
to drift upwards over time) and a collected current of 5-8 µA depending of cathode voltage. This allowed me
to measure a count rate of over 25,000 cps with a background count rate of only 7.9(5) cps. At this point, I
was able to measrue an excitation function, shown in figure 4.3.
The excitation function in figure 4.3 appears smooth and has both a small bump around 23.5 eV,
which could be due to the resonance I am searching for, and a dropoff after its maximum value around 27
eV. This is more than 3 eV higher than what we expect. In other words, our electrons are at least 3 eV
less energetic than we expect for a given set of electrode voltages. This shift can be seen in figure 4.4. One
possible explanation for this phenomenon is that there is a voltage drop across our potential leads. This
could be caused by contact potentials between different metals, such as the connection between our copper
wires and the molybdenum plates due to the difference in work function between metals.
Immediately after measuring the previous excitation function, I used the monochromator operation
principles described in section 2.2 to decrease the electron energy width FWHM while ensuring there was
still enough collected current to measure light above background. According to RFA measurements, I was
only able to obtain an electron beam width FWHM of 0.8-0.9 eV with a collected current as small as 25 nA.
This excitation function is shown in figure 4.5.
The data in figure 4.5 still has a voltage offset similar to that shown in figure 4.3. Despite measuring
in the same range of cathode voltages, there is not a clear resonant peak or falloff as energy increases past
29

Figure 4.3: Excitation function at the maximum collected current I could achieve, 6.5 µA. Count rate
was measured every 0.2 V. RFA indicates an electron beam width FWHM of 1.4 eV. Notice the possible
resonant ”shoulder” feature at 23.5 eV.

Figure 4.4: My excitation function overlayed with the excitation function from [5]. The graph from [5]
was replicated from the paper by recording one data point every 0.2 eV. My excitation function was shifted
by 3.2 eV to the left to match the 1996 data.
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Figure 4.5: Excitation function for a current of 25-35 nA. Count rate was measured every 0.2 V. RFA
indicates an electron beam width FWHM of 0.8-0.9 eV. The range of cathode voltages is the same as in
figure 4.3 but does not have the same features such as a resonant ”shoulder” or a count rate falloff.

where the florescent intensity should be at a maximum. Some discontinuities in the graph seen at voltages
higher than 28 V were the result of larger wait times between data points than those surrounding them,
showing instability with time. Having less current and therefore photon counts makes the data collection
more difficult and includes more room for error, but it is necessary to reduce the FWHM of the electron
beam energy.
The data presented here show that we can conduct clear excitation function measurements using
this apparatus, and I am confident that I can further improve upon these results. In the future, I would like
to measure an excitation function with a smaller electron beam energy FWHM and more distinct features,
especially the resonant peak. I can achieve this by further optimizing the monochromatization of electrons
and making measurements with smaller collected currents. It could also be convenient to automate the
data collection using LabVIEW, automatically changing the cathode voltage and measuring count rate and
current.
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