With the rapid growth of remote sensing image data, it has become necessary to effectively and efficiently retrieve images from a big image database for managing and exploiting such data. This paper presents a novel method for content-based remote sensing image retrieval (CBRSIR) that re-ranks the initial retrieval result using two image-to-class distances, which are the similarity between an image and an image class. One is the image-to-training-class distance between an image and each image class of the training dataset, which uses the information included in the train samples with known-label. It is used to calculate the weight of the image classes and estimating the class of an image. The other is the image-to-queryclass distance between an image and the query class that is obtained using the k-nearest neighbor (kNN) method. The proposed method first obtains the initial retrieval results via sorting the distances of the CNN feature between the query image and each retrieved image in ascending order. Then, the image-to-query-class distance is calculated according to the initial result, and the weight of each class is calculated according to the class probability of images obtained by CNN and the image-to-training-class distances. Finally, the initial result is re-ranked to get the final retrieval result via the weighted image-to-class distances. The performance of the proposed method is tested on UCMD and PatternNet databases. Experimental results show the effectiveness of the proposed re-ranking scheme in image retrieval in comparison to other state-of-the-art techniques.
I. INTRODUCTION
With the rapid development of technology of remote sensing (RS) sensors, a large number of high-resolution remote sensing (HRRS) images are acquired from satellites and aircraft [1] . Content-based remote sensing image retrieval (CBRSIR) is one of the most fundament techniques The associate editor coordinating the review of this manuscript and approving it for publication was Maurizio Tucci.
for the management and mining of these HRRS images and has many potential applications, such as agricultural monitoring and disaster rescue. Therefore, CBRSIR has become challenging and emerging research topics [2] .
CBRSIR methods retrieve images according to the similarity of feature descriptors between a query image and retrieved images. These methods can usually be divided into three categories according to the way of feature extraction [3] . The first category is based on low-level feature descriptors of RS images, such as color, texture, and shape, which are directly extracted from RS image. But, low-level feature descriptors are very limited to represent the semantic content of RS images. The second category uses mid-level feature descriptors generally obtained by means of local, invariant features embed into representative visual vocabulary space using feature encoding techniques. Mid-level feature descriptors are more invariant to the expectation if an image changes due to illumination variation, image translation or truncation, and may narrow down the semantic gap. The last category is based on deep features extracted from CNN, which can obtain discriminating visual features for images via learning the essential characteristics of training data. Deep features contain high-level semantic information and have become popular in the field of image retrieval [4] .
The ability of feature extraction of CNN has been used to retrieve images in lots of works [5] . However, the powerful classifying ability of CNN for image retrieval is ignored by most researchers. Meanwhile, images with known-label in the training dataset include much information on image class. The information has been ignored in remote sensing image retrieval (RSIR), too. Hence, in this paper, we propose a new re-ranking method to improve the performance of RSIR based on two image-to-class distances. The first image-toclass distance is the image-to-training-class distance that uses the information included in the train samples with knownlabel. The other is the image-to-query-class distance that uses some intrinsic properties of the query class. Moreover, we use the classifying ability of CNN to estimate the weight of each image class. We first sort the retrieved images to get the initial retrieval result according to a distance between the features of a query image and retrieved images, which are extracted by CNN. Then we calculate the image-to-query-class distances between each retrieved image and the query class obtained through the k-nearest neighbor (kNN) method. Next, we estimate the weight of each class by combining the probability of image classes predicted via CNN and that estimated via the image-to-training-class distance between the query image and each class in the training dataset. Finally, we re-rank the initial result and get the final result according to the weighted image-to-class distances that are calculated through integrating with the weight of image classes and the imageto-query-class distances. The proposed method uses not only the ability of feature extraction of CNN but also the ability of classification of CNN. At the same time, the proposed method makes the best of the knowledge in the known-label samples.
The remaining of this paper is organized as follows. The next section discusses related work on retrieval features and remote sensing image retrieval. Section III describes in detail the RSIR method based on the new re-ranking method. Section IV presents the experimental results on two datasets of RSIR. The experimental results are also compared with the results of related works. Conclusions and future research are presented in Section V.
II. RELATED WORKS
In this section, we present the related work about feature extraction in RSIR and re-ranking methods for RSIR.
A. FEATURE EXTRACTION IN RSIR
Feature extraction and representation is a fundamental prerequisite for CBRSIR. CBRSIR methods in the early stage were usually based on low-level feature descriptors, which describe the color, texture, or shape information of RS images. There are some conventional color features, which count the frequency of occurrence of the different colors in the image, such as the fuzzy color histogram [6] and the integrated color histogram [7] . In texture feature extraction, some important statistical texture features have been proposed in the form of a single feature or combination of multiple features. For example, Zhang et al. [8] proposed a hyperspectral remote sensing image retrieval system based on spectral and texture features extracted with a gray level co-occurrence matrix. Aptoula [9] applied a couple of texture descriptors, namely, the circular covariance histogram (CCH) and the rotation-invariant point triplets (RITs), as well as developed two texture feature descriptors relying on the Fourier power spectrum (FPS) of a multi-scale quasi-flatzone (QFZ). Shape features are a considerable cue for shape retrieval of objects in RS images. Scott et al. [10] presented a method for object retrieval from large-scale satellite image databases that automatically extracted objects of multiple scales from satellite imagery and encoded them into a bitmap shape representation.
In contrast with low-level features, mid-level features are generally obtained through using feature encoding techniques to aggregate the local, low-level features into global representations. The common encoding techniques include bag of visual words (BOVW) [11] , improved fisher kernel (IFK) [12] , and vector of locally aggregated descriptors (VLAD) [13] . BOVW is one of the most popular mid-level features in RSIR. Yang et al. [14] proposed an improved BOVW framework for RSIR. Özkan et al. [15] compared BOVW approach with VLAD and its compact binary version product quantized VLAD (VLAD-PQ), for satellite image retrieval.
Convolution neural network, a recently developed technique, has shown that it is capable of extracting powerful feature representations [16] . Features based on CNN, which are high-level features, have been demonstrated to outperform hand-crafted features in various computer vision tasks. Ge et al. [17] extracted the common CNN features, combined and compressed features to improve the feature representation for high-resolution remote sensing image retrieval. Ye et al. [18] proposed a retrieval method based on a weighted distance and basic features of CNN. Imbriaco et al. [19] presented an image retrieval method that uses attentive, local convolutional features and aggregates them via VLAD to produce a global descriptor. Region-based VOLUME 7, 2019 cascade pooling (RBCP) features, which are aggregated from convolutional layers, were proposed to retrieve highresolution remote sensing images [20] . In [21] , a deep CNN is extended to a new adversarial network for synthetic aperture radar (SAR) image retrieval. Xia et al. [22] and Zhou et al. [3] made a comparison of retrieval performance of features used in RSIR, ranging from traditional handcrafted features to recent CNN features. The experimental results in the two papers showed that CNN features tend to achieve better performance than traditional handcrafted features.
B. RE-RANKING FOR RSIR
Many re-ranking methods have been proposed to improve the search performance of images and other multimedia documents [23] . However, there are still a few related research for RSIR. Demir and Bruzzone [24] proposed an active learning (AL) method to drive the relevance feedback (RF) for RSIR in the framework of the support vector machine classifier. Tang et al. [25] presented a two-stage re-ranking (TSR) method for improving RSIR, in which the users' opinions and the images' relationships are considered. Wang et al. [26] proposed a graph-based learning method with a three-layer framework to refine the initial retrieval result via integrating the strengths of query expansion and the fusion of holistic and local features. In [27] , a re-ranking method, fusion similaritybased re-ranking, is proposed for improving the performance of SAR image retrieval.
The classification ability of CNN, which is shown in various computer vision tasks, is ignored by the methods that are mentioned above. The knowledge in the training samples with known-labels is not used, too. We integrate them into the weighted image-to-class distances to re-rank the initial retrieval result for improving the retrieval performance.
III. PROPOSED METHODS
In this section, we first introduce each step of our proposed method, which is shown in Fig.1 . Then, we summarize the retrieval process of a query image in our proposed method. Finally, we analyze the time complexity in our method.
A. FEATURE EXTRACTION
CNN, a hierarchical neural network, can extract higherlevel features and classify objects at the same time, which has already been used in various fields such as image classification [28] , [29] , and image scene analysis [30] . We select the VGG [31] and the ResNet Model [32] to extract features for RSIR in the proposed method. The two models are two successful CNN models pre-trained on Ima-geNet, which both achieved state-of-the-art performances in many computer vision tasks. VGG won the second rank in the ImageNet Large Scale Visual Recognition Challenge (ILSVRC-2014). VGG16 has presented good performance in image retrieval [17] - [20] , [22] . ResNet achieved the best performance in the ILSVRC-2015. ResNet models have been widely used in image retrieval [20] - [22] and achieved better performance than other CNN features.
The features extracted from the outputs of the higher-level layers of CNN are very effective generalization descriptors of images, which achieve state-of-the-art performance in image retrieval [33] . Hence, the outputs of the high-level layer (FC6 and FC7) from the VGG16 model and the last convolutional layer (Pool5) from the ResNet50 model are selected as the features for RSIR. The dimensions of FC6 and FC7 are 4096, and that of Pool5 is 1 × 1 × 2048. These features have been used widely for RSIR in many works [16] - [22] and have achieved good retrieval performance.
Fine-tuning is a useful way to make the pre-trained CNN models more suitable for the target images, so we use some training images selected randomly from the target retrieval dataset to fine-tune the pre-trained CNN models. The features extracted from the fine-tuned models can perform better than that extracted from the pre-trained CNN models. Moreover, the fine-tuned models can be used to estimate the probability of each image class of an image.
B. IMAGE-TO-CLASS DISTANCE
The classical image-to-image similarity, which has been applied to many retrieval tasks like image and shape retrieval, usually calculates a positive similarity value between two images based on a distance function [34] . Generally, because the features are not perfect, the distance function cannot accurately measure the similarity between two images, especially for RS images that have abundant and complex visual contents. Meantime, the aim of image retrieval is to find images that are the same class with the query image from an image dataset. Therefore, we take into consideration two imageto-class distances, which measure the similarity between an image and an image class, to improve the performance of RSIR, namely, the image-to-training-class distance and the image-to-query-class distance.
1) IMAGE-TO-TRAINING-CLASS DISTANCE
The training images used to fine-tune CNN models are with known labels, which are typical patterns of each class. We take advantage of them to calculate the image-to-trainingclass distance between an image and each image class in the training dataset.
Given an image I and a training image dataset D T , the image-to-class distance between the image I and each class in the image dataset D T is computed by a distance function, such as Euclidean and cosine. Here, we use Euclidean distance as follows.
where x and y are two images, f x and f y are the features of the two images, and d is the length of the feature. We can get the top l nearest image list L i from the i th class by sorting the distances in the same class. The image-to-class distance between the image I and the i th class is calculated in (2) .
where D(I , j) is the distance between the image I and the j th image in the image list L i . The image-to-training-class distance can help to estimate the probability of each image class of a query image and determinate the class of an image.
2) IMAGE-TO-QUERY-CLASS DISTANCE
When we retrieve multiple examples of a query image from an image dataset, we expect that the returned images are the same class as the query image. However, the image-to-image distance is used widely to measure the similarity between the query image and retrieved images. The most similar images retrieved according to the image-to-image distance may be not the same class as the query image. In order to improve the situation, Chen et al. [34] assumed that the retrieved images should be similar to all the images that are of the same class as the query image, not just to the query image. However, it is difficult to find these images that are of the same class as the query one because the class of the query image and retrieved images is unknown. They used an iterative framework to determine the query image class, in which the size of the query class is progressively increased according to the previous retrieval results [34] . Here, we use the well-known k-nearest neighbor (kNN) method to identify images that may be the same class as the query image.
For a query image q and a retrieval database D R with N images, we use the Euclidean distance to measure the similarity between two images. Let N kNN (q) denote the neighborhood set of the query image q that is obtained via the kNN method. It is defined as follows:
The query class is composed of the query image and its neighborhood set, hence the image-to-query-class distance is defined as the average of the two distances, namely, the distance between a retrieved image r and the query image q, and the average distance between the retrieved image r and each image in the query class. The image-to-query-class distance is calculated in (4) .
C. WEIGHT OF EACH CLASS
We use the fine-tuning CNN model to extract the retrieval feature of the query image, and obtain the initial retrieval result by sorting the distances between the features of the query images and every retrieval image. Due to the complexity and diversity of RS images, the initial result may be not ideal. The images in the front of the initial result may be not belong to the same class. To improve the result, we re-rank it through the weighted image-to-query-class distance. The objective of image retrieval is to retrieve images of the same class as the query image from a database. Therefore, we try to give more preference to the retrieved images in more similar classes with the query image. The more the class probability of the query image is, the more the weight of the retrieved images of that class. We use the image-to-trainingclass distance between a query image and each image class and the class probability of each image class obtained by CNN to calculate the weight of each retrieved image.
CNN can estimate effectively the probability of each image class of an image, which has wide applications in image classification and objection recognition. We use the fine-tuned CNN models to predict the class probability of the query image. The softmax layer normalized by the last fully-connected or convolutional layer is usually used for classification. The softmax layer uses the softmax function to output multiclass categorical probability distribution. This softmax function considers as input a C-dimensional vector x and outputs a C-dimensional vector y of real values between 0 and 1. This function is defined as:
The probabilities that the class is t = c for c = 1 · · · C given input x can be written as:
. . .
where P (t = c|x) is the probability that the class is c given input x.
The image-to-training-class distance between a query image and each image class can be used to estimate the probability of each image class that the query image is. The less distance between the query image and a class is, the more probability of that class is.
The probabilities of a query image for each class are different. The higher the probability of a class is, the more confident to be that class this query image is, vice versa. Hence, we assign a weight to each class based on the probabilities of the query image when re-ranking the initial result. The weight of the c class of the query image is calculated by (7) .
where min (TCD (q, i)) is the least value of the image-toquery-class distances between the query image and each class in the training dataset D T . Finally, the weighted image-to-query-class distance is defined as follows:
where the constant 0.0001 is used to keep the first part of the equation over zero, and c is the class of the retrieved image r. We re-rank the initial result and get the final retrieval result according to the weighted image-to-query-class distance between the query image q and each retrieved image r.
D. PREDICTING THE CLASS OF AN IMAGE
It needs to know the class of the retrieved image when the weighted image-to-query-class distance is calculated. We use the image-to-training-class distance to predict the class of each image in the retrieval dataset. A retrieved image r is assigned the class which has the minimum image-to-class distance between the retrieval image and each class in the training dataset, i.e., Class (r) = c where c is min i∈ [1,C] (TCD (q, i)) . Some experiments are performed to analyze the prediction accuracy of the image-to-class distance. In Fig.2 , the Pool5_TCD curve is the results of Pool5 using the image-totraining-class distance, and FC6_TCD is that of FC6. From the two curves, the prediction accuracies of the two features are growing with the increase of training samples per class. The curves of Pool5_CNN and FC6_CNN are the top1 accuracies of the two CNN models. It can be seen that the prediction accuracy of the image-to-class distance outperforms that of the corresponding CNN model.
E. RETRIEVAL PROCESS
We use the fine-tuned CNN model to extract image features of each image in the retrieval dataset and the training dataset, and label the class of each image in the retrieval data set according to (9) in advance. The retrieval process of a query image in our proposed method is shown in Tab. 1.
F. COMPUTATIONAL COMPLEXITY ANALYSIS
The big O notation, which is the common way to the complexity of one algorithm, is used to evaluate the complexity of the proposed method. Assume that we have N retrieved images. The time complexity in our method is mainly attributed to two parts:
(1) The initial retrieval part. The time complexity of step iii for calculating the distance between the query image and each retrieved image is O (dN ), where d is the feature dimension. The time complexity of step iv for sorting the retrieved images is O (N log N ) . N log N ) . The time complexity of the proposed method is O (dN ), and the cost of the re-ranking part only is O (N log N ) . We neglect the time for fine-tuning the CNN models and extracting the features.
IV. EXPERIMENTS
In this section, we first introduce the dataset and test environment used in our experiments, and then we design sets of experiments to demonstrate the retrieval performance of our method.
A. EXPERIMENTAL SETUP 1) DATASETS UCMD and PatternNet, two publicly available RSIR datasets, are used to evaluate the proposed method. The University of California, Merced dataset (UCMD) [35] includes 21 land-use categories selected from the United States Geological Survey (USGS) National Map. Each class consists of 100 images with 256 × 256 pixels. PatternNet [3] contains 38 classes collected from high-resolution imagery. There are 800 images of size 256 × 256 pixels in each class.
2) PREPROCESSING AND PARAMETER SETTINGS
The proposed method is implemented under MATLAB R2017a and Matconvnet [36] . All experiments are conducted on a PC with an Intel CPU i7-7700 CPU @ 3.60 GHz, 16 GB of physical memory and a GeForce GTX1080 with 8.0 GB of memory under CUDA version 8.0. The machine is run on Ubuntu 14.04.
In the fine-tuning process, the number of outputs in the last layer of each CNN model is adjusted to fit the class number of our target datasets. The weights of the last layer are randomly initialized with a Gaussian distribution (the mean is 0, and the standard variance is 0.01). The weights are updated using the adaptive moment estimation (Adam) optimization algorithm with a momentum of 0.9, a learning rate of 0.001, and a weight decay of 0.0005.
The parameter l, which determines the number of images to calculate the image-to-class distance, is set to 9. The number of training images is 50 on the UCMD and 90 on the PatternNet.
We first randomly selected the training images from two databases. The left images in the two databases are randomly split into retrieved database and query database with an 80% / 20% split.
3) PERFORMANCE EVALUATION CRITERIA
In order to quantitatively validate the effectiveness of the proposed algorithm, we use three evaluation criteria: mean average precision (mAP), average normalized modified retrieval rank (ANMRR), and precision at k (P@k, the precision of the top-k retrieval results).
B. IMPACT OF PARAMETERS
In order to determine the optimal parameter values, we performed a set of experiments on the UCMD dataset and VOLUME 7, 2019 PatternNet dataset and evaluated the influence of the main parameters on the retrieval performance.
The parameter l is an important parameter when the imageto-training-class distance is calculated. It varies in the interval [1 10] with a step size of 1 on both datasets; the results are shown in Fig. 3 and Fig. 4 . According to the two figures, the retrieval performance is slightly affected by the value of parameter l in both datasets.
The number of training samples per class n is another important parameter because it can affect the prediction precision of image class and the quality of retrieval features. Therefore, we make the experiment to analyze the effect of the parameter on retrieval performance. A series of images per class is used to fine-tune the pre-train CNN models, which these images are randomly split into training and testing datasets according to an 80% / 20% split. The default way of data augmentation in Matconvnet is used to generate additional training data. The results on the UCMD and the PatternNet are shown in Tab. 2 and Tab. 3. It can be seen that the performance of our method improves as the number of training images per class increases in terms of both criteria. But the speed of increase becomes slow when the number exceeds 40 on the UCMD dataset and 60 on the PatternNet dataset.
C. PER CLASS RESULT
The per class performances in terms of mAP of three features on the UCMD dataset are shown in Fig.5 . It can be observed that for almost every class, the re-ranked results (Pool5_Rerank, FC6_Rerank, and FC7_Rerank) outperform the initial results (Pool5_Init, FC6_Init, and FC7_Init). Some categories, such as chaparral and parkinglot, are easy to be recognized, while some classes are obscured by other classes, such as denseresidential and buildings. In the initial results of Pool5 feature, denseresidential is worse than the other classes, with an mAP of 0.5134, while the mAP increases to 0.6576 after the initial result is re-ranked. The average values of the re-ranked results increase by approximately 5% than that of initial results. Moreover, it can be seen that Pool5 feature performs better than FC6 and FC7 features.
The results indicate that re-ranking can well improve the performance of image retrieval.
D. OVERALL RESULTS
The overall results on the PatternNet dataset, which are evaluated via the precision at k, are shown in Table 4 . The first two features, Gabor Texture and VLAD, are based on the handcrafted low-level features; UFL is a feature extracted by an unsupervised feature learning method (UFL); the other features are CNN features. It can be seen that the ANMRR of the features in the proposed method is lower than the other features, which lower values indicate better performance for ANMRR. The mAP and the precision at k of the features in the proposed method are higher than the other features, which achieves the best performance on PatternNet.
E. COMPARISONS WITH OTHER METHODS
To validate the effectiveness of the proposed method, we compare our proposed method with other related methods on two datasets. The first five methods in Table 5 are the handcrafted low-level features, and the others use CNN features. According to Table 5 , the pool5 feature in our proposed method yields the best results on the UCMD dataset. The ANMRR value decreases from 0.0404 to 0.0359, which corresponds to a decrease of approximately 11%. The mAP value increases from 94.86% to 95.62%. Table 6 shows that our proposed method can get the best results than the other methods on the PatternNet dataset on the term of the two evaluation criteria. Overall, the proposed method is promising and can get excellent retrieval performance.
V. CONCLUSION
A new re-ranking method has been demonstrated to improve the performance of RSIR. Two image-to-class distances, namely, the image-to-training distance and the image-to-query-class distance, have been used in the method. The proposed method not only uses the ability of feature extraction of CNN but also utilizes the powerful classification ability of CNN and the class information of the training images with known-labels. Comparisons of the proposed method with the state-of-the-art methods on two public datasets have demonstrated the strength of our method, which realizes highly competitive retrieval performance.
In future work, we will focus on (i) considering other CNN models [29] and image features, (ii) considering a more accurate method to obtain the query class.
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