Models for population dynamics in rivers and streams have highlighted the importance of spatial and temporal variations for population persistence. We present a novel model that considers the longitudinal variation as introduced by the sinuosity of a meandering river where a main channel is laterally extended to point bars in bends. These regions offer different habitat conditions for aquatic populations and therefore may enhance population persistence. Our model is a nonstandard reaction-advection-diffusion model where the domain of definition consists of the real line (representing the main channel) with periodically added intervals (representing the point bars). We give an existence and uniqueness proof for solutions of the equations. We then study population persistence as the (in-) stability of the trivial solution and population spread as the minimal wave speed of traveling periodic waves. We conduct a sensitivity analysis to highlight the importance of each parameter on the model outcome. We find that sinuosity can enhance species persistence.
The work by Speirs and Gurney [2001] inspired a number of authors to explore other aspects of population dynamics in rivers, for example by simplifying the representation of depthdependent flow profiles into two compartments , introducing longitudinal variability in the form of pool-riffle sequences [Lutscher et al., 2006 , Jin et al., 2014 or gradients [Lutscher et al., 2007 , Lam et al., 2016 , or by considering temporal variability , Jin and Lewis, 2011 and stochastic effects [Kolpas and Nisbet, 2010 , Pasour and Ellner, 2010 , Samia and Lutscher, 2012 . One recurring insight is that variability, in space or time, can often facilitate population persistence in rivers.
Almost all these studies implicitly assume that the stream or river is a straight channel.
The separation of flow and benthic compartments captures some aspect of the horizontally and vertically varying flow profile, whereas the periodically alternating channel cross-section captures a pool-riffle structure, but still assumes a well-mixed population in each cross section.
Natural rivers, on the contrary, rarely flow straight but show longitudinally meandering patterns as in Figure 1 . The physical processes behind the emergence of meanders are reasonably well understood, but their effects and importance for population-dynamic processes has not yet been explored. Depending on the shape of the river bed, a variety of different flow-speed profiles can arise in a meander. A typical profile shows deeper and faster water at the outside of a bend ('bluff') and shallower, slower water on the inside ('point bar'). At the same time, there is a helicoidal flow that mixes water laterally; see Figure 1 and also e.g., [?] . While there seems to be no truly predictive theory of flow profiles in a real meandering river (Peter Steffler, personal communication), we use this scenario for our model. There is good agreement with at least one numerically computed flow field in a simplified sinusoidal model river [Jin et al., 2014] .
In analogy with the drift-benthic division , we conceptually split the meandering river into two compartments: a 'main channel' with faster flow and a shallower region with slower flow, corresponding to the inner part of a bend. We refer to the shallower part as 'point bar', noting that we think of the submerged part only while the term typically refers to the exposed part as well. We conceptualize our river schematically in Figure 2 . In between bends, where the river runs relatively straight, there is no shallow component; in the bends we have the point bars. To make this model somewhat analytically tractable, we assume that the river meanders periodically. Appropriate interface conditions describe the part of the population entering the shallow component versus the main channel.
In Section 2, we construct our simplified meandering river models for two scenarios, and we derive a reaction-advection-diffusion system for a population in the river. We then study and illustrate persistence conditions for a single logistically growing population on a (periodic) unbounded domain and on a bounded domain in Section 3. In Section 4, we derive minimal wave speeds of spatially periodic traveling waves in the upstream and downstream directions. In both cases, we illustrate the influences of different biotic and abiotic parameters on population persistence, measured in terms of instability of the trivial state (Section 3) or in terms of ability to spread upstream (Section 4). We present some results on the existence and regularity of solutions of our novel model in the appendix.
Model
We begin with a detailed derivation of the model equations that we study later. Our central idea is to split the continuously varying cross-sectional profile into two compartments: one for the main channel and one for the point bar; see Figure 2 . While this simplification may seem too coarse to capture the details of helicoidal flow, we note that a similar two-compartment simplification of the water and hyporheic zone provides a surprisingly accurate description of stream flow [Bencala and Walters, 1983] . We consider two slightly different scenarios as indicated in the figure.
River scenarios
We represent the main channel of the river as a continuous domain and the point bars as periodically added components, see Figure 2 . In view of the analytical tools and techniques available, we assume periodically spaced point bars of period L. In each period, the stream consists of a main channel and a point bar, located at (kL, kL + L 1 ], and the main channel only at (kL + L 1 , (k + 1)L], with k ∈ Z and L 1 < L. We denote the cross-sectional areas of the main channel and the point bar in (kL, kL + L 1 ], as A 1 and A w , respectively, whereas the crosssectional area of the main channel in (kL+L 1 , (k+1)L] is denoted by A 2 . The corresponding flow velocities are denoted by v 1 , v w and v 2 . To unify notation, we write A u for the cross-sectional area of the main channel, so that A u = A 1 or A u = A 2 , depending on which section of the main channel we have. Now we assume that there is no lateral water exchange outside of the river bed so that the discharge remains constant downstream. This assumption gives the hydrological condition
To reduce the number of parameters in our model a little further, we consider two scenarios for how the cross-sectional areas along the river are related, see Figure 2 . In the first scenario, the cross-sectional area of the river does not change over one period. The point bar is 'carved out' from the main channel. In the second scenario, the cross-sectional area of the main channel is fixed and the point bar gives additional habitat. Because of the constant discharge assumption in (1), the relationship between cross-sectional areas has implications for the flow speeds in the different sections of the river. The exact relations are as follows.
(S1) The overall cross-section is constant: A 1 + A w = A 2 . Then the flow speeds satisfy
We refer to this case as constant cross-section (CCS).
(S2) The cross section of the main channel is constant: A 1 = A 2 . Then the flow speeds satisfy
We refer to this case as constant main channel (CMC).
Population dynamics
We denote by u(x, t) and w(x, t) the densities of a population (unit: individuals per volume) in the main channel and in the point bar, respectively. Within each of these compartments, we assume that the population is laterally well mixed, so that u and w are functions of time t and downstream distance x. Diffusion rates are D u and D w , respectively. We denote by f the per-capita production rate in the main channel, and in the point bar by g. These functions can vary with longitudinal distance. Function g is zero when
Writing the mass balance for the population gives the model equations
where subscripts t and x denote partial derivatives. Rate parameters α u and α w are the lateral exchange rates induced by the helicoidal flow between main channel and point bar where the latter exists. Otherwise, these coefficients are zero. To preserve the volume of water in the main channel versus the point bar, we require the following condition for the exchange flows
We shall always assume the following about the coefficient functions in model (4).
(A1) All parameters are piecewise continuous, positive, L-periodic functions of downstream distance. Parameters are independent of time.
(A2) Growth functions f (x, u), g(x, v) are piecewise continuous and L-periodic in x and differentiable with respect to their second argument.
(A3) For each x, the growth function f (x, u) is strictly decreasing in u ∈ (0, ∞) with f (x, 0) < ∞, and there exists some K > 0 such that f (x, u) ≤ 0 for all u ≥ K. The growth function g satisfies the same conditions.
At this point, we follow previous authors who studied population dynamics in periodic environments and assume that coefficient functions are piecewise constant (e.g. Shigesada et al. [1986] ). Then we write index 1 to denote the value in sections with point bar and index 2 for sections without. Specifically, for the u-equation we write
, and for the w-equation we write
With these assumptions, we can divide by the cross-sectional areas and write our system as
Finally, we need to impose conditions at the interfaces in the river, i.e. the locations where point bars begin and end. Following Ramirez [2012] , Sarhad et al. [2014] , we require the concentration of the population to be continuous at the interior interfaces y 0 k = kL and
The total population flux should satisfy a conservation law: at y 1 k , the fluxes out of the main channel and the point bar combined should equal the flux into the main channel compartment immediately downstream, and vice versa at y 0 k . Hence, we write
and similarly for y 0 k . Since the densities are continuous by (7), the constant discharge assumption (1) reduces the flux conditions (8) to
On a bounded domain, say [0, nL] for some positive integer n, we require additional conditions at the boundary points x = 0 and x = nL. A number of conditions have been suggested in such situations. For example no-flux conditions are often imposed upstream, whereas 'free-flow' conditions [Ballyk et al., 1998 ] or hostile conditions [Speirs and Gurney, 2001] can be imposed downstream. In keeping with the classical critical patch size problem, hostile conditions can also be imposed upstream. In our context these conditions read upstream:
(
for all t > 0. Lou and Lutscher [2014] provide a detailed derivation and discussion of these conditions.
The following theorem provides the well-posedness for system (6) on a periodic bounded domain. The proof is provided in Appendix A, where we also clarify the terminology.
Theorem 2.1 Assume that (A1), (A2), and (A3) hold. Suppose that u 0 , w 0 ∈ L 2 with u 0 , w 0 ≥ 0. For any T > 0, there exists a unique weak solution of (6) under the interface conditions (7) and (9), and hostile upstream and downstream boundary conditions over a bounded periodic
Remark 2.1 The proof of the above theorem carries over with minor modifications to the case of an unbounded periodic habitat. Also, one can show that solutions are actually twice differentiable everywhere except at the interface points.
Persistence conditions
In this section, we derive conditions for population persistence in an unbounded domain and in a bounded domain. Since assumption (A3) on the growth function excludes an Allee effect, population persistence is guaranteed if the population can grow at low density, or, in other words, if the trivial steady state is unstable (see e.g., Jin and Lewis [2011] , Lutscher et al. [ , 2006 ). Therefore, we linearize the equations in (6) at low density and consider the corresponding eigenvalue problem. The linearization is given by
with the interface conditions (7) and (9). Here r i = f i (0) and r w = g (0).
We derive expressions for the persistence boundary, the set in parameter space where the dominant eigenvalue is equal to zero. This set delineates the boundary between population persistence and extinction. We split the calculations into two cases, one on the unbounded domain and one on a bounded domain.
Persistence on the unbounded domain
To study persistence of the population on the unbounded domain, we need to consider only the equivalent periodic domain of length L [Shigesada et al., 1986 , Lutscher et al., 2006 with interface conditions at x = L 1 as above and periodic boundary conditions at x = 0 and x = L:
for all t > 0.
Persistence boundary
With the ansatz u(x, t) = φ(t)ψ(x) and w(x, t) = φ w (t)ψ w (x), the linearized system (11) on
with corresponding interface and boundary conditions. These equations imply that φ /φ = −s is a constant and that φ w /φ is a constant as well. Without loss of generality, we can set φ w = φ and incorporate the constant into ψ w . For s > 0, the population declines exponentially; for s < 0 it grows. To find the persistence boundary in parameter space for this population, we set s = 0, and solve the second-order system
with corresponding interface and boundary conditions. We solve the first of these equations for ψ w and get
Substituting this expression into the second equation in (14) gives the fourth-order system
Denoting the solutions of the quadratic characteristic equation on (0, L 1 ) by λ 1 , . . . , λ 4 , we can write
assuming that we are in the generic case of no repeated roots. On the interval (L 1 , L), we get an explicit solution for the characteristic equation and write
From (15) we obtain the expression
Now, we use the matching conditions at x = 0, L 1 and L to find conditions for the existence of a nonzero solution for constants S 1 , . . . , S 6 . After some algebra, these conditions are equivalent to the following matrix having zero determinant:
Here, we let L 2 = L − L 1 and denoted
. In summary, we proved the following result.
Theorem 3.1
The stability boundary of the trivial steady state of (6) on the infinite domain under interface conditions (7) and (9) occurs where the determinant of the matrix M in (20) is zero.
Remark 3.1 In Sections 3 and 4, general solutions of ordinary differential equations (see e.g., (17) and (18)) are only given in the case where the corresponding characteristic equations have no repeated roots. However, in numerical simulations, we consider solutions in all possible cases where the corresponding characteristic equations have distinct or repeated, real or complex roots.
Calculation of the 6×6 determinant in (20) can be simplified somewhat by considering its block-structure. However, since the solutions λ i of the quartic have to be calculated numerically in any case, we do not attempt to find a more explicit formula of this determinant and instead proceed by solving for the persistence boundary computationally. To that end, we pick baseline parameter values and do a local sensitivity analysis, i.e. we report how the minimal size requirement depends on changes in the parameters. We illustrate the results, using the two cases CCS and CMC as described in the previous section.
Unfavorable main channel
When the main channel is unfavorable for the species, we have r 1 , r 2 < 0. Clearly, the species cannot persist in the absence of a region of positive growth rate. Hence, we explore how large a point bar with r w > 0 is required for the species to persist and how sensitive this requirement is to changes in the other parameters. Roughly, the size of the point bar should increase as the sinuosity of the river increases. Adding point bars with A w > 0 while keeping the main-channel cross-section constant (A 1 = A 2 ) corresponds to the CMC case and implies that flow speed v 2 will increase compared to the case when A w = 0 as in relation (3). While the addition of a region with positive growth rate should make persistence more likely, the increased flow speed will counteract this effect somewhat.
When we choose baseline parameters as in Table 1 , the minimal point-bar cross-section that allows for persistence is A * w = 0.4657, or 46.57% of the main channel cross section. We illustrate the sensitivity of this critical value to changes in the other parameters. Specifically, we increased each parameter separately by 10% and by 50% and calculated the resulting minimum area A * w . The table contains the ratio A * w /A * w in each case. We scaled space to set L 1 = 1 and time to set r w = 1. In addition, we used the simplifying assumption that the growth rate in the main channel is constant (r 1 = r 2 < 0) and the CMC condition. We ranked parameters according to their influence.
The critical value A * w is most sensitive to changes in the lateral exchange rate α u . Increasing α u increases lateral movement of individuals and decreases residence time in the point bar where Table 1 : Illustration of the population persistence condition from Theorem 3.1. We present the sensitivity of the minimum point-bar area to changes in other model parameters in the case of an unfavorable, constant cross-section main channel (CMC). Model parameters are in the first row, their default parameter values in the second. The resulting minimal point-bar cross-section is A * w = 0.4657. The third and fourth row give the ratio A * w /A * w resulting from a 10% (50%) increase in the parameter's value. the population can grow. Hence, a larger point bar is required for persistence. Cross-sectional area of the main channel, flow speed in the main channel or in the point bar, population loss rate and, noticeably, diffusion in the point bar, all increase the required critical value of A * w . The only parameter that is clearly negatively correlated with A * w is the diffusion rate in the main channel. Diffusion in the main channel allows individuals to move upstream against the flow and thereby increases the likelihood of persistence so that a smaller point bar suffices.
Source-sink main channel
When the main channel consists of alternating sections, favorable sources (r 1 > 0) and unfavorable sinks (r 2 < 0), population persistence depends on the balance of a number of factors [Lutscher et al., 2006] . For example, the population cannot persist if the favorable patches are too small or the growth rate there is not high enough. Here, we consider the scenario that source patches in the main channel occur in bends where there is also a favorable point bar and sinks occur in the straighter connections between two bends where there is no point bar.
This scenario is reminiscent of the pool-riffle setting found in many streams. Assuming that a population cannot persist in the absence of the slow-flowing environment of the point bar, we ask which portion, in terms of cross-sectional area, of the favorable patches would have to be a point bar so that persistence becomes possible. As above, stronger sinuosity of the river would correspond to larger point bars.
This scenario corresponds to the CCS set-up from Figure 2 . If we fix the flow speed in the point bar, flow speed v 1 will increase as the size of the point bar increases. Again, there is some trade-off since while the low flow rate in the favorable point bar helps the population to persist, the main-channel part of the favorable section becomes less favorable since the flow speed there increases. As in the previous case, we establish a critical value for the cross-section of the point bar, A * w , and then ask by how much this value changes if parameters change. We summarize the results in Table 2 .
Only three parameters are positively correlated with the minimal required A * w . The strongest sensitivity is with respect to the cross-sectional area in the sink-section of the main channel, Table 2 : Illustration of the population persistence condition from Theorem 3.1. We present the sensitivity of the minimum point-bar area to changes in other model parameters in the case of a source-sink main channel and constant total cross-section (CCS). Model parameters are in the first row, their default parameter values in the second. The third and fourth row give the ratio A * w /A * w resulting from a 10% (50%) increase in the parameter's value, where A * w is the critical cross-section of the point bar for the increased parameter value.
followed by lateral exchange rate and by the flow speed in the sink part. Increasing the diffusion rates in the source-part of the main channel or the point bar, or the flow speed in the point bar all decrease the required A * w . The case of v w is somewhat surprising since we expect the point bar to be most effective when flow is slow there. However, increasing v w increases also v 1 , so that the main channel there becomes less favorable. Increasing diffusion will increase the flow into the sink part of the main channel and therefore requires a larger cross-sectional area of the point bar.
Persistence on a bounded domain
Since, in reality, rivers are finite, we would like to have persistence conditions on bounded domains as well. In principle, the steps to calculate the persistence boundary are the same as above, but in practice, the derivations are more complex because one cannot reduce the problem to a single period of the domain. Instead, we assume that the river consists of n periodic patches and has length of nL, i.e. the river is represented by the interval [0, nL]. We choose zero-flux boundary conditions at the upstream end and free-flow boundary conditions at the downstream end. Lutscher et al. [2006] took a similar approach in the case of a pool-riffle model, that corresponds to considering only the main channel in our model.
We study the equations
with boundary conditions
and the same interface conditions at x = kL or x = kL + L 1 as in (7) and (9).
Similarly as in Section 3.1, letting u(x, t) = φ(t)ψ(x) and w(x, t) = φ w (t)ψ w (x), we obtain φ /φ = −s for some constant s and set φ w = φ without loss of generality. The persistence boundary then corresponds to setting s = 0. As in the previous section, we can turn the system of three second-order equations into a system of two equations, one of fourth order and one of second. Hence, we try to find solutions to the system
with boundary and interface conditions (7), (9), (22).
We replace the single function on the entire domain (0, nL) by a family of functions on the domain (0, L) by rescaling the argument. We let
and
Similarly as in (17)- (19), we can write
where λ i and θ i are given as in (17)- (19) and S m i are free parameters. The matching conditions at the interface and boundary points give the conditions to determine parameters S m i . These conditions can be written explicitly as follows.
The upstream matching conditions for m = 0 are
The interface matching conditions for 0 < m < n − 1 are
The downstream boundary conditions for m = n − 1 are
We denote
Then all the above matching conditions can be written as Mξ = 0 with
where
The entries of this block matrix are
Theorem 3.2 The persistence boundary for the model (6) on the bounded domain [0, nL] with no-flux upstream and free-flow downstream conditions and interface conditions (7) and (9) is given by det M = 0 with M as in (31).
If there is a positive solution of Mξ = 0, we may assume S (n−1) 6 = 1. Then S (n−1) 5 = −λ 6 /λ 5 . Successively, we compute
Following this rule, we can obtain all S m i . Applying the first row in M, we can then obtain the persistence boundary for the population in a bounded domain.
Minimal wave speeds of traveling periodic waves
We now turn to studying the speed with which a locally introduced population may spread in a river and how this speed depends on the presence and properties of point bars. Numerous previous studies showed that this speed is closely related to the ability of a population to persist in a stretch of a river as follows. In the absence of any drift or movement bias, population spread in a habitat is independent of direction. In a river, the unidirectional water flow yields faster spread in the downstream than the upstream direction. In fact, the individual movement bias induced by river flow is too strong, a locally introduced population will not be able to spread upstream and instead be washed downstream. This is the case exactly if the population is unable to persist in a river of any finite length . The point bars with favorable conditions in meandering rivers are then expected to help individuals move to the upstream against the water flow and persist, unless the flow speeds in the main channel become too high.
Mathematically, the speed at which a locally introduced population spreads is measured by the asymptotic spreading speed [Weinberger, 1982 [Weinberger, , 2002 . In practice, this quantity can only be calculated explicitly when the linear conjecture holds, i.e. when the speed can be obtained as the minimal wave speed of the linearized (at zero) equations. Since the growth function in our model does not have an Allee effect, we may assume that the 'linear conjecture' holds.
Therefore, we use the linearized equations and make the ansatz of a traveling periodic wave (TPW) [Shigesada et al., 1986 , Lutscher et al., 2006 . From it, we will derive the dispersion relation between the speed of the TPW and its decay rate at the leading edge. We will illustrate how the upstream and downstream spread rates depend on parameter values, and particularly, examine how the existence of a point bar in a meandering river affects upstream spread rates and thereby persistence.
Derivation of the dispersion relation
As indicated, we consider the linearized system
under the interface conditions (7) and (9). We will assume a solution of (32) in the form of a TPW with speed c and shape parameter s, given by u(x, t) = φ u (x − ct)ψ u (x) and w(x, t) = φ w (x − ct)ψ w (x), where ψ u and ψ w are L-periodic functions. Substituting this ansatz into equations (32), we obtain
Dividing the above equations by φ u ψ u or φ w ψ w , respectively, yields
The third equation in (34) can only be true for independent functions φ u (z) and ψ u (x) if
ψu is a constant then ψ u is an exponential function, which contradicts the requirement that ψ u be periodic. Therefore, we can assume φ u φu ≡ const := −s. The first equation in (34) then implies that φ w /φ u is a constant. Without loss of generality, we assume
Hence, the wave front decays exponentially with rate s and the wave shape is determined by the periodic functions ψ u and ψ w . The condition that a nontrivial solution for ψ u and ψ w exists then results in the dispersion relation between speed c and decay rate s. Minimizing c(s) will give us the minimal wave speed, and -by the above reasoning -the spreading speed.
The equations for ψ u , ψ w on any period are given by
We will state the interface and boundary conditions below. To simplify notation, we define the following expressions:
Then we solve the first equation in (35) for ψ w and differentiate ψ w to obtain
Substituting the above expressions into the equation for ψ w in (35) leads to the fourth-order equation
The general solution of this equation can be expressed as
where U i are constants, and µ i are the roots of the characteristic equation of (38), that is,
provided that (40) does not have multiple solutions. Accordingly, function ψ w is given by
We can express ψ u on (L 1 , L) as
Using the matching conditions (7), (9) and (12), we obtain a system of equations for coefficients U i and Z i . The first two equations come from the differential equations, the next four from the matching conditions, as indicated in brackets:
By setting ξ T = [U 1 , U 2 , U 3 , U 4 , Z 1 , Z 2 ] we can write the linear system in (43-48) as Aξ = 0 with
We obtain a non-trivial solution for ξ only if the determinant for A is equal to zero. This condition defines the dispersion relation between c and s.
Theorem 4.1 The minimal wave speeds of spatially periodic traveling waves of (6) with the interface conditions (7) and (9) 
Numerical simulations for minimal wave speeds
To illustrate the theoretical results about minimal wave speeds, we conduct a numerical sensitivity analysis similar to what we did in Section 3. Specifically, we numerically calculate the minimal wave speeds of a TPW in the upstream (c − ) and downstream (c + ) directions from (49).
Under the same scenarios as in Section 3, we study how the speeds change when each of the parameters increases from its baseline value by 10% or 50%. We say that a parameter has a positive (negative) effect if the (absolute) value of the speed increases (decreases).
Unfavorable main channel
We first consider the CMC scenario with an unfavorable, constant main channel and a favorable point bar. For the baseline parameters as in the second row of Table 3 , the minimal wave speeds in the upstream and downstream directions are c − = −0.597 and c + = 1.723, respectively, which implies that traveling waves spread upstream (downstream) at a speed of at least 0.597 (1.723).
In the table, we only record the absolute value of c − since c − is negative for all parameter settings explored here. As shown in Table 3 , parameters D w , r 1 , L 1 , D 2 , D 1 , A w , and r w have a positive effect on c − and help the population spread upstream more quickly, while parameters α u , A 1 , v 1 , v w , and L 2 have negative effect on c − and slow down population spread upstream.
The parameters that have a positive effect on the upstream spread rate are those that contribute to population growth directly (increased growth rate, r w , or decreased loss rate, With regards to persistence conditions, we saw above that an increase in the area of the point bar (roughly corresponding to an increase in sinuosity) has two antagonistic effects: increased growth rate and increased flow velocity in one part of the main channel. For upstream spread, these two effects are still antagonistic. For the parameters chosen here, the positive effect of increased growth is stronger. For downstream spread, the two effects are not antagonistic but contribute both to increase the downstream speed. 
Alternating main channel
In the CCS scenario with alternating unfavorable and favorable patches in the main channel and a constant total area, the minimal wave speeds in the upstream and downstream directions are c − = −0.737 and c + = 1.293, respectively, for the chosen baseline parameters as in the second row of Table 4 . Again, we record the absolute value of c − since c − is always negative in this simulation. In Table 4 , the sign of the relationship between the speeds and parameters are the same as in Table 3 , which implies that in the scenarios of CMC and CCS, parameters have similar effects on population spread in a meandering river.
Discussion
Meandering rivers represent a common and typical type of free-flowing rivers. The main channel and the point bars in such rivers provide different environments for species living there since hydrological and biological conditions may differ significantly between in these regions.
With increased damming and channelization, the differences between these environments might diminish. Engineering efforts around the world recognize the importance of creating and maintaining different habitat types in river restoration. Our work offers a first approach to assess the importance of meandering structures in an analytic framework.
The study of process-based mathematical models for population dynamics in rivers began with the work by Speirs and Gurney [2001] and has since progressed significantly; see references in the introduction. It has become clear that the simplest reaction-advection-diffusion type models cannot correctly predict the realistic range of parameters that guarantee popula- Table 4 : Illustration of minimal traveling periodic wave speeds according to (49). We present the sensitivity of c ± to changes in model parameters in the case of an constant cross-section (CCS). Model parameters are in the first row; their baseline values in the second. These baseline values give a minimal upstream wave speed c − = −0.737 and a minimal downstream wave speed c + = 1.293. The third (fourth) row gives |c − | attained when only the corresponding parameter is increased by 10% (50%), while the fifth and sixth rows describe similar results for c + . All values of c − are negative so that the population can spread upstream. Other parameter values are
tion persistence. In particular, the assumption that flow speeds and population density can be considered constant in a given cross-section seems to simplify the complex structure of a flowingwater environment too much. Adding some structure in flow profile, either continuous [Speirs and Gurney, 2001] or discrete offers new mechanisms to promote population persistence. These models still represent a river stretch as a straight channel. Certain aspects of channel geometry were considered by Lutscher et al. [2006] in the form of a poolriffle structure present in many streams. Here, we consider a different, equally salient feature of many streams and rivers, namely the meandering course that creates a main channel, point bars and bluffs. The question of how these features affect population persistence and spread in rivers has not been addressed in an analytical framework before, but first computational models demonstrate that these aspects are important [Jin et al., 2014] .
We propose a highly simplified structure of a spatially periodic, meandering river, where we reduce the complex flow patterns to a model of two zones (the main channel and the point bars). This simplification is inspired by the success of a similar division of the vertical flow profile into two compartments [Bencala and Walters, 1983] and the analytical tractability of the resulting models . We investigate how this spatial structure affects population persistence (defined as the instability of the trivial solution) and population spread (defined as the minimal wave speed of traveling periodic waves). In both cases, the resulting formulas (for persistence conditions and the minimal wave speeds) are implicit, and we study the sensitivity with respect to single-parameter changes. Comparing the two quantities, persistence and spread, one would expect that parameters that facilitate population growth are beneficial for both, persistence and spread. Parameters that facilitate movement, however, can have different effects on persistence and spread. From the results presented in the four tables, it is clear that increasing growth rates (or decreasing loss rates) make persistence more likely and spread in both directions faster. Flow speed, on the other hand, decreases the likelihood of persistence and decreases upstream spread, but increases downstream spread. Diffusion rates have different effects: they increase spread rates in both directions but may or may not increase persistence (expressed as the required area of a point bar of positive population growth). Just as the lateral exchange coefficients (α), diffusion rates influence residence times, and increased residence times in population-dynamic sources help persistence but slow the spread.
If we take the size of a point bar as a proxy for sinuosity of the meandering river, then our results indicate that stronger meanders could benefit a population in terms of both, the ability to persist and spread. While we varied each parameter individually, with some constraints given by the CMC and CCS scenarios, real parameter values are likely to show more correlations. For example, higher sinuosity could also increase the length of the segments. While we found no significant effect of the length of sink patches for population persistence, the spread rates were negatively affected by an increase in L 2 . Future studies could investigate the combined result of these effects with realistic relationships between parameters. Most likely, the outcome will depend on the relative strength of the respective growth rates, and could therefore quite heavily depend on the particular river and/or species. One suggestion forward would be to formulate a model without population growth and study residence times rather than spread rates.
We only conducted our sensitivity analysis of the persistence condition on the unbounded domain. With the implicit formula derived in Section 3.2, one should be able to conduct similar sensitivity analyses on a bounded domain. We expect that they yield qualitatively similar results as in Tables 1 and 2 . Moreover, the result that favorable point bars helps population persistence and spread in an infinitely long river is consistent throughout Sections 3 and 4. Therefore, in a bounded (CMC or CCS) meandering river, one should expect to see that the presence of favorable point bars or improvement of favorable conditions in point bars reduces the length (or the number of periods) of the river such that the population can persist (i.e., the critical domain size).
Our model does not include the distinction between water column and benthos that were shown to be important in previous models. Our main reasoning for this simplification was the resulting model complexity would prohibit qualitative insights and complicate the analysis.
Future work should include a benthic state and consider the interaction between the different persistence mechanisms that each scenario affords.
Reaction-advection-diffusion equations arise in other applications with uni-directional flow or movement bias. Probably most relevant here is the case of a coastline with long-shore currents, most commonly represented as a straight line [Byers and Pringle, 2006, Pringle et al., 2009] . We speculate that our model could be applied to a scenario of a meandering coastline with more secluded bays and exposed tips. Surprisingly similar models were used to study the distribution, competition and uptake of bacteria in the intestines [Ballyk et al., 1998 , Boldin, 2007 . Again, these models idealized the domain as a straight line. Since the intestines are tightly packed and wound, we suggest that the straight-line models have to be modified to represent the winding structure better.
Our model poses many new analytical challenges. We only showed the existence and unique-ness of solutions for one set of boundary conditions. This theory should be extended to cover other boundary conditions, and eventually to rigorously prove the existence of a spreading speed and traveling periodic waves, and -if possible -the linear determinacy of the spreading speed.
The set-up of our equations is non-standard to capture the geometry of the river, yet simplify the domain to one dimension. It is conceivable that a model for a two-dimensional density on a periodically varying domain has 'nicer' analytical properties. The precise mathematical relationship between such a two-and our one-dimensional model should be explored further. In one or two dimensions, the theory of homogenization, under the assumption that the period of the meanders is small compared to the movement rates of individuals, could yield valuable insights and simplify the analysis of persistence conditions and spread speeds considerably.
equations (ODE). Each of the ODE system has a unique solution {α(t)} M i=1 from which we obtain P (m)
Then, we obtain the energy estimates for P (m) σ u(x, t) in some Banach space Y , say, Y = L 2 (Ω), as well as the boundedness of those solutions in some space X, say, X = H 1 (Ω), which is compactly embedded in Y . Hence, we can extract a convergent subsequence of the above solutions as a sequence in Y , provided that the time derivative of the aforementioned sequence also remains bounded in Z, say, the dual space of X, and Y is continuously embedded in Z.
The limit of the above convergent subsequence indeed satisfies the original PDE.
A critical result for the process to work is the Aubin-Lions Compactness Lemma below (see remarks after Lemma 8.2 in Chapter Eight of Constantin and Foias [1988] as well as Lemma 2.1 in Section 2, Chapter 3 of Temam [2001] ).
Lemma A.1 Let T > 0, fix some p ∈ (1, ∞), and let {f n (·, t)} ∞ n=1 be a bounded sequence of
, where X is compactly imbedded in Y, and
For simplicity, we provide only the key a priori energy estimates under the interface conditions that lead to the boundedness results required in this lemma. We omit the details for constructing solutions via the standard Galerkin approximation; see Constantin and Foias [1988] , Temam [2001] .
Throughout this section, we use L 2 and
, ∀α with |α| ≤ k}, k = 1, 2, to denote Lebesgue and Sobolev spaces, respectively, while we denote by C ∞ 0 the space of compactly supported smooth functions in space and time.
First, we give the definition of weak solutions to (6).
Definition A.1 Let T > 0 and suppose that u 0 , w 0 ∈ L 2 with u 0 ≥ 0 and w 0 ≥ 0. We say that the pair (u, w) is a weak solution to (6) 
holds in the weak sense, i.e.,
we have
In the following proof of the well-posedness of system (6), for the sake of simplicity, we provide only the a priori L 2 -energy and H 1 -enstrophy estimates. We denote u(·) = u(·, t) and similarly for the derivatives of u in space and time.
Proof of Theorem 2.1:
Step 1: L 2 -estimates. Multiply the three equations in (6) by A 1 u, A w w, and A 2 u, respec-tively, integrate by parts over Ω 1 and Ω 2 accordingly, and add, so we obtain 1 2
where (B 1 ) on the left side of the equation represents the boundary terms, which from integration by parts can be written as
by using the interface conditions (9).
In order to estimate the three parts I, II, and III on the right side of (52), we first notice that due to the hydrological condition (1) and integration by parts, we have
Therefore, by the boundary conditions (50), we have
≤ 0.
Next, by denoting A = max{A 1 , A 2 , A w } and α = max{α u , α w }, we estimate II as
where we used Cauchy-Schwarz inequality. Regarding the remaining integrals, we use the as-
(Ω) and proceed as
Thus, by denoting
all the above estimates imply that
where for j = 1, 2, the constant C depends on A j , A w , α u , α w , and
Step 2: Uniqueness. Suppose there are two solutions to the system (6), say, (u (1) , w (1) ) and (u (2) , w (2) ), possessing the same initial data and satisfying the identical hostile boundary and interior interface conditions. We denote the differenceũ = u (1) − u (2) andw = w (1) − w (2) and subtract the systems satisfied by the two solutions. Then, we perform the same energy estimates to the system for (ũ,w) as in Step 1, and obtain
where we assumed that f 1 , f 2 , and g are Lipschitz continuous. Hence, the uniqueness of the above solution follows from Grönwall's inequality applied to the analogues of (57) with initial valueũ 0 =w 0 = 0. For simplicity, we skip the details here.
Step 3: Higher regularity (H 1 -estimates). Assume u 0 , w 0 ∈ H 1 with u 0 ≥ 0 and w 0 ≥ 0 and T > 0. We prove a priori that the solution (u, w) is actually regular on Ω × [0, T ]. Multiply (6) by −A 1 D 1 u xx , −A w D w w xx , and −A 2 D 2 u xx , respectively, integrate by parts over Ω 1 and Ω 2 accordingly, and add, so that we have 1 2 
where (B 2 ) represents the boundary terms from the left side of (58), which by the interface conditions, add up to 0, i.e.,
= 0, where we used the condition u t = w t at x = 0, L, L 1 , and L + L 1 , and boundary conditions (50).
In order to estimate IV , we use Cauchy-Schwarz inequality and proceed as
where for j = 1, 2, the constant C 1 depends on A j , v j , and A w , v w . Next, we integrate by parts and bound V as
where we used Cauchy-Schwarz inequality. Here the constant C 2 depends on all parameters including D 1 , D 2 and D w . Note that the boundary terms from the above integration by parts add up to 0 due to the continuity condition (7). Regarding V I, we first apply Hölder's inequality and get
where we also used Cauchy-Schwarz and Poincaré's inequality in the last step. The constant C 3 in the above estimates depends on A j , A w , L, L 1 , and f j L ∞ (Ω j ) , g L ∞ (Ω 1 ) , for j = 1, 2.
Summing up all the above estimates, and denoting
where C depends on A j , v j , α u , α w , and A w , v w , for j = 1, 2. Thus, Grönwall's inequality implies that u, w ∈ L ∞ (H 1 ; [0, T ]) ∩ L 2 (H 2 ; [0, T ]). Hence, the proof is complete.
Remark A.1 From the above L 2 and H 1 estimates, we see that the time derivatives for i = 1, 2 and any test function ξ being φ or ψ. Moreover, by standard arguments, e.g. Constantin and Foias [1988] , Foias et al. [2001] , we have that the solution is actually analytic in time.
Remark A.2 In view of Sobolev embedding H 1 → L ∞ in one dimensional space, we conclude that u and w are in fact uniformly bounded for all time.
Remark A.3 Now with the H 1 estimates available, we can repeat the above arguments but testing the system by ∆ 2 u and ∆ 2 w over Ω j , j = 1, 2, and obtain the H 2 boundedness of the solution (see e.g., Larios and Pei [2016] ). Similarly, we have that the solution is in fact smooth.
For simplicity, we omit the details here.
