Abstract-In this paper, a simple method to calibrate the accelerometer cluster of an inertial measurement unit (IMU) is proposed. The method does not rely on using a mechanical calibration platform that rotates the IMU into different precisely controlled orientations. Although the IMU is rotated into different orientations, these orientations do not need to be known. Assuming that the IMU is stationary at each orientation, the norm of the input is considered equal to the gravity acceleration. As the orientations of the IMU are unknown, the calibration of the accelerometer cluster is stated as a blind system identification problem where only the norm of the input to the system is known. Under the assumption that the sensor noises have a white Gaussian distribution the system identification problem is solved using the maximum likelihood estimation method. The accuracy of the proposed calibration method is compared with the Cramér-Rao bound for the considered calibration problem.
I. INTRODUCTION
Inertial navigation systems (INS) use a combination of motion sensors and rotational sensors to provide the position, orientation, and velocity of moving objects. Inertial measurement units (IMU) generally consist of three orthogonal gyroscopes and three orthogonal accelerometers. The integration of these two clusters, which provide angular velocity and specific force, yield attitude and position. Recent improvements in micro-electromechanical system (MEMS) inertial sensors allow building small, light weight, and cheap motion capture systems. The accuracy of such systems are highly dependent on the calibration of the IMU to remove the systematic errors. Calibration is the process of comparing the instruments output with a known reference information and determining the coefficients that force the output to agree with the reference information over a range of output values [1] . Using a mechanical platform for calibrating the IMU is a traditional calibration method which is economically inefficient for inlab tests. In this calibration procedure the IMU is rotated by a mechanical platform into several precisely controlled orientations. Then, the output of both the accelerometer and gyroscope clusters are observed and compared with the precalculated gravity force vector and rotational velocities, respectively, at each orientation [1] , [2] . However, many times the cost of a mechanical calibration platform exceeds the cost of developing a new low-cost MEMS inertial sensor.
Therefore, different calibration methods have been proposed that do not require the mechanical platform. For example, in [3] , an optical tracking system is used for calibration of the IMU sensors. Furthermore, the shape from motion methods are introduced for micro force sensors resulting in rapid and effective calibration techniques [4] , [5] .
The six-position static is among the most commonly used fully controlled calibration method in which all the inputs, outputs and orientations are carefully set [6] , [7] . This method requires the inertial system to be mounted on a leveled surface while each sensitive axis of every sensor pointing alternately up and down. Although this structure can provide good results, it seems to be costly. In [7] , a multi position calibration approach is proposed. Additionally, the calibration of the inner-triad misalignment between the gyro and accelerometer is considered.
Recently, different accelerometer calibration methods have been developed utilizing the fact that for an ideal (noise free) IMU, the norm of the measured output of the accelerometer should be equal to the magnitude of the gravity force vector [6] , [8] , [9] . Imposing the fact in the system model of the sensors, a cost function is defined which is minimized with respect to the unknown model parameters. However, using such an assumption, the optimization of the corresponding criterion function typically leads to a biased estimate of the calibration parameters. To avoid this, we solve the system identification problem using the maximum likelihood estimation (MLE) framework. This leads to an estimator which is asymptotically unbiased. The performance of the calibration algorithm is compared with the Cramér-Rao bound. This bound sets the lower limit for the variance of the estimation error for all unbiased estimators.
The paper is organized as follows. The inertial sensor model for the accelerometer cluster is described in Section II. The proposed calibration method is described in Section III. In Section IV, the parametric Cramér-Rao bound for the system model of the accelerometer is derived. Simulation results are discussed in Section V. Finally, the conclusion of the study is summarized in Section VI.
II. SYSTEM MODEL
In the following sections scalars are denoted by lowercase letters (φ , ϕ), vectors by bold letters (b, u), and matrices by bold face capitals (K, R).
This section is divided into four subsections. First, the sensor model of the accelerometer is derived in II-A. Secondly, the input force to the system is described in II-B. Then, the unknown parameters of the system is determined in II-C. Finally, the distribution of the output is derived in II-D.
A. Accelerometer Sensor Model
As mentioned before, an IMU consists of three almost orthogonally mounted accelerometers and three almost orthogonally mounted gyroscopes; however, the sensors sensitivity axes are not orthogonal in reality, which is due to the manufacturing errors that lead to sensor axes misalignments from the orthogonal axes. The accelerometer cluster measures the linear acceleration of the system in the inertial reference frame. If the non-orthogonal sensitivity axes of the accelerometer cluster differs only by small angles from the ideal orthogonal set of platform coordinate axes, the specific force in accelerometer cluster coordinates can be transformed into specific force estimates in platform coordinates as [1] 
where s p and s a denote the specific force in platform and accelerometer coordinates, respectively [8] . In (1), α i j is the rotation of the i-th accelerometer sensitivity axis around the j-th platform axis. Defining the platform coordinate system so that the platform coordinate axis x p coincides with the x a accelerometer sensitivity axis, and y p axis lies in the plane spanned by x a and y a , then the angles {α xz , α xy , α yx } become zero. That is, (1) is reduced to
The sensor bias is another source of the error in the accelerometer cluster, which is the observed signal when no input is present. Moreover, this is an acceleration-insensitive error that can be defined as
where b i is the unknown bias of the i-th accelerometer output and [⋅] T denotes the transpose operation. The accelerometer scale factor error, which is the ratio of the change in output (in volts or amperes) to a unit change of the input (in units of acceleration), is represented by the scale factor matrix K a as
where k i is the unknown scaling of the i-th accelerometer output. Based on (2), (3), and (4), the model of the measured output of the accelerometer cluster is
where s p denotes the input force expressed in the platform coordinates and v a is a noise term reflecting the measurement noise from the sensor [1] . Calibration of the accelerometer cluster by using a mechanical platform has been done by rotating the cluster into different precisely controlled orientations and angular rates. Then, the output of the accelerometer cluster is compared with the precalculated specific force to estimate the nine calibration parameters, including the three scale factors, the three misalignment angles, and three biases:
Using such an expensive mechanical platform for the calibration procedure of a low cost MEMS sensor is not economically efficient while it costs many times more than the cost of a new sensor. Our proposed method does not rely on using a mechanical calibration platform even though the IMU is rotated in different random orientations. For the sake of simplicity, we will skip the subscripts and superscripts, a and p in the following. In general, the signal in noise model of the measured output of the accelerometer cluster based on (5) can be written as
where y k is the output at the k-th measurement and v k is zero mean white Gaussian noise with variance σ 2 ; the signal model μ k is defined as
where u k is the input force at the k-th measurement, corresponding to the specific force s p , and θ 1 is the parameter vector (6).
B. Input Force
Because accelerometers in the IMU sensors are used in the cluster of components, using a reference vector acquired from geodetic surveys that can be used for calibration of all the three components at the same time is of interest [1] . A suitable reference specific force for the accelerometer cluster calibration is the gravity acceleration. Assuming that the IMU is stationary at each orientation and the only force to the system is gravity acceleration, the norm of the input is considered equal to the gravity acceleration. In fact, the acceleration input force in the platform coordinate is related to the navigation-frame gravity vector by the rotation matrix R p n , Fig. 1 . The rotation matrix can be defined by a series of three plane rotations involving the Euler angles (ϕ, φ , ψ)=(roll, pitch, and heading) [10] : where c stands for cosine and s stands for sine functions. Thus, the input force to the system is
where g is the magnitude of the apparent gravity vector.
C. Unknown Parameters
The nine-parameter sensor model of the accelerometer cluster is considered (6), (7), and (8); the three scale factors, the three misalignment angles, and three biases. To estimate these unknown calibration parameters, the IMU is required to be rotated in different orientations. Each time the IMU is placed in a new orientation, two new unknown rotational angles appear in the input force u k to the system; however, the norm of the u k is equal to the magnitude of the gravity force. In order to estimate the calibration parameters θ 1 , these unknown Euler angles need to be simultaneously estimated together with the calibration parameters. Define the parameter vector θ 2 , which collects all the unknown Euler angles, as:
where M is the number of orientations that the IMU is placed in. We are not really interested in these rotation angles and they serve only to complicate the problem. In some estimation approaches, we can get rid of estimating these parameters (known as nuisance parameters) [11] . The uncertainty in the rotational angles which appears in the input force of the system makes our calibration problem a blind identification problem. To deal with these nuisance parameters, a new vector of parameters, θ , is introduced which is the combination of the calibration parameter vector and the Euler angle parameter vector:
To estimate the unknown parameter vector θ , the IMU is rotated into several random orientations. Because the number of calibration parameters are nine, the minimum number of rotations that is needed to estimate θ 1 is nine, M ≥ 9. Increasing the number of rotations, more accurate results can be achieved, although more unknown parameters will appear in θ 2 .
D. Output Distribution
Collecting all the measurement outputs and signal models into bigger vectors, the total measurement outputỹ, and the signal modelμ are defined as:
where N is the number of samples which are taken in each rotation. Based on the signal in noise model (7), the output signal, y k , has a Gaussian distribution as
Thus, the probability density function of the measurementỹ is
where
C(θ ) is the covariance matrix ofỹ, I is the identity matrix with the subscripted dimension, | ⋅ | denotes the determinant, and ∥ ⋅ ∥ refers to the Euclidean length of a vector.
III. PROPOSED CALIBRATION METHOD
Assuming, the sensor measurements are disturbed by additive white Gaussian noise, the observed data has a multivariate Gaussian distribution and the mean vector contains all the unknown parameters to be estimated. To derive an asymptotically unbiased estimator, a maximum likelihood estimation (MLE) framework is used. Since finding a closed form, one step, solution for maximizing the likelihood function in this identification problem is difficult, an iterative approach is proposed. In our method, the unknown parameters are clustered into two groups, the rotational angles and the calibration parameters. The optimization is done by maximizing the likelihood function with respect to one group of parameters at a time while keeping the remaining parameters fixed at their current values.
In order to estimate the parameter vector θ , it is typical to introduce the log-likelihood function defined as
The likelihood function is a function of the parameter vector θ given the dataỹ. The idea is to find θ such that p(ỹ; θ ) is a maximum. The method of maximum likelihood estimatesθ by finding the value of θ which maximizes the log-likelihood function or equivalently minimizes
Because μ is a nonlinear function of θ , the minimization of J becomes difficult. One way to reduce the complexity of this problem is to use separability of the parameters [11] . The separable signal model of the system may be formed by rewriting (8) as
here, (A|b) denotes extending the matrix A with a column vector b . As a result, the minimization is performed in two steps; First step: minimize J with respect to θ 2 , Second step: replacing the estimated value for θ 2 in J, and minimize it with respect to θ 1 . In the following, details of these two steps are described.
A. First Step
Based on the signal model (18), the minimization of J(θ ) over the parameter vector θ 2 can be performed to getθ 2 :
It can be proved from equation (10) that this is a constrained minimization problem because any solution must satisfy ∥u k ∥ = g. Since the input force is constant during the N samples and Euler angles, φ i s and ϕ i s, are independent at each rotation, the minimization in (19) breaks down into M independent minimization problems for each rotation i
where y i, j is the j-th measurement output of the accelerometer cluster at the i-th rotation. Because of the given constraint, the minimization problem expressed in (20) is not a convex problem; therefore, it can not be solved by common convex optimization algorithms. Consequently, a nonlinear least square curve fitting method is used to estimate the unknown Euler angles. Moreover, to start the iterations an appropriate initial value for the calibration parameters should be considered.
Starting from the ideal case, when all the source of the errors are assumed to be removed, has been found to produce good results.
B. Second Step
Once θ 2 is estimated, the minimization is continued by findinĝ θ 1 :θ 1 = arg min
One solution to estimate θ 1 is through the linear least squares estimation approach. This is because H(θ 1 ) can be reparameterized to depend linearly on a new set of parameters.
This two-step minimization procedure is iterated until a local maximum of the likelihood is attained.
IV. CRAMÉR-RAO BOUND FOR THE PARAMETRIC MODEL
When evaluating the performance of an estimator often it is of interest to compare the obtained estimation error with an optimal (unbiased with minimum variance) estimator. The optimal estimator may not exist, be unknown, or too complex to obtain; however, the performance of the optimal estimator only depends on the properties of the signal model, and may therefore be calculated independently. The Cramér-Rao bound sets the lower limit for the variance of the estimation error for all unbiased estimators [11] .
The parametric Cramér-Rao bound under the regularity condition is defined as
where the left hand side is the variance of the i-th element of θ , I(θ ) is the Fisher information matrix, and [⋅] i j indicates i jth element of the given matrix. The Fisher information matrix for the general Gaussian case is given by
Assuming we know the variance of the noise σ 2 , (24) is simplified to
Using the fact that u k is constant for all the N samples at each orientation, the Fisher information matrix may be written as
By simplifying (26), the Fisher information matrix can be written in a block matrix form as 
Square-root of the empirical mean square errors (EMSE) of the estimated scale-factors and the square-root of the Cramér-Rao bounds (CRLB), versus the number of samples at each orientation.
parametric Cramér-Rao bound for the calibration parameters can be found as:
V. SIMULATION 
RESULTS
The proposed calibration approach has been evaluated by Monte-Carlo simulations. In the presented simulation, the IMU was rotated into nine unknown orientations and the accelerometer noise variance was set to 0.01[m/s 2 ]. The empirical mean square errors of the estimated calibration parameters along with the corresponding Cramér-Rao bounds are shown in Fig. 2-4 . These results are obtained from 500 Monte-Carlo simulations, when the IMU is rotated into nine different unknown angles (the least number of rotations) and in each orientation 25 samples are taken. The simulation results show that the square-root of the empirical mean square error (EMSE) of the estimated parameters converges to the squareroot of the Cramér-Rao bound already after a few numbers of measurements.
The average value and standard deviation of the estimated calibration parameters are summarized in Table I . The results are calculated for 100 Monte-Carlo simulations, while IMU is rotated into 25 different orientations and at each orientation the sensor is sampled 25 times.
VI. CONCLUSION
An approach for calibrating the accelerometer cluster of IMUs has been proposed. The method does not require any expensive mechanical calibration platform. Instead, the proposed calibration method is based on a maximum likelihood estimator that jointly estimates the orientations of the IMU and the calibration parameters of interest. Considering the sensors parameters and rotational angles, a closed form expression for Cramér-Rao bound is derived and results are compared with this theoretical bound. The simulation results show that the empirical mean square error (EMSE) of the sensor parameters estimated using the proposed calibration method converges to the Cramér-Rao bound after only a few measurements.
