In this paper we consider the four syndrom varieties Z × e , i.e. the set of all error locations corresponding to errors of weight w, 0 ≤ w ≤ 2, Z × ns , the set of all non spurious error locations corresponding to errors of weight w, 0 ≤ w ≤ 2, Z × + , the set of all non-spurious error locations corresponding to errors of weight w, 1 ≤ w ≤ 2, Z × 2 , the set of all non-spurious error locations corresponding to errors of weight w = 2, associated to an up-to-two errors correcting binary cyclic codes. Denoting J * := I(Z * ), the ideal of these syndrome varieties, N * := N(J * ) the Gröbner escalier of J * w.r.t. the lex ordering with x1 < x2 < z1 < z2, Φ * : Z * → N * a Cerlienco-Mureddu correspondence, and G * a minimal Groebner basis of the ideal J * , the aim of the paper is, assuming to know the structure of the order ideal N2 and a Cerlienco Mureddu Correspondence to deduce with elementary arguments N * , G * and Φ * for * ∈ {e, ns, +}.
Introduction
Classical, decoding of BCH codes C ⊂ F n q are based on solving the key equation [2] σ( In 1990 Cooper [20, 21] suggested to use Gröbner basis computation in order to decode cyclic codes: let C be a binary BCH code correcting up to t errors,s = (s 1 , . . . , s 2t−1 ) be the syndrome vector associated to a received word. Cooper's idea consisted in interpreting the error locations z 1 , . . . z t of C as the roots of the syndrome equation system:
and, consequently, the plain error locator polynomial as the monic generator g(z 1 ) of the principal ideal t i=1 g i f i , g i ∈ F 2 (s 1 , . . . , s 2t−1 )[z 1 , . . . , z t ] F 2 (s 1 , . . . , s 2t−1 )[z 1 ], which was computed via the elimination property of lexicographical Gröbner bases. In a series of papers [17, 18, 19] Chen et al. improved and generalized Cooper's approach to decoding. In particular, for a q-ary [n, k, d] cyclic code, with correction capability t, they made the following alternative proposals:
h(x 1 , x 2 , z 1 ) = z 1 + n−1 2 i=1 a i x (n+1−li) mod n 1
x (i−1) mod n−1 2 2 where the unknown coefficients can be deduced by Lundqvist interpolation on the set of points {(1 + a 2j+1 , 1 + a l(2j+1) , 1), 0 ≤ j < n − 1 2 } and on the monomials {x (n+1−li) mod n 1
x (i−1) mod n−1 2 2 , 1 ≤ i < n+1 2 }, thus granting an O(n ? ) combinatorial preprocessing produces a linear decoder.
This suggested to perform the same investigation to the general case n | 2 m − 1. Denoting by a a primitive (2 m − 1) th root of unity so that F 2 m = Z 2 [a], α := 2 m −1 n and b := a α a primitive n th root of unity, -R n := {e ∈ F 2 m : e n = 1} the set of the n th roots of unity and -S n := R n ⊔ {0}; let us consider the following sets of points
and let us denote, for * ∈ {e, ns, +, 2},
-N * := N(J * ) the Gröbner escalier of J * w.r.t. the lex ordering with x 1 < x 2 < z 1 < z 2 and -Φ * : Z * → N * a Cerlienco-Mureddu correspondence.
The aim of the paper is, assuming to know (a). the structure of the order ideal N 2 , #N 2 = n 2 − n, i.e. a minimal basis {t 1 , . . . , t r }, t i := x ai 1 x bi 2 , of the monomial ideal T \ N 2 = T(I(Z 2 )),
to deduce with elementary arguments N * and Φ * for * ∈ {e, ns, +} 2 .
Notations
F denotes an arbitrary field, F denotes its algebraic closure and F q denotes a finite field of size q (so q is implicitly understood to be a power of a prime) and P := F[X] := F[x 1 , . . . , x n ] the polynomial ring over the field F.
Let T be the set of terms in P, id est T := {x a1 1 · · · x an n : (a 1 , . . . , a n ) ∈ N n }.
A semigroup ordering < on T is a total ordering such that
For each semigroup ordering < on T , we can represent a polynomial f ∈ P as a linear combination of terms arranged w.r.t. <, with coefficients in the base field F:
For each such f its support is supp(f ) := {τ ∈ T : c(f, t) = 0}, its leading term is the term T < (f ) := max < (supp(f )) = t 1 , its leading coefficient is lc < (f ) := c(f, t 1 ) and its leading monomial is
When < is understood we will drop the subscript, as in T(f ) = T < (f ). A term ordering is a semigroup ordering such that 1 is lower than every variable or, equivalently, it is a well ordering. Given an ordered set of varibles [x 1 , . . . , x n ] we consider the lexicographical ordering induced by x 1 < ... < x n , i.e:
which is a term ordering. Since we do not consider any term ordering other than Lex, we drop the subscript and denote it by < instead of < Lex .
The assignement of a finite set of terms
defines a partition T = T ⊔ N of T in two parts:
For any set F ⊂ P, write Let X = {P 1 , ..., P N } ⊂ F n be a finite set of distinct points, P i := (a 1,i , ..., a n,i ), i = 1, ..., N.
We call
the ideal of points of X.
If we are interested in the ordered set, instead of its support X, we denote it by X = [P 1 , ..., P N ]. For any (0-dimensional, radical) ideal J ⊂ P and any extension field E of F, let V E (J) be the (finite) rational points of J over E. We also write V(J) = V F (J). We have the obvious duality between I and V = V F . Definition 1. An ordered finite set X = [P 1 , ..., P N ] ⊂ F n of points and an ordered finite set Q : [q 1 , · · · , q N ] ⊂ P of polynomials are said to be
3 Ingredients
Cerlienco-Mureddu Correspondence
Given an ordered finite set of points X = [P 1 , ..., P N ] ⊂ F n , set N := N(I(X)) and, for each σ, 1 ≤ σ ≤ N ,
is the Gröbner escalier of the ideal N(I(X σ )).
Such correspondence is the output of a combinatorial algorithm proposed by Cerlienco and Mureddu [14, 15, 16] and produces exactly the same values N(I(X σ )) as Möller Algorithm [29] .
Cerlienco-Mureddu Algorithm is inductive and thus has complexity O n 2 N 2 (see [22] ), but it has the advantage of being iterative, in the sense that, given an ordered set of points X = [P 1 , ..., P N ], its related escalier N = N(I(X)) and correspondence Φ X : X → N, for any point Q / ∈ X it returns a term τ ∈ T such that, denoting Y the ordered set
In order to produce an iterative procedure without paying the inductivity complexity of [14] , [11] applies the Bar Code [8, 9] which describes in a compact way the combinatorial strucure of a (non necessarily 0-dimensional) ideal; the Bar Code actually allows to remember and reed those data which Cerlienco-Mureddu algorithm is forced to inductively recompute. Actually the application of the Bar Code allows to compute the lexicographical Gröbner escaliers N σ and the related Cerlienco-Mureddu correspondences, with iterative complexity O(N · N log(N )n).
Macaualay's trick
In [28, p.458 ] Macaualay proposed the following Construction 3. Given a finite set of generators G := {t 1 , . . . , t p } of a 0-dimensional monomial ideal T ⊂ T ⊂ P, where, setting δ := max{deg(t) : t ∈ G} and assuming that the field F contains a copy of Z δ , associate
to each term n i := x ei1 1 · · · x ein n , 1 ≤ i ≤ m =: #N the point P i := (e i1 , · · · , e in ) ∈ Z n δ . Macaulay's aim was to show that each function H : N → N, which was satisfying some precise bounds stated by him, was the Hilbert function of a (0-dimensional, radical) ideal and in particular the vanishing ideal of a (finite) set of separate points; and he remarked that, given such a function H, if G satisfies Our interest is toward the further remarks [31] that 2. the map Φ : N → X :
3. {p ι : 1 ≤ ι ≤ p} is a Gröbner basis of the ideal it generates w.r.t. each termordering;
4. we remark moreover that, if N (and X) is enumerated [32, II, p.553] in such a way that, for each j, 1 ≤ j ≤ m, the set N j := [n i : 1 ≤ i ≤ j] is an order ideal and we associate to each term n i := x ei1 1 · · · x ein n the polynomial q i := n l=1 e il −1 j=0
x l −j e il −j , than each set Q j := [q i : 1 ≤ i ≤ j] is a triangular set for each set X j := [P i : 1 ≤ i ≤ j].
Lazard's Cerlienco-Mureddu Correspondence
While many algorithms are available which, given a finite set of points X produce the normal set N ⊂ T s.t. N = N(I(X) [35, 14, 15, 16, 29, 22, 11] and a Cerlienco-Mureddu Correspondence Φ : N → X [14, 15, 16, 29, 11] , since we are interested in applying it to the elementary case n = 2, we make reference to the first and stronger instance proposed by Lazard [25] : denoting π : F 2 → F the projection s.t. π(a 1 , a 2 ) = a 1 for each (a 1 , a 2 ) ∈ F 2 , given a finite set of distinct points X ⊂ F 2 set -{a 0 , . . . , a r−1 } := π(X),
after renumerating the a i s we can assume
Syndrome Variety, spurious roots and syndrome map
We begin briefly recalling the standard notation on cyclic codes, needed to understand what follows, making reference to [2, 38] Let C be a [n, k, d] q a q-ary cyclic code with length n, dimension k and distance d. We denote by g(x) ∈ F q [x] its generator polynomial, remarking that deg(g) = n − k and g | x n − 1. Let F q m be the splitting field of x n − 1 over F q . If a is a primitive n-th root of unity, the complete defining set of C is
This set is completely partitioned in cyclotomic classes, so we can pick an element for each such class, getting a set S ⊂ S C , uniquely identifying the code. This set S is a primary defining set of C. If H is a parity-check matrix of C, c is a codeword (i.e. c ∈ C), e ∈ (F q ) n an error vector and v = c + e a received vector, the vector s ∈ (F q m ) n−k such that its transpose s T is s T = Hv T is called syndrome vector. We call correctable syndrome a syndrome vector corresponding to an error of weight µ ≤ t, where t is the error correction capability of the code, i.e. the maximal number of errors that the code can correct.
The notion of syndrome variety (see [36] ) was formalized in [18] in their approach to decoding q-ary [n, k, d] cyclic codes, with correction capability t. 
where for an error (s 1 , . . . , s n−k , y 1 , . . . , y t , z 1 , . . . , z t ) ∈ V with weight µ ≤ t and y µ+1 = · · · = y t = 0, z µ+1 = · · · = z t = 0, z 1 , . . . , z µ represent the error locations, y 1 , . . . , y µ the error values, s 1 , . . . , s n−k ∈ F q m the associated syndromes. 
GELP
In 2005, Orsini and Sala proved that each cyclic code C possesses a polynomial L of the form
which satisfies the following condition given a syndrome vector s = (s 1 , . . . , s n−k ) ∈ (F q m ) n−k corresponding to an error with weight µ ≤ t, then its t roots are the µ error locations plus zero counted with multiplicity t − µ; more precisely
They labelled such a polynomial general error locator polynomial (GELP) and proved that it is computable via Gröbner computation of the syndrome variety ideal I(V). Actually, they denoted V OS ⊂ V the set of the non-spurious points of the syndrome variety and considered the polynomial set Moreover they considered the reduced Gröbner basis G of I(F OS ) = I(V OS ) w.r.t. the lex ordering with x 1 < · · · < x n−k < z t < · · · < z 1 < y 1 < · · · < y t and, adapting Gianni-Kalkbrenner Theorem [23, 24] , denoted, for each ι ≤ t and each ℓ ∈ N
further enumerating each G ιℓ as G ιℓ := {g ιℓ1 , . . . , g ιℓj ιℓ }, T(g ιℓ1 ) < · · · < T(g ιℓj ιℓ ), they proved Theorem 9.
[37] With the present notation we have
i.e. exactly one polynomial exists with degree i w.r.t. the variable z i in G i ; 
which is labelled the general error locator polynomial, is such that the following properties are equivalent for each syndrome vector s = (s 1 , . . . , s n−k ) ∈ (F q m ) n−k corresponding to an error with weight bounded by t:
there are exactly µ ≤ t errors ζ 1 , . . . ζ µ ;
a t−l (s 1 , . . . , s n−k ) = 0 for l > µ and a t−µ (s 1 , . . . , s n−k ) = 0;
g tt1 (s 1 , . . . , s n−k , z t ) = z t−µ µ j=1 (z − ζ i ). This means that the general error locator polynomial g tt1 is the monic polynomial in F q [x 1 , ..., x n−k , z] which satisfies the following property:
given a syndrome vector s = (s 1 , . . . , s n−k ) ∈ (F q m ) n−k corresponding to an error with weight µ ≤ t, then its t roots are the µ error locations plus zero counted with multiplicity t − µ.
Theorem 11 ([37]). Every cyclic code possesses a general error locator polynomial.
Zech Tableaux
We observe that the parameters of a minimal basis
The corresponding escalier N = T /T is
Let us now consider the field F 2 m = Z 2 [a], a denoting a primitive (2 m − 1) th root of unity; for a value n | (2 m − 1) we denote α := 2 m −1 n and b := a α a primitive n th root of unity. Denote, for i, 0 ≤ i < α, Z i := {j, 1 ≤ j ≤ n : 1 + b j = 1 + a jα ≡ a i mod n }, set z(i) = #Z i ; for any set S ⊂ {j, 1 ≤ j ≤ n} we consider also the values ζ(i) = #(S ∩ Z i ) and we call ((2 m − 1), n; S)-Zech Sequence the sequence (ζ(0), ζ(1), . . . , ζ(α − 1)). 
The error variety
Our aim is to describe the syndrome variety of a binary cyclic [n, 2, d]-code C over GF (2 m ), length n | 2 m − 1 and primary defining set S C = {1, l}. Thus we consider 
N × ns := {z i 1 z j 2 , 0 ≤ i ≤ n, 0 ≤ j < n, } ⊔ {z n 2 },#N × ns = n 2 + n + 1,
For * ∈ {e, ns, +, 2} setting I × * := I(G × * ) the ideal generated by G, as a direct corollary of Macaualay's trick and Lazard correspondence, we trivially have the following facts: 
The syndrome variety
Our aim being decoding a binary BCH [n, 2, d]-code C over GF (2 m ), length n | 2 m − 1 and primary defining set S C = {1, l}, we begin by reformulaing in our setting some preliminary notations. In this setting the syndrome variety would be specialized to the set and could be obtained, no more by Gröbner basis computation, but via Lagrange interpolation, obtainable by Möller algorithm [29] or by Lundqvist interpolation formula [27] of the polynomial t∈N(I(V2)) c t t over the set V 2 , provided that we have N(I(V 2 )). This is the first motivation of this note. Considering the following sets of points , c, d ∈ S n },#Z × e = (n + 1) 2 , we show that, assuming known N 2 direct application of Lazard's Cerlienco-Mureddu Correspondence and some trivial considerations on the syndrome map φ allow to deduce N * , Φ * and also the irrelevant G * for each h * ∈ {e, ns, +, 2}.
The shape of N 2 for a [2 m − 1, 2]-code C over F 2 m has been given recently by [12] which moreover proved that the related Gröbner basis has the shape G = (x n 1 − 1, g 2 , z 2 + z 1 + x 1 , g 4 ) where (see [37] ) g 2 = x (m). N e = N ns ⊔ {z n 1 }, (n). corresponding to the Cerlienco Mureddu Correspondence Φ e (z n 1 ) = (0, 0, 0, 0) and Φ e (t) = Φ ns (t) for each t ∈ Z ns (o). G e := {x 1 g 1 , x 2 g 2 , . . . , x 2 g r , z 2 + x 1 + x 2 , x 1 z 2 1 − t∈N+ c t t , z n+1
