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Abstract  
Advances in psychiatric genetics have begun to reveal the complex biological 
underpinnings of psychiatric disorders.  Rare but penetrant copy number variants 
offer particularly direct mechanistic clues. The deletion at 15q11.2(BP1-BP2) has 
a 13% penetrance for developmental delay, congenital malformation, autism or 
schizophrenia. Reduced dosage of CYFIP1, one of four genes within this deletion, 
has emerged as a likely contributor to cognitive dysfunction seen in 15q11.2(BP1-
BP2) deletion patients. However, the route from CYFIP1 haploinsufficiency to 
impaired behaviour has not been fully mapped. 
While synaptic deficits have been identified in mice haploinsufficient for Cyfip1 
(Cyfip1+/-), circuit-level phenotypes have not been investigated. Using multi-site 
chronic electrode implants I recorded local field potential data simultaneously from 
prefrontal cortex, hippocampus and nucleus accumbens in a novel Cyfip1+/- rat 
model during a behavioural task and during sleep. 
Cyfip1+/- rats show normal performance accuracy on a discrete-trial alternation T 
maze task, but require more trials to achieve criterion during training. Task-
dependent hippocampal-prefrontal network coordination remains intact in well-
trained Cyfip1+/- rats, although theta-gamma phase-amplitude coupling within 
dorsal hippocampus is reduced compared to WTs. While circadian patterns and 
sleep architecture appear normal, hippocampal non-REM ripples are diminished in 
Cyfip1+/- rats compared to WTs, and preliminary data from the related Fmr1 
(Fragile X Mental retardation 1) knockout rat also show aberrant ripples. 
Disrupted interactions are seen in the cortico-hippocampal-accumbal network, most 
prominently during approach to sucrose reward locations. Altered N-methyl-D-
aspartate receptor signalling is implicated, as Cyfip1+/- rats show an exaggerated 
response to acute ketamine injection in the form of an enhanced surge in high 
frequency oscillations in nucleus accumbens and prelimbic cortex. 
Overall, abnormal behaviour- and ketamine-dependent network dynamics in 
hippocampus, prefrontal cortex and nucleus accumbens of Cyfip1+/- rats are 
reminiscent of some features of neuropsychiatric disorders, and lend weight to 
causal roles for CYFIP1 haploinsufficiency in predisposing patients to cognitive 
dysfunction.  
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1 
Chapter 1 Introduction  
This chapter introduces the genetic and genomic insights that are having a major 
impact on our understanding of complex psychiatric disorders, followed by an 
introduction to the gene of interest, CYFIP1, and the in vivo circuit-level analysis 
approach which together represent the focus of this thesis. Sections of this chapter 
have been published in Heckenast et al. (2015). 
1.1 Psychiatric molecular genetics: an inroad to complex 
psychiatric disorders 
Many psychiatric disorders carry a significant genetic risk, apparent through 
classical family, twin and adoption studies (Gottesman, 1991; Kendler and Eaves, 
2005). Together with environmental influences, genetic predisposition can 
significantly increase the chances of falling ill. As an example, schizophrenia is a 
severe disorder characterised by hallucinations and delusions (positive symptoms), 
a reduction in affect (negative symptoms) and cognitive deficits, with a lifetime 
prevalence of 1% (American Psychiatric Association, 2013; Tandon et al., 2009). 
The extent to which genetic makeup contributes to schizophrenia risk, i.e. the 
heritability of the disorder, is estimated to be 60-80% (Sullivan et al., 2012). 
Therefore, in principle, identifying which genes and variants contribute to risk and 
the mechanisms through which they impact brain function should allow rational 
design of new therapies. This is particularly critical for treatment of cognitive 
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deficits, the symptom domain most predictive of longer term prognosis (Green et 
al., 2000), which is not alleviated by currently available medications (Insel, 2010, 
2012; Keefe et al., 2007). The pathophysiology of schizophrenia and other 
psychiatric conditions needs to be better understood before new targeted treatments 
can be designed. 
One significant inroad to understanding the pathogenesis of schizophrenia, and 
increasingly other diagnosed psychiatric conditions such as bipolar disorder and 
autism, therefore lies with advances in psychiatric molecular genetics. Making use 
of large sample sizes and the integration of data within large-scale international 
consortia, modern day association studies are beginning to reveal the specific DNA 
variants that give rise to the genetic component of risk for disorder. These studies, 
most mature for schizophrenia, have seen great advances in cataloguing associated 
loci, with suspected candidate genes confirmed, new ones discovered and 
importantly convergent evidence implicating key, possibly causal, molecular 
pathways (Hall et al., 2015; Need and Goldstein, 2014; Pocklington et al., 2015; 
Rees et al., 2014; Ripke et al., 2014). Two emerging general conclusions are that 
the genetic architecture underlying psychiatric risk is highly multi-genic and 
complex, with contributions from, typically, hundreds of individually low 
penetrance single nucleotide polymorphism (SNP) variants that are common in the 
population (known as the ‘polygenic’ risk) together with a much lower number of 
rare but much more damaging variants (discussed further below). Secondly it 
appears there can be substantial genetic overlap between diagnosed conditions, 
whereby the same variants can confer risk across multiple clinically defined 
disorders including, to varying degrees, schizophrenia, bipolar disorder, autism, 
ADHD, developmental delay and intellectual disability (Kirov, 2015; Lee et al., 
2013). Notwithstanding their emerging complexity, the genomic findings have 
stimulated the creation of new genetic models in order to delineate the biological 
mechanisms by which genetic variants can contribute to risk for disorder. 
Concurrently, the rapid progress in genome editing technologies, such as CRISPR, 
have enabled epidemiological studies of psychiatric genetics to inform mechanistic 
studies in cellular and animal models (McCarthy et al., 2014) by increasing the ease 
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and efficiency of genetic manipulation in a wider range of model species, including 
rats (Hamra, 2010). 
Broadly, this thesis aims to understand the neural and behavioural consequences of 
Cyfip1 haploinsufficiency, a gene within the recently identified risk-carrying 
15q11.2 copy number variant (CNV), with a view to defining mechanisms of 
cognitive impairment in 15q11.2 CNV carriers. The work presented here is part of 
a major research programme at Cardiff University that aims to harness the recent 
advances in understanding the genomics underlying complex psychiatric conditions 
such as schizophrenia to generate novel animal models that could help in 
understanding the pathophysiology of disease processes and ultimately develop 
better treatments. In this chapter, following an overview of the genetic architecture 
of complex psychiatric disorders, I will introduce the 15q11.2 deletion syndrome 
and outline the rationale that led to the creation of the Cyfip1+/- rat model. Finally, 
I will introduce electrophysiological recording from behaving animals as the main 
experimental approach in this thesis, which provides one of the most directly 
translatable measures with which to investigate the activity of neural networks 
underlying cognitive processes and may represent useful disease biomarkers (Rosen 
et al., 2015).  
1.2  The allelic architecture of genetic risk for psychiatric disorder 
The genetic architecture of psychiatric conditions such as schizophrenia, bipolar 
disorder and autism is highly complex: risk alleles have varying frequencies in the 
population, different penetrance levels and interacting properties both with other 
genes and the environment, all of which contribute to the intricate relationship 
between genotype and phenotype. In broad terms, the main sources of genetic risk 
can be divided into: 1) genetic “nudges”: alleles that are common in the population 
but have small individual effect sizes; 2) genetic “shoves”: rare alleles with a larger 
effect on disease risk (McCarroll and Hyman, 2013) (Figure 1.1). It has been 
proposed that this basic genetic architecture arises from the effects of natural 
selection, whereby common alleles persist because they are individually less 
damaging to fecundity, whereas rarer, more damaging variants, such as CNVs, are 
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under negative selection because they adversely impact on fecundity (Kirov, 2015). 
In support of this notion, de novo rare variants have particularly high penetrance, 
potentially because they have not yet been subjected to the rigours of selection 
(Sullivan, Daly, and O’Donovan 2012). Genome-wide association studies (GWAS) 
using microarray-based methods and more recently sequencing methods are being 
used to identify the variants associated with an increased risk for psychiatric 
disorder.  
 
Figure 1.1 | The pathogenesis of psychiatric disorders. Figure taken from Gandal et al., 
(2018). 
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1.2.1 Genetic nudges: common, low penetrance single nucleotide 
polymorphisms 
Successive GWAS in schizophrenia and other conditions have seen the number of 
significantly associated SNPs increase in parallel with sample sizes. The largest 
GWAS to date, which included 36,989 patients diagnosed with schizophrenia and 
113,075 controls (Ripke et al., 2014), identified 108 risk loci for schizophrenia. The 
data were amassed through huge collaborative efforts among many research groups 
to combine phenotype-genotype datasets, and it is likely that as sample sizes 
increase further, more risk loci will be identified (Owen, 2014). The currently 
known 108 SNP risk loci are located both within genes (coding [exons] and non-
coding [introns] regions) and between genes. As a proportion of the SNP variance 
is likely to reflect markers for risk genes in close genomic proximity, the 108 loci 
are estimated to implicate at least 350 genes (or more, depending on how liberally 
the associations are defined, see Need and Goldstein (2014)) across a number of 
putative pathogenic pathways. 
These implicated genes include some previously suspected biological systems 
based on non-genetic evidence, as well as highlighting new associations. In line 
with a major theory of schizophrenia, which suggests aberrant dopamine signalling, 
the gene coding for the dopamine D2 receptor was in a risk locus. The most 
statistically significant association related to genes in the major histocompatibility 
complex, some of which are involved in innate immunity, lending support to an 
increasingly recognized hypothesis regarding the immune system’s role in 
schizophrenia (reviewed in Patterson (2009), and Sperner-Unterweger and Fuchs 
(2015)). A subsequent study was able to ascertain which gene was driving this 
association (Sekar et al., 2016): the gene coding for the C4 complement protein 
which is, amongst a range of functions, interestingly also associated with synaptic 
pruning during development (Sekar et al., 2016). Other risk SNP loci implicate 
genes and pathways in other biological systems, notably those involved in 
glutamatergic neurotransmission, calcium signalling, epigenetic modification and 
synaptic function and plasticity, findings which demonstrate a degree of 
convergence with recent data from the analyses of rare variants, as described below. 
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The emerging picture of common risk variants suggests there is significant overlap 
in risk SNPs between schizophrenia, bipolar disorder, autism, major depression and 
ADHD, with cases from one disorder showing higher genetic similarity to the cases 
of another disorder than with their controls (Lee et al., 2013) (Figure 1.1). 
Following from this, analysing data from several psychiatric conditions helps 
improve predictions of polygenic risk (Maier et al., 2015) and a recent meta-
analysis found similar overlap in transcriptomic profiling (Gandal et al., 2018). 
These findings suggest that current diagnostic categories do not align with 
genetically distinct pathophysiological states (Sullivan et al., 2018). 
1.2.2 Genetic shoves: rare, higher penetrance genetic variants  
CNVs are rare, sub-microscopic deletions or duplications of short stretches of 
chromosome, caused by unbalanced rearrangements during meiosis, leading to 
carriers having a structural variation on one of the chromosome pairs. CNVs range 
from hundreds of base pairs to several megabases in length and often span multiple 
genes. Schizophrenia patients have a 1-3-fold genome-wide enrichment of 
relatively rare CNVs, indicating significant contributions of these structural 
abnormalities to schizophrenia risk (Walsh et al. 2008; International Schizophrenia 
Consortium. 2008; Stefansson et al. 2008). This increased CNV burden is evident 
in several other neurodevelopmental and psychiatric disorders, including 
intellectual disability, autism spectrum disorders and attention-deficit/hyperactivity 
disorder (Kirov, 2015).  
The deletion at 22q11.2 was the first identified schizophrenia-associated CNV, and 
larger sample sizes have allowed at least 15 more pathogenic loci to be identified 
(Rees et al., 2014). While only around 2.5% of patients with schizophrenia carry a 
pathogenic CNV, their odds ratios (the fold change in risk compared to the general 
population) are between 2 and 60 (Rees et al., 2015), a substantially larger effect 
size than SNPs. Almost all CNVs are also associated with a range of other 
neurodevelopmental disorders, such as autism spectrum disorder and intellectual 
disability (Girirajan et al., 2012; Kirov et al., 2014) (Figure 1.2). 
Introduction 
 
31 
 
Figure 1.2 | Penetrance of schizophrenia-associated copy number variants. Taken 
from Kirov et al. (2014). AS/PWS, Angelman/Prader-Willi syndrome; del, deletion; dup, 
duplication; VCFS, velo-cardio-facial syndrome; WBS, Williams-Beuren syndrome. 
While much of the overall population genetic risk for schizophrenia and other 
disorders is accounted for by alleles present in one or both of the parents, the hardest 
hitting, most penetrant individual mutations found in a small fraction of patients are 
often de novo (Kirov 2015), i.e. not present in the somatic cells of the parents but 
arising in their germ line during meiosis. The method used to study de novo CNVs, 
for example, is a proband-parent trio design, where CNVs which occur in the child 
but neither of the parents are identified. This design has proven successful in 
identifying de novo mutations in autism spectrum disorder and intellectual 
disability (Rauch et al., 2012; Sanders et al., 2012), while in a sample of 662 
schizophrenia proband-parent trios and 2623 controls, Kirov et al. (2012) found rare 
de novo CNVs to be significantly more common in cases that in controls (5.1% vs 
2.2%). Further de novo mutations were located at known schizophrenia risk loci, 
3q29, 15q11.2, 15q13.3 and 16p11.2, while others included genes for the discs large 
(DLG) protein family, which are part of the post synaptic density, and euchromatic 
histone-lysine N-methyltransferase 1 (EHMT1), a histone methyl transferase which 
interacts directly with DLG proteins. 
Developmental delay, autism, congenital malformations
Schizophrenia
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Rare and de novo mutations can also occur as single nucleotide variants (SNVs) 
and tiny insertions and deletions (indels) which, until recently, were undetectable 
due to their rarity and miniscule size. Whole genome sequencing now allows rapid 
and higher-resolution scanning in order to detect these mutations. Initially, 
sequencing research was limited to the exome, where data from schizophrenia trios 
showed enrichment of small de novo mutations in the N-methyl-D-aspartate 
receptor (NMDA) signalling complex, interactors with activity-regulated 
cytoskeleton-associated protein (ARC) at the synapse, and in the targets of the 
fragile X mental retardation protein (FMRP)-CYFIP1 complex involved in 
translation regulation. Further evidence supporting these findings came from a large 
scale case-control exome sequencing study, which found enrichment of small rare 
mutations in PSD-95, an NMDA receptor associated protein, and targets of the 
FMRP-CYFIP1 complex (Purcell et al., 2014). In addition they also found an 
enrichment in voltage-gated calcium channels, which have also been strongly 
implicated in previous GWAS analyses (Ripke et al., 2014) and play a key role in 
synaptic plasticity (Berger and Bartsch, 2014). 
The largest whole genome sequencing study to date found that disruptive and 
damaging rare variants in schizophrenia cases were enriched in brain-specific 
genes, specifically in neuron-expressed genes, and within neurons were more 
enriched in synaptic genes, such as targets of FMRP (Genovese et al., 2016). So far 
only one gene passed the stringent statistical threshold to be confirmed by the whole 
genome sequencing approach (SETD1A, (Singh et al., 2016)), and it is likely that 
even greater sample sizes are needed when looking for such rare variants (Gratten, 
2016). Nevertheless, these studies support the implication of synaptic pathways 
underlying schizophrenia (Hall et al., 2015).  
1.3 Putting psychiatric genetics to work 
An important next step in order to take advantage of the recent progress in 
identifying risk genes is the creation of animal and cellular models able to reveal 
the mechanisms by which genetic variants influence risk for disorder. While animal 
models in psychiatry in particular have encountered significant hurdles (Arguello 
and Gogos, 2006; Nestler and Hyman, 2010; Wong and Josselyn, 2015), the high 
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construct-validity of genetic approaches still holds strong potential to shed light on 
the mechanisms underlying disease aetiology. 
An initial challenge arose in prioritising exactly which genetic animal models 
should be created. There has been some debate regarding the most advantageous 
genetic strategy for modelling purposes. By modelling common variants, with an 
individually small contribution to risk, it may prove difficult to see their effect on 
the phenotype, despite their significant overall contribution to risk in concert with 
other common and rare variants. However, it should not be forgotten that common 
variants have the potential to implicate genes and pathways of large effect, which 
can then be investigated and other elements of the pathway targeted by drugs 
(McCarroll and Hyman, 2013). An alternative basic strategy, one now widely 
supported (Karayiorgou et al. 2012; Need & Goldstein 2014; although see Hyman 
2018), is to focus on the rare, highly penetrant mutations. While CNVs are the 
strongest contributing genetic factor in only a small fraction of schizophrenia cases, 
it is proposed that identifying the mechanism of these (predicted) stronger 
phenotypes will lead to finding convergent disturbances at the mechanistic level. In 
addition to the 22q11.2 mouse model, which has been intensively studied (Mukai 
et al., 2008; Nilsson et al., 2016a; Sigurdsson et al., 2010; Tamura et al., 2016; Van 
et al., 2017), a handful of mouse models have been created to model the recently 
identified, high penetrance CNVs (or single genes within them) for 
neuropsychiatric disorders, such as 7q11.23 (Li et al., 2009), 15q11-13 (Nakatani 
et al., 2009), 16p11.2 (Horev et al., 2011), 15q13.3 (Fejgin et al., 2014; Forsingdal 
et al., 2016; Nilsson et al., 2016b; Thelin et al., 2017), 1q21.1 (Nielsen et al., 2017) 
and finally, the key risk variant of this thesis, 15q11.2 (Bozdagi et al., 2012; 
DeRubeis et al., 2013; Hsiao et al., 2016; Pathania et al., 2014). 
Following the decision to pursue highly penetrant CNV variants, the next challenge 
is to identify the causative, and mechanistically interesting individual genes within 
the CNVs responsible for the observed risk phenotype. While it is important to 
investigate all genes affected by the CNV, it makes practical sense to prioritize ones 
which other lines of evidence suggest may be mechanistically important. This was 
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the motivation behind the creation of the novel rat model investigated in this thesis, 
a rat heterozygous for Cyfip1 (Cyfip1+/-) designed to model the reduced gene dosage 
of CYFIP1 in 15q11.2(BP1-BP2) deletion carriers. 
1.4 15q11.2 
The primary genetic lead of this thesis is the 15q11.2(BP1-BP2) CNV. This region 
is a risk locus for several neuropsychiatric and neurological disorders: intellectual 
disability, autism spectrum disorder, schizophrenia, developmental delay and 
epilepsy (Chaste et al., 2015; Fromer et al., 2014; Horsthemke and Wagstaff, 2008; 
Kirov et al., 2012; Leblond et al., 2012; Stefansson et al., 2014; Tam et al., 2010; 
Vanlerberghe et al., 2015; Zhao et al., 2013b). A deletion in this region is one of 
the most common CNVs linked to schizophrenia, with an odds ratio of 2.15 (Rees 
et al., 2014), while the reciprocal duplication contributes more to ASD risk 
(Malhotra and Sebat, 2012). This chromosomal segment has previously been of 
interest due to its involvement in Prader-Willi and Angelman syndromes, both 
imprinting disorders. Type I deletions of these syndromes include the BP1-BP2 
segment, in addition to the imprinted region, and are associated with more severe 
neurodevelopmental symptoms than Type II deletions, where this segment is 
spared, revealing the critical nature of the BP1-BP2 deletion (Butler, 2017).  
1.4.1  Carriers of the 15q11.2(BP1-BP2) CNV 
Carriers of the 15q11.2(BP1-BP2) microdeletion may be identified when they 
present for genetic services due to varying degrees of developmental delay or 
intellectual disability (Abdelmoity et al., 2012; Burnside et al., 2011; Cox and 
Butler, 2015; Doornbos et al., 2009; von der Lippe et al., 2011; Madrigal et al., 
2012; Picinelli et al., 2016; Rudd et al., 2014; Sempere Pérez et al., 2011; 
Vanlerberghe et al., 2015; van der Zwaag et al., 2010). A proportion of these 
carriers are diagnosed with schizophrenia or ASD at ~20% and ~27% respectively, 
with ~73% reporting developmental delay, estimated from a review of clinical case 
studies (Butler, 2017). However, not all carriers share a clinical phenotype, 
indicating that the CNV has incomplete penetrance with variable expressivity. 
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The above numbers were likely subject to ascertainment bias (referring to the non-
random sampling that arises from studying subjects referred to genetic clinics) and 
lower power. Data from a much larger cohort (~13,000-32,000 cases, ~18,000 
controls) led to a penetrance estimation for developmental delay, congenital 
malformation, ASD or schizophrenia, of 13% (Kirov et al., 2014). It is suggested 
that incomplete penetrance is seen due to the ‘two-hit’ hypothesis, whereby those 
with clinical phenotypes have a further pathogenic mutation or environmental insult 
that confers additional risk (Girirajan et al., 2012; Rudd et al., 2014). Incomplete 
penetrance offers the opportunity to study the effects of the CNV in controls, 
separately from disease states. A database of genotype data from a third of the 
Icelandic population provides an opportunity to study these carriers. Stefansson et 
al. (2014) identified 47 15q11.2(BP1-BP2) deletion carriers without a current 
clinical diagnosis of schizophrenia, ASD or intellectual disability from an Icelandic 
sample of 101,655 genotyped subjects, and found them to have marginally lower 
IQ than population controls as well as deficits in overall level of daily functioning 
(as assessed by the general assessment of function scale (Hall, 1995)) and cognitive 
deficits relating to dyslexia and dyscalculia, even after adjusting for IQ. In fact, 
these control carriers fell between population controls and schizophrenia patients 
on a number of tests, suggesting the presence of sub-clinical effects. 
Structural MRI was assessed in 15 carriers of the 15q11.2(BP1-BP2) deletion and 
revealed reduced grey matter volume in the perigenual anterior cingulate cortex 
(ACC) and the left insula, as well as bilateral white matter reductions in the 
temporal lobe and increased white matter in the corpus callosum. The changes seen 
in ACC, a key region for cognitive and emotional processing and executive function 
(Bersani et al., 2014; Tamminga et al., 2000), are reminiscent of reduced grey 
matter volume observed in schizophrenia patients (Baiano et al., 2007). Similarly, 
temporal white matter reductions are associated with early-stage schizophrenia 
(Bora et al., 2011), although the white matter changes in the corpus callosum appear 
to be in the opposite direction to that found in schizophrenia patients (Arnone et al., 
2008). The literature on structural correlates of dyslexia and dyscalculia, deficits 
observed in 15q11.2(BP1-BP2) deletion carriers, also reveals some overlap, such 
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as grey matter reductions in ACC associated with dyscalculia (Rotzer et al., 2008). 
Considering the clear neurodevelopmental impact of the 15q11.2(BP1-BP2) CNV, 
the next question is to identify which genes contribute to the phenotype.  
1.4.2 The case for CYFIP1 contributing to the 15q11.2 CNV phenotype 
The 15q11.2(BP1-BP2) CNV extends over ~500kb and spans four non-imprinted 
genes: NIPA1, NIPA2, CYFIP1 and TUBCGP5 (Chai et al., 2003) (although one 
study did report parent of origin effects (Chung et al., 2015) implicating the 
possibility of imprinting). All genes are expressed in the central nervous system, 
with CYFIP1, NIPA1 and NIPA2 widely expressed, and TUBGCP5 expressed 
specifically in the subthalamic nuclei (Nagase et al., 2001). NIPA1 and NIPA2 are 
both involved in Mg2+ transport (Goytain et al., 2007), and mutations in NIPA1 
cause autosomal dominant hereditary spastic paraplegia (Rainier et al., 2003) while 
NIPA2 mutations cause childhood absence epilepsy (Jiang et al., 2012). TUBGCP5 
is involved in microtubule nucleation at the centrosome during mitosis (Izumi et 
al., 2008) has been implicated in other disorders including attention deficit 
hyperactivity disorder and obsessive compulsive disorder (De Wolf et al., 2013). 
All four genes have the potential to play roles in brain development and function, 
but at present it is unclear to what extent they each contribute to the risk of 
psychiatric disorder in carriers of the 15q11.2(BP1-BP2) deletion/duplication (Cox 
and Butler, 2015). 
CYFIP1 has emerged as a prominent candidate for having a significant contribution 
to the cognitive dysfunction seen in the 15q11.2(BP1-BP2) deletion phenotype, 
primarily due to being first identified as an interacting partner of FMRP. Functional 
loss of FMRP causes the most common type of monogenic ID in the form of Fragile 
X Syndrome, where 30%-72% of cases exhibit ASD symptoms (Rosti et al., 2014). 
As mentioned, rare, disruptive point mutations are enriched in genes encoding 
targets of the FMRP/CYFIP1 complex, including ARC (Fromer et al., 2014; 
Genovese et al., 2016; Purcell et al., 2014). In addition, transcriptional profiling in 
human induced pluripotent stem cells with reduced CYFIP1 expression revealed 
the dysregulation of genes associated with schizophrenia and epilepsy, providing 
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further support for the role of CYFIP1 in disorders associated with 15q11.2(BP1-
BP2) deletion (Nebel et al., 2016). 
Cyfip1 is widely expressed in the nervous tissue (Hsiao et al., 2016; Köster et al., 
1998; Yoon et al., 2014) but also other cell types, where it has been linked to cell 
migration in cancer metastasis (Bramham et al., 2016). CYFIP1 has been shown to 
have a role in two main functional complexes involved in the development and 
maintenance of neuronal structures at the synapse. On the one hand it interacts with 
the WAVE complex to mediate actin polymerization, and on the other, in 
combination with FMRP it exerts translational control on FMRP target mRNAs 
(Napoli et al., 2008; Schenck et al., 2001a, 2003) (Figure 1.3). Given these roles, 
what impact might reduced CYFIP1 expression, as seen in 15q11.2(BP1-BP2) 
deletion carriers (Chai et al., 2003), have on brain structure, function and 
development, and how might these changes lead to the 15q11.2(BP1-BP2) deletion 
phenotype? An emerging literature of CYFIP1 has started answering these 
questions using in vivo and in vitro modelling approaches. 
1.4.3 Functions of CYFIP1 in the brain 
CYFIP1 is expressed widely in the brain from embryonic development through to 
adulthood (Köster et al., 1998) and, while it is present in all neuronal and glial cells 
(Hsiao et al., 2016; Pathania et al., 2014; Yoon et al., 2014), it is ~90% enriched at 
excitatory synapses compared to all dendrites (Pathania et al., 2014). Expression 
levels measured in cerebellum and cortex peak at 3 weeks old, a period important 
in the activity-dependent stabilization of synapses (Bonaccorso et al., 2015).  
As mentioned above, CYFIP1 has two main functional states at the synapse, and 
broadly speaking acts as a molecular brake in both states (Figure 1.3). The small 
Rho GTPase RAC1 appears to act as a switch, regulating which complex CYFIP1 
binds to (Di Marino et al., 2015). When CYFIP1 is bound to the WAVE complex, 
it renders it inactive. RAC1 can bind to (Kobayashi et al., 1998) and trigger a 
conformational change in CYFIP1 (DeRubeis et al., 2013; Di Marino et al., 2015), 
releasing the WAVE complex to interact with ARP2/3 and begin actin 
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polymerisation forming F-actin (Di Marino et al., 2015; Schenck et al., 2003). At 
this point, CYFIP1 is free to interact with other proteins, specifically FMRP 
(encoded by the FMR1 gene) and the mRNA cap-binding protein eIF4E. FMRP 
recruits target mRNAs to CYFIP1, which then binds eIF4E, thus preventing 
translation initiation (Napoli et al., 2008). Translation is regulated by brain-derived 
neurotrophic factor (BDNF) or activation of group 1 metabotropic glutamate 
receptors (mGluRs), which, via activation of RAC1, trigger the dissociation of 
CYFIP1 and eIF4E, releasing the CYFIP1 brake and allowing translation to proceed 
(Napoli et al., 2008). Importantly, CYFIP1 can only interact with one of these 
pathways at one time (DeRubeis et al., 2013), therefore it will be necessary to 
understand which phenotypes are linked to the disruption of actin polymerisation, 
or the dysregulation of FMRP-target mRNA translation, or both.  
1.4.4 Cyfip1 animal models 
The first animal modelling a reduction in the evolutionarily highly conserved 
CYFIP1 gene, a drosophila with dCyfip mutation, was reported in 2003 (Schenck 
et al., 2003), and it was using this model that the dual role of CYFIP1 was first 
identified (Schenck et al., 2001b, 2003). Over ten years later, renewed interest in 
this region following genetic advances linking it to schizophrenia and other 
neurodevelopmental disorders, Bozdagi et al. (2012) generated a heterozygous 
mouse model that is haploinsufficient for Cyfip1, reflecting the low dosage of 
CYFIP1 in 15q11.2(BP1-BP2) CNV deletion carriers. The Cyfip1-homozygous null 
mutant is lethal in mice during early embryonic development (Bozdagi et al., 2012; 
Pathania et al., 2014) . 
Cyfip1 is expressed both in axons and dendrites, therefore we can expect it to have 
an impact both pre- and post-synaptically. A collection of studies in recent years 
have begun to elucidate the consequences of Cyfip1 haploinsufficiency and the 
broad pattern emerging indicates that presynaptic phenotypes are present early in 
development, up to ~3 weeks, at which point presynaptic function appears normal 
while post-synaptic phenotypes emerge (Hsiao et al., 2016). The importance of 
developmental stages has also been highlighted by studies using human induced 
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pluripotent stem cells, showing Cyfip1-linked deficits in the development of neural 
progenitor cells (Yoon et al., 2014). 
1.4.4.1 Presynaptic effects 
Cyfip1 haploinsufficiency appears to impact synaptic development. Hippocampal 
sections from P10 Cyfip1+/- mice showed enlarged glutamatergic terminals with 
higher release probability compared to wild-type (WT) littermates due to increased 
vesicle pool size (Hsiao et al., 2016), which is not evident in mature neurons 
(Bozdagi et al., 2012). Postsynaptic strength was not affected as measured by 
miniature excitatory post-synaptic current amplitude (Hsiao et al., 2016). These 
presynaptic effects in cultured neurons were rescued when transfecting with a 
mutant version of Cyfip1 that contains only the WAVE-associated binding region, 
but not with a mutant where neither the eIF4E nor the WAVE-associated binding 
region were present (Hsiao et al., 2016). These findings suggest that Cyfip1 has a 
role in restraining the size and release probability in immature synapses, and that 
these presynaptic effects are likely mediated by Cyfip1’s interaction with the 
WAVE regulatory complex, rather than via the FMRP-linked translation repression 
pathway. Furthermore, inhibition of RAC1 rescued this phenotype in cultured 
neurons and slices, indicating these effects are downstream of RAC1.  
Enlarged presynaptic terminals may be a consequence of the higher levels of 
polymerized actin (F-actin) compared to soluble (G-actin) found in Cyfip1+/- 
hippocampal lysates compared to WT (Hsiao et al., 2016). This finding is consistent 
with the role of Cyfip1 as a repressor of actin polymerisation via the WAVE 
complex. However, it should be noted that there has been some conflicting evidence 
on the direction of the change in F-actin levels. De Rubeis et al. (2013) found 
cortical neurons from 15 day old Cyfip1+/- mice had longer dendrites with reduced 
levels of F-actin, while Pathania et al. (2014) saw longer dendrites with increased 
F-actin in spines in hippocampal cultured neurons from Cyfip1+/- mouse embryos, 
and in the Drosophila cyfip mutants, presynaptic terminals of the neuromuscular 
junction had higher F-actin levels (Schenck et al., 2003; Zhao et al., 2013a).  
Introduction 
 
40 
 
Consistent with the role of Cyfip1 as a repressor of protein translation (Napoli et 
al., 2008), cultured Cyfip1+/-  neurons had greater levels of newly synthesised 
proteins, indicating higher levels of translation compared to WT (Hsiao et al., 
2016). However, given that the eIF4E binding region was not necessary to rescue 
the presynaptic phenotype of enlarged terminals and increased release probability, 
the increased translation of Cyfip1 targets is independent of this phenotype.  
In addition to defects at the synaptic terminal, evidence from the drosophila cyfip1 
null mutant model showed abnormal axonal growth, pathfinding and axonal 
branching. For example, in 79% of mutant fly embryos, axons abnormally crossed 
the midline, which was rescued by reinsertion of the Cyfip1 gene (Schenck et al., 
2003).  
1.4.4.2 Postsynaptic effects 
Cyfip1+/- mice show features akin to key characteristics of the Fmr1 knockout 
mouse. Bozdagi et al. (2012) found enhanced mGluR-dependent long-term 
depression (LTD) in hippocampal slices from 4-6-week-old Cyfip1+/- mice, which 
is unusually independent of protein synthesis and mammalian target of rapamycin 
(mTOR), while long-term potentiation (LTP) was unaffected. Due to the similarity 
of this finding to the Fmr1 phenotype, it would seem this feature is mediated via 
the FMRP-linked translation pathway. Hippocampal neurons, both in vivo from 
P55–60 Cyfip1+/- mice and in vitro, show decreased dendritic complexity, with more 
immature dendritic spines, although spine density was unchanged (Pathania et al., 
2014). Cyfip1 haploinsufficiency in cultured neurons leads to increased F-actin 
assembly in dendritic spines, which may partly underlie the dendritic 
dysmorphology seen (Pathania et al., 2014). Cortical neuron dendrites were also 
abnormal, with more immature, long spines (DeRubeis et al., 2013). There may be 
a dose-dependent effect of Cyfip1, as when Cyfip1 expression levels were more 
extremely knocked-down by 70-80% vs. 40% seen in heterozygote neurons, 
cortical neurons showed a more profoundly reduced dendritic complexity, 
including reduced spine density (Abekhoukh et al., 2017). Pathania et al. (2014) 
suggested reduced dendritic complexity may be linked to Cyfip1’s interaction with 
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RAC1, as the Rho GTPase has also been implicated in spine maturation (Cingolani 
and Goda, 2008). De Rubeis et al. (2013) attempted to parse out which Cyfip1 
pathway is responsible for spine defects, and found that neither Cyfip1 mutant 
protein (missing either the WAVE- or FMRP-interacting region, respectively) 
could restore normal morphology. This suggests that both Cyfip1 pathways are 
important for correct dendritic development.  
Expression of ARC, a key target protein of the FMRP-CYFIP1 complex, was found 
to be increased by ~30% at cortical synapses from Cyfip1+/- mice, consistent with 
the role of CYFIP1 as a translational repressor (DeRubeis et al., 2013). ARC is a 
dendritically-targeted mRNA that is enriched at active synapses (Steward and 
Worley, 2001) and has multiple roles in synaptic plasticity and actin 
polymerization. Decreasing Arc in the hippocampus leads to reduced F-actin levels 
(Messaoudi et al., 2007). Thus, while the overexpression of Arc in Cyfip1+/- mice 
supports the role of Cyfip1 as a translational repressor, dysregulation of Arc also 
demonstrates the converging routes by which Cyfip1 can influence F-actin 
polymerisation and subsequent morphological changes.  
Spine shrinkage, which normally follows NMDA receptor activation, was absent in 
Cyfip1+/- cultured hippocampal neurons, suggesting a role for Cyfip1 in the 
structural reorganisation seen during synaptic plasticity, possibly via its regulation 
of actin dynamics (Pathania et al., 2014). Cyfip1+/- neurons also showed increased 
α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptor 
mobility, indicating a lack of stabilization of the receptors (Pathania et al., 2014), 
which can impact synaptic plasticity (Huganir and Nicoll, 2013). Disruptions to the 
receptor-stabilizing cytoskeletal architecture might be a downstream effect of 
dysregulated actin dynamics. Furthermore, ARC has also been shown to regulate 
AMPA receptor mobility (Chowdhury et al., 2006). These findings support an 
important role for Cyfip1 in the development of normal dendritic morphology and 
function. 
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While this thesis focuses on understanding the consequences of Cyfip1 
haploinsufficiency, copy number variations at the 15q11.2 locus also include 
duplications of the BP1-BP2 region. It is worth noting that at the synaptic level, 
neurons from transgenic Cyfip1-overexpressing mice show opposite effects. For 
example, Oguro-Ando et al. (2014) showed more complex dendritic morphology in 
Cyfip1-overexpressing mice. 
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Figure 1.3 | Role of Cyfip1 at the synapse. A simplified diagram of Cyfip1’s role pre- and 
post-synaptically. Presynaptic effects, observed in cells from P10 Cyfip1 haploinsufficient 
mice but not P21, include increased glutamatergic terminal size and increased vesicle 
release probability, mediated via RAC1 and the Cyfip1-WAVE pathway. Postsynaptic 
effects, seen in P21 Cyfip1 haploinsufficient mice but not P10, show increased translation 
of CYFIP1-FMRP target mRNAs, such as ARC, and most studies see increased actin 
polymerisation. Translation is regulated by BDNF, which promotes the CYFIP1-WAVE 
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interaction via RAC1, which acts as a conformational switch shuttling CYFIP1 from one 
complex to the other.  
1.4.4.3 Behavioural effects 
Behavioural findings in Cyfip1+/- mice are subtle and comparable to those seen in 
the Fmr1 knockout model. Cyfip1+/- mice showed no anxiety phenotypes, as tested 
by open field analysis, and elevated zero maze (Bozdagi et al., 2012). Cognitive 
behavioural tests found no effect in the Y maze and Morris water maze, but 
observed an enhanced extinction of inhibitory avoidance, findings that parallel 
those seen in the Fmr1 KO mouse (Bozdagi et al., 2012; Dölen et al., 2007). In this 
task the experimenters measured latency to enter the dark side of a box (that has 
previously been paired with a shock) in 3 post-acquisition extinction training 
sessions, during which a shock is no longer delivered. Cyfip1+/- mice had shorter 
latencies by the third post-acquisition session, displaying faster extinction of the 
memory to avoid the dark side of the box (Bozdagi et al., 2012).  
1.4.5 From disrupted synapses to network-level deficits 
Our current understanding of Cyfip1 demonstrates its important role in the 
development of normal synapses, and while the exact mechanisms are still being 
investigated (Abekhoukh et al., 2017), these findings suggest a possible route by 
which Cyfip1 haploinsufficiency could give rise to a network-level dysfunction that 
leads to psychiatric symptoms. Disruptions in actin remodelling and synaptic 
protein translation impact dendritic morphogenesis and synaptic plasticity which in 
turn are essential for normal development of neural networks (Jan and Jan, 2010; 
Kasai et al., 2010). To demonstrate with an example, we can follow the 
consequences of Arc disruption on network functioning (Peebles et al., 2010). 
Overexpression of Arc in hippocampal neurons (which is known to follow Cyfip1 
haploinsufficiency (DeRubeis et al., 2013)) leads to thinner spines, reminiscent of 
the increase in immature spines seen in Cyfip1+/- mutants – this follows what we 
would expect if Cyfip1 negatively regulates Arc expression. Arc is also important 
in regulating AMPA receptor cycling, and therefore elements of homeostatic 
plasticity, critical when responding to hyperexcitable events such as seizures. 
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Neural networks in Arc−/− mutant mice are indeed hyperexcitable, linking Arc’s role 
to the aetiology of epilepsy (Peebles et al., 2010). 
Together, the above findings suggest that the negative consequences of Cyfip1 
haploinsufficiency on plasticity and spine dynamics could lead to a detrimental 
reorganisation of neural networks, ultimately leading to a psychiatric condition. 
1.5 In vivo circuit-level analysis as a phenotyping strategy 
This thesis presents experiments using a novel rat model haploinsufficient for 
Cyfip1. The rat model was created using CRISPR-Cas9 mediated genomic 
engineering leading to a 4 base pair deletion in the Cyfip1 gene resulting in the 
generation of a premature-stop codon (further details in Appendix 1). Such new 
models require extensive phenotyping to understand the impact of the engineered 
mutation on brain function. One major aim of animal models is to identify 
biomarkers of fundamental disease processes, and where possible provide 
translationally relevant observations, which could inform patient stratification and 
give better measures of drug efficacy. As mentioned, the synaptic impact of Cyfip1 
could give rise to network level deficits, which could then link the molecular and 
cellular changes to any behavioural consequences of the genetic mutation. In this 
thesis I utilize an in vivo electrophysiology approach to observe the impact of 
Cyfip1 haploinsufficiency in the context of an intact network in a behaving animal, 
a technique which also has potential to reveal translatable biomarkers through the 
analysis of neuronal oscillations. Next, I will introduce in vivo circuit-level analysis 
as a first line phenotyping strategy. Here, as in much of the discussion in the thesis, 
the main focus will be on schizophrenia, reflecting that the large majority of work 
in both psychiatric genomics and allied systems level analysis has been done in 
schizophrenia. However, as discussed previously, there can be overlap of symptoms 
and to an extent clinical conditions with respect to effects of the same genetic lesion, 
in the case of 15q11.2(BP1-BP2) CNV depending on the dosage effects (i.e. low 
dosage in the deletion or high dosage in the duplication) the increased risk is shared 
mainly between schizophrenia, autism and intellectual disability, together in some 
instances with motor deficits (Butler, 2017).  
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1.5.1  Neural oscillations and coherence 
Cognitive processing is supported by neural oscillations: population activity 
patterns emerging from the coordinated, periodic summed sub-threshold electrical 
activity of a population of neurons and synapses (Buzsáki and Draguhn, 2004). 
Oscillations originate in distributed brain areas, and their synchrony presents a 
framework for short- and long-range circuit interactions (Buzsáki and Watson, 
2012), as proposed by the influential ‘communication through coherence’ 
hypothesis (Fell and Axmacher, 2011; Fries, 2005; Friston et al., 2015a). This 
hypothesis posits that the pace of cognitive flexibility we require must depend on a 
method of communication between brain areas other than anatomical connections, 
which at these timescales are relatively fixed. It is proposed that a flexible 
communication mechanism can arise from the coherence between neuronal 
populations. Coherence captures the extent to which the phase relationships of the 
two regional oscillations remain consistent as well as correlations in power (Harris 
and Gordon, 2015) (Figure 1.4a). Oscillations reflect the changing excitability of 
the neuronal population, modulating the likelihood of firing and its sensitivity to 
inputs. Therefore, neuron firing is often phase-locked to the oscillation, reliably 
firing at a preferred phase of the oscillation – the archetypal example being phase 
locking of hippocampal pyramidal neuron spike times to the local theta rhythm 
(O’Keefe and Recce, 1993). The recurring windows of excitability allow inputs 
from a distant but coherent brain region to influence its target (Fries, 2005). 
Oscillations of different frequencies can occur at the same time, and this mechanism 
might allow selective communication by operating in different frequency bands, 
ranging delta (1-4 Hz), theta (6-10 Hz) and beta (15-30 Hz), to faster gamma (30-
90Hz) and high frequency oscillations above 100Hz.  
Oscillations in the theta and gamma frequency bands in particular have been 
associated with mnemonic processing in rodents, humans and monkeys (Düzel et 
al., 2010). For example, theta coherence between hippocampus and prefrontal 
cortex is selectively increased during the retrieval phase of a working memory task 
in rats (Benchenane et al., 2010; Jones and Wilson, 2005; Sigurdsson et al., 2010), 
while gamma coherence peaks during the encoding phase (Spellman et al., 2015). 
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Intra-hippocampal gamma coherence between CA1 and CA3 is also increased 
during the retrieval phase of a maze task (Montgomery and Buzsáki, 2007). Human 
electroencephalogry (EEG) studies show that theta coherence between the 
prefrontal cortex and temporal lobe increases during encoding and retrieval, persists 
during the delay phase of a working memory task, and correlates with increasing 
working memory load (Axmacher et al., 2008). Gamma coherence in humans was 
initially noted for its role in visual ‘binding’ and perceptual processing (Engel and 
Singer, 2001), but intracranial recordings from epileptic patients allowed recording 
from the medial temporal lobe, showing that increased gamma coherence between 
hippocampus and rhinal cortex predicted successful encoding during a verbal 
memory task (Fell et al., 2001). In monkeys it was shown that hippocampal neurons 
showed enhanced phase-locking to gamma during successful encoding (Jutras et 
al., 2009).  
Oscillatory coherence has also been specifically linked to memory encoding 
through enhanced plasticity (Jutras and Buffalo, 2010). The precise neuronal firing 
that can arise from cells phase-locked to an ongoing rhythm can facilitate spike 
timing-dependent plasticity (STDP). Gamma oscillations are particularly well-
placed for inducing STDP (Abbott and Nelson, 2000; Axmacher et al., 2006; Jutras 
and Buffalo, 2010), as the temporal window where phase-locked neurons fire is on 
the scale of the 10-20ms window required for STDP to occur (Markram et al., 
1997). LTP can also be induced by delivering burst stimulation to the CA1 at the 
peak of theta oscillations, while inputs arriving during the trough induce LTD 
(Huerta and Lisman, 1995; Hyman et al., 2003). 
Networks oscillating at different frequencies can be further associated through 
cross-frequency coupling, such as theta-gamma phase-amplitude coupling, 
whereby gamma amplitude is modulated by theta phase (Bragin et al., 1995; Colgin, 
2015) (Figure 1.4b). This phase-amplitude coupling has been associated with 
working memory processes in rats (Tort et al., 2009) and humans (Axmacher et al., 
2010; Canolty and Knight, 2010) 
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Figure 1.4 | Coherence and phase amplitude coupling of oscillations. a, Raw traces 
from hippocampal CA1 (black) and prefrontal cortex (yellow), with data filtered at theta 
frequency (6-10Hz) overlaid in a thicker line. Peaks of the theta oscillations are marked 
with red circles and red lines highlight the relationship between the phase of theta in the 
two regions. The left traces are more coherent than the right. Figure provided by M.W. 
Jones. b, Data from hippocampal CA1 showing the raw trace (top), theta filtered signal (6-
10Hz, middle) and gamma filtered signal (30-90Hz, bottom). Gamma amplitude is more 
coupled to theta peaks (as highlighted by red lines) in the first three theta cycles than in the 
later ones. 
1.5.2 Aberrant oscillations in 15q11.2 CNV-associated psychiatric disorders 
To my knowledge, there have been no studies directly examining oscillatory 
activity in 15q11.2(BP1-BP2) deletion carriers. However, the literature contains 
extensive analyses of these phenomena in schizophrenia and to a lesser extent 
autism and intellectual disability. 
The idea that schizophrenia may be caused by pathological interactions between 
brain regions was first proposed by Wernicke early in the 20th century (Wernicke, 
1906). It is only in recent years that this hypothesis has been corroborated by 
observations of abnormalities in oscillations and their synchronization in 
schizophrenia patients from imaging and electrophysiological studies (Pettersson-
Yeo et al., 2011), coupled with anatomical evidence of altered white matter 
organisation (Kubicki et al., 2007). This aberrant connectivity is increasingly 
thought to play a role in the causes of cognitive deficits seen in patients (Haenschel 
and Linden, 2011), supporting the idea of schizophrenia as a ‘functional 
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disconnection syndrome’ (Friston and Frith, 1995; Friston et al., 2016). Findings 
have seen deficits in local synchrony, measured as the power of oscillations within 
a brain region, or in synchrony between distinct brain regions (reviewed in 
Spellman and Gordon, 2015). In autism, more recent work in imaging, 
electrophysiology and white matter tractography points towards abnormal 
connectivity, with a combination of long-range hypo-connectivity and local hyper-
connectivity findings (Hughes, 2007; O’Reilly et al., 2017).  
A significant problem in drug trials for schizophrenia is the lack of reliable and 
objective biomarkers to measure improvement in disease state (Hyman, 2014). 
Crucially, neural network activity as measured by electro/magnetoencephalography 
(EEG/MEG) and functional magnetic resonance imaging (fMRI) have the potential 
to be highly informative biomarkers for diagnosis and efficacy of treatment, paving 
the way to patient stratification and the discovery of new therapies (Haenschel and 
Linden 2011; Jones, Menniti, and Sivarao 2015).  
The important functional relevance to cognition of theta and gamma oscillations 
has led to an interest in these frequency bands in schizophrenia research. Studies 
investigating oscillations in humans can be divided into three broad experimental 
paradigms, 1) perception related paradigms, such as auditory steady-state responses 
and stimulus-evoked potentials, 2) spontaneous oscillations, i.e. during resting state 
or during sleep, and 3) during cognitive tasks, such as working memory (Phillips 
and Uhlhaas, 2015). Studies reporting on oscillatory activity during working 
memory tasks and during sleep are particularly relevant to this thesis, as the 
experiments presented herein utilize these behavioural contexts.  
Abnormal gamma band spectral power is consistently reported in schizophrenia, 
but different paradigms lead to mixed findings. A general pattern has emerged 
where cortical gamma power is reduced in perception-related tasks and during 
cognitive processes (Uhlhaas and Singer, 2010), including working memory 
(Haenschel et al., 2009), but increased in spontaneously occurring gamma during 
resting (Kikuchi et al., 2011) (although reports inconsistent with this pattern, 
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showing increased gamma during task performance (Barr et al., 2010) and reduced 
resting state gamma also exist (Rutter et al., 2009)). Gamma oscillations are driven 
by recurrent excitatory/inhibitory circuits between parvalbumin-positive (PV) 
interneurons and glutamatergic pyramidal cells (Cardin et al., 2009; Sohal et al., 
2009). Indeed, several findings point to impaired excitatory/inhibitory balance in 
schizophrenia, such as disrupted N-methyl-D-aspartate receptor (NMDAR) 
mediated transmission and post-mortem studies finding a reduction in PV 
interneurons and GAD67 expression, the enzyme that turns glutamate into γ-
aminobutyric acid (GABA) (Cohen et al., 2015).  
Aberrant theta activity is also commonly reported in schizophrenia, but again with 
mixed results on the direction of change (Hunt et al., 2017; Kim et al., 2015). During 
an N-back working memory task, unlike healthy participants, schizophrenia 
patients did not show an increase in frontal theta activity with working memory 
load (Schmiedt et al., 2005). Theta generation in the rodent hippocampus depends 
on cholinergic and GABAergic input from the medial septum or local 
interneuron/pyramidal cell recurrent networks (Buzsáki, 2002), while in the cortex, 
slice recordings suggest theta may be generated by layer 5 neurons (Carracedo et 
al., 2013). Frontal midline theta oscillations are prominent in human scalp EEG 
recordings and have been implicated in memory encoding and retrieval (Hsieh and 
Ranganath, 2014). Direct links between pathological changes in schizophrenia and 
in theta generating systems are currently unclear (Hunt et al., 2017).  
Network oscillations have been shown to have a strong genetic determination, as 
exemplified by highly correlated, fingerprint-like gamma oscillation characteristics 
in identical twins (van Pelt et al., 2012). Indeed, many of the genetic pathways being 
implicated in psychiatric illness have significant roles in the generation of 
oscillations, such as NMDAR signalling and GABAergic signalling (Pocklington 
et al., 2015). Furthermore, numerous genetic animal models have found abnormal 
changes in neural network activity, which in some cases have been directly linked 
to a causal mutation (e.g. Erbb4 and Zdhhc8 mutations, discussed further in Chapter 
3). 
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1.5.3 Using circuit-level analysis to investigate the Cyfip1+/- rat  
Skull surface EEG recordings from genetic animal models allow relatively direct 
translation to human studies, as well as using implanted electrodes to record directly 
from specific brain regions. Implanted electrodes can record local field potentials 
(LFP, local population activity) and individual spiking of neurons in behaving 
animals. Importantly, the characteristics of oscillations and mechanisms of 
generation have been conserved across species (Buzsáki et al., 2013), supporting 
the translatability of these measures. In addition, the high spatial and temporal 
resolution of this approach means that while it cannot give information regarding 
the entire brain it is well suited to investigate one or multiple brain areas. Multi-site 
electrophysiology particularly benefits from the larger size of a rat model compared 
to mice.  
LFP signals reflect the extracellular voltage changes generated by the excitatory 
and inhibitory post-synaptic potentials of a population of neurons surrounding the 
recording electrode. Reports of the spatial region from which cells contribute to the 
LFP ranges on the scale of tens to thousands of micrometres (Kajikawa and 
Schroeder, 2011; Katzner et al., 2009), depending on brain region, recording 
condition and the level of synchronous activity of local cells (Lindén et al., 2011).  
As in the human literature, the various paradigms used to investigate neural circuit 
function in animal models fall into a similar three categories: evoked oscillations 
such as event related potentials, spontaneous activity during rest or sleep, and 
observation of oscillations during behaviour (Phillips and Uhlhaas, 2015). The 
work in this thesis represents the first exploration of the consequences of Cyfip1 
haploinsufficiency on neural circuit function. I decided to focus on two broad 
networks which are known to be compromised in psychiatric conditions. Firstly, 
the hippocampal-prefrontal cortex circuit, which has received particular attention 
as disruptions of this network are associated with cognitive impairments in several 
psychiatric disorders, including schizophrenia, fragile X syndrome, major 
depression and post-traumatic stress disorder (Godsil et al., 2013; Park and 
Holzman, 1992; Wang et al., 2012). Secondly, nucleus accumbens-associated 
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networks, which are crucial to mediate normal reward-processing and decision-
making have been shown to be disrupted in schizophrenia and autism, as well as 
several relevant animal models (Dölen, 2015; Fletcher and Frith, 2009; Fuccillo, 
2016; Goda et al., 2015; Kohls et al., 2013; Lee et al., 2017; Radua et al., 2015). 
Furthermore, emerging findings from unpublished diffusion tensor imaging data 
highlight significant white matter tract changes in the Cyfip1+/- rats, which could 
lead to hypothesised functional connectivity changes. 
1.5.3.1 Hippocampal-prefrontal interactions 
Interactions between the prefrontal cortex and hippocampus have been extensively 
studied with regards to their roles in learning, memory and decision making, 
whereby oscillatory synchrony couples the two regions and is considered to reflect 
the bidirectional flow of information during cognitive processing (reviewed in 
Godsil et al. 2013, and discussed further in Chapter 3). Evidence for this stems 
partly from ipsilateral disconnection studies, where the prefrontal cortex and 
hippocampus are inactivated in opposing hemispheres to disrupt ipsilateral 
interactions (Floresco et al., 1997; Wang and Cai, 2006a). Subsequently, landmark 
findings in rats highlighted a key reflection of hippocampal-prefrontal interaction, 
describing strong oscillatory synchrony between these regions during memory 
retrieval, particularly in the theta band (Benchenane et al., 2010; Jones and Wilson, 
2005; Sigurdsson et al., 2010). Comparable oscillatory interactions have been 
observed in humans (Anderson et al., 2010).  
As mentioned, abnormalities in the hippocampal-prefrontal circuit have been linked 
to cognitive deficits in a number of psychiatric conditions. Evidence from structural 
and functional imaging studies, as well as EEG recordings in schizophrenia 
patients, has demonstrated the relevance of this circuit for cognition (Hao et al., 
2009; Meyer-Lindenberg et al., 2005; Qiu et al., 2010; Wolf et al., 2009; Zhou et 
al., 2008). Furthermore, the existence of aberrant hippocampal-prefrontal circuit 
activity in currently healthy carriers of risk alleles suggests the network deficit is a 
core component of psychiatric illness that is strongly influenced by genetic risk, 
and may have potential as a biomarker (Callicott et al., 2013; Cousijn et al., 2015; 
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Esslinger et al., 2009). The hippocampal-prefrontal network has been extensively 
studied in rodent models, and a number of studies have begun to investigate the 
consequences of psychiatric risk on this network. Most notably, Sigurdsson et al. 
(2010) examined the functional connectivity in the Df16(A)+/- mouse, a model of 
the highly penetrant 22q11.2 CNV, and observed impaired hippocampal-prefrontal 
synchrony during a working memory task. These findings prompted the 
experiments described in Chapter 3, to explore the impact of Cyfip1 
haploinsufficiency on the hippocampal-prefrontal circuit during working memory. 
1.5.3.2 Nucleus accumbens circuits 
The nucleus accumbens (NAc), located in the ventral striatum, is widely considered 
as an interface between the limbic and motor systems (Mogenson et al., 1980). It 
integrates reward and motivation related information processed by frontal and 
temporal regions to serve action selection and goal-directed behaviours, via 
afferents to motor-output structures (Floresco, 2015; Groenewegen et al., 1993).  
The NAc has been implicated in symptoms of schizophrenia and autism, including 
cognitive functions such as prediction-error based learning and flexible decision-
making (Floresco et al., 2009; Fuccillo, 2016; Rausch et al., 2014; Salamone et al., 
2005; Stopper and Floresco, 2015), and elements of psychosis, namely aberrant 
salience (Kapur, 2004). Impairments in reinforcement learning seen in 
schizophrenia may be due to reward-processing deficiencies, such as abnormal 
representations of the expected value of rewards and actions, or disrupted reward 
prediction errors (Gold et al., 2008; Waltz and Gold, 2016) (discussed further in 
Chapter 4). Indeed, initial studies finding increased striatal dopamine in 
schizophrenia patients prompted an interest in this brain area (Hietala et al., 1995; 
Lindström et al., 1999), and decreased grey matter volume and white matter 
abnormalities have since been observed in schizophrenia patients (van Erp et al., 
2016; Okada et al., 2016; Quan et al., 2013).  
The role of the NAc has also been investigated in the scope of the NMDAR 
hypofunction theory of schizophrenia (Kantrowitz and Javitt, 2010). Animal 
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models that recapitulate a deficit in NMDAR function, such as administration of 
ketamine or phencyclidine (PCP), show cognitive deficits in the novel object 
recognition task, coupled with disrupted NAc and cortico-accumbal network 
activity (Asif-Malik et al., 2017; Hunt et al., 2006; Rajagopal et al., 2013) 
(discussed further in Chapter 5). In particular, acute NMDAR blockade can increase 
the frequency and power of high-frequency oscillations in NAc, also affecting 
hippocampus and prefrontal cortex (Hunt and Kasicki, 2013; Lee et al., 2017), 
while sub-chronic PCP treatment led to reduced cortico-accumbal synchrony. 
Similarly, the MAM neurodevelopmental model of schizophrenia also shows 
increased high-frequency oscillations in the NAc (Goda et al., 2015). These 
convergent phenotypes in different models may suggest abnormal NAc network 
activity underlies some psychiatric symptoms, which prompted its investigation in 
the Cyfip1+/- rat.  
1.5.3.3  Importance of sleep circuit activity  
In addition to studying the network activity during awake behaviour, sleep-
dependent network activity is also of significant interest. Sleep neurophysiology in 
the context of psychiatric research is an emerging field, primarily driven by the 
consistent reports of sleep disturbances in schizophrenia patients (Kaskie et al., 
2017), autism (Cortesi et al., 2010; Verhoeff et al., 2018) and other severe 
psychiatric and neurodegenerative disorders (Wulff et al., 2010). In addition, sleep-
specific neural activity is also disrupted in schizophrenia, autism and intellectual 
disability, and it is suggested that disrupted network processes that can be observed 
during sleep may contribute towards the aberrant waking brain (Castelnovo et al., 
2016; Ferrarelli, 2015). The study of network activity in the sleeping brain offers a 
key advantage in that it reflects a resting state, unimpeded by confounds of 
variations of attention or motivation (Ferrarelli, 2015; Gardner et al., 2014) 
(discussed further in Chapter 6). 
Characteristic oscillation events during the non-rapid eye movement (NREM) 
phase of sleep include slow waves, spindles and ripples. These oscillation events 
can be disrupted in psychiatric conditions (Castelnovo et al., 2016; Ferrarelli and 
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Tononi, 2017), which reflect abnormalities in the corticothalamic and cortico-
hippocampal circuits, offering a further opportunity to investigate the functioning 
of the latter network in a different context. Furthermore, these sleep oscillation 
events have been implicated in learning and memory consolidation, and the 
disruptions to these phenomena observed in patients suggests they may contribute 
to their cognitive deficits (D’Agostino et al., 2018; Manoach et al., 2014; Marshall 
et al., 2006; Niknazar et al., 2015). A growing number of psychiatric illness-
relevant animal models have been shown to have circadian or sleep 
neurophysiology disruptions, and it has been suggested that a common mechanism 
binds sleep disturbances and mnemonic function (Jagannath et al., 2013). 
Therefore, it is of interest to investigate the possible consequences of Cyfip1 
haploinsufficiency on circadian rhythms and sleep oscillations.  
1.6  Thesis aim 
The broad aim of this thesis is to explore how psychiatric disorder-linked genetic 
alterations might impact the function of networks across the brain, as assessed by 
changes in local field potential oscillations in key brain regions, and whether any 
changes manifest as a behavioural deficit. For the majority of this thesis I will focus 
on the novel Cyfip1+/- rat model and investigate how haploinsufficiency of Cyfip1 
might lead to network level effects using multi-site in vivo electrophysiology. 
Following an outline of the general methods used in this thesis in Chapter 2, in 
Chapter 3 I will describe behavioural performance and hippocampal-prefrontal 
network activity in Cyfip1+/- rats during a working memory task. In Chapter 4, I 
examine activity of the nucleus accumbens and its afferent inputs in relation to the 
approach and receipt of reward on the same task. In the following two chapters, 
some of these networks are revisited in a different context. Chapter 5 describes a 
‘double-hit’ experiment, where network activity changes following an acute dose 
of the NMDAR antagonist ketamine are investigated. In Chapter 6, I turn to 
assessing the impact of Cyfip1 haploinsufficiency on circadian activity patterns and 
the sleeping brain, as sleep architecture disruptions can be symptomatic of 
underlying network abnormalities. Finally, in Chapter 7 I present data from a pilot 
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circadian activity and sleep study using the Fmr1 knockout rat model, to compare 
and contrast the impact of depleting these two interacting proteins on these 
parameters. 
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2 
Chapter 2 General Methods 
This chapter describes general methods that apply to more than one chapter in this 
thesis. Individual chapters contain more information pertaining to specific methods.  
2.1 Animals 
All procedures were carried out in accordance with the UK Animals Scientific 
Procedures Act (1986) and University of Bristol Ethical Review Group. Cyfip1+/- 
rats were on a Long Evans background, with central colonies maintained at Charles 
River, UK. Prior to experiments, adult male rats were shipped to Biomedical 
Sciences Building, Bristol and group-housed (max 3 prior to surgery, single housed 
thereafter) in a room with 10:14 hour light cycle (lights on at 5am, off at 7pm), with 
ad libitum food and water. Animals were handled regularly from date of arrival and 
throughout the experiments.  
2.2 Creation of the Cyfip1+/- rat 
The Cyfip1+/- rat model was created by Cardiff University in collaboration with 
Horizon Discovery (St Louis, USA) using CRISPR-Cas9 targeting 
(https://www.horizondiscovery.com/) and supported by a Wellcome Trust Strategic 
Award, DEFINE. Briefly, CRISPR-Cas9 targeting of exon 7 of the Cyfip1 gene on 
chromosome 1 was used to generate a founder female Long Evans rat with a 4bp 
out of frame heterozygous deletion in exon 7, that in turn created an early premature 
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stop codon in exon 8. Off target effects were assessed and excluded. The engineered 
genomic changes were confirmed to result in haploinsufficiency in brain tissue 
using qPCR and Western Blot to assess mRNA and protein levels, respectively. 
Subsequent F2 generation positive Long Evans rats were shipped from Horizon to 
Charles River Lyon (France) for re-derivation to SPF status and then on to Charles 
River, (Margate, UK) where they were held for breeding, employing a wild type x 
heterozygous cross design, giving rise to 1:1 heterozygous/wild-type littermate 
control Long Evans offspring that were shipped to Bristol at around 6-8weeks. 
Details pertaining to the creation of the model, confirmation of the heterozygous 
deletion, assessment of off-target effects, re-derivation, breeding and genotyping 
can be found in Appendix 1 (these data were kindly provided by colleagues in 
Cardiff). 
2.3 Behaviour 
2.3.1 T maze discrete-trial alternation  
The T maze consisted of a stem arm (140 cm), 2 goal arms (60 cm), reward zones, 
and return arms (140 cm) leading back to the base of the stem arm (Figure 2.1a). 
Plastic divider doors slotted in at the required positions on the maze. The maze was 
custom built from plastic cable trunking and wooden support beams and spray-
painted black. 
A discrete-trial alternation task was used, and the protocol was a modified version 
of that presented in McHugh et al. (2008). Three-to-four-month-old rats were food-
restricted to ≥85% of their free-feeding weight and habituated to the T maze 
apparatus for 3-5 days. They were allowed to explore one half of the maze, i.e. 
running either left or right loops, ensuring that the animals did not experience the 
decision point between the stem and goal arms of the maze during the habituation 
phase. Animals progressed to the task phase once they were comfortably running 
loops in each direction and consuming sucrose solution from the reward zone. 
During the task phase, each trial consisted of two runs, the sample and the choice. 
During the sample run, one of the goal arms was blocked at the T junction, forcing 
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the rat to take the open arm where it received a 150 µl sucrose reward before 
returning to the start box via the return arm. During the rat’s return, the T junction 
block was removed from the goal arm. Next, the rat initiated the choice run by 
entering the stem arm again and was then faced with an option of which goal arm 
to take. Taking the previously unvisited arm was rewarded, while choosing the 
same arm visited in the sample run was not. After consuming the reward, rats would 
return to the start box via the return arm and wait there while the next trial was set 
up, with an inter-trial interval of ~1-2 minutes. Left or right arm allocations for the 
sample run were pseudo-randomized over ten trials, with no more than two 
consecutive sample runs to the same side. 
Animals were required to reach 80% accuracy over 2 consecutive sessions before 
they underwent surgery. Following recovery from surgery and when they had 
regained pre-surgery weight (less the weight of the implant which was around 25g), 
rats were food restricted for 3 days before their recording session. During the T 
maze section of the recording, rats ran as many trials as they could in 40 minutes, 
with left and right sample runs pseudo-randomized as during training.  
2.3.2 Delayed T maze discrete-trial alternation 
The day before running the delayed T maze task, rats had a session of the no delay 
task where they were required to show a baseline ≥80% accuracy. Those who did 
not meet this criterion had additional sessions until they did. Electrophysiology data 
was not recorded during these baseline sessions. 
The delay T maze task was then run as before, but when the animals returned to the 
start box following the sample run, they were placed back into their home cage, 
which was situated behind the start box. After a 5 minute delay, during which the 
block was removed, the animals were replaced to the start box for the choice run. 
All animals ran 20 trials. 
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Figure 2.1 | T maze and electrophysiology recording. a, Snapshot from the video of the 
maze recording session. Main dimensions are shown in red. Blue bases support the maze 
at the top and bottom. Wooden support beams run between the central arm ‘C’, T junction 
and goal arms ‘T’, and return arms ‘R’. Small blue circles at the top left and right corners of 
the maze are the reward wells. b, An LFP implant, showing green electrode interface board 
at top, white delrin in the middle, and stereotaxically arranged stainless steel cannulae 
holding nichrome wire at the bottom. c, Rat brain section diagrams from the Rat Atlas 
(Paxinos and Watson, 2007), indicating recording sites and example local field potential 
traces during wake. 
2.4 In vivo electrophysiology 
2.4.1 Multisite LFP electrode drive implants 
The custom-built LFP electrode drives comprised five 30G cannulae of 8 mm 
length inserted into a Delrin platform, housing nichrome wires to be implanted into 
140cm
128cm
a b
5
0
0
 µ
v
1 s
2
0
0
 µ
v
2
0
0
 µ
v
1
0
0
 µ
v
2
0
0
 µ
v
2
0
0
 µ
v
Ventral CA1
Basolateral Amygdala
Nucleus Accumbens
Prelimbic
Infralimbic
Dorsal CA1
+3.2 
+1.6 
-2.4
-3.2
-5.6
Parietal cortex2
0
0
 µ
v
c
C
T
RR
General Methods 
 
61 
 
the brain (Figure 2.1b). Holes in the 2 mm thick platform were 0.3 mm diameter 
and were drilled using a milling machine (Roland EGX-300) according to 
stereotaxic coordinates for chosen brain regions based on the Rat Brain Atlas 
(Paxinos and Watson, 2007) (Table 1). Cannulae were glued in place with superglue 
such that 4 mm extended ventrally. A small 2 mm x 2 mm Delrin block was glued 
onto the platform, and an electrode interface board (EIB, Neuralynx or TBSI) was 
glued on top using a stereotax, taking care to make sure the EIB was horizontal and 
its edges parallel to the platform. To load the drive, Formvar-insulated nichrome 
wire (60 μm diameter, A-M systems) was inserted through the respective cannulae 
and into the gold-plated pin channels on the EIB. The wire was glued in place such 
that the length extending from the bottom of the cannula corresponded to the depth 
of the target brain region. Finally, an electrical connection was made between the 
EIB and the wire by securing it with a gold pin (Neuralynx or TBSI). Prior to the 
surgery, electrodes were gold-plated (non-cyanide gold solution, SIFCO) to reduce 
the impedance to ~200-300 kΩ. 
Table 1 Stereotaxic coordinates 
Structure Anterior-
Posterior 
coordinate 
(mm) 
Medial-
Lateral 
coordinate 
(mm) 
Dorsal-
Ventral 
coordinate 
(mm) 
Prelimbic  +3.2 +0.6 -2.8 
Infralimbic  +3.2 +0.6 -4.4 
Nucleus accumbens Shell +1.6 +1.2 -6.6 
Nucleus accumbens Core +1.6 +1.2 -7.7 
Basolateral amygdala -2.4 +5.0 -8.4 
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Dorsal CA1 -3.2 +2.2 -2.2 
Parietal cortex -3.2 +2.2 -1.0 
Ventral CA1 -5.6 +5.0 -7.8 
Frontal skull screw +3.5 -2.0 n/a 
Occipital skull screw -6.5 -5.2 n/a 
Note – not all structures were used for each experiment, refer to results chapters for details.  
2.4.2 Surgery 
One day before surgery, animals were single-housed in a high-top cage 
(Techniplast) to allow for enough space for the implanted animal. Surgery was 
carried out using aseptic technique to minimise risk of infection. Anaesthesia was 
induced using 4% isoflurane in oxygen, and maintained at 2-3% isoflurane. After 
weighing the animal, the head was shaved, and the animal was transferred to the 
sterile bench and head-fixed onto the stereotaxic frame (Kopf model 1900). Body 
temperature was maintained at ~36.5°C using a heatmat and rectal probe, while 
heart rate and blood oxygen concentration were monitored with a paw sensor 
(PhysioSuite, Kent Scientific). Eyes were protected from drying out using 
LacriLube (Allergan) and shielded from the strong surgery lights using tape. The 
animal was given 5 ml 0.9% saline subcutaneously at the beginning of the surgery 
and subsequently every 2-3 hours until the end of the surgery. The scalp was 
cleaned using chlorhexidine, followed by subcutaneous injection of 0.1 ml 
lidocaine with adrenaline (Norbrook Laboratories) along the midline of the scalp.  
A ~3 cm scalpel incision was made, and sutures were used to hold the skin open. 
Connective tissue was pushed aside using the scalpel and sterile cotton buds. The 
skull surface was cleaned by scraping with a curette, then levelled using the 
stereotax alignment indicator. Target region positions were marked on the surface 
of the skull, before seven skull screw (NewStar Fastenings) holes were drilled. Two 
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of these were over the cerebellum for ground screws, three were supporting screws, 
and the final two were placed over the motor cortex and parietal cortex to record 
EEG activity. Ground screws (screws with a short segment of silver wire soldered 
to their head) were lowered and the impedance checked to confirm a good 
connection.  
Four craniotomies were made, one slightly larger anterior one to accommodate the 
PRL and NAc cannulae, and three smaller ones for the remaining cannulae. 
Subsequently, the dura was carefully removed using fine tweezers and a bent-tipped 
30 gauge needle. Small cut pieces of absorption spears (Sugi, Fine Science Tools) 
were used to protect each craniotomy while the supporting screws and EEG screws 
were inserted. The drive was lowered over the skull and the wires were monitored 
as they each entered the brain. As the wires were of the correct length, the drive 
was lowered until the medial cannulae were resting flat of the surface of the brain. 
Craniotomies were covered with silicone gel (UniMed), and a strong dental 
adhesive was applied to the base of the screws (C&B Metabond). Gentamicin-
containing dental cement (DePuy) was built up around the drive and the screws to 
secure it to the skull, and the silver wires from the EEG screws and ground screws 
were soldered to the EIB. An aluminium cone was attached using dental cement to 
protect the drive; this was grounded to the EIB. Nylon discontinuous sutures were 
made in the skin anterior and posterior to the implant, and an antibiotic/antipruritic 
gel applied to the wound edges (Surolan, Janssen), before turning off the 
anaesthetic. Once the animal had regained consciousness and was able to move 
around the clean cage, buprenorphine (0.025mg/kg, Vetergesic) was administered 
subcutaneously. Following surgery, recovery gel and mashed rat chow were 
provided for three days, while water intake and weight gain was monitored.  
2.4.3 Data acquisition 
All experiments involved home cage recordings, either for standalone sleep 
recordings, or for sleep recordings before and after a task. For home cage recordings 
the cage was placed in a sleep box, a wooden, sound-attenuating chamber. Rats 
were habituated to the sleep box for 10 minutes one week prior to recordings. 
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Electrophysiological data were acquired using Digital Lynx hardware, comprising 
a headstage (HS-36), tether (Litz) and an acquisition system (Digital Lynx SX) to 
digitise and amplify the signal. Cheetah software (Neuralynx) sampled the data at 
2kHz and bandpass filtered between 0.1 and 600Hz (Figure 2.1c). Small cameras 
monitored behaviour in the sleep box at 720 x 576 pixel resolution, 30 frames per 
second and timestamped by Cheetah. The tether was supported by a 
counterbalanced pulley system which ensured uninhibited movement of the animal. 
2.4.4 Perfusion 
At the end of the experiments, rats were terminally anaesthetised with sodium 
pentobarbital (60 mg/kg), and a positive 30 µA current was passed down each LFP 
wire for ~10 s to create a lesion at the tip. Rats were perfused transcardially first 
with ~ 300 ml 0.9% saline, then with ~300 ml 4% paraformaldehyde in phosphate 
buffered saline. Once the brain was dissected out, it was refrigerated in 4% 
paraformaldehyde. A few days prior to sectioning, brains were transferred to 30% 
sucrose/phosphate buffered saline solution.  
2.4.5 Histological verification of electrode placement 
Coronal sections of 50 µm were cut with a freezing microtome and mounted on 
SuperFrost Plus slides (Thermo Scientific). Following drying, slides were Nissl-
stained with thionin, and lesions were identified using a digital camera linked to an 
optical microscope (DM100, Leica) (Figure 2.2). Lesion sites were cross-checked 
with the Rat Brain Atlas (Paxinos and Watson, 2007). Ventral CA1 site lesions 
showed electrode placement was not always in the cell layer, therefore these signals 
will be referred to as ventral hippocampus rather than CA1. Three NAc Shell lesions 
could not be located, but as the NAc Core lesion was in the correct position, and 
the signals were not anomalous, the position for these sites was inferred (marked 
with x, see Figure 2.3 legend). Similarly, two parietal cortex lesions could not be 
identified as the cortex above the hippocampus was missing from the slice (possibly 
due to the lesioning process), but as the nearby dorsal CA1 lesion was present and 
signals appeared normal, the location of these were inferred (marked with x). One 
IL electrode lesion (rat M.2) was found to be too ventral, located in the dorsal 
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peduncular cortex, and the signal looked substantially different from the other 
animals, therefore this animal was excluded for analyses including the IL channel.  
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Figure 2.2 | Examples of histological verification of electrode placement. Nissl-stained 
coronal sections with red arrows indicating lesions in a, PRL, b, IL, c, NAc Core, d, NAc 
Shell, e, dCA1 of hippocampus (lower) and parietal cortex (upper), f, vHPC. Black scale 
bar = 1mm. 
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Figure 2.3 | Histological verification of electrode placement. a, Serial section diagrams 
of structures with the position of electrodes from each rat indicated with coloured squares 
(from first round of surgeries) or triangles (from second round of surgeries). Distances from 
bregma in mm shown on right. Figures taken from the Rat Atlas (Paxinos & Watson 2007). 
A small x in 3 NAc lesion marks and two parietal cortex lesion marks indicates that these 
locations were inferred (see text). The ventral IL lesion for rat M.2 that led to the exclusion 
of this data has a red outline.  
2.5 Data analysis 
Electrophysiological and tracking data were analysed using custom-written Matlab 
scripts and open source toolboxes such as the Chronux toolbox (http://chronux.org) 
(Mitra and Bokil, 2008).  
2.5.1 LFP data  
2.5.1.1 Pre-processing of LFP data 
Data epochs to be analysed were inspected by eye for high-amplitude movement 
noise. When analysing many trials, epochs containing noise were discarded. For 
analysing single time windows, if the initially chosen time window contained noise, 
the window was shifted to exclude the noisy segment.  
2.5.1.2 Power analysis 
Power spectra were calculated in Matlab using the Chronux function mtspectrumc. 
Parameters were based on the length of the window to be analysed. For analysing 
time windows 2-9 seconds long, parameters were set as follows: bandwidth = 2 Hz, 
window = 1 s, constant = 1, providing three tapers for multi-taper spectral estimates.  
 To allow for effective comparison across animals, power spectra were normalized 
so that the integral of the spectrum (ranging from the bandwidth parameter (2 or 3 
Hz) to the maximum frequency analysed) was equal to 1. This is a commonly used 
approach that can help account for variance in signal amplitude due to electrode 
impedance (Arbab et al., 2018; Dickerson et al., 2010; Malkki et al., 2016; Maurer 
et al., 2017; Russell et al., 2006).  
Power spectrograms were calculated to show the time course of power changes, 
using the mtspectgramc function and a moving window of 0.05 seconds for analyses 
of 2-9 second epochs.  
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2.5.1.3 Coherence analysis 
Coherence of two signals measures the extent to which they maintain a fixed phase 
relationship with each other. It is calculated by dividing the cross-spectrum of two 
signals by the product of the power spectral density of the two signals.  
Coherency plots were created using the coherencyc function, which includes the 
calculation of jack-knife error bars, while changes in coherence over time were 
displayed in a coherogram using the cohgramc function (both Chronux functions). 
These functions are influenced by covarying amplitudes (Srinath and Ray, 2014). 
Therefore, when changes in coherence were found, changes in power were analysed 
to see to what extent they contributed to the change in coherence.  
2.5.1.4 Granger causality 
Granger causality analysis is a method used to infer the directionality of coherent 
activity between two signals. Using a multivariate autoregressive time series model 
to estimate spectral quantities, Granger analysis can indicate that one LFP (S1) 
‘causes’ the second signal (S2) if the predictability of S2 is improved by including 
earlier values of S1. Granger causality values were obtained for each direction (S1 
to S2 and S2 to S1) (Gregoriou et al., 2009). Peak values for Granger causality at 
theta frequency were tested for significance using a bootstrapping procedure. One 
of the two signals was shuffled 1000 times by shifting a pseudorandom 1-1.5 second 
section from the end of the signal to the beginning. The peak value for Granger 
causality in the theta band was considered significant if its value fell in the top 5% 
of shuffled peaks (Adhikari et al., 2010; Gregoriou et al., 2009).  
2.5.1.5 Phase-amplitude coupling 
A phase-amplitude coupling (PAC) detection toolbox was used to assess PAC 
(Onslow et al., 2011). A modulation index is calculated which signifies the extent 
to which the phase of a slower oscillation, e.g. theta, modulates the amplitude of a 
higher oscillation, e.g. gamma. Signals filtered for a range of lower and higher 
frequencies, using a filter via convolution with complex Morlet wavelets, are used 
to calculate a matrix of PAC values. Significance of PAC was assessed by using 50 
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shuffled gamma envelope signals to generate a distribution of PAC values, where 
values lying within the top 5% were taken as significant.  
2.5.1.6 Sleep/wake state detection 
Recordings were manually scored to identify periods of active wake, quiet wake, 
NREM and REM sleep. Movement data and electrophysiological data from 
hippocampus and PRL were used to define sleep/wake state, with specific features 
used to score sleep presented in Table 2. Movement was detected from the video 
recording, where after splitting each video into 1 second frames, the number of 
pixels varying from one frame to the next by more than 25 greyscale values was 
calculated. A Matlab-based software, Sleepscorer (Gross et al., 2009), was used to 
score the recording in 10s windows by identifying relevant features of the signals 
that correspond to each state (Figure 2.4).  
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Figure 2.4  | Manual sleep scoring with SleepScorer. Two screenshots from the Matlab-
based scoring software SleepScorer (Gross et al. 2009) showing a 10 second NREM epoch 
and active wake epoch. Note characteristic features of signals from PRL and dorsal CA1 
during these states, and that movement data is at zero on the upper panel when the rat is 
asleep.  
 
Table 2 Features used to manually score sleep/wake states  
State LFP data Movement data 
Active wake Theta on dCA1 channel High movement 
Quiet Wake No sleep signatures on 
PRL channel 
Low movement 
Movement data
PRL signal
dorsal CA1 signal
Movement data
PRL signal
dorsal CA1 signal
NREM Sleep
Active Wake
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NREM sleep Slow waves and spindles 
on PRL channel; ripples 
on dCA1 channel 
Low movement 
REM sleep Theta on dCA1 channel Low movement 
 
2.5.1.7 Oscillation event detection algorithm 
NREM sleep events (slow waves, spindles and ripples) were identified using an 
automated detection algorithm, based on frequency, amplitude and duration criteria, 
which was first developed in the lab by Dr Ullrich Bartsch (Phillips et al., 2012a). 
The signal was first band-pass filtered for the relevant frequency range, then 
rectified, and an amplitude envelope calculated. To detect events at this frequency, 
two envelope thresholds were set from the mean and standard deviation of the 
rectified, filtered signal. An ‘upper threshold’ was used as the detection threshold, 
while a ‘lower threshold’ was used to capture the start and end of sleep events (see 
Table 3). A putative sleep event occurred every time the amplitude envelope 
surpassed the detection threshold. The putative event was assessed further before 
being confirmed as a valid detection. Firstly, if a putative event occurred close to 
another (less than a ‘minimum gap’ threshold), these events were merged into one. 
The start and end times of an event were defined by when the envelope crossed the 
‘lower threshold’ immediately before and after the ‘upper threshold’ crossing.  
Putative events that did not satisfy minimum and maximum duration criteria were 
discarded. Figure 2.5 shows an example from the spindle detection method. Mean 
frequency (calculated by dividing the number of peaks in the filtered LFP signal by 
the event duration) and amplitude (the greatest peak-to-trough difference) were 
calculated for each sleep event. 
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Figure 2.5 | Sleep event detection method. Example of spindle detection to illustrate 
sleep oscillation detection algorithm. Raw signal from PRL channel (top trace) was filtered 
at 10-16 Hz (middle trace) and its power envelope calculated (bottom trace). Horizontal 
solid red line indicates upper threshold for spindle detection (mean +2.8 standard 
deviations). Horizontal dashed red line indicates lower threshold for detection of start and 
end of events. Putative events indicated by grey arrows. First putative event (left) was 
discarded as it was too short. Second putative event (middle) was detected as a spindle as 
it met length, duration and frequency criteria. In the third putative event (right), two shorter 
events were merged and detected as one spindle, as they were closer to each other than 
the set threshold of 400ms. 
Table 3 Parameters used to detect oscillation events 
Event  Filterband 
(Hz) 
 Upper 
threshold
: mean + 
n SDs 
Lower 
threshold:
mean + n 
SDs 
Minimum 
gap (ms) 
Duration 
(s) 
Slow 
wave 
0.5-4  2.5 1 500 0.25-3 
Spindle 10-16  2.8 1.4 400 0.4-3 
Ripple 120-250  5 0.5 50 0.025-0.5 
 
  
Time (s)
5386 5387 5388 5389 5390 5391 5392 5393 5394 5395 5396
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2.5.2 Statistics 
Statistics were run in SPSS. Data were confirmed to be normally distributed using 
the Shapiro-Wilk test unless otherwise stated. Outliers were assessed by inspection 
of a boxplot for values > 1.5 box-lengths from the edge of the box. Unless otherwise 
stated, they were excluded except in cases where they did not violate assumptions 
of statistical tests and did not affect the outcome of the statistical test. Mixed 
ANOVAs were used to compare genotype groups under different conditions. For 
lack of a valid non-parametric alternative, non-normal data were log-transformed 
to bring them within a normal distribution and this is noted in each case. Equality 
of error variances was confirmed using Levene’s test, equality of covariance 
matrices was confirmed using Box’s test. Any post-hoc tests for simple main effects 
were run using Tukey’s post-hoc test for repeated measures.  
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2.6 Actigraphy monitoring 
Actigraphy data were recorded using passive infra-red sensors (PIRs), which detect 
changes in background heat radiation, thus picking up the animal’s movements. 
This home-cage activity monitoring setup is based on the COMPASS system 
(Brown et al., 2016). The sensors were positioned in a way that the field of detection 
of the sensor was confined to a single cage, 28cm above the floor of the cage and 
17cm from the front of the cage (Figure 2.6a). To minimize obstructing the sensor, 
food was placed inside the cage rather than in the hopper. While cardboard tubes 
do obscure the animal, they were not removed to maintain animal welfare.  
 
Figure 2.6  | Actigraphy monitoring setup and example data. a, Image of the actigraphy 
setup showing 2 of 12 cages. b, Upper and middle trace: Representative activity data from 
a Cyfip1+/- and WT rat respectively, showing activity counts in 10 s bins, recorded over 7 
days. Lower trace: Data from ambient light level sensor showing light on (8pm) and off 
(8am) times, arbitrary light level units. Bursts of light in Tuesday’s dark period represent 
someone accidentally letting light in.  
Data was collected in 10 s bins, and with a measurement interval of 100 msec, each 
bin had 100 separate measurements. A percentage activation of the sensor for each 
time bin was calculated, herein referred to as activity counts. Movement data, the 
ambient light level and a timestamp were recorded and logged by an embedded 
ATmega328 microcontroller (Arduino) (Figure 2.6a and b).  
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Pilot recordings were done in normal light holding rooms. However, it appeared 
that the animals’ sleep patterns were being disrupted by people coming in and out 
of the room. As sleep behaviour in the light phase was of particular interest, all 
subsequent recordings were made in a reverse light room, where most entries to the 
room were limited to the dark hours. The data in this thesis are from reverse light 
room actigraphy recordings. Animals required 12 days to adjust to the new light 
cycle.  
1.1.1 Inferring sleep status from activity data 
Previous work using video monitoring has shown that inactivity of ≥40s in mice 
can predict sleep with ~90% accuracy as compared to assessment using EEG/EMG 
(Fisher et al., 2012; Pack et al., 2007). Brown et al. (2016) also found a high 
correlation with sleep as assessed by infrared sensor and EEG/EMG in mice. 
However, this method has not been validated for rats, so movement data was 
recorded simultaneously with EEG recording to assess the degree of concordance 
between EEG-defined and immobility-defined sleep.  
1.1.2 Actigraphy data analysis 
2.6.1.1 Hourly means 
Total activity counts or immobility-defined sleep parameters were averaged over 
hourly bins across monitoring days to generate a circadian activity profile.  
2.6.1.2 ClockLab 
With acknowledgements to Gareth Banks (Oxford) who had access to the software, 
actigraphy data were put through the ClockLab analysis software (Actimetrics). 
Results of the Lombe-Scargle periodogram were analysed, where a peak at the 24hr 
mark gives a measure of the strength of the circadian component of the rhythm. 
Time of activity onset and offset were also calculated, as was the average length of 
the active phase (alpha).  
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2.6.1.3 Non-parametric measures 
Non-parametric methods are commonly used to analyse the actigraphy data, 
providing variables for interdaily stability (IS), relative amplitude (RA) and 
intradaily variability (IV) (Van Someren et al., 1999). IS quantifies the strength of 
the activity coupling to the daily light changes, where high IS values indicate that 
the animal is well synchronized to the light cycle. It is calculated as the variance of 
the average daily profile divided by the total variance. IV is a measure of the 
fragmentation of the rest-activity rhythm. Large differences between hours, such as 
sleep during the dark phase or highly active behaviour during the light phase 
increases the value of IV. It is calculated by taking the root mean square of the first 
derivative of hourly activity data and dividing by the total variance. RA captures 
the amplitude of the circadian rhythm, calculated by finding the difference between 
the most active ten hour and least active 5 hour periods of the 24 hour cycle. The 
equations for these variables are found in Van Someren et al. (1999), and the 
method discussed in detail by Gonçalves et al. (2015). Actigraphy data was 
processed and analysed using custom-written Matlab scripts. 
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3 
Chapter 3 The hippocampal-prefrontal 
network in Cyfip1+/- rats during spatial 
working memory 
This chapter explores spatial working memory and its neural network correlates in 
Cyfip1+/- rats. Cyfip1+/- rats took longer to achieve criterion during training on a T 
maze task, but hippocampal-prefrontal interactions were largely normal. However, 
theta-gamma phase amplitude coupling within hippocampus was reduced in 
Cyfip1+/- rats. 
3.1 Introduction 
3.1.1 The hippocampal-prefrontal network 
3.1.1.1 Anatomical connectivity in the hippocampal-prefrontal network 
Considerable evidence suggests that interactions between hippocampus and 
prefrontal cortex are mediated via coordinated oscillations of neural activity. There 
are several known direct and indirect anatomical pathways underlying this 
interaction. Hippocampal-prefrontal connections are comparable across rodents and 
primates, with reciprocal connections between the medial prefrontal cortex and 
hippocampus best characterized in rats (reviewed in Eichenbaum 2017; Sigurdsson 
& Duvarci 2015, Figure 3.1). 
Hippocampal-prefrontal network  
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From hippocampus to medial prefrontal cortex, the densest direct monosynaptic 
projection originates from the ventral hippocampus (Hoover and Vertes, 2007; Jay 
and Witter, 1991; Jay et al., 1989). Bidirectional connections exist between dorsal 
and ventral hippocampus and medial prefrontal cortex via the reciprocally 
connected thalamic nucleus reuniens (Cassel et al., 2013; Dolleman-Van Der Weel 
and Witter, 1996; Vertes et al., 2007), as well as the perirhinal and lateral entorhinal 
cortex (Burwell and Amaral, 1998; Witter et al., 2000). However, a recent study 
has found evidence for a monosynaptic projection from the anterior cingulate part 
of the prefrontal cortex to dorsal hippocampus in mouse (Rajasethupathy et al., 
2015), while an important mnemonic role has been associated with a direct 
dorsal/intermediate CA1 to PRL projection in rats (Barker et al., 2017; Hoover and 
Vertes, 2007).  
 
Figure 3.1 | Anatomical connections between the hippocampus and prefrontal cortex. 
The major well-known direct connection from the hippocampus to prefrontal cortex 
originates in the vHPC (including more dorsal regions in the intermediate hippocampus), 
and projects to the prelimbic, infralimbic and orbitofrontal areas. Two bidirectional 
connections are shown, one via the thalamic nucleus reuniens, and one via perirhinal 
cortex and lateral entorhinal cortex. More recently identified projections are a direct 
projection from anterior cingulate cortex to dCA1 and CA3 in mice (Rajasethupathy et al. 
2015), and a direct dCA1/intermediate hippocampus projection to prelimbic cortex in rats 
(Barker et al. 2017). iHPC = intermediate hippocampus, PRC = perirhinal cortex, LEC = 
lateral entorhinal cortex, vHPC = ventral hippocampus, Re = nucleus reuniens, OFC = 
ACC
Direct ACC to dorsal CA1 projection
Direct dorsal CA1/iHPC to PL projection
Hippocampal-prefrontal network  
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orbitofrontal cortex, PL = prelimbic cortex, ACC = anterior cingulate cortex, IL = infralimbic 
cortex. Adapted from Eichenbaum et al. 2017. 
3.1.1.2 Role of the hippocampus 
Hippocampus and prefrontal cortex make distinct contributions to memory. Since 
the landmark case of patient H.M., whose amnesia following bilateral surgical 
removal of the hippocampus highlighted the importance of hippocampus in 
memory (Scoville and Milner, 1957), studies in rodents, monkeys and humans have 
identified a role for hippocampus in learning and declarative memory (e.g. 
Eichenbaum 2004; Smith & Mizumori 2006). A second dominant literature 
emerged following the discovery of spatially localised firing neurons in the 
hippocampus (place cells) (O’Keefe and Nadel, 1978) establishing the ‘cognitive 
map’ theory of hippocampal function, which proposed a role for hippocampus in 
navigation. These two theories have been reconciled to some extent following 
evidence that place cell representations can extend beyond just location, with place 
cell firing modulated by, for example, changes in the task or goals within the same 
environment (Eichenbaum et al., 1987; Hampson et al., 1993; Otto and 
Eichenbaum, 1992; Wood et al., 2000). Indeed, studies in rodents show the 
importance of hippocampus for memory with a spatial and temporal context, where 
rats with hippocampal lesions are able to recognise familiar objects in a familiar 
context, but not in a novel location or novel context (Butterly et al., 2012; Eacott 
and Norman, 2004; Langston and Wood, 2010). This and other evidence has led to 
the suggestion that the hippocampus acts as a ‘relational processing system’, 
integrating events over time in a ‘memory space’, or spatial trajectories into a 
contextual cognitive map (Buzsáki and Moser, 2013; Eichenbaum and Cohen, 
2014; Eichenbaum et al., 1999). 
The hippocampus has been implicated in spatial working memory, a short-term type 
of memory discussed in more detail later in this section. The contribution of dorsal 
hippocampus to spatial working memory has been demonstrated through lesion 
studies (Brito et al., 1983; Czerniawski et al., 2009; Rawlins and Olton, 1982; 
Stanton et al., 1984) and evidence of working memory coding in hippocampal cell 
firing. For example, during the central arm run or the delay phase of a spatial 
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alternation T maze task, dCA1 hippocampal cells showed discriminative firing 
modulated by the direction of the upcoming run (Ainge et al., 2007a, 2007b; Frank 
et al., 2000; Markus et al., 1995; Wood et al., 2000), and cell assembly sequences 
predicted future run direction and trial outcome (Hallock and Griffin, 2013; 
Pastalkova et al., 2008). 
Numerous graded changes are evident along the dorsal-ventral axis of the 
hippocampus, including gene expression, connectivity and functional effects 
(Fanselow and Dong, 2010; Strange et al., 2014). The ventral hippocampus is 
thought to be more involved in emotional and motivational behaviours, such as 
anxiety (Adhikari et al., 2010; Bannerman et al., 2004, 1999); however, lesion and 
disconnection studies were inconsistent regarding its role in spatial working 
memory (Bannerman et al., 2002; Felix and Levin, 1997; Moser et al., 1995; Wang 
and Cai, 2006b). A recent study demonstrated a role for ventral hippocampus in 
spatial working memory by optogenetically silencing ventral hippocampus to 
prefrontal cortex pathway, which caused impairments in performance (Spellman et 
al., 2015). 
3.1.1.3 Roles of the prefrontal cortex 
Patient K.M., whose prefrontal cortex damage lead to poor performance in the 
Wisconsin Card Sorting Test, was important in highlighting the role of this region 
in ‘executive’ function, including decision-making, goal-directed and flexible 
behaviour (Lange et al., 2017; Milner, 1963). The rodent medial prefrontal cortex 
is thought to be roughly homologous to the dorsolateral prefrontal cortex of 
primates (Dalley et al., 2004; Uylings and van Eden, 1990). Lesions or inactivations 
of the medial prefrontal cortex affect performance of extinction tasks (Burgos-
Robles et al., 2007; Griffin and Berry, 2004), task rule switching (Dias and 
Aggleton, 2000; Rich and Shapiro, 2009), and attentional set shifting (Birrell and 
Brown, 2000; Floresco et al., 2008), among others, which require suppression of a 
learned response. It has been suggested that such deficits in flexibility are key to 
the working memory deficits also observed following medial prefrontal cortex 
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lesions (Churchwell and Kesner, 2011; Floresco et al., 1997; Kolb et al., 1994; 
Ragozzino et al., 1999; Wang and Cai, 2006b). 
The role of medial prefrontal cortex in working memory processes is highlighted 
by evidence showing persistent firing of medial prefrontal cortex neurons during 
the delay period of a task, thought to have a role in maintaining information during 
the delay (Funahashi, 2017; Fuster and Alexander, 1971; Goldman-Rakic, 1995). It 
was later shown that the activity of these ‘delay cells’ correlates with upcoming 
behaviour (Baeg et al., 2003; Chang et al., 2002). For example, Baeg et al., (2003) 
showed that neural ensemble activity in the medial prefrontal cortex could decode 
the recent and upcoming run direction, and this improved in parallel with the 
animal’s task performance. 
3.1.1.4 Hippocampal-prefrontal interactions 
The roles of the hippocampus in episodic and spatial memory, combined with the 
medial prefrontal cortex’s role in executive function, decision-making and flexible 
behaviour are well placed to subserve cognitive functions, such as spatial working 
memory (Colgin, 2011; Gordon, 2011; Sigurdsson and Duvarci, 2015; Spellman et 
al., 2015). Classic crossed lesion studies showed the importance of their interaction 
by compromising the largely ipsilateral hippocampal-prefrontal pathway, which 
leads to delay-dependent deficits in spatial working memory tasks (Floresco et al., 
1997; Wang and Cai, 2006a), novel object location memory (Barker et al., 2007) 
and episodic memory (Barker et al., 2017; Chao et al., 2016). 
Cell cross-correlation, phase-locking of units to oscillations and oscillatory 
coherence between hippocampus and prefrontal cortex were identified as reflecting 
an interaction (Hyman et al., 2005; Jones and Wilson, 2005; Siapas et al., 2005). 
Studies were then able to link this interaction directly to working memory processes 
and cognitive performance, further supporting the importance of this network 
(Benchenane et al., 2010; Jones and Wilson, 2005; O’Neill et al., 2013). Jones and 
Wilson (2005) were first to demonstrate that phase-locking of medial prefrontal 
cortex neurons to hippocampal theta oscillations was increased in the working 
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memory-dependent choice phase of a maze task. This effect was also reflected in 
the local field potential (LFP) signal with increased theta-frequency coherence 
between hippocampus and medial prefrontal cortex. It has since been shown that 
this coherence, seen both between dorsal and ventral hippocampus and medial 
prefrontal cortex develops in strength as mice acquire a spatial working memory 
task (Benchenane et al., 2010; O’Neill et al., 2013; Sigurdsson et al., 2010). More 
recent work suggests the hippocampal-prefrontal interactions are also involved in 
cue encoding via gamma band oscillations. Spellman et al. (2015) observed 
increases in gamma coherence during the sample phase of a T maze task, which 
correlated with behavioural performance. Optogenetically inhibiting the direct 
ventral hippocampal-prefrontal pathway disrupted coherent gamma activity and the 
encoding of task-relevant cues in the medial prefrontal cortex, leading to a 
behavioural deficit and abolished neural representation in the medial prefrontal 
cortex. Theta coherence, in contrast, was unaffected by the disruption of this 
pathway, suggesting other pathways mediate this interaction e.g. via the nucleus 
reuniens (Griffin, 2015; Hallock et al., 2016). Theta coherence has also been 
observed during the delay periods of spatial working memory tasks 
(Myroshnychenko et al., 2017), linking the hippocampal-prefrontal interaction with 
the earlier observed ‘delay cells’. Thus, gamma and theta coherence in this network 
could support the encoding, maintenance and retrieval of information in spatial 
working memory tasks. 
This network has mainly been explored in rodents, but hippocampal-prefrontal 
interactions are also observed in non-human primates and humans (Anderson et al., 
2010; Axmacher et al., 2008; Brincat and Miller, 2015), although the modes of 
interaction do not always align exactly with the rat literature. Rhesus monkeys 
performing an object paired-associate learning declarative memory task showed 
trial-outcome related oscillatory synchrony at theta (in monkeys ~2-6 Hz) for 
incorrect trials and alpha/beta (~9-16 Hz) for correct trials, highlighting different 
functional roles for different frequency bands. Intracranial recordings from epilepsy 
patients showed a memory-load dependent increase in synchrony between 
hippocampus and anterior parahippocampal gyrus, in the low gamma range (26-50 
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Hz) (Axmacher et al., 2008). In addition, theta coherence between medial temporal 
lobe and prefrontal cortex was increased during the recall phase of a verbal memory 
task, closely mirroring findings in rodents (Anderson et al., 2010). 
Functional connectivity analysis of human fMRI data corroborates the importance 
of hippocampal-prefrontal interactions during working memory and encoding and 
retrieval of episodic memory (Bähner et al., 2015; Gazzaley et al., 2004; Grady et 
al., 2003; Nee and Jonides, 2008; Rissman et al., 2008). One study involved subjects 
navigating a virtual reality radial arm maze while in the fMRI scanner, and the 
sample phase of the task was associated with the strongest hippocampal-prefrontal 
functional connectivity, with the magnitude correlating with performance accuracy 
(Bähner et al., 2015). This echoes the enhanced gamma synchrony seen in the 
sample phase of a T maze task in rats (Spellman et al., 2015). Earlier studies using 
non-spatial working memory tasks also found that increases in functional 
connectivity can be correlated with increasing working memory load (Rissman et 
al., 2008), although the opposite relationship has also been reported, where reduced 
connectivity predicts working memory load (Axmacher et al., 2008; Meyer-
Lindenberg et al., 2005). The nature of the different working memory tasks used is 
likely to affect the role of the hippocampal-prefrontal network (Bähner and Meyer-
Lindenberg, 2017), leading to some inconsistencies with the rodent literature. 
Furthermore, direct comparison between fMRI and electrophysiology data is 
constrained by the slow time course of the BOLD signal, limiting the timescale of 
neuronal correlations to <0.1 Hz (Fox and Raichle, 2007). Simultaneous 
electrophysiology and fMRI studies are addressing the problem of how to compare 
these two methods (Logothetis et al., 2013). 
By what mechanism can increased synchrony between two brain regions enhance 
information transfer? When oscillations in two regions are coherent, a spike from 
one area to another will arrive when the second area is more excitable, i.e. at the 
peak of an LFP wave where the population activity is high, increasing the likelihood 
of this spike being integrated by receiving neurons, and plasticity occurring. 
However, when the regions fall out of phase synchrony, the spike would arrive to a 
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less excitable neuron (Fries, 2005) (see also Chapter 1). What is the function of this 
increase in synchrony? The working theory is that it facilitates transfer of task-
related information, such as spatial location and reward-contingency, to mediate 
goal-directed behaviour. Some evidence to support this includes overlap in the 
population of medial prefrontal cortex neurons that phase-lock to hippocampal theta 
and the population that shows task-related activity (Hyman et al., 2005). The fact 
that error trials see reduced coupling within these regions also supports this 
(Hyman, 2010; Jones and Wilson, 2005). Furthermore, individual differences in 
task performance become evident in theta hippocampal-prefrontal coherence – the 
strength of coherence correlated with days to criterion (Mukai et al., 2015; 
Sigurdsson et al., 2010). 
Phase-amplitude coupling (PAC), where the amplitude of a faster oscillation is 
increased at a certain phase of a slower oscillation, has been put forward as a further 
reflection of hippocampal-prefrontal interaction, by which local computations can 
be integrated across brain regions (Bragin et al., 1995; Canolty and Knight, 2010; 
Canolty et al., 2006; Lakatos et al., 2005; Lisman and Jensen, 2013; Palva et al., 
2005; Sirota et al., 2008). Theta oscillations strongly modulate gamma oscillations 
within rodent and human hippocampus (Axmacher et al., 2010; Belluscio et al., 
2012; Bragin et al., 1995; Buzsáki et al., 2003; Tamura et al., 2017; Tort et al., 
2008), within medial prefrontal cortex in rodents (Li et al., 2012b; Tamura et al., 
2017) and within neocortex in humans (Canolty et al., 2006; Cohen et al., 2009a; 
Lakatos et al., 2005; Palva et al., 2005). Furthermore, brain region and task demands 
have been shown to affect the frequencies involved in local phase amplitude 
coupling (Canolty and Knight, 2010). This coupling between oscillations at 
different frequency bands also occurs across brain regions (Sirota et al., 2008; 
Stujenske et al., 2014; Tort et al., 2008). Theta-gamma PAC is observed between 
the hippocampus and prefrontal cortex, with the gamma oscillations strongest at 
specific phases of the theta (Sirota et al., 2008). While this has not been shown 
directly in humans, EEG studies have also identified long-range theta-gamma phase 
amplitude coupling between frontal and posterior regions (Friese et al., 2013). This 
PAC has increasingly been linked to performance accuracy and learning in animals 
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and humans (Axmacher et al., 2010; Friese et al., 2013; Köster et al., 2014; Nishida 
et al., 2014; Schomburg and Fernández-Ruiz, 2014; Tamura et al., 2017; Tort et al., 
2009), and the pattern of firing produced by theta-gamma coupling is well-placed 
to induce long-term synaptic potentiation (Canolty and Knight, 2010). 
With a clear link between hippocampal-prefrontal interactions and cognitive 
function, these findings raise the possibility that dysfunctions in this network 
underlie cognitive deficits seen in psychiatric illness. Following the emergence of 
a more sophisticated genetic exploration psychiatric disorders, the field has started 
to link the synchrony in the hippocampal-prefrontal network to cross-diagnostic 
cognitive phenotypes. 
3.1.1.5 Hippocampal-prefrontal interactions and psychiatric disorder 
Abnormalities in the hippocampal-prefrontal circuit are most commonly observed 
in schizophrenia patients, using structural and functional imaging and EEG 
recordings. Meta-analyses have confirmed reduced grey matter volume, enlarged 
lateral ventricles and white matter volume reduction in first episode schizophrenia 
patients (De Peri et al., 2012). Grey matter reductions are seen in anterior cingulate, 
frontal and temporal lobes, including hippocampus and amygdala, thalamus and 
insula that appear to deteriorate over time (Shepherd et al., 2012). In addition, 
structural changes in anterior hippocampus and prefrontal cortex correlated with 
symptom severity (Qiu et al., 2010). Parvalbumin-positive (PV) interneurons are 
abnormal in schizophrenia patients and have received much attention thanks to their 
role in gamma oscillations, which are also disrupted in patients (Uhlhaas and 
Singer, 2010). 
Functional coupling between hippocampus and medial prefrontal cortex has been 
assessed during working memory tasks in schizophrenia patients, but the nature of 
the abnormal coupling has not always been consistent between studies and is 
markedly different to the rodent literature, constraining its utility as a translational 
phenotype. Meyer-Lindenberg et al. (2005) assessed functional coupling using 
positron emission tomography (PET) while schizophrenia patients and healthy 
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controls performed the n-back working memory task. Controls showed increased 
activation of the prefrontal cortex, decreased activation of the hippocampus, and 
functional uncoupling during increased memory load. Schizophrenia patients 
showed opposite effects in prefrontal cortex and hippocampus, and abnormally 
persistent negative functional connectivity (anti-correlation) between hippocampal-
prefrontal with increased memory load. The authors suggested the uncoupled state 
was advantageous in controls as it might prevent interference between cognitive 
processes. These findings were supported by Rasetti et al. (2011), although with a 
slightly different pattern in controls. Using a different measure of coupling, Benetti 
et al. (2009) saw reduced hippocampal-prefrontal connectivity in first episode 
patients during working memory. Findings during episodic memory tasks and in 
the resting state have also shown abnormalities in hippocampal-prefrontal 
interaction, observing both increased and decreased functional connectivity 
(Bähner and Meyer-Lindenberg, 2017; Wolf et al., 2007; Zhou et al., 2008). This 
network has also been implicated in Fragile X syndrome, as decreased levels of 
FMRP correlated with reduced parahippocampal activation and decreased 
functional connectivity between hippocampus and prefrontal cortex (Wang et al., 
2012).  
Furthermore, emerging evidence suggests cortical theta-gamma PAC is disrupted 
in schizophrenia, although results appear to depend on conditions (Barr et al., 2017; 
Hirano et al., 2018; Popov et al., 2015; Won et al., 2018). During an N-back task 
and the Stroop colour interference task, PAC was impaired in schizophrenia 
patients (Barr et al., 2017; Popov et al., 2015), while resting-state theta-gamma PAC 
was increased in schizophrenia patients. During a 40 Hz auditory steady-state 
stimulation PAC was unchanged in schizophrenia patients (Hirano et al., 2018; 
Kirihara et al., 2012).  
Evidence supports the suggestion that circuit abnormalities may represent a 
biomarker for schizophrenia (Bähner and Meyer-Lindenberg, 2017). Esslinger et 
al. (2009) found that healthy carriers of a risk SNP in the gene ZNF804A had 
abnormally increased functional connectivity between hippocampus and 
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dorsolateral prefrontal cortex. These results were further supported by a study 
which found the risk allele to be associated with increased hippocampal-prefrontal 
connectivity and decreased intrahippocampal theta, through simultaneous fMRI 
and MEG measures (Cousijn et al., 2015). Callicott et al. (2013) looked at healthy 
subjects carrying two risk alleles SLC12A2 and DISC1, both involved in neural 
development, which together interact to increase schizophrenia risk. During a 
recognition memory task, these carriers showed decreased hippocampal-prefrontal 
connectivity. Overall, these findings highlight a link between the cognitive deficits 
of schizophrenia and aberrant hippocampal-prefrontal connectivity. 
3.1.1.6 Hippocampal-prefrontal interactions in animal models of psychiatric 
disorder 
To date, only a handful of animal models have investigated electrophysiological 
biomarkers in vivo, particularly in the hippocampal-prefrontal network. Sigurdsson 
et al. (2010) examined the functional connectivity in the Df16(A)+/- mouse, a model 
of the highly penetrant 22q11.2 CNV. They assessed synchronization of network 
activity between hippocampus and prefrontal cortex during a working memory task, 
discrete-trial alternation in the T maze. Synchrony was impaired as measured by 
phase-locking of prefrontal neurons to the hippocampal theta rhythm and coherence 
between hippocampus and prefrontal cortex LFP. Furthermore, Df16(A)+/- mice 
were impaired in the acquisition of the task, and the extent to which synchrony was 
impaired correlated with the extent of the behavioural deficit. A further study from 
the same group narrowed down the genetic origin of the deficits seen in 
hippocampal-prefrontal synchrony, by studying a mouse model heterozygous for 
Zdhhc8. Zdhhc8 is one of the key genes within the 22q11.2 CNV, and functions as 
a transmembrane palmitoyltransferase, implicated in regulating normal axonal 
branching and dendritic growth (Mukai et al., 2004, 2008). Mice heterozygous for 
Zdhhc8 showed reduced branching of neurons, paralleled with impaired 
hippocampal-prefrontal synchrony, which also correlated with impaired acquisition 
of the working memory task (Mukai et al., 2015). Furthermore, preventing these 
branching deficits by inhibition of glycogen synthase kinase-3 (GSK3) in the 
Df16(A)+/- mouse rescued hippocampal-prefrontal coherence deficits as well as task 
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performance and medial prefrontal cortex encoding of spatial representations 
(Tamura et al., 2016). In addition, the role of phase-amplitude coupling in spatial 
working memory was recently examined in this model, where an abnormally 
increased coupling was seen on choice runs of correct trials, suggesting a 
compensatory role of increased coupling (Tamura et al., 2017). 
Interestingly, there appears to be some overlap in the molecular pathways involving 
Zdhhc8 and Cyfip1. The proteins known to be subject to palmitoyltransferase 
activity by Zdhhc8 were identified and, of the two target proteins which saw the 
greatest reductions in palmitoylation, one was Rac1. As seen in Chapter 1, this is 
the small Rho GTPase responsible for regulating the conformational change in 
Cyfip1 which sets which protein complex it binds to (Di Marino et al., 2015). Given 
that reduced Zddhc8 leads to disrupted Rac1 signalling, reduced functional 
connectivity in the HPC-PRL network and impaired spatial working memory, I 
hypothesised that disruptions downstream of Rac1 due to Cyfip1 haploinsufficiency 
may lead to similar outcomes. 
Further genetic animal models have seen changes in the hippocampal-prefrontal 
network. Genes coding for neuregulin-1 (NRG1), a neurotrophic factor, and 
ERBB4, the synaptic protein it binds to, have been identified as psychiatric risk 
genes (Walsh et al. 2008; Stefansson et al. 2003). ERBB4 is expressed 
predominantly on parvalbumin-positive (PV+) interneurons (Fazzari et al. 2010), 
which have a role in mediating gamma oscillations (Sohal et al. 2009). Conditional 
PV+ ERBB4 knockout mice showed reduced hippocampal-prefrontal theta 
coherence under anaesthesia, while also finding increased baseline gamma 
oscillations in freely moving mice coupled with deficits in social and cognitive 
functions reminiscent of schizophrenia (Del Pino et al. 2013). In contrast, mice with 
DISC1 mutation, a risk gene for schizophrenia and depression with an important 
synaptic role (Brandon & Sawa 2011), have impairment of theta and low-gamma 
synchrony and power within the PRL, but normal theta coherence across HPC-PRL 
network. This is in line with normal working memory in DISC1 mice. 
Hippocampal-prefrontal network  
 
91 
 
Recent work in the Fmr1 KO mouse, which is of particular interest considering the 
close molecular interaction between CYFIP1 and FMRP, investigated hippocampal 
network activity during spatial exploration. The authors first reported that Fmr1-
KO mice had disrupted place cell activity, namely impaired stability and reduced 
specificity of spatial representation (Arbab et al., 2017). In this study they showed 
increased hippocampal theta power, and increased intra-hippocampal coherence in 
the gamma band, while interneuron spikes were hypersynchronized to the ongoing 
theta and gamma oscillations. No studies have as yet investigated hippocampal-
prefrontal interactions in this model. 
Animal models can also reflect environmental impacts known to increase risk for 
psychiatric disorders (McDonald and Murray, 2000). The maternal immune 
activation model recapitulates the impact of a viral infection during pregnancy, 
which has been linked to increased risk of schizophrenia for the child (Brown and 
Derkits, 2010). This model showed impaired dorsal hippocampal-prefrontal 
synchrony and phase-locking in delta, theta and low gamma frequency bands 
(Dickerson et al., 2010). A gene x environment double-hit model carrying a DISC1 
mutation as well as exposure to maternal immune activation further exacerbated the 
disruption to hippocampal-prefrontal coupling (Hartung et al., 2016). At postnatal 
day 8-10 double-hit animals had diminished hippocampal-prefrontal theta 
coherence, while by pre-juvenile age this switched to augmented coherence and 
increased hippocampal theta-prelimbic gamma PAC. This highlights the role of 
gene-environment interactions on the hippocampal-prefrontal network. 
Neurodevelopmental models aim to assess the impact of disruptions in neural 
development on network activity in adulthood. The mitotoxin 
methylazoxymethanol ecetate (MAM) model, where the toxin is administered 
during gestation at a sensitive time for limbic-cortical network development, shows 
impaired hippocampal-prefrontal interactions during sleep, as measured by 
disruptions in hippocampal ripple-cortical spindle synchrony (Phillips et al., 
2012a). While theta coherence during appeared normal during NREM sleep, task-
related changes in theta coherence were not examined in this study. 
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Collectively, these studies reveal that disruptions to hippocampal-prefrontal 
synchrony are common in a variety of genetic, environmental and 
neurodevelopmental models of psychiatric illness. A key question arises: by what 
mechanism do these diverse manipulations lead to disruptions in hippocampal-
prefrontal synchrony? The answer is still unclear. It could be through different 
mechanisms or a convergence on a common mechanism. The closest mechanistic 
link is that seen in the Zdhhc8+/- mice, where abnormalities seen in hippocampal 
projections to the cortex were shown to be directly responsible for impaired 
synchrony (Mukai et al., 2015; Tamura et al., 2016). Nonetheless, in the wider field 
there appears to be a convergence of risk genes onto pathways involved in synaptic 
plasticity and synaptic development (Hall et al., 2015), suggesting these studies are 
asking the right questions (Rosen et al., 2015). 
3.1.2 Spatial working memory and the discrete-trial alternation T Maze task 
Many of the above mentioned rodent studies linked deficits in the hippocampal-
prefrontal network to the spatial working memory demands of an alternation T 
maze task. Before discussing the T maze task, it is worth defining in more detail the 
cognitive demands it is thought to harness. Baddeley & Hitch (1974) first 
introduced the concept of working memory, defining it as a system to provide 
temporary storage and manipulation of information. In animal studies working 
memory acquired a slightly different definition, considered as a system that retains 
information that is necessary for only one trial, versus reference memory, where the 
memory is useful over more than a single trial (Olton et al., 1979). Spatial 
alternation in the T maze is an example of the former, while the Morris water maze 
is an example of the latter. The authors ascribed the memory system required for T 
maze alternation as working memory, because they argued that animals need to 
remember cues presented (i.e. did I go right or left?) but also when the cue was 
presented so it does not interfere with upcoming performance (i.e. did I go right or 
left in the last trial?). However, the underlying psychology of this task has been 
disputed. Sanderson & Bannerman (2012) present a thorough discussion of this 
issue and suggest alternation behaviour rather relies on short-term habituation to 
spatial stimuli, reflecting aspects of attentional processing. Nevertheless, the likely 
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contribution of the hippocampal-prefrontal network makes this a suitable task to 
explore any network disruptions as a consequence of Cyfip1 haploinsufficiency. 
Thought this caveat is important to note, to conform to the majority of the literature 
in the psychiatric genetics/in vivo electrophysiology fields, I will refer to the 
cognitive demands of this task as spatial working memory. 
An array of T maze-based tasks are commonly used in uncovering cognitive deficits 
linked to the hippocampal-prefrontal network in animal models. Alternation tasks, 
where the animal is required to choose the opposite arm to the one last visited, rely 
on a form of spatial working memory which harnesses the rodent’s natural tendency 
to explore recently unvisited areas. These types of tasks are sensitive to lesions of 
the dorsal hippocampus (Bannerman et al., 1999; McHugh et al., 2008; Rawlins and 
Olton, 1982) and prefrontal cortex (Granon et al., 1994), although there are mixed 
findings regarding the effect of lesions or inactivations of the ventral hippocampus 
(McHugh et al., 2008; Wang and Cai, 2006a). 
Alternation tasks can broadly be divided into continuous alternation and discrete-
trial alternation (Figure 3.2). Continuous alternation is often not rewarded (in this 
case it is referred to as spontaneous alternation) and does not use barriers at the 
choice point: on the first run, a rat will choose one arm, and in the subsequent run 
the correct choice is the opposite arm. Subsequent runs must alternate based on 
which arm the rat last visited, and each run constitutes a trial. In contrast, discrete-
trial alternation involves the use of a barrier at the T-junction in the first run, which 
guides the animal into one of the arms. In the next run, the barrier is removed, and 
the correct choice is to enter the opposite arm. In this version, each trial constitutes 
two runs, a guided and a choice run (Rawlins and Olton, 1982). A significant 
advantage of the discrete-trial alternation task is the presence of identical behaviour 
coupled with context-dependent cognitive demands. The ability to tease apart runs 
where spatial memory is invoked, i.e. in the choice run, is particularly useful when 
analysing network activity. Therefore, I decided to use a modified version of this 
task to investigate cognitive deficits in the Cyfip1+/- rat. 
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3.1.2.1 Use of the return arm T maze 
Discrete-trial alternation is typically run using a classical T maze, with a central 
stem arm, and two goal arms. The addition of return arms, connecting the reward 
location back to the base of the central arm (Jung et al., 1998a), has been particularly 
useful in simultaneous electrophysiology and behaviour experiments, as it does not 
require potentially noise-inducing handling of the rat after each trial (Ainge et al., 
2007a; Griffin et al., 2012; Hallock and Griffin, 2013; Lee et al., 2006; Shoji et al., 
2012; Wood et al., 2000). Its use in continuous T maze alternation, however, 
indicated that a no-delay version of the task may be independent of hippocampus 
(Ainge et al., 2007a), rather involving striatal circuitry mediating learning of a 
motor pattern to run figure-of-8 loops (Moussa et al., 2011). Combining the return-
arm T maze with a discrete-trial alternation task should interrupt the learning of a 
continuous motor pattern, generating a task that is hypothesised to be hippocampal-
dependent and compatible with electrophysiological recording. 
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Figure 3.2 | Schematics of different variations of T maze task. a, Discrete-trial 
alternation and continuous alternation in a classical T maze. Black bar indicates a barrier, 
red dot indicates food reward, yellow dashed line illustrates rat’s path on first run, blue line 
indicates subsequent run. b, Discrete-trial alternation and continuous alternation on the 
return arm T maze. In the rewarded alternation task, rats are held at the base of the T 
during the inter-trial interval while the next trial is set up, whereas in continuous alternation 
the rats run continuous loops. c, A delay can be added between the guided and choice 
runs in discrete-trial alternation, or between each run in continuous alternation. 
Experiments in this chapter use the tasks highlighted in yellow.  
3.1.3 Chapter aims 
In this chapter, I investigated the behavioural and neural network correlates of 
spatial working memory in Cyfip1+/- rats. Animals learned a discrete-trial 
alternation task on a return arm T maze and hippocampal-prefrontal network 
interactions were assessed during task performance. In addition, the impact of 
increasing task difficulty by introducing a delay was assessed.  
a
Guided run Choice run
Guided run Choice run
Discrete-trial Alternation Continuous Alternation
b Continuous Alternation
Continuous Alternation with delay
Discrete-trial Alternation
Discrete-trial Alternation with delay
Inter-trial
interval
Guided run Choice run
after delay
Inter-trial
interval
Next run
after delay
Next run
after delay
c
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Key hypotheses: 
• Cyfip1 haploinsufficiency has a negative impact on spatial working memory 
performance. 
• Hippocampal-prefrontal interactions necessary for this cognitive process 
are disrupted in Cyfip1+/- rats. 
• Cyfip1+/- rats are more sensitive than wild types (WT) to increases in task 
difficulty by the introduction of a delay. 
3.2 Methods 
3.2.1 Behaviour and surgery 
The discrete-trial alternation T maze task was run as described in Section 2.3 (page 
58) in General Methods. Animals were implanted with multisite LFP electrode 
drives, including targets to dorsal CA1 (dCA1), ventral HPC (vHPC) and prelimbic 
cortex (PRL), as described in Section 2.4 (page 60). 
3.2.2 Analysis 
3.2.2.1 Tracking data 
Tracking data were acquired by detecting coloured LEDs mounted on the headstage 
of each rat, sampled at 30 frames per second, time-locked to the 
electrophysiological data. Tracking data had to be manually cleaned by removing 
erroneous data points (caused by the camera detecting bright objects other than the 
LEDs), thus reducing the sampling frequency at some points. Due to slight 
movements of the maze between animals, tracking data needed to be aligned for 
group analysis purposes, by shifting and rotating each animal’s tracking data. 
3.2.2.2 LFP data 
Half of the animals were recorded at 1017 Hz sampling frequency, while others at 
2000 Hz due to updated hardware. Therefore, all data was down-sampled to 1017 
Hz. For further details on power, coherence, granger causality and phase-amplitude 
coupling analysis, see Section 2.5 (page 68). 
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3.2.2.3 Maze segment analysis 
For maze-based analyses, tracking data was segmented into 12 roughly equal 
segments using 13 trigger lines (Figure 3.4a). Using the Maze Query Language 
toolbox (Tom Jahans-Price, www.cs.bris.ac.uk/Research/MachineLearning/mql/), 
timestamps could be extracted for every crossing of the trigger lines, enabling 
analyses of behaviour and electrophysiology time-locked to different points on the 
maze (i.e. different trigger lines). 
3.2.2.4 Granger causality 
Trial-by-trial 6 second LFP epochs centred on trigger line 5 were concatenated to 
provide a single signal from the central arm of the maze for each animal. Granger 
causality values for the theta frequency band in the HPC→PFC direction and 
PFC→HPC direction were calculated and significance tested using a bootstrapping 
method as described in Chapter 2. Taking a ratio of the significant values for each 
direction showed which direction was more dominant.  
3.3 Results  
3.3.1 Behaviour 
3.3.1.1 Performance accuracy normal in Cyfip1+/- rats  
A group of 16 WT and 17 Cyfip1+/- began habituation on the T maze. Three Cyfip1+/- 
and one WT rat did not pass the habituation stage as they showed excessive freezing 
behaviour on the maze and did not consume the sucrose solution. One further 
Cyfip1+/- animal had to be excluded during the delay training due to apparent 
extreme anxiety on the maze. A Fisher’s Exact test confirmed a similar proportion 
of drop outs from each group (p = 0.165). 
The remaining animals progressed to running the reward alternation task (as 
described in Chapter 2) (Figure 3.3a). Performance accuracy during the first session 
of 10 trials was similarly high in Cyfip1+/- and WT rats, (WT: 83 ± 4%, Cyfip1+/-: 
81 ± 4%, p=0.69, independent sample t-test, Figure 3.3b) indicating that the task 
harnesses their natural tendency to alternate which arms to explore. Animals then 
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ran further daily sessions of 10 trials until achieving criterion (2 consecutive days 
of 80% or higher accuracy), after which they underwent surgical implantation. 
 
Figure 3.3 | T maze performance of Cyfip1+/- and WT rats. a, Schematic of return arm T 
maze task. b, Performance accuracy across three behaviour sessions. On first day and at 
criterion, WT (grey): n = 15, Cyfip1 (cyan): n = 14. Post-surgery, WT: n = 15 Cyfip1: n = 13. 
c, Percent of animals who achieved 2 consecutive sessions of 80% within the first 2 
sessions. d, Days to criterion, WT outlier in red is not included in the group mean. e, 
Performance accuracy for individual animals (top WTs, bottom Cyfip1) over consecutive 
training sessions, each animal represented by a different colour. Thin dotted lines connect 
the score from the last training session to the score on the recording day. f, Correlation of 
days each animal took to reach criterion vs performance accuracy on the recording day. 
Red line shows line of best fit. 
Performance accuracy during the post-surgery session was similar in both groups 
(WT: 76 ± 3%, Cyfip1: 79 ± 3%, p = 0.51, t-test, Figure 3.3b). Comparing criterion 
performance, taken as the mean of the last 2 sessions pre-surgery, to the first post-
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surgery recording session, showed a significant drop in performance accuracy in 
both groups (F1,26 = 20.20, p < 0.001, no genotype effect or interaction, ANOVA, 
Figure 3.3b). This could relate to a natural drop in performance accuracy due to 
lack of training in the peri-surgical period. Alternatively, it may relate to the fact 
that the first maze session post-surgery incorporated simultaneous 
electrophysiological data recording, which requires the rat being connected to a 
tether. While every effort was made to allow uninhibited movement while 
connected to the tether, the presence of the tether may have acted as a distraction. 
It is likely that a combination of these two factors led to the drop in performance on 
the recording day; however, this opened up the opportunity to analyse 
electrophysiological data from a more substantial number of error trials (see below). 
These results demonstrate that overall performance of the task was normal in 
Cyfip1+/- rats. 
3.3.1.2 Cyfip1+/- rats took longer to reach criterion performance 
While overall performance accuracy was similar across genotypes, there were some 
behavioural differences to note. Considering how quickly rats achieved criterion, 
ideal performance constitutes achieving ≥80% immediately in the first two days, 
i.e. ‘passing first time’. Of the WT rats, 60% passed first time, vs. only 29% of 
Cyfip1+/- rats, although a chi square test for association between genotype and 
passing first time did not reach significance (χ2(1) = 2.89, p = 0.089, Figure 3.3c). 
Following from this, comparing days to criterion between groups, Cyfip1+/- rats took 
significantly more days to reach criterion (p = 0.024, Mann-Whitney U test, Figure 
3.3d; one WT was excluded as an outlier). I next tested whether the number of days 
to criterion related to the performance during the post-surgery recording session: 
there was a trending negative correlation between these variables (Spearman’s rho 
= -0.35, p = 0.069, Figure 3.3f), and in both groups animals who took the most days 
to reach criterion performed the worst on the recording session (Figure 3.3e). This 
suggests Cyfip1+/- rats were less able to maintain consistent performance over 
consecutive sessions. 
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Figure 3.4 | T maze running speed. a, Representative tracking data from the return arm 
T maze, with trigger lines used for analyses marked and numbered. The segment of the 
same number always comes after the associated trigger line. T-junction analyses centre 
around trigger line 5 (green). b, Heatmaps showing instantaneous speed at different 
segments of the maze, averaged over trials for each animal, and over animals. c, Upper, 
running speed in each segment of the maze (segments numbers follow corresponding 
trigger line in a), averaged over trials and animals. Solid lines represent guided runs, 
dashed lines represent choice runs. Middle, distance covered by head movements in each 
segment of the maze, averaged over trials and animals. Lower, time spent in each segment 
of the maze. d, Number of trials during the recording session. e, Median time between 
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crossing trigger line 8 and trigger line 13, averaged over trials. *p<0.05. WT: n = 15, Cyfip1: 
n = 13. 
3.3.1.3 Cyfip1+/- rats had slower running speeds on the maze 
Behavioural data are presented from the post-implantation recording session, with 
one recording session per animal, from 15 WT and 13 Cyfip1+/- rats. One Cyfip1+/- 
rat died during surgery. 
During the recording session, Cyfip1+/- rats had overall significantly slower running 
speeds compared to WT animals (p = 0.017, t-test, data not shown). This difference 
in running speed, however, did not impact the overall number of trials run in the 40 
minute session, with average trial number similar between genotypes (WT: 21 ± 
1.6%, Cyfip1+/-: 20 ± 1.3%, p=0.48, t-test, Figure 3.4d). To explore whether running 
speed on different segments of the maze differed during guided or choice runs 
(Figure 3.4a), I ran a three-way mixed ANOVA with within-subject factors of run 
type and maze segment. This test confirmed that Cyfip1+/- rats ran slower than WT 
(main effect of genotype: F1,24 = 6.81, p = 0.015); while there was no main effect 
of run type (F1,24 = 1.36, p = 0.26) or genotype by run type interaction (F1,24 = 1.9, 
p = 0.18) , there was a significant run type by segment interaction (F11,264 = 7.71, p 
< 0.001) (Figure 3.4b, c). 
To explore where on the maze there were run type-dependent speed differences, a 
series of paired t-tests were run to confirm the simple main effects. In maze 
segments 12 and 1, guided runs were faster than choice runs by 2-3 cm/s (p < 0.05), 
while in maze segments, 4, 7 and 8 choice runs were faster (p < 0.05). The effect 
size was greatest in segment 4, where there was an increase in speed of 5.7 ± 
0.76cm/s, which reflects a faster run in the latter part of the central arm during 
choice runs. This difference between guided and choice runs on this segment of the 
maze may impact interpretation of electrophysiological findings that are affected 
by speed, as discussed below.  
Analysing distance covered by the head-mounted LED in each maze segment, or 
time spent in each segment, could shed light on whether animals were running 
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straight through a segment, or exploring beyond the maze track, such as rearing and 
leaning over the maze wall (Figure 3.4c). Distance moved data were log 
transformed to bring them within a normal distribution. There was no main effect 
of genotype (F1,24 = 0.48, p = 0.49), but a significant segment by run type interaction 
(F11,264 = 3.5, p < 0.001), and analysis of simple effects revealed that in guided runs 
animals covered slightly more distance in segments 4 and 5 (p < 0.05, paired t-test). 
The difference was small (average of 2-6cm more distance covered in guided runs 
than in choice runs [segment length ~35cm]) and likely due to animals sniffing the 
barrier before they made the turn. Segment 8 has a notable increase in distance 
covered, which is explained by a behaviour typically observed in many rats. The 8th 
trigger line was positioned immediately before the reward. Rats would typically run 
directly to the reward point, cross the trigger line, consume the reward, and then 
instead of continuing through segment 8, they would rotate back and show 
exploratory behaviour towards the corner of the room. This can be seen in the 
example tracking data in Figure 3.4a as a cluster of position data points in the 
corners of the maze. The observation that this interest in this corner was higher on 
the left of the maze than on the right, suggests there is something of interest to the 
rats here. I believe this could be explained by the fact that the sleepbox, where their 
homecage was sitting, is in the far left corner of the room, and perhaps the rats could 
detect the presence of their homecage. This issue may have been resolved if I had 
used a black curtain to surround the maze, but this would still not have masked the 
scent of their homecage, which presumably is what they detected in the dimly lit 
room. 
Together, these data indicate that Cyfip1+/- rats consistently run slower on most 
segments of the maze, although their exploratory behaviour on the maze was 
consistent with WTs. 
3.3.1.4 Cyfip1+/- rats have longer intervals between guided and choice runs 
The exploratory behaviour following reward consumption introduced an 
unintended delay between reward consumption and the start of the choice run 
(following a guided run) or the end of the trial (following a choice run). A difference 
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in the delay between guided and choice runs could impact the demands on the 
working memory system. While the shortest return arm time interval between 
reward consumption (trigger line 8) and start box return (trigger line 13) was 3-4 
seconds, actual times for this interval on guided runs ranged between 4-108 seconds 
for WT and 3-106 seconds for Cyfip1+/- rats. Each animal’s return arm run times 
were positively skewed, so the median was taken to represent the average. 
Comparing these medians between groups revealed a significant difference between 
genotypes in the time taken to run the return arm (WT: 16.6 ± 1 s, Cyfip1: 21.1 ± 2 
s, p = 0.011, Mann-Whitney U test, Figure 3.4e). This may complicate the 
interpretation of the behaviour seen in this task, as cognitive deficits can be delay 
dependent. However, as the difference in the average ‘delay’ between groups is 
only ~5 seconds, I consider this of limited consequence, particularly as delays are 
normally introduced at greater intervals, e.g. 30s, 60s, 90s (Aggleton et al., 1997; 
Aultman and Moghaddam, 2001; Clinton et al., 2006). Furthermore, it does not 
appear that performance is affected by this difference. 
3.3.2 Hippocampal-prefrontal network during maze task 
To explore the impact of Cyfip1 haploinsufficiency on the hippocampal-prefrontal 
network during working memory, I examined LFP signals from this network during 
the T maze task. Analyses focussed on central arm and T-junction decision point of 
the maze, where rats presumably harness spatial working memory to inform their 
decision at the T-junction. To extract the relevant segments of behaviour, I extracted 
6 s or 2 s epochs centred around the timestamp at trigger line 5, i.e. immediately 
before the turn. While the behaviour could be quite variable, with animals sniffing 
the maze or barrier, the 6 second windows generally captured paths of the rat 
spanning the central arm, turn, and T arm (Figure 3.5a), while the two second 
windows captured latter part of central arm, turn, and some of the T arm. The 
following analyses refer to data from correct trials only. 
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Figure 3.5 | Power spectra for PRL, dCA1, and vHPC on T maze. a, Heatmaps indicating 
paths captured by extracting a 6 s time window centred on trigger line 5, immediately before 
the T-junction. Colour represents the average number of times each pixel was visited, 
averaged across trials and animals. b, Representative (WT in grey, Cyfip1 in cyan) raw 
LFP traces from PRL, dCA1 and vHPC from the 6 second window as in a.  c, Normalized 
power spectrums for PRL, dCA1 and vHPC in the 0-40 Hz range during the 6 s window. 
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*refers to significant difference in peak theta frequency, with Cyfip1 slightly slower. d, 
Normalized power spectrums for PRL, dCA1 and vHPC in the 20-100 Hz range during the 
6 s window. Values between 49-51 Hz have been removed to mask 50Hz line noise. WT: 
n = 14, Cyfip1: n = 13. 
3.3.2.1 Slower theta rhythm in CA1 of Cyfip1+/- rats, but normal power 
Six second epochs centred on trigger line 5 around the T-junction were used to 
analyse oscillations in hippocampus and PRL (Figure 3.5b). Mean power at theta 
(6-10 Hz) and gamma (30-90 Hz) frequencies was not significantly different 
between genotypes (Figure 3.5c,d) in dCA1 (theta: p = 0.12, gamma: p = 0.27, t-
tests), vHPC (theta [1 WT and 2 Cyfip1 outliers removed]: p = 0.28, gamma: 0.458, 
Mann-Whitney U test) or PRL (theta: p = 0.83, gamma: p = 0.65, t-tests). However, 
peak theta frequency in dCA1, identified in each rat as the frequency with maximum 
power within the theta frequency range, was found to be slightly slower in Cyfip1+/- 
rats (WT: 7.9 ± 0.08 Hz, Cyfip1: 7.5 ± 0.12, p = 0.029, t-test). This difference did 
not reach significance in the vHPC (WT: 7.71 ± 0.18 Hz, Cyfip1: 7.31 ± 0.17, p = 
0.057, Mann-Whitney U test). 
Theta frequency is known to be modulated by running speed (Li et al. 2012; 
Vanderwolf 1969; Morris et al. 1976; McFarland et al. 1975). As Cyfip1+/- rats 
tended to run more slowly on the maze, this difference in dCA1 theta frequency 
may be accounted for by a difference in running speed. I ran the analysis on a subset 
of runs where the average run speed was limited to a narrower speed range of 25-
35 cm/s, thus eliminating group differences in run speed (p = 0.22, t-test, data not 
shown). On this subset of trials, the peak theta frequency was not significantly 
different between genotypes (p = 0.072, t-test). This suggests that while Cyfip1+/- 
rats had significantly slower theta rhythm, it is likely the difference in peak theta 
frequency is modulated by speed rather than by genotype. 
3.3.2.2 Phase-amplitude coupling reduced in dCA1 
PAC was assessed in WT and Cyfip1+/- rats to quantify the degree to which theta 
frequency is able to modulate gamma frequency within PRL, dCA1 and vHPC. 
There is some evidence that theta-gamma coupling within hippocampus may be 
modulated by memory demand (Montgomery and Buzsáki, 2007; Schomburg and 
Hippocampal-prefrontal network  
 
106 
 
Fernández-Ruiz, 2014), therefore analysis was split over guided and choice runs. 
Timestamps for guided and choice runs were taken between trigger line 1 and 8, 
covering signals from the central arm to the reward point. Within PRL, a clear hot-
spot of theta-gamma coupling was seen between theta and fast gamma in both 
genotypes (Figure 3.6a). Peak modulating (i.e. theta) frequency was equivalent 
between groups, as was peak modulated (i.e. gamma) frequency, as inspected from 
Figure 3.6b and c. By taking the mean of modulation index values bounded by a 
box encompassing 6-10 Hz phase frequency and 65-150 Hz amplitude frequency, 
theta-gamma coupling within PRL was compared between groups and across run 
types (Figure 3.6d), finding no effect of run type (F1,25 = 0.47, p = 0.50) or genotype 
(F1,25 = 0.061, p = 0.81), and no significant interaction (F1,25 = 0.061, p = 0.80) . 
Two outliers were identified in the Cyfip1+/- group, but as they did not change the 
results of the test, were left in the analysis. 
 
Figure 3.6 | Theta-gamma phase-amplitude coupling within PRL. a, Run and animal 
averaged comodulograms of WT (upper) and Cyfip1 (lower) showing theta-gamma 
coupling withinin PRL on guided and choice runs. Colour represents modulation index (MI). 
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b, Averaged modulation indices as a function of modulated frequencies (shown only for 
choice runs for clarity), i.e. the equivalent of collapsing the comodulograms in the x-
direction. The peak modulated frequency can be seen. c, Averaged modulation indices as 
a function of modulating frequencies (shown only for choice runs for clarity), i.e. the 
equivalent of collapsing the comodulograms in the y-direction. The peak modulating 
frequency can be seen. d, Theta-fast gamma (65-150 Hz) coupling in the PRL. Outliers are 
circled in red, but were part of the group analyses as they did not affect the outcome. WT 
(grey): n = 14, Cyfip1 (cyan): n = 13. 
Within dCA1, two distinct hot-spots of PAC were observed, as previously found 
(Colgin et al., 2009), so gamma frequency was divided into slow (25-60 Hz) and 
fast gamma (65-150 Hz) (Figure 3.7a). Peak modulating frequency was equivalent 
between groups, as was peak modulated frequency, as inspected from Figure 3.7b 
and c. Following removal of three Cyfip1+/- outliers, a significant reduction in theta-
slow gamma coupling was seen in Cyfip1+/- rats (main effect of Genotype: F1,22 = 
6.80, p = 0.016) with no effect of run type (F1,22 = 0.26, p = 0.61) and no interaction. 
While theta-fast gamma coupling was numerically lower in Cyfip1+/- rats, this was 
not significant (F1,25 = 0.33, p = 0.57), and there was no effect of run type (F1,25 = 
0.22, p = 0.65) and no interaction. 
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Figure 3.7 | Theta-gamma phase-amplitude coupling within dCA1. a, Run and animal 
averaged comodulograms of WT (upper) and Cyfip1 (lower) showing theta-gamma 
coupling withinin dCA1 on guided and choice runs. Colour represents modulation index. b, 
Averaged modulation indices as a function of modulated frequencies (shown only for 
choice runs for clarity), i.e. the equivalent of collapsing the comodulograms in the x-
direction. The peak modulated frequency can be seen. c, Averaged modulation indices as 
a function of modulating frequencies (shown only for choice runs for clarity), i.e. the 
equivalent of collapsing the comodulograms in the y-direction. The peak modulating 
frequency can be seen. d, Left, theta-slow gamma (25-60 Hz) coupling in dCA1. Right, 
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theta-fast gamma (65-150 Hz) coupling in dCA1. Outliers are shown in red, these were not 
part of the group analyses. *p<0.05 for main effect of genotype, ANOVA. WT (grey): n = 
14, Cyfip1 (cyan): n = 13. 
Within vHPC, there were hotspots at theta-slow gamma and theta-fast gamma 
(Figure 3.8). Peak modulating frequency appeared slower in Cyfip1 rats (Figure 
3.8c), corresponding to the slower theta seen in the power spectra between groups. 
Data was log-transformed to bring the data into a normal distribution, and following 
removal of 1 Cyfip1 outlier for slow gamma, and 2 Cyfip1 outliers and 1 WT outlier 
for fast gamma, there was no significant different between genotypes (slow gamma: 
F1,24 = 0.063, p = 0.804, fast gamma: F1,22 = 0.005, p = 0.95 ) or effect of run type 
(slow gamma: F1,24 = 1.7, p = 0.21, fast gamma: F1,22 = 1.3, p = 0.72) and no 
interaction (Figure 3.8d). 
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Figure 3.8 | Theta-gamma phase-amplitude coupling within vHPC. a, Run and animal 
averaged comodulograms of WT (upper) and Cyfip1 (lower) showing theta-gamma 
coupling withinin vHPC on guided and choice runs. Colour represents modulation index. b, 
Averaged modulation indices as a function of modulated frequencies (shown only for 
choice runs for clarity), i.e. the equivalent of collapsing the comodulograms in the x-
direction. The peak modulated frequency can be seen. c, Averaged modulation indices as 
a function of modulating frequencies (shown only for choice runs for clarity), i.e. the 
equivalent of collapsing the comodulograms in the y-direction. The peak modulating 
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frequency can be seen. d, Left, theta-slow gamma (25-60 Hz) coupling in dCA1. Right, 
theta-fast gamma (65-150 Hz) coupling in dCA1. Outliers are shown in red, these were not 
part of the group analyses. WT(grey): n = 14, Cyfip1 (cyan): n = 13. 
Together, these findings show that phase-amplitude coupling was disrupted within 
the dCA1 of Cyfip1+/- rats, although PAC was not modulated by run type as had 
previously been found. 
3.3.2.3 Theta coherence normally modulated by context in Cyfip1+/- rats 
Aside from a reduction in PAC in the hippocampus, Cyfip1+/- oscillations in 
hippocampus and PRL appear largely normal. Next, I investigated the interactions 
between hippocampus and PRL in Cyfip1+/- and WT rats. Analysing the 6 second 
window surrounding the decision point highlighted a hotspot of coherence in the 
centre of this time window (Figure 3.9a,b). Therefore, to narrow the focus of the 
analysis, subsequent analyses were based on a 2 second window centred around 
trigger line 5 i.e. immediately before the turn (Figure 3.9c). Theta coherence in this 
window was compared between guided and choice runs in WT and Cyfip1+/- rats. 
Hippocampal-prefrontal network  
 
112 
 
 
Figure 3.9 | HPC-PRL coherence on T maze. a, Trial and animal averaged coherograms 
for dCA1 and PRL, zero-aligned to trigger line 5, WT upper row, Cyfip1 lower row. Colour 
represents coherence, white trace represents mean theta (6-10 Hz) coherence during this 
time window, with values corresponding to right hand axis (Top row WT: n = 14, Bottom 
row Cyfip1: n = 13). b, Same as a for vHPC and PRL. c, Heatmaps indicating paths 
captured by extracting a 2 s time window centred on trigger line 5, immediately before the 
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T-junction. Colour represents the average number of times each pixel was visited, 
averaged across trials and animals. d,e, Peak theta coherence between dCA1 (d) and 
vHPC (e) and PRL. Taken from the central third of the coherograms in a and b, i.e. in the 
2 s time window shown in c, split by guided or choice runs. *p<0.05 for main effect of run 
type. f, g, Representative coherency plots from an individual animal showing change in 
coherency in the theta range between guided and choice runs for dCA1-PRL (f) and vHPC-
PRL (g) coherence. Dashed line represents confidence level at p = 0.05. WT (grey): n = 
14, Cyfip1 (cyan): n = 13. 
Peak theta coherence between dCA1 and PRL was significantly elevated in choice 
runs, but there was no difference between genotypes (WT Guided: 0.45 ± 0.445, 
WT Choice: 0.50 ± 0.044; Cyfip1 Guided: 0.43 ± 0.05, Cyfip1 Choice: 0.49 ± 0.05; 
Run type main effect: F1,25 = 15.66, p < 0.001; Genotype main effect: F1,25 = 0.054, 
p = 0.82), and no significant interaction (F1,25 = 0.149, p = 0.70) (Figure 3.9d). The 
equivalent pattern was seen for vHPC and PRL coherence (WT Guided: 0.41 ± 
0.048, WT Choice: 0.45 ± 0.046; Cyfip1 Guided: 0.37 ± 0.039, Cyfip1 Choice: 0.42 
± 0.045; Run type main effect: F1,25 = 13.26, p = 0.001; Genotype main effect: F1,25 
= 0.387, p = 0.539), and no significant interaction (F1,25 = 0.19, p = 0.667) (Figure 
3.9d). Three outliers were identified within the vHPC-PRL guided coherence, but 
as the results of the ANOVA were unaffected by their removal, they were kept in 
the analysis. 
It has been shown that amplitude covariations between theta-frequency signals 
could artificially increase coherence (Srinath and Ray, 2014). Therefore, it was 
important to confirm that changes in theta power in these regions was not biasing 
the changes seen in coherence. Hippocampal theta power and PRL theta power were 
not modulated by run type (dCA1: Run type main effect: F1,25 = 8.41, p = 0.37; 
Genotype main effect: F1,25 = 0.302, p = 0.59, no significant interaction; vHPC: 
Run type main effect: F1,25 = 1.54, p = 0.23; Genotype main effect: F1,25 = 0.05, p 
= 0.83, no significant interaction; PRL: Run type main effect: F1,25 = 0.005, p = 
0.94; Genotype main effect: F1,25 = 0.302, p = 0.59, no significant interaction) 
(Figure 3.10). 
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Figure 3.10 | Theta power by run. Normalized theta power in the PRL, dCA1 and vHPC 
regions. WT (grey): n = 14, Cyfip1 (cyan): n = 13. 
Others have found that HPC-PRL functional connectivity prior to training could 
predict the number of days to criterion (Mukai et al., 2015; Sigurdsson et al., 2010). 
While in this study, network activity recordings were not made during the 
acquisition of the task, the greater number of days required to reach criterion may 
reflect a deficit in the HPC-PRL network which could persist beyond training. 
However, there was no significant correlation between dorsal or vHPC-PRL theta 
coherence and days to criterion on a rat-by-rat basis (dCA1-PRL : Spearman’s rho 
= -0.109, p = 0.59, vHPC-PRL: Spearman’s rho = 0.079, p = 0.70) (Figure 3.11). 
vHPC
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Figure 3.11 | Relationship between theta coherence and days to criterion. Correlation 
showing days to criterion vs theta coherence on choice runs in dorsal and vHPC. Each 
data point represents one animal, WT in grey, Cyfip1 in cyan. Red line represents line of 
best fit. WT: n = 14, Cyfip1: n = 13. 
3.3.2.1 Hippocampus leads prelimbic signal 
Granger causality was calculated to infer the directionality of the synchrony 
observed between HPC and PRL during choice runs (Figure 3.12). Consistent with 
the anatomy, in both genotypes, dCA1 leading PRL was significantly more 
dominant than PRL leading dCA1 in the theta frequency band (main effect of 
leading direction: F1,25 = 17.3, p < 0.001), but no main effect of genotype (F1,25 = 
0.049, p = 0.83) (Figure 3.12a). Bootstrapping showed that theta frequency 
causality in the dCA1→PRL direction was significant in 13/14 WT rats, vs only 
10/13 Cyfip1+/- rats, although a Fisher’s exact test to show a difference between 
groups was not significant (p = 0.37,data not shown). Analysing only animals with 
a significant dCA1→PRL lead, the ratio of dCA1:PRL leading was similar in WT 
and Cyfip1+/- rats (p = 0.124, t-test, Figure 3.12b).  
vHPC
r = -0.109
p = 0.59
r = 0.079
p = 0.70
dCA1
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Figure 3.12 | HPC-PRL coherence on T maze. a,c, Granger causality showing 
directionality of the interaction between dCA1-PRL (a) and vHPC-PRL (c). Dashed lines 
represent causality from HPC to PRL, while solid lines represent causality from PRL to 
HPC. Text at top of figure summarises dominant directionality at theta frequency in each 
genotype. b,d, Ratio of HPC → PRL vs PRL→ HPC directionality. Outliers in d are marked 
in red and are not included in the group analysis. WT: n = 14, Cyfip1: n = 13. 
 
Similarly, vHPC leading PRL was the more dominant direction (main effect of 
leading direction: F1,25 = 6.24,p = 0.019), with no genotype effect (: F1,25 = 0.94, p 
= 0.34, 2 WT and 1 Cyfip1 outlier did not affect results) (Figure 3.12c). However, 
bootstrapping showed that theta frequency causality in the vHPC→PRL direction 
was significant in 11/14 WT rats, but only 6/13 Cyfip1+/- rats, although this was not 
significant (p = 0.12, Fisher’s exact test, data not shown). Analysing only animals 
with a significant vHPC→PRL lead, the ratio of vHPC:PRL leading was not 
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significantly different between genotypes (p = 0.241,t-test, 1 Cyfip1, 1 WT outliers 
removed, Figure 3.12d). Thus, for most animals, the dominant directionality of the 
signal was from hippocampus to cortex, but genotype did not affect this. 
3.3.2.2 Running speed and theta coherence changes 
As theta power can be affected by running speed (Li et al. 2012; Vanderwolf 1969; 
Morris et al. 1976; McFarland et al. 1975), it was important to assess whether 
running speed might modulate coherence. Analysing running speed in the 6 second 
window around the decision point shows that choice runs were faster than guided 
runs in both genotypes (run type main effect: F1,25 = 15.98, p < 0.001). While an 
earlier analysis found Cyfip1+/- rats ran slower (see Section 3.3.1.3, page 101), the 
genotype main effect only approached significance for this segment (F1,25 = 3.74, p 
= 0.064, Figure 3.13a). This difference in behaviour across guided and choice runs 
is problematic, as it complicates the dissociation of overt behavioural differences 
from differences in network activity in general and theta coherence in particular. 
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Figure 3.13 | Running speed difference during guided and choice runs. a, Running 
speed in guided and choice runs from a 6 s window centred around trigger line 5, 
immediately before the T-junction (WT grey, Cyfip1 cyan). *p<0.05 for main effect of run 
type, ANOVA. b, Scatter plot between average running speed over the 6 s window vs the 
average dCA1-PRL theta coherence in the same window, WT left, Cyfip1 right. Each 
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animal’s trials are represented by datapoints in the same colour. c,d, Speed (upper) and 
theta coherence (lower) for all runs by one representative WT (c) and Cyfip1 (d) rat. Each 
row represents one run. Note the peaks in speed and coherence do not occur at the same 
point. e, Instantaneous running speed and dCA1-PRL theta coherence over the 6 s window, 
averaged over trials and animals. Note that the peak in running speed does not align with 
the peak in theta coherence in either run type or genotype f, A subset of runs within the 25-
40 cm/s speed range were analysed, showing no difference between running speed 
between guided and choice runs. g, dCA1-PRL theta coherence in the running speed 
regulated subset of trials in f. *p<0.05 for main effect of run type, ANOVA. WT: n = 14, 
Cyfip1: n = 13.  
To explore whether running speed might contribute to the enhanced coherence seen 
in choice runs, I correlated instantaneous running speed with instantaneous dCA1-
PRL theta coherence for each rat. Taking all run types, there is a significant positive 
correlation between running speed and theta coherence (WT: r = 0.109, p < 0.001, 
Cyfip1: r = 0.355, p < 0.001, Pearson’s correlation, Figure 3.13b). This prompted 
me to explore this possible caveat further. As rats approach the T-junction on the 
maze they often accelerate and, while this broadly coincides with the increase in 
theta coherence, I asked whether the peak running speed coincided with peak theta 
coherence. In both genotypes and across both types of run, mean instantaneous 
running speed peaks just before the turn, whereas mean theta coherence peaks just 
after the turn (Figure 3.13c,d,e). This provides some evidence that the peak in theta 
coherence is dissociable from increased running speed. 
Furthermore, by excluding runs outside of the 25-40 cm/s speed range, thereby 
restricting analyses to runs where there was no significant speed difference between 
guided and choice runs (run type main effect: F1,25 = 1.435, p = 0.24, Figure 3.13f), 
I was able to dissociate any theta coherence differences from running speed. On this 
subset of trials, the main effect of guided vs. choice run type on dCA1-PRL theta 
coherence was still present (F1,25 = 9.418, p = 0.005, Figure 3.13g). 
3.3.2.3 Theta coherence is not modulated by run type in error trials 
Data from 72 error trials from 14 WT and 53 error trials from 12 Cyfip1+/- rats were 
analysed. Interestingly, during error trials, running speed was slower in choice runs 
than in guided runs, the opposite to what is seen in correct trials (run type main 
effect: F1,24 = 9.51, p = 0.005, genotype main effect: F1,24 = 2.20, p = 0.15, no 
interaction) (Figure 3.14a). This may be due to distraction during these trials, 
Hippocampal-prefrontal network  
 
120 
 
leading to an error, or it might reflect uncertainty in the upcoming choice. Theta 
coherence between dCA1 and PRL was not modulated by run type in error trials 
(run type main effect: F1,24 = 2.81, p = 0.107, genotype main effect: F1,24 = 0.254, 
p = 0.619, no interaction; note: Levene’s test for equality of error variance was 
violated in error choice trials) (Figure 3.14b,d), nor was vHPC-PRL coherence (trial 
type main effect: F1,24 = 2.33, p = 0.14, genotype main effect: F1,24 = 0.57, p = 0.46, 
no interaction) (Figure 3.14c,e). Previously, error trials have been found to correlate 
with reduced coherence compared to correct trials (Jones and Wilson, 2005). In 
contrast to these findings, my data show an increase in coherence in error choice 
runs compared to correct choice (trial outcome main effect: F1,24 = 8.41, p = 0.008, 
genotype main effect: F1,24 = 0.19, p = 0.67, no interaction) (data not shown). It is 
not clear why this would be the case, but considering there were significantly fewer 
error than correct trials per animal (WT: 17.1 ± 1.5 correct, 5 ± 0.6 error, Cyfip1: 
16.6 ± 1.2 correct, 4.4 ± 0.7 error; main effect of trial outcome: F1,24 = 93.4, p < 
0.001, no genotype effect or interaction), error trial data are inherently less reliable. 
Thus, while overall coherence was higher in error trials, it appears that an increase 
in theta coherence during choice relative to guided runs correlated with making a 
correct choice. 
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Figure 3.14 | HPC-PRL coherence on T maze during error trials. a, Running speed in 
the 6 s window centred on trigger line 5, split by guided and choice runs. *p<0.05 for main 
effect of run type, ANOVA b, Trial and animal averaged coherograms for dCA1 and PRL, 
zero-aligned to trigger line 5, WT upper row, Cyfip1 lower row. Colour represents 
coherence, white trace represents mean theta (6-10 Hz) coherence during this time 
window, with values corresponding to right hand axis (Top row WT: n = 14, Bottom row 
Cyfip1: n = 12). c, Same as b for vHPC and PRL. d,e, Mean theta coherence between 
dCA1 (d) and vHPC (e) and PRL. Taken from the central third of the coherograms in a and 
b,, split by guided or choice runs. WT (grey): n = 14, Cyfip1 (cyan): n = 12.  
 
3.3.2.4 Phase-amplitude coupling between HPC-PRL normal in Cyfip1+/- rats 
PAC was assessed in WT and Cyfip1+/- rats as a further means to interrogate the 
functional coupling across the HPC-PRL network (Figure 3.15). As before, 
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timestamps for each guided and choice runs were taken between trigger line 1 and 
8, encompassing signals from the central arm to the reward point. Cross-regional 
hippocampal theta-prefrontal gamma coupling was assessed. There was a clear hot-
spot in the theta-fast gamma range for dCA1-PRL, and log-transformed data 
showed it was unaffected by genotype (F1,25 = 0.33, p = 0.57) or run type (F1,25 = 
0.003, p = 0.96), with no interaction (Figure 3.15a,b). vHPC-PRL theta-fast gamma 
coupling data was log-transformed and was similarly unaffected by genotype (F1,23 
= 0.018, p = 0.89) or run type (F1,23 = 2.33, p = 0.14) (Figure 3.15c,d). Two Cyfip1 
outliers did not affect this result. The striking similarity between the local PRL 
comodulogram and the cross-regional comodulograms raises the possibility that 
theta from the hippocampus is volume conducted to the PRL (Sirota et al., 2008), 
therefore it would be difficult to disentangle whether local PRL gamma is 
modulated by local theta, volume conducted hippocampal theta, or theta imposed 
via long-range projections. However, the fact that previous analyses of coherence, 
which would be expected to be impacted by volume conduction, are largely 
consistent with previous studies, suggests volume conduction does not play a 
significant role in these PAC analyses. 
These findings suggest there is no effect on coupling across the HPC-PRL network, 
which is consistent with the lack of changes seen in overall theta coherence.  
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Figure 3.15 | Theta-gamma phase-amplitude coupling across hippocampus and PRL. 
a,c,Trial and animal averaged comodulogram of WT (top) and Cyfip1 (bottom) showing 
dCA1 (a) and vHPC (c) theta-PRL gamma coupling . Colour represents modulation index. 
b,d Theta-fast gamma coupling across dCA1-PRL (b) and vHPC-PRL (d) . Red makers 
were outliers that were not included in group analyses. WT in grey, Cyfip1 in cyan. 
3.3.3 Delayed T maze 
Introducing a delay between the guided and choice run of a T maze increases task 
difficulty by augmenting spatial working memory demands (Shoji et al., 2012). 
Therefore, to challenge the Cyfip1+/- rats I ran a pilot study with a 5 minute delay 
version of the task with a subset of the animals. Data are presented from one 
recording session per animal, from 8 WT and 5 Cyfip1+/- rats. A sixth Cyfip1+/- rat 
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began a delayed trial but was not able to complete 10 baseline trials in a practicable 
time, due to apparent anxiety on the maze. 
3.3.3.1 Behaviour drops to 50% in both groups 
Rats were given a baseline “reminder” training session with the no-delay task, 
where both groups achieved above 80% criterion (WT: 83.8 ± 1.8%, Cyfip1: 90.0 
± 4.5%). Twenty trials of the delay task session were run the following day. 
Strikingly, both groups had a significant drop in performance to chance levels (WT: 
51.3 ± 4.0%, Cyfip1: 52.0 ± 4.4%; session main effect: F1,11 = 117.64, p < 0.001, 
main effect of genotype: F1,11 = 0.727 p = 0.41, interaction: F1,11 = 0.716, p = 0.42) 
(Figure 3.16a). 
It appeared during the delay task session that some rats might have developed a side 
preference, as they often made errors in the same direction. I explored this by 
calculating a side preference index (Equation 1).  
𝑆𝑖𝑑𝑒 𝑝𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑖𝑛𝑑𝑒𝑥 =  
𝑅𝑖𝑔ℎ𝑡 𝑠𝑖𝑑𝑒 𝑒𝑟𝑟𝑜𝑟𝑠 − 𝐿𝑒𝑓𝑡 𝑠𝑖𝑑𝑒 𝑒𝑟𝑟𝑜𝑟𝑠
𝑇𝑜𝑡𝑎𝑙 𝑒𝑟𝑟𝑜𝑟𝑠
        (1) 
Thus, a positive side preference index means the rat would more often make an 
error by entering the left arm, whereas a negative side preference index indicates 
more errors made by entering the right arm. There was not a clear bias towards one 
side, so the absolute values of the side preference index were taken to ask whether 
a general side preference existed. A t-test for unequal variances showed a trend for 
Cyfip1+/- rats to be more likely to develop a side preference (p = 0.079), and one-
sample t-tests showed both groups had side preferences, as their indexes were 
significantly different from zero(WT: p = 0.001, Cyfip1: p = 0.022) (Figure 3.16b). 
Notably, two Cyfip1+/- animals had side preference index scores of -1 and 1 
respectively, meaning they chose their preferred arm on every single trial. 
3.3.3.2 Normal running speed, theta frequency, and power spectra 
Analysing running speed in the 6 second window around the decision point found 
no difference between guided and choice runs (F1,11 = 0.165, p = 0.69), or between 
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genotypes (F1,11 = 0.321, p = 0.58) (Figure 3.16c). Dorsal CA1 peak theta frequency 
was not different between genotypes (p = 0.502, t-test, data not shown), which lends 
support to the suggestion from the no-delay task that any differences in peak theta 
frequency were due to changes in running speed. 
As before, 6 second epochs centred around the T-junction were used to analyse 
oscillations in hippocampus and PRL. Mean power at theta (6-10 Hz) and gamma 
(30-90 Hz) frequencies was not significantly different between genotypes in dCA1 
(theta: p = 0.17 [1 WT outlier did not affect result], gamma: p = 0.95,t-tests), PRL 
(theta: p = 0.14, gamma: p = 1.0, Mann Whitney U test, following removal of 1 
Cyfip1+/- outlier), or vHPC (theta: p = 0.19, gamma: p = 0.45, t-tests). 
 
Figure 3.16 | Behaviour on T maze with 5 minute delay. a, Performance accuracy at the 
baseline session with no delay, and the session with the 5 minute delay. b, Side preference 
index, calculated as the difference between right and left errors divided by total errors. c, 
Running speed in guided and choice runs from a 6 s window centred around trigger line 5, 
immediately before the T-junction. WT in grey, Cyfip1 in cyan.  
3.3.3.3 No modulation of theta coherence by run type in either group 
As in the no delay task, theta coherence prior to the T-junction was compared 
between guided and choice runs in WT and Cyfip1+/- rats (theta and gamma power 
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c
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were similar between genotypes, p>0.05, Figure 3.17a and b). In contrast to the no 
delay task, during the delay task dCA1-PRL peak theta coherence was not increased 
in choice relative to guided runs (WT Guided: 0.46 ± 0.54, WT Choice: 0.51 ± 
0.046; Cyfip1+/- Guided: 0.66 ± 0.11, Cyfip1+/- Choice: 0.65 ± 0.12; Run type main 
effect: F1,11 = 0.977, p = 0.344; Genotype main effect: F1,11 = 2.407, p = 0.149), and 
no significant interaction (F1,11 = 4.54, p = 0.056) (Figure 3.17c,e). It should be 
noted that the assumption of equality of error variances was violated, as shown by 
Levene’s test, for the choice run data (p = 0.037). While the two-way ANOVA is 
somewhat robust to these violations, these data should be interpreted cautiously also 
due to the low n numbers. 
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Figure 3.17 | Power and HPC-PRL coherence on T maze with 5 minute delay. a, 
Normalized power spectrums for PRL, dCA1 and vHPC in the 0-40 Hz range during the 6 
s window. b, Normalized power spectrums for PRL, dCA1 and vHPC in the 20-100 Hz 
range during the 6 s window. Values between 49-51 Hz have been removed to mask 50Hz 
line noise. c, Trial and animal averaged coherograms for dCA1 and PRL, zero-aligned to 
trigger line 5, WT upper row, Cyfip1 lower row. Colour represents coherence, white trace 
represents mean theta (6-10 Hz) coherence during this time window, with values 
corresponding to right hand axis (Top row WT: n = 8, Bottom row Cyfip1: n = 5). d, Same 
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as c for vHPC and PRL. e,f, Mean theta coherence between dCA1 (e) and vHPC (f) and 
PRL. WT in grey, Cyfip1 in cyan. 
Similarly, vHPC-PRL theta coherence was also not modulated by run type (WT 
Guided: 0.57 ± 0.08, WT Choice: 0.59 ± 0.077; Cyfip1+/- Guided: 0.60 ± 0.13, 
Cyfip1+/- Choice: 0.61 ± 0.13; Run type main effect: F1,11 = 1.69, p = 0.221; 
Genotype main effect: F1,11 = 0.027, p = 0.873; Interaction: F1,11 = 0.204, p = 0.66) 
(Figure 3.17d,f). 
Thus, introducing a 5 minute delay lead to the performance of both groups to drop 
to chance levels, with several rats developing strong side preferences, perhaps 
indicating they were no longer engaged in the task. Accordingly, theta coherence 
was no longer modulated by run type.  
3.4 Discussion 
Results from this chapter show: 
• Cyfip1+/- rats have normal initial performance in a discrete-trial alternation 
T maze task but take longer to achieve criterion performance when tested 
over multiple days. 
• Running speed on the maze is slower in Cyfip1+/- rats, particularly on the 
central arm; this is likely to contribute to the slower theta rhythm seen in 
dCA1 during this phase of the task. 
• Theta-gamma phase-amplitude coupling within dCA1 is reduced in 
Cyfip1+/- rats. 
• Run-type dependence of hippocampal-prefrontal theta coherence is normal 
in Cyfip1+/- rats, with increased theta coherence on choice runs relative to 
guided runs. 
• Cyfip1+/- rats showed normal inter-regional phase-amplitude coupling 
between HPC-PRL. 
• In a 5 minute delay version of the task, performance of both genotypes 
dropped to chance levels, and theta coherence was no longer modulated by 
run type. 
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3.4.1 Behaviour 
Both genotypes performed at a high accuracy level in the very first session of the 
discrete-trial alternation task. This indicates their natural tendency to alternate, and 
others have seen similar initial performance (Bannerman et al., 2002). The finding 
that Cyfip1+/- rats took more sessions to achieve criterion is therefore difficult to 
interpret as a learning deficit. Rather, it appears that Cyfip1+/- rats could not 
consistently maintain high accuracy levels, which might point towards an 
attentional or motivational deficit. Nevertheless, the fact that both genotypes 
performed at comparable accuracy levels on the initial session and on the 
subsequent recording day shows that Cyfip1+/- rats are able to encode and enact the 
contingencies of the discrete-trial alternation task. This is consistent with the 
finding that Cyfip1+/- mice were unimpaired in a Y maze task for spatial working 
memory (Bozdagi et al., 2012), although the discrete-trial alternation variant of the 
T maze task has not previously been run in any Cyfip1 models. 
Studies investigating the impact of the 22q11.2 deletion, also linked to cognitive 
deficits, ran a similar discrete-trial alternation task in mice (Mukai et al., 2015; 
Sigurdsson et al., 2010; Stark et al., 2008), enabling comparison with Cyfip1+/- rats 
in the context of highly penetrant genetic variants. Mice with the broader Df(16)A+/- 
mutation and mice with deletion of one of the key genes in this deletion, Zdhhc8+/-
(Mukai et al., 2015) took longer to reach criterion (Stark et al., 2008), though this 
phenotype did not reach significance in (Sigurdsson et al., 2010). These findings 
were interpreted as a learning deficit, although neither study showed data relating 
to differences in the initial session of the maze, which would allow direct 
comparison with the Cyfip1+/- findings. 
While it is difficult to directly relate the underlying psychology of the T maze to 
human cognitive tasks, it is interesting to note a parallel finding in healthy carriers 
of the 15q11.2(BP1-BP2) deletion. They performed normally in a spatial working 
memory test from the CANTAB cognitive test battery, where subjects must use 
process of elimination to uncover a hidden token beneath 6 coloured squares. The 
measure used in this study, the number of times the subject revisits a box where a 
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token has previously been found, has been associated with spatial memory systems 
not unlike the T maze, where the location is remembered through a delay and 
interferences. This is thought to be analogous to spatial working memory in rats 
(Feigenbaum et al., 1996). However, these carriers were found to have cognitive 
deficits, including reduced IQ, dyslexia and dyscalculia (Stefansson et al., 2014), 
and it is tempting to speculate whether the deficit in acquisition of the T maze task 
might be related to these deficits seen in humans. 
One limitation to this study, which limits full understanding of the psychology 
underlying T maze acquisition, is the lack of information on any differences in 
motivation levels in Cyfip1+/- rats, particularly following the finding that Cyfip1+/- 
ran slower on average. It would be useful to ensure the groups are matched for the 
incentive value of the sucrose reward. This could be done by a simple sucrose 
preference test to see whether Cyfip1+/- rats may be differentially motivated to 
obtain reward. However, considering number of trials run per session was not 
different between animals, it is unlikely there is a significant impairment in this 
domain. 
3.4.2 Dorsal CA1 phase-amplitude coupling abnormal 
Cyfip1+/- rats show diminished theta-gamma PAC within dCA1, while maintaining 
normal coupling within vHPC, PRL and across regions. Disruptions to local theta-
gamma coupling have been observed in other animal models of cognitive 
dysfunction, including Alzheimer’s models (Booth et al., 2016; Zhang et al., 2016) 
a chronic ketamine pharmacological schizophrenia model (Michaels et al., 2018), 
following acute ketamine (Caixeta et al., 2013), as well as in cortex of schizophrenia 
patients (Barr et al., 2017; Hunt et al., 2017; Won et al., 2018), suggesting a role in 
cognitive deficits. The mechanism by which Cyfip1 haploinsufficiency might lead 
to disrupted theta-gamma coupling only in the hippocampus is unclear. 
Interneurons underlie the generation of gamma, and to some extent theta 
oscillations (Pastoll et al., 2013; Whittington and Traub, 2003), and recent evidence 
suggests synaptic inhibition onto parvalbumin-positive basket cells is necessary for 
theta-gamma coupling (Wulff et al., 2009b). While Cyfip1+/- is expressed in 
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interneurons, it is to a much lesser extent than in glutamatergic neurons. Thus, how 
Cyfip1 can impact this coupling despite not altering the intrinsic properties of the 
individual oscillations is unclear. However, it is of interest that a recent study in 
Fmr1 KO mice found a dysregulation of dCA1 theta-gamma PAC during a place 
avoidance paradigm (Radwan et al., 2016), which promotes a hypothesis that the 
disruption to PAC seen in Cyfip1+/- is mediated via the Cyfip1-Fmrp pathway. 
It is interesting to note that the reduction in phase-amplitude coupling preferentially 
impacts the slow gamma frequency. While CA1 fast gamma originates from the 
medial entorhinal cortex, CA1 slow gamma originates from and is highly 
synchronous with CA3 (Colgin et al., 2009). CA3 is crucial for memory retention 
and retrieval (Steffenach et al., 2002; Sutherland et al., 1983), so it has been 
proposed gamma oscillations provide a means to transmit information to the CA1. 
In fact, CA1-CA3 gamma coherence has been shown to increase on the approach 
to the T-junction in a T maze task, suggesting a role for this oscillational synchrony 
in memory retrieval (Montgomery and Buzsáki, 2007; Schomburg and Fernández-
Ruiz, 2014). The disruption of theta-slow gamma coupling in CA1 might reflect a 
disruption of signalling between CA3 and CA1 in Cyfip1+/- rats. Hence, 
simultaneous recording from CA3 and CA1 pyramidal and inhibitory neurons 
might reveal disrupted signalling, although any possible deficit does not manifest 
as a performance deficit in the current task. 
Furthermore, I did not see a memory retrieval associated increase in theta-gamma 
coupling within hippocampus, as coupling was similar between guided and choice 
runs, perhaps suggesting this task did not necessitate an increase in coupling. 
However, there is some evidence linking learning with hippocampal phase-
amplitude coupling, which could help explain the longer days to criterion seen in 
Cyfip1+/- rats (Nishida et al., 2014). Nishida et al. (2014) saw the strength of 
intrahippocampal theta-gamma coupling increase during learning of an operant 
spatial alternation task. It would be interesting to explore the development of theta-
gamma coupling in Cyfip1+/- rats during acquisition of the task to ask if these neural 
and behavioural deficits are linked. 
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3.4.3 Impact of Cyfip1 haploinsufficiency on hippocampal-prefrontal theta 
coherence 
Findings from the Df(16)A+/- and Zdhhc8+/- mouse models, which impact the Rac1 
pathway which is also involved in Cyfip1 signalling, showed a significant reduction 
in hippocampal-prefrontal theta coherence. This led to the hypothesis that this 
network may be compromised in Cyfip1+/- rats. In particular, a causal link between 
impaired axonal growth and reduced functional connectivity has been demonstrated 
in this network (Mukai et al., 2015; Tamura et al., 2016). 
However, it appears that functional connectivity between hippocampus and PRL 
cortex is largely normal in Cyfip1+/- rats. Both dCA1 and vHPC coherence with PRL 
was modulated by run type in both genotypes, as was originally found on other 
versions of the T maze (Jones and Wilson, 2005). This is, however, the first time it 
is shown using this variation of the T maze task. This might support this task being 
reliant on spatial memory and dependent on this network rather than a striatally 
learned motor pattern, as has been suggested for continuous alternation tasks using 
the return-arm T maze (Ainge et al., 2007a; Moussa et al., 2011). In contrast, error 
trials did not see theta coherence modulation by run type, which is again consistent 
with previous findings (Jones and Wilson, 2005). 
While hippocampal-PRL coherence was normal at the stage when Cyfip1+/- rats had 
successfully acquired the task, there is a possibility that deficits would have been 
evident during the impaired acquisition of the task. The studies with Df(16)A+/- and 
Zdhhc8+/- mice both recorded network activity during the acquisition of the task, 
and Sigurdsson et al. (2010) found theta coherence to increase during the course of 
acquisition. In these studies, final theta coherence levels at criterion performance 
were still impaired, but it could be hypothesised that theta coherence in the Cyfip1+/- 
rat starts off slightly impaired, but the improvement over time, in parallel with 
learning, raises the level of functional connectivity into the normal range. To test 
this hypothesis, recordings would need to be made during the acquisition stage of 
the task. 
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A baseline measure of theta coherence was found to predict the subsequent learning 
rate in the discrete-trial alternation T maze task (Mukai et al., 2015; Sigurdsson et 
al., 2010). Here I found that post-acquisition theta coherence did not correlate with 
days to criterion, suggesting even if there had been a deficit, by the time rats 
achieved criterion performance theta coherence was normal. 
This study is complicated by the variation in behaviour seen between animals at the 
decision point. The high theta coherence at the T-junction may reflect different 
processes for a rat that is turning straight into the reward arm, versus a rat displaying 
vicarious trial and error (VTE) behaviour at the choice point, turning their heads to 
look in both directions before making its choice (Redish, 2016), a behaviour that 
was anecdotally seen in both genotypes. The former suggests that at the point of 
peak theta coherence, the animals are already in the process of turning into a chosen 
arm, and that the decision had already been made. Conversely, the latter suggests 
coherence peaks during decision making. In fact, analysing coherence on single 
trajectories, (Benchenane et al., 2010) show that the animal is already veering 
towards the chosen arm as the coherence is greatest, which complicates previous 
interpretations of the role of theta coherence. Finally, strong coherence has been 
found during rearing behaviour (Young and McNaughton, 2009), and animals often 
displayed rearing behaviour at several points in the maze , including occasionally 
at the T-junction. A fine-scale coherence-by-behaviour analysis would shed light 
on the role of theta coherence in Cyfip1+/- rats compared to WTs, and would benefit 
from higher-resolution video data around the choice point, potentially alongside 
head-mounted accelerometer data. 
3.4.4 Delay T maze 
I decided to introduce a 5 minute delay between guided and choice trials to see if 
Cyfip1+/- rats showed a delay-dependent behavioural or network deficit. Delays of 
30-90 seconds are typically used (Aggleton et al., 1997; Aultman and Moghaddam, 
2001; Clinton et al., 2006), although WT rats have been shown to maintain above-
chance performance at delays of 5 minutes (Dudchenko, 2001) and 10 minutes 
(Bannerman et al., 2002). As there was no indication of a performance deficit in the 
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no-delay version, which in reality had an average delay of 15-20 s, the delay was 
set at 5 minutes, to ensure a step-change in task difficulty that might be able to 
capture any behavioural deficit in Cyfip1+/- rats without a ceiling effect. 
The finding that behaviour dropped to 50% in both groups may be a result of a flaw 
in the experimental design. Rats were run one by one, to avoid having to repeatedly 
connect/disconnect animals from the electrophysiology recording system. As such, 
the intertrial interval was only as long as it took to set up the next trial, i.e. ~1 
minute. With a 5 minute inter-run delay, it is now clear that this could cause 
significant proactive interference. Proactive interference occurs when prior 
information learned in a similar context inhibits the full potential to retain new 
memories (Jonides and Nee, 2006; Keppel and Underwood, 1962). The relationship 
between inter-trial interval and inter-run delay has been shown to influence levels 
of proactive interference (Brito et al., 1987). In this case, when a rat is running the 
choice run, it needs to remember which arm it entered 5 minutes ago on the guided 
run, but ignore information about which arm it entered ~6 minutes ago on the last 
choice run, leading to high levels of proactive interference. This may be why these 
behavioural results conflict with other studies that have shown WT rats to perform 
this task with even longer delays (Bannerman et al., 2002), where inter-trial 
intervals were on the scale of ~2 hours (personal correspondence). The fact that 
some animals developed strong side preferences may also indicate that the animal 
had abandoned a working memory-based approach to the task. This was supported 
by the lack of run type-modulated theta coherence, suggesting that this network was 
no longer being engaged in the choice runs as before. 
A further limitation of this study is the fact that there is no single unit data to 
corroborate the LFP coherence findings. Volume conduction artefacts can appear 
as strong coherence between brain regions, and a common way to confirm that 
coherence is not merely due to volume conduction is to show correlation between 
LFP and single-unit spikes (Buzsáki et al., 2012; Sirota et al., 2008). However, 
following a negative finding based on LFP coherence, it would be unlikely to then 
see an effect from single unit data. 
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3.4.5 Conclusions and future directions 
In this chapter I explored the hypothesis that the hippocampal-prefrontal network, 
and therefore spatial working memory is disrupted in Cyfip1+/- rats. The findings 
show that this is not the case, with interactions in this network remaining intact 
during a working memory task that Cyfip1+/- rats can perform at normal accuracy 
levels. This is reminiscent of the finding that control 15q11.2 carriers perform 
normally in a spatial memory task (Stefansson et al., 2014). Challenging the 
network and the behaviour by introducing a delay did not reveal a delay dependent 
deficit; however, the experimental protocol of the delay-task may have created floor 
effects where neither genotype could solve the task. Therefore, future studies could 
look to run a delay task with longer inter-trial intervals, or attempting to increase 
difficulty in other ways. For example, Hölscher et al. (2004) did not see a working 
memory impairment in mGluR knockout mice on a T maze, but increasing working 
memory demands on a radial arm maze (Olton and Werz, 1978) revealed a 
significant deficit. 
The reduced theta-slow gamma phase-amplitude coupling seen in Cyfip1+/- dCA1 
leads to the hypothesis that CA3 to CA1 gamma coupling might be disrupted. 
Future electrophysiological studies could investigate this network by recording 
place cell and LFP data from CA3 and CA1 simultaneously. Any deficit in this 
network might manifest as a behavioural deficit on a more demanding 
hippocampal-dependent task. 
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4 
Chapter 4 Nucleus accumbens interactions 
with hippocampus and prefrontal cortex 
during reward approach  
In this chapter I explore neural oscillations surrounding the reward point on the T 
maze, focussing on the NAc and its hippocampal and cortical inputs. Gamma 
coherence between ventral hippocampus and NAc shell is significantly reduced and 
shows a diminished response to reward point arrival in Cyfip1+/- rats, while IL 
cortex-NAc shell beta coherence is increased. 
4.1 Introduction 
4.1.1 Nucleus accumbens networks 
The primary goal of recording in vivo electrophysiology on the T maze was to 
invoke hippocampal-prefrontal interactions during spatial working memory. 
However, the presence of spatially distinct reward locations also presented an 
opportunity to analyse reward-related network oscillations. Unique patterns of 
gamma oscillations surrounding rewards on mazes have been recorded from the 
NAc (Berke, 2009; Kalenscher et al., 2010; van der Meer and Redish, 2009a), 
prompting me to investigate NAc and brain regions connected to it during reward 
approach on the T maze. 
Nucleus accumbens networks 
 
138 
 
Early work led to a view of the NAc as a reward centre, but it appears the role of 
this region, described as a ‘limbic-motor interface’ (Mogenson et al., 1980) or 
‘switchboard’ (Gruber et al., 2009), extends to mediating more general goal-
directed behaviour, whether that is to obtain reward, avoid aversive outcomes or 
explore novel stimuli (Floresco, 2015). Evidence has accumulated implicating the 
NAc in motivation and invigoration of behaviours (Berridge and Robinson, 1998; 
McBride et al., 1999; Robbins and Everitt, 1996; Setlow et al., 2003), drug 
addiction (Bardo, 1998; Cooper et al., 2017; Robinson and Berridge, 1993), 
learning and memory and decision-making (Acheson et al., 2006; Cardinal et al., 
2001; Pennartz et al., 2009). 
It appears that the NAc is particularly important when behavioural flexibility or 
action selection in the context of uncertainty is required (Floresco et al., 2009). 
Interactions between NAc and cortex are critical for behavioural flexibility, and 
rule-reversal tasks have revealed unique roles for the NAc Core and Shell in 
enabling learning of a new strategy and suppression of behaviour that interferes 
with goal seeking, respectively (Floresco, 2015; Floresco et al., 2006). The discrete-
trial alternation T maze task is relatively simple, not explicitly designed to require 
behavioural flexibility or rule-switching, and is likely not heavily dependent upon 
NAc (Schacter et al., 1989). Thus, in this context, I would not necessarily expect 
any deficiencies in NAc activity to manifest as frank behavioural deficits. 
Nevertheless, the NAc shows characteristic activity patterns at food reward points, 
and any abnormalities observed here in the Cyfip1+/- rats could indicate altered NAc 
function which could be explored in more targeted behavioural tests. I first 
introduce the connectivity of the NAc with cortical and hippocampal regions. Next, 
I discuss relevant functional interactions between these regions and finally, I will 
outline evidence linking aberrant NAc activity to disorders associated with 15q11.2 
deletion as a rationale for investigating this region in the Cyfip1+/- rat. 
4.1.1.1 Connectivity of nucleus accumbens and its network 
The NAc is located in the most ventral part of the striatum, which represents the 
main input nucleus of the basal ganglia (Sesack and Grace, 2010). In both rodents 
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and humans, the NAc is subdivided into a more medial ‘Shell’ and more lateral 
‘Core’ region, where the Shell lies medial and ventral to the Core (Baliki et al., 
2013; Voorn et al., 2004; Zahm and Brog, 1992) (Figure 4.1). These subregions are 
thought to mediate distinct behavioural functions due to their distinct anatomical 
connectivity to frontal and temporal regions, as well as a broad literature of lesion 
and pharmacology studies (Brog et al., 1993; Groenewegen et al., 1987; Pennartz 
et al., 1994).  
 
Figure 4.1 | Inputs to the NAc investigated in this chapter. The NAc receives projections 
from PRL, IL, dorsal and ventral hippocampus (shown on figure), basolateral amygdala and 
ventral tegmental area, with a high degree of convergence onto the same cells within the 
NAc (Britt et al., 2012; Floresco et al., 2001a; French and Totterdell, 2003; Groenewegen 
et al., 1999; O’Donnell and Grace, 1995). Hippocampal inputs are topographically 
arranged, with vHPC projecting mainly to NAc Shell, and dCA1 and parahippocampal 
regions projecting to NAc Core (Voorn et al., 2004).  
PRL
IL
Ventral HPC
Dorsal HPC
NAc Core
NAc Shell
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Cortical-striatal connections are organised in topographic parallel loops (Alexander 
and Crutcher, 1990; Berendse et al., 1992; Groenewegen et al., 1993), where 
cortical projections begin the loop by targeting a region of the striatum and, via 
projections to midbrain and thalamus, projections arrive back to cortex in a similar 
area to their origin. The mPFC is divided into the prelimbic and the more ventral 
infralimbic cortices (Heidbreder and Groenewegen, 2003). These regions show 
distinct anatomical projections to limbic regions (Heidbreder and Groenewegen, 
2003; Moorman et al., 2015; Vertes, 2004), with afferents from the prelimbic cortex 
and infralimbic cortex broadly projecting to NAc Core and Shell respectively (Brog 
et al., 1993; Mailly et al., 2013; Voorn et al., 2004). A broad functional dichotomy 
is also apparent, with prelimbic promoting the execution of behaviours and 
infralimbic involved in response inhibition, demonstrated most prominently in the 
fields of drug addiction and fear behaviour (reviewed in Peters et al. (2009)).  
Projections from the VTA transmit dopaminergic prediction error signals in the 
form of phasic dopamine bursts (Schultz et al., 1997) and tonic dopamine which 
can modulate the impact of excitatory signals from other regions, gating and 
integrating inputs to the NAc, and thus affecting the promotion of different 
behaviours (Floresco, 2007; Pennartz et al., 1994).  
NAc output is predominantly through GABAergic medium spiny neurons, which 
make up 95% of the neuronal cell population, along with a few interneuron subtypes 
(Voorn et al., 2004) which project to motor output regions, including the substantia 
nigra and ventral pallidum (Maurin et al., 1999; Zahm, 2000).  
Medium spiny neurons in the striatum show typical periodic shifts in resting 
membrane potential from DOWN states to more depolarized UP states, which are 
not intrinsic but depend on excitatory synaptic inputs (O’Donnell and Grace, 1995; 
Wilson, 1993). Hippocampal inputs are key to driving these states, showing 
synchronous shifts in ventral hippocampal LFP and NAc membrane potentials 
(Goto and O’Donnell, 2001). Early results suggested the hippocampus is therefore 
able to gate the information flow from other inputs, such as the mPFC (O’Donnell 
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and Grace, 1995), but there is a complex interaction between hippocampal and 
mPFC inputs to the NAc, which depends on the timing of the inputs and modulation 
by dopamine (reviewed in Sesack & Grace (2010)).  
4.1.1.2 Reward-related functions of nucleus accumbens  
The NAc is thought to harness reward and context related information it receives 
from hippocampus and midbrain to guide goal-directed behaviour, through the NAc 
and mesolimbic dopamine pathway’s role in associative learning about reward-
predicting stimuli (Pennartz et al., 2011). 
NAc neurons fire in response to reward consumption (Apicella et al., 1991), reward-
predicting stimuli (Apicella et al., 1991; Roitman et al., 2005; Schultz et al., 1992; 
Setlow et al., 2003) and reward expectation, whereby NAc cells have been 
identified that ramp up their activity in an anticipatory manner during the approach 
to reward, with a sharp increase in firing rate coinciding with arrival at the reward 
point (Carelli and Deadwyler, 1994; Lavoie and Mizumori, 1994; van der Meer and 
Redish, 2009b, 2011; Miyazaki et al., 1998). 
Simultaneous single unit and voltammetry recordings showed phasic dopamine 
transients occurred in regions where reward-related NAc cells fired (Owesson-
White et al., 2009), supporting the suggested role of dopamine in modulating 
neuronal ensembles in the NAc (Nicola et al., 2000; Pennartz et al., 1994). 
Dopamine in the striatum is thought to strengthen salient inputs and inhibit weaker 
inputs, resulting in input selection that “could assist in preparing the animal to deal 
with the unexpected by promoting the switching of attentional and behavioural 
resources toward biologically significant stimuli”, as proposed by Redgrave et al. 
(1999) (reviewed in Nicola et al. (2000); Bamford et al. (2018)). 
At the behavioural level, the exact contribution of NAc dopamine signalling to 
reward-processing is unclear. Dopamine signals have been proposed to encode a 
reward prediction error that is necessary for learning associations between stimulus 
and reward (Bayer and Glimcher, 2005; Schultz et al., 1997). Other arguments 
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suggest that dopamine is not necessary for learning, rather to assign incentive 
salience to reward cues (Berridge, 2007; Redgrave et al., 1999; Saunders and 
Robinson, 2012). Either way, a general role of NAc in modulating approach 
behaviour to reward-associated stimuli is well supported by lesion studies and 
blocking of dopamine receptors (Blaiss and Janak, 2009; Everitt et al., 1991; 
Nicola, 2010; Parkinson et al., 2000; Saunders and Robinson, 2012). NAc lesions 
also abolish Pavlovian-to-instrumental transfer, whereby a previously Pavlovian 
conditioned stimulus associated with reward can invigorate operant lever pressing 
which has separately been associated with a reward (Corbit and Balleine, 2011; 
Keistler et al., 2015).  
4.1.1.1 Reward-associated gamma oscillations 
Prominent gamma oscillations in the human and rat ventral striatum have been 
associated with reward-processing. In humans, ventral striatal gamma was linked 
to a task where subjects had to process information regarding monetary gains and 
losses (Cohen et al., 2009b). In rats, gamma oscillations in the NAc and prefrontal 
cortex have been shown to be modulated by the presence or absence of reward, 
approach to reward sites and consumption of reward (Berke, 2009; Donnelly et al., 
2014; Kalenscher et al., 2010; van der Meer and Redish, 2009a). The first three of 
these studies investigated gamma oscillations in relatively similar behavioural 
contexts, with freely moving rats running on a triangular track, a multiple T maze 
and a four-arm radial maze respectively; Donnelly et al. (2014) recorded reward-
related gamma oscillations in NAc Shell and Core and prelimbic and infralimbic 
cortex during a lever-pressing task.  
In the maze tasks, distinct activity of NAc gamma in the 50 Hz (gamma-50) and 
~70-100 Hz (gamma-80) frequency bands was observed. van der Meer & Redish 
(2009b) found that gamma-50 showed a sharp spike in power at reward points, 
while gamma-80 ramped up gradually on approach to a reward site. Gamma-50 was 
sensitive to the absence of reward, showing no spike in power upon arrival at an 
empty reward site. In contrast, the gamma-80 ramping occurred regardless of 
whether a reward was received or not, suggesting it may be related to reward 
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anticipation. However, gamma-80 following reward site arrival did discriminate 
between rewarded and unrewarded trials. Reward consumption was followed by a 
sudden drop in gamma-80, which was absent without a reward.  
The ramping of gamma power mirrors the ramping activity patterns seen in 
individual NAc neurons (Carelli and Deadwyler, 1994; Lavoie and Mizumori, 
1994; van der Meer and Redish, 2009b, 2011; Miyazaki et al., 1998). Somewhat 
similar findings were observed by Berke (2009), with an increase of gamma-80 at 
reward sites, although without the preceding ramp, while gamma-50 decreased 
sharply following reward receipt. The findings of Kalenscher et al. (2010) broadly 
agreed with these results, with gamma-80 increased before reward delivery, and 
gamma-50 higher on rewarded vs unrewarded trials. Importantly, the three reward 
delivery sites on the triangular maze contained different rewards, and gamma power 
was differentially modulated between sites, despite identical behaviour (approach, 
stop, consumption), which supports the relevance of gamma oscillations to reward-
seeking behaviour rather than movement or consumption (Kalenscher et al., 2010).  
Findings in the operant box task also showed distinct reward and error-related 
gamma activity in NAc, infralimbic and prelimbic areas, with a sharp decrease and 
increase and decrease in ~60 Hz gamma power immediately after reward on correct 
trials, and a sustained increase following error trials (Donnelly et al., 2014). This 
gamma response reflects elements of the gamma-50 and gamma-80 response seen 
in earlier reports, but does not map clearly onto either, likely due to significant 
differences in the task, recording technique and rat strain.  
The majority of fast-spiking interneurons (50-90%) and a smaller subset of medium 
spiny neurons (3%) in the NAc were phase-locked to the gamma oscillation 
(Kalenscher et al., 2010; van der Meer and Redish, 2009a). Distinct subpopulations 
of interneurons were identified that phase-locked to and were differentially 
modulated by gamma-50 and gamma-80 and it was further shown that unit firing 
was more likely to be entrained to gamma if their individual signals were reward 
related (Kalenscher et al., 2010). This suggests that at least a component of NAc 
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gamma is locally generated or a result of direct input from afferent areas that also 
show gamma oscillations, such as hippocampus, prefrontal cortex and amygdala 
(van der Meer et al., 2010), although a recent report suggest gamma might also 
originate from nearby piriform cortex (Berke, 2009; Carmichael et al., 2017).  
Further behavioural correlates of gamma have been identified beyond reward 
related activity. Learning of the multiple T maze task showed differential changes 
in NAc gamma-50 and gamma-80, with gamma-80 associated with decision points 
on the maze early during learning (van der Meer and Redish, 2009a). As decision 
points coincide with forward sweeps of hippocampal place cells, as well as firing 
of NAc reward-related neurons (van der Meer and Redish, 2009b), this event has 
been suggested to be part of trajectory planning. Gamma-50 also showed a transient 
increase prior to movement initiation (van der Meer and Redish, 2009a). Distinct 
gamma bands in NAc have also been observed in a different paradigm, where 
gamma-60 was associated with an aversive location and gamma-80 with a 
preferred, safe location (Dejean et al., 2017).  
4.1.1.2 Nucleus accumbens and the hippocampus 
The interaction between hippocampus and NAc is thought to be critical for 
establishing place-reward associations, allowing a foraging rat to remember where 
rewarding stimuli were found. This is supported by, among others, a lesion study 
which found that disconnecting hippocampus and NAc Shell impaired learning of 
a conditioned place preference task (Ito et al., 2008).  
Dopamine has an important role in modulating the hippocampus-NAc interaction 
(Floresco and Phillips, 1999). This hippocampal influence on dopamine signalling 
has been suggested to lead to the hyperdopaminergic striatal state seen in 
schizophrenia. Stimulating ventral hippocampus increases NAc activity, which, via 
GABAergic projections to the ventral pallidum, disinhibits the VTA, which projects 
back to the NAc and produces robust increases in dopamine (Blaha et al., 1997; 
Floresco et al., 2001b; Legault and Wise, 1999; Lodge and Grace, 2006, 2011). It 
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is thought that in schizophrenia, this process begins with aberrant regulation of 
ventral hippocampus activity by PV interneurons (reviewed in (Grace, 2016)). 
This relationship between ventral hippocampus and NAc was recently explored in 
humans during reward anticipation (Bossong et al., 2018). They used proton 
magnetic resonance spectroscopy to monitor ventral hippocampus glutamate levels 
and fMRI to assess NAc activation and functional coupling between the two 
regions. They found that during reward anticipation, higher levels of glutamate 
correlated with 1) a greater NAc response to rewarding cues, 2) decreased 
functional coupling between ventral hippocampus and NAc. This might suggest that 
an overactive ventral hippocampus leads to reduced control of NAc activity during 
reward anticipation.  
Neural activity in the rat NAc during approach to reward in a spatial task has been 
investigated by van der Meer et al. in a series of studies where animals were trained 
to run in a multiple-T maze with 4 choice points (van der Meer and Redish, 2009a, 
2011). NAc reward-anticipatory ramping neurons show phase precession relative 
to the hippocampal theta oscillation, particularly on the approach to reward 
locations, suggesting that place and reward information from the hippocampus and 
NAc respectively could be linked via this temporal code (van der Meer and Redish, 
2011). There is evidence to suggest that these place-reward associations are 
consolidated by simultaneous replay in the hippocampus and NAc, where 
hippocampus-NAc cell pairs with place and reward-related activity were 
preferentially reactivated (Lansink et al., 2009; Pennartz et al., 2004).   
4.1.1.3 Nucleus accumbens and prefrontal cortex 
Disconnection studies have revealed the role of the mPFC-NAc pathway in the 
regulation of reward-seeking behaviour. Neurons in the mPFC show correlates to a 
multitude of cues, ranging from correlates for action sequences, cues, spatial 
locations, prospective and retrospective encoding of trial outcome, delays and more, 
often with mixed selectivity of individual neurons (e.g. Baeg et al., 2003; Horst and 
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Laubach, 2012; Hyman et al., 2012; Jung et al., 1998; Rigotti et al., 2013). This rich 
information can be transferred to the NAc to guide reward-seeking.  
Interactions between mPFC and NAc have a prominent role in flexible behaviour 
in attentional set-shifting tasks (Floresco et al., 2009). A more specific role in 
reward-seeking behaviour has also been investigated in rats. Inputs from prelimbic 
to NAc promotes conditioned drug-seeking behaviour, while infralimbic to NAc 
projections suppress this behaviour in a cocaine self-administration paradigm 
(reviewed in Peters et al., (2009)).  
Further exploration of this network was prompted by the fact that anhedonia in 
schizophrenia and depression is associated with elevated activity of a part of the 
mPFC in humans (Dowd and Barch, 2010; Harvey et al., 2007; Keedwell et al., 
2005; Mayberg et al., 2005), which is thought to modulate striatal output leading to 
loss of reward-seeking. The top-down inhibitory role of the infralimbic cortex in 
rodents has been noted in addictive drug seeking as described above, but also in 
impulsivity (Dalley et al., 2011; Donnelly et al., 2014) and anhedonia (Grace, 
2016). The infralimbic has been shown to have a causative inhibitory influence on 
reward-seeking using a simultaneous optogenetic and fMRI paradigm. Using a 
stabilized step-function opsin (SSFO), Ferenczi et al. (2015) were able to induce 
subthreshold depolarization of pyramidal cells in the rat infralimbic cortex, 
enhancing the excitability of this region. Behaviourally, this led to a reduction in 
reward-seeking behaviour, such as diminished sucrose preference and reduced 
drive for social interaction. The SSFO-stimulation also led to increased functional 
coupling between infralimbic cortex and ventral striatum as measured by the BOLD 
response, also observed as abnormally increased gamma coherence between 
infralimbic cortex and ventral striatum. Simultaneous fMRI, optogenetic 
stimulation of VTA dopaminergic neurons and the SSFO infralimbic stimulation 
revealed that the elevated excitability of the infralimbic cortex suppressed the 
response to dopamine in the ventral striatum and, in terms of behaviour, prevented 
the development of a place preference usually elicited by stimulation of dopamine 
neurons. Another study used a similar SSFO technique to rescue the abnormally 
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high reward-seeking behaviour that occurs following acute sleep deprivation (Liu 
et al., 2016). These authors found that sleep deprivation leads to a reduction in the 
excitatory/inhibitory synaptic inputs onto NAc medium spiny neurons, specifically 
a reduction in presynaptic glutamate release probability. This glutamatergic tone 
was normalized following the SSFO-mediated elevation of excitability in the 
infralimbic, leading to reduced reward seeking.  
The exact circuit mechanisms by which elevated prefrontal excitability leads to 
blunting of the response to dopamine in the striatum remains unclear, but these 
findings highlight the top-down inhibitory control the infralimbic cortex has on 
NAc function and reward-seeking behaviour.  
4.1.2 Nucleus accumbens in 15q11.2-associated disorders 
The NAc has been implicated in schizophrenia (Deserno et al., 2016; Goto and 
Grace, 2008; Grace, 2000) and autism (Dölen, 2015; Fuccillo, 2016; Kohls et al., 
2013). Furthermore, changes in NAc BOLD activity are also seen in healthy 
participants with high polygenic risk scores for schizophrenia (Lancaster et al., 
2016a, 2018) and psychosis (Lancaster et al., 2016b), suggesting an overlap 
between NAc function and genetic aetiology. The NAc was initially of interest for 
schizophrenia in the context of the dopaminergic theory of schizophrenia (Howes 
and Kapur, 2009), following the observation that striatal dopamine is elevated in 
schizophrenia patients presynaptically (Hietala et al., 1995; Lindström et al., 1999) 
and shows increased release following amphetamine-challenge (Abi-Dargham et 
al., 1998). Meta-analyses have also confirmed that NAc volume is reduced in 
patients (van Erp et al., 2016; Okada et al., 2016), and volume was recently shown 
to correlate with cognitive deficits in schizophrenia (Koshiyama et al., 2018). White 
matter abnormalities in the frontostriatal loop have been associated with symptom 
severity in schizophrenia (Quan et al., 2013). It appears the NAc may play a role in 
virtually all the symptom domains, including psychosis (Howes and Kapur, 2009), 
apathy (Caravaggio et al., 2018) and cognitive deficits (Deserno et al., 2016). In 
autism, aberrant NAc activity has been linked to social and monetary reward-
processing deficits (Kohls et al., 2013).  
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Such reward-processing deficiencies, for example abnormal representations of the 
expected value of rewards and actions, or disrupted dopamine-mediated reward 
prediction errors, which have been observed in human ventral striatum (Pessiglione 
et al., 2006), could lead to impairments in reinforcement learning seen in these 
conditions (Gold et al., 2008; Waltz and Gold, 2016).  
The dopamine dysregulation associated with schizophrenia is also implicated in the 
formation of delusions, whereby aberrant dopaminergic firing assigns salience to 
inappropriate cues (Kapur, 2003). Ventral striatal dysfunction has been consistently 
associated with psychosis, although reports of both increased (Richter et al., 2015; 
Sorg et al., 2013) and decreased striatal activity exist (Grimm et al., 2014; Radua et 
al., 2015). During reward anticipation, hypoactivation of ventral striatum has been 
linked to psychosis (Radua et al., 2015) and a blunted reward prediction error signal 
is typically seen in unmedicated patients (Morris et al., 2012; Murray et al., 2008; 
Schlagenhauf et al., 2014), although this is less consistent in medicated patients 
(Culbreth et al., 2016).  It may seem counterintuitive that striatal dopamine is 
elevated, yet reduced reward-related activation is seen in the BOLD response to 
rewarding stimuli in SCZ patients. However, it was demonstrated in healthy 
volunteers receiving amphetamine, which causes an increase in striatal dopamine, 
that the BOLD response to rewarding cues was diminished, suggesting the high 
level of dopamine may ‘drown out’ cue-induced phasic release (Knutson et al., 
2004). 
As mentioned previously, a hyperexcitable PFC and hypoactivated ventral striatum 
have been linked to anhedonic symptoms in schizophrenia and depression (Dowd 
and Barch, 2010; Harvey et al., 2007; Keedwell et al., 2005; Mayberg et al., 2005), 
highlighting the role of this pathway in motivation in humans as well. Of course, a 
compromised cortico-striatal pathway can also impact on decision-making, thus 
disruptions to this network have been associated with deficient planning, for 
example in a delay discounting task (Avsar et al., 2013). Indeed, functional 
connectivity between cortical and ventral striatal regions is also disrupted in 
schizophrenia patients, with both increased and decreased connectivity findings 
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(Lin et al., 2018; Richter et al., 2015). Overall, the NAc is a major hub of for limbic 
and cortical inputs that is vulnerable to a range of disorders and contributes to a 
range of symptoms, particularly pertaining to cognition and reward-seeking. 
4.1.3 Nucleus accumbens in animal models 
NAc activity has not been investigated in the Cyfip1+/- mouse, and relatively few 
studies in schizophrenia- or autism-relevant animal models exist. Much of the 
interest in this region has come from pharmacological models using acute ketamine 
and other NMDA antagonists, which are discussed in the next chapter.  
Aberrant mesolimbic dopamine network activity has been demonstrated in the 
methylazosymethanol acetate (MAM) developmental model of schizophrenia 
(Lodge and Grace, 2007), with a hyperactive ventral hippocampus leading to an 
augmented number of dopamine neurons spontaneously active in the VTA, via the 
NAc. This was reversed following ventral hippocampus inactivation. A maternal 
immune activation model (poly(I:C) treated dams) shows disrupted dopamine 
signalling in the accumbens, with increased baseline dopamine in the NAc but, in 
contrast to MAM animals, reduced activity of dopamine cells in the VTA 
(Luchicchi et al., 2016).  
A recent study investigated the role of a schizophrenia risk gene, Erbb4, in the NAc 
(Geng et al., 2017). In Chapter 3, the consequence of Erbb4 conditional knockout 
were described: reduced hippocampus-PFC theta coherence under anaesthesia and 
increased baseline gamma oscillations in freely moving mice coupled with deficits 
in social and cognitive functions reminiscent of schizophrenia (Del Pino et al., 
2013). Erbb4 is highly expressed in the medium spiny neurons of the striatum, and 
conditional local deletion of Erbb4 in the NAc Core led to overexpression of the 
GABAA receptor α1 subunit and increased inhibitory synaptic transmission, which 
corresponded with a range of behavioural abnormalities including hyperactivity and 
impaired social behaviour.  
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Neuregulin 1 (Nrg1), a neurotrophic factor that binds to the Erbb4 synaptic 
receptor, has been implicated in schizophrenia risk (Stefansson et al., 2003) and 
regulates processes including neuronal migration and axonal pathfinding 
(Krivosheya et al., 2008; López-Bendito et al., 2006). Mice heterozygous for a 
disruption in the Nrg1 gene (Het) show altered synaptic plasticity in hippocampal-
NAc-cortical circuits (Zhong et al., 2008). In anaesthetized Nrg1 Het mice, 
functional coupling between ventral hippocampus and NAc was compromised in 
the theta frequency band, as shown by reduced phase-locking of NAc cells to bursts 
of hippocampal theta seen under anaesthesia.  
4.1.4 Chapter aims 
In this chapter, I investigated the network activity of the NAc and its interaction 
with prefrontal cortex and hippocampus in Cyfip1+/- rats. Initial analyses were 
focused on the approach to a reward point on the T maze task introduced in Chapter 
3. 
Key hypotheses: 
• Reward-approach and arrival associated gamma power is abnormal in 
Cyfip1+/- rats. 
• The putative disruption to long-range connectivity causes Cyfip1+/- rats to 
show abnormal connectivity between the NAc and hippocampal and cortical 
regions. 
4.2 Methods 
4.2.1 Behaviour and surgery 
This chapter analyses data from the same discrete-trial alternation T maze task in 
Chapter 3, which was run as described in Chapter 2. 14 WT and 13 Cyfip1+/- rats 
were implanted with multisite LFP electrode drives, including targets to NAc Core, 
NAc Shell, hippocampal dCA1, vHPC, PRL and IL. For analyses using the IL 
channel, 2 Cyfip1+/- animals were excluded: one had too much noise on this channel 
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and the other was excluded due to a misplaced electrode (see General Methods). 
Thus results for IL analyses are shown for WT = 14, Cyfip1+/- = 11. 
4.2.2 Maze LFP analysis 
Tracking, maze segment analysis, power and coherence spectra calculation were as 
described in Chapter 3 and Chapter 2.  
4.2.2.1 Power time series 
Gamma power time series were z-scored against gamma power throughout the 
maze task, in order to ensure these plots showed changes from the average gamma 
power level at the reward point, thus minimising the added variability that comes 
with using the absolute gamma power for each animal (van der Meer and Redish, 
2009a).  
4.2.2.2 Homecage wake data 
A 10 minute segment of data during awake state in the homecage was analysed. 
This segment represents the first 10 minutes of the post-T maze ‘sleep recording’ 
session, during which rats were still awake and moving in their homecage. Power 
spectra were generated using the Chronux mtspectrumsegc function, which divided 
the 10 minutes into 10 second epochs, computed the fast fourier transform for each 
epoch and averaged over them. Similarly, coherency plots were generated using the 
coherencysegc function. Parameters were set as follows: bandwidth = 3 Hz, window 
= 2 s, constant = 3, providing nine tapers for multi-taper spectral estimates. 
4.2.3 Novel object location task 
Animals were habituated to a 1m2 sawdust covered arena with three wooden walls 
painted grey, and one painted black to provide a spatial orientation cue. Black 
curtains covered the space above the front and back walls, while side walls 
remained open. A camera above the arena tracked the position of the LED on the 
animal’s head. Animals were placed in the arena every day for 4 days and 
habituated for 10 minutes each day. The novel object location task was based on 
the protocol used by the Warburton lab (Barker et al., 2007) and consisted of a 
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sample and a test phase. Two identical DUPLO® objects were placed in adjacent 
corners of the arena, and the animal was allowed to explore the arena during the 4 
minute sample phase. The sawdust was mixed and the objects sprayed with ethanol 
to minimise olfactory cues, before two identical objects were replaced in a new 
position whereby one object remained in the original location, and the other was 
placed in the opposite corner (Figure 4.2). Following a 10 minute delay in the home 
cage, the animal was placed in the centre of the arena for a 4 minute test phase. The 
object placement was pseudo-random and counterbalanced between rats.  
 
Figure 4.2 | Novel object location task 
Behavioural scoring used a custom Matlab GUI, blind to genotype and the identity 
of the novel location. Behaviour was scored as object exploration when the rat’s 
nose was oriented towards the object at close range. A discrimination ratio (DR) 
was used to assess performance, specifically the degree to which animals explored 
the novel location more. This was calculated using equation 2 below, such that a 
positive DR indicates the rat explored the novel location more, while a DR of 0 
means the animal explored both objects equally.  
𝐷𝑅 =
𝑠𝑒𝑐𝑜𝑛𝑑𝑠 𝑒𝑥𝑝𝑙𝑜𝑟𝑖𝑛𝑔 𝑛𝑜𝑣𝑒𝑙 − 𝑠𝑒𝑐𝑜𝑛𝑑𝑠 𝑒𝑥𝑝𝑙𝑜𝑟𝑖𝑛𝑔 𝑓𝑎𝑚𝑖𝑙𝑖𝑎𝑟 
𝑡𝑜𝑡𝑎𝑙 𝑠𝑒𝑐𝑜𝑛𝑑𝑠 𝑒𝑥𝑝𝑙𝑜𝑟𝑖𝑛𝑔
         (2) 
4.3 Results 
4.3.1 LFP activity during reward site approach 
In investigating the LFP activity in NAc and its interacting brain regions, I decided 
to focus my analyses on the theta and gamma frequency bands, consistent with the 
focus on these oscillation in the NAc literature (Catanese et al., 2016; Lansink et 
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al., 2009; van der Meer and Redish, 2009a; van der Meer et al., 2010; Tabuchi et 
al., 2000).  
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Figure 4.3 | Paths captured and raw traces. a, Heatmaps indicating paths captured by 
extracting a 9 s time window centred on trigger line 8 (see text), at the reward point. Colour 
represents the average number of times each pixel was visited, averaged across trials and 
animals. WT: n = 14, Cyfip1: n = 13. b, Representative raw LFP traces (WT in grey, Cyfip1 
in cyan) from PRL, IL, NAc Shell, NAc Core, dCA1 and vHPC from the 9 second window 
as in a. Timestamp of reward point arrival is marked with red arrow. Note heightened high 
frequency (gamma) activity at reward point.  
In the initial analyses, I investigated whether my task elicits a similar ramp in 
gamma power as in van der Meer et al. (2009), where gamma power increased 
steadily from the beginning of the trial to the reward location. Therefore, I chose a 
window time-locked to the arrival at trigger line 8 (i.e. the reward delivery point): 
6 seconds back, 3 seconds forward. This 9-second window was chosen to typically 
capture the central arm run, approach to reward, and consumption time (Figure 
4.3a). Example traces from this window from NAc, hippocampus and mPFC are 
shown in Figure 4.3b. Analysing correct trials only, guided and choice runs were 
not found to differ in gamma power or coherence measures (data not shown), 
therefore all run types were analysed together. Previously, some studies identified 
activity in two distinct gamma power bands in the NAc, around 50 Hz and 80 Hz 
(Berke, 2009; Catanese et al., 2016; Kalenscher et al., 2010; van der Meer and 
Redish, 2009a), although this was not seen by others (Donnelly, 2014), perhaps due 
to various experimental differences. In my data, no distinct NAc gamma activity 
could be seen around 50 Hz, although this may have been affected by the AC line 
noise. However, prominent high gamma power was clear at ~70 Hz (Figure 4.5), 
therefore a gamma range of 65-85 Hz was used for all subsequent analyses. 
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Figure 4.4 | Gamma power on approach to reward point. Amplitude of z-scored gamma 
power (65-85 Hz) envelope over time on each channel from the 9 second window capturing 
approach to the reward point. Time 0 marks arrival at reward point (trigger line 8). Only 
correct trials are shown, both guided and choice runs. WT: n = 14, Cyfip1: n = 13. In IL, 
Cyfip1 n = 11. 
Figure 4.4 shows changes from the average gamma power in the window 
surrounding reward point arrival. While a ramping effect that started from the 
beginning of the run was absent, there was a striking rise in gamma power starting 
1-2s before the reward point and peaking on arrival at the reward site, with a 
WT Choice
Cyfip1 Choice
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subsequent drop in power, a pattern observed in the PRL, IL, NAc Core and Shell 
as well as the vHPC, but to a lesser extent in dCA1 (Figure 4.4). This pattern is 
broadly similar to what was seen in the gamma-50 band by others (Berke, 2009; 
Donnelly et al., 2014; Kalenscher et al., 2010; van der Meer and Redish, 2009a). 
To test whether there was a genotype effect on the reward point increase in gamma 
power, I took the difference between the mean power in a window spanning -0.5 s 
to +0.5s surrounding trigger line 8, and the average ‘baseline’ gamma power prior 
to the reward point between -5 to -3 seconds. There was no significant genotype 
effect on the increase in gamma power at the reward point in any region (p > 0.05). 
Inspection of the gamma power profile suggested the rate of increase might be 
slower in Cyfip1+/- rats. A permutation test for a difference between genotypes in 
gamma power over time, with 1000 shuffles, showed no significant differences 
between genotypes in any brain region (p > 0.05 for all timepoints). Thus, gamma 
power changes evoked by arrival at the reward site appear normal in Cyfip1+/- rats. 
4.3.2 Reward point analysis 
Since I saw no indication of a gamma power ramp that starts earlier in the maze, I 
decided to narrow the window of analysis to focus on the reward point, with a 2 
second window centred on arrival at the reward point (i.e. trigger line 8). This 
window captured the immediate approach and arrival at the reward point. This 2 
second window was used to statistically analyse power and coherency spectra, 
while coherograms and figures showing change in power over time are shown over 
the full 9 second window to illustrate the change at the reward point. Mean power 
at theta (6-10 Hz) and gamma (65-85 Hz) frequencies was normal in all 
hippocampal, prefrontal and accumbal regions (p > 0.05 for all frequency bands in 
all regions, t-tests; Outliers: 1 WT and 2 Cyfip1 in NAc Shell gamma, 1 Cyfip1 in 
dCA1 gamma, 1 Cyfip1 in prelimbic gamma, none of the outliers in this analysis 
affected the result) (Figure 4.5).  
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Figure 4.5 | Power spectra. Normalized power spectra for all channels taken from the 2 
second window centred on the reward point. Values between 49-51 Hz have been removed 
to mask 50Hz line noise in the current figure and all subsequent power or coherency 
spectra. WT: n = 14, Cyfip1: n = 13. For IL Cyfip1: n = 11. 
4.3.3 Nucleus accumbens-hippocampal interactions 
Next, I analysed the oscillatory interaction between hippocampus and NAc regions 
by measuring coherence. The NAc receives dense projections from the 
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hippocampus, which is thought to provide contextual information critical for 
establishing place-reward associations (Ito et al., 2008; Voorn et al., 2004). 
Therefore, coherence between NAc Core-dCA1 and NAc Shell-vHPC regions in 
the 2 second window centred on reward point arrival were investigated, consistent 
with the known prominent anatomical connections between these subregions 
(Voorn et al., 2004).  
 
Figure 4.6 | Dorsal CA1-NAc Core coherence. a, Trial and animal averaged coherograms 
of the 9 second window capturing approach to the reward point. Time 0 marks arrival at 
reward point (trigger line 8). Upper: WT, Lower: Cyfip1. Colour represents coherence. 
Dashed lines indicate 2 second window used for analysis. Data at 50 Hz has been removed 
to mask 50Hz line noise in the current figure and all subsequent coherograms. b, 
Coherency spectrum for the 2 second window indicated by dashed black lines in a. Red 
line represents confidence level at p = 0.05. WT: n = 14, Cyfip1: n = 13  
Theta coherence between NAc Core and dCA1 was normal (p = 0.46, t-test; 1 WT 
outlier did not affect result) (Figure 4.6). However, there was a trend for increased 
gamma coherence in Cyfip1+/- rats (p = 0.071, t-test).  
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In contrast, gamma coherence was significantly reduced between NAc Shell and 
vHPC in Cyfip1+/- rats (p = 0.028, t-test), with normal theta coherence (p = 0.99, t-
test) (Figure 4.7). As might be expected from the similar profiles of gamma power 
over time, a similar pattern was also seen in the gamma coherence between vHPC 
and NAc Shell, with an increase in coherence immediately before the reward point 
(Figure 4.7c). However, the coherence increase at the reward point in Cyfip1+/- rats 
was weaker when comparing pre-reward coherence (average coherence between -3 
to -1s) to the maximal coherence reached at reward arrival (maximum coherence 
between -0.5 to +2). Not only was gamma coherence significantly lower in Cyfip1+/- 
rats (genotype main effect: F1,25 = 5.69, p = 0.025), but the increase in coherence 
seen at the reward point was significantly smaller in Cyfip1+/- than WT rats 
(genotype x time interaction: F1,25 = 4.62, p = 0.042).  
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Figure 4.7 | Ventral HPC-NAc Shell coherence. a, Trial and animal averaged 
coherograms of the 9 second window capturing approach to the reward point. Time 0 marks 
arrival at reward point (trigger line 8). Upper: WT, Lower: Cyfip1. Colour represents 
coherence. Dashed lines indicate 2 second window used for analysis. b, Coherency 
spectrum for the 2 second window indicated by dashed lines in a. Black bar marks gamma 
(65-85 Hz) frequency range for which statistical test is shown. Red line represents 
confidence level at p = 0.05. c, Gamma (65-85 Hz) coherence during the 9 second window 
(as in a). * refers to a significant difference between groups in the magnitude of the increase 
in gamma power at the reward point. WT: n = 14, Cyfip1: n = 13. 
Is the reduced vHPC-NAc Shell gamma coherence specific to the reward point 
context? I analysed two further contexts: during the return arm runs on the maze, 
and during awake states in the home cage. Return arm runs showed normal theta 
and gamma power (p > 0.05, t-tests; Outliers: 2 Cyfip1 outliers in NAc Shell gamma 
did not affect the result) and a trend for reduced gamma coherence (p = 0.059, t-
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test) (Figure 4.8). A 10 minute epoch during wake in the homecage showed a similar 
pattern with normal theta and gamma power (p > 0.05 for both regions) and 
significantly reduced gamma coherence (p = 0.046, t-test) (Figure 4.9).  
 
Figure 4.8 | vHPC-NAc Shell coherence on return arms of T maze. a, Normalized power 
spectra for for vHPC and NAc Shell taken from a 4 second window capturing return arm 
runs (4 seconds after trigger line 9). b, Trial and animal averaged coherograms of the 4 
second window as in a. Upper: WT, Lower: Cyfip1. Colour represents coherence. Dashed 
lines indicate 2 second window used for analysis. c, Coherency spectrum for the 4 second 
window as in a. Black bar marks gamma (65-85 Hz) frequency range for which statistical 
test is shown. Red line represents confidence level at p = 0.05. WT: n = 14, Cyfip1: n = 13  
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Figure 4.9 | vHPC-NAc Shell coherence in homecage. a, Normalized power spectra for 
for vHPC and NAc Shell taken from a 10 minute awake homecage recording. b, Trial and 
animal averaged coherograms of the 10 minute window as in a. Upper: WT, Lower: 
Cyfip1.Colour represents coherence. c, Coherency spectrum for the 10 minute window as 
in a. Black bar marks gamma (65-85 Hz) frequency range for which statistical test is shown. 
Red line represents confidence level at p = 0.05. WT: n = 14, Cyfip1: n = 13.  
Taken together, these findings show globally reduced vHPC-NAc Shell gamma 
coherence in Cyfip1+/- rats relative to WT littermates, which becomes most 
prominent during goal-directed behaviour and may reflect aberrant signalling of 
reward approach and receipt.  
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4.3.3.1 Nucleus accumbens gamma coherence and running speed  
As in Chapter 3, it is important to disentangle any running speed influences from 
the reduced vHPC-NAc Shell coherence in Cyfip1+/- rats, as running speed is known 
to affect gamma power (Ahmed and Mehta, 2012; Chen et al., 2011). There was no 
difference in average running speed between genotypes in the 9 second segment (p 
= 0.185, Mann Whitney U test), suggesting the reduced gamma coherence in 
Cyfip1+/- rats is independent of running speed (Figure 4.10a).  
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Figure 4.10 | vHPC-NAc Shell gamma coherence and run speed. a, Running speed in 
the 9 s window capturing approach to the reward point. b, Scatter plot between average 
running speed over the 9 s window vs the average vHPC-NAc Shell gamma (65-85 Hz) 
coherence in the same window. Each animal’s trials are represented by datapoints in the 
same colour. c, Instantaneous running speed and vHPC-NAc Shell gamma coherence over 
the 9 s window, averaged over trials and animals. Note that the peak in running speed 
comes just before the peak in gamma coherence in both genotypes. d, Speed (upper) and 
gamma coherence (lower) for all runs by one representative WT and Cyfip1+/-- rat. Each 
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row represents one run. Note the peaks in speed and coherence do not occur at the same 
point. WT: n = 14, Cyfip1: n = 13. 
However, I noted that running speed showed a similar pattern to gamma power and 
coherence in this epoch, as rats tended to accelerate towards the reward point and 
then stop suddenly as they consumed it. This mirrors the increase and drop of 
gamma power and coherence, suggesting the striking peak seen in gamma power 
and coherence might be related to run speed. Furthermore, a scatter plot showed a 
small but significant positive correlation between running speed and gamma 
coherence (WT: r = 0.109, p < 0.001, Cyfip1: r = 0.192, p < 0.001, Pearson’s 
correlation) (Figure 4.10b). However, it has been previously shown in a similar 
context that these two elements are dissociable (van der Meer and Redish, 2009a), 
and to demonstrate this here I plotted mean instantaneous running speed against 
mean gamma coherence (Figure 4.10c). This shows that the peaks are not 
temporally aligned, and can be seen in Figure 4.10d for individual trials in 
representative rats. Running speed drops significantly immediately before trigger 
line 8, reflecting the animals stopping to consume the reward, while gamma 
coherence peaks at or just after trigger line 8, appearing to coincide with actual 
consumption.  
Similarly, analysing runs on the return arms, where there is no reward-related 
increase in gamma power or coherence, there are no clear patterns emerging from 
the speed and coherence plots, nor is there a significant correlation from the scatter 
plots (WT: r = 0.033, p = 0.345, Cyfip1: r = 0.076, p = 0.062, Pearson’s correlation, 
data not shown). These observations support the suggestion that the peak in gamma 
coherence is not a direct result of increased running speed.  
4.3.4 Nucleus accumbens – prefrontal cortex interactions 
Top down cortical influence on the NAc has been shown to be important for 
regulation of reward-seeking behaviour (Ferenczi et al., 2016; Gruber et al., 2009; 
Liu et al., 2016; Peters et al., 2009). In particular, the IL to NAc Shell pathway 
appears to be involved in regulating reward-seeking behaviour (Ferenczi et al., 
2016; Liu et al., 2016). Therefore, the interactions between NAc Shell-infralimbic 
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regions were investigated surrounding the reward point in the 2 s window described 
above (Figure 4.11). Theta coherence between NAc Shell-infralimbic was normal 
(p = 0.109, t-test), but there was a trend for increased gamma coherence in Cyfip1+/- 
rats (p = 0.09, t-test).  
 
Figure 4.11 | IL-NAc Shell coherence. a, Trial and animal averaged coherograms of the 
9 second window capturing approach to the reward point. Upper: WT, Lower: Cyfip1. 
Colour represents coherence. Dashed lines indicate 2 second window used for analysis. 
b, Coherency spectrum for the 2 second window shown in a (dashed lines). Red line 
represents confidence level at p = 0.05. WT: n = 14, Cyfip1: n = 11. 
Although beta oscillations were not a focus of the analysis presented here, the 
striking difference in beta coherence seen on the coherency plot for infralimbic-
NAc Shell was tested. As this was an unplanned analysis, to control for multiple 
comparisons the significance level was adjusted to 0.0167 as per the Bonferroni 
correction (α = 0.05/3, for three frequency bands tested). Cyfip1+/- rat beta 
coherence was significantly increased following correction (p = 0.014, t-test). 
Neurons in the NAc are modulated by hippocampal beta oscillations, and show 
increased phase-locking to beta upon presentation of reward-predicting cues 
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(Lansink et al., 2016), suggesting beta rhythms may be important in reward 
anticipation-related behaviours (Berke, 2009).  
4.3.5 Error trials 
I noticed that error trials showed a different gamma power profile following arrival 
at the reward point. In both genotypes prefrontal and accumbal regions showed a 
gamma power peak followed by a sharp drop on correct trials, but on error trials, 
this drop in gamma power was reduced (Figure 4.12). A very similar effect was 
seen by van der Meer & Redish (2009). It appeared there might be a genotype 
difference in the post-error gamma power. I compared the change in gamma power 
between the reward point (-0.5-0.5 s) and the period immediately following reward 
site arrival (at the point of minimal gamma on rewarded runs, 0.5-1.5 s after reward 
point arrival). All brain regions showed a main effect of run type (F1,24 > 13, p =< 
0.001, mixed ANOVA). There was a trend for an interaction in the IL (F1,22 = 13.4, 
p = 0.054) and NAc Shell (F1,24 = 18.7, p = 0.081). This suggests that all brain 
regions had a differential response to error trials, but this was not significantly 
modulated by genotype.  
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Figure 4.12 | Gamma power on approach to reward point on error vs correct trials. 
Amplitude of z-scored gamma power (65-85 Hz) envelope over time on each channel from 
the 9 second window capturing approach to the reward point. Time 0 marks arrival at 
reward point (trigger line 8). Correct trials are shown in light grey (WT) and cyan (Cyfip1), 
incorrect trials where rats did not receive a reward are shown in black (WT) and red 
(Cyfip1). Dashed lines represent the difference between gamma power on error and correct 
trials (right hand axis). WT: n = 14, Cyfip1: n = 13. In IL, Cyfip1 n = 11. 
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I next investigated whether the aberrant vHPC-NAc Shell coherence, which shows 
a similar profile to gamma power at the reward point, might be modulated 
differentially on error trials in Cyfip1+/- rats. Using a similar analysis of the drop in 
gamma coherence following reward point arrival, there was a main effect of run 
type (F1,25 = 6.29, p = 0.019) and genotype (F1,25 = 6.9, p = 0.014), but no interaction 
(F1,25 = 0.033, p = 0.86), suggesting that while gamma coherence is significantly 
lower in Cyfip1+/- rats as shown earlier, the response to error trials is not modulated 
by genotype (Figure 4.13).  
 
Figure 4.13 | vHPC-NAc Shell gamma coherence on approach to reward point on error 
vs correct trials. Gamma (65-85 Hz) coherence over time from the 9 second window 
capturing approach to the reward point. Time 0 marks arrival at reward point (trigger line 
8). Correct trials are shown in light grey (WT) and cyan (Cyfip1), incorrect trials are shown 
in black (WT) and red (Cyfip1). Black bars indicate time windows compared statistically. 
WT: n = 14, Cyfip1: n = 13. 
4.3.6 Novel object location task 
Given the disturbed hippocampal-accumbal coherence seen in Cyfip1+/- rats, I next 
wanted to assess whether this disruption would manifest as a behavioural deficit in 
a task that involves this network. As mentioned in the introduction, the 
hippocampal-NAc Shell interaction is critical to the performance of spatial tasks 
(Ito et al., 2008), and the interaction likely relies on dopamine modulating 
hippocampal inputs to the NAc (Floresco and Phillips, 1999). One study explored 
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the impact on novel object location memory of dopamine depletion by NAc 6-
hydroxydopamine infusions (Nelson et al., 2010). The task consists of a sample 
phase where animals explore a familiar environment containing two identical 
objects. After a delay of 10 minutes, the rats were returned to the environment, but 
one of the objects had been moved to the adjacent corner. The existence of object-
in-place memory was inferred if the rats spent more time exploring the object in the 
novel location than the unmoved object. They found that depletion of dopamine in 
NAc Shell was correlated with a deficit in location memory, which could implicate 
the hippocampal-NAc Shell pathway in the novel object location task, seeing as this 
task is known to be hippocampal dependent (Barker et al., 2007). The deficit in the 
Cyfip1+/- rat network was specific to the vHPC-NAc Shell pathway, so this task is 
well-placed to probe the consequences of reduced coherence on object location 
memory.  
I ran a pilot behavioural study with a subset of animals to assess novel object 
location memory (see Methods).  
4.3.6.1 Sample phase 
All animals explored objects for longer than the 15 second minimum criterion 
(Barker et al., 2007), and the average time exploring both objects was similar 
between groups (p = 0.77, t-test) (Figure 4.14a). During the sample phase there was 
no significant preference for either object. Accordingly, the discrimination ratio did 
not show a significant difference from zero in either group as shown by a one-
sampled t-test (WT: p = 0.41, Cyfip1: p = 0.46, one-sample t-test, Figure 4.14c).  
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Figure 4.14 | Novel object location pilot study. a, Sample phase. Time spent exploring 
both objects. b, Proportion of time spent exploring left and right objects. c, Discrimination 
ratio. d, Test phase. Time spent exploring both objects. * p = 0.003 following removal of 
outlier in red. e, Proportion of time spent exploring left and right objects. f, Discrimination 
ratio. Two groups did not differ from each other. * p = 0.017, one sample t-test for WTs. 
One sample t-test not significant for Cyfip1 rats.  WT: n = 6, Cyfip1: n = 7 
4.3.6.2 Test phase 
All animals explored objects for longer than the 15 second minimum criterion 
(Barker et al., 2007). Following the removal of one Cyfip1+/- outlier, Cyfip1+/- rats 
spent significantly longer exploring both objects than WTs (p = 0.003, t-test) 
(Figure 4.14d). This should not impact the result of the memory test however, as a 
more confounding issue arises if one group of animals explores objects less during 
the sample phase, which could lead to a weaker memory being established. 
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All animals, except one Cyfip1+/- rat, explored the novel location object more than 
the familiar location object. The discrimination ratio was not significantly different 
between groups (p = 0.21, t-test) (Figure 4.14f). However, a one-sample t-test 
showed that the WT discrimination ratio was significantly different from zero (p = 
0.017), suggesting they discriminated between novel and familiar locations, while 
for Cyfip1+/- rats the discrimination ratio was not significantly different from zero 
(p = 0.134). Due to the lack of significant group differences however, it is not 
possible to conclude that the Cyfip1+/- rats performed worse than WTs in this task. 
The large variability between individuals and low n for this task means it is likely 
underpowered, therefore I hesitate to draw firm conclusions about object-location 
memory in Cyfip1+/- rats. 
4.4 Discussion 
Results from this chapter show: 
• During a T maze task, gamma coherence between vHPC and NAc Shell is 
significantly reduced in Cyfip1+/- rats vs WTs. 
• On approach to the reward site on the T maze, both genotypes show a sharp 
increase in gamma power coinciding with arrival at the reward site. 
• A similar increase can be seen in vHPC-NAc Shell gamma coherence upon 
arrival at the reward site, and this is significantly diminished in Cyfip1+/- 
rats.  
• Coherence between IL and NAc Shell showed enhanced beta coherence in 
Cyfip1+/- rats. 
• Gamma power following reward point arrival is significantly different on 
error trials, but this is not affected by genotype. A similar finding was seen 
for vHPC-NAc Shell gamma coherence.  
• The novel object task, used in a pilot study to probe the consequences of 
deficient hippocampus-NAc interaction, pointed towards a deficit in 
location memory in Cyfip1+/- rats, although this was inconclusive.  
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4.4.1 Disrupted hippocampal-accumbal network 
The NAc is able to mediate optimal goal-directed behaviour when it receives the 
necessary information from its key inputs – including the hippocampus, prefrontal 
cortex and dopaminergic input from the VTA – and, importantly, when the balance 
between limbic and cortical inputs is maintained. The reduced gamma coherence 
between vHPC and NAc Shell observed in Cyfip1+/- rats suggests information 
transfer from the hippocampus is compromised and, following from this, the 
balance of hippocampal/cortical inputs may be disrupted. However, as behavioural 
results from the T maze presented in Chapter 3 demonstrate, this task was not 
impaired by this disruption to the network.  
A similar asynchrony in this network was seen in the Nrg1 heterozygous mouse, 
with reduced phase-locking of NAc cells to bursts of hippocampal theta, although 
this was under anaesthesia and gamma frequencies were not reported (Nason et al., 
2011). Furthermore, the MAM model shows disrupted synaptic plasticity in the 
ventral hippocampus-NAc-PFC network, which is thought to contribute to the 
deficits in goal-directed behaviour seen in this model (Belujon et al., 2014). 
However, the fact that theta and gamma power were normal in Cyfip1 hippocampus 
argues against a hyperactive ventral hippocampus as seen in the MAM model 
(Lodge and Grace, 2007, 2011).  
Further experiments are required to explore the consequences of reduced vHPC-
NAc Shell coupling and increased IL-NAc Shell coupling. Firstly, behavioural tests 
of motivation for reward would be needed to elucidate whether Cyfip1+/- rats have 
normal drives to obtain reward. A sucrose preference test, where animals are given 
the option to drink water or sucrose solution, can reveal an anhedonic phenotype 
where rats are less sensitive to rewarding stimuli (Barnes et al., 2017). A spatial test 
that invokes reward evaluation would also be predicted to rely on hippocampal and 
NAc activity, such as a T maze where reward value and probabilities are changed 
(e.g. (Kim et al., 2009)). In addition, a behavioural task that is known to engage the 
vHPC-NAc Shell network, such as place preference conditioning which was 
disrupted by the disconnection of these two regions by Ito et al. (2008), could shed 
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light on the consequences of reduced coherence on behaviour. The hippocampal-
cortico-striatal network is important in enabling flexible behaviour (Floresco et al., 
2009). Therefore, a task involving a rule-reversal could reveal behavioural deficits.  
As mentioned in Chapter 3, the Zdhhc8+/- mouse model, which impacts the Rac1 
pathway also involved in Cyfip1 signalling, showed a significant reduction in 
hippocampal-prefrontal theta coherence, which was causally linked to impaired 
axonal branching of ventral hippocampal projections to the prefrontal cortex both 
at P16 and at 12 weeks (Mukai et al., 2015; Tamura et al., 2016). It is conceivable 
therefore, that the reduction in hippocampal-accumbens gamma coherence seen in 
Cyfip1+/- rats might be caused by a similar disruption to the axons of the direct 
anatomical connections between these regions.  
4.4.2 Beta band 
Beta oscillations have been recorded in the NAc (Berke, 2009; Howe et al., 2011; 
Lansink et al., 2016) and mPFC (Benchenane et al., 2011), and this relatively 
understudied frequency band has been associated with movement and perceptual 
processes (Engel and Fries, 2010). However, the relevance of beta in the rat 
infralimbic-NAc Shell network is unknown. A recent paper electrically stimulated 
the rat prelimbic at frequencies ranging from 4-60Hz and measured evoked 
dopamine release in the NAc. They found that 20 Hz stimulation was able to trigger 
the greatest dopamine release in NAc when the stimulation lasted longer than 5s 
(Hill et al., 2017). Moreover, optogenetically stimulating mPFC-VTA projecting 
neurons at a range of frequencies when rats made a nose-poke showed that animals 
preferred the stimulation at 20 Hz over lower frequencies (Beier et al., 2015). This 
behaviour depended on dopamine release in the NAc. An obesity model also found 
changes in the beta band, observing increased beta power in the NAc and mPFC of 
rats fed on a high fat diet, which correlated with body weight, leptin and insulin 
levels, together with decreased beta coherence between these regions (Maurer et 
al., 2017). Together, these studies hint that beta frequency oscillations may be 
highly relevant to the cortico-limbic reward network. Therefore, the abnormally 
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high cortical-striatal beta coherence seen in Cyfip1+/- rats supports the notion that 
reward-signalling in the NAc network is disrupted.  
4.4.3 Hippocampal-cortical-accumbal network 
It has been proposed that the hippocampus and PFC compete for control over the 
NAc at the level of synaptic plasticity (Goto and Grace, 2005, 2008). High 
frequency stimulation of the hippocampus leads to long term potentiation (LTP) of 
the hippocampus-NAc synapse, while PFC-NAc synapses were subject to long term 
depression (LTD). Conversely, stimulation of the PFC leads to the opposite 
outcome: LTP in PFC-NAc synapses and LTD in hippocampus-NAc synapses 
(Goto and Grace, 2005). The authors suggest that this could be a mode of input 
integration that allows for fast expression of a well-learned behaviour. In light of 
this competitive relationship between hippocampal inputs and mPFC inputs in the 
NAc, it is interesting to note that Cyfip1+/- rats show a reduction in coherence 
between vHPC-NAc together with an increased coherence between infralimbic-
NAc, which was highly significant in the beta band, but also numerically greater in 
the gamma band. While it is unknown whether these aberrant interactions indeed 
cause synaptic plasticity changes, one could speculate that reduced efficacy of 
information transfer from ventral hippocampus to NAc Shell could lead to cortical, 
specifically infralimbic, inputs exerting a stronger influence, thus inhibiting reward 
seeking, which this pathway has been shown to do (Ferenczi et al., 2016; Liu et al., 
2016). This might explain the subtle yet significantly diminished response 
following reward site arrival, as seen by the reduced gamma coherence peak in 
Cyfip1+/- rats. Again, tasks explicitly designed to test the reward sensitivity of 
Cyfip1+/- rats could be used to test this directly. 
4.4.4 Functional relevance and origin of reward-related gamma activity 
4.4.4.1 Gamma-50 or gamma-80? 
In my data, the reward site peak gamma power was highest at 70 Hz, thus gamma 
analyses focused on the 65-85 Hz frequency band (referred to as gamma-70). A 
number of other studies have differentiated between two types of gamma in the 
NAc, gamma-50 and gamma-80 (Berke, 2009; Catanese et al., 2016; Kalenscher et 
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al., 2010; van der Meer and Redish, 2009a). The fact that I did not observe two 
prominent gamma bands may be due to recording location, animals strain and task-
related differences. However, I asked whether my gamma-70 behaved more like the 
observed gamma-50 or gamma-80 that others have observed. Prior to reward 
arrival, there is no distinct ramp, and the peak of gamma power occurs just after 
reward site arrival, which is similar to what is seen in the gamma-50 band. 
However, the profile of gamma-70 on error trials looks more like gamma-80 
activity, with a gamma peak as usual, but without the following drop in gamma 
power seen on correct trials. Thus it appears that my gamma-70 band reflects both 
reward anticipatory processes as well as reward outcome processes.  
In the current task it is difficult to disentangle whether the peak in gamma power 
and coherence seen across the limbic-cortical network is related to reward 
expectancy or reward consumption. However, there are some observations that 
speak to this. Firstly, in my data, the peaks in gamma power and coherence were 
seen on both correct (rewarded) and error (unrewarded) trials, with a peak in gamma 
power and gamma coherence seen upon arrival at the reward site despite an absence 
of sucrose solution. However, even on error trials rats appeared to interact with the 
reward site, so the gamma peak could still be related to licking behaviour. Secondly, 
in Kalenscher et al. (2010) where rats came across three different reward types on 
a triangular track, gamma-50 and gamma-80 power were modulated by the type of 
reward. As outward behaviour was the same at all reward sites, they suggested 
gamma power is related to reward-processing. Together, these observations suggest 
that gamma modulation is at least in part related to reward processes. In order to 
definitively isolate reward anticipation and reward consumption, a task involving 
unexpected reward could be used. Additionally, introducing a short 2 second delay 
between reward site arrival and reward delivery could help parse out these causes, 
such as in Howe et al. (2011). 
4.4.4.2 Gamma power on error trials 
The profile of gamma power following error trials is significantly different from 
correct trials. It appears the moment the rat detects a lack of reward, gamma power 
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drops to a lesser extent than when reward is present. Whether this reflects a reward-
processing related signal, such as a prediction error type signal, or even some kind 
of regret (Steiner and Redish, 2014), or instead is related to differences in motor 
behaviour is unclear. Of course, outward behaviour following reward site arrival on 
a correct trial will differ from an error trial, in that rats lick the reward site for longer 
when there is reward present. However, rats also appeared to interact the reward 
site on error trials. While only a trend, the differential response to errors in 
infralimbic and NAc Shell gamma power seen in Cyfip1+/- rats could reflect an 
abnormal prediction error signal, which could lead to disrupted reward learning and 
would support an aberrant reward processing system in Cyfip1+/- rats. 
4.4.4.3 Origin of reward-related gamma 
The origin of the prominent reward-related gamma in NAc has been much-debated 
and investigated (Berke, 2009; Carmichael et al., 2017; Donnelly et al., 2014; van 
der Meer and Redish, 2009a). In particular, it is possible that volume conduction 
from the nearby piriform cortex could account for the gamma power observed in 
NAc, hippocampus and prelimbic (Carmichael et al., 2017). By obstructing 
olfactory input, Carmichael et al. demonstrated significant reductions in gamma-50 
and gamma-80 bands in the NAc, although it appears from the figures that gamma-
80 is not abolished in one subject. They also observed a consistent power gradient 
as recording distance from piriform cortex increases, and current source density 
analysis found no indication of sink-source gradients that would be indicative of 
local generation. However, a number of observations suggest at least part of the 
gamma oscillation is related to reward-processing.  
As before, the consistent peak in gamma power/coherence seen in my data on error 
trials even when reward is absent, would suggest it is not an olfaction related 
phenomenon, given that there was nothing to smell at the reward site on error trials. 
However, there are some indications that gamma activity may be related to sniffing 
behaviour (Kay, 2003), which likely still occurs on error trials. Also, I cannot rule 
out that there are no residual olfactory cues on error trials, as I did not wipe the 
reward wells between trials.  
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Others have found gamma-locked spiking activity, suggesting that gamma 
oscillations are relevant to NAc processing, even if some component of the 
observed gamma is volume conducted. In fact, LFP traces with reward-related 
gamma had more unit phase-locking than LFPs that did not show gamma 
modulation around reward (Kalenscher et al., 2010). The suggestion that gamma 
oscillations could be locally generated comes from observation that the intrinsic 
membrane properties of striatal fast spiking interneurons show prominent 
subthreshold oscillations around 50 Hz (Bracci et al., 2003). Although, locally 
generated gamma is typically an output of recurrent excitatory-inhibitory loops 
(Fries et al., 2007). Alternatively, inputs from other brain regions that are known to 
generate gamma, such as mPFC, hippocampus or thalamus, could be the source of 
local NAc gamma. Kalenscher et al. (2010) noted regional differences in gamma 
activity within the NAc, which also argues against a common, volume-conducted 
source.  
Finally, there is evidence that reward-related gamma in NAc changes throughout 
learning (Howe et al., 2011; van der Meer and Redish, 2009a), which would not 
necessarily be expected if the gamma reflected purely a sensory input.  
4.4.5 NOL task 
A pilot experiment used the NOL task to address any consequences of reduced 
hippocampal-NAc coherence on behavioural performance, given the known 
dependence of this task on NAc Shell dopamine signalling (Nelson et al., 2010), 
hippocampus (Barker et al., 2007) and other studies demonstrating the importance 
of the hippocampal-NAc interaction in spatial tasks (Floresco and Phillips, 1999; 
Ito et al., 2008). I hypothesised that the possible disruption of NAc dopamine 
signalling due to impaired vHPC-NAc Shell coherence could lead to a deficit in this 
task (Nelson et al., 2010). In addition, novelty itself has been suggested to be 
rewarding (Bevins, 2001; Bevins and Besheer, 2005; Bevins et al., 2002), so a 
general reward-related behaviour deficit might also be detected with this task. The 
results of this task, however, were inconclusive due to low n numbers. WT animals 
discriminated the novel location object significantly, while Cyfip1+/- rats did not, 
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but a group difference was not statistically significant. Nevertheless, this result 
prompts further behavioural investigation in a larger cohort.  
4.4.6 Conclusions and future directions 
This chapter explored the hypothesis that Cyfip1 haploinsufficiency leads to long-
range connectivity changes in the NAc network. The results suggest that both 
hippocampal-accumbal and cortical-accumbal networks are affected, with the 
former less coherent and the latter more coherent, perhaps reflecting their relative 
influence on the function of the NAc. It would be important to assess the impact of 
these network changes on dopamine signalling in the NAc, perhaps with 
voltammetry recordings. The T maze task provided an initial context to examine 
these networks, but a behavioural manifestation is more likely to be seen in tasks 
designed specifically to probe these network deficits. For example, the simple 
place-preference conditioning task that was shown to be disrupted by vHPC-NAc 
Shell lesion (Ito et al., 2008) would be a good place to start. Reward processing is 
such a central component of many behaviours that even subtle changes in the 
activity of the NAc, such as those observed in this chapter, could have dramatic 
effects on behaviour and symptoms over the lifetime of patients. 
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5 
Chapter 5 A double-hit: assessing the 
sensitivity of Cyfip1+/- rats to ketamine 
This chapter reports on the effects of acute, systemic S(+)-ketamine on behaviour 
and neural oscillations. The main findings were that ketamine induces greater 
power high frequency oscillations and increases hippocampal theta-gamma 
coupling more in Cyfip1+/- rats than in WT littermates.  
5.1 Introduction 
The ability of NMDA receptor (NMDAR) antagonists to elicit behavioural effects 
that partially mimic positive (e.g. hallucinations and paranoia), negative (e.g. 
blunted affect, emotional withdrawal) and cognitive symptoms (e.g. conceptual 
disorganisation, abstract thinking, poor attention and recall) of schizophrenia in 
healthy humans and exacerbate positive symptoms in patients (Adler et al., 1999; 
Krystal et al., 1994; Lahti et al., 1995; Luby et al., 1959; Malhotra et al., 1997) 
contributed to the hypothesis that dysregulation of NMDAR mediated 
neurotransmission might underlie some of the symptoms of schizophrenia (Javitt 
and Zukin, 1991; Olney et al., 1999). Importantly, unlike amphetamine-induced 
symptoms, NMDAR antagonists, such as ketamine and PCP, also elicit cognitive 
disruption similar to that seen in schizophrenia, such as conceptual disorganisation, 
abstract thinking and poor attention, alongside positive symptoms (Krystal et al., 
2005). In rodents, NMDA antagonists lead to hyperlocomotion, stereotypic 
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behaviours such as staggering, abnormal social interaction and impaired cognitive 
function (Abi-Saab et al., 1998; Asif-Malik et al., 2017; Becker et al., 2003; 
Mansbach, 1991; Sams-Dodd, 1995). Together, the human and allied animal model 
findings led to the development of the influential ‘glutamate hypofunction’ theory 
of schizophrenia in the late 1980s (Javitt, 1987).  
Ketamine is an example of a non-competitive antagonist acting primarily on 
NMDARs (Anis et al., 1983) (although it is not specific to these receptors, also 
acting on a number of other brain receptors including D2 receptors, 5-HT2 receptors 
and HCN1 channels (Chen et al., 2009; Kapur and Seeman, 2002)). NMDARs play 
a crucial role in synaptic plasticity and in inhibitory interneuron activity (Lüscher 
and Malenka, 2012; Malenka, 1994). In addition to the psychopharmacology 
studies noted above NMDARs have been implicated in schizophrenia from post-
mortem studies finding altered NMDAR mRNA levels (Bitanihirwe et al., 2009; 
Woo et al., 2004), with a recent meta-analysis confirming decreased expression of 
GluN1 in prefrontal cortex in schizophrenia (Catts et al., 2016). Furthermore, and 
indicative of a likely causal relevance, genetic studies have highlighted that DNA 
variants in schizophrenia patients are enriched for genes coding for proteins in 
NMDAR signalling pathways, supporting the contribution of NMDARs in the 
pathophysiology of the disorder (Fromer et al., 2014; Pocklington et al., 2015; 
Purcell et al., 2014; Ripke et al., 2014). 
The glutamate hypofunction theory of schizophrenia has become influential, in part, 
due to the plausible interactions with other neurotransmitter systems implicated in 
schizophrenia, such as reduced GABAergic transmission and aberrant dopamine 
signalling (Lisman et al., 2008). NMDARs contribute significantly to excitatory 
post-synaptic potentials in GABAergic interneurons, and blocking these receptors 
reduces the inhibitory output (Grunze et al., 1996). Thus, one net effect of NMDAR 
antagonism can be disinhibition of pyramidal cells (Homayoun and Moghaddam, 
2007). Of particular relevance to schizophrenia, it has been suggested that through 
disinhibition of hippocampal neurons projecting to dopaminergic neurons in the 
ventral tegmental area, NMDAR hypofunction can lead to maladaptive dopamine 
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release (Lisman et al., 2008; Pawlowski et al., 1990). Indeed, a recent meta-analysis 
showed that acute ketamine increases firing of ventral tegmental area dopamine 
neurons leading to increased dopamine levels in the striatum, nucleus accumbens 
(NAc) and frontal cortex in rodents, with a substantial effect size (Kokkinou et al., 
2018). 
A number of animal models involving NMDAR antagonism have been developed, 
including acute administration of a range of NMDA antagonists with different 
specificities and doses, subchronic dosing regimens, and postnatal administration 
to add a neurodevelopmental element (Gilmour et al., 2012). The most well-studied 
experimental scenario is in relation to the acute administration, which is the model 
used in the experiments described in this chapter.  
In very recent times ketamine has also emerged as a potential treatment for major 
depressive disorder (Zarate and Machado-Vieira, 2017). While the exact 
mechanism is as yet unknown, suggested routes include via regulation of AMPA 
receptors (Zanos et al., 2016) or via disinhibition of dopaminergic neurons (Belujon 
and Grace, 2014). In addition, post-mortem studies have found reductions in spine 
density in major depressive disorder (Kang et al., 2012; Penzes et al., 2011), and 
systemic ketamine has been shown to increase dendritic spine density in the mPFC 
by activating the mammalian target of rapamycin (mTOR) pathway (Li et al., 2010; 
Ruddy et al., 2015).  
5.1.1 Ketamine affects neural oscillations 
Subanaesthetic doses of ketamine and other NMDAR antagonists have been shown 
to evoke abnormal neural oscillations in humans, non-human primates and rodents 
(Goonawardena et al., 2016; Hong et al., 2010; Hunt and Kasicki, 2013; 
Muthukumaraswamy et al., 2015; Pinault, 2008; Rivolta et al., 2015; Shaw et al., 
2015). While there are numerous findings of changes in gamma oscillations in both 
directions, a picture is emerging whereby the direction of change depends on brain 
state, measurement of spontaneous or evoked oscillations and chronic or acute 
treatment (McNally and McCarley, 2016). In this chapter I focus on the acute 
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effects of ketamine, and this has consistently been reported to enhance gamma 
oscillations in several cortical and subcortical brain regions, including NAc, 
prelimbic cortex (PRL) and hippocampus (Hunt et al., 2011; Kittelberger et al., 
2012; Phillips et al., 2012b), and this has been shown to be dissociable from 
hyperlocomotion (Hakami et al., 2009; Páleníček et al., 2011). Similar increases in 
gamma power have also been seen in humans and monkeys in resting conditions 
(Goonawardena et al., 2016; Hong et al., 2010; Rivolta et al., 2015).  
Further to the gamma power changes, augmented high frequency oscillations (130-
180 Hz, HFOs) are evoked by acute ketamine in several regions, including PRL and 
hippocampus and most strikingly in the NAc (Hunt et al., 2011; Nicolás et al., 2011; 
Olszewski et al., 2013a). The mechanism of HFO generation is unclear (Lee et al., 
2017; Olszewski et al., 2013a), although some evidence points to their origin in the 
NAc with passive spread to other regions which are not reciprocally connected to 
NAc yet still show coherent HFOs (Hunt et al., 2011). Evidence supporting a role 
for HFOs in schizophrenia symptoms comes from findings in animal studies that 
the antipsychotic agent clozapine can modulate the generation of HFOs in the NAc 
(Hunt et al., 2015; Olszewski et al., 2013b). HFO oscillations are also known to 
exist in the human brain having been identified using MEG and 
electrocorticography (ECoG) methods and linked to cognitive functions (Canolty 
et al., 2006). One study recorded HFO using deep electrodes in human NAc in 
major depression patients treated with deep brain stimulation (Cohen et al., 2009a). 
A study observing auditory evoked potentials following ketamine in healthy 
participants found an increase in cortical gamma power, but not in HFO band; 
however; abnormalities in HFO of schizophrenia patients have not been reported 
thus far.  
Further to the changes in gamma and HFOs, NMDAR antagonists including 
ketamine can also distort normal oscillatory interactions as measured by phase-
amplitude coupling (PAC) (Caixeta et al., 2013; Cordon et al., 2015; Michaels et 
al., 2018; Neymotin et al., 2011). In the rat hippocampus, Caixeta et al. (2013) 
found that theta-gamma coupling was affected in a dose-dependent manner, with 
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increased coupling at a 25mg/kg dose and decreased coupling at a 75mg/kg dose of 
ketamine but theta-HFO coupling was increased at all doses, while Michaels et al. 
(2018) saw increased hippocampal PAC at slower speeds on a rectangular track, 
and reduced PAC at faster running speeds.  
Parvalbumin (PV) interneurons are known to be critical in the generation of gamma 
oscillations, demonstrated by their optogenetic activation and silencing leading to 
amplification and suppression of cortical gamma oscillations, respectively (Cardin 
et al., 2009; Sohal et al., 2009). Indeed, PV interneuron abnormalities have been 
linked to schizophrenia symptoms (Akbarian et al., 1995; Lewis et al., 2005), for 
example by reduced PV expression post mortem in the dorsolateral PFC and 
abnormal gamma oscillations in patients (Gonzalez-Burgos et al., 2015; Lisman et 
al., 2008). However, the precise mechanisms mediating ketamine-induced changes 
in gamma power are unclear. As mentioned above, emerging evidence suggests the 
disruption of NMDAR signalling on PV interneurons is critical. For example, 
specific ablation of NMDAR on PV interneurons leads to increased gamma activity 
and disrupts the gamma-inducing and behavioural effects of ketamine in these mice 
(Carlén et al., 2012; Korotkova et al., 2010). Homayoun & Moghaddam (2007) 
found that NMDAR antagonism preferentially decreases the activity of GABA 
interneurons and increases activity of pyramidal cells, causing cortical excitation 
by the disinhibition of pyramidal neurons. This specificity of action might occur if 
interneurons are more sensitive to the effects of ketamine via the NR2A subunit, 
which is more highly expressed on interneurons than pyramidal cells (Xi et al., 
2009) although other subunits have also been implicated (Sapkota et al., 2016). As 
mentioned, ketamine also induces HFOs; however the mechanism of HFO 
generation is unknown. Similar frequencies have been recorded in cerebellar slice 
recordings, where 80-160 Hz oscillations were independent of synaptic 
connections, implicating the involvement of gap junctions (Middleton et al., 2008).  
5.1.2 Double-hit models 
Animal models related to CNV syndromes often show subtle phenotypes which 
may be exacerbated by an acute injection of ketamine. This can be viewed as an 
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additional liability, as it disrupts the NMDAR signalling known to be affected in 
schizophrenia. This ‘double-hit’ approach has been used in a handful of 
schizophrenia relevant models to date (Didriksen et al., 2017; Fejgin et al., 2014; 
Goda et al., 2015; Ji et al., 2013; Jones et al., 2017; Kocsis, 2012; Nielsen et al., 
2017; Phillips et al., 2012b), including other deleterious CNV models. A novel 
mouse model for 22q11.2 deletion syndrome, Df(h22q11)/+, displayed enhanced 
ketamine- and PCP-induced hyperlocomotion (Didriksen et al., 2017). Low-
frequency cortical oscillations were unaffected, and while high frequency 
oscillations were not reported in this study, a conference abstract from one of the 
authors shows preliminary evidence for enhanced sensitivity to PCP/ketamine, 
especially in beta, gamma and HFO ranges (Lladó-Pelfort et al., 2014). In this 
model, there is no obvious mechanistic link of how these changes might be 
mediated. In contrast, another CNV lesion model (1q21.1) investigating the 
consequences of a ketamine/PCP challenge on hyperlocomotion did not find a 
difference to WT (Nielsen et al., 2017), although mutant mice were more sensitive 
to PCP-induced disruptions to pre-pulse inhibition (Nielsen et al., 2017), a 
commonly used schizophrenia-related behavioural assay to measure sensory gating, 
a low level form of attention. A further mouse model, for the 15q13.3 deletion, was 
tested for PCP-induced PPI disruption, but was no different to WTs (Fejgin et al., 
2014). 
Non-genetic neurodevelopmental models have also adopted this approach (Goda et 
al., 2015; Phillips et al., 2012b; Tagliabue et al., 2017). For example, the methyl-
azoxymethanol acetate (MAM) treated neurodevelopmental model of 
schizophrenia showed a blunted ketamine-induced increase in gamma oscillations 
in the visual cortex but not in the motor cortex, which was paralleled with 
reductions in PV interneurons exclusively in the visual cortex (Phillips et al., 
2012b). This model also showed greater sensitivity to ketamine in the HFO range, 
where the ketamine-induced HFO increase was enhanced in MAM animals. 
Another study explored the effects MK801 in a rat with neonatal tetrodotoxin 
inactivation of the prefrontal cortex, a neurodevelopmental model for disrupted 
cortical development linked to schizophrenia (Tagliabue et al., 2017). They found 
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augmented MK801-induced hyperlocomotion and increased dopamine release in 
the NAc compared to non-lesioned rats.  
These studies highlight the use of NMDA-antagonist challenge as an assessment of 
the face, and to an extent construct, validity of schizophrenia models, even where 
mechanistic links are as yet not fully known. In line with this, I decided to 
investigate the consequences of ketamine challenge on hyperlocomotion and neural 
oscillations in the Cyfip1+/- rat model. The presence of Cyfip1 in GABAergic cells 
(albeit much less than in excitatory cells (Pathania et al., 2014)), together with 
findings that Cyfip1 haploinsufficiency can block NMDAR dependent spine 
remodelling (Pathania et al., 2014) hint that Cyfip1 function may affect the 
mechanisms thought to be responsible for ketamine’s effects. Furthermore, 
electrophysiological and molecular studies have identified deficits in the 
GABAergic system in Fmr1 knockout models of Fragile X syndrome (Nomura et 
al., 2017; Paluszkiewicz et al., 2011). In line with a focus on gamma and HFO in 
the literature (Hunt et al., 2011; Kittelberger et al., 2012; Phillips et al., 2012b), I 
will primarily explore these frequency bands in cortical and subcortical brain 
regions. In addition, following the abnormalities in hippocampal theta-gamma PAC 
observed in Chapter 3, I will investigate any interaction of Cyfip1 
haploinsufficiency with ketamine on this phenotype.  
5.1.3 Chapter Aims 
This chapter investigates the consequences of an acute ketamine challenge on 
locomotor activity and electrophysiological signals in the PRL, hippocampus and 
NAc of the Cyfip1+/- rat. 
Key hypothesis: 
• Cyfip1+/- rats have a heightened sensitivity to the effects of ketamine as 
measured by locomotor activity and neural oscillations in the PRL, 
hippocampus and NAc. 
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5.2 Methods 
5.2.1 Ketamine 
S(+)-Ketamine (Sigma) was diluted in 0.9% saline to create a 10 mg/ml 
concentration solution, administered in a volume of 1 ml/kg to achieve a 10mg/kg 
dose. All recordings took place in the home cage within the sleep box (for further 
details on electrophysiological recording set up see Chapter 2). Following a 20 
minute baseline period, ketamine or saline was administered intraperitoneally, the 
timestamp was recorded, and video and electrophysiology recording continued for 
another 80 minutes. 
5.2.2 Locomotor activity 
Movement was detected from the video recording, where after splitting each video 
into 1 second frames, the number of pixels varying from one frame to the next by 
more than 25 greyscale values was calculated. Movement activity data were log 
transformed to normalise the data and averaged over a series of bins where time 0 
is the injection time: -20 min to 0, 0 to 10 min, 10 to 30 min, 30 to 50 min. A three-
way repeated-measures ANOVA (genotype as between-subjects factor, time bin 
and treatment as within-subjects factor) was used, with Bonferroni-corrected post-
hoc comparisons and t-tests. 
5.2.3 Electrophysiology data analysis 
5.2.3.1 Pre and post injection segment selection 
One minute-long segments were compared pre- and post-injection. For the initial 
analyses presented here, a single post-injection timepoint was analysed. Pre-
injection windows and post-vehicle injection windows often contained periods of 
quiet rest during which 16 Hz spike wave discharges (SWDs) dominated the signal, 
commonly seen in quietly resting animals (Kelly, 2004; Shaw, 2004). While the 
frequency ranges of interest (gamma and HFO) were unlikely to be affected by 
these 16 Hz oscillations, taking segments where these were not present increases 
the likelihood that behavioural state is similar across all compared segments, i.e. 
not quietly resting. To capture segments without high amplitude SWDs, a variation 
of the spindle detection algorithm (see Chapter 2) was used to identify epochs 
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containing SWDs. A 2 minute window immediately surrounding the injection 
timestamp was excluded from the analyses to eliminate artefacts that occurred 
during handling. For the pre-injection window, a series of one minute segments 
were assessed for presence of SWDs, moving in 10 s steps away from the injection 
timestamp. The first segment without SWDs was chosen as the baseline segment, 
and this fell within a 15 minute window prior to injection for all animals. For post-
injection segments, a similar method was used, but the range of possible windows 
was limited to 6 minutes in order to capture a similar timepoint in all animals.  
5.2.3.2 Power analyses 
Power spectra were generated from the pre and post segments for each animal as 
described in Chapter 2. Subsequent group analyses were based on the percent 
change from baseline power. As such, it was not necessary to normalise individual 
power spectra. For these 1 minute windows, parameters were set as follows: 
bandwidth = 2 Hz, window = 3 s, constant = 3, providing nine tapers for multi-taper 
spectral estimates. Spectrograms were produced for the whole 100 minute recording 
and parameters were set as follows: bandwidth = 2 Hz, window = 6 s, constant = 
13, providing eleven tapers. Power changes in gamma (55-90 Hz) and HFO (130-
180 Hz) frequency bands were analysed with a two-way ANOVA.  
5.2.3.3 PAC  
PAC was calculated as described in Chapter 2 for the same one minute segments 
described above.  
5.3 Results 
An acute 10 mg/kg dose of ketamine or saline was administered to 14 WT and 13 
Cyfip1+/- rats in a counterbalanced crossover design, such that all animals received 
both injections, with a minimum 5 day washout period.  
5.3.1 Normal response in Cyfip1+/- rats to the locomotor effects of ketamine  
Both WT and Cyfip1+/- rats showed a significant increase in locomotor activity, 
reaching a peak around 1-3 minutes post-injection, a timecourse for lomocotor 
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activity that is similar to that seen by others at this dose (Nicolás et al., 2011; 
Phillips et al., 2012b) (median WT: 89s, median Cyfip1: 150 s, Mann-Whitney U 
Test, p = 0.054) (Figure 5.1a). Analysing over 4 time bins, there was a significant 
treatment x time interaction (F3,75 = 11.1, p < 0.001), although there was no 
treatment x time x genotype interaction (F3,75 = 1.07, p = 0.34) or genotype effect 
(F1,75 = 0.32, p = 0.58) suggesting the sensitivity of Cyfip1
+/- rats to the locomotor 
effects of ketamine and the pharmacodynamic profile is normal (Figure 5.1b). 
Bonferroni pairwise comparisons showed that activity collapsed over genotypes in 
time bin 2 was significantly greater than all other time bins (p < 0.001), time bin 3 
was not different from pre-injection (bin 1) and time bin 4 was significantly lower 
than all other bins (p<0.001). Bonferroni-corrected comparisons of the ketamine 
data between genotypes did not pass the adjusted alpha level of significance (α = 
0.05/4) at any time point. Comparing total post-injection activity confirmed the 
increased locomotor effect of ketamine (treatment main effect: F1,25 = 22.57, p < 
0.001), but the treatment x genotype interaction did not reach significance (F1,25= 
3.51, p = 0.072) and there was no genotype main effect (F1,25 = 1.68, p = 0.21) 
(Figure 5.1c).  
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Figure 5.1 | Locomotor activity following ketamine. a, Group averaged movement data 
extracted from video recording shows increased locomotor activity following ketamine 
injection (dashed black line at 0). A two minute window was removed surrounding the 
injection to remove artefacts. b, Movement in the 0-10 time window was significantly 
-20-0 0-10 10-30 30-50
0
500
1000
1500
2000
2500
3000
3500
A
v
e
ra
g
e
m
o
v
e
m
e
n
tp
e
r
b
lo
c
k
WT Veh
Cyfip1 Veh
WT Drug
Cyfip1 Drug
Time window relative to injection (mins)
***
a
b
Vehicle Vehicle Drug Drug
c
***
A double hit: ketamine 
 
192 
 
greater than all the other windows, ***p<0.001. Bonferroni-corrected t-tests found Cyfip1+/- 
Drug and WT Drug movement was not significantly different. Veh = Vehicle injection. c, 
Total post-injection movement counts (arbitrary units) in vehicle and drug conditions. 
***p<0.001 for main effect of treatment. WT: n = 14, Cyfip1+/-: n = 13. 
5.3.2 Gamma and high frequency oscillations 
The dose of ketamine used here has previously been shown to elicit increased 
gamma and HFOs (Hunt et al., 2006, 2011; Phillips et al., 2012b). Power changes 
were quantified by calculating a percent change from baseline power. One minute 
signal segments were selected (see Methods) from within a 15 minute window pre-
injection, and from within a 6 minute post-injection window.  
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Figure 5.2 | Representative raw traces from PRL. Raw traces taken from the pre- and 
post-injection period in vehicle and ketamine injection sessions from one WT and one 
Cyfip1+/- rat, traces are 3.8 seconds long. Note the increase in gamma oscillation 
amplitudes in the post-ketamine injection segments, and more bursts of high frequency 
oscillations highlighted by green arrows. Bottom, an example of a high frequency burst in 
greater time resolution.  
As previously reported, power changes were most striking in the gamma and HFO 
frequency bands (Hunt et al., 2006; Phillips et al., 2012b) (Figure 5.2). Example 
multi-taper spectrograms of power in NAc Core reveal clear increases in gamma 
power and HFO following ketamine injection (Figure 5.3). Ketamine injection led 
to a significant increase in gamma (55-90 Hz) power in PRL (drug effect: F1,22 = 
21.3, p < 0.001; 2 WT and 1 Cyfip1 outliers) NAc Core (F1,24 = 15.9, p = 0.001; 2 
WT and 1 Cyfip1 outliers), NAc Shell (F1,24 = 11.6, p = 0.002; 1 WT outlier), vHPC 
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(F1,25 = 9.08, p = 0.006) and dCA1 (F1,23 = 17.9, p < 0.001; following removal of 1 
WT and 1 Cyfip1 outlier). There was no main effect of genotype (p > 0.05) or 
interaction (p > 0.05) in any brain region, suggesting ketamine- induced gamma 
power was normal in Cyfip1+/- rats (Figure 5.4). 
 
Figure 5.3 | Representative spectrograms from the NAc core. a, 40-100 Hz frequency 
range shows timecourse of gamma power following injection (white vertical line at injection 
time 0). Colour represents power (dB). b, High frequency oscillations (~150 Hz) shown on 
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a shorter timescale. Note the burst of high frequency power immediately following the 
ketamine injection in the Cyfip1+/- animal.  
In contrast, HFO (130-180 Hz) in Cyfip1+/- rats were significantly more sensitive to 
ketamine (Figure 5.4). In PRL there was a significant genotype x treatment 
interaction (F1,22 = 4.38, p = 0.048; 1 WT and 2 Cyfip1 outliers), but no main effect 
of genotype (p > 0.05) or treatment (p > 0.05), suggesting a crossover relationship. 
A significant interaction was present in both areas of NAc (Core: F1,25 = 10.1, p = 
0.032, Shell: F1,25 = 19.7, p = 0.007), and genotype main effect was significant in 
the Shell (F1,25 = 4.97, p = 0.035), but not the Core (F1,25 = 2.15, p = 0.155). 
However, a Mann-Whitney U test comparing ketamine-induced HFO power 
showed a significant effect of genotype (Core: p = 0.033, Shell: p = 0.022). Dorsal 
CA1 showed a significant effect of ketamine on HFO power (treatment: F1,22 = 4.54, 
p = 0.045; following removal of 1WT and 2 Cyfip1 outliers), but no genotype effect 
(F1,22 = 0.12, p = 0.73) or interaction (F1,22 = 3.27, p = 0.084). In contrast, vHPC 
HFO showed no significant effect of treatment (F1,22 = 0.89, p = 0.36), genotype 
(F1,22 = 0.47, p = 0.50) or interaction (F1,22 = 1.07, p = 0.31; 1 WT and 2 Cyfip1 
outliers). Unless stated, outliers did not affect the outcome of the statistical tests.  
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Figure 5.4 | Power change spectra. Spectral power changes are presented as a 
percentage change from pre-injection baseline. Inset are frequencies 0-20Hz. *p<0.05 for 
the genotype x treatment interaction. Veh = Vehicle injection. WT: n = 14, Cyfip1+/-: n = 13. 
The absence of a genotype effect on ketamine-induced hyperlocomotion suggests 
the enhanced HFOs seen in Cyfip1+/- rats are independent of movement, and this 
has been demonstrated by others (Hakami et al., 2009). Taken together, these data 
demonstrate similar power changes in gamma and HFO frequency bands to what 
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others have seen at this dose and highlight the heightened sensitivity of HFO-
induction in the PRL and NAc of Cyfip1+/- rats following ketamine.  
5.3.3 Phase-amplitude coupling 
Given published findings of the effect of ketamine on hippocampal PAC (Caixeta 
et al., 2013; Michaels et al., 2018), and my observations of reduced theta-gamma 
coupling in Cyfip1+/- hippocampus (Chapter 3), I decided to explore the effect of 
ketamine on this phenomenon.  
 
Figure 5.5 | Hippocampal phase-amplitude coupling. Group averaged comodulograms 
showing phase-amplitude coupling following a vehicle and following a ketamine injection. 
Arrows indicate theta-fast gamma region where genotype x ketamine interaction was 
significant (p = 0.032). WT: n = 14, Cyfip1+/-: n = 13. 
As described above, ketamine increased hippocampal gamma power in both WT 
and Cyfip1+/- animals and a similar outcome was seen for theta band oscillations, 
with a significant increase in dCA1 theta (F1,23 = 1.53, p = 0.002; following removal 
of 2 Cyfip1 outliers). There was no main effect of genotype (p > 0.05) or interaction 
(p > 0.05). As in Chapter 3, gamma was divided into slow and fast bands for this 
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analysis. PAC data were log-transformed to bring the data within a normal 
distribution. Theta-slow gamma (25-60 Hz) PAC was similarly significantly 
increased by ketamine in both genotypes (drug effect: F1,25 = 10.46, p = 0.003, 
genotype effect: F1,25 = 0.004, p = 0.95, no interaction) (Figure 5.5). Theta-fast 
gamma (65-100 Hz) PAC showed a significant effect of ketamine (F1,25 = 5.189, p 
= 0.032) and a significant genotype x ketamine interaction (F1,25 = 4.612, p = 0.042), 
indicating a greater post-ketamine increase in PAC in Cyfip1+/- rats than in WTs. A 
Bonferroni-corrected Mann-Whitney U test showed that in the vehicle treatment, 
Cyfip1+/- PAC was significantly lower than in WT (p<0.05, following removal of 2 
Cyfip1 outliers), with no difference in the drug condition (p > 0.05).  
Theta-HFO (130-180 Hz) PAC, which is much weaker upon observation of the 
comodulograms, was also significantly increased by ketamine, but with no 
difference between genotypes (drug effect: F1,25 = 9.88, p = 0.004, genotype effect: 
F1,25 = 0.317, p = 0.58, no interaction).  
5.4 Discussion 
Results from this chapter show: 
• Acute injection of 10mg/kg ketamine induces similar locomotor 
hyperactivity in both Cyfip1+/- rats and WTs. 
• Ketamine leads to a similar increase in gamma power in PRL, hippocampus 
and NAc in both genotypes. 
• Both genotypes show an increase in HFO oscillations following ketamine 
in PRL, NAc and dCA1, but this increase is augmented in Cyfip1+/- rats in 
PRL and NAc. 
• Hippocampal theta-gamma PAC is increased by ketamine, and the increase 
is augmented in Cyfip1+/- rats for fast-gamma coupling.  
• Hippocampal theta-HFO PAC is similarly increased by ketamine in both 
genotypes.  
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Thus Cyfip1+/- rats are hypersensitive to some effects of ketamine, notably the HFO-
inducing and PAC strengthening effects. Since ketamine induced hyperlocomotion 
was not augmented in Cyfip1+/- rats, these effects are unlikely to be downstream of 
gross behavioural state changes caused by the drug. The overall effects observed 
here are largely in line with published findings. Hyperlocomotion is consistently 
found following acute sub-anaesthetic doses of NMDAR antagonists (Domino, 
1964; Nicolás et al., 2011; Phillips et al., 2012b). A review of NMDAR antagonist 
effects on oscillatory activity in rodents found gamma to be consistently increased 
in cortex and hippocampus, with both increases and decreases seen in NAc (Hunt 
and Kasicki, 2013). In addition, EEG gamma power is increased in humans 
following ketamine administration (Hong et al., 2010). HFOs are consistently 
increased in multiple brain regions (Hunt and Kasicki, 2013; Hunt et al., 2006, 
2011; Phillips et al., 2012b). In this study I found hippocampal theta power to 
increase following ketamine, but the literature has been mixed on this (Hunt and 
Kasicki, 2013), perhaps due to the close link between theta power and locomotion, 
which could change depending on dose.  
As mentioned, a handful of studies with CNV animal models have explored the 
‘double-hit’ model presented here, of a genetic risk coupled with an additional 
challenge of NMDAR antagonism. Of the two models that tested the effect of 
PCP/ketamine on hyperlocomotion, one found an augmented increase in mutants 
while the other did not (Didriksen et al., 2017; Nielsen et al., 2017). Of course, it 
would not necessarily be expected that these models all show a hypersensitivity to 
NMDAR antagonism-induced locomotion, as they each contribute to risk via 
different pathways, and not necessarily pathways that would lead to a similar 
hypersensitive phenotype. However, it is noteworthy that other models show a 
dissociation between effects on hyperlocomotion and other measures, as I have 
found here with the Cyfip1+/- rats: no effect on hyperlocomotion but enhanced 
ketamine-induced HFO and theta-gamma PAC compared to WT. Indeed, it has 
been argued that the hyperlocomotion phenotype is limited as a biomarker, as it 
does not map well onto the psychotic and cognitive phenotype seen in humans, 
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while electrophysiological markers may be more translatable (Phillips et al., 
2012b).   
Few double-hit models have investigated the impact of NMDAR antagonism on 
neural oscillations. Most notable are the experiments with the neurodevelopmental 
MAM model (Goda et al., 2015; Phillips et al., 2012b). Phillips et al. (2012) found 
that the same dose of ketamine as in the current study led to an augmented 
hyperactivity in the MAM rats, but a reduced increase in gamma power specifically 
in the visual cortex. This was linked to the finding that parvalbumin-positive 
interneuron density is reduced in the visual cortex but not in the motor cortex, where 
ketamine-induced gamma increase was normal. HFO, on the other hand, showed an 
augmented increase in MAM animals.  
Goda et al. (2015) found slightly different results in the same model, although they 
recorded activity from the NAc vs cortical EEG in Phillips et al. (2012). 
Spontaneous HFO in the NAc was significantly increased in MAM rats, but this 
was not prominent in the cortical EEG recording. Unlike Phillips et al. (2012), they 
did not see a hyperlocomotion effect of MK801, nor an augmented increase of HFO. 
Instead they found a lack of MK801-induced increases in HFO frequency in MAM 
rats. Together, these findings indicate that an abnormal reaction to NMDAR 
antagonism has been observed in the MAM model, but with mixed findings 
between studies and across different brain regions. Again, as the contribution to risk 
in these models compared to the Cyfip1+/- rats is different, it would not be expected 
that their reaction to ketamine is necessarily identical. However, the two models 
have in common the finding of augmented HFO in cortical areas.  
5.4.1 PAC 
Theta-gamma and theta-HFO PAC was increased following ketamine, which is in 
line with the emerging literature indicating this effect of NMDAR antagonism 
(Caixeta et al., 2013; Cordon et al., 2015; Michaels et al., 2018). Caixeta et al. 
(2013) analysed PAC in the hippocampus and saw increased theta-fast gamma PAC 
at a 25mg/kg dose, and also increased theta-HFO PAC. However, the theta-HFO 
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coupling appeared much stronger here than in my results, where no clear hotspot 
for theta-HFO coupling is seen. Nevertheless, the basic pattern of ketamine-induced 
increase in theta-HFO coupling was present.  
Interestingly, Michaels et al. (2018) found that the direction of change in PAC 
strength was modulated by running speed. They recorded hippocampal activity 
while animals ran laps on a rectangular track, and divided analyses into slow 
(<15cm/s) and fast (37-87cm/s) speeds. They found theta-fast gamma coupling 
increased following ketamine (30mg/kg) at slow speeds but decreased at fast 
speeds. This broadly aligns with my findings as it is unlikely my animals reached 
these fast speeds within their home cage. However, as LEDs were not tracked, and 
instead movement data were extracted from the video, it is not possible to ascertain 
this from the present dataset.  
Theta-gamma PAC was increased more in Cyfip1+/- rats following ketamine than in 
WTs. Whereas in Chapter 3, theta-fast gamma PAC did not reach significance for 
being lower in Cyfip1+/- rats (only theta slow-gamma PAC did), in this experiment 
theta-fast gamma PAC in the vehicle condition was significantly lower in Cyfip1+/- 
rats and thus increased to be a similar level to WT following ketamine. This 
difference may be due to the different analysis windows used (multiple trials vs a 1 
minute window) or different behavioural context (running on the maze vs in the 
homecage after an injection).  
Increased theta-gamma coupling is associated with cognitive functions such as 
working memory (Lisman and Jensen, 2013; Montgomery and Buzsáki, 2007). 
Since NMDAR antagonism disrupts cognitive functions (Cadinu et al., 2018), the 
finding of increased theta-gamma PAC is somewhat difficult to interpret. However, 
an abnormally high level of PAC coupled with the increases in oscillatory power at 
theta, gamma and HFO together are likely to reflect an aberrant brain state, in which 
the dynamic information processing required for cognition is compromised. 
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5.4.2 Possible mechanisms leading to hypersensitivity to ketamine 
It is currently unclear how Cyfip1 haploinsufficiency could lead to enhanced HFO 
in prefrontal cortex and accumbens. The mechanism of HFO generation is also 
unknown, limiting the extent to which I can speculate on the role of Cyfip1 low 
dosage. Given that several NMDAR antagonists have shown induced HFO (Phillips 
et al., 2012b), it is likely that HFO generation is linked to NMDARs. Cyfip1 
haploinsufficiency prevents spine remodelling downstream of NMDARs (Pathania 
et al., 2014), which provides evidence that other NMDAR-dependent pathways are 
affected by Cyfip1, which could mean that HFO generation could also be affected. 
It is possible that HFO, like gamma oscillations (Carlén et al., 2012), are also due 
predominantly to NMDARs on GABAergic interneurons. In this case, the low 
levels of Cyfip1 in GABAergic neurons (Pathania et al., 2014) may play a role. The 
GABAergic system is yet to be investigated in Cyfip1 haploinsufficiency models, 
but deficits in the GABAergic system have been highlighted in Fmr1 knockout 
models of Fragile X syndrome (Contractor et al., 2015; Nomura et al., 2017; 
Paluszkiewicz et al., 2011).  
Of the several schizophrenia-relevant models that have been shown to have a 
heightened sensitivity to the effects of NMDAR antagonism on brain oscillations 
and hyperlocomotion (Didriksen et al., 2017; Goda et al., 2015; Ji et al., 2013; Jones 
et al., 2017; Kocsis, 2012; Nielsen et al., 2017; Phillips et al., 2012b), one model 
was able to demonstrate clear changes in NMDAR and interneurons that might 
mediate the heightened sensitivity. Mice carrying mutations in Sp4, a gene encoding 
a transcription factor, showed hyperlocomotion and enhanced gamma power in 
response to ketamine (Ji et al., 2013). This was thought to be mediated via the 
reduced NMDAR1 expression and down-regulated GAD67 protein also seen in Sp4 
mice, an enzyme important in GABA synthesis.  
5.4.3 Conclusions and future directions 
In this chapter I assessed whether Cyfip1+/- rats showed a heightened sensitivity to 
NMDAR antagonism by ketamine. It appears this is the case for some of the effects 
of ketamine, such as induced HFO and theta-gamma PAC, but not for others, such 
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as hyperlocomotion and enhanced gamma power. It is difficult to derive 
mechanistic insight from HFO, as their mechanism of generation is currently 
unknown. However, finding reduced theta-gamma PAC within the hippocampus in 
a different behavioural context extends the previous findings in Chapter 3, and the 
ketamine-induced augmented increase in PAC strength supports a hippocampal 
abnormality in Cyfip1+/- rats.  
Emerging evidence suggests that ketamine can disrupt interactions between brain 
regions, such as cortico-cortico (Páleníček et al., 2011), hippocampal-cortical (Gass 
et al., 2014; Moran et al., 2015), and cortico-accumbal networks (Asif-Malik et al., 
2017). For example, while hippocampal-prefrontal interactions were normal under 
baseline conditions in Cyfip1+/- rats (Chapter 3), it is possible that this network 
would show a heightened sensitivity following ketamine challenge. 
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6 
Chapter 6 Circadian activity patterns and 
sleep neurophysiology in Cyfip1+/- rats 
This chapter describes two studies investigating sleep patterns and sleep-dependent 
network activity in Cyfip1+/- rats. Infrared sensor-based actigraphy monitoring 
showed that Cyfip1+/- rats have normal circadian sleep and activity patterns. In vivo 
electrophysiology recordings during sleep revealed abnormal hippocampal ripples 
in Cyfip1+/- rats.  
6.1 Introduction 
6.1.1 Why study sleep? 
Most – if not all – animals need some form of sleep to survive, yet the nature of 
sleep’s many functions is still debated (Cirelli and Tononi, 2008). There are several 
key processes occurring during sleep that affect the brain, divided largely into 
memory processing (Rasch and Born, 2013; Tononi and Cirelli, 2006) and 
restorative processes (Inoué et al., 1995; Villafuerte et al., 2015; Vyazovskiy and 
Harris, 2013). In this chapter, I will focus on the memory roles of sleep.  
Sleep disturbances and cognitive impairments – including in mnemonic functions 
– are common comorbidities in psychiatric disorders, including schizophrenia, 
autism and intellectual disability (Castelnovo et al., 2016; Kaskie et al., 2017). 
Given that memory consolidation seems to be one of sleep’s key roles, it has been 
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suggested that these symptoms may be linked in psychiatric disorders by a common 
mechanism (Jagannath et al., 2013). Researchers investigating this link have found 
sleep neurophysiology to be a highly translatable measure of functional 
connectivity in the brain, and it has been presented as a strong candidate biomarker 
for psychiatric disorders such as schizophrenia for three independent reasons 
(Gardner et al., 2014). Firstly, characteristic coordinated network activity patterns 
spanning the neocortex, thalamus and hippocampus have regularly been found to 
be disrupted in psychiatric disorders, including schizophrenia, autism and 
intellectual disability (Castelnovo et al., 2018; Chan et al., 2017; Chouinard et al., 
2004; D’Agostino et al., 2018; Demanuele et al., 2017; Ferrarelli and Tononi, 2017; 
Gruber and Wise, 2016; Manoach et al., 2016; Rockstroh et al., 2007; Tessier et al., 
2015). Secondly, like other oscillatory mechanisms, sleep neurophysiology is 
evolutionarily highly conserved (Borbély and Achermann, 1999). Thirdly, these 
spontaneous circuit dynamics during sleep are less biased by waking behaviour, 
attention, and demands of any specific task (for a review see Gardner et al. (2014)). 
Patients with schizophrenia, autism and intellectual disability also experience 
disrupted circadian rhythms as well as sleep disturbances (Köse et al., 2017; 
Souders et al., 2009; Wulff et al., 2012), which is echoed in some psychiatric 
disorder-relevant animal models (Pritchett et al., 2012). 
In this chapter I investigate the links between Cyfip1 haploinsufficiency and 
circadian and sleep disturbances using actigraphy data and sleep neurophysiology 
recordings. First, I briefly review current understandings of the role of sleep and 
sleep oscillations in memory consolidation, and highlight how these processes have 
been disturbed in patient populations and rodent models.  
6.1.2 Human and rodent sleep 
6.1.2.1 Circadian rhythms 
Sleep is regulated by two major influences: 1) the 24h endogenous oscillation of 
the circadian rhythm, driven by an internal clock in the suprachiasmatic nuclei 
(SCN) of the hypothalamus, which is entrained by the light-dark cycle; 2) the 
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homeostatic regulation of sleep, whereby sleep need accumulates during wake and 
dissipates during sleep (Borbély and Achermann, 1999; Fisher et al., 2013).   
Humans and rats are both entrained by light, but their circadian rhythms differ, most 
obviously by rats being nocturnal. While they largely show an active phase during 
darkness and inactive phase during light, rats have polyphasic sleep, with many 
more sleep bouts throughout the 24 h cycle (Fisher et al., 2012). This might 
complicate the translation of any sleep bout phenotypes to the human context. 
Nevertheless, rodents are commonly used to model circadian rhythm disturbances 
(see below).  
6.1.2.2 NREM sleep oscillations 
While our circadian patterns differ, the neural circuit mechanisms driving and 
characterising human and rodent sleep are in many ways remarkably similar. Early 
sleep EEG experiments discovered characteristic neural oscillations can be used to 
distinguish sleep stages (Rechtschaffen and Kales, 1968). Sleep can broadly be 
divided into rapid-eye-movement (REM) sleep and non-REM (NREM) sleep 
(Berry et al., 2015). In humans, NREM can be further broken down into Stages N1-
N3: N1 and N2 encompass lighter stages of sleep characterised by waxing and 
waning spindle oscillations at 8-15 Hz spreading from the thalamus to the cortex 
(McCormick and Bal, 1997), while N3 is dominated by slow wave oscillations at 
0.25-4 Hz (Grey, 1963; Steriade et al., 1993a). In rats, NREM sleep is not 
subdivided and features both slow waves and spindles. REM sleep is characterized 
by brain activity that is very similar to that in wake coupled with decreased muscle 
tone (Figure 6.1). 
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Figure 6.1 | Human and rat sleep. a, Human hypnogram showing time spent in different 
stages of sleep. N3 is also called slow wave sleep, characterised by these slow 1-4 Hz 
oscillations. Figure adapted from Rash and Born (2013). b, Rat hypnogram showing the 
stages that were scored for the current experiments. c, Raw traces from prelimbic cortex 
(PRL) and dorsal CA1 of the hippocampus during different brain states. Note theta (6-10 
Hz) oscillation present in the dorsal CA1 during active wake and even more prominent in 
REM, and slow waves in the prelimbic cortex during NREM. 
Slow waves are local field potential oscillations reflecting the synchronous 
transitions between high and low activity states, referred to as UP and DOWN states 
(Steriade et al., 1993a). During transitions to UP states (LFP positive half-waves), 
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populations of pyramidal cells are synchronously active, while transitions to 
DOWN (LFP negative half-waves) states signify the synchronous silencing of these 
neurons. Slow-waves are generated by a combination of intrinsic currents and 
synaptic currents in the thalamus and cortex (Crunelli and Hughes, 2010).  
Spindles in the sigma frequency range also occur during NREM sleep. These 
waxing and waning, 0.5-3 s events are generated by the thalamic reticular nucleus 
(TRN). TRN GABAergic neurons show burst firing, which via thalamocortical 
glutamatergic projections entrain cortical neurons to oscillate at the spindle 
frequency (Steriade et al., 1993b). The thalamocortical feedback loop is completed 
by glutamatergic cortical projections onto NMDA receptors on TRN neurons 
(Contreras and Steriade, 1996), which aid in spindle coordination (McCormick and 
Bal, 1997).  
Ripples are characteristic NREM oscillations seen in the hippocampus, but they can 
also occur during quiet rest (Buzsáki, 2015; Buzsáki et al., 1983). They are marked 
by a 2-4 Hz sharp-wave coupled with a high frequency oscillation at 140-200 Hz, 
and are most pronounced in the pyramidal cell layer of CA1. They are triggered by 
a temporary disinhibition leading to highly synchronous burst firing in a recurrent 
network in CA3 (Chrobak and Buzsáki, 1996), which generates the sharp-wave of 
the ripple. The bursting activity is propagated to the CA1 via the Schaffer collateral, 
generating the ripple recorded in this area (Buzsáki, 1986; Csicsvari et al., 2000).  
Simultaneous recordings from cortex and hippocampus demonstrated that these 
NREM sleep events do not occur in isolation. There is in fact a precise temporal 
coordination between slow waves, spindles and ripples, seen in rodents and humans 
(Clemens et al., 2007; Siapas and Wilson, 1998; Sirota et al., 2003), where 
transitions to UP states are closely coupled with hippocampal ripples, followed by 
spindles (Figure 6.2).  
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Figure 6.2 | Coordinated NREM oscillation events in memory consolidation. Evidence 
indicates that it is the concerted activity of NREM sleep oscillation events, slow waves, 
spindles and ripples, that is critical in memory consolidation, facilitating the transfer of 
recently encoded memories from the hippocampus to the prefrontal cortex. Figure adapted 
from Born and Wilhelm (2012). 
6.1.2.3 Role of NREM sleep oscillations in memory consolidation 
These characteristic NREM sleep oscillations have garnered particular attention as 
evidence suggests they play a role in memory consolidation. In particular, the active 
systems consolidation hypothesis posits that recent memory representations in the 
hippocampus are consolidated by ‘replay’ during subsequent NREM sleep, and thus 
transferred into the neocortex to be integrated to long-term memory (Rasch and 
Born, 2013). This was partially based on the landmark finding that hippocampal 
place cells active during a navigation task were reactivated in the same temporal 
order, albeit compressed time period, in subsequent rest or NREM sleep (Lee and 
Wilson, 2002; Skaggs et al., 1996; Wilson and McNaughton, 1994). Place cells 
during these ‘replay’ events are phase-locked to hippocampal ripples (Lee and 
Wilson, 2002), establishing a link between ripples and memory consolidation, 
likely mediated by ripple-induced LTP in between CA3 and CA1 neurons 
(Sadowski et al., 2016). Replay has since also been observed in the prefrontal 
cortex, suggesting a more prominent role of the cortex during encoding (Peyrache 
et al., 2009). REM sleep has also been implicated in memory consolidation, and 
while there are some reports of replay occurring during REM, this has not been 
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widely reproduced (Llewellyn and Hobson, 2015; Louie and Wilson, 2001). A 
further mechanism has been suggested for consolidation during sleep, whereby 
synaptic weights are homeostatically regulated thus improving the signal-to-noise 
ratio of replayed events (Tononi and Cirelli, 2006). These mechanisms could act in 
a complementary way to increase memory consolidation (Genzel and Robertson, 
2015). There is growing evidence that the individual and concerted activity of slow 
waves, spindles and ripples have a direct role in memory processing. 
6.1.2.4 Evidence for ripples in memory consolidation 
Direct evidence linking hippocampal ripples to memory consolidation comes from 
studies where interruption of ripples by electrical stimulation during sleep or quiet 
rest impairs consolidation (Ego-Stengel and Wilson, 2010; Girardeau et al., 2009). 
Girardeau et al. (2009) detected ripples online during sleep following training on a 
spatial reference memory task. Using a single electrical pulse to the ventral 
hippocampal commissure they interrupted ripples, but importantly, did not disturb 
other sleep parameters. These animals showed deterioration in memory 
consolidation, while a control group who had electrical pulses delivered out of sync 
with ripples performed the same as unimplanted animals. Furthermore, the role of 
ripples in systems levels consolidation was revealed by experiments showing replay 
in the mPFC coincided with hippocampal ripples (Peyrache et al., 2009).  
6.1.2.5 Evidence for spindles in memory consolidation 
Consisting of a series of firing bursts from thalamocortical projections, spindles are 
well placed to trigger synaptic plasticity in the cortex. Applying a spindle-like train 
of stimuli to rat pyramidal cells in cortical slices, NMDA receptor-dependent short-
term potentiation and L-type Ca2+ channel-dependent long-term potentiation is 
induced (Rosanova and Ulrich, 2005). By this mechanism, spindles are proposed to 
play a role in memory consolidation although evidence for this has been largely 
from correlational studies (Manoach et al., 2016). For example, increased spindle 
activity positively correlated with retention of a verbal task, memory recall and 
motor skills (Gais et al., 2002; Morin et al., 2008) with comparable findings in rats 
(Eschenko et al., 2006; Watts et al., 2012). Furthermore, increasing spindle activity 
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with pharmacological agents such as zolpidem (a sleep-promoting drug acting on 
GABAA receptors) improved the consolidation of declarative memories (Kaestner 
et al., 2013; Mednick et al., 2013). A direct and specific manipulation causally 
linking spindles to memory consolidation is yet to be published, although a recent 
conference abstract used an optogenetic approach to interfere with spindles in mice 
by silencing GABAergic neurons in the TRN, which led to decreased performance 
in recognition task (Katsuki et al., 2017).  
Spindles have also been suggested to reflect basal intelligence levels, as spindle 
density correlates with IQ (Fang et al., 2017; Fogel and Smith, 2011). The finding 
that spindle density remains remarkably stable within subjects from night-to-night, 
suggesting a spindle ‘fingerprint’ (De Gennaro et al., 2005), supports the suggested 
link with IQ, but does not align with spindles being learning-dependent, i.e. 
involved in the consolidation of information acquired during the previous day. 
Spindles have also been noted to change over the course of development (Campbell 
and Feinberg, 2016), with a shift to higher frequencies occurring during 
adolescence, and reduced amplitude in the elderly (Guazzelli et al., 1986).  
6.1.2.6 Evidence for slow waves in memory consolidation. 
Increases in slow wave activity also correlate with post-sleep enhancements in both 
declarative, hippocampus-dependent tasks and non-declarative, hippocampus-
independent memory (Miyamoto et al., 2017; Mölle et al., 2009). Moreover, when 
transcranial stimulation was used to increase the number of slow waves during 
NREM sleep in humans, memory was further enhanced (Marshall et al., 2006). A 
recent study in mice showed that following a floor-texture recognition task, 
optogenetic stimulation at slow wave frequency of the task-associated 
somatosensory and motor cortices, lead to enhanced memory consolidation, 
indicated by prolonged retention of a novelty recognition memory (Miyamoto et 
al., 2016).  
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6.1.2.7 Evidence for coordinated NREM oscillations in memory consolidation 
While the findings described above point to the largely independent roles of each 
NREM oscillation in memory consolidation, recent evidence indicates that it is the 
concerted activity of NREM sleep oscillation events that is critical in memory 
consolidation, in facilitating the transfer of recently encoded memories from the 
hippocampus to the prefrontal cortex. Correlational studies had linked greater 
coordination of sleep oscillation events with improved consolidation in humans and 
rats (Johnson et al., 2010; Niknazar et al., 2015), but Maingret et al. (2016) were 
the first to demonstrate a causal link between the tight temporal correlation of slow 
waves, spindles and ripples by optogenetically manipulating their coordination. A 
novel object location task was used, whereby rats were exposed to two identical 
objects for a short period, and re-exposed 24 hours later, when one of the objects 
had been moved to the opposite corner. During sleep following the first exposure, 
online detection of ripple events triggered an electrical stimulation of the cortex, 
eliciting slow waves and spindles. Rats receiving the stimulation, explored the 
object in the novel location more than the unmoved one, indicating recall of the 
location memory. In contrast, unstimulated rats did not discriminate between the 
two, only if the duration of the first exposure was extended. This supports a 
consolidation mechanism whereby hippocampal ripples trigger reactivation of cell 
assemblies in the prefrontal cortex (Peyrache et al., 2009), whose target synapses 
would then be selectively isolated by the ensuing slow wave, and strengthened by 
synaptic plasticity during the incoming spindle (Maingret et al., 2016; Rosanova 
and Ulrich, 2005).  
The generation of this concerted activity relies on the integrity of long-range 
connectivity between cortex, thalamus and hippocampus. Therefore, changes in the 
synchronization of these events can uncover deficits in the hippocampal-prefrontal 
network. Chapter 3 demonstrated that this network remains intact in Cyfip1+/- 
animals during behaviour, but analysis of the coordination of NREM sleep 
oscillations provides a new angle by which I can revisit the hippocampal-prefrontal 
network in a different behavioural state.  
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6.1.3 Disrupted sleep in psychiatric disorder 
6.1.3.1 Psychiatric disorder patients 
The accumulating evidence that sleep and specifically NREM sleep oscillations 
contribute to offline memory consolidation has led to the suggestion that cognitive 
impairments and sleep disruption seen in psychiatric disorders share a common 
mechanism (Jagannath et al., 2013; Pritchett et al., 2012). In this section, I will 
highlight evidence linking sleep disruptions on a macroscopic level looking at 
circadian rhythms, and a mesoscopic level looking at NREM oscillations, to the 
cognitive impairments seen in psychiatric disorders.  
Sleep disruption is arguably one of the symptoms most damaging for quality of life 
of schizophrenia and other psychiatric patients (Cohrs, 2008; Hofstetter et al., 
2005). Contrary to early observations, it appears unrelated to medication or lack of 
a social routine in schizophrenia (Wulff et al., 2012). Effects include difficulty in 
both falling asleep and staying asleep, with examples of early or delayed sleep, 
fragmented sleep, rest-activity patterns unregulated by the day, reduced sleep 
efficiency, and abnormal REM and NREM durations (Bromundt et al., 2011; Köse 
et al., 2017; Pritchett et al., 2012; Souders et al., 2017; Wulff et al., 2009a). 
Although circadian disruptions are not specific to schizophrenia, particular efforts 
have been made to link circadian-rhythm regulating genes to this disorder (Mansour 
et al., 2006; Takao et al., 2007; Zhang et al., 2011); however, circadian genes have 
not yet been implicated in genetic association studies (Ripke et al., 2014; Stefansson 
et al., 2009). Associations have been reported between disrupted sleep and 
cognitive performance in schizophrenia patients, both with medication (Bromundt 
et al., 2011; Göder et al., 2015; Wulff and Joyce, 2011) and without (Forest et al., 
2007; Yang and Winkelman, 2006), while a recent study found poorer performance 
on a spatial declarative memory task in autistic children compared to controls after 
a night of sleep, suggesting poorer memory consolidation (Maski et al., 2015).  
What is the relationship between sleep disruptions and cognitive symptoms? It 
appears that during the sleep patients are getting, NREM sleep oscillations critical 
for memory consolidation are disrupted (Hiatt et al., 1985). In particular, 
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schizophrenia patients show decreased spindle activity (Manoach et al., 2016). This 
has been observed in medicated (Ferrarelli et al., 2007; Göder et al., 2015; Seeck-
Hirschner et al., 2010; Wamsley et al., 2012) and un-medicated patients (Manoach 
et al., 2014), as well as reduced spindle amplitude in (currently) healthy first-degree 
relatives (Keshavan et al., 2004; Manoach et al., 2014). Supporting their role in 
memory consolidation, several studies show a correlation between impaired 
enhancement of a finger-tapping motor sequence task and reduced spindle activity 
in preceding sleep (Barakat et al., 2011; Manoach et al., 2010; Nishida and Walker, 
2007). Furthermore, various other neurodevelopmental and neurodegenerative 
disorders featuring cognitive deficits show abnormal spindle activity, including 
intellectual disability (Shibagaki et al., 1982), autism (Limoges et al., 2005), and 
Parkinson’s with dementia (Latreille et al., 2015).  
Sleep neurophysiology and/or actigraphy have not been studied in the context of 
the 15q11.2(BP1-BP2) deletion. However, it is noteworthy that a study of 14 cases 
carrying a duplication in the 15q11.2-q13 region reported sleep disturbances 
(Urraca et al., 2013). In addition, 10 of the 14 subjects had abnormal waking EEG 
signatures in the form of excessive beta (18-22Hz) epochs. There are sporadic 
reports of sleep problems in the literature regarding 15q11.2(BP1-BP2) deletion 
carriers (Burnside et al., 2011; Elert-Dobkowska et al., 2014) but no systematic 
investigations. A sleep study in the 15q11.2(BP1-BP2) deletion cohort is planned 
as part of the ongoing research programme at Cardiff University, and anecdotal 
reports from parents of children in this cohort have raised the issue of sleep 
disturbances.  
6.1.3.2 Animal models 
As discussed, the observation that schizophrenia goes hand in hand with sleep and 
circadian disruption has prompted the hypothesis that common mechanisms are 
involved in their pathogenesis (Jagannath et al., 2013; Pritchett et al., 2012). This 
would predict that animal models for schizophrenia should also show disrupted 
sleep and circadian rhythms. This prediction is being tested on a growing number 
of potential schizophrenia-relevant models, and they appear to support this 
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hypothesis. Furthermore, it has even been suggested that the circadian system might 
be causally relevant in the aetiology of psychiatric illness, following evidence of 
mania-like phenotypes in Clock mutant mice (Menet and Rosbash, 2011).  
6.1.3.2.1 Circadian disruptions 
A growing number of animal models have incorporated circadian phenotyping as 
part of their characterisation. Table 4 summarises the findings seen in some of these 
models, including the Fmr1 KO mouse, which is of particularly interest due to the 
close molecular relationship between FMRP and CYFIP1. It is important to narrow 
down the nature of the circadian disruption, whether it affects inputs to the SCN, 
the SCN itself, or downstream processes. As an example, the blind-drunk (Bdr) 
mouse, which harbours a missense mutation in the neuronal SNARE synaptosomal-
associated protein of 25 kDa (SNAP-25), has several schizophrenia-related 
endophenotypes and shows circadian disruption, with a phase advance and 
fragmented rest-activity rhythm. Bdr mouse activity patterns respond normally to a 
phase shift in light conditions, suggesting retinal inputs are intact. Clock gene 
rhythms are also unaffected in these mice, suggesting core SCN processes are 
intact. However, circadian rhythms of hormones such as arginine vasopressin and 
plasma corticosterone are phase-advanced, mirroring the sleep circadian phenotype, 
implicating processes downstream of the SCN in the disruption.  
Table 4 Sleep and circadian findings in psychiatric disorder-relevant animal models 
Model Sleep or circadian phenotype Reference 
Blind-drunk mouse 
generates SNAP-25 
exocytotic disruption 
Activity phase advance, 
fragmented rest-activity 
rhythm. Light induced phase-
shift normal. 
(Oliver et al., 
2012) 
Vipr2, 7q36.3 CNV. Circadian period abnormally 
short, and is likely due to a 
disruption within the SCN or 
(Hughes and 
Piggins 2008) 
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Protein and its receptor 
critical for circadian 
oscillations in SCN. 
its outputs, as light-induced 
phase-shifts are normal. 
 
Fmr1/Fxr2 mutant 
mice 
 
Mice lacking FMRP or related 
FXR2p, show shorter free-
running period in constant 
darkness. Double mutant 
shows complete loss of 
rhythmicity in light:dark 
conditions. 
(Zhang et al., 
2008) 
mGluR2 and mGluR3 
knockout mice 
Reduced sleep time and 
increased sleep fragmentation. 
(Pritchett et al., 
2015a) 
D-amino acid oxidase 
(DAO) knockout mouse  
 
No circadian or sleep deficits (Pritchett et al., 
2015b) 
STOP (stable tubule 
only polypeptide) null 
mutant mouse 
Less time spent in NREM 
sleep, more fragmented sleep, 
especially in dark phase.  
(Profitt et al., 
2016) 
Gain-of-function 
DISC1 mice 
Normal circadian entrainment 
of activity, but reduced overall 
wheel running. Reduced time 
asleep.  
(Jaaro-Peled et 
al., 2016) 
 
Circadian activity and sleep neurophysiology 
 
218 
 
6.1.3.2.2 Sleep neurophysiology disruptions 
Only a handful of studies have assessed sleep using electrophysiology methods in 
psychiatric disorder-relevant models. In addition to the circadian phenotype 
mentioned in Table 4, the STOP null mutant mouse showed increased slow wave 
power and reduced spindle power compared to WTs (Profitt et al., 2016). Kumar et 
al. (2015) recorded sleep EEG in the CACNA1c heterozygous (HET) knockout 
mouse. CACNA1c encodes a subunit of the widely expressed Cav1.2 voltage 
dependent L-type calcium channel and emerged as a candidate risk gene from the 
Psychiatric Genomics Consortium GWAS study. HET mice were found to have 
significantly lower EEG spectral power in beta to gamma frequencies both during 
wake and REM sleep. In addition, they noted a trend of higher slow wave activity 
during NREM sleep. Following a stress procedure (acute sleep deprivation or 
restraint stress), the recovery sleep in HET mice showed reduced REM sleep. 
Suh et al. (2013) recorded single unit activity to characterize hippocampal activity 
in a forebrain specific calcineurin knockout mouse. Calcineurin, a phosphatase 
involved in synaptic plasticity, has been associated with schizophrenia in linkage 
analyses (Gerber et al., 2003). The authors reported specifically on awake ripples 
and found that knockout mice showed increased ripple power and density, together 
with abnormal over-reactivity of place cells during ripple events, and showing less 
replay of the recent spatial experience. These mice had previously been shown to 
exhibit an array of schizophrenia-relevant impairments (Miyakawa et al., 2003), 
including a severe working memory deficit (Zeng et al., 2001), and the authors 
attempt to link the ripple deficits seen in this model to the cognitive deficits in 
schizophrenia. An identical phenotype of increased waking ripple power and 
density was observed in a mouse model carrying a truncated human DISC1 gene, 
suggesting a convergence on the same neural phenotype via two unrelated genetic 
models (Altimus et al., 2015). Sleep activity was analysed in another DISC1 mouse 
model overexpressing full-length human DISC1, and showed reduced NREM and 
REM sleep with lower delta activity during recovery sleep following 2 h sleep 
deprivation (Jaaro-Peled et al., 2016).  Another group made whole-cell recordings 
of L2/3 neurons in vivo in unanaesthetized Fmr1 KO mice during sleep and saw a 
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doubling of neuronal firing probability during UP states, although prolonged UP 
states were not seen. In fact, these neurons had a 3-fold higher firing rate compared 
to WT in P14-16 animals at rest or asleep (Gonçalves et al., 2013). 
In summary, emerging evidence of the link between cognitive deficits and the 
disrupted circadian rhythms and sleep neurophysiology seen in both patients and 
animal models of psychiatric disorders provides a strong general rationale to 
explore sleep characteristics in the Cyfip1+/- rats. This chapter reports on two 
experiments: an actigraphy study to investigate circadian sleep/activity patterns, 
and a sleep neurophysiology recording to assess any disruptions to characteristic 
NREM sleep oscillations and fine-scale sleep architecture.  
6.2 Methods 
6.2.1 Actigraphy 
Actigraphy was monitored as described in Section 2.6 (page 75), in a holding room 
with 12:12 light/dark reverse light conditions (lights on at 8pm). Data were 
collected in four rounds of monitoring, as there were 12 sensors available, of which 
some malfunctioned and those data had to be discarded each round. The first 12 
days of the first two monitoring rounds was discarded, as the time taken for animals 
to entrain to a reverse light room had not been taken into account, therefore these 
rounds provided 6 days of light-entrained monitoring. The last two rounds provided 
24 days of light-entrained monitoring. Data was analysed as described in Chapter 
2.  
6.2.1.1 Validation of PIR-defined sleep 
Simultaneous LFP and PIR monitoring was carried out for 3 rats to assess the 
effectiveness of using PIRs to identify sleep. The LFP recording was set up as 
previously described, with the animal in the home cage with a cage extender. A PIR 
sensor was fitted to the inside of a cardboard tube, which was fixed between the 
inside walls of the cage extender. The PIR was positioned to achieve the same field 
of view as in the actigraphy setup, 28cm from the floor of the cage and 17cm from 
the front of the cage. 
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6.2.2 Sleep electrophysiology recording session 
Animals were implanted with LFP microdrives and sleep electrophysiology data 
was acquired as described in Chapter 2. Sleep was recorded before and after T maze 
running. Post-T maze sleep data were used for all analysis presented in this chapter. 
Sleep was scored offline, so sleep was roughly logged by visual inspection of the 
video feed and neural signal data, and recordings continued until an estimated 50-
60 minutes of sleep had been accrued.  
6.2.2.1 NREM oscillation events 
Data were sleep-scored to isolate NREM epochs, where slow waves, spindles and 
ripples were detected as described in section 2.4. Mean frequency, amplitude and 
length of NREM events were calculated for each animal.  
6.2.2.2 Delta/spindle power and coherence in 60 second NREM epoch 
A 60 second NREM epoch on the PRL channel was extracted from the middle of 
the longest NREM bout for each animal, and confirmed as NREM sleep by eye. 
Delta and spindle power were calculated using the following parameters: bandwidth 
= 1 Hz, window = 3 s, constant = 1, providing five tapers and a moving window 
step of 0.05 s. The mtspectrumsegc function was used, splitting the epoch into 10 
second sections, and averaging over these sections. Normalized power was used, as 
described in section 2.4, but results were not affected when analysis was run without 
normalization. Slow wave coherence between PRL and parietal cortex could be 
assessed in the subset of animals with a recording electrode in the parietal cortex 
using the coherencysegc function.  
6.2.2.3 Ripple time-locked power spectrogram 
Averaged power spectra and spectrograms were calculated for a 200ms window 
time-locked to the peak of detected ripples. The signal from the selected dorsal 
hippocampal electrode was bandpass filtered between 80-400 Hz using a 
Butterworth filter and the Matlab function filtfilt. Parameters were set as follows: 
bandwidth = 40 Hz, window = 0.03 s, constant = 1, moving window step = 0.001. 
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6.2.2.4 Coupling of NREM oscillation events 
Temporal coupling was investigated between slow waves, spindles and ripples. 
Power in spindle and ripple frequency band was calculated as follows. Signals were 
bandpass filtered (10-16 Hz for spindles, 120-180 Hz for ripples) using Butterworth 
filters and the Matlab function filtfilt. Filtered data were Hilbert transformed and 
rectified to obtain the root mean squared (RMS) power envelope. For slow wave-
spindle coupling, slow wave detections were used as a reference and the average 
spindle power envelope was calculated in a ± 1.5 second window surrounding the 
peak of the slow wave. Only negative half-wave detections were used as these 
transitions from UP to DOWN to UP state have been found to elicit a rebound in 
spindle power and a suppression of ripple power (Mölle et al., 2002, 2006). A 
bootstrap method using shuffled data tested the significance of coupling (Adhikari 
et al., 2010). The power envelope was randomly shifted by 5-10 seconds to create 
500 shuffled data sets, which were tested for temporal coupling. Peaks in the power 
profile were used to assess coupling, as described below. Coupling was deemed 
significant if it surpassed 95% of the shuffled coupling values. The same method 
was used for slow wave-ripple coupling, with ripple power envelope calculated in 
a ± 0.5 second window. For ripple-spindle coupling, ripple detection times were 
used as a reference, with spindle power envelope calculated in a ±1.5 second 
window.  
6.3 Results 
6.3.1 Validation of PIR method: immobility-defined sleep under PIRs 
correlates well with LFP-scored sleep 
Movement data can provide information about activity levels, but periods of 
immobility can also be used to infer sleep. In humans, actigraphy data has been 
shown to be an effective measure of gross sleep architecture, comparable to more 
sensitive sleep monitoring such as polysomnography (Baandrup and Jennum, 2015; 
Tahmasian et al., 2013). In mice, video monitoring studies have demonstrated that 
inactivity of ≥40s in mice can predict sleep with ~90% accuracy as compared to 
assessment using EEG/ EMG (Pack et al., 2007). Brown et al. (2016) also found 
greater than 95% correlation with sleep as assessed by immobility detected by 
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infrared sensor and sleep detected by EEG/EMG in mice. This method has only 
been validated in mice, therefore it was important to address this in the first study 
(to my knowledge) to use PIRs to monitor activity and infer sleep in rats. 
To validate the PIR-defined sleep method in rats, I made simultaneous 
electrophysiological and PIR recordings in 3 WT animals, which showed a Pearson 
correlation coefficient of 0.9 (p < 0.001) (Figure 6.3). Behaviour scored by both 
methods is shown in Figure 6.3a. Using correlation, however, can be misleading to 
compare methods measuring the same variable, as it would be expected that their 
results would be correlated, yet this does not give an indication of agreement 
between two methods (Watson and Petrie, 2010). Therefore, as in Brown et al. 
(2016) I also used a Bland-Altman comparison of methods (Bland and Altman, 
1986; Giavarina, 2015). Sleep periods were divided into 5 minute bins and the 
proportion of that bin scored as sleep was compared between the two methods. 
Figure 6.3b shows this measure plotted for both methods. The Bland-Altman 
comparison showed a reasonable agreement, with 95% of results measured by PIR 
lying between 93 s below or 124 s above the LFP data, as shown by the limits of 
agreement (Figure 6.3c). The mean of the differences was +15.64 s, (1 to 30 s 95% 
confidence interval), and the fact that the confidence interval does not overlap zero 
suggests there is a systematic difference with the PIR consistently scoring more 
sleep than LFP. This is likely due to the PIR detection missing awakenings when 
the animal does not move, suggesting the PIR detection would be less able to detect 
subtle effects of sleep fragmentation. Finally, degree of agreement between the 
1682 ten second windows scored by each method was assessed by Cohen’s kappa, 
which at 0.76 (95% CI: 0.73, 0.79), suggests substantial agreement (Watson and 
Petrie, 2010). 
Overall, while it may be less sensitive when analysing individual sleep bouts and 
sleep fragmentation, these results show that the PIR data can be used as a reasonable 
indirect measure of sleep and circadian function in rats. In all subsequent analyses 
that refer to sleep from actigraphy data, I use this method of inferring sleep from 
immobility. 
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Figure 6.3 | Validation of immobility-defined sleep from actigraphy monitoring. a, Raw 
score data during one validation recording, showing sleep or wake as scored by PIR (green 
line shifted up) or LFP recording (black). Note how some LFP scored brief awakenings 
were missed by the PIR scoring. b, Data from three validation recordings showing 
proportion of each 5 minute bin spent asleep. Note general consistency between methods, 
with PIR tending to score more sleep per bin. c, Bland-Altman comparison of methods for 
scoring seconds spent asleep in each 5 minute bin. Solid line represents mean of the 
differences between methods. Dashed lines represent the limits of agreement (± 1.96 
standard deviations), within which 95% of differences should fall. n = 3. 
6.3.2 Actigraphy 
Circadian rest/activity patterns were investigated in WT and Cyfip1+/- rats by 
monitoring movement in the homecage with PIR sensors over several days. PIR 
sensors provide an opportunity to measure homecage activity non-invasively, long-
term and with low cost and low data storage requirements (Brown et al., 2016). It 
is also unaffected by the confounds of other common methods such as wheel-
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running, e.g. motivation levels, novel object anxiety and motor impairment, which 
are not uncommon when studying disease models (Pritchett et al., 2015a).  
Data are presented from four rounds of recordings, where 16 WTs and 18 Cyfip1+/- 
rats were monitored for between 6 and 24 days.  
6.3.2.1 Activity  
Interdaily stability, which indicates how consistent each animal’s activity pattern is 
over days and thus how well it is synchronized to the light cycle, was normal in 
Cyfip1+/- rats (p = 0.52, t-test, two WT and 1 Cyfip1 outlier did not affect this result) 
(Figure 6.4a and b). Intradaily variability, which measures transitions between rest 
and activity, therefore reflecting fragmentation of the rest-activity rhythm, was 
normal in Cyfip1+/- rats (p = 0.42, t-test, one Cyfip1 outlier did not affect this result) 
(Figure 6.4a and b). Finally, relative amplitude, which captures the amplitude of the 
circadian rhythm was normal in Cyfip1+/- rats (p = 0.38, t-test, 3 Cyfip1 outliers did 
not affect this result). 
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Figure 6.4 | Activity patterns from actigraphy monitoring. a, Interdaily stability, a 
measure of circadian entrainment, intradaily variability, a measure of fragmentation and 
relative amplitude of activity for WTs and Cyfip1+/- rats. b, Actograms to illustrate activity 
patterns with example interdaily stability and intradaily variability values. Actograms are 
a
d
0.2
0.4
0.6
0.8
WT    
0
0.5
1
1.5
0.5
1
1.5
Cyfip1    WT    Cyfip1    WT    Cyfip1    
Time in hours (double plotted)
24 48 24 48 24 48 24 48
IS:0.78 
IV: 0.76
RA: 0.91
IS:0.54
IV: 1.05
RA: 0.86
IS IV RA
b
c
Circadian activity and sleep neurophysiology 
 
226 
 
double-plotted, such that 48 hr is shown on each horizontal trace, with a 24 hr day shown 
both beneath and to the right of the preceding day. Bars indicate mean hourly activity 
counts. c, Representative actograms from one WT (grey) and one Cyfip1+/- rat (cyan). d, 
Hourly activity counts averaged over monitoring days and over animals. Shaded region 
indicates light off period. WT: n = 16, Cyfip1: n = 18.  
Hourly activity counts were averaged over monitoring days to generate a circadian 
activity profile (Figure 6.4d). For activity analysis, the day was separated into four 
blocks of circadian time (hours 1-6, 7-12, 13-18, 19-24), and analysed by 2-way 
ANOVA. As expected, there was a significant main effect of time (F3, 93 = 105.3, p 
< 0.001), but no effect of genotype (F1, 31 = 0.58, p = 0.45) and no interaction (F3, 93 
= 0.26, p = 0.86). One WT outlier did not affect this result. 
A Lombe-Scargle periodogram, which reflects the periodicity of the activity 
rhythm, did not show a difference between genotypes in the strength of the 24 hour 
rhythm (24 hr amplitude: WT = 1844 ± 129, Cyfip1 = 1706 ± 134, p = 0.47, t-test, 
data not shown). Mean onset and offset times can highlight differences in the 
activity surrounding the light on/off times, and Cyfip1+/- rats had normal activity 
onset, with a trend for delayed activity offset (mean onset times: WT = 07:51 ± 6.6 
min, Cyfip1 = 07:55 ± 14 min, p = 0.80, t-test; mean offset times: WT = 20:31 ± 11 
min, Cyfip1 = 21:09 ± 13 min, p = 0.054, t-test, data not shown). Alpha duration 
estimates the duration of the active phase, and there was a trend for slightly longer 
duration in Cyfip1+/- rats, likely driven by the delayed activity offset time (WT: 
12.65 ± 0.22 hrs, Cyfip1: 13.23 ± 0.19 hrs p = 0.068, data not shown).  
6.3.2.2 Immobility-defined sleep 
The proportion of time spent asleep per hour was averaged over monitoring days to 
generate a sleep profile (Figure 6.5a). Analysing over four time blocks, showed a 
significant main effect of time (F3, 96 = 86.3, p < 0.001), but no effect of genotype 
(F1, 32 = 0.25, p = 0.62) and no interaction (F3, 96 = 0.13, p = 0.94). This suggests 
that the amount of sleep was normal in Cyfip1+/- rats, but hourly sleep bout analysis 
is important to reveal how the sleep was accrued. For example, the same total 
amount of sleep can be achieved by lots of short sleep bouts, which would suggest 
sleep fragmentation, or fewer long sleep bouts. 
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Figure 6.5 | Immobility-defined sleep from actigraphy monitoring. a, Proportion of each 
hour spent asleep. b, Hourly sleep bout number. c, Hourly mean sleep bout length. d, 
Hourly median sleep bout length. a-d, Data are averaged over monitoring days and over 
animals, shaded region represents lights off. WT: n = 16, Cyfip1: n = 18. 
The distribution of hourly sleep bout lengths was positively skewed, therefore 
median sleep bout length was used for each animal (Figure 6.5c,d). As before, there 
a
c
b
d
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was a significant main effect of time over the four time blocks (F3, 87 = 58.3, p < 
0.001), but no genotype effect (F1, 29 = 2.0, p = 0.17) or interaction (F3, 87 = 0.87, p 
= 0.46). Three WT outliers did not affect this result.  
For the average hourly number of sleep bouts, the main effect of time did not reach 
significance (F1.5, 49 = 3.09, p = 0.067, with Greenhouse-Geisser correction) (Figure 
6.5b). This reflects the fact that during the active phase, rats had 8-10 roughly 1 
minute sleep bouts per hour, while during the inactive phase they had 8-10 longer 
sleep bouts. There was also no main effect of genotype (F1, 32 = 1.44, p = 0.24) or 
interaction (F1.5, 49 = 0.03, p = 0.99). It should be noted that these data failed the 
assumption of equality of error variance but without a non-parametric alternative, 
results are still reported.  
In summary, these findings demonstrate that circadian activity and sleep patterns of 
Cyfip1+/- rats are normal, with no indication of fragmentation of sleep. Following 
this, I wanted to explore whether the Cyfip1+/- rats’ sleep was normal at the level of 
limbic-cortical network activity central to sleep-dependent memory processing. 
Therefore, I carried out LFP sleep recordings to characterise sleep architecture, 
sleep fragmentation during a single sleep period, and sleep neurophysiology.   
6.3.3 Sleep electrophysiology recordings 
Sleep parameters were assessed during a sleep recording which followed the 
recording on the T maze experiment described in Chapter 3. This period was chosen 
as rats generally had a much shorter latency to sleep following the T maze task, 
than following the initial move to the experimental room, leading to a longer, more 
uninterrupted sleep recording. This is likely due to a combination of habituation to 
the experimental room during the T maze task, and a build-up of homeostatic sleep 
need.  
6.3.3.1 Normal sleep architecture in Cyfip1 rats 
One WT rat, (rat K.1) was excluded from sleep architecture analyses as he only 
achieved 16 minutes of sleep in a 3 hour session. I had issues with the 
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electrophysiology setup during this recording, having to disconnect and reconnect 
the animal to the system several times, and the handling likely impacted the fact 
that he did not sleep much. A second WT rat’s sleep recording data were 
unfortunately corrupted, therefore has been removed. Thus, the following data refer 
to 12 WT and 12 Cyfip1+/- animals. 
Gross sleep architecture was normal in Cyfip1+/- animals (Figure 6.6). Latency to 
sleep, measured as the time from the beginning of the recording session to the first 
sleep bout varied widely between animals, with a range of 11-50 minutes in WTs, 
and 9-47 minutes in Cyfip1+/- rats, with no overall difference between genotypes (p 
= 0.14, t-test, two Cyfip1 outliers did not affect the result) (Figure 6.6a). Sleep 
efficiency was also similar in both groups (p = 0.68, t-test), measured as the 
proportion of time spent asleep from the first sleep bout until the end of the 
recording (Figure 6.6b).  
Circadian activity and sleep neurophysiology 
 
230 
 
 
Figure 6.6 | Sleep architecture from electrophysiology recording. a, Sleep latency, 
measured as minutes from start of recording to first sleep bout. b, Proportion of recording 
spent asleep. c, Sleep bout rate, measured as the number of sleep bouts divided by the 
total amount of sleep. d, Distribution of sleep bout lengths for all WT and all Cyfip1+/- 
animals together. e, Mean sleep bout lengths. f, Number of sleep bouts up to 22 minutes 
of sleep, the minimum sleep duration achieved by all rats. g, Cumulative sleep in 10 minute 
blocks from start of first sleep bout, averaged over animals. h, Proportion of sleep spent in 
NREM and REM sleep. WT: n = 12, Cyfip1: n = 12. 
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There was no evidence for sleep fragmentation in Cyfip1+/- rats as assessed by 1) 
sleep bout rate, calculated as the number of sleep bouts divided by the total duration 
of sleep which was similar between genotypes (p = 0.8, t-test, Figure 6.6c), 2) mean 
sleep bout duration (p = 0.758, t-test, 1 Cyfip1 outlier did not affect result, Figure 
6.6e), 3) cumulative sleep during the recording, where sleep accumulated in the first 
30 minutes since the first sleep bout was not different between genotypes (p = 0.48, 
t-test, Figure 6.6g), 4) number of sleep bouts required to achieve a certain amount 
of sleep (Figure 6.6f). For this latter measure, the shortest amount of sleep achieved 
by any rat (22 minutes) was taken as the sleep amount target, and the number of 
sleep bouts taken to reach this was the same in both groups (p = 0.39). The total 
time spent asleep was scored as NREM or REM, and the proportion of each was 
similar in both genotypes (WT: 85% NREM, Cyfip1: 84% NREM, p = 0.225, t-test, 
one Cyfip1 outlier did not affect the result). 
6.3.3.2 NREM sleep event parameters 
Next I looked for any differences in characteristic NREM sleep oscillation events: 
cortical slow waves, thalamocortical spindles and hippocampal sharp-wave ripples. 
For each sleep oscillation event, average density (number of events per minute), 
amplitude, frequency and length were compared between genotypes (Table 5). 
Slow waves and spindles were detected on the PRL channel, using an automated 
detection algorithm as described in Chapter 2, while ripples were detected on the 
dorsal hippocampal channel (see Chapter 2).  
6.3.3.3 PRL events: spindles and slow waves 
Spindles were detected in all animals on the PRL channel and average waveforms 
for each animal appeared consistent, with no genotype differences in any parameter 
(Figure 6.7). 
Circadian activity and sleep neurophysiology 
 
232 
 
 
Figure 6.7 | Spindles. a, Average waveforms of detected spindles for WT (grey) and 
Cyfip1+/- rats (cyan). Y axis represents microvolts in this figure and all subsequent similar 
figures. b, Density, length, frequency and amplitude of spindles, WT in grey, Cyfip1 in cyan. 
WT: n = 12, Cyfip1: n = 12. 
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Slow waves were much more variable in amplitude, and also in the types of slow 
waves detected. Both negative and positive half-waves were detected, which reflect 
synchronous transitions between, and UP-DOWN- UP states (Figure 6.8Figure 6.8) 
and DOWN- UP- DOWN states (Figure 6.9) respectively. While the density of all 
slow wave types (positive and negative half-waves) was similar between rats (p = 
0.22, t-test, data not shown), there was a wide variance in the ratio of negative to 
positive half-waves. Correlating half-wave amplitude with event density showed a 
significantly positive correlation for negative half-waves, but a negative correlation 
for positive half-waves (Figure 6.10a,b), suggesting the discrepancy is not due to 
an artefact of the detection algorithm. Rather, it appears that animals with lower 
amplitude slow waves overall have a lower ratio of negative to positive half-waves, 
likely due to individual differences in precise electrode location (Figure 6.10c). 
It is possible that the polarity of slow waves is affected by electrode location, as it 
has been found that superficial layers of the cortex show inverted polarity of 
prelimbic oscillations (Contreras and Steriade, 1995; Peyrache et al., 2011). It 
would be important to eliminate animals where events analysed as negative half-
waves in actual fact reflect UP states. However, it is near impossible to ascertain 
whether this is the case without multi-unit activity to confirm UP or DOWN states. 
I considered using the negative:positive ratio to exclude animals, but 1) there is no 
evidence that more superficial cortical layers would have more UP-DOWN-UP 
transitions, and 2) there were no clear clusters in the spread of the this variable. The 
only analysis where a polarity switch could become evident was in the slow wave-
ripple or spindle coupling. As will be further explained below, these analyses led to 
the exclusion of WT rat B.1 from analyses relying on slow wave detection. 
Nevertheless, measures for both slow wave types are presented in Table 5, and no 
significant differences were found in any measures between genotypes.  
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Figure 6.8 | Slow waves: negative half waves. a, Average waveforms of detected 
negative half-waves. b, Density, length, frequency and amplitude of negative half-waves, 
WT in grey, Cyfip1 in cyan. WT: n = 12, Cyfip1: n = 12. 
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Figure 6.9 | Slow waves: positive half waves. a, Average waveforms of detected positive 
half-waves. b, Density, length, frequency and amplitude of positive half-waves, WT in grey, 
Cyfip1 in cyan. WT: n = 12, Cyfip1: n = 12. 
Spectral power in the slow wave and spindle frequency ranges provides a measure 
of their prominence in the PRL signal. Consistent with the analyses of individual 
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events, in a 60 second NREM epoch, there were no genotype-related differences in 
slow wave power (p = 0.247, Mann-Whitney U test), or spindle power (p = 0.62) 
(Figure 6.10d).  
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Figure 6.10 | Slow waves: delta during NREM sleep. a, Correlation between negative 
half-wave amplitude and density. Outliers are circled in red. b, Correlation between positive 
half-wave amplitude and density. c, Correlation between amplitude of all types of half-
waves and the negative to positive half wave ratio. d, Power spectrum from 60 seconds of 
NREM sleep. WT (grey): n = 12, Cyfip1 (cyan): n = 12. e, Coherence spectrum between 
PRL and parietal cortex (in a subset of animals, WT: n=6, Cyfip1: n=6). Red line represents 
confidence level for significant coherence at p = 0.05. 
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Table 5 NREM oscillations 
Cortical Slow Waves (positive half wave) 
 Density 
(events/min) 
± SEM 
Amplitude 
(µV) ± SEM 
Frequency 
(Hz) ± SEM 
Length 
(s) ± 
SEM 
WT 2.66 ± 0.75 799 ± 95 2.48 ± 0.07 0.43 ± 
0.01 
Cyfip1+/- 2.88 ± 0.54 682 ± 103 2.51 ± 0.10 0.43 ± 
0.02 
p value (t-
test) 
0.168 (Mann-
Whitney test) 
0.41 0.812 0.67 
     
Cortical Slow Waves (negative half wave) 
 Density 
(events/min) 
± SEM 
Amplitude 
(µV) ± SEM 
Frequency 
(Hz) ± SEM 
Length 
(s) ± 
SEM 
WT 9.78 ± 1.45 758 ± 86 2.57 ± 0.06 0.44 ± 
0.01 
Cyfip1+/- 8.41 ± 1.02 630 ± 84 2.57 ± 0.08 0.44 ± 
0.02 
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p value (t-
test) 
0.45 0.30 0.98 0.91 
    
Thalamocortical Spindles 
 Density 
(events/min) 
± SEM 
Amplitude 
(µV) ± SEM 
Frequency 
(Hz) ± SEM 
Length 
(s) ± 
SEM 
WT 3.26 ± 0.12 314 ± 11 12.93 ± 0.02 0.67 ± 
0.007 
Cyfip1+/- 3.22 ± 0.12 297 ± 22 12.88 ± 0.03 0.67 ± 
0.009 
p value (t-
test) 
0.79 0.49 0.19 0.75 
     
Hippocampal Ripples 
 Density 
(events/min) 
± SEM 
Amplitude 
(µV) ± SEM 
Frequency 
(Hz) ± SEM 
Length 
(s) ± 
SEM 
WT 16.87 ± 1.1 278 ± 27 160.4 ± 1.14 0.080 ± 
0.0008 
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Cyfip1+/- 14.97 ± 1.5 192 ± 38 162.5 ± 1.17 0.078 ± 
0.001 
p value (t-
test) 
0.32 0.046 
(Mann-
Whitney test) 
0.22 0.060 
 
6.3.3.4 Slow wave propagation 
Slow waves typically originate in the frontal cortex and can propagate towards the 
posterior cortex as a traveling wave (Massimini, 2004). The coherence of slow 
waves at different cortical sites can indicate whether this propagation is intact. 
Previously, a neurodevelopmental model of schizophrenia found significantly 
reduced slow wave coherence (Phillips et al., 2012a), indicating disrupted 
propagation. Only a subset of animals had a recording electrode in the posterior 
parietal cortex, therefore the group sizes were smaller for this analysis (WT: n=6, 
Cyfip1: n=6). For each animal, I looked at coherence between the PRL and parietal 
cortex channel in a 60 second window. Coherence in the slow wave frequency band 
was not significantly different between genotypes (p=0.78, t-test) (Figure 6.10e). 
6.3.3.5 Slow wave-spindle coupling 
A temporal coordination occurs between hippocampal and cortical networks during 
sleep, thought to be relevant for stabilization of memory traces. This coordination 
could be through the coupling of NREM sleep oscillation events, whereby ripples 
and slow waves are generally seen in close temporal proximity, and slow waves are 
closely followed by spindles (Maingret et al., 2016; Mölle et al., 2006; Siapas and 
Wilson, 1998; Sirota et al., 2003). These temporal relationships are also impaired 
in the MAM-E17 neurodevelopmental model of schizophrenia (Phillips et al., 
2012a), therefore I analysed the coupling of NREM sleep oscillations.  
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To assess slow wave-spindle coupling, timestamps of detected negative half-slow 
waves were selected, as these are known to elicit a strong rebound in spindle power 
(Mölle et al., 2002, 2006). I assessed slow wave-triggered spindle power in each 
animal by calculating spindle power in a 3 s window centred on the negative peak 
of detected negative half waves, then averaging over all the windows (Figure 6.11). 
The pattern of spindle power surrounding slow waves was consistent with previous 
findings, with spindle power at a minimum during the down stroke of the negative 
half-wave, rebounding to a peak after the up stroke of the half-wave (Mölle et al., 
2006; Phillips et al., 2012a). Individual slow wave-triggered spindle power traces 
are shown in Figure 6.11. 9 out of 11 WT and 11 out of 12 Cyfip1+/- rats showed 
significant slow wave-spindle coupling, with a bootstrap-determined significant 
difference between the negative peak and the positive peak in spindle power within 
a 500 ms window centred on 0. Group analysis showed no difference in the 
negative-to-positive peak amplitude of spindle power (p = 0.37, t-test). The fact that 
not all WT or Cyfip1+/- animals showed statistically significant coupling is likely 
due to a combination of factors, such as individual differences in pre-sleep 
behaviour which impact the level of memory consolidation, and therefore coupling 
seen in sleep, or differences in electrode position. This is observed by others too, 
for example ripple-spindle coupling was significant in 5 out of 6 control animals in 
the sleep study by Phillips et al. (2012).  
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Figure 6.11 | Slow wave-spindle coupling. a, Slow wave-triggered root mean squared 
(RMS) spindle power, centred on the peak of the negative half-wave slow waves. All rats 
with an asterisk (*) showed a significant rebound in spindle power following the minimum 
at the slow wave peak, as determined by a bootstrapping method using shuffled data. WT 
in grey, Cyfip1 in cyan. Average shuffled data are shown in grey. Dotted line at 0 signifies 
the time of the negative half wave peak. b, Group averaged trace, shaded region 
represents ± SEM. Dotted line at 0 signifies the time of the negative half wave peak 
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6.3.3.6 Hippocampal events: Ripples 
The presence and appearance of hippocampal ripples are particularly sensitive to 
electrode placement. Based on visual inspection of ripple average waveforms, 
putative ripple detection amplitudes <50 µA or with no overt ripple oscillation on 
the average waveform were not deemed acceptable, leading to the exclusion of one 
WT (rat G.2) and one Cyfip1+/- (rat H.1) animal for analyses relying on ripples 
(Figure 6.12). Histological confirmation of the location of electrode tips showed 
that G.2 appeared to have a normal lesion in the dorsal CA1, suggesting a fault with 
the electrode itself, while H.1 was more lateral and dorsal than other lesions (see 
General Methods for diagrams).  
Circadian activity and sleep neurophysiology 
 
244 
 
 
Figure 6.12 | Ripples. a, Average waveforms of detected ripples. Yellow boxes mark 
excluded animals. b, Density, length, amplitude, frequency and length of ripples, excluding 
rats G.3 and H.3, WT in grey, Cyfip1 in cyan. 
NREM sleep recordings from remaining animals showed no genotype-dependent 
differences in ripple density, or frequency (Table 5); however, abnormalities in 
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other parameters were revealed (Figure 6.13). There was a trend for shorter ripples 
in Cyfip1+/- rats following the removal of one Cyfip1 outlier (p = 0.06, t-test). With 
the mild outlier left in, reduced ripple length reached significance (p = 0.031, t-test). 
Ripple amplitude was significantly reduced in Cyfip1+/- rats, although this measure 
also captures the sharp wave amplitude, which is especially sensitive to electrode 
position relative to the CA1 pyramidal cell layer (Buzsáki, 1986). A better measure 
of ripple amplitude is power in the ripple frequency band. An 80 - 400 Hz bandpass 
filtered power spectrogram time-locked to ripple peak (see Methods) showed 
significantly reduced ripple power in Cyfip1+/- rats (p = 0.044, Mann-Whitney U 
test). A trend of reduced length and significantly reduced ripple power suggests 
weaker ripple generation, potentially due to deficiencies in local CA3-CA1 ripple-
generating networks.  
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Figure 6.13 | Ripple power. a, Ripple time-locked power spectrum of bandpass filtered 
signal (80-400 Hz) from a 200 ms window, averaged over all ripples. Each line represents 
a different animal, excluding rats G.3 and H.3. b, Average ripple power (100-250 Hz) in the 
200 ms window time-locked to the peak of detected ripples. c, Ripple time-locked power 
spectrograms of filtered (80-400 Hz) signal, averaged all ripples and over animals. d, Ripple 
power within the ripple time-locked 200 ms window in WT (grey) and Cyfip1 (cyan) rats. e, 
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Slow gamma power (20-50 Hz) within the ripple time-locked 200 ms window, colours as 
above. f, Cumulative probability plots.  
What is the impact of weaker ripples on the incidence of replay and therefore 
memory consolidation in Cyfip1+/- rats? Without unit recordings it is difficult to 
know how abnormal ripples might be affecting the recruitment and reactivation of 
waking ensembles. One hint might come from a study that suggests slow gamma 
(20-50 Hz) is responsible for entraining CA3 and CA1 spiking, and found that the 
level of synchrony of slow gamma between CA1 and CA3 was predictive of the 
extent of replay occurring during the ripple (Carr et al., 2012). Therefore, I 
calculated gamma power in the 20-50Hz range during ripples from a power 
spectrogram time-locked to ripple peaks, and found it to be significantly reduced in 
Cyfip1+/- rats (p = 0.035, t-test). Slow gamma power was normal during behaviour 
(see Chapter 3) and during a 60 second NREM epoch gamma was not significantly 
reduced (p = 0.07, t-test, data not shown), suggesting the slow gamma power 
reduction is specific to ripple events. Given the suggested involvement of slow 
gamma coherence in replay, this might hint at deficient memory consolidation due 
to abnormal ripple information content. 
6.3.3.7 Slow wave-ripple coupling 
Analysing the coupling between cortical spindles and slow waves and hippocampal 
ripples provides another opportunity to assess functional coupling in the 
hippocampal-prelimbic network, this time during sleep. Nine out of 10 WT rats 
showed slow wave-ripple coupling, with a bootstrap-determined significant 
difference between the positive peak 500 ms prior to 0 and the negative peak within 
a 200 ms window centred on 0 (Figure 6.14). Only 7 out of 11 Cyfip1+/- rats passed 
this threshold for significance of coupling, although a Fisher’s Exact test did not 
show a significant difference in the number with significant coupling (p = 0.31). 
Group analysis showed a trend for reduced coupling in Cyfip1+/- rats, as they 
showed a smaller positive-to-negative peak change of ripple power (p = 0.099, 
Mann-Whitney U Test). The distribution of Cyfip1+/- peak change values was non-
normally distributed, reflecting high coupling in four animals. This is consistent 
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with the non-normal distribution of ripple power seen previously, suggesting some 
Cyfip1+/- rats show relatively normal ripples.  
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Figure 6.14 | Slow wave-ripple coupling. a, Slow wave-triggered ripple power, centred 
on the peak of the negative half-wave slow waves. All rats with an asterisk (*) showed a 
significant difference between peak ripple power prior to the slow wave and minimal ripple 
power around 0, the time of the negative half-wave peak, as determined by a bootstrapping 
method using shuffled data. WT in grey, Cyfip1 in cyan. Average shuffled data are shown 
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in grey. Dotted line at 0 signifies the time of the negative half wave peak. WT shown in dark 
grey, Cyfip1 in cyan. WT rat B.1 (red) was excluded, not opposite relationship of slow wave 
ripple coupling (see text). b, Group averaged data centred on the negative half-wave slow 
waves. 
6.3.3.8 Exclusion of rat B.1 
As mentioned above, WT rat B.1 was excluded from analyses relying on slow wave 
detections as it was suspected his PRL signal had a polarity shift. This was 
suggested by the fact that slow wave-spindle coupling was not significant and had 
an unusual profile compared to other rats. Furthermore, slow wave-ripple coupling 
was in fact significant but in the opposite direction to all the other animals: B.1 
showed a positive peak in ripple activity where other animals had a minimum, 
suggesting that the detected negative half-wave did in fact represent an DOWN-
UP-DOWN transition. As this could not be confirmed without multi-unit activity, 
this animal was excluded.  
6.3.3.9  Ripple-spindle coupling 
Ripple-spindle coupling was also present, again reflecting interaction in the 
hippocampal-prelimbic network (Figure 6.15). Spindle power peaked within a 
200ms window of ripples times, as seen previously (Phillips et al., 2012a; 
Wierzynski et al., 2009). Rats lacking ripples (H.1 and G.2) were excluded from 
this analysis, but B.1 was included, as this analysis does not rely on slow wave 
detection and is unaffected by signal polarity. 8 out of 11 WT and 10 out of 11 
Cyfip1+/- rats showed ripple-spindle coupling, with a bootstrap-determined 
significant positive peak within 200ms of 0. Group analysis showed no significant 
difference between positive peak of spindle power between groups (p = 0.107).  
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Figure 6.15 | Ripple-spindle coupling. a, Ripple-triggered spindle power, centred on the 
peak amplitude of the ripple. All rats with an asterisk (*) showed a significant maximum 
peak within 200 ms of 0, as determined by a bootstrapping method using shuffled data. WT 
in grey, Cyfip1 in cyan. Average shuffled data are shown in grey. Dotted line at 0 signifies 
the time of the ripple peak amplitude. b, Group averaged data centred on the peak of 
ripples. 
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The finding that ripple-triggered spindle power is normal in Cyfip1+/- rats suggests 
that the observed trend for reduced slow wave-ripple coupling is likely to stem from 
reduced ripple power, rather than a unique coupling deficit between hippocampus 
and prelimbic cortex. Therefore, these findings suggest that the hippocampal-
prelimbic network is intact in Cyfip1+/- rats during NREM sleep, consistent with 
results in Chapter 3 where the network is unimpeded during behaviour. 
6.4 Discussion 
Results in this chapter found: 
• PIRs provide a valid measure of immobility-defined sleep in rats. 
• Normal circadian activity and immobility-defined sleep patterns in Cyfip1+/- 
rats. 
• Normal sleep architecture during an in vivo electrophysiology recording. 
• Slow wave and spindle properties were unchanged in Cyfip1+/- rats, 
including normal slow wave-spindle coupling. 
• Hippocampal ripple power was reduced in Cyfip1+/- rats, although density 
and frequency remained stable, and low gamma (20-50 Hz) power was 
reduced specifically during ripples, hinting at abnormality in the 
informational content of ripples.  
• The hippocampal-prefrontal network remains intact during NREM sleep, 
evidenced by normal ripple-spindle coupling, and the trend for reduced slow 
wave-ripple coupling in Cyfip1+/- rats is likely due to reduced ripple power. 
6.4.1 Actigraphy 
My hypothesis that Cyfip1+/- rats may have disrupted circadian rhythms was based 
on the abundance of psychiatric disorder-relevant genetic models showing 
disturbances including the Fmr1/Fxr2 KO mouse. However, I did not observe any 
changes in circadian activity, as measured by non-parametric, circadian and hourly 
activity measure, nor sleep patterns, as assessed by immobility-defined sleep 
amount and sleep bouts. Sleep fragmentation, a common sleep disturbance in 
psychiatric disorders (Wulff et al., 2010), was not evident, and while the PIR-
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determined sleep approach may be insufficient to detect subtle sleep fragmentation 
phenotypes, the lack of a sleep fragmentation effect in the LFP recording supports 
this conclusion.  
There is currently no data on the sleep patterns or sleep neurophysiology of 
15q11.2(BP1-BP2) deletion carriers; however, reports of sleep abnormalities in the 
literature associated with this locus (Burnside et al., 2011; Elert-Dobkowska et al., 
2014; Urraca et al., 2013) and anecdotal reports of sleep disturbance from the 
parents of children in the Cardiff 15q11.2 cohort partly prompted this study. A 
systematic actigraphy and sleep neurophysiology study is planned for this cohort 
and it will be interesting to compare the finding in the Cyfip1+/- rat with the deletion 
carriers.  
Thus it appears that circadian activity and sleep is normal in Cyfip1+/- rats, however, 
it is possible that challenging the robustness of these patterns may reveal 
differences. For example, it is possible that while under light-entrained conditions 
the circadian pattern appears normal, exposing animals to constant light conditions 
or constant darkness would reveal a deficit of the internal SCN-mediated circadian 
rhythm. This pattern of deficit was seen in the Fmr1 KO mice, whereby under 
regular light conditions they appeared normal, but showed a significantly shorter 
free-running period than WT in constant darkness. Therefore, to fully rule out any 
circadian disruption, Cyfip1+/- rats should be tested under these conditions. In a 
similar vein, other studies have challenged sleep homeostasis by sleep deprivation 
to reveal phenotypes in recovery sleep (Jaaro-Peled et al., 2016; Kumar et al., 2015). 
One limitation to using PIR actigraphy to assess circadian rhythms is that locomotor 
activity is an indirect measure of circadian rhythmicity, and is influenced by many 
other factors including motor deficits, anxiety and arousal levels. For example, it 
could be proposed that if Cyfip1+/- rats were in a state of hyperarousal leading to 
hyperlocomotion, they would appear to have normal activity levels. More direct 
measures of circadian activity could include monitoring Clock gene rhythms within 
the SCN.  
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In summary, PIR actigraphy monitoring revealed no circadian or sleep 
abnormalities in Cyfip1+/- rats. The validation of the immobility-defined sleep 
measure in rats establishes the PIR actigraphy system as a useful tool in screening 
other genetic model rats in our lab. In addition, rolling out the installation of these 
low-cost PIRs over all cages will lead to animal welfare benefits, for example by 
monitoring activity of animals recovering from surgery.  
6.4.2 Sleep neurophysiology 
Sleep electrophysiology recordings allowed a finer scale assessment of sleep in 
Cyfip1+/- rats. Consistent with normal actigraphy measures, sleep architecture in 
terms of sleep latency and NREM and REM proportion were normal in Cyfip1+/- 
rats. Consistent with normal PRL activity during wake, slow waves and spindle 
oscillations were unchanged in Cyfip1+/- rats. However, ripple oscillations in 
Cyfip1+/- rats were significantly weaker than in WTs, as determined by a trend of 
reduced length, and significantly reduced ripple power. Furthermore, slow gamma, 
thought to be involved in coordinating replay during ripples (Carr et al., 2012), was 
reduced specifically during ripples in Cyfip1+/- rats. What mechanism might 
underlie the weakening of ripples seen in Cyfip1+/- rats? One hint may lie in the 
abnormalities identified at Schaffer collateral-CA1 synapses by Bozdagi et al. 
(2012), the same CA3-CA1 network involved in ripple generation, where they 
observed enhanced mGluR-dependent LTD. Inhibition of this pathway is known to 
disrupt ripple generation (Nakashiba et al., 2009), so it is possible that enhanced 
LTD in this circuit reduces the ability of CA3 neurons to influence CA1. Although 
currently there is no evidence to link ripple generation to aberrant LTD at this 
synapse in Cyfip1+/- mice, it is interesting to note that common intra-hippocampal 
networks are being identified as abnormal in the Cyfip1+/- rat. 
Only a handful of psychiatric disorder-relevant animal models have characterised 
hippocampal ripple properties to date. As mentioned, the calcineurin knockout and 
DISC1 mutant mouse models reported increased ripple power and density, but less 
replay of the recent spatial experience (Altimus et al., 2015; Suh et al., 2013). 
Further experiments should incorporate unit recordings to allow the informational 
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content of abnormal ripples to be examined in Cyfip1+/- rats. Furthermore, while 
core ripple properties were normal in MAM-E17 rats (Phillips et al., 2012a) further 
analysis found increased ripple activity specifically during wake (Bartsch & Jones, 
unpublished), supporting the idea that waking ripples are differentially modulated 
by psychiatric risk factors. Therefore, further analysis of my data should address 
properties of waking ripples in Cyfip1+/- rats. 
A recent study using the Fmr1-KO mutant mouse showed that while the intrinsic 
properties of hippocampal CA1 place cells were normal, their firing relationship to 
LFP oscillations was abnormally weak, leading to weaker coordination among 
ensembles (Talbot et al., 2018). The authors did not analyse ripples or NREM sleep 
for this paper, but the findings could be predicted to extend to aberrant ripples, 
which would implicate the FMRP-related pathway in causing abnormal ripples. 
Malkki et al. (2016) assessed ripple properties in the Arc/Arg3.1 knockout mouse 
model. As mentioned in Chapter 1, Arc is an mRNA target of CYFIP1/FMRP-
mediated translation regulation, involved in homeostatic plasticity and actin 
polymerization. They found subtle abnormalities in Arc/Arg3.1 KO ripples, 
including reduced ripple duration, which support the suggestion that disrupting the 
downstream protein pathway of Cyfip1 could lead to aberrant ripple generation.  
It is currently unknown whether schizophrenia patients have normal ripples due to 
the difficulty of recording hippocampal signals in humans, although more general 
hippocampal dysfunction exists (Tamminga et al., 2010). However, since 
schizophrenia patients have pathological parvalbumin interneurons which cause 
alterations in gamma oscillations, it has been proposed that their role in ripple 
generation might lead to aberrant ripples (Buzsáki, 2015). Moreover, cognitive 
symptoms do point towards the disruption of memory consolidation mechanisms, 
implicating ripples as a key element to explore further. Overall, the weak ripple 
phenotype observed in Cyfip1+/- rats extends the sparse evidence base linking 
disrupted ripples to psychiatric risk.  
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6.4.3 Future directions 
Next experiments should aim to corroborate the finding of abnormal ripples in 
Cyfip1+/- rats and investigate any behavioural consequences of ripple deficit. The 
non-normal distribution of ripple power seen in Cyfip1+/- rats, with some rats 
appearing to have normal ripples, might cast some doubt over the validity of this 
finding. Why might some Cyfip1+/- rats have normal ripples while others are 
impaired? A limitation of static LFP electrodes is the lack of certainty of their 
precise location, which in the case of ripples, can have a significant impact on their 
appearance. Further experiments using silicon probes would allow multi-layer 
recording and more precise identification of pyramidal layer location from 
observation of waveform shapes and characteristic burst mode firing (e.g. Sirota et 
al. 2003; Sullivan et al. 2011). If the abnormal ripple phenotype is confirmed, 
spiking properties of individual pyramidal cells and interneurons participating in 
the generation of abnormal ripples could be examined to further understand the 
origin of the pathophysiology, and ask whether replay is adversely affected.  
It has been shown that abnormal ripples might lead to abnormal replay (Suh et al., 
2013). It would be interesting to test whether the impact of abnormal Cyfip1+/- 
ripples on memory consolidation might manifest as a behavioural deficit in Cyfip1+/- 
rat recall performance following sleep. Successful recall in the novel object location 
task has been shown to be sensitive to sleep during the delay phase (Binder et al., 
2012; Maingret et al., 2016). Therefore, I would hypothesise that Cyfip1+/- rats 
would be less able to distinguish the novel object location following sleep than 
WTs.  
Finally, since this study assessed baseline properties of NREM sleep oscillation 
events, it would be interesting to investigate the impact of a novel 
experience/learning on sleep events. This can be achieved by comparing event 
properties in sleep before and after an experience that elicits memory consolidation. 
For example, following the learning of a novel association task, rats had increased 
amplitude, duration and density of ripples in post-learning sleep (Eschenko et al., 
2008). Rats that did not learn the task showed reduced modulation of ripple activity. 
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Similar correlations exist with spindles (Fogel and Smith, 2006). The T maze task 
in this study was not expected to elicit a change in ripple or spindle activity, as it 
was a familiar environment, and no new rule learning was expected as the animals 
were well trained on the non-match-to-place rule.  
In summary, results from this chapter reveal that Cyfip1+/- rats’ activity patterns and 
sleep are largely unaffected, but they show a subtle, specific abnormal ripple 
phenotype. Together with the reduced intra-hippocampal theta-gamma coupling 
seen in Chapter 3, these findings point towards a local hippocampal network deficit. 
Future studies should address the single unit activity underlying this deficit, as well 
as any consequences of disrupted hippocampal networks on memory consolidation. 
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7 
Chapter 7 Circadian patterns and sleep 
neurophysiology in the Fmr1 knockout rat – a 
pilot study 
This chapter describes a pilot actigraphy and neurophysiology study in a rat model 
of Fragile X Syndrome. Infrared sensor-based actigraphy monitoring showed that 
Fmr1 knockout rats have normal circadian sleep and activity patterns. However, in 
vivo LFP recordings revealed fragmented sleep and elevated dCA1 ripple power in 
the Fmr1 knockout model.  
7.1 Introduction 
CYFIP1 first drew the attention of the research community due to the finding that 
it is a binding partner of FMRP (Schenck et al., 2001b), and only later was CYFIP1 
itself implicated as a risk gene for intellectual disability, autism and schizophrenia 
(Bittel et al., 2006; Butler, 2017; Stefansson et al., 2008). Fragile X syndrome, first 
described in 1943 (Martin and Bell, 1943), is caused by mutations in the Fmr1 gene, 
leading to the loss of FMRP, the protein it encodes. Fragile X syndrome has since 
been recognised as one of the leading monogenetic causes of intellectual disability 
and Autism Spectrum Disorder (ASD), especially in boys due to its X-linked 
aetiology (Garber et al., 2008). This chapter investigates circadian activity patterns 
and sleep neurophysiology of the CRISPR/Cas9 generated Fmr1 KO rat in an effort 
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to begin to compare and contrast the observed phenotypes with those seen in the 
Cyfip1+/- rat model.  
7.1.1 Fragile X Syndrome 
Fragile X syndrome is the most common heritable form of intellectual disability 
(ID), affecting 1 in 4000 males and 1 in 6000-8000 females (Crawford et al., 2001). 
The clinical phenotype is complex and variable, but includes intellectual disability, 
autism-related behaviours, anxiety, attention deficit hyperactivity disorder and 
hyperarousal to sensory stimuli (reviewed in Schneider et al. (2009)). The syndrome 
is caused by a CGG expansion in the Fmr1 gene, resulting in near complete loss of 
function of FMRP. Healthy individuals have around 30 repeats, but when repeats 
exceed 200, the Fmr1 gene is silenced due to hypermethylation of its promoter 
region (Coffee et al., 1999; Fu et al., 1991; Sutcliffe et al., 1992), and protein levels 
are reduced (Godler et al., 2010). Thus Fmr1 KO animals model functional FMRP 
loss, but not through the same genetic mechanism. FMRP, together with CYFIP1, 
binds to mRNAs, many encoding synaptic proteins and regulates the translation of 
over 800 gene products (Darnell and Klann, 2013; Darnell et al., 2011). In the 
absence of FMRP, excess translation leads to disruptions in several aspects of 
neuronal function such as dendritic spine morphology (He and Portera-Cailliau, 
2013), hippocampal and cortical plasticity (Huber et al., 2002; Li et al., 2002) and 
neuronal excitability (Contractor et al., 2015).  
There are a number of parallel findings between the Cyfip1+/- and Fmr1 KO mouse 
models (Bozdagi et al., 2012). mGluR activation leads to a release of FMRP-
repression of translation resulting in LTD at glutamatergic synapses in hippocampal 
CA1 (Huber et al., 2000; Lüscher and Huber, 2010; Malenka and Bear, 2004). As 
in Cyfip1+/- mice, Fmr1 KO mice have enhanced mGluR-dependent LTD, which is 
independent of protein synthesis (Bozdagi et al., 2012; Huber et al., 2002). 
Following from the known effects of FMRP-CYFIP1 repression on synaptic protein 
translation, Fmr1 KO mice have increased translation of synaptic proteins, such as 
Arc (DeRubeis et al., 2013), which, as discussed in Chapter 1, leads to disruptions 
to normal synaptic plasticity (reviewed in Wilkerson et al. (2018)). There are 
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overlaps in the abnormal dendritic spine morphology seen in Cyfip1+/- mice and 
Fmr1 KO mice, such as a greater number of long and immature dendritic spines 
(Galvez and Greenough, 2005; Irwin et al., 2002), although CYFIP1 also influences 
dendritic spine formation via the WAVE complex (DeRubeis et al., 2013; Pathania 
et al., 2014). The hallmark abnormal dendritic spines in Fragile X syndrome are 
likely caused by dysregulation of actin dynamics via Rac1 signalling (Arber et al., 
1998; Castets et al., 2005; Yang et al., 1998). In addition, the enhanced extinction 
in inhibitory avoidance behaviour observed in Cyfip1 is paralleled in Fmr1 KO 
mice (Dölen et al., 2007).  
Such changes to normal synaptic function lead to altered neural network function 
in Fragile X syndrome and might contribute to the 15q11.2 deletion phenotype, 
particularly their shared symptoms such as cognitive deficits and increased risk for 
autism.  
7.1.2 Abnormal networks in Fragile X Syndrome 
Functional and structural imaging studies in Fragile X syndrome patients have 
shown abnormal activation in a wide range of brain areas including prefrontal-
striatal networks during impulse control tasks (Hoeft et al., 2007) and prefrontal 
cortex and hippocampus during working memory tasks (Greicius et al., 2004; Kwon 
et al., 2001) (reviewed in Lightbody & Reiss, (2009)). Neuroimaging studies have 
shown that functional connectivity between cognitive and affective brain networks 
is also compromised (Hall et al., 2013). EEG studies in Fragile X syndrome have 
largely focussed on measures relevant to sensory processing, finding abnormal 
auditory event-related potentials (reviewed in Sinclair et al. (2017) and comorbid 
epilepsy (Di Bonaventura et al., 2006; Musumeci et al., 2001). Recently, a number 
of studies have reported on baseline neural oscillations, finding increased gamma 
frequency band power (Ethridge et al., 2017; Wang et al., 2017), increased theta 
power (Van der Molen and Van der Molen, 2013) and a decrease in global 
functional connectivity in upper alpha and beta frequency bands (10-12 Hz, 13-30 
Hz), but increased connectivity in the theta band in fronto-posterior long range and 
some short range interactions (van der Molen et al., 2014).  
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7.1.3 Abnormal networks in Fmr1 KO rodent models 
Electrophysiology data from rodent models point towards an imbalance between 
excitation and inhibition in cortical circuits underlying the symptoms of Fragile X 
syndrome and autism more broadly (Foss-Feig et al., 2017; Golden et al., 2018). In 
particular, there is a pattern of hypersynchrony in sensory cortices (Contractor et 
al., 2015) that leads to, for example, exaggerated sensory-evoked potentials 
(Lovelace et al., 2018) and a reduced threshold for audiogenic seizures (Rotschafer 
and Razak, 2013). 
The increased EEG gamma band power seen in Fragile X syndrome (Ethridge et 
al., 2017; Wang et al., 2017) has recently been recapitulated in the Fmr1 KO mouse 
(Lovelace et al., 2018; Sinclair et al., 2017a) and rat model (Berzhanskaya et al., 
2017). Lovelace et al. (2018) found increased gamma (30-100 Hz) and delta (1-4 
Hz) during resting state in auditory and frontal cortex in skull screw EEG 
recordings. The increase in gamma was independent of movement, while delta 
changes were only seen when the animals were moving. Berzhanskaya et al. (2017) 
recorded in visual cortex of juvenile Fmr1 KO rats and found a similar increase in 
gamma and theta band power during resting state, also independent of movement, 
while WT animals saw a decrease in gamma power during quiet rest. The authors 
suggest this excessive synchronous activity in the gamma band represents a ‘failure 
to inactivate’.  
Another set of studies investigating abnormal circuits in the mouse model have 
focused on networks in the sensory cortex (Gibson et al., 2008; Gonçalves et al., 
2013; Hays et al., 2011), revealing abnormalities in UP/DOWN states which are 
relevant to the generation of slow waves during NREM sleep (McCormick and Bal, 
1997; Steriade et al., 1993b). Slice recordings from L4 and L5 excitatory neurons 
in Fmr1 KO mice showed prolonged UP states, both evoked (Gibson et al., 2008) 
and naturally occurring (Hays et al., 2011). Prolonged UP states were also observed 
in vivo in adult Fmr1 KO mice under urethane anaesthesia (Hays et al., 2011). 
Whole-cell recordings of L2/3 neurons in vivo in sleeping Fmr1 KO mice revealed 
a doubling of neuronal firing probability during UP states, although prolonged UP 
Fragile X knockout rat sleep study 
 
263 
 
states were not seen. In fact, these neurons had a 3-fold higher firing rate compared 
to WT in P14-16 animals at rest or asleep (Gonçalves et al., 2013). This abnormally 
high firing rate during sleep may interfere with the memory consolidation processes 
occurring during NREM sleep, such as the temporal coordination of hippocampal-
cortical NREM sleep oscillations which has been shown to facilitate memory 
consolidation (Contractor et al., 2015; Maingret et al., 2016).  
While most studies in the Fmr1 KO model have focussed on cortical oscillations, a 
number of studies reporting on hippocampal oscillations have emerged in recent 
years. A recent study recorded hippocampal CA1 place cell activity in freely 
moving Fmr1 KO mice. They observed changes in synaptic plasticity, normal place 
fields, normal hippocampal theta and gamma power but a deficient relationship of 
CA1 neuronal firing to the local field potential, with Fmr1 KO cells more weakly 
modulated than in WTs (Talbot et al., 2018). Another recent set of studies found 
slightly contrasting results. These authors did observe place cell impairments in the 
form of impaired place cell stability and reduced specificity of spatial 
representations (Arbab et al., 2017). In addition, they found abnormally increased 
theta power and increased slow gamma (20-50 Hz) synchrony between tetrodes in 
dCA1 (Arbab et al., 2018). Theta-gamma phase amplitude coupling has been found 
to be disrupted in a complex pattern linked to changes in cognitive demand 
(Radwan et al., 2016). 
Given the disruptions to waking functional connectivity in patients and aberrant 
cortical and hippocampal circuits in animal models, investigation of the 
evolutionarily conserved NREM sleep oscillation events and their coordination is a 
useful tool to interrogate distributed network activity (see also Chapter 6). Indeed, 
sleep patterns and NREM sleep oscillations appear to be disrupted in Fragile X 
patients and animal models.  
7.1.4 Disrupted sleep in Fragile X syndrome 
Sleep abnormalities are regularly reported in Fragile X syndrome (Esbensen and 
Schwichtenberg, 2016; Picchioni et al., 2014). Findings include difficulty falling 
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asleep (increased sleep latency), reduced sleep time and fragmented sleep with 
frequent night awakenings (Gould et al., 2000; Kronk et al., 2010; Miano et al., 
2008; Musumeci et al., 1995). The largest of these studies (n = 1295) reported that 
32% of patients are affected, and of these 84% have two or more sleep problems, 
although almost half the patients were medicated for sleep problems so this may be 
an underestimate (Kronk et al., 2010). In addition, sleep problems correlated with 
behavioural phenotype severity (Kronk et al., 2010). Sleep neurophysiology in 
Fragile X syndrome has not been well studied, but polysomnography studies in 
small samples found a greater percentage of stage 1 NREM sleep and fewer REM 
epochs compared to healthy controls (Elia et al., 2000; Miano et al., 2008). In 
addition, Miano et al. (2008) identified abnormal slow wave patterns during NREM 
sleep.  
Disrupted sleep has also been reported in the Drosophila model (dfmr1) and mouse 
models of Fragile X syndrome (Bushey et al., 2009; Zhang et al., 2008). In mice, 
the Fmr1 deletion alone led to a modest deficit, with a shorter period length when 
in constant dark conditions, indicating normal entrainment or circadian activity 
when a light cue is present, but deficits when activity patterns rely on intrinsic, self-
generated circadian rhythms. However, mutating both Fmr1 and its paralog Fxr1 
results in a dramatic total loss of circadian rhythmicity (Zhang et al., 2008), 
highlighting the relevance of these proteins in circadian activity patterns. A home 
cage activity monitoring study found that adult Fmr1 KO mice had decreased sleep 
during the inactive (light) phase, and this phenotype was exacerbated in the model 
with an additional mutation in Fxr1 (Saré et al., 2017).  
The known disruption of cortical networks coupled with the alteration in circadian 
rhythms and sleep in the Fmr1 KO mouse (Saré et al., 2017; Zhang et al., 2008) as 
well as disturbed sleep in Fragile X syndrome patients (Kronk et al., 2010; Miano 
et al., 2008) drove an interest in investigating resting state cortical oscillations and 
sleep and circadian rhythm characteristics in the Fmr1 KO rat.  
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7.2 Methods 
7.2.1 Animals 
Twelve 12-week-old male Long Evans rats (6 WT and 6 Fmr1 KO) were obtained 
from Professor Peter Kind, University of Edinburgh, UK (Till et al., 2015). The rat 
model was generated using the CRISPR/Cas9 genome editing system. Animals 
were 4-6 months old during the experiments described. Surgical implantation for 
electrophysiological recording of LFP signals was as described in Chapter 2.  
7.2.2 Actigraphy 
Animals were 4 months old during the actigraphy experiment which took place 
prior to surgery (see Chapter 2 for details of the monitoring set up). Animals were 
moved into the reverse light room (12:12 light:dark, lights on at 8pm) and 
monitored for 31 days. Animals became entrained to the new light regime over the 
first 12 days (not unlike the human experience of jetlag), separating the recording 
into 12 days of ‘jet lag’ and 19 days of ‘adjusted’ recordings. Data was analysed as 
described in Chapter 2.  
7.2.3 Surgery and data acquisition 
Twelve five-month-old animals, 6 WT and 6 Fmr1 KO, were implanted with 
chronic LFP microdrives for recording including electrodes in PRL, dCA1 and 
parietal cortex, as described in Chapter 2. Two animals died during the surgery, so 
data is reported for 5 WT and 5 Fmr1 KO rats. Sleep recordings were conducted as 
described in Chapter 2.  
7.2.3.1 Histological verification of electrode placement 
Animals were terminally anaesthetised, lesioned, perfused and coronal sections 
were prepared as described in Chapter 2. Lesion sites were identified and cross-
checked with the Rat Brain Atlas (Paxinos & Watson 2007) (Figure 7.1). 
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Figure 7.1 | Histological verification of electrode placement. Nissl-stained coronal 
sections with red arrows indicating lesions in a, PRL, b, dCA1 of hippocampus (lower) and 
parietal cortex (upper). Black scale bar = 1mm. c, Serial section diagrams of structures with 
the position of electrodes from each rat indicated with coloured squares. Distances from 
bregma in mm shown on right. Figures taken from the Rat Brain Atlas (Paxinos & Watson 
2007).  
7.2.4 LFP Data Analysis 
Sleep/wake state detection was manually scored and slow waves, spindles and 
ripples were detected and their parameters calculated (see Chapter 2). Delta power 
and coherence in a 60 second NREM epoch, ripple time-locked power and the 
coupling of NREM oscillation events were calculated as described in Chapter 6 
Methods. A 10 minute segment of data from the beginning of the recordings prior 
to sleep onset was extracted to analyse homecage waking data as described in 
Chapter 4 Methods.  
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7.3 Results 
7.3.1 Actigraphy 
To establish any differences in gross sleep architecture between Fmr1 KO and WT 
rats, animals were monitored with PIR sensors in their home cages for 31 days. 
Actigraphy was monitored in 12 cages but three PIRs were faulty, therefore data is 
available from 9 rats, 5 KOs and 4 WTs. The recording began on the first day of the 
rats being transferred from a normal light room to a reverse light room (see 
Methods). This allowed me to observe how the activity of the animals adjusted to 
the 12-hour-shifted light conditions over ~12 days (referred to as ‘jet lag period’), 
followed by normal, adjusted circadian patterns over the remaining days (‘adjusted 
period’).  
7.3.1.1 Non-parametric measures comparing jet lag and adjusted period  
To assess how animals adjusted to shifted light conditions, interdaily stability, 
relative amplitude and intradaily variability values (see Chapter 6 for details of 
these measures) were compared between genotypes across the jet lag period and the 
adjusted period (Figure 7.2).  
Fragile X knockout rat sleep study 
 
268 
 
 
Figure 7.2 | Fmr1 KO and WT rats in jet lag and adjusted conditions. Changes in 
nonparametric actigraphy measures between first 12 days of recording (jetlag period) and 
next 19 days of recording (adjusted period). Interdaily stability (a) and relative amplitude 
(c) were significantly lower in jetlag period. Intradaily variability was significantly higher in 
jetlag period (b). * denotes main effect of recording period. WT: n = 4, Fmr1 KO: n = 5. 
As expected, interdaily stability was significantly lower in the jet lag period than in 
the adjusted period (F1,7 = 72.96, p<0.001) but there was no main effect of genotype 
(F1,7 = 0.07, p>0.05) and no time x genotype interaction (F1,7 = 0.97, p>0.05). 
Relative amplitude was significantly lower during the jet lag period (F1,7 = 11.69, 
p = 0.008), but there was no main effect of genotype (F1,7 = 0.035, p > 0.05) and no 
time x genotype interaction (F1,7 = 1.24, p > 0.05). Intradaily variability was 
increased in the jet lag period compared to adjusted (F1,7 = 11.69, p = 0.011), with 
no main effect of genotype (F1,7 = 0.001, p > 0.05) and no time x genotype 
interaction (F1,7 = 0.26, p > 0.05). Together, these measures indicate a less stable 
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and more fragmented rest-activity pattern in the jet lag period that is similar across 
genotypes.  
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Figure 7.3 | Re-entrainment to 12 hr shifted light cycle. a, Actograms of a WT (left) and 
Fmr1 KO (right) rat, plotted in 1 hr bins. Actograms are double plotted, such that 48 hr is 
shown on each horizontal trace, with a 24 hr day shown both beneath and to the right of 
the preceding day. Bars indicate mean hourly activity counts. Yellow and grey bars at top 
indicate light and dark periods respectively. Red line is aligned with points of onset of 
activity and indicates the adjustment of circadian activity patterns to the new light 
conditions. b, Activity onset times relative to the lights off time following transfer to the 
reverse light room. Note how as rats re-entrain, their activity onset aligns with lights off 
time. WT: n = 4, Fmr1 KO: n = 5. 
The shift of the onset of activity could also reveal changes in the way groups adapt 
to the shifted light cycle (Figure 7.3). Activity onset times relative to lights off time 
(8am) were calculated using the ClockLab actigraphy analysis package 
(www.actimetrics.com/products/clocklab/) and compared over days and between 
groups. As expected there was a significant effect of time (F17,119 = 227, p < 0.001), 
but no effect of genotype (F1,7 = 0.17, p = 0.69) or interaction (p = 0.24), suggesting 
that there are no differences between genotypes in their rate of re-entrainment 
(Figure 7.3b). 
7.3.1.2 Activity  
Subsequent analyses are restricted to the adjusted period to assess circadian activity 
and sleep patterns under normal conditions. Hourly activity counts were averaged 
over monitoring days to generate a circadian activity profile (Figure 7.4) and the 
day was separated into four blocks of circadian time (hours 1-6, 7-12, 13-18, 19-
24). As expected, there was a significant main effect of time (F3, 93 = 105.3, p < 
0.001), but no effect of genotype (F1, 31 = 0.58, p = 0.45) and no interaction (F3, 93 = 
0.26, p = 0.86).  
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Figure 7.4 | Hourly mean activity. Hourly activity counts averaged over monitoring days 
and over animals. Shaded region indicates light off period. WT: n = 4, Fmr1 KO: n = 5. 
A Lombe-Scargle periodogram did not show a difference between genotypes in the 
strength of the 24 hour rhythm (24 hr amplitude: WT = 1232 ± 184, Cyfip1 = 1153 
± 232, p = 0.80, t-test, data not shown). Fmr1 KO rats had normal activity onset 
and offset times (mean onset times: WT = 07:27 ± 8.6 min, Fmr1 KO= 07:33 ± 12 
min, p = 0.67, t-test; mean offset times: WT = 20:12 ± 13 min, Fmr1 KO = 21:33 ± 
31 min, p = 0.59, t-test, data not shown). The duration of the active phase (alpha) 
was normal in Fmr1 KO rats (WT: 12.73 ± 0.13 hrs, Fmr1 KO: 12.98 ± 0.65 hrs p 
= 0.74, data not shown).  
7.3.1.3 Immobility-defined sleep 
Fragile X Syndrome children commonly report frequent nocturnal awakenings, a 
marker of fragmented sleep (Kronk et al., 2010). To investigate whether the 
actigraphy data indicated any fragmentation or disruption of sleep in Fmr1 KO rats, 
I analysed inferred sleep from epochs of immobility (see Chapter 6 for details) 
(Figure 7.5). The proportion of time spent asleep per hour in the four time blocks, 
averaged across days, showed a significant main effect of time (F3, 21 = 54.2, p < 
0.001), but no effect of genotype (F1, 7 = 0.15, p = 0.706) and no interaction (F3, 21 
= 0.43, p = 0.73). Similarly, measures that could indicate sleep fragmentation did 
not reveal a genotype effect: mean sleep bout number had a significant main effect 
of time (F3, 21 = 21.9, p < 0.001), no effect of genotype (F1, 7 = 0.01, p = 0.92) or 
interaction (p > 0.05); median sleep bout length showed a main effect of time (F3, 
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21 = 156, p < 0.001), no effect of genotype (F1, 7 = 0.01, p = 0.55) or interaction (p 
> 0.05). 
 
Figure 7.5 | Immobility-defined sleep from actigraphy monitoring. a, Proportion of each 
hour spent asleep. b, Hourly sleep bout number. c Hourly mean sleep bout length. d, Hourly 
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median sleep bout length. a-d, Data are averaged over monitoring days and over animals, 
shaded region represents lights off. WT: n = 4, Fmr1 KO: n = 5. 
7.3.2 Local field potential recording 
The PIR sensor data described above afford a high-throughput, non-invasive 
measure of gross behaviour in relation to circadian time, but may not be sensitive 
to specific circuit abnormalities. To assess Fmr1 KO rats at the neurophysiological 
level, I next recorded LFP in the homecage during wake and sleep from five Fmr1 
KO and five WT rats.  
7.3.2.1 Wake 
Cortical gamma and theta/delta power have been shown to be increased in Fmr1 
KO rats and mice (Berzhanskaya et al., 2017; Lovelace et al., 2018; Sinclair et al., 
2017b), while hippocampal theta and gamma power appear normal in one study 
(Talbot et al., 2018), but increased theta power was seen by others (Arbab et al., 
2018). Therefore, I compared WT and Fmr1 KO power spectra from a 10 minute 
home cage wake segment from PRL and parietal cortical regions and dCA1 of 
hippocampus (Figure 7.6). Consistent with Talbot et al. (2018), theta (6-10 Hz) and 
gamma (30-90 Hz) power were normal in dCA1 (theta: p = 0.67, gamma: p = 0.35). 
However, inconsistent with published data, cortical regions also did not show any 
genotype-dependent differences in theta or gamma power (p>0.05, t-tests). 
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Figure 7.6 | Waking power spectra. Power spectra from a 10 minute waking epoch from 
the beginning of the recording, in PRL cortex (a), parietal cortex (b) and dCA1 of the 
hippocampus (c). WT: n = 5, Fmr1 KO: n = 5. 
7.3.2.2 Sleep  
7.3.2.2.1 Sleep fragmentation 
Using a direct measure of sleep from LFP recording, I investigated whether sleep 
was fragmented by analysing sleep bouts (Figure 7.7). Sleep fragmentation was 
assessed by four measures as in Chapter 6. Sleep bout rate was on average greater 
in Fmr1 KO rats but this was not significant (p = 0.29) (Figure 7.7c). However, 
mean sleep bout duration was significantly reduced in Fmr1 KO rats (p = 0.027) 
(Figure 7.7d and e). Cumulative sleep curves diverged (Figure 7.7g), and the 
number of sleep bouts required to achieve 50 minutes of sleep (all rats had at least 
50 minutes of sleep) was significantly greater in Fmr1 KO rats than in WTs (p = 
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0.021) Figure 7.7f). This would suggest sleep bouts are shorter in Fmr1 KO rats, 
which can be seen in a histogram of sleep bout durations (Figure 7.7d). Indeed, 
comparing the average number of short sleep bouts (thresholded as <400 seconds 
long) showed that Fmr1 KO rats had more short sleep bouts than WT rats (p=0.032) 
(Figure 7.7h). 
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Figure 7.7 | Sleep architecture from electrophysiology recording. a, Sleep latency, 
measured as minutes from start of recording to first sleep bout. b, Proportion of recording 
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spent asleep. c, Sleep bout rate, measured as the number of sleep bouts divided by the 
total amount of sleep. d, Distribution of sleep bout lengths for all WT and all Fmr1 KO 
animals together. e, Mean sleep bout lengths. f, Number of sleep bouts up to 50 minutes 
of sleep, the minimum sleep duration achieved by all rats. g, Cumulative sleep in 10 minute 
blocks from start of first sleep bout, averaged over animals. h, Number of short sleep bouts 
(<400s) up to 50 minutes of sleep. WT: n = 5, Fmr1 KO: n = 5. 
I next assessed whether this fragmented sleep phenotype affected other commonly 
measured aspects of the sleep architecture, such as sleep latency (time from start of 
recording to first sleep bout) and NREM vs REM distribution. Sleep latency was 
normal in Fmr1 KO rats (Figure 7.7a), with both genotypes taking 30-50 minutes 
to sleep (33 ± 6.8 min for Fmr1 KO, 50 ± 34 min for WT, independent samples t-
test, p>0.05). Sleep efficiency (proportion of time spent asleep from the first sleep 
bout until the end of the recording) was also similar across groups (p > 0.05) (Figure 
7.7b). The relative durations of NREM and REM sleep of the total sleep time was 
the same for both genotypes (p > 0.05) (Figure 7.8). 
 
Figure 7.8 | Proportion of sleep spent in NREM and REM sleep. WT: n = 5, Fmr1 KO: n 
= 5.  
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7.3.2.3 NREM sleep event parameters 
I analysed characteristic NREM sleep oscillation events in Fmr1 KO and WT rats, 
which may be affected by fragmentation of sleep. Any differences in slow wave 
properties would be particularly interesting, as previous findings from Fmr1 KO 
mice suggest abnormalities in cortical UP states (Gibson et al., 2008; Gonçalves et 
al., 2013; Hays et al., 2011), which underlie slow wave generation. As in Chapter 
6, both positive and negative half-waves could be detected (Figure 7.9 and Figure 
7.10). Similarly to rat B.1 in Chapter 6, of the 10 animals in this chapter, one 
animal’s data indicated a polarity switch: rat D showed 1) low amplitude slow 
waves, 2) low negative:positive half-wave density ratio as seen in the slow wave 
density figures (Figure 7.9 and Figure 7.10), 3) no negative-half wave spindle 
coupling (see below). This combination of features aligns with excluded rat B.1 in 
Chapter 6, and thus led to the exclusion of rat D from analyses relying on slow wave 
detection.  
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Figure 7.9 | Slow waves: negative half waves. a, Average waveforms of detected 
negative half-waves. Letters above figure denotes animal ID. b, Density, length, frequency 
and amplitude of negative half-waves, WT in grey, Fmr1 KO in orange. Note Rat D has an 
abnormally low negative half-wave density (marked in yellow). WT: n = 5, Fmr1 KO: n = 5 
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Figure 7.10 | Slow waves: positive half waves. a, Average waveforms of detected 
positive half-waves. Letters above figure denotes animal ID. b, Density, length, frequency 
and amplitude of positive half-waves, WT in grey, Fmr1 KO in orange. Note Rat D has an 
abnormally high positive half-wave density (marked in yellow). WT: n = 5, Fmr1 KO: n = 5 
No significant differences were found in either type of slow wave amplitude, 
frequency or length (Table 2). Thalamocortical spindles, detected on the PRL 
channel, showed no significant differences in event density, amplitude, frequency 
or length (Table 2) (Figure 7.11).  
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Figure 7.11 | Spindles. a, Average waveforms of detected spindles for WT (grey) and Fmr1 
KO rats (orange). b, Density, length, amplitude, frequency and length of spindles, WT in 
grey, Fmr1 KO in orange. WT: n = 5, Fmr1 KO: n = 5 
Table 2 
Cortical Slow Waves (positive half wave) 
 Density 
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± SEM 
Amplitude 
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WT 2.48±0.51 766±183 2.43±0.12 0.50±0.01 
Fmr1 KO 1.43±0.37 814±142 2.40±0.04 0.50±0.02 
Independent 
samples t-
test, p value 
0.156 0.85 0.80 0.98 
Cortical Slow Waves (negative half wave) 
WT 9.00±1.13 709±160 2.43±0.12 0.50±0.01 
Fmr1 KO 11.97±1.08 787±112 2.40±0.04 0.50±0.02 
Independent 
samples t-
test, p value 
0.105 0.71 0.80 0.98 
Thalamocortical Spindles 
 Density 
(events/min) 
± SEM 
Amplitude 
(µV) ± SEM 
Frequency 
(Hz) ± SEM 
Length (s) ± 
SEM 
WT 3.26±0.20 259±14 13.0±0.03 0.67±0.02 
Fmr1 KO 3.69±0.17 290±21 13.0±0.04 0.70±0.02 
Independent 
samples t-
test, p value 
0.15 0.26 0.58 0.16 
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Hippocampal Ripples 
 Density 
(events/min) 
± SEM 
Amplitude 
(µV) ± SEM 
Frequency 
(Hz) ± SEM 
Length (s) ± 
SEM 
WT 17.6±0.98 170±50 155±0.59 0.079±0.002 
Fmr1 KO 17.1±0.93 221±41 154±0.91 0.079±0.001 
Independent 
samples t-
test, p value 
0.74 0.46 0.13 0.89 
 
Consistent with no effect on detected slow waves and spindles, a 60 second NREM 
epoch showed no genotype-related differences in PRL slow wave power (p = 0.98), 
or spindle power (p = 0.45) (Figure 7.12a and Figure 7.12b).  
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Figure 7.12 | NREM sleep cortical power spectra. Power spectra from prelimic (PRL, a) 
and parietal cortex (b) from a 60 s epoch of NREM sleep. c, Coherence spectrum between 
PRL and parietal cortex. Red line represents confidence level at p = 0.05. WT in grey, Fmr1 
KO in orange. WT: n = 5, Fmr1 KO: n = 5  
 
7.3.2.4 Normal slow wave propagation in Fmr1 KO rats 
The coherence of slow waves at different cortical sites can indicate whether anterior 
to posterior cortical slow wave propagation is intact (Massimini, 2004). Slow wave 
coherence between PRL and parietal cortex was assessed as a measure of slow wave 
propagation in a 60 s NREM epoch. Coherence in the slow wave frequency band 
was not significantly different between genotypes (p=0.74) (Figure 7.12c). 
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7.3.2.5 Slow wave-spindle coupling  
I next investigated the temporal coordination between corticothalamic and 
hippocampal-cortical NREM oscillations in Fmr1 KO rats.  
The pattern of spindle power surrounding slow waves was consistent with findings 
seen in Chapter 6 and published data (Mölle et al., 2006; Phillips et al., 2012a) 
(Figure 7.13). Notably, all rats except rat D showed significant slow wave-spindle 
coupling, with a bootstrap-determined significant difference between the negative 
peak and the positive peak in spindle power within a 500 ms window centred on 0, 
supporting his exclusion from the data.  
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Figure 7.13 | Slow wave-spindle coupling. a, Slow wave-triggered root mean squared 
(RMS) spindle power, centred on the peak of the negative half-wave slow waves. All rats 
with an asterisk (*) showed a significant rebound in spindle power following the minimum 
at the slow wave peak, as determined by a bootstrapping method using shuffled data. WT 
in grey, Fmr1 KO in orange Average shuffled data is shown in grey. Dotted line at 0 signifies 
the time of the negative half wave peak. b, Group averaged trace, shaded region 
represents ± SEM. Dotted line at 0 signifies the time of the negative half wave peak. * 
denotes significant difference in ‘delayed peak’ >300ms from 0. WT: n = 5, Fmr1 KO: n = 
4. 
Comparing the negative-to-positive peak amplitude of spindle power found no 
difference between groups (p = 0.88). While neither the absolute minimum value 
nor the maximum values within the 500 ms window were different (p > 0.05), the 
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profile of spindle power following a slow wave looked different in Fmr1 KO rats, 
with a ‘delayed peak’. Therefore, I compared the maximum spindle power in a later 
window, beyond 300 ms from the slow wave within which the ‘early peak’ occurred 
and found Fmr1 KO rats had a significantly larger ‘delayed peak’ (p = 0.023). 
However, comparing this figure to the equivalent in the Cyfip1 study (Figure 6.11), 
both groups show a dominant ‘delayed peak’ that is similar in amplitude as the 
‘early peak’. Hence, the discrepancy seen here may be a consequence of the low n 
in this pilot study and precludes any definitive conclusion that slow wave-spindle 
coupling is abnormal in Fmr1 KO rats.  
7.3.2.6 Hippocampal ripples 
Ripples were detected on the dCA1 channel and their presence was confirmed in 
each animal by inspection of the average waveforms (Figure 7.14a). There were no 
genotype-dependent differences in ripple density, frequency or length (Figure 
7.14b). An 80 - 400 Hz bandpass filtered power spectrogram time-locked to ripple 
peak (see Chapter 6 Methods) (Figure 7.15a and Figure 7.15c) revealed a trend for 
increased ripple frequency power in Fmr1 KO rats (p = 0.095, Mann-Whitney U 
test); however, following the removal of 2 outliers (one in each group), the 
difference reached significance (p = 0.013, t-test) (Figure 7.15b). Ripple-associated 
gamma power was normal (p = 0.46) (Figure 7.15e).  
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Figure 7.14 | Ripples. a, Average waveforms of detected ripples. b, Density, length, 
amplitude, frequency and length of ripples, WT in grey, Fmr1 KO in orange. WT: n = 5, 
Fmr1 KO: n = 5 
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Figure 7.15 | Ripple power. a, Ripple time-locked power spectrum of bandpass filtered 
signal (80-400 Hz) from a 200 ms window, averaged over all ripples. Each line represents 
a different animal. b, Average ripple power (100-250 Hz) in the 200ms window time-locked 
to the peak of detected ripples. Outliers are marked in yellow and were not included in the 
statistical test shown (p = 0.095 with outliers included). c, Ripple time-locked power 
spectrograms of filtered (80-400 Hz) signal, averaged all ripples and over animals. d, Ripple 
power within the ripple time-locked 200ms window in WT (grey) and Fmr1 KO (orange) 
rats. e, Slow gamma power (20-50 Hz) within the ripple time-locked 200ms window, colours 
as above. WT: n = 5, Fmr1 KO: n = 5. 
7.3.2.7 Slow wave-ripple coupling 
Cortical-hippocampal coupling during sleep can be assessed by analysing slow 
wave-ripple coupling. Four out of five WT rats showed significant slow wave-
ripple coupling, with a bootstrap-determined significant difference between the 
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positive peak 500 ms prior to 0 and the negative peak within a 200 ms window 
centred on 0 (Figure 7.16). In the Fmr1 KO group, the only rat that did not show 
coupling was rat D, who had been excluded from group analysis for reasons 
outlined above. Group analysis showed no difference in the positive-to-negative 
peak change of ripple power (p = 0.96, t-test, result unaffected by a WT outlier). 
 
Figure 7.16 | Slow wave-ripple coupling. a, Slow wave-triggered ripple power, centred 
on the peak of the negative half-wave slow waves. All rats with an asterisk (*) showed a 
significant difference between peak ripple power prior to the slow wave and minimal ripple 
power around 0, the time of the negative half-wave peak, as determined by a bootstrapping 
method using shuffled data. Average shuffled data is shown in grey. Dotted line at 0 
signifies the time of the negative half wave peak. WT shown in dark grey, Fmr1 KO in 
orange. Rat D (red) was excluded, note lack of relationship in slow wave ripple coupling 
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(see text). b, Group averaged data centred on the negative half-wave slow waves. WT: n 
= 5, Fmr1 KO: n = 4. 
7.3.2.8 Ripple-spindle coupling 
Spindle-ripple coupling was present in 4 out of 5 animals in both genotypes. Rat D 
was included in this analysis as it does not rely on slow wave detection and is 
unaffected by signal polarity. Group analysis showed no significant difference 
between the positive peak of spindle power between groups (p = 0.107) (Figure 
7.17). 
 
Figure 7.17 | Ripple-spindle coupling. a, Ripple-triggered spindle power, centred on the 
peak amplitude of the ripple. All rats with an asterisk (*) showed a significant maximum 
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peak within 200 ms of 0, as determined by a bootstrapping method using shuffled data. 
Average shuffled data is shown in grey. Dotted line at 0 signifies the time of the ripple peak 
amplitude. b, Group averaged data centred on the peak of ripples. WT: n = 5, Fmr1 KO: n 
= 5 
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7.4 Discussion 
Pilot results in this chapter show: 
• Fmr1 KO rats show similar nonparametric circadian measures to WTs under 
‘jet lag’ and ‘adjusted’ conditions, with a similar rate of re-entrainment.  
• Circadian activity and immobility-defined sleep patterns appear normal in 
Fmr1 KO rats. 
• Waking cortical and hippocampal theta and gamma power are normal in 
Fmr1 KO rats. 
• In the context of a light phase in vivo electrophysiology recording, Fmr1 
KO rats show fragmented sleep with more frequent short sleep bouts. 
• Slow wave and spindle properties were unchanged in Fmr1 KO rats. 
• Ripple power was increased in Fmr1 KO rats. 
• Slow wave-spindle coupling, slow wave-ripple coupling and spindle-ripple 
coupling is present in both genotypes. 
Circadian rhythm and sleep disturbances are seen in several psychiatric conditions 
associated with cognitive impairment, including Fragile X Syndrome (Jagannath et 
al., 2013; Kronk et al., 2010). Indeed, Fmr1 and its vertebrate paralog Fxr2 are 
necessary for normal circadian behaviour in mice (Zhang et al., 2008). Furthermore, 
Fmr1 KO mice have been shown to have aberrant UP/DOWN states, which give 
rise to the slow wave oscillation during NREM sleep (Gibson et al., 2008; 
Gonçalves et al., 2013; Hays et al., 2011), suggesting that the nature of their already 
disrupted sleep may also be abnormal.  
The finding that circadian rhythms in acclimatized light conditions appeared normal 
in FMR1 KO rats, with no indication of a fragmented sleep phenotype, is similar to 
the findings in Cyfip1+/- rats, which may be expected due to the close molecular 
interaction between these proteins. In the mouse study investigating circadian 
rhythms, mice carrying only the Fmr1 mutation had normal circadian activity 
patterns in regular light conditions (Zhang et al., 2008). In this study, animals were 
then challenged with a change in light conditions, housing them in constant 
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darkness. Loss of FMRP was found to affect the period of the free-running circadian 
rhythm, reducing its duration compared to WT. While I was not able to run the 
constant darkness experiment, I hypothesised that the challenge of shifting the light 
cycle by 12 hours (jetlag period) may draw out a difference in the way the animals 
adjust their circadian activity pattern. However, there appeared to be no difference 
in the re-entrainment to the new light conditions between genotypes. Importantly, 
this context still had light cues to help entrain circadian rhythms, whereas the 
constant darkness experiment is able to test the intrinsic circadian rhythm in the 
absence of light cues.  
A recent study using a very similar home cage monitoring set up (using infrared 
beam breaks to monitor movement rather than passive infrared monitoring) and 
near-identical immobility-inferred sleep detection to the current study, found 
decreased sleep during the light phase (Saré et al., 2017), which I did not see in this 
dataset (no change in proportion of time spent asleep in 2nd two time blocks (Figure 
7.5a)). The authors observed this phenotype at several time points (P70, P180), so 
it is unlikely to be related to age of the animals. The discrepancy could be attributed 
to species differences, or due to the slight difference in the activity monitoring set 
up used.  
In contrast to the apparently normal sleep phenotype seen in the actigraphy data, 
sleep bout data from the electrophysiology recordings revealed a fragmentation of 
sleep phenotype in the Fmr1 KO rats. The discrepancy between the results obtained 
from actigraphy and electrophysiological recordings may be attributed to the 
differences in sensitivity between the two techniques. While the PIR sensors were 
reasonable at capturing sleep bouts, the simultaneous PIR and electrophysiology 
recordings shown in Chapter 6 demonstrated that they were less sensitive at picking 
up small movements that indicate an interruption of a sleep bout, leading to a 
possible overestimation of sleep bout durations. However, it is also possible that 
the sleep during the 3 hour electrophysiology recording may not be of the same 
quality as usual due to moving the animal to a different room. While animals were 
habituated to the environment, the presence of the tether may lead to a more 
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disturbed sleep than normal. Wireless recording setups would get around this 
potential confound, in addition to allowing longer term electrophysiology 
recordings.  
Nevertheless, the results from the sleep recording indicating fragmented sleep are 
robust (although preliminary), with a number of different measures, such as reduced 
mean sleep bout length, and greater number of sleep bouts, pointing towards a 
fragmented phenotype. This finding is consistent with the patient data: the largest 
Fragile X patient actigraphy study to date cites frequent night-time awakenings as 
one of the most prominent sleep disturbances (Kronk et al., 2010). In contrast, 
Cyfip1+/- rats did not have fragmented sleep, suggesting these proteins may have 
diverging roles in the control of sleep fragmentation.  
Sleep architecture, in terms of the amount of NREM and REM sleep, was unaltered 
in Fmr1 KO rats, which is in contrast to a small study in Fragile X syndrome 
patients that described a change in sleep architecture, with increased stage 1 NREM 
and reduced REM, but no fragmentation of sleep (Miano et al., 2008). It is possible 
that the relatively short duration of the electrophysiology recording compared to a 
full night of polysomnography was not enough to reveal differences in the rats. 
Alternatively, it could be attributed to species differences, and it has been shown 
that chronic sleep fragmentation can occur without alterations in NREM and REM 
sleep duration and distribution (Ramesh et al., 2012).  
Studies in Fmr1 KO mice describe abnormal UP/DOWN states, showing increased 
firing rates during UP states in vivo (Gonçalves et al., 2013) and prolonged duration 
of UP states (Gibson et al., 2008; Hays et al., 2011). Given that UP/DOWN state 
transitions underlie the slow wave oscillation, it was somewhat surprising to find 
no changes in the slow wave parameters investigated, particularly slow wave 
amplitude and length. A possible explanation, beyond species differences, could be 
the difference in age of the rats used in my study. Gonçalves et al. (2013) used mice 
at postnatal days 14-16 for in vivo recordings, while my rats were 4-6 months old. 
Furthermore, these observations of altered UP states were made in somatosensory 
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cortex, whereas my analyses focused on the PRL site, although I believe this is 
unlikely to be the cause of the discrepancy, given the high level of coherence 
between different cortical areas. The high PRL-parietal slow wave coherence seen 
in both Fmr1 KO and WT rats further supports the finding that slow wave 
oscillations and their propagation remain intact in this model.  
Properties of thalamocortical spindle events were also unchanged in Fmr1 KO rats, 
as were the coupling relationships between NREM sleep events, consistent with the 
conserved coordination of these events seen in the Cyfip1+/- rats. Hippocampal 
ripples had greater power in Fmr1 KO rats, although this followed removal of 2 
outliers leaving just n = 4 Fmr1 KO and n = 4 WT, therefore this is likely 
underpowered and should be investigated further in a larger cohort. The reported 
alterations in hippocampal synaptic plasticity and pyramidal cell dendrite 
morphology in Fmr1 KO rats (Till et al., 2015), together with evidence for impaired 
GABAergic inhibition of CA1 (Sabanov et al., 2017), abnormal place cell 
properties (Arbab et al., 2017) and a weakened relationship between hippocampal 
pyramidal neuron spike firing and the phase of ongoing theta and gamma 
oscillations (Talbot et al., 2018), could manifest as abnormal ripple characteristics 
in this model. While abnormal ripples were also found in the Cyfip1+/- rat model, 
where ripple power and length was reduced, the direction of change is in the 
opposite direction in this model.  
Waking theta and gamma in PRL and parietal cortical regions were normal in Fmr1 
KO rats, which is inconsistent with findings from rodents (Berzhanskaya et al., 
2017; Lovelace et al., 2018; Sinclair et al., 2017a) and humans (Ethridge et al., 
2017; Wang et al., 2017). While the rodent studies suggest these findings might be 
independent of movement, both theta and gamma oscillations are influenced by 
locomotion so it would be important to investigate the effects relative to locomotor 
activity. In my study, no tracking data was available from the homecage recording 
precluding this analysis. Waking oscillations in the hippocampus were normal in 
the current study, which is similar to that seen in mice by one study (Talbot et al., 
2018), but is inconsistent with increased theta seen by another group (Arbab et al., 
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2018). Further experiments will be required to establish how the species, strain and 
behavioural contexts can affect hippocampal oscillations.  
7.5 Conclusions and future directions 
This pilot study is the first, to the best of my knowledge, to investigate actigraphy 
and sleep neurophysiology in the Fmr1 KO rat. The findings here demonstrate that 
Fmr1 KO rats show a fragmented sleep phenotype in acute sleep recordings, 
coupled with data pointing toward abnormally high ripple power, while NREM 
oscillation coupling and circadian activity patterns remain broadly intact. Waking 
oscillations appear normal in Fmr1 KO rats in contrast to published data.  
The conserved circadian patterns and waking oscillations are consistent with the 
findings in Cyfip1+/- rats seen in Chapter 6. It is interesting to find preliminary 
evidence for an abnormal ripple phenotype as ripples are also disrupted in Cyfip1+/- 
rats, albeit in the opposite direction. Together with emerging findings suggesting a 
hippocampal deficit in Fmr1 KO rats, future studies should explore ripple 
properties in a larger cohort to confirm this finding and test any relationship 
between abnormal ripples and impaired memory consolidation. 
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8 
Chapter 8 General Discussion 
This chapter draws together the results from Chapters 3-7 to discuss how my 
findings contribute to the understanding of Cyfip1’s role in neuronal networks.  
8.1 Summary of principal findings 
The aim of this thesis was to explore the impacts of haploinsufficiency in Cyfip1, a 
gene associated with neuropsychiatric illness, on the network activity of 
hippocampus, prefrontal cortex and nucleus accumbens during behaviours these 
brain regions mediate. The key findings are: 
• Chapter 3 shows that Cyfip1+/- rats were able to achieve normal performance 
accuracy in a discrete-trial alternation T maze task, but ran more slowly than 
WTs and took longer to reach criterion when tested over several days. 
Hippocampal-prefrontal interactions on the maze appeared normal, but 
theta-gamma phase-amplitude coupling within dorsal CA1 was reduced in 
Cyfip1+/- rats. 
• Chapter 4 described disrupted interactions between NAc Shell and the 
vHPC and IL. Gamma coherence between vHPC and NAc Shell was 
significantly reduced in Cyfip1+/- rats, during baseline behaviour but most 
prominently during approach to reward points. Conversely, infralimbic 
cortex and nucleus accumbens shell showed increased coherence in the beta 
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frequency band. Preliminary evidence points towards a disruption to 
behaviour in the novel object location task, where Cyfip1+/- rats did not 
significantly discriminate the novel location object.  
• Chapter 5 shows that Cyfip1+/- rats show an exaggerated response to acute 
ketamine injection in the form of an enhanced surge in high frequency 
oscillations compared to WT rats in NAc and PRL. In addition, hippocampal 
dCA1 theta-gamma coupling was augmented to a greater extent in Cyfip1+/- 
rats than WTs.  
• Chapter 6 shows that, while circadian patterns and sleep architecture were 
normal, Cyfip1+/- rats had reduced hippocampal ripple power during NREM 
sleep, which could impact memory consolidation.  
• Chapter 7 reports on a pilot study in Fmr1 KO rats, a model that is highly 
relevant to Cyfip1 given the close molecular interactions between these 
proteins. Fmr1 KO rats show fragmented sleep, characterised by more 
numerous and shorter sleep bouts and preliminary evidence suggests an 
increase in ripple power compared to WTs.  
Contrary to my initial hypothesis, hippocampal-prefrontal network appears intact 
in Cyfip1+/- rats, as evidenced by three findings: 1) typical LFP coherence during 
the T maze; 2) intact hippocampal theta-prefrontal gamma phase-amplitude 
coupling; 3) normal coordination of NREM sleep oscillations in the form of intact 
ripple-spindle coupling. It is possible that the no-delay T maze task used in Chapter 
3 imposes relatively low cognitive demand, which failed to reveal any deficit in this 
network during a task where it was minimally engaged. In contrast, Sigurdsson et 
al. (2010) saw behavioural and network deficits in Df(16)A+/– mice in a similar task 
with a 10 second delay. However, if this network can be shown to function normally 
even under more challenging circumstances (e.g. with a delay or a more difficult 
task), it suggests that haploinsufficiency of CYFIP1 does not contribute to potential 
disruptions in this network in 15q11.2(BP1-BP2) deletion carriers diagnosed with, 
for example, schizophrenia. 
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Whilst convergent evidence points to disrupted hippocampal-prefrontal interactions 
in schizophrenia, there are fewer studies of these networks in autism and intellectual 
disability, disorders for which the 15q11.2 deletion confers an even greater risk. 
Behaviourally, it appears that while performance of the T maze was normal, 
acquisition of the task was slower in Cyfip1+/- rats. Some parallels can be drawn 
with the behavioural findings in undiagnosed 15q11.2(BP1-BP2) deletion carriers, 
who were able to perform normally in a spatial working memory test, but suffer 
from learning disabilities (dyslexia, dyscalculia) and lower IQ (Stefansson et al., 
2014).  
Rather than a hippocampal-prefrontal deficit, the evidence from the experiments in 
this thesis points towards a hippocampal and hippocampal-accumbal network 
deficit. Evidence for disrupted hippocampal activity arose in several chapters. 
Theta-gamma phase amplitude coupling in dCA1 is reduced in Cyfip1+/- rats, both 
during the T maze task in Chapter 3 and in the homecage prior to ketamine injection 
in Chapter 5. Hippocampal theta-gamma coupling is thought to facilitate memory 
processing (Colgin, 2015) and its disruption has been reported in various models of 
cognitive disfunction (Booth et al., 2016; Zhang et al., 2016). 
In Chapter 6, reduced hippocampal ripples point towards a deficit in the ripple 
generating CA3-CA1 network, which is the same synapse at which Bozdagi et al. 
(2012) observe abnormal synaptic plasticity in Cyfip1+/- mice. The preliminary 
evidence from Chapter 7 showing abnormal ripples in the Fmr1 KO rat, together 
with published findings suggesting a hippocampal deficit in the Fmr1 KO rodent 
model (Radwan et al., 2016; Sabanov et al., 2017; Talbot et al., 2018; Till et al., 
2015), suggest that hippocampal abnormalities are common to both models, and 
thus might arise via the interaction of CYFIP1 and FMRP. Indeed, ripples are also 
abnormal in an Arc KO mouse model (Malkki et al., 2016), an important mRNA 
target of the FMRP/CYFIP1 translation regulator complex.  
Further to a disrupted hippocampus, robust evidence from Chapter 4 suggests the 
vHPC-NAc Shell network is impaired by Cyfip1 haploinsufficiency . The response 
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of this network to arrival at the reward point is diminished (as seen in the diminished 
coherence peak), and coherence is more generally reduced in multiple further 
behavioural contexts. Further evidence for abnormalities in the NAc Shell come 
from Chapter 5, where acute ketamine elicited an exaggerated surge of high 
frequency oscillations, and the most substantial effect was seen in NAc Shell. While 
the exact mechanism of generation of high frequency oscillations is unknown, 
NMDA receptors are assumed to be involved. It has been shown that Cyfip1 
haploinsufficiency  impacts processes downstream of NMDA receptors, such as 
NMDA receptor-induced spine-remodelling (Pathania et al., 2014), opening up the 
possibility that Cyfip1 affects HFO generation. In addition, NMDA receptor-
blockade causes increased dopamine release in the prefrontal cortex and nucleus 
accumbens (Kokkinou et al., 2018) via the disinhibition of dopaminergic neurons 
in the ventral tegmental area (Lisman et al., 2008; Lodge and Grace, 2011). Thus, 
aberrant signalling downstream of NMDA receptors could lead to dopaminergic 
deficits in Cyfip1+/- rats.If dopaminergic disruption is indeed present in Cyfip1+/- 
rats, it is of interest to note that a recent paper linked dopamine to aberrant 
modulation of phase amplitude coupling (Andino-Pavlovsky et al., 2017). This 
study found that light-induced uncaging of dopamine in freely behaving rats led to 
a shift of theta-gamma coupling to delta-gamma coupling in the mPFC. Changes in 
dopamine could therefore be envisaged to lead to the reduced theta-gamma 
coupling seen in Cyfip1+/- rat hippocampus. Furthermore, dopamine has been shown 
to have an important role in maintaining coupling between different brain regions 
(Benchenane et al., 2010; Dzirasa et al., 2009; Xu et al., 2016), and while the 
hippocampal-prefrontal interaction appears intact, this presents a way in which 
altered dopamine could lead to the aberrant coupling of hippocampus and prefrontal 
cortex to nucleus accumbens in the Cyfip1+/- rat. The results in Chapter 4 also 
revealed abnormal interaction between the IL and NAc Shell, with increased beta 
coherence between these regions at the reward point. Increasing the excitation in IL 
has been shown to increase IL-NAc gamma coherence and repress reward-seeking 
behaviour, as measured by sucrose preference and place preference tasks (Ferenczi 
et al., 2016).  
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By what mechanism could CYFIP1 lead to disrupted coherence between two brain 
regions? The exact mechanisms of how dysconnectivity between brain regions 
arises is unclear, but it is likely that both local synaptic and long range anatomical 
scaffolding changes play a role, both of which are known to be disrupted by Cyfip1 
haploinsufficiency (Bozdagi et al., 2012; DeRubeis et al., 2013; Hsiao et al., 2016; 
Pathania et al., 2014; Schenck et al., 2003). A clear mechanism has been identified 
in another psychiatric risk model related to 22q11.2 microdeletion syndrome: 
Df16(A)+/- mouse modelling the CNV, and the Zdhhc8+/- mouse, deficient in a key 
gene within the 22q11.2 region (Mukai et al., 2015; Sigurdsson et al., 2010; Tamura 
et al., 2016). The authors demonstrated that intact axonal growth and axonal 
arborization of ventral hippocampal axons targeting the mPFC is necessary for 
normal coherence between these regions and normal performance of a spatial 
working memory task (Mukai et al., 2015; Tamura et al., 2016). Given the axonal 
growth and branching deficits observed in dcyfip1 haploinsufficient drosophila 
(Schenck et al., 2003), coupled with the known synaptic deficits including both pre- 
and post-synaptic abnormalities observed in heterozygous mouse models and 
human induced pluripotent stem cells (Bozdagi et al., 2012; DeRubeis et al., 2013; 
Hsiao et al., 2016; Pathania et al., 2014; Yoon et al., 2014), it is possible that similar 
anatomical and synaptic deficits could lead to aberrant network interactions in the 
Cyfip1+/- rat.  
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Figure 8.1 | Summary of network deficits in Cyfip1+/- rats. IL-NAc Shell coherence in the 
beta band is increased (thick red arrow). Conversely, vHPC-NAc Shell gamma coherence 
is reduced (thin dashed red arrow). PRL-hippocampal network is intact (green arrow) as 
shown by normal theta coherence, normal phase amplitude coupling across regions and 
normal coordination of ripples and spindles during NREM sleep. dCA1 shows weaker ripple 
power and reduced theta-gamma coupling. Ketamine elicits an exaggerated surge of high 
frequency oscillations in the PRL and NAc Shell and Core, suggesting NMDA receptor 
signalling is abnormal. Abnormal NMDA activation on GABAergic neurons in the nucleus 
accumbens could lead to changes in dopaminergic via disinhibition of the ventral tegmental 
area (this is hypothetical so marked with grey dotted arrows.) 
8.2 Limitations of LFP 
The work in this thesis is based on recordings of LFPs from a number of different 
brain regions. There is still debate in the literature about the spatial resolution of 
LFPs, whether it represents highly localised events and to what extent they are 
influenced by volume-conducted currents (Friston et al., 2015b; Kajikawa and 
Schroeder, 2011; Sirota et al., 2008). In these experiments, this is particularly 
pertinent to the striking reward-related gamma oscillations observed in the nucleus 
accumbens, and the debate about their origin (Berke, 2009; Carmichael et al., 2017; 
van der Meer and Redish, 2009a). Recording simultaneous single unit activity with 
tetrodes or silicon probes would have allowed assessment of spike-LFP coherence, 
which can help indicate whether a signal is locally generated.  
Recording multiunit activity would be useful for detecting slow waves in Chapters 
6 and 7. Two animals showed a suspected polarity switch in their prelimbic cortex 
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signal, but without multiunit activity recording, this could not be confirmed, and 
therefore their data had to be excluded.  
LFP findings from subcortical structures in animal models can be more challenging 
to translate to human findings, mainly due to the limited number of studies with 
depth recordings in patients undergoing surgery for epilepsy (Anderson et al., 2010; 
Axmacher et al., 2010; Cohen et al., 2009b). However, the ability to record from a 
number of regions simultaneously with a high spatial and temporal resolution can 
arguably lead to a better understanding of behaviour-dependent brain activity than, 
for example, rodent fMRI.  
8.3 Use of genetically altered animals as tools in neuropsychiatric 
research 
When using rodents in psychiatric research, it is important to acknowledge that it is 
impossible for a rodent model to recapitulate the full phenotypic spectrum of a 
psychiatric disorder for a number of reasons (Nestler and Hyman, 2010). Firstly, 
given the extensive anatomical differences between rodent and humans, particularly 
in the complexity of the prefrontal cortex (Carlén, 2017; Uylings and van Eden, 
1990; Uylings et al., 2003), a region implicated in most psychiatric disorders, it is 
unlikely that rodents are capable of harbouring psychiatric illness as humans do 
(Wong and Josselyn, 2015). Second, clinical diagnoses rely exclusively on 
reporting of subjective experience and currently no diagnostic biomarkers exist. 
Thirdly, the heterogeneous nature of many psychiatric conditions like 
schizophrenia, autism and depression, and the substantial overlap between them 
(Cross-Disorder Group of the Psychiatric Genomics Consortium, 2013; Gandal et 
al., 2018), complicates the validation of any rodent models. Therefore, preclinical 
psychiatric research has shifted from attempting to model specific disorders, rather 
attempting “a more piecemeal recreation of the disorder’s components” (Arguello 
and Gogos, 2006). Furthermore, it is argued that perhaps genetically altered animals 
should not be considered as models at all, but tools to understand the molecular-, 
systems- and behavioural-level consequences of the genetic manipulation (Davis 
and Isles, 2014; Nestler and Hyman, 2010).  
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As such, in the narrowest sense the aim of generating the novel Cyfip1+/- rat model 
is to understand the neurobiological consequences of haploinsufficiency of this 
gene. Eventually, it is hoped that by understanding the molecular pathways and 
circuit level deficits Cyfip1 haploinsufficiency may cause, we might identify 
pathophysiology that is common not only to 15q11.2 deletion carriers, but to a 
subset of sufferers of schizophrenia, autism and intellectual disability.  
8.4 Future Directions 
The results in this thesis prompt some experiments that could help further 
understand the impact of Cyfip1 haploinsufficiency on brain networks and 
behaviour.  
8.4.1 Behaviour 
Considering the behavioural findings in Chapter 3, the discrete-trial alternation T 
maze does not require extensive training to perform at high accuracy, and likely 
imposes limited cognitive demand (although the run type modulation of 
hippocampal-prelimbic coherence does suggest it is engaging this network). It 
would be interesting to run a task with a higher cognitive demand, such as a radial 
arm maze, where working memory and reference memory could simultaneously be 
tested, engaging both hippocampal-prefrontal interactions and hippocampal 
function, which appears to be disrupted in this model.  
Two observations prompt further investigation into the vigour of reward-seeking 
behaviour. Firstly, slower running on the maze might suggest the groups are not 
matched for incentive value of the sucrose reward. Secondly, the increased 
coherence between IL-NAc Shell may act to reduce reward seeking behaviour 
(Ferenczi et al., 2016; Liu et al., 2016) which could be tested using a sucrose 
preference test.  
Further behavioural tasks that warrant investigation are ones that harness the vHPC-
NAc Shell circuit that is deficient in Cyfip1+/- rats. Firstly, the novel object location 
task should be repeated with larger group sizes to replicate the current finding that 
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suggests Cyfip1+/- rats may fail to discriminate the novel location object. Further 
behavioural tasks that tax this network include a place-preference conditioning task 
that has been shown to depend specifically on the interaction between vHPC and 
NAc Shell (Ito et al., 2008). In addition, hippocampal-accumbal interactions were 
found to be critical to a task involving decision-making with time trade-offs (Abela 
et al., 2015). Using a disconnection paradigm, the authors found that in animals 
where the vHPC and NAc interaction was not intact, animals were much less 
tolerant of a delay for a larger reward and instead chose the smaller, immediately 
available reward, suggesting the reduced coherence phenotype observed in Cyfip1+/- 
rats could affect this kind of decision-making.  
Finally, it would be worth exploring any behavioural consequences of abnormal 
hippocampal ripples during NREM sleep in Cyfip1+/- rats, where I would 
hypothesise that memory consolidation during sleep is impaired by weak ripples. 
The novel object location task is known to be sensitive to disruptions of NREM 
sleep oscillations during the delay phase (Binder et al., 2012; Maingret et al., 2016), 
thus this would be a good place to start.  
8.4.2 Hippocampal-prefrontal network during acquisition 
The finding that Cyfip1+/- rats took longer to achieve criterion performance on the 
T maze, together with evidence from other models (Df(16)A+/- and Zdhhc8+/, (Mukai 
et al., 2015; Sigurdsson et al., 2010)) showing that hippocampal-prefrontal theta 
coherence prior to training could predict days to criterion and that coherence 
improved throughout training, prompts the question whether this network is 
aberrant during task acquisition in Cyfip1+/- rats. One could hypothesise that 
Cyfip1+/- theta coherence is impaired at baseline, but improves during training in 
parallel with learning, raising the level of functional connectivity into the normal 
range. This could be tested by making recordings prior to and during behavioural 
training, ideally on a more difficult task that requires a longer training period. 
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8.4.3 Consequences of cortical-hippocampal-accumbens network disruption 
The increased beta coherence between IL and NAc Shell together with reduced 
vHPC-NAc Shell gamma coherence in Cyfip1+/- rats suggests a broader disruption 
to the cortical-hippocampal-accumbal network, which is important in facilitating 
flexible behaviour (Floresco et al., 2009). Indeed, unpublished data from Dr. 
Josephine Haddon shows a reversal learning deficit in a visual discrimination task 
in Cyfip1+/- rats that is hypothesised to be due to network level deficits. While the 
network deficit finding requires more investigation using single unit recordings, a 
rescue experiment can be envisaged where the abnormal coherence levels are 
restored in parallel with normalising the reversal learning deficit. For example, in 
Df(16)A+/- mice, where understanding of the mechanism of disrupted hippocampal-
prefrontal connectivity is much more advanced, developmental inhibition of Gsk3 
was able to rescue reduced hippocampal-prefrontal theta coherence and behavioural 
deficits (Tamura et al., 2016). 
 
Figure 8.2 | Reversal learning deficits in Cyfip1+/- rats. Cyfip1+/- (Het) rats are a, less 
likely to complete the early reversal phase and b, make more errors during the early stages 
of reversal. Courtesy of Dr. Josephine Haddon, Cardiff University. 
8.4.4 Hippocampal recordings 
The current findings highlighted multiple hippocampal deficits: reduced 
hippocampal theta-gamma phase amplitude coupling and weaker ripple during 
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NREM sleep. Simultaneous unit recordings from hippocampal CA3 and CA1, a 
network within which slow gamma synchrony is important for memory retrieval 
(Colgin et al., 2009; Montgomery and Buzsáki, 2007; Schomburg et al., 2014), 
could shed light on the specific nature of hippocampal oscillation disruption. 
Following up on the attenuated hippocampal ripple phenotype, it would be 
important to record single units in the dCA1 to examine the spiking properties of 
individual pyramidal cells and interneurons which together generate ripples. In 
addition, if analysis of awake ripples confirms the ripple deficit, this would lend 
support for abnormal ripple generation mechanisms and also allow comparison with 
published findings in other psychiatric disorder-relevant models (Suh et al., 2013).  
In addition, given the disruptions in the hippocampal-accumbal network, it may be 
hypothesised that the selective consolidation of salient events through simultaneous 
replay in these structures (Lansink et al., 2009; Pennartz et al., 2004) could be 
compromised. This could be explored using dual site single unit recordings in 
hippocampus and NAc.  
8.4.5 Recordings during development 
Autism, intellectual disability and schizophrenia are considered 
neurodevelopmental disorders, where early disturbed brain development can lead 
to mental illness (Owen et al., 2011). The neonatal ventral hippocampal lesion 
model of schizophrenia highlights how an early insult to hippocampal circuit 
development leads to the emergence of schizophrenia-related network changes and 
behavioural phenotypes in early adulthood (reviewed in Tseng, Chambers, and 
Lipska 2009). CYFIP1 also appears to have a role in synaptic development, as seen 
in the switch from predominantly pre-synaptic deficits in younger animals (<P21) 
to post-synaptic deficits later in life (>P21) (Bozdagi et al., 2012; Hsiao et al., 
2016). Notably, hippocampal spatial representations, such as place cells and grid 
cells, are still under development in the first 4-5 postnatal weeks (Ainge and 
Langston, 2012; Langston et al., 2010). Thus, it could be proposed that if the 
hippocampal deficits seen in Cyfip1+/- rats emerge at a critical period during 
network development, they could lead to the circuit- and behavioural-level changes 
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seen in adulthood. Similarly, disruptions to the hippocampal-accumbal network 
could arise early during development which could lead to the reduced coherence 
and reduced response to reward seen in adulthood. Therefore, simultaneous single 
unit recordings from hippocampus and LFP recording from NAc in developing 
Cyfip1+/- rats could shed light on the developmental origins of the 15q11.2 
phenotype.  
8.4.6 Dopamine dysregulation 
Impaired network activity of vHPC could lead to disrupted dopamine regulation 
(Goto and Grace, 2008; Grace, 2016; Lodge and Grace, 2011). It would be 
important to ascertain whether dopamine levels are abnormal in Cyfip1 rats by 
voltammetry (e.g. Papageorgiou et al. 2016; Syed et al. 2016) or recording neural 
activity of ventral tegmental area neurons.  
8.4.7 Further investigation of heightened sensitivity to ketamine 
The augmented increase in HFO following ketamine in Cyfip1+/- rats implicate 
abnormal NMDA receptor functioning. If high frequency oscillations, like gamma 
oscillations, are driven by parvalbumin-positive (PV) interneurons, which are also 
thought to be a major target of NMDAR antagonists, it would be important to assess 
PV interneuron density in Cyfip1+/- rat, as in the MAM rat model, where aberrant 
ketamine-evoked gamma oscillations were linked to a region-specific decrease in 
PV staining (Phillips et al., 2012b).  
8.4.8 Gene-environment interactions 
Gene-environment interactions play an important role in the development of 
psychiatric disorders. One example is early life stress, which has been shown to 
increase the risk of developing a neuropsychiatric disorder in later life (Pechtel and 
Pizzagalli, 2011), via a possible mechanism of epigenetics (Lewis and Olive, 2014). 
The juvenile (pre-pubescent) brain may be particularly susceptible, with brain 
regions undergoing extended postnatal development, such as the hippocampus, 
being especially vulnerable (Teicher et al., 2012). Animal models of juvenile stress 
also show behavioural changes in adults, including hippocampal-dependent 
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behaviours (Brydges et al., 2012, 2014). A growing body of research indicates that 
genetic mutations and an additional environmental insult, including early life 
stressors, have synergistic contributions to psychiatric disorder-related phenotypes 
(reviewed in Moran et al. 2016). Previously, I ran a study investigating delayed 
discrete-trial alternation in WT rats exposed to juvenile stress and found no 
performance deficit (data not included in this thesis). Future experiments could 
address whether the combined impact of Cyfip1 haploinsufficiency and juvenile 
stress would together lead to a spatial working memory deficit.  
8.4.9 Next steps with 15q11.2 deletion carriers 
The current finding of disruption to the cortical-hippocampal-accumbens network 
in the Cyfip1+/- rat might offer a useful starting point for functional connectivity 
analysis for future fMRI studies in 15q11.2 deletion carriers. As changes in the rats 
were most prominent during reward anticipation and receipt, subjects could perform 
a reward anticipation task as in Bossong et al. (2018). Parallel fMRI studies in the 
Cyfip1+/- rats would aid comparison between rodent and human.  
8.4.10 Postscript 
Very recently, following the completion of the work in this thesis and immediately 
before its submission, I have become aware of ongoing work by my colleagues in 
Cardiff examining factors which influence the molecular Cyfip1 phenotype in 
Cyfip1+/- rats. This work is in its early stages but an emerging picture is that whilst 
the Cyfip1+/- rat model is consistently haploinsufficient at the mRNA levels as 
assessed across a wide range of brain regions and preparations (whole brain 
homogenates, synaptosome preparations) there is more variability in terms of 
protein levels, such that (according to the data collected so far), whilst there is 
always a consistent reduction in mean protein levels in brain tissue from Cyfip1+/- 
animals, variability in levels can result in non-significant group differences. It 
should be emphasised that this work, constituting a large screen of various brain 
regions, preparations, stages of development and environmental conditions, is 
incomplete and needs to be confirmed with further antibodies and methods in 
addition to Western Blot (e.g. ELISA). 
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However, it seems important to note these initial findings in case they are eventually 
confirmed, in which case they may suggest varying degrees of compensation at the 
protein level (presumably arising from expression from the normal Cyfip1 locus) 
in different brain regions. The functional consequences of this brain region specific 
(and even more speculatively, cell specific) effect would then become of interest, 
and possible differences in the impact of the Cyfip1 mutation on brain networks 
which might also be sensitive to developmental stage would need to be considered. 
However, again it should be emphasised that the experiments in Cardiff are 
incomplete and that significant group differences in protein levels have been 
observed, as of course, have significant group effects of genotype on 
electrophysiological and behavioural phenotypes.  
8.5 Conclusions 
This thesis has made novel contributions to understanding the impact of Cyfip1 
haploinsufficiency on neural network interactions in rats, which can be summarised 
as follows: 
• Cyfip1+/- rats have deficits in acquisition of a working memory task, but 
hippocampal-prefrontal interactions remain intact in well-trained animals. 
• Cyfip1+/- rats show several hippocampal deficits, such as reduced theta-
gamma phase amplitude coupling and reduced ripple power. The closely 
related Fmr1 KO rat also shows abnormal hippocampal ripples. 
• The hippocampal-cortical-accumbal network is disrupted in Cyfip1+/- rats, 
with reduced vHPC-NAc Shell gamma coherence and increased IL-NAc 
Shell beta coherence. Preliminary evidence suggests a deficit in the novel 
object location task.  
• Circadian patterns and sleep architecture appear normal in Cyfip1+/- rats. 
Collectively, these findings suggest that CYFIP1 has an important role in 
normal functioning of a number of brain regions and networks implicated in 
psychiatric disorders. These network changes may be linked to the increased 
psychiatric risk conferred by the 15q11.2 deletion in humans and provide a 
General Discussion 
 
313 
 
framework within which to focus mechanistic studies bridging CYFIP1’s 
molecular functions to brain and behaviour phenotypes.  
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Appendix 1 
Creation of the Cyfip1+/- rat 
CRISPR-Cas9 targeting 
Proprietary bioinformatics software (Horizon Discovery, St. Louis, USA) was used 
to design a short guide RNA (sgRNA) targeting a Protospacer Adjacent Motif 
(PAM) sequence within exon 7 of the rat Cyfip1 gene 
(GGCAGATCCACAATCCATCCagg, Figure A1) on chromosome 1.  
 
Figure A1 | Targeting of the Cyfip1 gene with sgRNA in exon 7. Targeting of the sgRNA 
was restricted to the first two thirds of the Open Reading Frame of the Cyfip1 rat gene (first 
21 of 32 exons, Refseq: NC_005100.4, NM_001107517.1). Upstream targeting at the 5’end 
was also avoided due to the possible presence of cryptic promoters. The guide was 
designed and selected with the use of a commercially available online CRISPR design tool 
(commercial algorithm) to locate the appropriate PAM sequences and ideal locations for 
the sgRNA. An oligo was generated containing the specific guide sequence along with the 
appropriate scaffold and the oligo then acted as a template in an in vitro transfection (IVT) 
reaction to generate the sgRNA.  
An initial in vitro assessment of efficiency of the sgRNA-Cas9 was performed by 
nucleofecting the sgRNA-Cas9 into rat C6 glial cells. Genomic DNA (gDNA) PCR 
products were subsequently generated from nucleofected C6 cells using primers 
flanking the sgRNA site (FOR: GCCAAAGCTTCCCCTAAAGT; REV: 
TGGGCGTCAAGTACATTCTG; 497bp amplicon). gDNA PCR products were 
screened for non-homologous end joining (NHEJ) activity and deletion mutations 
using the SURVEYOR Cel-1 Mutation Detection Assay (Integrated DNA 
Technologies, following manufacturer’s instructions, Figure A2).  
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Figure A2 | gDNA screening. gDNA was obtained from C6 glial cells nucleofected with 
sgRNA-Cas9 and Green Fluorescent Protein (GFP). C6 cells nucleofected with GFP only 
acted as a visual positive of successful nucleofection (cells fluoresce green) and a genetic 
negative control of NHEJ activity. Meanwhile, NHEJ activity is observed in C6 cells 
nucleofected with sgRNA-Cas9 via the observation of smaller cel-1 bands and the relative 
intensity of these bands compared to the intensity of the larger WT band (497 bp) can be 
used to estimate NHEJ activity.  
Embryonic microinjection of sgRNA-Cas9 
Embryo donor female Long Evans rats were super-ovulated with pregnant mare 
serum (PMS) and given human chorionic gonadotrophin (HCG) 48hrs post PMS 
administration. Females were immediately mated to stud males after HCG 
administration. Embryo donor females were euthanized 18-24 hrs after mating and 
their one-cell fertilized embryos were isolated by harvesting the reproductive tract 
and rupturing the ampulae. A total of 270 embryos were then put in culture media 
in a CO2 incubator until ready for microinjection. All 270 one-cell stage embryos 
were microinjected with the validated sgRNA-Cas9 over four sessions and then 
implanted into synchronized pseudopregnant Long Evans recipient females, 
resulting in 18 live births.  
Positive founders and confirmation of 4bp deletion 
Of the 18 live births, 7 pups demonstrated NHEJ activity (39% efficiency) as 
measured by the SURVEYOR assay (with gDNA derived from P14 tissue 
biopsies). To further identify positive founders, sequencing experiments of the 
gDNA PCR products were performed and revealed one positive female showing a 
4bp out of frame heterozygous deletion in exon 7 of the Cyfip1 gene at location 
Chromosome 1: 36974-36977 and a resulting bioinformatics prediction of an early 
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stop codon in exon 8 (Figure A3). Therefore, the efficiency ratio of generating rats 
carrying the required deletion was 5.5% (1 from 18 live births). 
 
Figure A3 | Genomic sequencing of the Cyfip1 4bp heterozygous deletion founder. a, 
Manual reading of each double peak in the sequencing chromatograph (ABI Sequence 
Scanner) show that upstream of the deletion, sequences from the WT and modified allele 
are identical. At the site of the deletion i) the sequence read becomes mixed and ii) the 
sequence of the secondary peaks from the modified allele align with WT sequence, except 
they occur 4bp further upstream. This reveals the size and position of the modified allele. 
b, The 4bp deletion in the founder genomic sequence is highlighted in blue (Exon 7 
highlighted in green; sgRNA site highlighted in yellow; exon 8 highlighted in purple) c, 4bp 
deletion in the mRNA sequence of the founder. d, The translation of mRNA from the 4bp-
deleted sequence is bioinformatically predicted to create an early stop codon in Exon 8 
(indicated by ***) 
Assessment of potential off-target effects 
The top 10 potential off-target (OT) sites, based on the sgRNA sequence used 
(GGCAGATCCACAATCCATCCagg), were generated and ranked using the MIT 
website http://crispr.mit.edu/ and corresponding gDNA PCR primer pairs were 
designed to flank each potential OT site (Figure A4a). Extracted gDNA from the 
founder animal and WT controls were used as templates for PCR, before each 
gDNA PCR product underwent the SURVEYOR assay (Figure A4b). The lack of 
NHEJ activity, as indicated by a lack of smaller secondary products, revealed no 
evidence for genomic disruptions at the selected sites and was further confirmed by 
sequencing the 10 OT site gDNA products (data not shown). 
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Figure A4 | In silico identification of the Top 10 sgRNA off-target sites and NHEJ 
activity assessed by the SURVEYOR assay. a, The top 10 OT sites were computed by 
taking into account the following i) total number of mismatches (either 3-4 mistmatches, 
highlighted in red), ii) mismatch absolute position (to accommodate for the relatively high 
disturbance of mismatches falling close to the PAM site) and iii) mean pairwise distance 
between mismatches to account for the steric effect of closely neighbouring mismatches in 
disrupting sgRNA -DNA interaction. A total of 156 off-target sites were found, although only 
14 of which were intragenic. Corresponding PCR primer pairs were designed to flank the 
top 10 potential off target sites. b, Using extracted gDNA from the founder animal and WT 
controls, gDNA products were made to flank each potential OT site (~300-500bp amplicon) 
and run on the SURVEYOR assay. None of the 10 OT sites tested revealed NHEJ activity 
and this was later corroborated with sequencing data. 
Breeding, re-derivation and maintenance at Charles River, UK 
The F1 founder female was mated with male wild types at Horizon Discovery and 
generated F2 progeny containing the mutation confirming germline transmission. 
A total of five male positives were exported to Charles River, Lyon, France for re-
derivation by embryo transfer. The resulting specific pathogen free (SPF) progeny 
were sent to Charles River, Margate, UK for routine breeding and generation of 
experimental groups for phenotypic testing. The standard breeding protocol was a 
heterozygous (Het) x WT cross giving rise to 1:1 average Het/WT progeny allowing 
full use of the litter and the generation of litter-mate controls. In most cases and 
unless otherwise stated, the genetic modification was transmitted through the male, 
resulting in the litters being raised by WT dams. On occasion, transmission was 
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through the female, this was to check for parent-of-origin effects. No POE have 
been found to press (personal communication from Cardiff). The  model is viable 
and Charles River have reported no adverse (overt) effects on breeding 
performance, development, general health, and in addition no deviation from the 
expected Mendelian 1:1 ratio of Hets to WTs and no skewing of the sex ratios 
(personal communication from Cardiff). 
 PCR Genotyping 
Genotyping was carried out twice, an initial assay from tissue sent from Charles 
River prior to transport of the rats to Bristol and then a further confirmatory assay 
post-mortem; in both cases the genotyping was carried out by colleagues in Cardiff. 
DNA was extracted using Qiagen DNEasy Blood & Tissue Kit, Cat No./ID: 69506 
and PCR carried out using a 2-primer design with primer sequences: Forward - 
TAGGGCTGCTCAGTTTTTACG, Reverse - TTGTTGTGGTTGG CCAGGAA. 
For the cycling conditions 2ul of sample was added to 23ul of PCR Mastermix 
solution (12.5ul Promega GoTaq® G2 Green Mastermix M7822, M7823, 1ul of 
each primer and 8.5ul nuclease-free water) and placed in a thermal cycler under the 
following conditions: 1. 950C for 10:00, 2. 950C for 00:40, 3. 600C for 00:40, 4. 
720C for 00:60, 5. Go to steps 2-4, 40 times, 6. 720C for 05:00, 7. 80C for ever. 
The resulting PCR products for the mutant and WT sequences differed by 8bp, 
which produces a single band (WT) or a double band (Het), see Figure A5. To 
achieve this level of resolution, 10ul PCR product and 3ul Promega 6X 
Blue/Orange Loading Dye (G1881) were pipetted into a well in a 4% agarose gel 
and run for 1.5-2 hours at 150v. 
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Figure A5 | Gel image showing PCR products from  and WT rats using ear tissue; WT 
products show as a single band,  products as a double band, using this 2-primer design 
there was 100% concordance between the initial and post mortem genotype 
determinations. 
Molecular verification and characterisation of the  rat model 
qPCR 
The effect of the heterozygous genomic premature stop codon on transcription was 
tested by measuring Cyfip1 mRNA gene expression in the brain tissue of  via 
quantitative real-time PCR using the StepOnePlus System (Applied Biosystems, 
ThermoFisher Scientific). Rats were sacrificed by carbon dioxide inhalation and 
whole brains from mutant adult males were extracted (4.5-5 months old), alongside 
WT littermate controls (n = 10 / genotype). Prefrontal cortex (PFC) and 
hippocampal regions from both brain hemispheres were dissected free-hand and 
frozen on dry ice before storage at -80°C. RNA was extracted from the 
hippocampus and PFC (one hemisphere only) using RNeasy Kits (Qiagen), 
followed by DNase treatment of RNA (TURBO DNA-free Kit, Ambion, Life 
Technologies) and cDNA synthesis (RNA to cDNA EcoDry Premix, Random 
Hexamers, Clontech). cDNA was then prepared for SYBR-green (SensiFAST, HI-
ROX, Bioline)-based quantitative real-time PCR with Cyfip1-specific primers 
(FOR: GAGGAGAATAAGTCCCGGTGG, REV: GTAGCGTGCCAGCTCAGAAA; 
targeting exon 11-12, oligonucleotides synthesised by Sigma-Aldrich). Gapdh and 
Hprt were used as housekeeper genes (Gapdh FOR: TCTCTGCTCCTCCCTGTTCT, 
Gapdh REV: TACGGCCAAATCCGTTCACA; Hprt FOR: TCCTCCTCAGACCGCTTTTC, 
Hprt REV: ATCACTAATCACGACGCTGGG) and the ΔΔCt method was used in order 
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to quantify normalised fold-change of mRNA gene expression (and graphed as 2-
ΔΔCt). All primers were bioinformatically designed and assessed to span at least 
one exon-exon boundary and to match only for its target mRNA sequence in rat 
(primer-BLAST and nBLAST, NCBI). Primer efficiencies were experimentally 
determined through a dilution series of brain region-specific wildtype cDNA 
(efficiency of 90-110% was required, annealing temperature set at 60°C).  
As illustrated in Figure A6, quantification by qPCR confirmed that the genomic 
disruption of Cyfip1 leads to reduced Cyfip1 mRNA expression in Cyfip1 Het rats, 
with a reduction seen in both the PFC and hippocampus compared to WTs (PFC 
GENE F(1,19)=41.259, P=0.0001; HIPP GENE F(1,19)=26.74 P=0.0001, 1-way 
ANOVA on transformed ΔΔCt data and normality assessed by Shapiro-Wilk tests).  
 
Figure A6 | mRNA levels determined by qPCR in brain tissue (PFC, prefrontal cortex; 
Hipp, hippocampus) from adult (4.5-5 months) WT and  (n=10/genotype); *** p < 0.001 
 
Western Blot 
Semi-quantitative western blotting assays were employed to determine whether 
Cyfip1 protein was reduced in the brain of Cyfip1+/- rats. Hippocampal tissue 
dissected previously for the transcript analysis (other hemisphere, n = 10/genotype), 
was homogenized manually with a glass Dounce homogeniser in 1 ml of ice-cold 
lysis RIPA buffer (RIPA Lysis and Extraction Buffer, ThermoFisher Scientific) 
containing protease inhibitors (cOmplete Mini EDTA-free Protease Inhibitor, 
Roche, 1 tablet/ 10 ml RIPA). The homogenates were centrifuged at 12,000 rpm for 
20 minutes at 4°C and aliquots of supernatant containing proteins stored at -80°C. 
A total of 40 µg of protein (quantified using Pierce BCA Protein Kit Assay, as per 
*** ***
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manufacturer’s instructions, ThermoFisher Scientific) in Laemmli sample buffer 
containing 1/20 β-mercaptoethanol (Bio-rad) were denatured at 95°C for 5 min 
prior to separation on a 4-12% gradient Bis-Tris Midi gel (NuPAGE, ThermoFisher 
Scientific) in 1x Bolt MES SDS Running Buffer (ThermoFisher Scientific) at a 
constant voltage of 115 V for 1 hr. Transfer was performed in 1 x Bolt Transfer 
Buffer (ThermoFisher Scientific) to Amersham Protran nitrocellulose membranes 
(GE Healthcare Life Sciences) at a constant voltage of 85 V for 2 hr 15 min at 4°C. 
Blots were blocked in 5% non-fat milk (Blocking Agent, Amersham, GE 
Healthcare Life Sciences) in 0.01 M Tris buffered saline solution containing 0.2% 
Tween 20 (TBST), and this TBST solution was used for all subsequent washes. 
Primary and fluorescent secondary antibodies were similarly diluted in TBST 
containing 0.2% Tween 20 and 5% milk and they were used at the following 
concentrations: Cyfip1 (AB6046, Millipore), 1:1,000; GAPDH (ab8245, Abcam), 
1:5,000; IRDye® 680RD Goat anti-Rabbit IgG (Li-Cor, 926-68071), 1:15,000 and 
IRDye® 680RD Donkey anti-Mouse IgG (Li-Cor, 926-68072), 1:15,000. 
Incubation of blots in primary antibody solutions were at 4°C overnight, whilst 
fluorescent secondary antibodies were for 1 hr at RT. Blots were visualised using 
the 700nm channel of the Odyssey CLx Imaging System (Li-Cor). Software 
analysis (Image Studio, Li-Cor) was used for densitometry of each protein target 
and normalised to the loading control GAPDH. 
 
Figure A7 | Cyfip1 protein levels determined by Western Blot in brain tissue (Hipp, 
hippocampus) from adult (4.5-5 months) wild-type and Cyfip1 Het (n=10/genotype); 
*p<0.05 
Figure A7 shows data from Western Blot indicating reduced Cyfip1 protein levels 
in hippocampal tissue of  compared with WTs (hippocampal protein: F1,18 = 4.996, 
*
WT Het
Cyfip1
GAPDH
150kDa
37kDa
WT Het WT
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p = 0.039, 1-way ANOVA, 1 Cyfip1 sample was> 2 SDs from the group mean and 
excluded as an outlier). 
