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Recovering the orientation and location of a camera from image 
sequences is an important and challenging problem in computer 
vision. There are many related applications. For example, it can 
help to create augmented reality in films, in particular, artificial 
objects can be inserted into the video easily after knowing the 
orientation and location of the camera and the 3-D model of 
the scene. Also, cameras can be mounted on mobile objects like 
robots to track the motions of the objects.
In this thesis, we focus on pose tracking of multiple camera 
system in a model-less scheme which means that the motion 
of the system is estimated without both the prior knowledge 
and explicit calculation of the structure. Firstly, we apply dif- 
ferent estimation methods based on this model-less scheme to 
recover the orientation and location of a stereo camera system. 
Throughout the experiment, advantages and disadvantages of 
different estimation methods are compared and analyzed. We 
also find that our approach improves over the existing algorithms 
in terms of accuracy.
We then propose an algorithm to track the pose of a multi- 
ple camera system that consists of two pairs of stereo cameras. 
One advantage of using multiple stereo cameras is to increase 
the field of view to capture more information for computing the 
pose. Therefore, our approach can still work even if either one 
of the stereo pairs is occluded. The proposed algorithm has 
another advantage that neither the prior knowledge nor com- 
putation of the 3-D structure of the scene is required. The 
orientation and location of the system are recovered efficiently 
and directly by employing the trifocal tensor constraints. Ex- 
periments show that our approach is more accurate than the 
previous approaches.
We believe that our approaches are useful for applications 
related to camera pose tracking like building augmented reality 
system, navigating robot, and sensing motion.
iii
從連續影像計算攝像機的方向與位置在計算機視覺中是一個重要與富挑戰性 
的題目。有很多實際應用與這個題目有關。例 如 ：這可以幫助電影製作擴增 
實 境 。 當知道攝像機的方向與位置和塲境的三維模型後，我們可以將虛擬物 
件插入電影中。另 外 ，我們可以安裝攝像機在一些可動物件如機器人上去追 
蹤可動物件的移動。
在這篇論文中，我們集中探討以無模型方案去追踨多攝像機系統的移動。無 
模型方案是指在估計多攝像機系統的動 作 中 ，不需要知道或計算模型的結 
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Estimating the orientation and location of a camera from image 
sequences is an important problem in computer vision. There 
are many interesting applications related to this kind of research. 
For example, it can help creating augmented reality in films 
by inserting artificial objects into the footage easily when the 
orientation and location of the camera are known. It can also 
help robot navigating by mounting cameras on the robot. Unlike 
other mechanical sensors such as accelerometers, cameras can 
get the visual information of the surroundings to compute the 
orientation and location of themselves while accelerometers can 
only measure their own accelerations. 
Camera pose estimation is a challenging research problem. 
Many methods were proposed to solve the problem. Their meth-
ods can be classified into two main approaches. One of them is 
marker-based approach. The scene must be specially designed 
to contain markers whose 3-D positions in the scene have al-
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ready been inputted to the computers. As a result, the pose is 
estimated given the prior knowledge of the scene. Another one 
is vision-based approach in which no special control of the scene 
is required. Therefore, the approach is more useful as its ap-
plications do not need to be confined to a special environment. 
As there are no predefined markers in the scene, most research 
work detects and matches representative patches called features 
in the images and uses the 2-D coordinates of their positions to 
compute the pose. 
The work in this thesis belongs to the vision-based approach. 
Given the 2-D positions of the features, we want to recover the 
orientation and translation of the camera. However, because of 
the relationships between the 2-D coordinates of the features' 
positions and the orientation and location of the camera, the 
3-D coordinates of the features' positions in the scene corre-
sponding to their projections (2-D coordinates) on the images 
are also computed in addition to the camera pose. Most tradi-
tional algorithms are based on this approach and this kind of 
research belongs to structure and motion. The name implies 
both the 3-D coordinates of the points in the scene (structure) 
and the camera pose (motion) are estimated simultaneous^. Be-
sides structure and motion, there is research on recovering the 
camera pose directly without both the prior knowledge and ex-
plicit computation of the structure. Our approach belongs to 
this category. 
In the real world, there are no perfect cameras, and thus the 
images contain noise. The 2-D coordinates of the features' po-
sitions in the image may not be exact and the matched features 
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may be wrong. These two factors would affect the accuracy of 
the recovered camera pose. This is one of the major challenges in 
this field. To deal with this problem, early approaches used nu-
merical methods like Newton's method to optimize the result by 
considering the information of all the images. These approaches 
can achieve high accuracy. However, the drawback is that it is 
time-consuming and belongs to batch processing, which means 
all the images in a sequence are used for the processing, and 
thus the processing time is too long for many applications. 
Recently, some approaches were proposed to tackle the prob-
lem in real-time. These approaches allow the current camera 
pose to be recovered immediately just after the current image 
has been taken. Therefore, the domain of their applications 
increases. For example, it can help tracking the movement of 
a mobile object likes robot in real-time by mounting cameras 
on it. Although these approaches are efficient, the accuracy of 
these approaches is lower. It depends on several factors like fea-
ture management and estimation method. Feature management 
means how the features are handled. When a camera moves 
around, the view from the camera changes and thus appearing 
of new features and disappearing of original features occur. In 
addition, the features are not necessarily reliable as they may be 
mismatched among the images. As a result, some techniques are 
needed to handle these features. Estimation method means the 
method used to estimate the solution. Most approaches make 
use of some recursive filters like the Kalman filter to estimate 
the solution. Different estimation methods usually model the 
problem and noise using different ways. 
CHAPTER 1. INTRODUCTION 4 
Besides research on a single camera, there is research on pose 
tracking of a multiple camera system. It is important to decide 
the number of cameras and the position of each camera in the 
system as they would affect the data obtained from the cameras. 
Cameras with overlapping views like a stereo camera system can 
enable us to get reliable features and the depth of scene. On the 
other hand, cameras with non-overlapping views can have the 
advantages of larger field of view. As a result, it poses more 
challenges and potentials in this field. 
1.2 Motivation 
There is an interesting work [38] focusing on recovering the loca-
tion and orientation of a pair of stereo cameras using the image 
sequences. It uses an extended Kalman filter to track the pose 
of the stereo camera system. In the filter, it makes use of an 
approximated twist motion model in the dynamic model and 
trifocal tensors as constraints to bypass the computation of the 
structure to estimate the camera pose. 
The work leads to several interesting problems which should 
be faced by other similar approaches. Firstly, the projection 
of the 3-D point on the image is a non-linear function. How-
ever, the extended Kalman filter used by many other similar 
approaches, handles a non-linear system by assuming local lin-
earity of the system. As a result, it is valuable to investigate 
if the extended Kalman filter is a good choice and if there are 
other suitable methods for this kind of problems. Secondly, the 
motion model of the camera is crucial when we track the pose 
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from image sequences. Different motion models would result in 
different accuracies. Therefore, it is interesting to investigate 
the motion model of the camera. 
In addition, using either a camera or a stereo camera system 
would face a problem. The pose of the system can not be tracked 
if the field of view does not contain enough information (reliable 
features). In this case, using more cameras with non-overlapping 
views can solve this problem. When a camera does not get 
enough features, cameras with other views can continue to help 
to track the pose of the whole system. In particular, we work 
on a multiple camera system consisting of two pairs of stereo 
cameras. Each stereo pair can get reliable features from different 
views to track the pose. As a result, the pose of the multiple 
camera system can be recovered even if one stereo pair cannot 
get enough features. 
1.3 Contributions 
• We propose an algorithm to track the pose of a stereo cam-
era system. 
—Our algorithm can recover more accurate pose than the 
existing work by using the Rodrigues' formula, in which 
no approximations are taken. 
—Performances of different estimation methods including 
the extended Kalman filter, unscented Kalman filter, 
and differential evolution used in our approach are com-
pared and analyzed. Advantages and disadvantages of 
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them are discussed. 
• We propose an algorithm to track the pose of a multiple 
camera system consisting of two pairs of stereo cameras. 
—The proposed algorithm can recover the orientation 
and location of the multiple camera system accurately 
and efficiently. 
- O u r algorithm can work even when one stereo pair is 
blocked. 
—Performances of different estimation methods includ-
ing the extended Kalman filter and unscented Kalman 
filter used in our approach are compared and analyzed. 
Their advantages and disadvantages are discussed. 
-Different orientations between the two stereo pairs are 
studied to investigate their effects on the accuracy of 
the pose. 
1.4 Organization of the thesis 
Chapter 2 is the literature review. It briefly introduces the back-
ground knowledge and surveys the recent research work on struc-
ture and motion and camera localization. 
Chapter 3 is a chapter focusing on the pose estimation of 
stereo cameras. It proposes an approach to recover the ori-
entation and location of the stereo cameras. Different estima-
tion methods including the unscented Kalman filter, extended 
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Kalman filter, and differential evolution are discussed and ana-
lyzed for the problem. 
Chapter 4 focuses on the pose estimation of two pairs of stereo 
cameras. It proposes a new approach to recover the orientation 
and location of the multiple camera system consisting of two 
pairs of the stereo cameras. Different Kalman filters including 
the unscented Kalman filter and extended Kalman filter are ap-
plied and analyzed for the problem. 
Chapter 5 concludes the work in the thesis. 




In this chapter, background knowledge for this thesis is briefly 
described and the work related to the field of structure and mo-
tion is discussed. We classify the field into three main categories 
as shown in figure 2.1. Those categories are batch method, se-
quential method, and method solving the problem of simultane-







Method solving the 
problem o simultaneous 
localization and mapping 
fSLAM) using camera 
Figure 2. 
(SAM). 
Classification of methods in the field of structure and motion 
Batch methods refer to the methods in which all the images 
must be ready before the processing. All the images are used 
when computing the camera pose and 3-D structure of the scene 
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using some numerical methods. Therefore, it is only suitable 
for off-line processing and thus the number of applications is 
limited. 
Sequential methods do not require that all the images must 
be ready at the beginning of the process. This kind of methods 
estimates the camera pose right after the image has been taken. 
The approaches belonging to this kind usually involve the use 
of some recursive filters such as the Kalman filter and the par-
ticle filter. Because of their efficiencies, they are expected to be 
applicable in real-time. 
SLAM originally does not belong to the field of computer 
vision, but the field of robotic system. The target of SLAM 
is to locate a system consisting of a number of different sensors 
and map the surrounding scene into a 3-D model simultaneously. 
However, some recent research tried to use cameras as the only 
kind of sensors. Therefore, the problem becomes a structure 
and motion problem. Most of the approaches made uses of the 
particle filter or the Kalman filter to tackle the problem in real-
time. 
In the followings, background knowledge of the proposed ap-
proaches in this thesis is described. 
2.2 Background knowledge 
The concepts of the pinhole camera model and the Kalman fil-
ter are frequently revisited in the following chapters. They are 
briefly introduced in the following sections. 
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2 .2 . Pinhole camera model 
The pinhole camera model which is illustrated in figure 2.2 is 












Camera QC imgq^  pigng 
Cgmerg 
coordinate frame 
Figure 2.2: Image system of the pinhole camera model. 
3-D model point Xg in the scene and its projection u^ on the 
image plane is 








Z. O m 
1 
(2.1) 
X^ == [rrg y^ z^ 1] are the homogeneous coordinates of 
the mth 3-D model point 
frame. 
x^ y^ z^^ in the object coordinate T 
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M is a 4 X 4 matrix that encapsulates the extrinsic param-
eters of the camera and transforms 3-D model points from the 
object coordinate frame to the camera coordinate frame. The 
transformation is consisting of a 3 x 3 rotation matrix R and a 




12 ri3 T, 
21 r22 23 Ty 
31 32 33 
0 0 0 1 
(2.2) 
K is a 3 X 3 matrix that encapsulates the intrinsic parameters 
of the camera as shown in equation (2.3). 
,frrh 0 
K = 0 frriy Vo (2.3) 
0 0 
is the focal length of the camera, [xq Vo. are the coordinates 
of the principal point, [rrix rriy] represent the dimension of a 
pixel. 
rp 
are the homogeneous coordinates of the projec-
of the mth 3-D point on the image plane of the tion 
camera 
2.2.2 Kalman filter 
The Kalman filter [11] is a recursive filter that estimates the 
state of a dynamic system from a series of noisy measurements 
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and controls. The noises of the system are modeled by Gaussian 
random variables and handled by covariance matrices. To use 
the Kalman filter, the state, dynamic model) and measurement 
model of the dynamic system must be defined. Consider that 
the state is Xt, the dynamic model is 
xt = FtXt-i + BfUi_i + V 
and the measurement model is 
yt = H^Xf + n 
(2.4) 
(2.5) 
In equation (2.4), F^ is the state transition matrix which is ap-
plied to the state vector is the control-input matrix 
which is applied to the control vector u - i , and v represents the 
process noise. In equation (2.5), H^ is the measurement matrix 
which is applied to the state vector Xt to obtain the measure-
ments, and n represents the measurement noise. 
Having the state, dynamic model, and measurement model 
defined, equations required for the Kalman filter can be derived. 
The procedure of the estimation of the state is divided into two 
stages illustrated in figure 2.3. The first one is the prediction 
(time update) stage. The current state, input control, and pro-
cess noise are used to predict the next state and covariance. An-
other stage is the updating (measurement update) stage. The 
estimated state and measurements are used to update the next 
state and covariance. The corresponding time update equations 













Figure 2.3: Illustration of the stages in the Kalman filter. 
are 
x = + BtUt-i 
P = + Rv 
and the corresponding measurement update equations are 
K, = P H P H r + R n ” 
t = K + - H x^") 
= K, )P 
(2.6) 
(2.7) 
x~ and Xt represent the states at time t after time update and 
measurement update respectively. P and P^ are the covariance 
matrices of the states x and x^  respectively. R^ and R" are the 
covariance matrices of the process noise v and the measurement 
noise n respectively, yt is the actual measurement. Kt is the 
Kalman gain matrix in the Kalman filter. 
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2.2.3 Extended Kalman filter 
The ordinary Kalman filter can only handle a linear dynamic 
system. To handle a non-linear system, the extended Kalman 
filter [11] is a good option. It handles the non-linear system by 
linearizing the system locally and uses the Jacobian to propagate 
the state and covariance. As a result, the posterior state and 
covariance are accurate to the first order. Consider that the 
state is x^, the dynamic model is 
xt = f t (x t -uu t -uv) (2.8) 
and the measurement model is 
h“x“n) (2.9) 
In equation (2.8) ft is the state transition function which is 
applied to the state vector control vector i, and process 
noise v to have the next state. In equation (2.9), h/ is the 
measurement function which is applied to the state vector Xt 
and measurement noise n to get the measurements. 
Same as the ordinary Kalman filter, it consists of prediction 
(time update) stage and updating (measurement update) stage. 
The corresponding time update equations are 
P r F + T (2.10) 
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and the corresponding measurement update equations are 
K, = P H 7 ( H P H 7 + N,RnN )-i 
= + (2 .11 ) 
Pf = (I — KtUt)P 
x and X represent the states at time t after time update and 
measurement update respectively. P and Pt are the covariance 
matrices of the state x and x^  respectively. R / and R" are the 
covariarice matrices of the process noise v and the measurement 
noise n respectively, yt is the actual measurement. Ft is the 
Jacobiari matrix of partial derivatives of f^  with respect to x. Vt 
is the Jacobian matrix of partial derivatives of ft with respect 
to V. H^ is the Jacobian matrix of partial derivatives of h^  with 
respect to x. N^ is the Jacobian matrix of partial derivatives 
of hi with respect to n. K^ is the Kalman gain matrix in the 
extended Kalman filter. 
2.2.4 Unscented Kalman filter 
Besides the extended Kalman filter, the unscented Kalman filter 
18] [16] is an alternative which is able to handle a non-linear 
system. Instead of assuming local linearity, the unscented trans-
form is used to propagate the state and covariance of the dy-
namic system by statistical calculations. The unscented trans-
form is a method for computing the statistics of a random vari-
able undergoing a non-linear transformation. In the unscented 
transform, a minimal set of sample points called sigma points 
completely capturing the true mean and covariance of the Gaus-
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sian random variable are chosen to propagate through the true 
non-linear system. After the propagating, the posterior mean 
and covariance can be accurate to the second order. Therefore, 
the unscented Kalman filter can handle a non-linear system bet-
ter than the extended Kalman filter which is accurate to the first 
order. Consider that we have the same state, dynamic model 
and measurement model as described in section 2.2.3 the re-
quired equations can be derived. 
Unlike the extended Kalman filter, the unscented Kalman fil-
ter needs an initialization for the state and covariance to prepare 
the generation of the sigma points. The initialization is 
/ \T 
—I s^.T r, r^ ] Xn = 
Po 0 0 
0 Rv 0 
0 0 Rn 
(2 .12 ) 
The sigma points used in the unscented transform are generated 
by 
(2.13) 
at each time step. 
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The corresponding time update equations are 
2L 










and the corresponding measurement update equations are 
2L 
PM, > -1 -
4 n 
KWiMt-i - YTV 
I u 
2L 
Px,y, > X ) ( ’ - 1 -
i=Q 
(2.15) 
K. — P p—— 
Pt = P K , 
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where 
x^ v^ n^ 
T 
T 
X" = ( ( x f ( x f ( x f : 
( 2 . 1 6 ) 
x and Xf represent the states at time t after time update and 
measurement update respectively. P and P^ are the covariance 
matrices of the state x and x^  respectively. R / and R" are the 
covariance matrices of the process noise v and the measurement 
noise n respectively, yt is the actual measurement. is the 
Kalman gain matrix in the unscented Kalman filter. A is a 
scaling parameter, a and (5 represent the spread of the sigma 
points and the prior knowledge of the distribution of the state 
Xi respectively. X _i contains all the sigma points used in the 
unscented transform while X^t-i indicates the ith sigma point. 
L is the dimension of the state x?—i. VK (" and Wq^^ are the 
weights used in calculating the mean and the covariance matrices 
respectively. F*(Xf_i, is a function which calculates 
all the sigma points using f ^ f x ^ . i , v) defined in equation 
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(2.8). That is 
means 
^lt\t-i ft(Xf’t-i,Uk—hXlt-
i e (1,2 ... 2L’2L + 1) 
19 
(2.17) 
is a function which calculates all the sigma 
points using ht(xt, n) defined in equation (2.9). That is 
_ i H “ XJ| 
(2.18) 
- 1 A 
means 
Yi’ 1 = hf(Xf^—i X f_i) 
i e (1,2,...,2L,2L + 1) 
Details of the unscented Kalman filter and unscented transform 
can be found in [34]. 
2.3 Batch method 
In this section, different batch methods which require all the 
images have to be ready before the processing are introduced. 
They include multiple view geometry [13], factorization [31], and 
bundle adjustment [33 . 
2.3.1 Multiple view geometry 
There was much research focusing on the multiple view geometry 
13]. The most basic type is two-view geometry. Consider there 
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are two image points u^^ and u^^, in two images respectively, 
representing the same point in the scene as illustrated in figure 
2.4 there is a relationship between the two points and a 3 x 3 
matrix called fundamental matrix F as shown in equation (2.19). 
Qcr OC2 
Figure 2.4: Illustration of the fundamental matrix. 
= 0 (2.19) 
To calculate the fundamental matrix F, 8 corresponding points 
in two views are required. 
If the camera is calibrated with the matrix K representing 
the intrinsic parameters as defined in equation (2.3), a 3 x 3 
matrix called essential matrix E can be found using equation 
(2.20). 
E K^FK (2.20) 
Besides the two-view geometry, there is three-view geometry 
in which three points u u and u in three images respec-
tively, representing the same point in the scene as illustrated in 
figure 2.5. There is a relationship between the three points and 
a 3 X 3 X 3 tensor called trifocal tensor T as shown in equation 
r (""" imn'i" 
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( 2 . 2 1 ) . 
0C1 
O C 3 
0 C 2 
Figure 2.5: Illustration of the trifocal tensor. 
(2.21) 
To calculate the trifocal tensor T 7 corresponding points in 
three views are required. 
It is generalized to TV-view geometry for an arbitrary N. In 
N-view geometry, some computation methods like bundle ad-
justment are usually involved to refine the solution. 
2.3.2 Factorization 
Using factorization to solve the structure and motion problem 
was proposed by Tomasi and Kanade [31]. The projections of 
the 3-D points on the images are encapsulated in a matrix called 
measurement matrix W. Based on the rank theory, factorization 
is applied to the measurement matrix W in equation (2.22) to 
get the motion matrix M, representing the motion, and the 
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shape matrix S, representing the 3-D structure. 
W = MS (2.22) 
Factorization was later studied to solve the same problem in a 
sequential way [22]. 
2.3.3 Bundle adjustment 
Bundle adjustment [33] is a general method for the solution of a 
multiple variable optimization problem. Suppose that we have 
the projections of a set of 3-D points on the images taken by 
several cameras and want to use the bundle adjustment to find 
out all the camera projection matrices and the 3-D coordinates 
of all the points in the scene, the re-projection errors between 
the observed and predicted positions of the points on the images 
(equation (2.23)) are minimized. 
(2.23) 
iJ 
In equation (2.23) P^ is the zth camera projection matrix, X j 
is the jth 3-D point, and x) is the projection of the jth 3-D 
point on the image taken by the ith camera. Newton's method 
and Levenberg-Marquardt method are usually used to minimize 
equation (2.23) in bundle adjustment. 
Bundle adjustment is slow and the solution is accurate. It 
usually acts as a further refinement after other methods. 
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2.4 Sequential method 
Sequential methods are able to recover the current camera pose 
right after the image has been taken. When a camera is mov-
ing and taking images, there would be connections between the 
neighbouring images in the image sequence. Sequential meth-
ods would use the information like the velocity of the camera in 
these connections to compute the result. 
Brorida, Chandrashekhar, and Chellappa [6] used a full co-
variance iterated extended Kalman filter to recover the 3-D 
structure and the pose of the object from the image sequence 
taken by a single camera. Then Azarbayejani and Pent land [2 
extended the work [6] by recovering the focal length of the cam-
era as well as the structure and motion. They did so by adding 
one more parameter representing the focal length into the state 
of the extended Kalman filter. 
Yu extended the work [2] by breaking the process into two 
stages [36]. One stage is pose updating handled by one extended 
Kalman filter, and the other is structure updating handled by N 
extended Kalman filters where N is the number of model points. 
The approach is more efficient than the work [2 . 
All the mentioned methods above compute the motion as 
well as the structure. There is a model-less pose tracking ap-
proach belonging to a different class. It is flexible and efficient 
since both the prior knowledge and computation of the struc-
ture are not required. Soatto et. al. [26] applied the essential 
constraint in epipolar geometry (two-view geometry) together 
with the Kalman filter to compute the pose information directly 
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from the image sequence. However, the essential constraint may 
become degenerate [13]. Yu used the trifocal tensor constraint 
37] instead to make the system more robust. They further ap-
plied similar idea to recover the pose of a pair of stereo cameras 
37. 
The work in the thesis starts from the existing work by Yu 
38]. The existing work [38] proposed an approach to recover 
the orientation and location of a pair of stereo cameras from the 
image sequences. An extended Kalman filter whose dynamic 
model is modeled by an approximated twist motion model was 
applied to track the pose of the stereo camera system. In the fil-
ter, trifocal tensor constraints are used to bypass the calculation 
of the structure to estimate the pose. 
2.5 SLAM using cameras 
Simultaneous localization and mapping (SLAM) does not belong 
to the field of computer vision, but the field of robotics. The tar-
get of SLAM is to locate a moving system consisting of a number 
of different sensors and develop a map of the surrounding scene 
simultaneously. However, some recent research [9] [23] [24] tried 
to use a camera as the only sensor since the data obtained from 
the camera is rich. One camera can be a substitute for many 
other sensors. However, processing is required for the data ob-
tained from the camera. The problem of SLAM using cameras 
is similar to the structure and motion problem since both inputs 
are images and both outputs are structure and motion. 
The approach proposed by Pupilli and Calway [23] is based 
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on both the particle filter [1] and unscented Kalman filter [17 
A particle filter is used for tracking the camera pose while an 
unscented Kalman filter coupled to the particle filter is used for 
estimating the structure. 
The advantage of the approach is that it can survive even 
when there is a dynamic clutter in the image caused by sudden 
movement of the camera. The particle filter can detect such 
erratic motions and pause the structure estimation to prevent 
erroneous processing. Structure estimation would resume its 
processing after the motion has become normal. 
The approach proposed by Davison [9] is based on the Kalman 
filtering. The orientation and location of the camera and the 3-D 
map of the scene are represented by a state vector x and a co-
variance matrix P which are used in both the extended Kalman 
filter and feature management. 
The research work mainly focuses on feature measurement. 
Their approach manages features using an active approach. A 
matrix S is defined for each feature to represent the shape of a 2-
D Gaussian probability density function over image coordinates. 
It can be used to define the possible area where the feature would 
lay on to enhance the efficiency and decrease the probability of 
mismatches. Furthermore, the matrix S can also be used to 
measure the contribution of the feature. Therefore, features 
with few contributions can be ignored to maintain a good set of 
features. 
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2.6 Summary 
In this chapter, we have provided the background knowledge 
for this thesis and have reviewed the research work related to 
camera pose estimation. 
• End of chapter. 
Chapter 3 
Pose tracking of a stereo 
camera system 
3.1 Overview 
In this chapter, we shall investigate pose tracking of a pair of 
stereo cameras. Given the stereo image sequences from a pair of 
stereo cameras, we want to estimate the orientation and location 
of the stereo camera system. 
3.1.1 Related work 
There is some existing work related to the proposed approach in 
this chapter. The study in this chapter starts from the existing 
work [38] which proposed an approach to recover the pose of a 
stereo camera system from the stereo image sequences. They 
used an extended Kalman filter, whose dynamic model is mod-
eled by an approximated twist motion model, with trifocal ten-
sor constraints to track the pose of the stereo camera system 
without computing the structure explicitly. 
27 
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The existing work [38] is based on the extended Kalman filter 
11]. The filter handles a non-linear system by using the Jaco-
bian to propagate the state and covariance of the system, so 
the state and covariance can only be accurate to the first order. 
The unscented Kalman filter [18] [16] proposed by Julier et. al. 
is another option to handle a non-linear dynamic system. The 
filter propagates the state and covariance using the unscented 
transform. The mean and covariance can be accurate to the sec-
ond order. Therefore, the unscented Kalman filter can handle a 
non-linear system better than the extended Kalman filter. The 
unscented Kalman filter has been applied to several computer 
vision problems, which include vision based simultaneous local-
ization and mapping (SLAM) [8] [23] [19], hand tracking [27 
and eye tracking [39 . 
Besides the Kalman filters, evolutionary algorithms have also 
been applied in estimating the intrinsic and extrinsic parameters 
of a camera. Hati and Sengupta [14] computed the extrinsic 
parameters of a camera using a genetic algorithm. Ji and Zhang 
15] also used a genetic algorithm to calibrate a camera. Cerveri 
et al. [7] used an enhanced evolutionary search to calibrate a 
stereo camera system. Toy am a et al. [32] solved the problem of 
mo del-based pose estimation using a genetic algorithm. Yu et 
al. [35] improved Hati and Sengupta's work by incorporating a 
feature searching strategy to reject outliers. 
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3.1.2 Contribution 
In this chapter, we propose an algorithm to track the pose of a 
stereo camera system. 
• Our algorithm can recover more accurate pose than the 
existing work by using the Rodrigues’ formula, in which no 
approximations are taken. 
• Performances of different estimation methods including the 
extended Kalman filter [11], which handles a non-linear sys-
tem by assuming local linearity, the unscented Kalman fil-
ter [34], which handles a non-linear system by statistical 
calculations, and the differential evolution [28], which is 
an instance of evolution algorithms having the property of 
good convergence, used in our approach are compared and 
analyzed. Advantages and disadvantages of them are dis-
cussed. 
3.2 Problem definition 
The geometry model is illustrated in figure 3.1. The projection 
of the mth 3-D model point X^ (homogeneous coordinate) on 
the image plane of camera i is u (homogeneous coordinate) 
at time t. The relationships are shown in equation (3.1). 
K 
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coordinate frame coordinate frame 
Figure 3.1: The image formation model of the stereo camera system. 
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The object coordinate frame is the reference coordinate frame. 
It is the same as the camera 1 coordinate frame at time 0. M^ 
is a 4 X 4 matrix that transforms 3-D model points X^^ from the 
object (reference) coordinate frame to the camera 1 coordinate 
frame at time t. B12 is a 4 x 4 matrix that represents the rigid 
transformations from the coordinate frame of camera 1 to that 
of camera 2. K is a 3 x 3 matrix that encapsulates the intrinsic 
parameters (including focal length, image center, and pixel size) 
of the cameras and is introduced in equation (2.3). For the sake 
of clarity, all the cameras are assumed to have the same intrinsic 
parameters. 
encapsulates the orientation and location of the stereo 
camera system. In our problem, M^ is estimated given the pro-
jections (u u of the 3-D points on the image planes of 
camera 1 and camera 2. 
3.3 Algorithm 
The algorithm can be divided into stages as shown in figure 
3.2. They are initialization (section 3.3.1) feature tracking 
and stereo correspondences matching (section 3.3.2), and pose 
tracking. Different estimation methods including the extended 
Kalman filter (section 3.3.4), unscented Kalman filter (section 
3.3.5) and differential evolution (section 3.3.6) have been ap-
plied to pose tracking of the stereo camera system based on 
trifocal tensor constraints (section 3.3.3). 
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Initialization 
(section 3.3,1) 
Intrinsic parameters of all the 
cameras are calibrated. 
Relationships of all the 
cameras are found. 
Feature tracking 
(section 13.2) 
Features are deeded and 
tracked for eaci camera 
independently. 
Stereo corresponding 
matching (section 3.3.2) 
The conrespondeices of the 
fatures in the stereo pair are 
matched to obtain stable 
features. 
r 
Pose tracking using EKF 
(section 3.3.4) 
The pose is tracked based on 
trifocal ensor conslrainis 
(section 3.3.3) using the 
extended Kolman filter. 
Pose tracking using UKF 
(section 33.5) 
The pose is Irackeci hnsed on 
trifocal tensor constrainls 
(section 3.3.3) using Hie 
unscented Kalman filter. 
Pose tracking using DE 
(section 3.3.6) 
The pose is tracked based o 
trifocal tensor constraints 
(section 3.3.3) using the 
differential evolution. 
Recovered aosc 
The recovered po^es from all 
the estimation methods are 
compared in the experiment. 
Figure 3.2: 
system. 
The overall algorithm for pose tracking of the stereo camera 
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3.3.1 Initialization 
There are parameters that are required to be found in the ini-
tialization. The intrinsic parameters K of each camera are cali-
brated using the camera calibration toolbox [5]. The fundamen-
tal matrix F12 is computed using the toolbox [21] at the frame 
0. It is calculated by using the eight-point algorithm [13] with 
the random sample consensus 10]. The matrix B12 is then cal-
culated from the matrix F12 according to [13]. The matrix F12 
and matrix B12 remain unchanged in the latter frames. 
3.3.2 Feature tracking and stereo correspondence match-
ing 
Features are detected and tracked from the stereo image se-
quences using the Kanade-Lucas-Tomasi feature tracker [30] at 
each time step. Features are tracked for each camera indepen-
dently as illustrated in figure 3,3. 
After features are tracked, stereo correspondences between 
images from camera 1 and camera 2 are matched. Features are 
matched as stereo correspondence if the ith feature (uf^l^v^) in 
the image from camera 1 and the jth feature {uft, vf^t) in the 
image from camera 2 satisfy the following two conditions. 
1. The distance between the epipolar line of the zth features in 
the image from camera 1 and the j th feature in the image 
from camera 2 is below a threshold D as shown in equation 
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Feature trucking for camcra 






< D (3.2) 
2. The templates of the ith feature in the image from camera 
1 and the jth feature in the image from camera 2 have large 
normalized cross-correlation value. 
Features without correspondence are rejected as outliers to 
maintain a set of reliable features. Figure 3.4 shows an example 
of stereo correspondence matching. 
Efficiency of the process can be maintained by using the fol-
lowing scheme. Firstly, the epipolar line of the zth feature in 
Camcm -Stereo corrcspondcncc matching-
Figure 3.4: Illustration of stereo correspondence matching in pose tracking 
of the stereo camera system, 
the image from camera 1 is calculated. Its correspondence in 
the image from camera 2 can then be searched by using normal-
ized cross correlation within the threshold D from the epipolar 
line. 
3.3.3 Pose tracking based on two trifocal tensors 
In pose tracking, two trifocal tensors are used to relate the po-
sitions of the image points in four views illustrated in figure 3.5. 
One time step from the stereo image sequences is considered 
as a base time step. Initially, the first time step (i.e. time 0) 
is considered as the base time step. Both trifocal tensors use 
the stereo image pair at the base time step as their first two 
views. The image captured by camera 1 at time t is consid-
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ered as the third view for tensor 1 T^ Matched points ug:i)ase 
^m^ase and in these three views are related by tensor 1 T^, 
where m E (1 , . . . , N). Similarly, the image captured by cam-
era 2 at time t is considered as the third view for tensor 2 T^, 
which relates matched points ug)^— and where 
m G (1, . . . , N). As at least 7 correspondences are required to 
calculate the trifocal tensors, N must be at least 7. 
stereo image pair at time t 
Camera Stereo image pair at the base time step Camera 2 
Figure 3.5: Illustration of the use of two trifocal tensors in pose tracking of 
the stereo camera system. 
However, features may disappear and new features may ap-
pear when the stereo camera system moves. The number of 
correspondences N may be less than 7 in the four views. In this 
situation, the base time step needs to be reset. The time step 
t — 1 become a new base time step. For the sake of clarity, we 
assume that there are no changes of the base time step required 
in section 3.3.4, section 3.3.5, and section 3.3.6. 
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3.3.4 Pose tracking using extended Kalman filter (Our 
EKF-2 approach) 
The extended Kalman filter (EKF) is used to estimate the state 
of the stereo camera system at each time step. 





it yt zt 







where Xt, yt, and Zt represent the translational velocities along 
rr, y, and 2:-axes respectively and d^, and represent the 
angular velocities about x, y, and z-axes respectively. 
The dynamic model is defined as 
Xt Xt-l + V (3.6) 
V is a 6 X 1 vector representing Gaussian process noise which 
models the changes of the velocities of the stereo camera system. 




e ‘ Tt 
Oix3 1 
M h 
Rf-i T —1 
Olx3 1 
(3.7) 
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where 
0 
- t Pt 
Wf = 7< 0 —^t (3.8) 
- A 0 
The exponential of the skew-symmetric matrix Wt can be calcu-
lated using the Rodrigues' formula (3.9). 
2 
e^' = I + 
e Wt 
sin 
ewt + ewt 
(1 — cos \\e (3.9) 
It is more precise than the approximated twist model (equation 
3.10) used in [38] as no approximations are involved. 
T 2 T 3 
The measurement model is defined as 
(3.10) 
(3.11) 
n is a AN x 1 vector representing Gaussian measurement noise 
where N is the number of correspondences available for comput-
ing the pose. gt(Mt) is a function to compute the projections of 
all the available feature points on the image planes of camera 1 
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and camera 2 at time t as shown in equation (3.12), 
T 
















and (u ,1) )are the stereo correspondences 
views from camera 1 and camera 2 at time t. 
Based on the point transfer using the two trifocal tensors il-
lustrated in figure 3.5, gt(M^) is calculated using equation (3.13) 
and equation (3.14) represented in tensor notation. Details can 
be found in [13 . 
("m’<) ' - (J^m,base) i.^m,base) j ) 
= iPS base) [lm base) T 
(3.13) 
(3.14) 
U^^t is computed according to equation (3.15) to remove the 
effects of the intrinsic parameters of the cameras. 
15 3 = K 
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igbase is a line passing through the mth feature point on the 
image plane of camera 2 at the base time step and can be found 











(^ m ase)2 
—{^m,base) I 
( ’2j l (Zm’base)2 + i^m^t)'^ i^rn,base) i j 
e i 2 X 
(3.16) 
where ei2 is the epipole observed from camera 2 and ImMsee is 
the epipolar line passing through the mth feature point on the 
image plane of camera 2 at the base time step. 
and ( T ^ f in equation (3.13) and equation (3.14) rep-
resent the elements at the position of T^ and T^ re-
spectively. T^ and T^ are the two trifocal tensors illustrated 
in figure 3.5. Consider that [Isxs 03xi] and [Isxs 03xi]Bi2 = 
v.] are the extrinsic parameters of camera 1 and camera 2 at 
the base time step respectively and [I3X3 OsxijM^ = [aj] and 
I3X3 03xi]Bi2M^ = a are the extrinsic parameters of cam-
era 1 and camera 2 at time t respectively, T^ and T^ can be 
computed using equation (3.17). 
r f = a M - ai6f 
T f = a! -a!M 
(3.17) 
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With the state, dynamic model, and measurement model de-
fined, equations required for the EKF are derived according to 
11] as follows. 
Time update equations are 
/s 
X, = X 1 
t (3.18) 
P =Ft- i + Rv 
Measurement update equations are 
K, = P Vh4_ ( V h . k P r V h i — T + Rn)-1 
Xt = K ^ K t { y t - h t { x ]) (3.19) 
P, ( I - K , V h , )P 
x and Xt are the states after time update and measurement up-
date respectively. P and P^  are the 6 x 6 covariance matrices 
of the state x and Xt respectively. R / and R" are the 6 x 6 
covariance matrices of the process noise v and the measurement 
noise n respectively. is tlie Jacobian matrix of the mea-
surement equation ht{x) at x . K is the 6 x 47V Kalman gain 
matrix in the extended Kalman filter. 
3.3.5 Pose tracking using unscented Kalman filter (Our 
UKF-2 approach) 
Unscented Kalman filter (UKF) is used to estimate the state 
of the stereo camera system at each time step. The definitions 
of the state, dynamic model, and measurement model are the 
same as those used in the extended Kalman filter described in 
section 3.3.4. The equations required for the UKF are derived 
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according to [34] as follows. 
Time update equations are 
— A 
Xt = Xt-I 
P = P,_1 + RV 
= [ x r X,- + V ( L + A)P icr - V i l T W i 




Measurement update equations are 
2L 
Py.y. = E - - + Rn 
i=0 
2L 
P x … = X wf)(;Q - yr)^ 0 1 
Ki == PxtytPytyt - 1 
t = K + ^t(yt - y ) 
P^ = P -
where 
A 
) 1 ^ + 1 - y + " (3.22) 
A is a scaling parameter, a and (5 represent the spread of the 
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sigma points and the prior knowledge of the distribution of the 
state xt respectively. X —i contains all the sigma points used 
in the unscented transform while indicates the zth sigma 
point. L = 6 is the dimension of the state x . a n d Wq^^ 
are the weights used in calculating the mean and the covariance 
matrices respectively. is a function which calculates 
all 2L+ 1 sigma points in X ―i using hi(xf) defined in equation 
(3.11). That is 
= Y —1 
means (3.23) 
= Yi 1 
i e ( 1 , 2 , . . . , 2 L , 2 L + 1) 
5^  is the predicted measurement computed from the unscented 
transform at time t. Py^ y^  is the AN x 4_/V covariance matrix 
between the elements of the predicted measurement y j . Px,y, 
is the 6 X AN covariance matrix between the elements of the state 
x and the predicted measurement yj. Similar to the EKF, R7 
and R" are the 6 x 6 covariance matrices of the process noise 
V and the measurement noise n respectively, x and x^  are 
the states at time t after time update and measurement update 
respectively. P and P^ are the 6 x 6 covariance matrices of the 
states x and Xt respectively. K^ is the 6 x 4_/V Kalman gain 
matrix at time t. The mean and covariance are propagated using 
the unscented transform in the UKF while they are propagated 
using the Jacobian in the EKF. 
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3.3.6 Pose tracking using differential evolution (Our 
DE-2 approach) 
Differential evolution (DE) [29] [28], a instance of evolutionary 
algorithm having the property of good convergence, is used to 
estimate the pose of the stereo camera system at each time step. 




Initialization Mutation Crossover Selection 
Solution 
(Go to next 
time step in 
our approach) 
Targel vectors Target vectors a Mutant vectors b 
Targel vectors 
Trial vectors c Targe vectors 
Figure 3.6: Outline of the differential evolution. 
Initially, there is a set of target vectors (candidate solutions) 
a. In mutation, mutant vectors b are generated using the target 
vectors a. In crossover, trial vectors c are generated using the 
target vectors a and the mutant vectors b. Target vectors a of 
the next generation would be selected between the target vectors 
a of the current generation and the trial vectors c using a cost 
function. The iteration continues until 
1. The cost function is minimized to a desired value, or 
2. The number of generations reaches a desired value. 
There are several variants of the DE. In the proposed ap-
proach, we use the DE scheme which is classified as DE/rand/1/bin 
strategy using the notation described in [29] [28 . 
In the proposed algorithm, each of target vectors a, mutant 
vectors b, and trial vectors c consists of a vector x^  and a vector 
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kt as shown in figure 3.7. Xt consists of i t , yt, Zt, at, A, and 
a 
Xt ki 
it yt Zt A It kti hn 
Figure 3.7: Format of target vectors, mutant vectors, and trial vectors used 
in the differential evolution for pose tracking of the stereo camera system. 
where i t , Vt, and Zt represent the translational velocities of 
the stereo camera system along x, y and z-axes at time t re-
spectively while at, A, and represent the angular velocities 
of the stereo camera system about x, y and 2 -axes at time t 
respectively. They are real numbers that are estimated using 
the differential evolution. As only the velocities are estimated, 
the search space is small and thus the efficiency of the approach 
is maintained. For the sake of efficiency, the pose M^ is cal-
culated approximately from vector Xt by truncating the higher 
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where 
0 
- i t Xt 
Wt = it 0 -^t ,Tt = yt 
_-Pt (^t 0 zt 
(3.25) 
k^  stores the distinct indexes of the correspondences used in 
pose tracking in ascending order. They are not estimated using 
the differential evolution directly due to their nature. In our 
approach, n is set to the smaller value of 20 and the number of 
correspondences to reject outliers and make the approach more 
stable and efficient. 
In the initialization, N P target vectors are generated ran-
domly. 
In the operation of mutation, mutant vector is gener-
ated from target vectors for each i G (1,2, . . . , NP). 
Vector Xt inside mutant vector bi’G+i is generated by using 
equation (3.26) to perform mutation. 
lAc+i a i’G + F ( a \ , G - (3.26) 
ri G {l 2" 7VP}\{r2 r3,i} r : G {1 2" iVP} \ (n 3 0 and 
rs G {1,2.., NP} \ {n, r2 i} are random generated indexes. F G 
0 2] is used to control the amplification of the difference of the 
target vectors. 
Vector kt inside mutant vector b^ -^ c+i is generated according 
to equation (3.27). Actually, no mutation is performed due to 
its nature. 
b\G+i = a \ G (3.27) 
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In the operation of crossover, trial vector Ci^ c+i is generated 
from target vectors and mutant vectors for each i G (1 ,2 , . . . , NP). 
Vector Xt inside trial vector Ci’G+i is generated by using equa-
tion (3.28) to randomly select elements from target vectors and 
mutant vectors. 
where 
b i’G+i if f ) < CR o r j = rn 
a^ji Q if r [ j ) > CR and j • rn 
(3.28) 
r{j) G [0 1] is the jth evaluation of random real number. CR 
is the crossover constant controlling the rate of crossover, rn E 
{1 ,2 , . . . , D} is a random generated index that enable c g"+i to 
get at least one element from b . 
Vector kt inside trial vector Ci’G+i is generated by using equa-
tion (3.29) to randomly combine target vectors and mutant vec-
tors. 
,k ( 4 ’ fjk hk • ^njJ if < < K j 
( hk . • 
. ’ 
/c 
. ,^ni ) otherwise 
a: m, 
C i,G+l = 
where 
b V ? = ( ’ . . . ’ < ^ ) 
(3.29) 
h G {1, 2, ...,n} defining the crossover point of the two vectors 
and j e {1,2, ...,NP} indicating the crossover vector are gener-
ated randomly. 
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In the operation of selection, NP target vectors are selected 
using the following scheme. 
( 
if /(Ci,G+l) < /(ai’G) 
ai’G+i = < (3.30) 
I B-i^G otherwise 
If the cost of the trial vector Ci G<+i is smaller, c g+i is selected. 
Otherwise, ai’G is kept to the next generation. 
In our approach, the cost function in the differential evolution 
is defined as 
/ (a) ) - h “ a ) | | ( 
which is the root-mean-square of the differences between the 
measured and estimated positions of the image points selected 
by the vector k^. ytO^t) is the measured positions of the selected 
feature points in the images from camera 1 and camera 2 at 
time t while g f (M“kJ is a function to compute the estimated 
positions of the selected feature points on the image planes of 
camera 1 and camera 2 at time t. It is the same as equation 
(3.12) described in section 3.3.4 except only correspondences 
selected by k^  are involved. 
In the synthetic and real experiments, the setting of param-
eters summarized in table 3.1 is used. 
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Table 3.1: Values of parameters used in the differential evolution. 
Parameters Values 
Population size NP 60 
Amplification of the difference 
between two vectors F 
0.8 
Constant to control crossover rate 
CF 
0.8 
Number of generations 300 
Number of selected features Smaller value of 20 and number 





Four approaches were tested in the experiment using synthetic 
data. They included the EKF-2 approach, UKF-2 approach, and 
DE-2 approach of our algorithm for pose tracking of the stereo 
camera system. These three approaches were compared with the 
approach proposed by Yu et. al. [38] in which they made use of 
the extended Kalman filter with the trifocal tensor constraints 
and the approximated twist motion model. The details of the 
four approaches are summarized in table 3.2. All the approaches 
were implemented in Mat lab 7.4 and run on a computer with 
Pentium D 3.0 GHz CPU and 1 GB RAM. The objective of 
the experiment is to compare the performances of these four 
methods in terms of accuracy and efficiency. 
In the synthetic data experiment, two cameras with reso-
lution 640 X 480 were used. Both of them had 4.6 mm focal 
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Table 3.2: List of approaches tested in the synthetic experiment of pose 
tracking of the stereo camera system. 
Name Desciption 
Our EKF-2 approach Our EKF-based approach for pose tracking of 
a pair of stereo cameras described in the sec-
tion 3.3.4. 
Our UKF-2 approach Our UKF-based approach for pose tracking of 
a pair of stereo cameras described in the sec-
tion 3.3.5. 
Our DE-2 approach Our differential evolution-based approach for 
pose tracking of a pair of stereo cameras de-
scribed in the section 3.3.6. 
Yu's approach [38] The approach proposed by Yu et. al. [38]. It 
makes use of the extended Kalman filter with 
the trifocal tensor constraints and the approx-
imated twist motion model. 
length and a 2-D zero-mean Gaussian noise of 1 pixel standard 
deviation. Camera 1 and camera 2 were put 0.1 m apart and 
facing the same direction as illustrated in figure 3.8. Five hun-
dred feature points were generated randomly in 3-D space at 
places 1 — 6 m away from camera 1. The length of each test 
sequence was 90 frames. The motion of the stereo camera sys-
tem consisted of three different segments. They included mixed 
motion (both rotation and translation) section, pure rotation 
section, and pure translation section. Each of them consisted of 
30 frames. The motion was generated randomly with maximum 
translation 0.01 m along x, y, and 2 -axes and maximum rota-
tion ±1° about a;, y, and z-axes per frame. Zero-mean Gaussian 
noises of translation 0.001 m and rotation 0.1° standard devia-
tion were added to the motion parameters to simulate the non-
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smoothness in the real world. 50 independent tests were carried 
out in the experiment. 
View from the lop View from the right 
< 0 .1 nv • Camera 1 and camera 2 
Camera 1 Camera 2 
Figure 3.8: The setting of the stereo camera system in the synthetic experi-
ment. 
To compare the results, we extracted roll angle (rotation 
about x-axis), pitch angle (rotation about y-axis), and yaw angle 
A 
(rotation about 2:-axis) from the recovered rotation R to com-
pare with those from the true rotation R. The rotational errors 
in the ^th frame of the zth test are computed using 
7 = \RolU - Rolhi“ 




For the translation, we use the Euclidean norm of the difference 
A 
between the true translation T and the recovered one T for 
comparison. The translational error in the tth. frame of the zth 
test is computed using 
rperr Tf’i — Ti’2 (3.35) 
Table 3.3 shows the average pose errors per frame, average num-
ber of correspondences per frame, and average processing time 
per frame of 50 independent tests. 
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Average errors of roll 
angle per frame 
TxN 
(degree) 
0.125c 0.125c 0.249c 0.149c 
Average errors of 
pitch angle per frame 
E'f^i E : Pitchz” 
fxTV 
(degree) 
0.095^ 0.095^ 0.427c 0.114c 
Average errors of yaw 
angle per frame 
E L i E 1 
TxN 
(degree) 
0.293c 0.293c 0.548C 0.328C 
Average errors of 
translation per frame 
S^^T qnerr 
‘ (meter) 
0.0158m 0.0158m 0.0891m 
TxN 
0.0196m 




24.55 24.55 24.55 24.55 
Average processing 
time per frame 
(second) 
0.04s 0.12s 57.30s 0.02s 
N is the number of tests which is 50. 
T is the number of frames which is 90. 
All the algorithms were implemented in Matlab 
computer with Pentium D 3.0 GHz CPU and 1 
7.4 and run on a 
GB RAM. 
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The first four rows of table 3.3 compare these approaches 
in terms of the three rotation angle errors and the root-meari-
square translation error. They show that our EKF-2 and UKF-2 
approach could recover more accurate pose than Yu's approach 
38] since our EKF-2 and UKF-2 approaches use the Rodrigues 
formula to represent rotation. It is more precise than the ap-
proximated twist motion model used in the Yu's approach. The 
processing time of our EKF-2 approach was slightly longer than 
Yu's approach as shown in the last row because its measurement 
model is more complex due to the Rodrigues' formula. 
In the comparison between the EKF-2 approach and UKF-2 
approach, both of them achieved similar accuracy which means 
that the assumption of the local linearity of the system is appro-
priate in the extended Kalman filter. The processing time of the 
UKF-2 approach was longer than that of the EKF-2 approach 
because the UKF-2 approach needs to compute the function 
H*(Xi|^_i), which is a time consuming task, in the unscerited 
transformation. As a result, the UKF-2 approach spends more 
time than the EKF-2 approach in propagating the mean and 
covariance while only direct Jacobian matrix calculation is re-
quired in the EKF-2 approach. However, there is an important 
issue about the comparison of time. In our implementation, the 
UKF-2 approach contains many looping statements which Mat-
lab is weak for. The result may be different if the approach 
is implemented in other programming languages. Anyway, we 
can see that the UKF-2 approach can still work in real-time 
when there are less than 50 correspondences which are enough 
for recovering the pose information accurately. 
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In the synthetic experiment, it seems that the DE-2 approach 
does not have any advantages. Its processing time was long and 
its accuracy was low. However, the performances of differential 
evolution highly depend on the setting of the parameters used in 
the differential evolution. They include the number of genera-
tion G, population size NP, amplification of difference between 
two vectors F, crossover constant CR. The result should be 
different when different values of these parameters are set. It is 
trivial that more accurate result can be obtained if larger values 
of N and NP are used. However, it is also expected that the cor-
responding processing time must be longer. Anyway, when the 
DE-2 approach is compared with the EKF-2, UKF-2, and Yu's 
approach, we can observe that the differential evolution is not 
suitable for our problem. However, as the cost function in our 
DE-2 approach can be computed independently for each target 
vector and trial vector, it may have advantages when parallel 
computing is available. 
As the DE-2 approach and Yu's approach make use of the 
approximated twist model, it is interesting to investigate its ef-
fect on the recovered rotation matrix R. Figure 3.9 shows the 
determinant of the rotation matrix R against frame number. 
Normally, the determinant of the rotation matrix R must be 
one. Prom the figure, the determinants of the matrices R recov-
ered by the DE-2 approach and Yu's approach deviate from one 
gradually. The reason is that the approximation assumes that 
the motion is very small. It would induce error in each time 
step especially when there are changes of orientation (first 60 
frames). As a result, this kind of approximation should not be 
-A-
• Our EKF-2 approach 
Our UKF-2 approach 





Figure 3.9: Determinant of the rotation matrix R against frame number in 
the synthetic experiment of pose tracking of the stereo camera system. 
Table 3.4 and table 3.5 summarize the performances of all 
the tested algorithms in the synthetic experiment. 
3.4.2 Real experiments 
We have performed experiment using real stereo image sequences. 
Stereo image sequences with ground truth data were used to 
evaluate the performances of our EKF-2 approach, UKF-2 ap-
proach, and DE-2 approach in pose tracking of the stereo camera 
system. The objective of the experiment is to show that the al-
gorithm can work accurately in the real world. 
In the real experiment, two web cameras with resolution 
320 X 240 shown in figure 3.11 were mounted on top of a robot 
shown in figure 3.10. The robot was driven by two servo mo-
tors that were attached to the wheels on the left and right. 
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taken. 
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Table 3.4: Comparison of all the tested algorithms in terms of accuracies in 
the synthetic experiment of pose tracking of the stereo camera system. 
Accuracy: EKF-2 pa UKF-2 > Yu's > DE-2 
Explanation: 
Our EKF-2 and UKF-2 approaches are more accurate than Yu's ap-
proach. Our EKF-2 and UKF-2 approaches make use of the Rodrigues' 
formula, which does not have any approximations, to represent the ro-
tation. So the approaches are better than Yu's approach, which uses 
approximations to represent the rotation. 
Our EKF-2 and UKF-2 approaches have similar accuracies. The UKF 
uses the iinscented transform to propagate the mean and covariance of the 
system while the EKF propagates the mean and covariance by assuming 
local linearization. The UKF can achieve the second order accuracy in 
the Taylor series while the EKF can only achieve the first order accuracy. 
However, our experiment shows that both of them have similar accuracies 
for our problem. We believe that it is because the higher orders are not 
significant in our system. Therefore, the EKF is already enough for our 
system. 
The accuracy of our DE-2 approach is not very good. The major reason 
is that the parameter setting, which affects the accuracy, used in the 
experiment may not be a good one. Further investigation is required. 
However, the approach is much less efficient than our EKF-2 and UKF-2 
approaches. Therefore, it may not be valuable to investigate. 
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Table 3.5: Comparison of all the tested algorithms in terms of efficiencies in 
the synthetic experiment of pose tracking of the stereo camera system. 
Efficiency: Yu's > EKF-2 > UKF-2 > DE-2 
Explanation: 
Our EKF-2 approach is slightly slower than Yu's approach because the 
Rodrigues' formula, used in our EKF-2 approach, is slightly more com-
plex than the approximated twist motion model, used in Yu's approach. 
Our UKF-2 approach is slower than our EKF-2 approach because more 
time is spent on propagating the mean and covariance of the system in 
the UKF. Only the Jacobian calculation is required in the EKF while 
the unscented transform is needed in the UKF. The unscented transform 
needs more time because of computing the function h*(Xi|t_i). 
Our DE-2 approach is very slow because there are many computations 
of the cost function, which takes time, in each time step. 
A personal computer sent control signals to control its move-
ments. To change the direction, two wheels were made to move 
at different motions. For instance, moving left motor forward 
and right motor backward could make the robot turn right at 
a certain degree. Images taken by the stereo camera system 
were transferred to the personal computer via Universal Serial 
Bus (USB). Given the diameters of the wheels, distance between 
them and robot displacement per motor step, we could compute 
the actual orientation and location of the stereo camera system 
(ground truth). 
To compare the results, we extracted roll, pitch and yaw an-
gles from the recovered rotation to make a comparison with 
those true angles. For the translation, we extracted translations 
along x-axis, y-axis and 2:-axis from the recovered translation to 
make a comparison with those true translations. 
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Figure 3.10: The robot on which the cameras are mounted in the real exper-
iment. 
Figure 3.11: The pair of stereo cameras mounted on the robot in the real 
experiment. 
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Experiment was conducted on three sets of stereo image se-
quences. The first stereo image sequences consisted of 120 frames. 
The stereo images at the first frame of the first stereo image 
sequences are shown in figure 3.12. The motion of the stereo 
camera system only consisted of translation. The number of 
the correspondences available for computing the motion of the 
stereo camera system was between 30 and 68. The recovered 
pose is shown in figure 3.15. Table 3.6 shows the timings of the 
experiment. 
The second sequences consisted of 55 frames. The stereo im-
ages at the first frame of the second stereo image sequences are 
shown in figure 3.13. The motion of the stereo camera system 
only consisted of rotation. The number of the available corre-
spondences was between 11 and 44. The experimental result is 
shown in figure 3.16. Table 3.7 shows the timings of the experi-
ment. 
The third sequences consisted of 155 frames. The stereo im-
ages at the first frame of the third sequences are shown in figure 
3.14. The motion of the stereo camera system consisted of both 
translation and rotation. The number of the available features 
was between 7 and 53. Figure 3.17 shows the corresponding 
experimental result. Table 3.8 shows the timings of the experi-
ment. 
In figure 3.15 figure 3.16 and figure 3.17, lines with ( 
show the ground truth. Lines with (+) show the recovered pose 
by our EKF-2 approach while lines with (x) show the recovered 
pose by our UKF-2 approach. Lines with (A) show the recovered 
pose by our DE-2 approach. Comparing the ground truth data 
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and the recovered pose information by all of our approaches, we 
see that the recovered poses by our EKF-2 approach and UKF-2 
approach of the proposed algorithms were accurate. The pro-
posed algorithms work well in real situations. However, similar 
to the result obtained in the synthetic experiment, the pose in-
formation recovered by the DE-2 approach is not very accurate. 
It is mainly due to its value settings of the parameters in the 
differential evolution. 
In table 4.11, table 4.12, and table 4.13, the first row shows 
the times used per frame in feature detection and tracking of 
each camera. The second row shows the time used per frame 
in stereo correspondence matching of the stereo pair. The third 
row shows the times used per frame in pose tracking of each 
tested algorithm. 
Table 3.9 summarizes the results of the synthetic and real 
experiments. 
Figure 3.12: The stereo images at the first frame of the first stereo image 
sequences in the real experiment of pose tracking of the stereo camera system. 
(Left) Image from camera 1. (Right) Image from camera 2. 
Figure 3.13: The stereo images at the first frame of the second stereo image 
sequences in the real experiment of pose tracking of the stereo camera system. 
(Left) Image from camera 1. (Right) Image from camera 2. 
Figure 3.14: The stereo images at the first frame of the third stereo image 
sequences in the real experiment of pose tracking of the stereo camera system. 
(Left) Image from camera 1. (Right) Image from camera 2. 
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Roll angle against frame number 
O Ground truth 
+ Our EKF-2 approach 
X Our UKF-2 approach 
A Our DE-2 approach 
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Figure 3.15: Result of the real experiment of pose tracking of the stereo cam-
era system using the first stereo image sequences. (Top) Rotation. (Bottom) 
Translation. 
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Table 3.6: Timings of the real experiment of pose tracking of the stereo 
camera system using the first stereo image sequences. 
Camera 1 Camera 2 
Feature detection and 




matching (second per 
frame) 
0.200s 
Camera pose tracking 




All the algorithms were implemented in Matlab 7.4 and run on a 
computer with Pentium D 3.0 GHz CPU and 1 GB RAM. 
Table 3.7: Timings of the real experiment of pose tracking of the stereo 
camera system using the second stereo image sequences. 
Camera 1 Camera 2 
Feature detection and 




matching (second per 
frame) 
0.174s 
Camera pose tracking 




All the algorithms were implemented in Matlab 7.4 and run on a 
computer with Pentium D 3.0 GHz CPU and 1 GB RAM. 
10 20 30 40 
Frame number 
Pitch angle against frame number 
60 
Frame number 




Translation along x axis T against frame number 
O Ground truth 
+ Our EKF-2 approach 
X Our UKF-2 approach 
A Our DE-2 approach 
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Translation along y axis T against frame number 
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Roll angle against frame number 
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Translation along z axis T: against frame number 
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Figure 3.16: Result of the real experiment of pose tracking of the stereo 
camera system using the second stereo image sequences. (Top) Rotation. 
(Bottom) Translation. 
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Figure 3.17: Result of the real experiment of pose tracking of the stereo cam-
era system using the third stereo image sequences. (Top) Rotation. (Bottom) 
Translation. 
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O Ground truth 
+ Our EKF-2 approach 
X Our UKF-2 approach 
A Our DE-2 approach 
•ft-
C H A P T E R . 3. POSE TRACKING OF A STEREO CAMERA S Y S T E M S S 
Table 3.8: Timings of the real experiment of pose tracking of the stereo 
camera system using the third stereo image sequences. 
Camera 1 Camera 2 
Feature detection and 




matching (second per 
frame) 
0.222s 
Camera pose tracking 




All the algorithms were implemented in Matlab 7.4 and run on a 
computer with Pentium D 3.0 GHz CPU and 1 GB RAM. 
Table 3.9: Summary of the results of the synthetic and real experiments. 
Synthetic experiment Real experiment 
Accuracy: Prom the results of both experiments, our EKF-2 and 
UKF-2 approaches recover accurate poses while our 
DE-2 approach recovers less accurate poses. 
Efficiency: According to the results of both experiments, our 
EKF-2 approach is the most efficient while our DE-2 
approach is the least efficient. 
Conclusion: The results of the synthetic and real experiment are 
consistent. 
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3.5 Summary 
In this chapter, we proposed an algorithm based on the model-
less scheme to estimate the orientation and location of a stereo 
camera system. Our algorithm can recover more accurate pose 
than the existing algorithms in terms of accuracy by using the 
Rodrigues' formula. It can also be efficient enough to work in 
real-time as our algorithm makes use of the trifocal tensor con-
straints to bypass the computation of the structure. However, 
the 3-D model can still be reconstructed if the application re-
quires. 
In addition, performances of different estimation methods in-
cluding the unscented Kalman filter, extended Kalman filter, 
and differential evolution used in our approach were compared 
and analyzed. The UKF-based approach is expected to handle a 
non-linear system more robustly than the EKF-based approach. 
However, the synthetic data experiment demonstrated that the 
EKF-based approach and the UKF-based approach have similar 
performances in terms of accuracy for our problem. It is believed 
that the assumption of local linearity in the extended Kalman 
filter is appropriate in our problem. We also found that the dif-
ferential evolution is not suitable for our problem as shown in 
the experiments. It is slow and not very accurate. However, it 
can be further investigated when there is parallel computing. 
• End of chapter. 
C h a p t e r 4 
Advance to two pairs of stereo 
cameras 
4.1 Overview 
The previous chapter focuses on pose tracking of a pair of stereo 
camera. In this chapter, we focus on pose tracking of a multiple 
camera system consisting of two pairs of stereo cameras. The 
multiple camera system can have the advantages of larger field 
of view. Our system can work even when one stereo pair does 
not contain enough features. 
4.1.1 Related work 
There is some research work related to multiple camera systems 
20] [25] [3]. A multiple camera system consisting of six cameras 
is treated as a single camera in [3]. Calibration and pose track-
ing methods for this system were proposed. In other research, 
multiple camera systems are used for computing the pose of a 
moving object [20] and visual servoing [25 . 
68 
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4.1.2 Contribution 
In this chapter, we propose an algorithm to track the pose of a 
multiple camera system consisting of two pairs of stereo cameras. 
• The proposed algorithm can recover the orientation and lo-
cation of the multiple camera system accurately. As the 
system consists of two pairs of stereo cameras, it can pro-
vide more features to track the pose more accurately when 
compared with the approach proposed in the previous chap-
ter. Our approach can work even when one stereo pair is 
blocked. 
• Our algorithm is efficient. There is no explicit computation 
of the structure and the dimension of the state used in the 
Kalman filters is six, which is minimal. These characteris-
tics enable our algorithm to work in real-time. 
• Performances of different estimation methods including the 
extended Kalman filter, which handles a non-linear system 
by assuming local linearity, and the unscented Kalman fil-
ter, which handles a non-linear system by statistical calcu-
lations, used in our approach are compared and analyzed. 
Their advantages and disadvantages are discussed through-
out the experiment. 
• Different orientations between the two stereo pairs are stud-
ied to investigate their effects on the accuracy of the recov-
ered pose. 
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4.2 Problem definition 
The geometry model is illustrated in figure 4.1. The projection 
of the mth 3-D model point X^ (homogeneous coordinate) on 
the image plane of camera i is ug ’ (homogeneous coordinate) 
at time t. The relationships between the 3-D model points and 
their projections on the image plane of all the cameras are shown 
in equation (4.1). 
uCi = K I3x3 Osxi M M 
= K I3x3 03x1 
K I3x3 03x1 




The object coordinate frame acts as the reference coordinate 
frame which is the same as the camera 1 coordinate frame at 
time 0. M-t is a 4 x 4 matrix that transforms 3-D points from 
the object (reference) coordinate frame to camera 1 coordinate 
frame at time t. There are two pairs of stereo cameras not 
necessarily placed back-to-back. Camera 1 and camera 2 form a 
stereo pair while camera 3 and camera 4 form another. B12, B13, 
B34 are 4 X 4 matrices that represent the rigid transformations 
from the coordinate frame of camera 1 to that of camera 2, 
from the coordinate frame of camera 1 to that of camera 3, 
and from the coordinate frame of camera 3 to that of camera 4 
respectively. K is a 3 x 3 matrix that encapsulates the intrinsic 
parameters (including focal length, image center, and pixel size) 
of the cameras and is introduced in equation (2.3). For the sake 
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Figure 4.1: The image formation model of two pairs of stereo cameras. 
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of clarity, all the cameras are assumed to have the same intrinsic 
parameters. 
M^ encapsulates the orientation and location of the multiple 
camera system. In our problem, M^ is recovered given the pro-
jections u u u of the 3-D model points on the 
image planes of all the four cameras. 
4.3 Algorithm 
The algorithm can be divided into stages as shown in figure 
4.2. They are initialization (section 4.3.1), feature tracking 
and stereo correspondence matching (section 4.3.2), and pose 
tracking. Different estimation methods including the extended 
Kalman filter (section 4.3.4) and unscented Kalman filter (sec-
tion 4.3.5) have been applied to pose tracking of the multi-
ple camera system based on trifocal tensor constraints (section 
4.3.3). 
4.3.1 Initialization 
Some parameters are required to be found in the initialization. 
The intrinsic parameters K of all the cameras are calibrated 
using the camera calibration toolbox [5]. The matrices B12, B13, 
and B34 can be obtained by calibration [4] [12] [3] or manual 
measurement. Fundamental matrices F12 and F34 are obtained 
from Bi2 and B34 according to [13] respectively. All parameters 
found in the initialization would remain unchanged in the latter 
frames. 
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Figure 4.2: The overall algorithm for pose tracking of two pairs of stereo 
cameras. 
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4.3.2 Feature tracking and stereo correspondence match-
ing 
Features are detected and tracked from the image sequences 
using the Kanade-Lucas-Tomasi feature tracker [30] at each time 
step. Features are tracked for each camera independently as 
illustrated in figure 4.3. 
After features are tracked, stereo correspondences between 
images from camera 1 and camera 2 are matched and stereo 
correspondences between images from camera 3 and camera 4 
are matched. Features are matched as stereo correspondences 
if the zth feature in the image from the camera m 
and the j th feature v?’p) in the image from the camera n 
satisfy the following two conditions. 
1. The distance between the epipolar line of the itl'i features in 
the image from camera m and the j th feature in the image 












Cm < D (4.2) 
2 , The templates of the zth feature in the image from camera 
m and the jth feature in the image from camera n have 
large normalized cross-correlation value. 
where m = 1 and n = 2 are for the stereo pair consisting of 
camera 1 and camera 2 while m = 3 and n 4 are for the 
stereo pair consisting of camera 3 and camera 4. 
_ | ' 
Vi 
Figure 4.3: Illustration of feature tracking in pose tracking of two pairs of 
stereo cameras. 
Feature irackiim for camera 
• Feature irackinu for cam era: • 
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Features without correspondence are rejected as outliers to 
maintain a set of reliable features which are used to recover the 
orientation and location of the multiple camera system. Figure 
4.4 shows an example of stereo correspondence matching. 
Efficiency of the process can be maintained by using the fol-
lowing scheme. Firstly, the epipolar line of the zth feature in the 
image from camera m is calculated. Its correspondence in the 
image from camera n can then be searched by using normalized 
cross correlation within the threshold D from the epipolar line. 
4.3.3 Pose tracking based on four trifocal tensors 
In pose tracking, four trifocal tensors are used to relate the posi-
tions of the image points in eight views illustrated in figure 4.5. 
One time step from the sequences is considered as a base time 
step. Initially, the first time step (i.e. time 0) is considered as 
the base time step. Both trifocal tensor 1 T^ and trifocal tensor 
2 T2 take the stereo image pair by camera 1 and camera 2 at 
the base time step as their first two views. The image captured 
by camera 1 at time t is considered as the third view for tensor 1 
Ti. Matched points — and in these three views 
are related by tensor 1 where m € (1’ … 2). Similarly, 
the image captured by camera 2 at time t is considered as the 
third view for tensor 2 T^, which relates matched points ug:base 
^nd ug% wheie m € (1, . . . , Nn). 
Both trifocal tensor 3 T^ and trifocal tensor 4 T^ take the 
stereo image pair by camera 3 and camera 4 at the base time 
step as their first two views. The image captured by camera 3 at 
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Figure 4.4: Illustration of stereo correspondence matching in pose tracking 
of two pairs of stereo cameras. 
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time t is considered as the third view for tensor 3 T^. Matched 
points ug ase, ^mMse ^nd u in these three views are related 
by tensor 3 T^, where m 6 (1, . . . Similarly, the image 
captured by camera 4 at time t is considered as the third view 
for tensor 4 T^, which relates matched points “se m^^ Mse 
and u ^ where m G (1, . . . Nu). 
As at least 7 correspondence are required to calculate a trifo-
cal tensor and all the relationships B12, B13 and B34 are fixed, 
Ni2 + A^34 must be at least 7. 
stereo image pair captured by camera camera 2 at time 
Stereo image pair captured by camera 1 and camera 2 at the base time step 
Stereo image pair captured by camera 3 and camera 4 at time t 
Frame t of camera 4 Frame t of camera 3 
U-'n,.! I 
Base frame 
of camera 4 
Tensor 4 " f 
• 
Stereo image pair captured by camera 3 and camera 4 at the base time step 
Figure 4.5: Illustration of the use of four trifocal tensors in pose tracking of 
two pairs of stereo cameras. 
However, when the multiple camera system moves, features 
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may disappear and new features may appear. The number of 
correspondences N12 + N may be less than 7. In this situation, 
the base time step needs to be reset. The time step t — 1 become 
a new base time step. For the sake of clarity, we assume that 
there are no changes of the base time step required in section 
4.3.4 and section 4.3.5. 
4.3.4 Pose tracking using extended Kalman filter (Our 
EKF-4 approach) 
The extended Kalman filter (EKF) is used to estimate the state 
of the multiple camera system at each time step. 
The state vector x^  is defined as 
T 
Xi TJ • T w _ (4.3) 
T , = it yt Zt 
T (4.4) 
Wf = Pt it 
T (4.5) 
where Xt, yt, and Zt represent the translational velocities along 
X, y, and z-axes respectively and at, Pu and represent the 
angular velocities about x^ y, and 2;-axes respectively. 
The dynamic model is defined as 
xt = xt-i + V (4.6) 
V is a 6 X 1 vector representing Gaussian process noise which 
models the changes of the velocities of the multiple camera sys-
tem. The pose M^ of the multiple camera system is computed 




O l x 3 





Rf—1 T _ ] 







-Wt = ift 0 —dit (4.10) 
0 
The exponential of the skew-symmetric matrix W/ can be calcu-
lated using the Rodrigues' formula (4.11). 
2 
- p W t 





The measurement model is defined as 
y p h 0 + n = g 0 + n (4.12) 
where n is a 4(A i^2 +A^34) x 1 vector representing Gaussian mea-
surement noise (_/Vi2 is the number of available correspondences 
in the stereo image pair by camera 1 and camera 2 and N^a is the 
number of available correspondences in the stereo image pair by 
the camera 3 and camera 4). gt(Mt) is a function to compute 
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the projections of all the available feature points on the image 
planes of camera 1, camera 2 camera 3 and camera 4 at time t 
as shown in equation (4.13). 





































where and {u^pV^^^) are the stereo correspondences 
in the stereo image pair by camera 1 and camera 2 at time t 
arid (u^j, v^^) and (u^j, v^^) are the stereo correspondences in 
the stereo image pair by camera 3 and camera 4 at time t. In 
our approach, we consider git{Mt) to be a function to compute 
the projections of all the available feature points on the image 
planes of camera 1 and camera 2 at time t and g2“Mi) to be a 
function to compute the projections of all the available feature 
points on the image planes of camera 3 and camera 4 at time t. 
Based on the point transfer using T^ and T^ illustrated in 
figure 4.5 gu(Mi) is calculated using equation (4.14) and equa-
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tion (4.15) represented in tensor notation. Details can be found 
in 13 
(U^f = ( a J ( G a s f (4.14) 
( U Z ) ' = ( a J ( G a J (T2 f (4.15) 
U ’f is computed according to equation (4.16) to remove the 
effects of the intrinsic parameters of the cameras. 
^m\ase ^^  ^ line passing through the mth feature point on the 
image plane of camera 2 at the base time step and can be found 











(J m,base) 2 
—{^m,base) I 
=ei2 X U ^ l , , 
(4.17) 
where ei2 is the epipole observed from camera 2 and lm,basee is 
the epipolar line passing through the mth feature point on the 
image plane of camera 2 at the base time step. 
(4.16) = K TT^'— 
u / — 
Ci 
m,t 
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(Ti)f and in equation (3.13) and equation (3.14) rep-
resent the elements at the position (z, j, k) of T^ and T^ re-
spectively. Ti and T^ are the two trifocal tensors illustrated 
in figure 3.5. Consider that [I3X3 O3X1] and [Isxs 03xi]Bi2 
6]] are the extrinsic parameters of camera 1 and camera 2 at 
the base time step respectively and [I3X3 OsxijM^ = [a and 
.13x3 03xi]Bi2Mf = [a; are the extrinsic parameters of cam-
era 1 and camera 2 at time t respectively, T^ and T^ can be 
computed using equation (4.18). 
T f = • - • 
T f = 
g2i(Mf) is the measurement function for the stereo pair con-
sisting of camera 3 and camera 4. It is the point transfer using 
T^ and TT! illustrated in figure 4.5. g2f(Mi) can be computed us-
ing the function gi^  by calculating the pose of the stereo pair con-
sisting of camera 3 and camera 4 according to equation (4.19). 
g2i(M,) = gu(Bi3M,Bi3-^) (4.19) 
With the state, dynamic model, and measurement model de-
fined, equations required for the EKF are derived according to 
11] as follows. 
Time update equations are 
/s — A 
X , = X / _ i 
‘ (4.20) 
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Measurement update equations are 
K. P Vh (Vh P V h ‘ , + Rn)-i 
x, = xr + K , ( y , - h , ( x r ) ) (4.21) 
x and X are the states after time update and measurement 
update respectively. P and Pf are the 6x6 covariance matrices 
of the state x and x^  respectively. R / and R" are the 6 x 6 
covariance matrices of the process noise v and the measurement 
noise n respectively. is the Jacobian of the measurement 
equation ht{x) at :X: . Kf is the 6 x 4(A i^2 + N^i) Kalman gain 
matrix in the extended Kalman filter. 
4.3.5 Pose tracking using unscented Kalman filter (Our 
UKF-4 approach) 
The unscented Kalman filter (UKF) is used to estimate the ve-
locity of the multiple camera system at each time step. The def-
initions of the state, dynamic model, and measurement model 
used in the UKF are the same as those used in the EKF. They 
are described in section 4.3.4. With the state, dynamic model, 
and measurement model defined, equations required for the UKF 
are derived according to [34 . 
T 
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Time update equations are 
A < A 
X/ = Xi—1 
p r = P,_i + R 
X t\t- x + y/{L + A)P x _ + A)P; 
2L 
(4.22) 
Measurement update equations are 
2L 
P ytYt = y H f - 1 - - n r + Rn 
i=0 
2L 
P XtYi T 
i = 0 (4.23) 
K i = Px(y(Pyty( - 1 
t = + — y 
YtYt-'^t p , = P r - K.Pv v K/^ 
where 
A 
HZ ) = … 1 … i = l,2’ 
(4.24) 
2(L + A) 2L 
A is a scaling parameter, a and /3 represent the spread of the 
sigma points and the prior knowledge of the distribution of the 
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state xt respectively. X^i^.i contains all the sigma points used 
in the unscented transform while X:’ — indicates the zth sigma 
point. L = 6 is the dimension of the state x .^ Wq"^ ^ and W^ ^^  
are the weights used in calculating the mean and the covariance 
matrices respectively. is a function which calculates 
all 2 L + 1 sigma points in X —i using hf(xi) defined in equation 
(4.12). That is 
h I,—i) = Y 
means (4.25) 
hf(Xi’ _i) = Yi’ 
i e (1 ,2 , . . . , 2 L , 2 L + 1) 
y'[‘ is the predicted measurement computed from the unscented 
transform at time t. Py^ y^  is the 4(iVi2 + x 4(A i^2 + 4) 
covariance matrix between the elements of the predicted mea-
surement y . Pxtyt is the 6 x 4(7Vi2 + N34) covariance matrix 
between the elements of the state x and the predicted mea-
surement 5^  . Similar to the EKF, R / and R" are the 6 x 6 
covariance matrices of the process noise v and the measurement 
noise n respectively. x and x^  are the states at time t after 
time update and measurement update respectively. P and P^ 
are the 6 x 6 covariance matrices of the states x and x^  respec-
tively. K^ is the 6 x 4(A i^2 + N^i) Kalman gain matrix at time 
t. The mean and covariance are propagated using the unscented 
transform in the UKF. 
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4.4 Experiment 
4.4.1 Synthetic experiments 
Five approaches were tested in the experiment using synthetic 
data. These five approaches included our EKF-4 approach and 
UKF-4 approach for pose tracking of two pairs of stereo cam-
eras. These two approaches were compared with the approach 
proposed by Yu [38] and our EKF-2 approach and UKF-2 ap-
proach for pose tracking of a stereo camera system described in 
chapter 3. The details are summarized in table 4.1. All the ap-
proaches were implemented in Matlab 7.4 and run on a computer 
with Pentium D 3.0 GHz CPU and 1 GB RAM. The objective 
of the experiment is to compare the performances of these five 
methods in terms of accuracy and efficiency. 
In the synthetic data experiment, all the four cameras with 
resolution 640 x 480 had 4.6 mm focal length and a 2-D zero-
mean Gaussian noise of 1 pixel standard deviation. Cameras in 
both the two stereo pairs were put 0.1 m apart while the two 
pairs were placed back-to-back with 0.1 m apart. The setting 
of the cameras is illustrated in figure 4.6. Five hundred model 
points were generated randomly in 3-D space at places 1 — 6 
m from camera 1. Each test sequence consisted of 90 frames. 
The motion of the multiple camera system consisted of three 
different segments which included mixed motion (both rotation 
and translation) section, pure rotation section, and pure transla-
tion section. Each of them consisted of 30 frames. The motion 
was generated randomly with maximum translation ±0.01 m 
along x, y, and z-axes and maximum rotation ±1° about oo, y, 
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Table 4.1: List of approaches tested in the synthetic experiment of pose 
tracking of two pairs of stereo cameras. 
Name Description 
Our EKF-4 approach Our EKF-based approach for pose tracking of 
two pairs of stereo cameras described in sec-
tion 4.3.4. 
Our UKF-4 approach Our UKF-based approach for pose tracking of 
two pairs of stereo cameras described in sec-
tion 4.3.5. 
Our EKF-2 approach Our EKF-based approach for pose tracking of 
a pair of stereo cameras described in section 
3.3.4. 
Our UKF-2 approach Our UKF-based approach for pose tracking of 
a pair of stereo cameras described in section 
3.3.5. 
Yu's approach [38] The approach proposed by Yu et. al. [38]. It 
makes use of the extended Kalman filter with 
the trifocal tensor constraints and the approx-
imated twist motion model. 
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and 2:-axes per frame. Zero-mean Gaussian noises of translation 
0.001 m and rotation 0.1° standard deviation were added to the 
motion parameters to simulate the non-smoothness in the real 
world. 50 independent tests were carried out in the experiment. 
V i e w from the top V i e w from the right 
Camera 1 Camera 2 1 Camera 1 and camera 2 
< 0 .1 111- 0.1'm 
1 
Camera 3 Camera 4 
1 
1 Camera 3 and camera 4 
Figure 4.6: Setting 1 of the two pairs of stereo cameras in the synthetic 
experiment. 
To compare the results, we extracted roll angle (rotation 
about x-axis), pitch angle (rotation about y-axis), and yaw an-
gle (rotation about ^-axis) from the recovered rotation R to 
compare with those extracted from the true rotation R. The 





fu Rolhu i 
= — Pitch-R (4.26) 
For the translation, we extracted translations along x-axis, 
As 
y-axis, and 2-axis from the recovered translation T to compare 
with those extracted from the true translation T. The trans-
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= T “ . T, (4.27) 
In addition, we also use the Euclidean norm of the difference 
A 
between the true translation T and the recovered one T for 
comparison of the overall translation. The translational error in 
the Uh frame of the zth test is computed using 
T,Y = \\Tt,i-ft (4.28) 
Table 4.2 shows the average pose errors per frame, average num-
ber of correspondences per frame, and average processing time 
per frame of 50 independent tests. 
The first four rows of table 4.2 compare these approaches 
in terms of three rotation angle errors and root-mean-square 
translation error. Our EKF-4 approach and UKF-4 approach 
could recover more accurate poses. The improvement was quite 
significant. As shown in the fifth row, the average number of 
available correspondences in our approach was roughly doubled. 
It is reasonable as there is one more pair of stereo cameras. The 
characteristic enables our approach to recover more accurate 
pose information. Although the processing time of our EKF-4 
approach was longer than that of the approach involving only 
one pair of stereo cameras as shown in the sixth row, it is be-
lieved that the processing time is still short enough for real time 
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Table 4.2: Results of the synthetic experiment of pose tracking of two pairs 




















Average errors of 




0.062= 0.062^ 0.119c 0.113c 0.112 
Average errors of 





o.orr o.orr o.ior 0.096' 0.096C 
Average errors of 
yaw angle per 
frame 
(degree) 
0.284C 0.284= 0.319c 0.300C 0.300C 
Average errors of 
translation per 
frame 
ET pN rpcrr t = l 2^1 = 1 •'t.i 
(meter) 










0.067s 0.219s 0.026s 0.029s 0.115s 
N is the number of tests which is 50. 
T is the number of frames which is 90. 
All the algorithms were implemented in Matlab 7.4 and run on 
computer with Pentium D 3.0 GHz CPU and 1 GB RAM. 
CHAPTER 4. ADVANCE TO TWO PAIRS OF STEREO CAMERAS 92 
processing. 
Both the EKF-4 approach and UKF-4 approach achieved 
similar accuracy. It means that it is suitable to assume that 
the system is locally linear. Similar to the comparison between 
our EKF-2 and UKF-2 approaches, the processing time of the 
UKF-4 approach was relatively longer than that of the EKF-4 
approach. It is because computing the function in 
the unscented transform to propagate the mean and covariance 
is a time consuming task in the UKF when compared with the 
Jacobairi matrix calculation in the EKF. But the comparison 
may not be fair. The UKF-4 approach contains many loop-
ing statements which Matlab is weak for while the processing 
time of the EKF-4 approach depends on how the Jacobian ma-
trix equation is simplified in the implementation. However, the 
UKF-4 approach can still work in real-time when there are less 
than 50 correspondences. Although both of them achieved sim-
ilar accuracy, there is an issue about the implementation. It is 
difficult to implement the EKF-4 approach as the Jacobian ma-
trix equation must be derived. The derivation is difficult as the 
measurement model is quite complex. It becomes a trade-off to 
choose between the EKF and the UKF. If the processing time is 
crucial, the EKF should be used. If the ease of implementation 
is crucial, the UKF should be used. 
In addition, we investigated the performance of different ori-
entations of the two pairs of the stereo cameras. We have per-
formed another synthetic experiment to study five settings of 
the multiple camera system which are illustrated in figure 4.6, 
figure 4.7, figure 4.8 figure 4.9, and figure 4,10. The setting 1 
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was the same as that in the previous experiment. In setting 2, 
the two pairs of stereo cameras were placed back-to-back. But 
one stereo pair was placed horizontally while another pair was 
placed vertically. The facing directions of all the two stereo 
pairs in setting 3 setting 4, and setting 5 were perpendicular 
with each other in different orientations. All the configurations 
in the synthetic experiment were the same as the previous exper-
iment except the setting of the multiple camera system. Table 
4.3, table 4.4, table 4.5, table 4.6 and table 4.7 show the results 
of our EKF-4 and UKF-4 approaches for setting 1 setting 2, 
setting 3, setting 4, and setting 5 of the multiple camera system 
respectively. 
View iVom Ihe lop View from the right 
Camera 1 Camera 2 
Camera 1 and camera 2 
T « 
1 
< 0.1 m- — 
1 
0.1 m i 0.1 m- • 
1 
Camera 3 and camera 4 1 Camera 3 Camera 4 
Figure 4.7: Setting 2 of the two pairs of stereo cameras in the synthetic 
experiment. 
By comparing table 4.3, table 4.4 table 4.5, table 4.6 and 
table 4.7, we can see that setting 3 setting 4 and setting 5 are 
obviously better than setting 1 and setting 2 while the numbers 
of available correspondences were more or less the same. The 
major difference is that the facing directions of the two pairs of 
stereo cameras are perpendicular with each other in setting 3 
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V i e w from the top V i e w from the right 
Camera 1 Camera 2 Camera 1 and camcra 2 
1 
Camera 3 0‘05ni Camera 3 
1 










Figure 4.8: Setting 3 of the two pairs of stereo cameras in the synthetic 
experiment. 
View from the top View from the right 
Camera 1 Camera 2 Camera 1 and camcra 2 
Camera 3 and camera 4 ( -()5 mCamera 3 Camera 4 
i 
•0.05 nvM 0.1 m- * * 0.1 m- > 
Figure 4.9: Setting 4 of the two pairs of stereo cameras in the synthetic 
experiment. 
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Table 4.3: Results of the synthetic experiment of pose tracking of two pairs 
of stereo cameras which are placed according to setting 1. 




Average errors of roll angle per frame 
(degree) 
0.062 0.062 
Average errors of pitch angle per 
frame ' (degree) 
0.071° 0.071° 
Average errors of yaw angle per frame 
(degree) 
0.284 0.284 
Average errors of x-translation per 
V^T rp e r r 
frame (meter) 
0.0021m 0.0021m 
Average errors of y-translation per 
X^N rp e r r 
frame (meter) 
0.0021m 0.0021m 
Average errors of z-translation per 
frame ^In (meter) 
0.0068m 0.0068m 
Average errors of overall translation 
per frame ^ ; ” (meter) 
0.0079m 0.0080m 
Average number of available 
correspondences per frame 
45.74 45.74 
N is the number of tests which is 50. 
T is the number of frames which is 90. 
All the algorithms were implemented in Matlab 7.4 and run on a 
computer with Pentium D 3.0 GHz CPU and 1 GB RAM. 
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Table 4.4: Results of the synthetic experiment of pose tracking of two pairs 
of stereo cameras which are placed according to setting 2. 




Average errors of roll angle per frame 
(degree) 
0.054° 0.054 
Average errors of pitch angle per 
r E f - i E . - i P i tch '^-r 
frame ^xj^— (degree) 
0.055° 0.055° 
Average errors of yaw angle per frame 
M P ^ (degree) 
0.231 0.231 
Average errors of x-translation per 
v ^ N rp crr 
frame ^'"^'rTii (meter) 
0.0019m 0.0019m 
Average errors of y-translation per 
rp err 
frame ^ ' " ^ t T n (meter) 
0.0022m 0.0022m 
Average errors of z-translation per 
V^T v*'^ T err 
frame (meter) 
0.0064m 0.0066m 
Average errors of overall translation 
per frame ;…(meter) 
0.0075m 0.0076m 
Average number of available 
correspondences per frame 
44.04 44.04 
N is the number of tests which is 50. 
T is the number of frames which is 90. 
All the algorithms were implemented in Matlab 7.4 and run on a 
computer with Pentium D 3.0 GHz CPU and 1 GB RAM. 
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Table 4.5: Results of the synthetic experiment of pose tracking of two pairs 
of stereo cameras which are placed according to settine 3. 




Average errors of roll angle per frame 
(degree) 
0.065 0.065° 
Average errors of pitch angle per 
frame ” (degree) 
0.053 0.053 
Average errors of yaw angle per frame 
TxN (degree) 
0.075 0.076 
Average errors of x-translation per 
S^T S^N rp err 
frame ^ t x N (meter) 
0.0025m 0.0025m 
Average errors of y-translation per 
SpT S^N rp err 
frame ^ r ^ N (meter) 
0.0017m 0.0017m 
Average errors of z-translation per 
V'T" s^ N rp err 
frame (meter) 
0.0029m 0.0028m 
Average errors of overall translation 
per frame ‘ (meter) 
0.0049m 0.0049m 
Average number of available 
correspondences per frame 
39.05 39.05 
N is the number of tests which is 50. 
T is the number of frames which is 90. 
All the algorithms were implemented in Matlab 7.4 and run on a 
computer with Pentium D 3.0 GHz CPU and 1 GB RAM. 
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Table 4.6: Results of the synthetic experiment of pose tracking of two pairs 
of stereo cameras which are placed according to setting 4. 




Average errors of roll angle per frame 
(degree) 
0.065 0.065° 
Average errors of pitch angle per 
frame ——^ (degree) 
0.050 0.050 
Average errors of yaw angle per frame 
(degree) 
0.078 0.078° 
Average errors of x-translation per 
V^T sr^N rp trr 
frame ^ ' ^ t ^ n (meter) 
0.0023m 0.0023m 
Average errors of y-translation per 
V'T s^N rp err 
frame — (meter) 
0.0017in 0.0017m 
Average errors of z-translation per 
Y ^ r \pN rp err 
frame = ” ( m e t e r ) 
0.0025m 0.0024m 
Average errors of overall translation 
y T y^N rpcrr 
per frame txn ''' (meter) 
0.0043in 0.0043m 
Average number of available 
correspondences per frame 
38.19 38.19 
N is the number of tests which is 50. 
T is the number of frames which is 90. 
All the algorithms were implemented in Matlab 7.4 and run on a 
computer with Pentium D 3.0 GHz CPU and 1 GB RAM. 
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Table 4.7: Results of the synthetic experiment of pose tracking of two pairs 
of stereo cameras which are placed according to setting 5. 




Average errors of roll angle per frame 
TxN (degree) 
0.052 0.052° 
Average errors of pitch angle per 
frame ” / 7 (degree) 
0.052 0.052 
Average errors of yaw angle per frame 
=1 ‘r (degree) 
0.068 0.068° 
Average errors of x-translation per 
V^T s^N rp err 
frame (meter) 
0.0019m 0.0019m 
Average errors of y-translation per 
v ^ T s ^ N rp err 
frame ' (meter) 
0.0024m 0.0024m 
Average errors of z-translation per 
• T ^ A/ rp err 
frame (meter) 
0.0027m 0.0027m 
Average errors of overall translation 
per frame • (meter) 
0.0048m 0.0048m 
Average number of available 
correspondences per frame 
42.68 42,68 
N is the number of tests which is 50. 
T is the number of frames which is 90. 
All the algorithms were implemented in Matlab 7.4 and run on a 
computer with Pentium D 3.0 GHz CPU and 1 GB RAM. 
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Figure 4.10: Setting 5 of the two pairs of stereo cameras in the synthetic 
experiment. 
setting 4 and setting 5 while the two pairs are just placed back-
to-back in setting 1 and setting 2. The errors of pitch angle and 
translation along z-axis were mostly affected since the displace-
ment of a camera in z-axis and rotation of a camera about z-axis 
are not sensitive in the image. When the facing directions of the 
two pairs of stereo cameras are perpendicular to each other, each 
pair compensates for each other. As a result, setting 3 setting 
4 and setting 5 should have better results. Differences between 
setting 1 and setting 2 and differences among setting 3 to 5 are 
not compared as there are no big differences of those pose errors 
with slightly different numbers of available features. 
Table 4.8 table 4.9 and table 4.10 summarize the perfor-
mances of all the tested algorithms in the synthetic experiment. 
4.4.2 Real experiments 
Experiment using real image sequences taken by the multiple 
camera system has been performed. The sequences with ground 
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Table 4.8: Comparison of all the tested algorithms in terms of accuracies in 
the synthetic experiment of pose tracking of two pairs of stereo cameras. 
Accuracy: EKF-4 PS UKF-4 > approaches of one stereo 
cameras (EKF-2, UKF-2, etc) 
Explanation: 
Our EKF-4 and UKF-4 approaches are more accurate than the existing 
approaches because there is one more pair of stereo cameras in our EKF-
4 and UKF-4 approaches. The extra pair of stereo cameras enables the 
system to get more features to compute the camera motion. 
Our EKF-4 and UKF-4 approaches achieve similar accuracies. The UKF, 
achieves the second order accuracy in the Taylor series, uses the iinscented 
transform to propagate the mean and covariance of the system while the 
EKF, achieves the first order accuracy, propagates the mean and covari-
ance by assuming local linearization. However, our experiment shows 
that both of them have similar accuracies for our problem. We believe 
that it is because the higher orders are not significant in our system. As 
a result, the EKF is already enough for our system. 
Table 4.9: Comparison of all the tested algorithms in terms of efficiencies in 
the synthetic experiment of pose tracking of two pairs of stereo cameras. 
Efficiency: approaches of one stereo cameras (EKF-2, 
UKF-2, etc) > EKF-4 > UKF-4 
Explanation: 
Our EKF-4 approach is slower than our EKF-2 approach because the 
ineasiireineiit function in our EKF-4 approach is more complex than that 
in the EKF-2 approach. 
Our UKF-4 approach is slower than our EKF-4 approach because more 
time is spent on propagating the mean and covariance of the system in 
the UKF. Only the Jacobian calculation is required in the EKF while 
the unsceiited transform is needed in the UKF. The unscented transform 
needs to the function h*(Xf|i_i), which is a time consuming task. 
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Table 4.10: Comparison of different facing directions of the two stereo pairs 
ill terms of accuracies in the synthetic experiment of pose tracking of two 
pairs of stereo cameras. 
Orientation: Perpendicular facing directions > Parallel 
facing directions 
Explanation: 
The displacement of a camera along z-axis and the rotation of a camera 
about z-axis are not sensitive in the images. When the facing directions 
of the two pairs of stereo cameras are perpendicular to each other, each 
pair compensates for each other. As a result, displacements along all axes 
and rotations about all axes are sensitive in the images. 
truth data were used to evaluate the performances of our EKF-4 
approach and UKF-4 approach in pose tracking of two pairs of 
stereo cameras. The objective of the experiment is to show that 
the proposed algorithm work accurately in the real world. 
In the real experiment, four web cameras with resolution 
320 X 240 shown in figure 4.11 were mounted on top of a robot 
shown in figure 3.10. The robot was driven by two servo mo-
tors that were attached to the wheels on the left and right. A 
personal computer sent control signals to control its movements. 
To change the direction, two wheels were made to move at dif-
ferent motions. For instance, moving left motor forward and 
right motor backward could make the robot turn right at a cer-
tain degree. Images taken by the cameras were transferred to 
the personal computer via Universal Serial Bus (USB). Given 
the diameters of the wheels, distance between them and robot 
displacement per motor step, we could compute the actual ori-
entation and position of the robot and thus the multiple camera 
Figure 4.11: The two pairs of stereo cameras mounted on the robot in the 
real experiment. 
To compare the results, we extracted roll, pitch and yaw an-
gles from the recovered rotation to make a comparison with 
those angles from ground truth. For the translation, we ex-
tracted translations along a;-axis, y-axis and z-axis from the re-
covered translation to make a comparison with those true trans-
lations from ground truth. 
Three sets of image sequences taken by the multiple camera 
system were used in the real experiment. The first set consisted 
of 200 frames. The images from the 4 cameras at the first frame 
of the first image sequences are shown in figure 4.12. The motion 
of the multiple camera system consisted of both translation and 
rotation. The number of the correspondences available in the 
stereo image pair by camera 1 and camera 2 was between 5 and 
22 while that in the stereo image pair by camera 3 and camera 4 
was between 21 and 59. The recovered poses are shown in figure 
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system (ground truth). 
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4.16. Table 4.11 shows the timings of the experiment. 
The second set consisted of 150 frames. The images from 
the 4 cameras at the first frame of the second image sequences 
are shown in figure 4.13. Similar to the first set, the motion of 
the system consisted of both rotation and translation. However, 
the motion and scene were different from those in the first set. 
The number of the correspondences available in the stereo pair 
by camera 1 and camera 2 was between 1 and 20 while that in 
the stereo pair by camera 3 and camera 4 was between 12 and 
38. The experimental result is shown in figure 4.17. Table 4.12 
shows the timings of the experiment. 
The third set consisted of 80 frames. The images from the 
4 cameras at the first frame of the third image sequences are 
shown in figure 4.14. Different from the first two set, something 
was blocking the stereo pair consisting of camera 1 and camera 
2 from the 41st to 43rd frame and thus no correspondences were 
found in the stereo image pair in this period. Figure 4.15 shows 
the images from camera 1 and camera 2 at the 42nd frame. The 
number of the correspondences available in the stereo pair by 
camera 1 and camera 2 was between 0 and 61 while that in 
the stereo pair by camera 3 and camera 4 was between 5 and 
48. The experimental result is shown in figure 4.18. Table 4.13 
shows the timings of the experiment. 
In figure 4.16, figure 4.17 and figure 4.18 lines with ( show 
the ground truth. Lines with (+) show the recovered pose by our 
EKF-4 approach while lines with (x) show the recovered pose by 
our UKF-4 approach. The ability of our approaches was shown 
by comparing the ground truth data and the recovered pose 
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information by our approaches. We can see that our approaches 
can recover the orientation and location of the multiple camera 
system accurately. Our approach can recover the pose even when 
one stereo pair was blocked as shown in figure 4.15 in the third 
testing sequence. 
In table 4.11 table 4.12 and table 4.13, the first row shows 
the times used per frame in feature detection and tracking of 
each camera. The second row shows the times used per frame in 
stereo correspondence matching of each stereo pair. The third 
row shows the times used per frame in pose tracking of each 
tested algorithm. 
Table 4.14 summarizes the results of the synthetic and real 
experiments. 
Table 4.11: Timings of the real experiment of pose tracking of two pairs of 
stereo cameras using the first stereo image sequences. 
Camera 1 Camera 2 Camera 3 Camera 4 
Feature detection and 
tracking (second per 
frame) 
0.171s 0.166s 0.164s 0.167s 
Stereo correspondence 
matching (second per 
frame) 
0.169s 0.264s 
Camera pose tracking 
(second per frame) 
EKF-4: 0.058s 
UKF-4: 0.201s 
All the algorithms were implemented in Matlab 7.4 and run on a 
computer with Pentium D 3.0 GHz CPU and 1 GB RAM. 
Figure 4.12: The images at the first frame of the first image sequences in 
the real experiment of pose tracking of two pairs of stereo cameras. (Top 
left) Image from camera 1. (Top right) Image from camera 2. (Bottom left) 
Image from camera 3. (Bottom Right) Image from camera 4. 
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Figure 4.13: The images at the first frame of the second image sequences in 
the real experiment of pose tracking of two pairs of stereo cameras. (Top 
left) Image from camera 1. (Top right) Image from camera 2. (Bottom left) 
Image from camera 3. (Bottom Right) Image from camera 4. 
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Figure 4.14: The images at the first frame of the third image sequences in 
the real experiment of pose tracking of two pairs of stereo cameras. (Top 
left) Image from camera 1. (Top right) Image from camera 2. (Bottom left) 
Image from camera 3. (Bottom Right) Image from camera 4. 
Figure 4.15: The images from camera 1 and camera 2 at the 42nd frame of 
the third image sequences in the real experiment of pose tracking of two pairs 
of stereo cameras. (Left) Image from camera 1. (Right) Image from camera 
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Figure 4.16: Result of the real experiment of pose tracking of two pairs of 
stereo cameras using the first image sequences, (Top) Rotation. (Bottom) 
Translation. 
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Figure 4.17: Result of the real experiment of pose tracking of two pairs of 
stereo cameras using the second image sequences. (Top) Rotation. (Bottom) 
Translation. 
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Table 4.12: Timings of the real experiment of pose tracking of two pairs of 
stereo cameras using the second stereo image sequences. 
Camera 1 Camera 2 Camera 3 Camera 4 
Feature detection and 
tracking (second per 
frame) 
0.171s 0.172s 0.162s 0.165s 
Stereo correspondence 
matching (second per 
frame) 
0.225s 0.225s 
Camera pose tracking 





All the algorithms were implemented in Matlab 7.4 and run on a 
computer with Pentium D 3.0 GHz CPU and 1 GB RAM. 
Table 4.13: Timings of the real experiment of pose tracking of two pairs of 
stereo cameras using the third stereo image sequences. 
Camera 1 Camera 2 Camera 3 Camera 4 
Feature detection and 
tracking (second per 
frame) 
0.184s 0.181s 0.181s 0.180s 
Stereo correspondence 
matching (second per 
frame) 
0.205s 0.194s 
Camera pose tracking 





All the algorithms were implemented in Matlab 7,4 and run on a 
computer with Pentium D 3.0 GHz CPU and 1 GB RAM. 
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Figure 4.18: Result of the real experiment of pose tracking of two pairs of 
stereo cameras using the third image sequences. (Top) Rotation. (Bottom) 
Translation. 
1 
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Table 4.14: Summary of the results of the synthetic and real experiments. 
Synthetic experiment Real experiment 
Accuracy: From the results of both experiments, Our EKF-4 and 
UKF-4 approaches recover accurate poses. 
Efficiency: According to the results of both experiments, our 
EKF-4 approach is more efficient than our UKF-4 ap-
proach. 
Conclusion: The results of the synthetic and real experiment are 
consistent. 
4.5 Summary 
In this chapter, we proposed an approach to track the pose of a 
multiple camera system that consists of two pairs of stereo cam-
eras. One advantage is to increase the field of view to capture 
more features for computing the pose. Therefore, our approach 
still works even if one pair does not have enough features. Our 
method does not require both the prior knowledge and compu-
tation of the 3-D structure of the scene. It computes the orien-
tation and location directly and efficiently using the constraints 
of trifocal tensors. 
The synthetic data experiment showed that the accuracy is 
improved over the original algorithm. In addition, performances 
of different estimation methods including the unscented Kalman 
filter and extended Kalman filter used in our approach were 
compared and analyzed. The experiment demonstrated that 
the EKF-based approach and UKF-based approach have similar 
performances in terms of accuracy. In addition, effects of differ-
ent orientations between the two pairs of stereo cameras were 
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studied. It was found that the recovered pose is more accurate 
when the facing directions of the two pairs of stereo cameras are 
perpendicular to each other. 
Real image experiment showed that the recovered poses by 
our approach are accurate when they are compared with the 
ground truths. The approaches are believed to be useful for 
navigating robot and building augmented reality systems. 
• End of chapter. 
C h a p t e r 5 
Conclusion 
5.1 Conclusion 
The thesis focuses on pose tracking of multiple camera systems 
based on the model-less scheme in which both the prior knowl-
edge and explicit computation of the 3-D structure are not re-
quired. Firstly, a survey of popular algorithms for camera pose 
estimation was conducted. 
We then proposed an algorithm based on the model-less scheme 
to estimate the pose of a pair of stereo cameras. In the exper-
iment, it was found that the proposed algorithm can recover 
more accurate pose information than the current algorithms. 
We also have compared and analyzed the performances of dif-
ferent estimation methods including the extended Kalman filter, 
unscented Kalman filter, and differential evolution used in our 
approach throughout the experiment. 
Finally, we proposed an algorithm to track the pose of a 
multiple camera system consisting of two pairs of stereo earn-
er £is. One advantage is to increase the field of view to capture 
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more features for computing the pose. Therefore, our approach 
still works even if one pair does not have enough features. Our 
method does not require both the prior knowledge and explicit 
computation of the 3-D structure of the scene. It computes the 
orientation and location efficiently and directly by employing the 
constraints of trifocal tensors. In the experiments, we also ap-
plied and compared different estimation methods including the 
extended Kalman filter and unscented Kalman filter in our ap-
proach and investigated how different orientations between the 
two pairs of stereo cameras affect the accuracy of the recovered 
pose. 
5.2 Scope of Applications 
We believe that our approaches and studies are useful for appli-
cations related to the camera pose estimation like building aug-
mented reality system, robot navigation, motion sensing, and 
etc. 
In building augment reality system, artificial objects are in-
serted into the films. When the camera motion is known, the 
inserted objects can be moved accordingly in the films. 
To navigate a robot, it is essential to know the position of 
the robot. Our multiple camera system can be mounted on the 
robot to track the motion of the robot. 
In motion sensing, the multiple camera system can be mounted 
on any mobile devices to detect their motions. 
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5.3 Limitations 
There are some limitations for our system. The major limita-
tion is that, similar to all the other vision based approaches 
using cameras, the environment for our approaches should be 
rich in features. For example, if the view of the camera is only 
a white wall, the number of features is very limited, and thus 
it is impossible to recover the camera motion. To estimate the 
pose using the constraint of trifocal tensor, there should be at 
least seven feature correspondences. Otherwise, our approach is 
not stable. In the real situation, seven feature correspondences 
are still not enough as there should be noise originated from the 
cameras. Having more feature correspondences is more resistant 
from noise. Depending on the amount of the noise, the accept-
able number of the feature correspondences is different. But 
it is recommended to contain 20 - 50 feature correspondences. 
However, there is one advantage of our approach for the pose 
estimation of two pair of stereo cameras. Our approach can still 
work even when there are not enough features from one of the 
stereo pairs. 
Another major limitation is that there should be no moving 
objects in the scene. When there is moving objects, the features 
associated to the moving objects cannot help to track the camera 
pose. Including them to estimate the pose would increase the 
error of the recovered pose. As a result, special treatment should 
be conducted to identify such features. Further investigation 
would be conducted in the future. 
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5.4 Difficulties 
There were some difficulties in the implementation of the pro-
posed approaches. Firstly, as the measurement models in our 
approaches are quite complex, it is difficult to compute their 
corresponding Jacobians in the extended Kalman filter. It is 
contrary to the unscented Kalman filter in which no Jacobian 
calculation is involved. 
Another difficulty is the calibration of the cameras. Although 
there are some calibration methods, it is still difficult to calibrate 
the relationships between the cameras accurately as the methods 
are quite troublesome. 
5.5 Future work 
Different estimation methods including the extended Kalman 
filter and the unscented Kalman filter have been studied for 
our problem. Some more advanced techniques can be studied 
to compute the reliability of each feature from both of the two 
stereo pairs or the reliability of the set of features from each 
stereo pair. After the reliabilities of them are got, recovery of 
camera motion can rely on those with high reliabilities. For ex-
ample, when one pair of stereo cameras is occluded, the features 
detected and tracked from this stereo pair is highly unreliable. 
So it is better to ignore the features from this stereo pair. To 
deal with this problem, some probabilistic methods can be em-
ployed to detect such situations and then handle them properly. 
Examples of the possible methods are embedding interacting 
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multiple model or probabilistic data association filter into the 
Kalman filters. 
Our study of the differential evolution is restricted to one set 
of parameters. Therefore, comprehensive evaluation using dif-
ferent settings can be conducted. For example, we can study 
how different population sizes, different numbers of generations, 
different amplification factors, different crossover rates affect the 
accuracy of the recovered pose. Even different variants of differ-
ential evolution can also be studied to see which one is suitable 
for our problem. However, even the best setting is found, it is 
not surprising that the differential evolution may still be worse 
than other recursive filters like the extended Kalman filter and 
the unscented Kalman filter in terms of running timed as evo-
lutionary algorithms are generally slow. 
In our approaches of pose estimation of the multiple cam-
era system, the relationships of all the cameras in the system 
are fixed. It is valuable to investigate a multiple camera system 
consisting of movable cameras. Consider that each camera in the 
system can be moved independently, it is interesting to investi-
gate how each individual camera moves can benefit the whole 
system. For example, the cameras can be moved to obtain as 
many as reliable features to compute the pose. 
There are no special managements of the features in the pro-
posed approaches. When the multiple camera system moves, 
new features may appear and original features may disappear. 
It is valuable to investigate more advanced methods to handle 
the features. For example, consider that features which disap-
pear in the earlier frame reappear in the latter frame, if we can 
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recognize these features, it is expected that more accurate pose 
can be recovered. 
Lastly, some advanced techniques can be investigated to han-
dle the scene having moving objects. They would make the 
whole system more robust and suitable for the real situation. 
• End of chapter. 
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