Block Truncation Coding (BTC) is a simple and fast image compression algorithm wich achieves constant bit rate of 2.0 bits per pixel. The method is however suboptimal. In the present paper we propose a modification of BTC in which the compression ratio will be improved by coding the quantization data and the bit plane by arithmetic coding with an adaptive modelling scheme. The results compare favourable with other BTC variants. The bit rate for test image Lena is 1.53 bits per pixel with the mean square error of 16.51.
INTRODUCTION
Block truncation coding (BTC) is a lossy compression technique applicable for gray-scale images, i.e. it reduces the file size but loses some information originally at present in the image [2] . The advantage of the method is relatively good compression ratio with a simple and fast algorithm.
There are several variants of BTC aiming at better compression efficiency. The bit rate can be reduced by the use of median filtering [1] , vector quantization [20] , discrete cosine transform [22] , or interpolation [23] . These improvements, however, are achieved at the cost of decreasing image quality.
In the present study we consider redundancy reduction of the stored data by adding a separate compression phase to the BTC-method. Here we apply entropy coding for both the quantization data and the bit plane produced by BTC. The question is how to model the data so that the compression will be effective. The quantization data will be modelled by predictive coding taking advantage of the intrablock and interblock correlations and context models. The bit plane produced by BTC is considered as a binary image. We proceed the plane in row major order, applying a high degree Markov model for each bit value. The actual compression is done by arithmetic coding.
The plan of the work is as follows. Section 2 contains a short survey of BTC. A hierarchical variant is discussed in Section 3. The new modelling scheme for the quantization data is studied in Section 4, and the bit plane compression is considered in Section 5. A sketch of the algorithm is given and practical matters of the implementation is discussed in Section 6.
A summary of test results with different BTC variants appears in Section 7. Finally, conclusions are drawn in Section 8.
BLOCK TRUNCATION CODING
Here we consider rectangular raster images consisting of n pixels, each represented by 8 bits.
In the original BTC method [2] the image is segmented into 4*4-pixel blocks. For each block, the mean value ( x ) and the standard deviation (σ) are calculated and encoded. Then two-level quantization is performed for the pixels of the block so that a 0-bit is stored for the pixels with values smaller than the mean, and the rest of the pixels are represented by a 1-bit. The image is reconstructed at the decoding phase from the moments x and σ, and from the bit plane by assigning the value a to the 0-value pixels and b to the 1-value pixels:
where m (=16) is the total number of the pixels in the block and q is the number of 1-bits in the block. There are many variants of the basic quantization algorithm, see [2, 4, 5, 9] . The difference lies in the selection of quantization threshold and/or in the quantization data stored. Instead of standard deviation one can use the absolute central moment [9] 
One can show that a= x low (lower mean) and b= x high (higher mean), where
This technique has been shown to be optimal among the BTC variants that use x as the quantization threshold [19] , if the image quality is measured by the mean square error (MSE)
Here y i stands for the reconstructed pixel value of a decoded image and n is the total number of pixels in the image.
The quantization data to be stored in the compressed file is either the pair ( x ,σ); or ( x ,α) in the case of absolute moment BTC (AMBTC). They are usually expressed by 8+8 bits, or by 6+4 bits, but they can also be stored by 10 bits using joint quantization [6, 10] . A version of AMBTC stores ( x , x low ) [19] which is further compressed by vector quantization [20] . Other variants of BTC store (a,b) [3, 12, 22] . The pair can be coded by discrete cosine transform [22] , but then one must maintain a buffer of the quantization level values from a large area in the image.
Vector quantization is also applicable for the bit plane [3, 12, 20] . In [3] the blocks are classified into two categories: blocks that contain an edge, and non-edge blocks. In [12] vector quantization is applied only for blocks assumed to contain an edge. In interpolative BTC [23] only a subset of the bit plane is encoded. The partially encoded image is decoded and the missing pixels are reconstructed by interpolation.
All the methods citied above are, however, lossy and their application causes some extra loss in the image quality.
HIERARCHICAL BLOCK TRUNCATION CODING
A natural extension of the single-level BTC is to use a hierarchy of blocks [8, 16] . In hierarchical block truncation coding (HBTC) the processing begins with a large block size (m 1 *m 1 ). If standard deviation σ of a block is less than a predefined threshold, the block is coded by a BTC-variant. Otherwise it is divided into four subblocks and the same process is repeated until the variance threshold criterion is met, or the minimal block size (m 2 *m 2 ) is reached. A quadtree structure [17] is maintained to render the decoding possible.
By adjusting the threshold value σ th , and the block sizes m 1 , m 2 , one can direct the benefit of the hierarchical decomposition to achieve a low bit rate or high image quality. The block sizes in the hierarchy were set to m 1 =8, m 2 =2 by Kamel et al. [8] and m 1 =32, m 2 =4 by Roy and Nasrabadi [16] . Nasiopoulos et al. [12] proposed a two-level hierarchy with m 1 =4, m 2 =2.
CODING THE QUANTIZATION DATA
There are two alternative approaches for sending the quantization data to the decoder. In the original AMBTC the quantization data is represented by the pair ( x ,α). The drawback is that the quantization levels are calculated only at the decoding phase from the quantized values of ( x ,α) containing roundation errors. Therefore extra degradation is caused by the coding phase.
The other approach is to calculate the quantization levels (a,b) already at the encoding phase and transmit them. In this way one can minimize both the quantization error and the computation needed at the decoding phase. The pair (a,b) contains redundancy but it can be easily removed by a suitable prediction and coding technique. We prefer this choice for the quantization data but do not ignore the first approach either.
In the present paper predictive coding is applied with a suitable context model. For each value to be coded, we first make a prediction using the data already coded. As the image is scanned in row major order, the data of the blocks that are above and left from the current one, are utilized. Assume that a is coded before b. Then while coding b it is possible to predict its value on the basis of a; see Table 1 for some possible prediction functions. Denote the entropy of an individual prediction error ea i by H 0 (ea i ) corresponding to memoryless source.
Here p(ea i ) stands for the probability of the occurrence of a particular prediction error ea i . (The entropy of H 0 (eb i ) is found similarly.) Because a one-pass compression method is preferred the probabilities are determined adaptively from the coded image. By applying arithmetic coding [15] we can express ea i and eb i by the number of bits given by the entropy.
We prefer QM-coder [13, 14] as the arithmetic coding component because it is fast and adapts quickly to the statistics of the source. It is also the arithmetic coding component in JPEG [13] and JBIG [7] compression standards. The coding algorithm of QM-coder is suboptimal, but the overall performance is usually better when compared to a straightforward count-based probability estimation with optimal arithmetic coder like [21] . This originates from the sophisticated probability estimation of QM-coder.
The entropy coding scheme can be improved by using an appropriate context for the prediction errors. We consider the models presented in Table 2 . Here ea i-1 and eb i-1 refers to the prediction errors of the previously coded block (model 2). We can also use ea i as context when coding eb i (context model 3). There are altogether 256 different contexts in each of these models. A high number of contexts may cause the compression system not to adapt quickly enough to variations in the distribution. On the other hand, if the number of contexts is low, they do not bring improvement in the compression ratio. Here we make a compromise by quantizing each context value to 5 bits thus having 32 different contexts.
It is noted that the proposed entropy coding scheme for the quantization data is lossless although the overall BTC-compression system is lossy. Therefore it is not self-evident that the entropy coding scheme should preserve all the information. By allocating less than 8 bits for the quantization data some information is lost with only a small decrease in the image quality. The effect of this was studied by allocating k=8,7,6, and 5 bits for the prediction errors.
We experimented with all the combinations of the prediction and context models for a set of test images (see Appendix). The results for Lena are summarized in Table 3 . As expected, the bit rates for x and a are almost the same. The prediction model 1 with the context model 2 gives the lowest bit rate for both of them, unless the number of bits was reduced to k=5 or less. In this case, the predictive coding becomes inefficient compared to the pure context modelling with the context model 1.
The results for b indicates, that the intrablock redundancy is greater than the interblock redundancy; lower bit rates are achieved if b is predicted on the basis of a (prediction model 2), rather than on the basis of the b-values of the neighbouring blocks. Then the best context is the previously coded b-value (context model 2). Again, the situation is slightly different when k is 5, or less. In all cases, the benefits of the context models remain small.
When coding α, it does not make any sense to use a prediction function, see Table 4 . The best results are given by the context model 1 without any prediction. The bit rate for α is so low in comparison to that of b, that the choice between (a,b) and ( x ,α) should be reconsidered. The overall bit rates together with the MSE-values of the best combinations of the prediction and context models are presented in Table 4 . It is observed that for each k-parameter, the bit rate for (a,b) is higher than for ( x ,α), but the MSE-value is smaller. The results are illustrated in Fig. 2 . It appears that the results of the pair (a,b) compare favourable with the results for ( x ,α), although the difference is small. Entropy coding clearly outperformed vector quantization [20] in this experiment both in bit rate and in MSE. Figure 2 : Bit rate vs. image quality for Lena a) using statistical values ( x ,α) b) using quantization levels (a,b).
CODING THE BIT PLANE
Our second action of the redundancy reduction is directed to the bit plane. In a sense the bit plane forms a binary image: 1-bits of the plane represent black pixels and 0-bits white pixels, see Fig. 3 and 4 . Although the pictures looks nearly random and the number of white and black pixels are equal, the shape of the girl can still be recognized. This indicates that the bit plane still contains redundancy.
We process the image (the bit plane) in row major order from left to right. A high degree Markov model is applied for each pixel. The value of a pixel is predicted by the 7-bit context template shown in Fig. 5 , and then coded by arithmetic coding according to its probability. We use the same arithmetic coding variant, QM-coder, that was proposed for coding the quantization data in Section 3. Note, that arithmetic codes are not instantaneously decodable. Therefore all data must be sent via the same arithmetic coder for avoiding dissynchronization at the decoding phase.
The size and shape of the template have major effect on the coding efficiency when compressing binary images, and better results can be achieved with larger templates [11] . However, this does not necessarily replicate to the block truncation coding. The problem here is the blockwise quantization according to the mean x of each individual block. This destroys the correlation of neighbouring bits belonging to two different blocks. The benefit of the entropy coding remains relatively small: for Lena, only ca. 0.1 bits per pixel (=10%) can be saved. The result are slightly better when hierarchical decomposition is applied, but not as good as expected.
We can still increase the compression of the bit plane by using entropy coding together with the so-called uniform block skipping technique [10] . Let us assume that the quantization data is always coded before the bit plane. There are a number of blocks for which the values a and b are close enough to become equal after the quantization process (of Section 4). There is no need to store the bit plane of these blocks and therefore an essential saving is possible.
On the other hand, the quantization of a and b to the same value causes some extra blocky appearance to the reconstructed image. This could be avoided by a suitable post-processing technique, e.g. by applying an averaging filter to the uniform blocks like in [12] . The use of pre/post-processing techniques is omitted in the present paper.
The reduction in the bit rate depends strongly on the type of the image. The best bit rates range from 0.46 to 0.88, see Table 5 . (Here we assume that the pair (a,b) was quantized to 6+6 bits.) 
IMPLEMENTATION OF THE ALGORITHM
The ideas presented in the previous sections are collected here to form a hierarchical block truncation coding algorithm with entropy coding (HBTCE). In the implementation we use 6+6 bits for the prediction errors of the quantization data. Our parameter selections for the hiearchy are m 1 =32, m 2 =2. For the threshold value of the hierarchy we use σ th =6, except for the 2*2-level, for which the threshold is left as an adjusting parameter. The reason for using 2*2-blocks is the effort to preserve the high quality of the image.
The data of the image are stored in a buffer containing 32 rows at a time. The buffer is processed with the two-stage algorithm of Figure 6 . The reconstructed quantization level values (a',b') are calculated and stored for each block. This is because they will be needed for the prediction function. Since the neighbouring blocks can be of different sizes, it is necessary to define the blocks, which are referred as "the block on the left" and "the block on the above". Let us number the pseudoblocks in a 2-dimensional space as shown in Fig. 8 . Here, each real block is indexed by the index of its top leftmost pseudo block. For example, the indexes of the two blocks of Fig. 8a are (x,y) = (1,3) and (3, 3) . Now it easy to refer to the neighbouring blocks, simply by subtracting 1 from x when referring to the left neighbour, and subtracting 1 from y when referring to the neighbour above the current block. Note that one must also be able to refer to the blocks belonging to previous buffer. Therefore the bottom row of the pseudo-blocks of the previous buffer must be kept in a memory while processing the current one. Another part of the algorithm which needs closer examination is the arithmetic coding component. As stated earlier, QM-coder (which is a binary arithmetic coder) handles the probability estimation with a sophisticated algorithm. The user has only to send the data to the coder one bit at a time, along with an index to the context. Let us call these contexts buckets.
There are two small problems still to be solved. First, the bit plane and the hierarchy bits are binary data, but the quantization data are not. The quantization data must therefore be coded by one bit at a time, using a binary decision tree. Each node in the tree is considered as a distinct context, and thus 2 k -1 different buckets are used. The probability of each symbol is the product of the probabilites of the node decisions.
The second problem is that we have three sources of data: quantization data, bit plane, and hierarchy bits. This problem is easily avoided by giving distinct numbers to the buckets. For hierarchy bits we do not need contexts, so only one bucket is sufficient. The bit plane is coded using a 7 bit template, yeilding in total 2 7 buckets. If the prediction errors are quantized with k bits, then 2 k -1 buckets are needed per context. With 5 bits per context, we have in total 2 5 *(2 k -1) buckets for the quantization data. The total number of buckets (for k=6) is thus 1+2016+128 = 2145.
TEST RESULTS
The encoded image file consists of three parts: Most of the bits originate from the parts A and B, and the effect of the part C is only marginal. Different bit rates can be achieved by changing the hierarchy threshold parameter σ th at the 4*4-level. The smaller the threshold, the more there are 2*2 blocks; and thus the higher is the bit rate and the image quality.
Two versions of the new algorithm are experimented, HBTCE and HBTCE-VQ. The first one is the one described in Fig. 6 . In the other variant, the entropy coding method for the bit plane is replaced by vector quantization [20] . Here VQ is used only for blocks of size greater than 2*2. Test results of these and few other BTC variants are presented in Figure 9 . (1) VQ applied for the quantization data, (2) VQ applied for the bit plane, (3) VQ applied for both of them.
The results of HBTCE and HBTCE-VQ compare favourable with the other BTC variants. The HBTCE method, however, cannot achieve very low bit rates. Therefore HBTCE-VQ is a better choice than HBTCE when lower bit rates are desired. It is also better than the other BTC variants, from which ACC is the closest competitor. A drawback of ACC is that no attention has been paid to the compressing of the quantization data.
The other variants are ineffective, partly because of the lack of hierarchy. The use of hierarchical decomposition is advantageous since it allows adaptation to the variations in the image, with only a small cost in the bit rate. The use of 2*2-blocks for the high contrast areas has the greatest effect on improving the image quality. Small blocks increases the bit rate but the effect is compensated by the use of entropy coding.
CONCLUSIONS
In the present paper we have studied the use of entropy coding as a separate phase in the block truncation coding. Two different modelling schemes were proposed, one for coding the quantization data, and another for coding the bit plane.
Predictive coding is applied for the quantization data with a suitable context model. The prediction functions are defined so that they exploit both the intrablock and interblock correlations. The benefit of a context model here is small, since we use predictive coding that already takes advantage of the neighbouring pixels. Several other solutions to the context modelling have been discussed in [11, 18] .
The entropy coding of the bit plane suffered from the blockwise quantization according to the mean of each individual block. This destroys the correlation of neighbouring bits belonging to two separate blocks. Even if the coding is lossless, the reduction in the bit rate remains rather low. If lower bit rates are desired, one should consider the use of vector quantization [20] .
The method was fine-tuned by hierarchical decomposition. It is advantageous lose information wherever it has only a small effect on the image quality; and vice versa, use a more precise expression on the highly active areas. The hierarchical decomposition causes some problems in the practical implementation, but the use of variable blocks is important both for the image quality and bit rate.
The results of the overall compression algorithm outperformed the other BTC variants, but do not quite compete with the ones of JPEG. However, the algorithm of BTC is rather simple, and the method can be seen as a fast and practical alternative to JPEG. Unfortunately arithmetic coding adds to the complexity of the algorithm, and thus alternative approaches to the entropy coding schemes should be considered.
