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Introduccio´n
El enfoque se eleva sobre las ideas del a´lgebra lineal,
el estudio de vectores y matrices. Tanto si desea
detectar patrones en grandes conjuntos de datos
o realizar ca´lculos gigantescos con millones de variables,
el a´lgebra lineal tiene las herramientas que necesita.
Adema´s de apuntalar el algoritmo de Google
que clasifica las pa´ginas (PageRank),
ha ayudado a que
los cient´ıficos clasifiquen rostros humanos,
analicen los patrones de votacio´n
de los magistrados del Tribunal Supremo y
ganen el premio del millo´n de do´lares de Netflix
(concedido a la persona o equipo que pueda mejorar,
en ma´s de un 10 porciento,
el sistema de recomendacio´n de pel´ıculas de Netflix). [12]
Una de las teor´ıas ma´s usadas actualmente en la matema´tica aplicada es el
A´lgebra lineal. Hay una gran sinerg´ıa entre esa teor´ıa y los avances tecnolo´gi-
cos. Temas tradicionales como el ca´lculo de valores y vectores propios han
encontrado aplicaciones en problemas tan diversos como la visio´n por compu-
tador o la clasificacio´n de sitios en la red. Pero tambie´n nuevos algoritmos
surgen como respuesta a las necesidades de aplicaciones espec´ıficas y esto hace
que sea necesario volver a la teor´ıa para comprender sus fundamentos[1].
Una de las a´reas del desarrollo cient´ıfico tecnolo´gico en la que la matema´tica
se ha mostrado especialmente u´til es en el campo de las ciencias de la
computacio´n denominado inteligencia artificial y en particular en lo que se
conoce como aprendizaje de ma´quina 1. Una de las definiciones de aprendizaje
1Machine Learning en ingle´s.
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de ma´quina dice que ba´sicamente se trata de programar computadores para
optimizar un criterio de desempen˜o usando datos como ejemplos o experien-
cias pasadas. Se han desarrollado sofisticadas te´cnicas para construir ma´qui-
nas de aprendizaje lineal2 que han resultado exitosas en muchas aplicaciones.
Y entre los diversos problemas del aprendizaje de ma´quina uno de los ma´s
importantes es el problema de la clasificacio´n. Actualmente es muy fa´cil
tener acceso a grandes bases de datos que consisten de colecciones de estos
adecuadamente clasificados (exa´menes me´dicos, clientes bancarios etc.) y el
principal problema que se plantea es construir una funcio´n clasificadora que,
con base en ese conocimiento, clasifique adecuadamente cualquier nuevo dato
que este´ sin clasificar.
El problema no es simple y por lo tanto una primera forma de atacarlo
es considerando el conjunto de posibles funciones clasificadoras como un
conjunto de funciones lineales, pues la teor´ıa de las funciones lineales es
una de las teor´ıas matema´ticas ma´s completas. Y entonces para empezar lo
mejor es considerar el conjunto M formado por los objetos a clasificar como
elementos de un espacio vectorial. Esto lleva directamente a conceptos como
medida de similitud y matrices de similitud.
Una medida de similitud es una funcio´n
k : M×M→ R
con algunas propiedades especiales. Un primer ejemplo de una medida de
similitud sencilla es el producto punto (o interno) cano´nico u · v en Rn.
Es interesante ver co´mo esto lleva ra´pidamente a la construccio´n de algoritmos
como el algoritmo maestro que se explica en el ape´ndice B.
El objetivo del presente trabajo es mostrar como, usando la teor´ıa del a´lgebra
lineal, se van desarrollando teor´ıas y te´cnicas para tratar el problema de la
clasificacio´n. Su modesto propo´sito es lograr que alguien interesado en estos
temas, por ejemplo un estudiante de ingenier´ıa, que no tenga una formacio´n
so´lida en matema´ticas, pueda comprender ra´pidamente como se aplica el
a´lgebra lineal en los problemas ba´sicos del aprendizaje de ma´quina de modo
que pueda avanzar sin muchas dificultades en la comprensio´n de esos temas.
Es por esto por lo que tambie´n se ha tratado de ir construyendo aplicaciones
de software que ayuden a una mejor comprensio´n de los algoritmos.
2Linear Learning Machines por su nombre en ingle´s.
El trabajo hace e´nfasis en los dos aspectos antes mencionados: en lo teo´rico
mostrando, por ejemplo, como se puede demostrar la convergencia de un
algoritmo y en lo pra´ctico con la implementacio´n de los algoritmos para que
se puedan probar con diferentes bases de datos.
Aprendizaje de ma´quina
Hace falta un largo camino para llegar a la realizacio´n del concepto Inteligencia
Artificial, sin embargo el camino inicia con algo llamado aprendizaje de
ma´quina el cual se puede resumir en la figura 1.
Aqu´ı el ser humano proporciona los datos de entrada, ma´s adelante sera´n
llamados datos de entrenamiento, tambie´n el ser humano disen˜a el algoritmo
de aprendizaje y e´ste u´ltimo genera una regla general que explica algu´n






Figura 1: Abstraccio´n del proceso de aprendizaje de ma´quina.
“Se puede comparar mejor la dificultad de esta tarea con el problema de los
nin˜os aprendiendo a ver y hablar a partir del flujo continuo de ima´genes y
sonidos que aparecen en la vida cotidiana.”[6]
Uno de los algoritmos de aprendizaje ma´s importantes, tanto en los inicios de
la era computacional como hoy d´ıa es el perceptro´n, el cual es un elemento
de procesamiento que puede “aprender” una tarea relativamente simple y
combinado, con otras unidades similares, puede aprender problemas arbitra-
riamente complejos [6].3
3Uno de los algoritmos de aprendizaje basados en el perceptro´n es el llamado Ma´quinas
de vectores de soporte.
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El problema del aprendizaje se puede establecer de la siguiente manera: dada
una muestra de taman˜o limitado, encontrar una descripcio´n concisa de los










El aprendizaje supervisado se caracteriza por los datos que recibe, e´stos se
componen de duplas (objeto-etiqueta) y el algoritmo de aprendizaje debera´ ge-
nerar una funcio´n que etiquete correctamente tanto las muestras de entrena-
miento como las muestras que no tienen etiqueta. Cuando se trata de preferen-
cias, la idea es ordenar las muestras de acuerdo con un criterio espec´ıfico y
la tercera clase de aprendizaje supervisado devuelve una funcio´n que realiza
la aproximacio´n de los datos en forma de regresio´n.
En el aprendizaje no supervisado los datos de entrenamiento no tienen etique
ta y el objetivo primario es encontrar la estructura subyacente a los objetos
similares.
El aprendizaje reforzado tiene como entrada un conjunto de triplas (estado-
accio´n-recompensa) y debe aprender a identificar cua´l accio´n elegir en un
estado actual con el objeto de maximizar la recompensa a posteriori.
El problema del aprendizaje de ma´quina esta´ relacionado con la estad´ıstica en
el campo de la inferencia, esto porque partiendo de observaciones particulares
se quiere llegar a descripciones generales. La u´nica diferencia entre el aprendi-
zaje de ma´quina y el enfoque estad´ıstico es que el u´ltimo considera la descrip-
cio´n de los datos en te´rminos de medidas de probabilidad en lugar de una
funcio´n determin´ıstica.4 El aprendizaje de ma´quina para estimar no requiere
un modelo probabil´ıstico de los datos, en su lugar asume que el u´nico intere´s
esta´ en la prediccio´n posterior de nuevas instancias, e´sto a diferencia del
enfoque estad´ıstico el cual pretende clasificar el total de los datos[6]. Los
enfoques mencionados son complementarios y su punto de encuentro es la
teor´ıa de la probabilidad.
4En la estad´ıstica los me´todos de aprendizaje son conocidos como me´todos de
estimacio´n, guardando una relacio´n especial con la estimacio´n no parame´trica.
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Este trabajo esta´ esquematizado en tres partes, la primera es el cap´ıtulo
de hiperplanos separadores la cual habla del perceptro´n[5], primero algunas
generalidades, paso seguido se involucra con la acepcio´n de Rosemblatt y
el teorema de convergencia de la regla de aprendizaje[2]. A continuacio´n
menciona co´mo expresar el perceptron en variables duales[5], donde se utilizan
algunos elementos del ca´lculo diferencial[11], y por u´ltimo define y ejemplifica
los hiperplanos separadores o´ptimos[3].
La segunda parte trata acerca de una propuesta de implementacio´n del
algoritmo de aprendizaje del perceptro´n en lenguaje C.
Por u´ltimo, la parte de los ape´ndices se divide a su vez en dos: la primera
son algunos elementos del a´lgebra lineal[10] utilizados en el cap´ıtulo 1 y la
segunda parte es la descripcio´n del algoritmo maestro[9] que permite entrenar
una funcio´n para clasificar muestras de entrenamiento desde una perspectiva




Sea un conjunto de muestras de entrenamiento {(x1, y1), (x2, y2), . . . , (xN , yN)}
con xi ∈ Rp. Cada una de dichas muestras puede pertenecer a una de dos
clases etiquetadas con 1 y −1, por ende la variable yi ∈ {−1, 1}. Se define
un hiperplano por:
H(β, β0) = {x : f(x) = xTβ + β0 = 0}, (1.1)
donde β es un vector normal al hiperplano y β0 es un escalar. Una regla de
clasificacio´n inducida por f(x) es:
G(x) = signo[xTβ + β0].
Esta clasificacio´n tiene como objeto determinar un hiperplano separador
entre muestras de dos tipos diferentes con la restriccio´n que el hiperplano
es la frontera que separa correctamente las muestras. Se puede reescribir el
enunciado del problema de la siguiente manera:
Dado un conjunto de muestras de entrenamiento de dos clases, el objetivo es
construir el hiperplano (1.1) tan bien como sea posible1.
Para construir f(x) se usara´n algunos elementos de a´lgebra lineal2, obse´rvese
la figura 1.1.
La l´ınea L representa un hiperplano o conjunto af´ın definido por la ecuacio´n
f(x) = xTβ+β0 = 0; en esta ilustracio´n se trabaja en R2 por tanto L es una
l´ınea.
Algunas propiedades de L son:
1Esta frase sera´ precisada en el apartado de Separabilidad lineal en la pa´gina 7
2Para ma´s detalles acerca de los elementos del a´lgebra lineal utilizados, ver ape´ndice A
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Figura 1.1: Elementos vectoriales del hiperplano
1. Para cualquier par de puntos x1, x2 ∈ L, βT (x1 − x2) = 0, por tanto
β∗ = β‖β‖ es el vector unitario normal al hiperplano L.
2. Para cualquier punto x0 ∈ L, βTx0 = −β0.
3. La distancia con signo desde algu´n punto x a L esta´ dada por:





De la propiedad 3. se tiene que f(x) es proporcional a la distancia con signo
desde x al hiperplano definido por f(x) = 0. Para ilustrarse mejor acerca de












Figura 1.2: Hiperplanos separadores con diferente vector director
1.1. EL PERCEPTRO´N: GENERALIDADES 3
1.1. El Perceptro´n: generalidades
Un Perceptro´n es un elemento que procesa datos con base en unas entradas,
una funcio´n y una salida, tambie´n suele ser llamado neurona artificial. En la
figura 1.3 se puede apreciar un esquema del elemento en cuestio´n.










Figura 1.3: Esquema general de un perceptro´n.
Existen varios mecanismos para calcular la salida de un perceptro´n. El valor
de salida del elemento de procesamiento de la figura 1.3 se calcula en te´rminos
de un vector de entrada x = (1, x1, x2, . . . , xp) y los pesos dados por un vector
intr´ınseco β = (β0, β1, β2, . . . , βp). Matema´ticamente, la salida del perceptro´n
es una funcio´n de sus entradas y sus pesos,
y = G(x, β). (1.2)
Una funcio´n particular de salida es una combinacio´n lineal (producto punto)
entre el vector de entrada x y el vector de pesos β. Para un elemento como






= G(x · β), (1.3)
donde G es alguna funcio´n lineal o no lineal. El producto punto tiene una
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se puede ver que entre mayor es el producto punto (asumiendo longitudes
fijas de x y β) ma´s similares son los dos vectores pues es menor el a´ngulo que
forman; debido a esto el producto punto se puede ver como una medida de
similaridad.
Existen otras formas de calcular la salida del perceptro´n, entre ellas se pueden
mencionar conexiones de media-varianza o conexiones mini-max, sin embargo
no son el objeto de estudio en este texto.
Arquitectura
Como ya se ha visto, un perceptro´n simple tiene un nu´mero p de entradas
xi y una salida y. Cada una de las entradas tiene un peso asociado βi. Hay
tambie´n un para´metro adicional β0 llamado bias el cual siempre tiene un
peso asignado de 1. El perceptro´n, o neurona artificial, es un dispositivo
anticipativo3 es decir, las conexiones esta´n dirigidas desde la entrada hacia
la salida del perceptro´n4.
3Feedforward device en el original en ingle´s.
4Este fragmento del texto esta´ basado en [8]
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Regla de actividad
La regla de activacio´n tiene dos pasos, a saber:






donde p es la dimensio´n del vector x y esta´ impl´ıcito el peso 1 para el
bias; si este u´ltimo no se incluye, la suma inicia en i = 1.
2. La salida y se establece como una funcio´n de a, f(a), que depende del
valor calculado en el primer paso (activacio´n). Existen varias posibilida-
des para f(a) o funcio´n de activacio´n, entre ellas esta´n:
a) Funciones de activacio´n determin´ıstica
i. Lineal.
ii. Sigmoide (funcio´n log´ıstica).
iii. Sigmoide (tanh).
iv. Funcio´n de umbral (Threshold function).
b) Funciones de activacio´n estoca´sticas: y es seleccionada estoca´stica-
mente de ±1
i. Ban˜o caliente.
ii. La regla Metro´polis.
En este documento se trabaja con la funcio´n de activacio´n determin´ıstica
lineal y(a) = a.
6 CAPI´TULO 1. HIPERPLANOS SEPARADORES
1.2. El Perceptro´n de Rosenblatt
Algoritmo de aprendizaje
El algoritmo de aprendizaje del Perceptro´n intenta encontrar un hiperplano
separador al minimizar la distancia de los puntos mal clasificados a la frontera
de decisio´n. Si un dato xi esta´ mal clasificado, entonces
(βTxi + β0)yi < 0
ya sea que la etiqueta correcta para xi sea 1 o −1. Ahora, teniendo en cuenta
las distancias con signo, el objetivo sera´ minimizar:




Txi + β0) (1.6)
donde M indexa el conjunto de puntos mal clasificados. La cantidad D(β, β0)
es no-negativa y proporcional a la distancia de los puntos mal clasificados
a la frontera de decisio´n definida por βTx + β0 = 0. En la Figura 1.4 se
visualiza como es la funcio´n D, para un conjunto arbitrario de muestras de
entrenamiento, en te´rminos de β0 y el a´ngulo de inclinacio´n (del hiperplano).
Al optimizar dicha funcio´n se debe encontrar un par β, β0 tal que la distancia,
de los puntos mal clasificados a la frontera de decisio´n, determinada por β, β0,













El algoritmo de Rosenblatt usa descenso de gradiente estoca´stico para minimi-
zar por partes este criterio lineal. Esto significa que, en lugar de calcular la
suma de las contribuciones al gradiente de cada muestra seguida por un
paso en la direccio´n del gradiente negativo, se da un paso despue´s de visitar
cada muestra. Por tanto las muestras mal clasificadas se visitan en alguna




















Figura 1.4: Funcio´n D(β, β0)
donde ρ es la razo´n de aprendizaje la cual, en este caso, se puede tomar como
1 sin pe´rdida de generalidad[5].
Separabilidad lineal
Supo´ngase la existencia de N puntos xi ∈ Rp en cualquier posicio´n con
etiquetas de clase yi ∈ {−1, 1}. No´tese un hiperplano por
f(x) = xTβ1 + β0 = 0
o´ en una notacio´n ma´s compacta βTx∗ = 0, donde x∗ = (x, 1) y β = (β1, β0).
Sea zi =
x∗i






, el conjunto de datos





Figura 1.5: Hiperplano separador
Supo´ngase que βsep existe, por tanto todos las muestras en forma de cuadrado
(ver figura 1.5) cuya etiqueta es −1 se notan
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(xi, yi) tal que yi = −1
al realizar el producto punto βTsepx
∗
i < 0 porque produce la distancia con
signo desde la posicio´n de la muestra hasta el hiperplano determinado por
βsep.
Al multiplicar la etiqueta yi por la distancia con signo da como resultado un
nu´mero positivo.
De igual manera pasa con las muestras© cuyas etiquetas son +1, al multiplicar
su etiqueta yi por la distancia signada se produce un nu´mero positivo.
Se puede concluir entonces que las muestras son separables linealmente cuando




i ≥ 0, ∀i.
1.2.1. Teorema de convergencia de la regla de aprendizaje
del Perceptro´n
Teorema Si existe un hiperplano indicado por βsep que cumple con la condi-
cio´n de separabilidad lineal entonces, para cualquier vector β0sep inicial, la
regla de aprendizaje del Perceptron convergera´ a un vector βsep (no necesaria-
mente u´nico) que proporciona la etiqueta correcta para todos los puntos (mues-
tras de entrenamiento) y esta convergencia ocurrira´ en un nu´mero finito de
pasos [2].
Demostracio´n
Sean los siguientes conjuntos:
L+ = {x : βTsepx > 0}
y
L− = {x : βTsepx < 0}.
Las muestras se dividen en dos clases, la positiva L+ cuyos elementos tienen
distancia con signo positivo hasta el hiperplano separador, y la negativa L−
cuyos elementos cumplen la condicio´n contraria.
Sea −L− = {−x : x ∈ L−}. Se define un nuevo conjunto de muestras
M = L+ ∪ −L−
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que abarca la totalidad de las muestras de entrenamiento y que cumple con
βTsepxi > 0 si xi ∈M
luego la respuesta de la funcio´n f(x) = βTsepx sera´ positiva mientras x este´ en
el conjunto M .
Si la respuesta de la funcio´n es incorrecta para una muestra de entrenamiento





La esencia de la demostracio´n es mostrar que la secuencia de vectores de
entrenamiento, que obligan a una actualizacio´n de βsep, es finita.
Deno´tese el hiperplano inicial como β0sep y β
i
sep, i ∈ Z+ como las modificacio-
nes subsiguientes. Si x0 es la primera muestra de entrenamiento que produjo
una respuesta incorrecta de la funcio´n, entonces
β1sep = β
0




Cuando se examina la muestra xi pueden ocurrir dos posibilidades:
(βisep)
Txi > 0
en cuyo caso βisep no sera´ modificado, o´
(βisep)
Txi < 0
caso cuando se debera´ modificar βisep.





cado. El siguiente βsep, despue´s del inicial, lo proporciona la fo´rmula de
recurrencia, βi+1sep = β
i
sep + xi, del algoritmo:
β2sep = β
1




Llevando la fo´rmula de recurrencia hasta un paso arbitrario k, βk−1sep cambia-
ra´ si y solo si la muestra de entrenamiento xk−1 produce una respuesta
incorrecta al clasificarla con βk−1sep , produciendo as´ı β
k
sep. Combinando los
cambios sucesivos desde β0sep se obtiene
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βksep = β
0
sep + x0 + x1 + · · ·xk−1.
Ahora se muestra que k no puede ser arbitrariamente grande.
Sea β∗sep un hiperplano tal que (β
∗
sep)
Tx > 0, ∀x : x ∈M .
Sea m = min{(β∗sep)Tx}, donde el mı´nimo se toma teniendo en cuenta todas
las muestra de entrenamiento en M , i.e., m es la distancia con signo ma´s
corta desde la muestra hasta β∗sep. Este mı´nimo existe siempre y cuando solo





sep + x0 + x1 + · · ·+ xk−1].β∗sep (1.7)
βksep.β
∗
sep ≥ β0sep.β∗sep + km (1.8)
esto porque (β∗sep)
Txi ≥ m, xi ∈M .
Ahora se tiene βksep.β
∗














Esto muestra que el cuadrado de la norma de βksep crece ma´s ra´pido que k
2,
donde k representa la cantidad de veces que cambio´ β0sep.
Ahora se debe acotar ‖βksep‖2 para mostrar que no crece indefinidamente. Sea
βksep = β
k−1
sep + xk−1 (1.10)
y esta modificacio´n esta´ ocurriendo porque
(βk−1sep )
Txk−1 ≤ 0 (1.11)
es decir, quedo´ mal clasificada la muestra de entrenamiento.
De 1.10 se tiene
‖βksep‖2 = ‖βk−1sep ‖2 + 2(βk−1sep )Txk−1 + ‖xk−1‖2
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y por 1.11 se tiene que
‖βksep‖2 ≤ ‖βk−1sep ‖2 + ‖xk−1‖2. (1.12)
Ahora, sea N = max
x∈M
{‖x‖2}, y expandiendo la fo´rmula recursiva:
‖βksep‖2 ≤ ‖βk−1sep ‖2 + ‖xk−1‖2 (1.13)
‖βksep‖2 ≤ ‖βk−2sep ‖2 + ‖xk−2‖2 + ‖xk−1‖2 (1.14)
... (1.15)
‖βksep‖2 ≤ ‖β0sep‖2 + ‖x0‖2 + · · ·+ ‖xk−1‖2 (1.16)
‖βksep‖2 ≤ ‖β0sep‖2 + kN. (1.17)
As´ı, el cuadrado de la norma crece menos ra´pido que una funcio´n lineal en






≤ ‖βksep‖2 ≤ ‖β0sep‖2 + kN. (1.18)
De aqu´ı se puede concluir que ‖βksep‖2 esta´ acotado, por ende lo esta´ la
cantidad de veces que β0sep cambia para llegar a ser β
∗
sep.
Ahora, en aras de simplificar, asu´mase (sin pe´rdida de generalidad) que
β0sep = 0. Entonces el nu´mero ma´ximo de veces que β
0











Asumiendo que β∗sep existe y su norma es 1, el nu´mero ma´ximo de actualizacio-
nes realizadas es N
m2
, sin embargo se debe tener en cuenta que se pueden
requerir muchos ca´lculos ma´s porque un nu´mero muy pequen˜o de vectores
pueden generar errores durante cualquier iteracio´n del entrenamiento. Como
βsep es desconocido, y por endem tambie´n se ignora, el nu´mero de actualizacio-
nes no puede preestablecerse a partir de la desigualdad (1.20).
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Debe tenerse en cuenta que no hay requisito que limite el nu´mero de muestras
de entrenamiento. De otro lado, cuando la norma de estos vectores es muy
pequen˜a, causa que m sea pequen˜o lo cual redunda en un nu´mero grande de
actualizaciones. Los valores reales de los vectores tampoco importan, la regla
de aprendizaje requiere que βsep sea actualizado por el vector de entrada xi
(o´ un mu´ltiplo) cada vez que la respuesta de la funcio´n sea incorrecta.
Algunas variaciones del taman˜o del paso de aprendizaje son[2]:
1. Asignar a la razo´n de aprendizaje ρ alguna constante no negativa5,
2. Si se trabaja con el valor ρ = 1‖x‖ la actualizacio´n implicara´ un vector
unitario
3. Usar ρ = x.β‖x‖2 ocasionara´ que el hiperplano cambie lo justo para que la
muestra x quede bien clasificada.
Minsky establece el valor de β0sep a un vector de entrenamiento arbitrario.
Otros autores indican, usualmente, valores aleatorios.
Conclusiones
Existen ciertos problemas con este algoritmo[5]:
1. Cuando los datos son separables, hay muchas soluciones y aquella que
se encuentra depende de los valores iniciales.
2. El nu´mero finito de pasos puede ser muy grande. Entre ma´s pequen˜o sea
el margen de separacio´n, mayor sera´ el tiempo necesario para encontrarlo.
3. Cuando los datos no son separables, el algoritmo no convergera´ y hara´
muchos ciclos. Cada ciclo puede ser muy largo y dificil de detectar.
El tercer problema puede eliminarse, en muchas ocasiones, buscando un
hiperplano en un espacio distinto al original, mucho ma´s grande, el cual se
puede obtener llevando los datos a un espacio de caracter´ısticas de dimensio´n
mucho mayor. Esta idea es la base de la teor´ıa de las ma´quinas de vectores
de soporte (SVM).
Para solucionar el primer problema, se deben agregar restricciones adicionales
al hiperplano separador.
5Minsky inicia establecie´ndola espec´ıficamente en 1[2].
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1.3. El Perceptro´n en variables duales
De acuerdo al algoritmo del perceptro´n, al inicio se tiene un vector β0sep = 0 y
modifica´ndolo sucesivamente mediante adicio´n, solamente cuando ocurre un
error de clasificacio´n con la muestra actual, se llega al hiperplano separador
β∗sep. Sin embargo, mirando desde otro punto de vista cada solucio´n, despue´s
de la primera iteracio´n β isep, tiene la forma:
β isep = α1x1 + α2x2 + . . .+ αNxN . (1.21)
Es decir, el vector solucio´n es una combinacio´n lineal de las muestras de
entrenamiento que han influido en su formacio´n, v´ıa suma, mediante el criterio
de clasificacio´n.
Ahora, en lugar de buscar los n pesos para establecer el hiperplano en el
espacio de muestras Rn
β∗sep = (β1, β2, . . . , βn),
se buscara´n los M pesos correspondientes para configurar la combinacio´n





y a esto se le llamara´ el espacio dual de variables.












Esta operacio´n requiere conocer la funcio´n de producto punto entre las mues-
tras de entrenamiento. Con base en (1.23) se puede inferir la existencia de
una matriz de la siguiente forma:
k =
 〈x1,x1〉 · · · 〈x1,xN〉... . . . ...
〈xN ,x1〉 · · · 〈xN ,xN〉
 . (1.24)
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la matriz (1.24) contiene todos los productos internos de todas las muestras
de entrenamiento entre s´ı. De manera simbo´lica, cada posicio´n kij de la matriz
esta dada por
kij = 〈xi,xj〉
y esta matriz es un kernel, nocio´n en la cual se basa el macroalgoritmo del
perceptron en variables duales.
1.4. Hiperplanos separadores o´ptimos
El hiperplano separador encontrado, tal como se sen˜ala en las conclusiones6,





Figura 1.6: Varios hiperplanos separadores
Esto ocurre porque el u´nico criterio que se tuvo en cuenta para encontrarlo
fue la correcta clasificacio´n de las muestras mas no la mejor clasificacio´n;
esto sin contar con que el resultado final depende de la asignacio´n inicial,
arbitraria, que se le haga a β. Cuando se habla de hiperplano separador
o´ptimo se esta´ queriendo encontrar un hiperplano que, adema´s de separar
correctamente las muestras de entrenamiento, sea u´nico y, tambie´n, que
maximice el margen entre las dos clases de muestras; todo esto para obtener
un mejor rendimiento en la clasificacio´n sobre los datos de prueba[5].
De acuerdo con Vapnik, el hiperplano separador o´ptimo separa las dos clases
y maximiza la distancia al punto o puntos ma´s cercanos de cada clase. La
6Ver pa´gina 12.
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i β + β0) ≥M, i = 1, . . . , N.
(1.25)
¿Cua´l es el hiperplano, dado por β y β0, siendo β un vector unitario y β0 un
escalar, tal que la distancia con signo de cualquier muestra de entrenamiento
a dicho plano sea como mı´nimo M?
Figura 1.7: Distancia mı´nima M de las muestras al hiperplano
Las condiciones del problema aseguran que todos los puntos esta´n, al menos,
a una distancia M de la frontera de decisio´n definida por el hiperplano y se
busca el M ma´s grande.
Partiendo de la restriccio´n ‖β‖ = 1,
yi(x
T











Sea β˜ = β
M
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β˜ es el vector β escalado, entonces buscar cualquiera de los dos es equivalente.
Ahora, entre ma´s grande sea M , ma´s pequen˜a sera´ la norma de β˜. Teniendo








i β + β0) ≥ 1, i = 1, . . . , N.
(1.29)
Basa´ndose en la propiedad (3), enunciada en la pa´gina 2, de L (la distancia
con signo desde alguna muestra xi al hiperplano) se puede decir que la




Figura 1.8: Margen del hiperplano
Por lo anterior se deben encontrar β y β0 que maximicen dicho ancho. Este es
un problema de optimizacio´n convexa (criterio cuadra´tico con restricciones
de desigualdad lineales) llamado problema primal. Tiene la desventaja de ser
computacionalmente costoso. La funcio´n de Lagrange (primal) que sera´ mini-









i β + β0)− 1]. (1.30)
Derivando parcialmente e igualando dichas derivadas a cero, se obtiene:
7El requisito de que un vector β en Rn sea unitario se puede establecer en varias formas
equivalentes: ‖β‖ = 1, βTβ = 1 o´ ‖β‖2 = 1 [7].









y al substituir estas en (1.30), despue´s de los ca´lculos (1.34) y (1.35) se













sujeto a αi ≥ 0. (1.33)
Es importante observar que en la funcio´n dual solamente aparecen los productos
punto entre todos los patrones xi de aprendizaje.







































Usando la segunda derivada parcial 0 =
∑N
i=1 αiyi:






























































La solucio´n que se obtiene maximizando LD en el ortante positivo
8, un
problema de optimizacio´n convexa9 ma´s sencillo el cual puede ser solucionado
con software esta´ndar. Adema´s la solucio´n debe satisfacer las condiciones de
Karush-Kuhn-Tucker, las cuales incluyen (1.31), (1.32), (1.33) y
αi[yi(x
T
i β + β0)− 1] = 0 ∀i. (1.36)
En (1.36) se puede ver que:
1. si αi > 0, entonces yi(x
T
i β + β0) = 1 o, en otras palabras, xi esta´ sobre
el borde del margen;
2. si yi(x
T
i β + β0) > 1, xi no esta´ sobre dicho borde y αi = 0.
En (1.31) se puede ver que el vector solucio´n β esta´ definido en te´rminos de
una combinacio´n lineal de los vectores de soporte xi - es decir, los puntos
que esta´n sobre el borde del margen para los cuales cada αi > 0. En la
8En geometr´ıa, un ortante o hiperoctante es el ana´logo, en un espacio Euclidiano
n-dimensional, de un cuadrante en el plano o de un octante en tres dimensiones.
9En esencia la funcio´n convexa significa que tiene un u´nico mı´nimo global.
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figura 1.9 se muestra un hiperplano separador o´ptimo con tres puntos de
soporte. Siguiendo esta idea, β0 se calcula al resolver 1.36 para cualquiera de
los puntos de soporte.
M
Figura 1.9: Hiperplano separador o´ptimo con el margen ma´ximo de
separacio´n entre las dos clases.
El hiperplano separador o´ptimo produce una funcio´n fˆ(x) = xT βˆ + βˆ0 para
clasificar nuevas muestras; entonces se construye la funcio´n
Gˆ(x) = signofˆ(x) (1.37)
la cual devuelve la etiqueta calculada para la muestra x.
Debe tenerse en cuenta que al construir el hiperplano con su margen maximi-
zado, no quedan muestras de entrenamiento al interior de dicho margen, sin
embargo cuando se esta´n clasificando muestras nuevas, es posible que caigan
en el interior, es por esto que surge la idea de “a mayor margen sobre las
muestras de entrenamiento, mejor separacio´n sobre las muestras nuevas”[5].
La descripcio´n de la solucio´n en te´rminos de los vectores de soporte parece
sugerir que el hiperplano o´ptimo se enfoca ma´s sobre las muestras que impor-
tan y soporta mejor una mala especificacio´n del modelo[5].
A continuacio´n se muestra un ejemplo que pretende ilustrar el enfoque de la
solucio´n del problema dual.
1.4.1. Ejemplo
El siguiente ejemplo juguete es la construccio´n de un hiperplano separador[3].
Para el conjunto de muestras de entrenamiento de la figura 1.10, encontrar
el hiperplano separador.
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x3
x1x2
Figura 1.10: Muestras de entrenamiento.
X =
{(
(1, 2),−1), ((−1, 2),−1), ((−1,−2), 1)} (1.38)
La caja de herramientas necesarias para resolver el ejercicio son las ecuaciones
(1.31), (1.32), (1.33) y (1.36). Se inicia con la funcio´n dual la cual se calcula
por partes. La primera se expresa as´ı:
3∑
i=1
αi = α1 + α2 + α3. (1.39)










1 x1 + α1y1α2y2 x
T





2 x1 + α2y2α2y2 x
T





3 x1 + α3y3α2y2 x
T
3 x2 + α3y3α3y3 x
T
3 x3.
Despue´s de hacer los reemplazos, con base en el conjunto de muestras (1.38),













3 + 6α1α2 + 10α1α3 + 6α2α3 (1.40)
Al reunir las expresiones (1.39) y (1.40) en la expresio´n completa se obtiene:







3 + 6α1α2 + 10α1α3 + 6α2α3
]
. (1.41)
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Esta es la funcio´n que se debe minimizar y normalmente se ingresa a un
software especializado que realiza el proceso de optimizacio´n. Trabajando
de forma manual se utilizara´n las condiciones de Karush-Kuhn-Tucker para





0 = α1(−1) + α2(−1) + α3(1)
0 = −α1 − α2 + α3
α3 = α1 + α2. (1.42)
Al reemplazar (1.42) en (1.41) y simplificar queda una funcio´n en dos variables
mucho ma´s sencilla de optimizar:
LD = 2α1 + 2α2 − 1
2
[





La funcio´n (1.43) se puede optimizar con derivadas parciales[11]:
∂LD
∂α1
= 2− 20α1 − 16α2 = 0,
∂LD
∂α2
= 2− 16α1 − 16α2 = 0.
(1.44)
Cuando se resuelve el sistema (1.44), α1 = 0 y α2 =
1
8




. Como se puede ver, los vectores de soporte son la segunda
y tercera muestras (x2 y x3). Ahora, con (1.31) se puede establecer β como
combinacio´n lineal de los vectores de soporte:











































Ahora se utiliza (1.28) y se tiene
M = 1‖β‖
M = 2 (1.46)
lo cual indica que el margen de separacio´n de las muestras es de 2 unidades.
Lo u´ltimo que falta por calcular del hiperplano es β0. E´ste ca´lculo se realiza
utilizando la restriccio´n (1.36) reemplazando alguna muestra arbitraria x
cuyo α sea diferente de cero (un vector de soporte), en este caso x2:
α2[y2(x
T








]− 1] = 0
1− β0 − 1 = 0
β0 = 0.
Entonces la funcio´n indicadora del hiperplano separador es



























Figura 1.11: Hiperplano calculado que separa las muestras de entrenamiento.
El hiperplano generado por f(x) se muestra en la figura 1.11. El ma´rgen es




Despue´s de navegar a trave´s del desarrollo matema´tico en el cap´ıtulo 2 se pasa
a la implementacio´n, o puesta en pra´ctica, del algoritmo de aprendizaje del
Perceptro´n. En primer lugar se presentara´ un diagrama de contexto el cual
permitira´ identificar los elementos de procesamiento de datos necesarios para
la programacio´n en un lenguaje. A continuacio´n se presenta una especificacio´n
de funcio´n con precondicio´n, invariante y postcondicio´n; paso seguido se
muestra una especificacio´n en seudo-co´digo para concluir con una implemen-
tacio´n en lenguaje C. Posterior a esto se describe una variacio´n del algoritmo
en variables duales propuesto en [6] y por u´ltimo un algoritmo descrito como
algoritmo clave el cual trabaja con funciones kernel para generar la funcio´n
clasificadora.




Figura 2.1: Diagrama de contexto del algoritmo de aprendizaje del Perceptro´n
Donde M representa el conjunto de las muestras de entrenamiento y se
especifica en duplas (xi, yi).
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M = {(x1, y1), (x2, y2), . . . , (xN , yN)}
La primera parte de la dupla, xi, representa un vector en el espacio de
caracter´ısticas que a su vez representa la muestra espec´ıfica suceptible de
clasificacio´n. La segunda parte, yi, representa la etiqueta preestablecida para
la muestra en cuestio´n.
Los elementos β y β0 son los componentes de la funcio´n clasificadora f(x)
que especificara´ la frontera de decisio´n una vez finalizado el algoritmo de
aprendizaje, esto solamente si las muestras en M representan un conjunto
linealmente separable.
f(x) = βT· x + β0
2.2. Especificacio´n de funcio´n
{Precondicio´n:







ρ = 1 (0 < ρ ≤ 1) }
{Invariante:
Calcular la respuesta para la muestra: yic = β
T· xi + β0
Si la respuesta es diferente a la etiqueta yic 6= yi
entonces actualizar β, β0 β ← β + ρ yixi,
β0 ← β0 + ρyi
1 ≤ i ≤ N }
{Postcondicio´n:
yic > 0 ∀i : 1 ≤ i ≤ N
El hiperplano separa correctamente todas las muestras }
2.3. MACROALGORITMO 27
2.3. Macroalgoritmo
Paso 0 Inicializar el hiperplano.
(Por simplicidad, establecer el hiperplano en cero)
Establecer tasa de aprendizaje ρ : (0 < ρ ≤ 1)
(Por simplicidad, ρ puede ser establecido en 1)
Paso 1 Mientras la condicio´n de parada sea falsa, hacer los pasos 2-6.
Paso 2 Para cada muestra (xi, yi) realizar los pasos 3-5
Paso 3 Establecer la muestra a procesar xi
Paso 4 Calcular la respuesta del hiperplano actual a la muestra
en proceso yic = β0 +
∑
j xjβ j
Paso 5 Actualizar el hiperplano si ocurrio´ un error para la mues-
tra actual
(Si yic.yi < 0, ACTUALIZAR HIPERPLANO)
→ (β = β + ρ yix)
→ (β0 = β0 + ρ yi)
Paso 6 Verificar condicio´n de parada
(Si los pesos no cambiaron en el Paso 2, FIN)
(de lo contrario, CONTINUAR)
El algoritmo solamente actualiza el hiperplano cuando la muestra actual no
queda bien clasificada. La expresio´n yic se refiere a la etiqueta calculada, de
acuerdo al hiperplano actual, para la muestra xi.
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2.4. Implementacio´n en lenguaje C (propuesta)
void perceptron(double M[N][2], double y[N], int cantMuestras,
double Beta[2], double Beta0) {










Paso 2 Recorrido sobre las muestras
for(i=0; i<cantMuestras;i++)
{
Paso 3 Muestra a procesar
/* La muestra en la posicio´n i sera´ procesada */
Paso 4 Calcular respuesta hiperplano actual
Yic = Beta0 + (M[i][0] * Beta[0] + M[i][1] * Beta[1]);
Paso 5 Actualizar hiperplano
if (Yic * y[i] < 0)
{
Beta[0] = Beta[0] + rho * y[i] * M[i][0];
Beta[1] = Beta[1] + rho * y[i] * M[i][1];
Beta0 = Beta0 + rho * y[i];
existeError = true; }
}
contadorIteraciones++;
Paso 6 Fin ciclo principal
}
while(existeError && contadorIteraciones < MAX ITER);
} /* Fin de la funcio´n perceptron */
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Se presento´ una funcio´n que recibe como para´metros de entrada un arreglo
con muestras en R2, otro arreglo paralelo al primero con etiquetas y una
variable que describe la cantidad de muestras. Como para´metro de salida se
encuentra el arreglo β y el bias β0, Beta y Beta0 respectivamente.
Se introduce la variable contadorIteraciones con el objeto de llevar la
cuenta de las iteraciones del ciclo do. . .while. Esto para evitar que el algo-
ritmo se quede en un loop infinito en caso de las muestras no ser linealmente
separables. Para el caso de la implementacio´n se fija la constante de ma´ximo
de iteraciones (MAX ITER) en 5000, sin embargo se puede configurar dicho
valor.
La constante N es arbitraria, fijando la capacidad de los arreglos para contener
las muestras de entrenamiento en 100; Esto porque se trata de una implemen
tacio´n dida´ctica, de querer trabajar con un conjunto de muestras significativa
mente grande se deben buscar alternativas de memoria dina´mica.
2.5. Macroalgoritmo (en variables duales)
Paso 0 Inicializar el vector de pesos α.
(Establecer el vector de pesos en cero)
Establecer tasa de aprendizaje ρ : (0 < ρ ≤ 1)
(Por simplicidad, ρ puede ser establecido en 1)
Paso 1 Mientras la condicio´n de parada sea falsa, hacer los pasos 2-6.
Paso 2 Para cada muestra (xi, yi) realizar los pasos 3-5
Paso 3 Establecer la muestra a procesar xi
Paso 4 Calcular la respuesta del hiperplano actual a la muestra
en proceso yic = β0 +
∑N
j=1 αj〈xi,xj〉
Paso 5 Actualizar el i-e´simo componente del vector de pesos si
ocurrio´ un error para la muestra actual
(Si yic.yi < 0, ACTUALIZAR VECTOR DE PESOS)
→ (αi = αi + ρ yi)
→ (β0 = β0 + ρ yi)
Paso 6 Verificar condicio´n de parada
(Si los pesos no cambiaron en el Paso 2, FIN)







A.1. El producto punto
El objetivo de esta seccio´n es reformular los conceptos geome´tricos de longitud,
distancia y a´ngulo en te´rminos de vectores. Estas magnitudes pueden ser















el producto punto u · v se define mediante:
u · v = u1v1 + u2v2 + · · ·+ unvn. (A.1)
En pocas palabras, u · v es la suma de los productos de los componentes
correspondientes de u y de v, entonces para que dicho producto este´ definido,
ambos vectores deben tener el mismo nu´mero de componentes. El resultado
de realizar esta operacio´n es un escalar, por esto u · v tambie´n es conocido
como producto escalar de u y v.
El producto punto de vectores en Rn es un caso especial de producto interno.
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Teorema A.1.1 Propiedades del producto punto
1. u · v = v · u
2. u · (v + w) = u · v + u ·w
3. (cu) · v = c(u · v)
4. u · u ≥ 0 y u · u = 0 si y solo si u = 0
Demostracio´n del teorema A.1.1












 y con base en
la definicio´n de producto punto:
u · v = u1v1 + u2v2 + · · ·+ unvn,
cada componente de los vectores es un escalar y el producto entre
escalares es conmutativo, por ende:
u · v = v1u1 + v2u2 + · · ·+ vnun
y esto no es otra cosa sino v · u. Por ende, el producto punto es
conmutativo aprovechando la conmutatividad de los escalares.







con el concepto de suma de vectores:




















u · (v + w) = u1(v1 + w1) + u2(v2 + w2) + · · ·+ un(vn + wn),
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ahora, aplicando la propiedad de distribucio´n de la multiplicacio´n en
la suma, de los escalares:
u · (v + w) = u1v1 + u1w1 + u2v2 + u2w2 + · · ·+ unvn + unwn,
y por u´ltimo, aplicando la propiedad conmutativa de la suma en los
escalares:
u · (v + w) = u1v1 + u2v2 + · · ·+ unvn + u1w1 + u2w2 + · · ·+ unwn.
Al aplicar la definicio´n de producto punto se obtiene el resultado esperado:
u · (v + w) = u · v + u ·w















(cu)v = cu1v1 + cu2v2 + · · ·+ cunvn
En esta serie se puede sacar factor comu´n c:
(cu)v = c(u1v1 + u2v2 + · · ·+ unvn)
y usando nuevamente la definicio´n de producto punto:
(cu)v = c(uv)
Para la parte 4:
u · u = u1u1 + u2u2 + · · ·+ unun, (A.2)
donde cada ui, con 1 ≤ i ≤ n e i ∈ N, es un escalar en R. Al multiplicar
ui por s´ı mismo se obtiene siempre un real positivo.





y la suma de n reales positivos da un real positivo.
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En caso de un escalar ui pertenecer a los complejos, la definicio´n de
producto escalar para un vector con algu´n componente complejo es:
u · u = u1u1 + u2u2 + · · ·+ uiui + · · ·+ unun
En este caso, ui es un componente complejo de la forma a+ ib y ui es
su conjugado quedando de la forma a− ib, donde a, b ∈ R e i = √−1.
Cuando se realiza la multiplicacio´n:
uiui = (a+ ib)(a− ib)
= a2 − i2b2
= a2 − (−1)b2
= a2 + b2.
Se observa que el resultado es la suma de dos reales positivos, lo cual
da un real positivo. En conclusio´n, cada uno de los te´rminos de la
suma A.2 es positivo, en consecuencia el resultado es positivo. Usando
esta conclusio´n, la u´nica forma en la que dicha suma puede ser cero
es cuando todos sus te´rminos son cero y esto solo puede ser si cada
componente del vector es cero, lo cual ocurre solamente con el vector
cero del espacio correspondiente.






Figura A.1: Longitud de un vector
Recordando el caso de las longitudes en el plano, e´stas se calculan con el
teorema de Pita´goras:
longitud de v =
√
a2 + b2.
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, se puede expresar a2 + b2 como el producto punto v · v:
v · v = aa+ bb = a2 + b2,
entonces la longitud de v o norma de v (‖v‖) se expresa
‖v‖ = √v · v.








la longitud o norma de dicho vector es:




2 + · · ·+ v2n. (A.3)
El resultado de la operacio´n es un escalar que pertenece a los reales, adema´s
recue´rdese que v · v ≥ 0.
‖v‖ = √v · v
‖v‖2 = v · v (A.4)
La norma de un vector en Rn siempre es un real positivo, dicha norma es
cero solamente cuando se calcula con el vector 0.
Teorema A.2.1 Propiedades de la norma
1. ‖v‖ = 0 si y solo si v = 0
2. ‖cv‖ = |c| ‖v‖
38 APE´NDICE A. A´LGEBRA LINEAL
Demostracio´n del teorema A.2.1
El teorema A.1.1 en su parte 4 dice que v · v = 0 si y solamente si v = 0
y como ‖v‖ = √v · v entonces la parte 1 del teorema A.2.1 se da como
consecuencia inmediata. Para la parte 2 se tiene:
‖cv‖2 = (cv)(cv) = c2(v · v) = c2 ‖v‖2
esto usando la parte 3 del teorema A.1.1. Luego, basa´ndose en el hecho de
que
√
c2 = |c| para todo c ∈ R y sacando ra´ız cuadrada a ambos lados de la









‖cv‖ = |c| ‖v‖
A.3. Vectores unitarios
Un vector de longitud 1 se llama vector unitario. En R2, el conjunto que
comprende todos los vectores unitarios se puede graficar como el c´ırculo con







Figura A.2: C´ırculo unitario y algunos vectores unitarios
El c´ırculo se conoce comu´nmente como el c´ırculo unitario y se puede demos-
trar que todo vector diferente de cero siempre tiene un vector unitario que
apunta en la misma direccio´n:


















De lo anterior se concluye que para cualquier vector v, al dividirlo por su
norma ‖v‖, se produce un vector u el cual es unitario. Lo mismo que decir
dividir por la norma es multiplicar por 1‖v‖ . Como
1
‖v‖ es un escalar positivo,
no cambia la direccio´n de v. Al proceso de encontrar un vector unitario u




Figura A.3: Normalizacio´n de un vector
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A.4. Desigualdad de
Cauchy-Bunyakovsky-Schwarz
Para cualquier par de vectores u,v ∈ Rn se tiene |u · v| ≤ ‖u‖‖v‖. El valor
absoluto del producto punto entre dos vectores es menor o igual al producto
de las longitudes de los mismos vectores.
Demostracio´n
Sean los vectores u,v,w ∈ Rn y x un escalar. Sea w = xu + v. Con base en
el teorema A.1.1 en su parte 4 se tiene que:
w ·w ≥ 0 (A.5)
(xu + v) · (xu + v) ≥ 0
x2 u · u + 2xu · v + v · v ≥ 0 (A.6)
La desigualdad ≥ consta de dos partes: igual a y mayor que. La primera
parte, la igualdad a cero, viene dada por el teorema A.2.1 en su primera
parte: w ·w = 0 si y solamente si w = 0.
la segunda parte, w · w > 0 utiliza el escalar x para argumentar que la
ecuacio´n cuadra´tica resultante debe tener solamente soluciones complejas




Figura A.4: Funcio´n cuadra´tica positiva
f(x) = x2 u · u + 2xu · v + v · v
La ecuacio´n cuadra´tica (A.5) tendra´ solamente valores positivos cuando la
cantidad subradical de la solucio´n sea negativa, esto para garantizar las
soluciones complejas:
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a = u · u
b = 2 u · v




Para obtener lo deseado, se requiere que:
b2 − 4ac ≤ 0
b2 ≤ 4ac
colocando todo en te´rminos de los vectores
(2 u · v)2 ≤ 4 u · u · v · v
utilizando (A.4)
4 (u · v)2 ≤ 4 ‖u‖2 ‖v‖2
usando la definicio´n de valor absoluto |x| = √x2 y aplicando ra´ız cuadrada
a ambos lados de la desigualdad
|u · v| ≤ ‖u‖ ‖v‖ (A.7)
queda la desigualdad que se debe cumplir para que la propiedad (A.5) enun-




Figura A.5: Descripcio´n geome´trica de desigualdad triangular
Se puede observar que la longitud del vector u + v es menor a la suma de
las longitudes de cada uno de los vectores. Para cualquier par de vectores
u,v ∈ Rn se cumple que
‖u + v‖ ≤ ‖u‖+ ‖v‖
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Demostracio´n
Teniendo en cuenta (A.4) y el teorema A.1.1 parte 4:
‖w‖2 = w ·w ≥ 0
utilizando (A.4):
‖u + v‖2 = (u + v)(u + v)
= u · u + 2 (u · v) + v · v
para el siguiente paso se debe tener en cuenta que 2 (u · v) ≤ 2 |u · v|
‖u + v‖2 ≤ ‖u‖2 + 2 |u · v|+ ‖v‖2
y ahora se utiliza la desigualdad de Cauchy-Bunyakovsky-Schwarz
‖u‖2 + 2 |u · v|+ ‖v‖2 ≤ ‖u‖2 + 2 ‖u‖‖v‖+ ‖v‖2
y por la propiedad transitiva de la desigualdad
‖u + v‖2 ≤ ‖u‖2 + 2 ‖u‖‖v‖+ ‖v‖2
por u´ltimo utilizando factorizacio´n
‖u + v‖2 ≤ (‖u‖+ ‖v‖)2
‖u + v‖ ≤ ‖u‖+ ‖v‖
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A.6. Distancia entre vectores





Figura A.6: Distancia entre vectores, parte 1
Se puede calcular la distancia entre u y v adaptando un tria´ngulo recta´ngulo



















los catetos son: c1 = |u1− v1| y c2 = |u2− v2|,
as´ı:
H2 = c21 + c
2
2
H2 = (u1 − v1)2 + (u2 − v2)2
H =
√
(u1 − v1)2 + (u2 − v2)2
Al ver la expresio´n que calcula H y teniendo en cuenta la definicio´n de resta
de vectores, se tiene que H es la longitud del vector que va desde v hasta u












y de acuerdo con la definicio´n de norma (A.3):
‖u− v‖ =
√
(u1 − v1)2 − (u2 − v2)2.
Ahora,
H = ‖u− v‖
es decir, que la distancia entre los dos vectores u,v se puede expresar como
d(u,v) = ‖u− v‖.
A.7. Hablando de a´ngulos






Figura A.9: A´ngulo entre dos vectores
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‖u− v‖2 = ‖u‖2 + ‖v‖2 − 2‖u‖‖v‖ cosα. (A.8)
Luego, trabajando con la expresio´n ‖u‖2 = u · u, la propiedad distributiva
en la suma del producto punto y la conmutatividad:
‖u−v‖2 = (u−v)(u−v) = u ·u−v ·u−u ·v + vv = ‖u‖2− 2u ·v + ‖v‖2
Reemplazando este resultado en (A.8):
‖u‖2 − 2u · v + ‖v‖2 = ‖u‖2 + ‖v‖2 − 2‖u‖‖v‖ cosα
simplificando





teniendo en cuenta que los vectores deben ser no-nulos. Esto comprueba que
existe una relacio´n directa entre el a´ngulo que forman dos vectores y su
producto punto.
Usando (A.7), es decir la desigualdad de Cauchy-Bunyakovsky-Schwarz, se
tiene:
|u · v| ≤ ‖u‖‖v‖
|u · v|
‖u‖‖v‖ ≤ 1, (A.10)
y al combinarse este hecho con la ecuacio´n (A.9), se tiene que
|cosα| = |u · v|‖u‖‖v‖ ≤ 1. (A.11)
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La norma, desde su definicio´n como distancia, se configura como una magnitud
no-negativa, por tanto la desigualdad expresada en (A.10) queda as´ı:
|u · v|
‖u‖‖v‖ =
∣∣∣∣ u · v‖u‖‖v‖
∣∣∣∣ ≤ 1
y descomponiendo el valor absoluto
−1 ≤ u · v‖u‖‖v‖ ≤ 1
Lo cual quiere decir que la expresio´n u·v‖u‖‖v‖ var´ıa entre−1 y 1 y esto concuerda
con (A.11) puesto que el codominio del coseno es [−1, 1].
La fo´rmula para el coseno del a´ngulo entre dos vectores se puede deducir
geome´tricamente para R2 y R3, sin embargo cuando se trata de generalizar
dicho concepto para Rn es necesario utilizar la definicio´n (A.9).
A.8. Ortogonalidad de vectores
Dos vectores u,v ∈ Rn son ortogonales, o perpendiculares, si el a´ngulo α
formado entre los dos es de pi
2
radianes, o 90◦, es decir α es un a´ngulo recto.
Con base en (A.9) y sabiendo que cos(pi
2
) = 0 entonces u · v = 0 y para




Dos vectores u,v ∈ Rn son ortogonales si u · v = 0. (A.12)
Con base en (A.12) y dado que 0 · u = 0 para todo u ∈ Rn, se dice que el
vector 0 es ortogonal a todo vector.
Continuando el trabajo con u,v ∈ Rn y asumiendo que dichos vectores son
ortogonales,
‖u + v‖2 = u · u + 2 u · v + v · v
como los vectores son perpendiculares, el producto punto entre ellos es cero
‖u + v‖2 = u · u + v · v
‖u + v‖2 = ‖u‖2 + ‖v‖2.
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De esta manera se cumple el teorema de Pita´goras para vectores ortogonales,
lo cual es muy u´til cuando se trata de calcular la distancia desde un punto a
una recta trazando una perpendicular.





Figura A.10: Distancia de un punto a una recta, parte 1
Otra manera de preguntar es: ¿cua´l es la longitud del segmento de recta PB
perpendicular a `? ¿cua´l es la longitud del vector
−−→
PB?





Figura A.11: Distancia de un punto a una recta, parte 2
se configura el tria´ngulo 4ABP , constitu´ıdo por los catetos AP y PB y la
hipotenusa AB.
El segmento AP es llamado proyeccio´n de AB sobre la recta `, entendiendo
por proyeccio´n la sombra formada por AB sobre ` suponiendo la existencia
de un haz de luz con rayos mutuamente paralelos y perpendiculares a la recta
y que brillan sobre AB.
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Figura A.12: Distancia de un punto a una recta, parte 3
Sean dos vectores u,v diferentes de cero. Sea p el vector que se obtiene al
trazar una perpendicular desde la punta de v sobre u y sea α el a´ngulo entre
u y v. (ver figura A.12)
p = ‖p‖uˆ donde uˆ = 1‖u‖u (A.13)
uˆ es el vector unitario en la direccio´n de u y ‖p‖ en la direccio´n de u
proporciona el vector p.
Luego, usando trigonometria elemental se tiene que
‖p‖ = ‖v‖ cosα
teniendo en cuenta lo establecido en (A.13)
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Entonces, para encontrar la proyeccio´n del vector v sobre el vector u (es
decir, para encontrar al vector p) y trabajando en Rn:






lo cual se lee: proyeccio´n de v sobre u y esto da como resultado el vector
proyu(v).
La fo´rmula tiene la restriccio´n que u 6= 0 para evitar una indeterminacio´n,
sin embargo el vector v puede ser cero, lo cual ocasiona una proyeccio´n igual
a cero y e´sto tiene sentido.
Cuando el a´ngulo entre los dos vectores es mayor a pi
2





Figura A.13: Proyeccio´n con un a´ngulo obtuso
El vector proyu(v) tiene direccio´n opuesta a la de u. El vector de proyeccio´n
siempre es mu´ltiplo escalar del vector base (u), sin embargo cuando va en
direccio´n contraria se dice que es mu´ltiplo escalar negativo. Esto se ilustra




Dada una matriz A y un vector b, se desea encontrar un vector x tal que
Ax = b. Cuando no se puede encontrar un x que satisfaga la ecuacio´n o´ ma´s de
un x satisface dicha ecuacio´n se dice que el problema no esta´ bien determinado.
Es aqu´ı cuando aparece la teor´ıa de regularizacio´n nume´rica cuyo propo´sito es
proveer me´todos eficientes y estables nume´ricamente para incluir restricciones
que conduzcan a soluciones estables u´tiles, y proporcionar me´todos robustos
para la escogencia o´ptima de los pesos dados a dichas rectricciones de tal
manera que la solucio´n regularizada sea una buena aproximacio´n a la solucio´n
desconocida deseada[4].
En [9] se expone un algoritmo que puede ser derivado del me´todo de regulariza-
cio´n de Tikhonov el cual propone calcular la funcio´n clasificadora f con
base en el conjunto de muestras de entrenamiento y una funcio´n kernel k
previamente seleccionada. Dicho algoritmo es denominado por sus autores
Un algoritmo clave y se presenta a continuacio´n.
Se trata de ajustar los datos de entrenamiento con una funcio´n
f : X ∈ Rn → R.
Esto quiere decir que la funcio´n f que se calcule debe recibir como para´metro
una muestra de la forma (x1, . . . , xn) y devolver una etiqueta Y . As´ı la funcio´n
debera´ generalizar sobre el conjunto de muestras de entrenamiento. Se toma
la palabra generalizar como la capacidad de etiquetar un elemento nuevo,
previamente desconocido, con base en el conocimiento previo impl´ıcito en un
conjunto base de objetos etiquetados.
Se muestra a continuacio´n un algoritmo que permite calcular la funcio´n f
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con base en el conjunto de muestras de entrenamiento y una funcio´n kernel
k previamente seleccionada.
¿Co´mo se puede ajustar el conjunto de datos de entrenamiento
Xm = (X i, Y i)mi=1
con una funcio´n f : X → Y (donde X es un subconjunto cerrado de Rn y
Y ⊂ R) que generalice, es decir, que sea predictivo? He aqu´ı un algoritmo
que hace justo eso y el cual es casi ma´gico por su simplicidad y efectividad:
[9]
1. Iniciar con los datos (X i, Y i)mi=1.
2. Escoger una funcio´n sime´trica, definida-positiva KX(X
′) = K(X,X ′),
continua en X ×X. Un kernel K(t, s) es definido-positivo si
n∑
i,j=1
cicjK(ti, tj) ≥ 0
para cualquier n ∈ N y cualquier eleccio´n de t1, . . . , tn ∈ X y
c1, . . . , cn ∈ R. Tal ejemplo de un kernel de Mercer es el Gausiano
K(X,X ′) = e−‖X−X
′‖2/2ω2
restringido a X ×X.





donde c = (c1, . . . , cm) y
(mγI +K )c = y,
donde I es la matriz identidad, K es la matriz cuadrada definida-
positiva con elementos Ki,j = K(Xi, Xj), y y es el vector con coor-
denadas Yi. El para´metro γ es un nu´mero real positivo.
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B.1. Algoritmo
Fun GenerarFuncio´nClasificadora (X, k) dev (f)
{Precondicio´n
R = {(X i, Y i)}i=1...m conjunto de muestras de entrenamiento
m ∈ Z+ cantidad de muestras
X i ∈ Rn cada una de las muestras
Y i ∈ R la etiqueta de cada muestra
k(X i, Xj) es una funcio´n k : Rn × Rn → R
}
C1: Generar matriz definida positiva
C2: Generar sistema de ecuaciones lineales
C2.1: Aplicar elementos a la diagonal
C2.2: Adicionar la columna de constantes













 vector de pesos
C ∈ Rm donde ci es cada coeficiente calculado por las invariantes
}
B.1.1. Especificacio´n del segmento de co´digo C1
La funcio´n GenerarMatrizDefinidaPositiva tiene como objetivo invocar
m2 veces la funcio´n k para asignar a la matriz K cada uno de sus valores. Esta
funcio´n recibe como para´metro el conjunto de muestras de entrenamiento y
la funcio´n kernel k, sin embargo solamente utiliza los objetos X i ma´s no
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sus etiquetas. Cuando la funcio´n termina su ejecucio´n, se obtiene la matriz
definida positiva K la cual sera´ usada en el proceso posterior.
Fun GenerarMatrizDefinidaPositiva (X, k) dev (K)
{Precondicio´n
X = {(X i, Y i)}i=1...m conjunto de muestras de entrenamiento




i, Xj) X i ∈ X, Xj ∈ X
1 ≤ i ≤ m, 1 ≤ j ≤ m





k(x1, x1) k(x2, x1) k(x3, x1) . . . k(xm, x1)
k(x1, x2) k(x2, x2) . . . . . . . . . . . . . k(xm, x2)





k(x1, xm) . . . . . . . . . . . . . . . . . . . . . . . k(xm, xm)

K es una matriz definida positiva de m×m
}
B.1.2. Especificacio´n del segmento de co´digo C2
La funcio´n GenerarSistemaEcuacionesLineales se descompone en dos pa-
sos, el primero de ellos aplica elementos a la diagonal de la matriz y el segundo
adiciona la columna de constantes para conformar el sistema de ecuaciones
lineales. Cabe aclarar que la matriz de trabajo se denomina M y al principio
sera´ una copia de la matriz K, sin embargo despue´s de las transformaciones
quedara´ convertida en el sistema de ecuaciones lineales para resolver. En este
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segmento de co´digo se reciben como para´metros el conjunto de muestras de
entrenamiento, para utilizar la parte de etiquetas Y i, y el coeficiente de ajuste
ϕ; cuando termina la ejecucio´n se tiene un sistema de ecuaciones lineales
almacenado en la matriz M .
B.1.3. Especificacio´n del segmento de co´digo C2.1
Fun AplicarElementosDiagonal (ϕ,K) dev (M ′)
{Precondicio´n
ϕ ∈ R constante de ajuste
M ′ := K matriz intermedia en el proceso de generacio´n
}
{Invariante
M ′ii = M
′
ii +mϕ m cantidad de muestras





m′(x1, x1) +mϕ m′(x2, x1) m′(x3, x1) . . . m′(xm, x1)
m′(x1, x2) m′(x2, x2) +mϕ . . . . . . . . . . . . . . . . . . . . . m′(xm, x2)





m′(x1, xm) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m′(xm, xm) +mϕ

M contiene la operacio´n (mϕI +K)
siendo I la matriz identidad de m×m
}
B.1.4. Especificacio´n del segmento de co´digo C2.2
Este segmento de co´digo modifica las dimensiones de la matriz. Aqu´ı se
adiciona una columna a la derecha, con los valores de las etiquetas del
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conjunto de muestras de entrenamiento, con el objeto de establecer el sistema
de ecuaciones que se constituye en la entrada del segmento de co´digo sub
siguiente. Los para´metros recibidos son el conjunto de muestras de entrena-
miento y la matriz M ′ que sera´ copiada a la matriz de trabajoS que se
concreta en la salida del segmento de co´digo C2.2.
Fun AdicionarColumnaConstantes (X,M ′) dev (S)
{Precondicio´n
X = {(X i, Y i)}i=1...m conjunto de muestras de entrenamiento
S := M ′ matriz final del proceso de generacio´n
}
{Invariante
Sm+1,j = Yj Y
ietiqueta del elemento i





m′(x1, x1) +mϕ m′(x2, x1) m′(x3, x1) . . . m′(xm, x1) Y 1
m′(x1, x2) m′(x2, x2) +mϕ . . . . . . . . . . . . . . . . . . . . . m′(xm, x2) Y 2




m′(x1, xm) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m′(xm, xm) +mϕ Y m

S es una matriz aumentada de (m+1) ×m
}
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B.1.5. Especificacio´n del segmento de co´digo C3
Ahora se cuenta con el para´metro de entrada S el cual almacena un sistema
de ecuaciones lineales que debera´ ser resuelto mediante algu´n me´todo. Para
la invariante especificada a continuacio´n se tiene en cuenta el me´todo de
Gauss-Jordan, sin embargo para una implementacio´n ma´s robusta se propone
el me´todo de resolucio´n de Gauss-Seidel.
Fun SolucionarSistemaEcuacionesLineales (S) dev (C)
{Precondicio´n
S es una matriz aumentada de (m+ 1)×m
}
{Invariante
Si := Si + cteSj Si, Sj son filas de S
cte ∈ R





1 0 0 . . . 0 c1
0 1 . . . . . . . 0 c2




0 . . . . . . . . . . . . 1 cm





El cap´ıtulo de Hiperplanos separadores es un primer paso en el camino hacia
la comprensio´n de la aplicacio´n de los elementos del A´lgebra Lineal. Como
siguiente paso, se puede continuar realizando un ana´lisis similar en el a´mbito
teo´rico-pra´ctico de las aplicaciones del a´lgebra lineal a ma´s problemas de
aprendizaje de ma´quina.
Existen algoritmos basados en los elementos mencionados en el presente
trabajo, dos de ellos son las ma´quinas de vectores de soporte1 y los algoritmos
basados en kernels, estos proveen un rico campo de estudio y profundizacio´n.
Se trabajo´ la separabilidad lineal a lo largo del documento, una secuencia
lo´gica para continuar ser´ıa trabajar en la separabilidad no lineal, haciendo
hincapie´ en los elementos del a´lgebra lineal utilizados en su consecucio´n.
El software desarrollado se basa enteramente en los algoritmos expuestos y
no se han hecho consideraciones de complejidad computacional, de aqu´ı se
puede desprender un proyecto de pregrado en un programa de Ingenier´ıa de
Sistemas.
Por u´ltimo se pretende utilizar este trabajo para apoyar el proceso de ense-
n˜anza- aprendizaje en varios cursos del programa Ingenier´ıa de Sistemas y
Computacio´n de la Universidad Tecnolo´gica de Pereira y con base en dicha
interaccio´n se proyecta mejorar el documento con el transcurso del tiempo.
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