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Boundary value problems of third-order differential equations have received some attention. 
Many techniques arose in the studies of this kind of problem, for instance, differential in- 
equality [1,2], topological transversality [3], shooting argument [4], lower and upper solutions 
method [5], comparable analysis with classical equations [6], the Lyapunov-Schmidt procedure 
and the continuum theory for 0-epi maps [7]. The above techniques greatly inspired us. 
In this paper, we are concerned with the third-order two-point boundary value problem 
U”‘(t) + f(t, u(t)) = 0, o<t<1, 
u(0) = u’(0) = u’(1) = 0. 
(P) 
We shall use lower and upper solutions method and fixed-point theorem on cone to establish 
several existence results of solution and positive solution of problem (P). 
Through this paper, we assume that f : [0, l] x R + R is continuous and there exists a constant 
M(0 c M 5 2) such that 
f(G h) - f(C l2) L -M(h - /2)r t E [O, 11, 11 2 12. (4 
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2, y E C3[0, l] are called the lower and the upper solution of problem (P), respectively, if 
2”‘(t) + f(h z(t)) 2 0, o<t<1, 
2(O) = 0, z’(O) I 0, x’(l) 5 0, 
Y”‘(t) + f(h y(t)> I 0, o<t<1, 
Y(0) = 0, Y’(0) > 0, Y’(l) 2 0. 
We denote the norm ]]zq]] = maxa~t~r [w(t)] for 20 E C[O, l]. 
We obtain following results in this paper. 
THEOREM 1. Let (P) has a lower solution z and an upper solution y such that z’(t) 5 y’(t) for 
t E [0, 11. Then (P) has at least one solution IL* in D, where 
D = {u E C1[O, 1) : z’(t) I u’(t) I y’(t), t E [O, 11) * 
COROLLARY 2. 
(1) If minc<t<r f(t, 0) 2 0 and there exists c > 0 such that -- 
max {f(t, 1) : (t, I) E [O, 11 x [O, cl} 5 1% 
then has a nonnegative solution u* such that IL* is an increasing function and ]]u* I] < c. In 
addition, if there exists t, E (0, 11, t, -+ 0 such that f(tn, 0) > 0, then u*(t) > 0, t E (0, 11. 
(2) If maxc<t<r f(t,O) 5 0 and there exists c > 0 such that -- 
min {f(t, 1) : (t, 1) E [0, l] x [-c,O]} 2 -12c, 
then (P) has a nonpositive solution u* such that IL* is a decreasing function and ]]u* I] I c. 
In addition, if there exists t, E (0, 11, t, + 0 such that f(&,O) < 0, then u*(t) < 0, t E 
(0, 11. 
(3) If there exists c > 0 such that 
max{If(t, Z)l : (t,l) E [O, 11 x [-c,c]} I 12c, 
then (P) has a solution u* such that ]]u* I] 5 c. In addition, if f(t, 0) is not identically zero 
in [0, I], then u* # 0. 
COROLLARY 3. If 
lk 0’9FlT 
f(C 0 < 12 
’ 
lim min f(t,Z) > 0, and E o~~~If(t,Z) < 0, 
l-+00 ogt51 + -- -- 
then (P) has a solution u*. Moreover, we have the following. 
(1) If minc<t<r f(t, 0) 2 0, then u* is a nonnegative increasing function. In addition, if there -- 
exists t, E (O,l], tn -+ 0 such that f(tn, 0) > 0, then u*(t) > 0, t E (O,l]. 
(2) If maxo<t<l f(t, 0) 5 0, then u* is a nonpositive decreasing function. In addition, if there -- 
exists t, E (0, 11, t, -+ 0 such that f(&,Oj < 0, then u*(t) < 0, t E (O,l]. 
COROLLARY 4. If iii&, rnaxo<t<l If(t,Z)/Zl < 12, then (P) has a solution u*. And u* # 0 -- 
provided f(t, 0) is not identically zero in [0, l] . 
In the proofs of these results, we need the following lemmas. 
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LEMMA 5. (See [8, Corollary 6.21.) Let (E, K) be an ordered Banach space and [a, b] be a 
nonempty ordered interval in E. If F : [a, b] ---) E is an increasing compact mapping and 
a 5 F(a), F(b) 5 b, then F has a fixed point in [a, b]. 
LEMMA 6. Assume 0 < A4 5 2. lfq E C’[O, l] satisfies 
s t d’(t) L M 4(s) ds, t E P, 11; Q(O) I 0, 41) I 07 0 
then q(t) 5 0, t E [O,l]. 
PROOF. Suppose there is to E (0,l) such that qo = q(to) = maxo<t<l q(t) > 0, then q’(to) = 0 -- 
and ql’(to) 5 0. Hence, M s,“o q(s) ds <_ 0, namely s,“” q(s) ds I 0. This indicates that there is 
ti E [0, to) such that qi = q(tI) = minc<t<tO q(t) < 0. According to Taylor’s formula, there exists -- 
q E (tl, to) such that 
q(h) = q(to) + q’(to) ct1 -to) + 
( > 
q (t1 -toy. 
Since q1 < 0, we have 
q,,(q) = P (!71 - ad < 2471 1) 
@l - toI (tl -toj2 
-c %l, Mqlq I M s q(s)ds I d'(d < Ql. 0 
Therefore, M > 2 a contradiction. 
Now, we are ready to demonstrate our main results. Let 
G(t, s) = 
t(1-s), o<t<ss1, 
s(l-t), o<s<t<1. 
PROOF OF THEOREM 1. For h E C[O,l],define 
(Lhw)(t) = I’ G(t, s) [-MI” zu(v) dr + h(s)] ds, t E [0, 11. 
Notice that maxs<t<r sd_ G(t, s) ds = l/8. It is not hard to show that Lh : C[O, l] + C[O, l] is -- 
a contraction mapping. Thus, there exists a unique ‘1uh E CIO, l] such that L~IIJ~ = wh. 
Let Q(h) = wh. It is easy to prove that Q : CIO, l] + CIO, l] is continuous. Let 
(Hw)(t) = f (t,l’w(s)ds) + Mi’ur(s)ds, t E [O,l]. 
Making use of the continuity off and the Arzela-Ascoli theorem, we can verify that H : C[O, l] --f 
C[O, l] is completely continuous. Let A = QH : C[O, l] + C[O, 11, then A is a completely 
continuous mapping. 
Now let v(t) = u’(t). Then (P) is equivalent to 
v”(t)+f(t,Jdlv(s)ds) =O, O<t<l, 
P’> 
v(0) = v(1) = 0, 
We known that v* is a solution of (P’) if and only if v* is a fixed point of operator T, where 
(TV)(t) = I’ G(t) s)f (s, 1’ v(r) dr) ds, t E [O, 11. 
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It is easy to show that if v* is a fixed point of A, then v* is a fixed point of T. Indeed, we have 
v* = Av* = Q(Hv*) = WH,,’ = LH,,‘(wHv’) = LHv*(v*). 
Thus, for 0 < t 5 1, 
v*(t) = i’G(t,s) [-M~s~‘(r)dv-+Hv*(s)] ds 
+(t,s)f(s,l’v*(r)dr) ds=(Tv*)(t). 
It follows that v* = TV*. 
We denote 
K = {w E C[O, l] : w(t) 2 0, 0 I t I 1). 
K is a closed cone in C[O, 11. Define ws 2 wi as w2 - wi E K, then (C[O, 11, K) is an orderd 
Banach space. Let cy = z’, p = y’. We only need to verify that A is an increasing mapping and 
Aa 2 a, AP 5 /I, then we finish the proof of Theorem 1 by using Lemma 5. 
Suppose wi 5 ~2. We can show Hwi I HWZ, by using condition (a). Let 
v1 = Awl = Q (HwI), v2 = Aw2 = Q (Hwz) . 
We only need demonstrate that vi I VZ, then we can assert that A is increasing. Indeed, we have 
vk(t) = lh(t,s) [-MJd’v~(~)dr+(Xwt)(s)] ds, k = 1,2. 
Let q(t) = VI(~) - w(t), then 
q”(t) 2 M 
s 
‘q(s) ds, t E [O, 11; q(0) = q(l) = 0. 
0 
According to Lemma 6, we know q(t) I 0, t E [0, 11. Thus, vi 5 212. 
Let (~1 = Aa = Q(Ha), then 
a;(t) = M 
s 
t al(s) ds - (Ha)(t), c&(O) = ar(l) = 0. 
0 
Notice that 2 is a lower solution of (P) and o(t) = z’(t), then 
d(t) 2 -f(t,Jotn(s)ds), 40) 5% 41) 50. 
Let p(t) = a(t) - &i(t), then 
J 
t p”(t) 2 M P(S) ds,tE [O, 11; P(O) I 0, P(l) 5 0. 
0
By Lemma 6, we have p(t) I 0, t E [0, 11. Thus, Q 5 cq 5 Aa. 
Similarly, A/3 5 p. 
PROOF OF COROLLARY 2. Since 
02tg 
32 ( > g -t3 = ;, 
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it is easy to check that z and y are the lower and the upper solutions of (P), respectively, if 
z(t) = 0, 32 y(t) =2c St -t3 ; ( > (1) 
32 s(t) =2c t3- St , ( > y(t) E 0; 
32 z(t) =2c t3- 2t , ( 1 32 y(t) = 2c zt - t3 . ( > 
(2) 
(3) 
Let u* be a solution of (P). Under condition (l), we have (u*)'(t) 2 z'(t) = 0, t E [O, 11. Thus, 
U* is an increasing function. Assume t,-, + 0 such that f(&,O) > 0. Then for any 0 < b < 1, we 
have u*(t) f 0, t E [0,6]. Since u*(O) = 0, we have u*(t) > 0, t E (O,l]. Cases (2),(3) can be 
handled similarly. I 
PROOF OF COROLLARY 3. Choose cl > 0, such that 
Let 
d = max W, 01 : W E [O, 11 x bwal). 
Choose c 2 cl such that d/c < 12, then 
msx(f(t, I) : (t,l) E [0, l] x [-c,c]} < 12c, 
min (f(t, 1) : (t, I) E [0, l] x [-c,.c]} 2 -12c. 
According to Corollary 2(3), we assert that problem (P) has a solution 2~*. Under cases (1) 
and (2), we have, respectively 
m={f(t, I> : (t,l) E [O, 11 x [@cl} I 1% 
min{f(t,i) : (i!, I)E [0, l] x [-c,O]} 1 -12~. 
The rest of proof follows the same pattern of Corollary 2. I 
The proof of Corollary 4 is similar to that of Corollary 3. 
EXAMPLE 7. Since max{e ': 1 E [0, l] } = e < 12, e” = 1, and e1 is increasing in 1 (condition (a) 
is satisfied), by using Corollary 2, we assert that the problem 
u”‘(t) + eutt) = 0, 0 5 t 5 1; U(0) = U’(0) = u’(1) = 0 
has a solution u* such that 
(1) lb*II I 1; 
(2) u’(t) > 0, t E (O,l]; 
(3) u* is an increasing function. 
EXAMPLE 8. It is clear that 
232 Q. YAO AND Y. FENG 
and 




we know that 
12 + 1 
is increasing in 1 (condition (a) is satisfied). By using Corollary 3, we assert that the problem 
u”‘(t) + 5u30)+4M+3 =O O<t<l 
212(t) + 1 ’ - - ’ 
u(0) = u’(0) = u’(1) = 0, 
has a solution u* such that 
(1) u*(t) > 0, t E (O,l]; 
(2) u* is an increasing function. 
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