This paper presents a general form of the covariance matrix structure for a vector random field that is axially symmetric and mean square continuous on the sphere and provides a series representation for a longitudinally reversible one. The series representation is somehow an imitator of the covariance matrix function, and both of them have simpler forms than those proposed in the literature in terms of the associated Legendre functions and are useful for modeling and simulation. Also, a general form of the covariance matrix structure is derived for a spatio-temporal vector random field that is axially symmetric and mean square continuous over the sphere, and a series representation is given for a longitudinally reversible one.
Moreover, the random field or its covariance matrix function is said to be longitudinally reversible [37] if
In a spatio-temporal setting, an m-variate real and second-order random field {Z(x; t) : x ∈ , t ∈ } is said to be axially symmetric on and stationary over the temporal domain if its mean function EZ(x; t) depends only on φ, and its covariance matrix function cov(Z(x ; t ), Z(x ; t )) depends on φ , φ , θ − θ , and t − t , where = ℝ or . The latter is denoted by C(φ , φ , θ; t), or C(φ , φ , θ − θ ; t − t ) = E{(Z(x ; t ) − EZ(x ; t ))(Z(x ; t ) − EZ(x ; t )) ὔ } for x k = (φ k , θ k ) ∈ , t k ∈ , k = , . Two fundamental properties of this m × m matrix function are: (i) C(φ , φ , θ; t) = (C(φ , φ , −θ; −t)) ὔ , (ii) the inequality n i= n j=
holds for every n ∈ ℕ, any φ i ∈ [ , π], θ i ∈ [ , π], t i ∈ , and a i ∈ ℝ m (i = , , . . . , n), where ℕ stands for the set of positive integers. On the other hand, given an m × m matrix function with these properties, there exists an m-variate Gaussian or elliptically contoured random field {Z(x; t) : x ∈ , t ∈ } with C(φ , φ , θ; t) as its covariance matrix function [24] . Section 2 derives a general form of the covariance matrix structure of an m-variate axially symmetric and mean square continuous random field on and a series representation of a longitudinally reversible one, starting from a close look at the scalar case of [17] . Moving successively, a general covariance matrix form is given in Section 3 for an m-variate spatio-temporal random field that is axially symmetric and mean square continuous on and stationary on , and a series representation is offered to a longitudinally reversible one over . Theorems 1-5 are proved in Section 4.
Axially symmetric vector random fields
Suppose that {Z(x) : x ∈ } is an m-variate axially symmetric and mean square continuous random field. This section derives a general form of its covariance matrix function, which does not look as complicated as that in [17] does, and presents a series representation for a longitudinally reversible one, which is useful for modeling and simulation. An isotropic version is treated in [25, 28] .
To begin with, let us take a look at [17, equation (12) ] for the covariance function of a scalar axially symmetric random field {Z(φ, θ) : φ ∈ [ , π], θ ∈ [ , π]}, which reads (in our notions)
∞ j=n a n,ij P n i (cos φ )P n j (cos φ ), n ∈ ℕ , b n,ij and a n,ij are certain constants, P n k (x) are the associated Legendre function [1, 38] , and ℕ denotes the set of non-negative integers. Simply speaking, (2.1) is a Fourier series expansion of C(φ , φ , θ) in terms of θ ∈ [− π, π], but using or not the associated Legendre function is not so important there, as is indicated by Theorem 1. Therefore, a spherical harmonic representation could make a simple question more complex [15] , when a Fourier series expansion is enough.
An important feature of Theorem 1 is to interpret the coefficients B n (φ , φ ) and A n (φ , φ ) of the Fourier series expansion (2.2) of C(φ , φ , θ) through certain stochastic processes constructed from the sine or cosine integral of the underlying random field. Theorem 1. If an m-variate mean square continuous random field {Z(x) : x ∈ } is axially symmetric, then its covariance matrix function C(φ , φ , θ) is of the form
, and (i) for each n ∈ ℕ, B n (φ , φ ) equals the covariance matrix function of an m-variate stochastic process
and, for n = , B (φ , φ ) equals the covariance matrix function of an m-variate stochastic process
(ii) for each n ∈ ℕ, B n (φ , φ ) equals the covariance matrix function of an m-variate stochastic process
(iii) for each n ∈ ℕ, A n (φ , φ ) equals the covariance between W n (φ ) and U n (φ ),
Corollary 1.1. For an axially symmetric and mean square continuous random field {Z(x) : x ∈ }, its covari-
Here inequality (2.4) follows from the Cauchy-Schwarz inequality and
and
Similarly, (2.5) is obtained. The convergence of ∑ ∞ n= b n (φ , φ ) is due to the existence of C(φ , φ , ), and implies that of ∑ ∞ n= a n (φ , φ ). An example of (2.3) is illustrated in Example 1, where A n (φ , φ ) is either non-negatively or negatively proportional to B n (φ , φ ).
is the covariance matrix function of an m-variate axially symmetric Gaussian or elliptically contoured random field on , where B n (φ , φ ) is a covariance matrix function on [ , π] for each fixed n ∈ ℕ , and ∑ ∞ n= B n (φ , φ ) converges. This follows from [24, Theorem 8] , noticing that cos(nθ) + λ sin(nθ) is a positive definite function of θ ∈ [− π, π] for each n ∈ ℕ . Of course, many B n (φ , φ ) are available for selection.
(2.6)
6) is the covariance matrix function of an m-variate Gaussian or elliptically contoured random field on if and only if
In fact, (2.6) follows from (2.2) and C(φ , φ , θ) = C(φ , φ , −θ); see also [16, Proposition 3] for the scalar case. One way to establish the "if" part of Corollary 1.3 is to verify the positive definiteness of (2.6) and to use [24, Theorem 8] . Instead, we give a series representation for a random field with (2.6) as its covariance matrix function, which is useful for modeling and simulation.
is an m-variate longitudinally reversible random field on with mean and covariance matrix function (2.6) .
is an imitator of (2.2) but not (2.6). It would be of interest to generate an axially symmetric random field on .
It can be verified that each B n (φ , φ ) is a covariance matrix function on [ , π]. The direct/cross covariance functions of (2.7) are
. . , m, based on the identity (see, e.g., [39, p. 577 
Time varying axially symmetric vector random fields
This section deals with the covariance matrix structure of an m-variate random field {Z(x; t) : x ∈ , t ∈ } that is axially symmetric and mean square continuous on and stationary on , and presents a series representation for a longitudinally reversible one. An isotropic case is studied in [29] . The connection of the Gaussianity between the random field and its coefficients in the series representation is explored in Theorem 4; for a reference on the elliptically contoured case see [3] .
Theorem 3.
If an m-variate random field {Z(x; t) : x ∈ , t ∈ } is axially symmetric and mean square continuous on and stationary on , then
, t ∈ , and (i) for each n ∈ ℕ, B n (φ , φ ; t) equals the covariance matrix function of an m-variate random field
and, for n = , B (φ , φ ; t) equals the covariance matrix function of an m-variate random field
(ii) for each n ∈ ℕ, B n (φ , φ ; t) equals the covariance matrix function of an m-variate random field
where the random field {Z (φ, θ; t) : φ ∈ [ , π], θ ∈ [ , π], t ∈ } is an independent copy of the random field {Z(φ, θ; t) : φ ∈ [ , π], θ ∈ [ , π], t ∈ }. 
is the covariance matrix function of an m-variate Gaussian or elliptically contoured random field on × that is longitudinally reversible on and stationary on if and only if ∑ ∞ n= B n (φ , φ ; t) converges, and, for each fixed n ∈ ℕ , B n (φ , φ ; t) is a covariance matrix function on [ , π] × . Equality (3.2) is obtained from (3.1) under the assumption that C(φ , φ , θ; t) = C(φ , φ , −θ; t). The "if" part of Corollary 3.2 can be derived from Theorem 4, which provides a method for generating a vector random field with (3.3) as its covariance matrix function.
Theorem 4. Assume that the m-variate random fields
{V n (φ; t) : φ ∈ [ , π], t ∈ } and {V n (φ; t) : φ ∈ [ , π], t ∈ } have mean for each n ∈ ℕ , V (φ; t) ≡ , and cov(V i (φ ; t ), V j (φ ; t )) = B i (φ , φ ; t − t ), i = j, , i ̸ = j, cov(V i (φ ; t ), V j (φ ; t )) = B i (φ , φ ; t − t ), i = j, , i ̸ = j, cov(V i (φ ; t ), V j (φ ; t )) = , i, j ∈ ℕ , φ , φ ∈ [ , π], t , t ∈ . If ∑ ∞ n= B n (φ , φ ; t) converges, then Z(φ, θ; t) = ∞ n= (V n (φ; t) cos(nθ) + V n (φ; t) sin(nθ)), φ ∈ [ , π], θ ∈ [ , π], t ∈ ,(3.
4)
is an m-variate random field longitudinally reversible on and stationary on , with mean and covariance matrix function
Moreover, Z(φ, θ; t) is Gaussian if and only if all V n (φ; t) and V n (φ; t) (n ∈ ℕ ) are Gaussian. B(φ , φ ; t) be an m × m covariance matrix function on [ , π] × and all its entries be less than 1 in absolute value. (i) In Theorem 4 choose
Example 3. Let
where B ∘n denotes the Hadamard n power of the matrix B = (b ij ), whose entries are b n ij , the n power of b ij , i, j = , . . . , m. The direct/cross covariance functions of (3.4) are
for φ , φ ∈ [ , π], θ ∈ [− π, π], t ∈ , i, j = , . . . , m, in view of the identity ∞ n= a n n cos(nθ) = − ln( − a cos θ + a ), |a| < .
(ii) Choose , φ ; t) ) ∘n , n ∈ ℕ,
where 1 is an m × m matrix with all entries . Then the direct/cross covariance functions of (3.4) are
for φ , φ ∈ [ , π], θ ∈ [− π, π], t ∈ , i, j = , . . . , m, which follows from the identity + ∞ n= a n cos(nθ) = − a − a cos θ + a , |a| < .
A sufficient condition is given in the following theorem for an m × m matrix function to be the covariance matrix function of an m-variate Gaussian or elliptically contoured random field on × that is axially symmetric and mean square continuous on and stationary on .
holds for every l ∈ ℕ, any u i ∈ ℝ m , v i ∈ ℝ m , t i ∈ , and φ i ∈ [ , π], then there exists an m-variate Gaussian or elliptically contoured random field on × with the covariance matrix function
Inequality (3.5) ensures that each level n of (3.6), B n (φ , φ ; t) cos(nθ) + A n (φ , φ ; t) sin(nθ), satisfies inequality (1.1). It would be of interest to see whether (3.5) is also a necessary condition.
Proofs

Proof of Theorem 1
The series expansion (2.2) can be established from the standard Fourier series theory on L [− π, π], where {cos(nθ), sin(nθ) : n ∈ ℕ } consists of an orthogonal basis, once it is confirmed that
Recall that the mean square continuity of
This implies that C ij (φ , φ , θ) is continuous with respect to θ ∈ [− π, π] for fixed φ , φ ∈ [ , π]. Indeed, it follows from the Cauchy-Schwarz inequality that, for θ , θ ≥ ,
and, for θ , θ ≤ ,
Thus, as a continuous function of θ ∈ [− π, π], each C ij (φ , φ , θ) possesses a Fourier series expansion, so that (2.2) holds for C(φ , φ , θ). The existence of
In the light of (2.2), the covariance matrix function of {W n (φ) : φ ∈ [ , π]} is obtained for n ∈ ℕ,
(cos(kθ ) cos(kθ ) + sin(kθ ) sin(kθ )) cos(nθ ) cos(nθ ) dθ dθ
Similarly, we obtain
and cov(W n (φ ), U n (φ ))
(sin(kθ ) cos(kθ ) − cos(kθ ) sin(kθ )) cos(nθ ) sin(nθ ) dθ dθ
Moreover, for i ̸ = j,
(sin(kθ ) cos(kθ ) − cos(kθ ) sin(kθ )) cos(iθ ) sin(jθ ) dθ dθ
Proof of Theorem 2
The right-hand series of equation (2.7) is mean square convergent under the convergent assumption of
It is easy to verify that its covariance matrix function is given by (2.6).
Proof of Theorem 3
For fixed t ∈ , consider purely spatial random fields {Z(x; ) + Z(x; t) : x ∈ } and {Z(x; ) − Z(x; t) : x ∈ }.
Their covariance matrix functions are, in terms of C(φ , φ , θ; t),
for (φ k , θ k ) ∈ , k = , . It follows from Theorem 1 that
for (φ k , θ k ) ∈ , k = , , t ∈ . Taking the difference between (4.1) and (4.2) results in (3.1), with
for n ∈ ℕ . Obviously, ∑ ∞ n= B n (φ , φ ; t) converges. In terms of (3.1), the covariance matrix function of {W n (φ; t) : φ ∈ [ , π], t ∈ } is cov(W n (φ ; t ), W n (φ ; t )) = π π π cov Z(φ , θ ; t ) +Z (φ , θ ; −t ), Z(φ , θ ; t ) +Z (φ , θ ; −t ) cos(nθ ) cos(nθ ) dθ dθ
Similarly, (ii)-(iv) can be verified.
Proof of Theorem 4
It suffices to prove the last part, while the proof of the first part is analogous to that of Theorem 2. If all V n (φ; t) and V n (φ; t) (n ∈ ℕ ) are normally distributed, then Z(φ, θ; t) defined by (2.7) is normally distributed, too. On the other hand, if Z(φ, θ; t) defined by (2.7) is normally distributed, then, for each n ∈ ℕ , Z(φ, θ; t) cos(nθ) and Z(φ, θ; t) sin(nθ) are normally distributed as well. So are 
