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Abstract
We report measurements of the lifetimes of the Λ+c , Ξ
+
c and Ξ
0
c charm baryons using
proton-proton collision data at center-of-mass energies of 7 and 8 TeV, corresponding
to an integrated luminosity of 3.0 fb−1, collected by the LHCb experiment. The
charm baryons are reconstructed through the decays Λ+c → pK−pi+, Ξ+c → pK−pi+
and Ξ0c → pK−K−pi+, and originate from semimuonic decays of beauty baryons.
The lifetimes are measured relative to that of the D+ meson, and are determined to
be
τΛ+c = 203.5± 1.0± 1.3± 1.4 fs,
τΞ+c = 456.8± 3.5± 2.9± 3.1 fs,
τΞ0c = 154.5± 1.7± 1.6± 1.0 fs,
where the uncertainties are statistical, systematic, and due to the uncertainty in
the D+ lifetime. The measurements are approximately 3–4 times more precise
than the current world average values. The Λ+c and Ξ
+
c lifetimes are in agreement
with previous measurements; however, the Ξ0c baryon lifetime is approximately 3.3
standard deviations larger than the world average value.
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Measurements of the lifetimes of hadrons containing heavy (b or c) quarks play an
important role in testing theoretical approaches that are used to perform Standard Model
calculations. The validation of such tools is important, as they can then be used to search
for deviations from Standard Model expectations in other processes. One of the most
predictive tools in quark flavor physics is the heavy quark expansion (HQE) [1–7], which
can be used to calculate the decay widths of hadrons containing heavy quarks, Q, through
an expansion in inverse powers of the heavy quark mass, mQ. The lowest-order term
in the expansion depends only on mQ, and therefore contributes equally to the decay
width of all hadrons with a single heavy quark Q. Higher-order terms in the HQE are
related to non-perturbative corrections, and to effects due to the presence of the other
light (spectator) quark(s) in the heavy hadron. These corrections generally increase as the
mass of the heavy quark decreases, and therefore measurements of charm-hadron lifetimes
are sensitive to these higher-order contributions [8–13].
Particle lifetimes are also required to compare measured b- or c-hadron decay branching
fractions to corresponding predictions for partial decay widths. Improved precision on the
lifetimes thus allows for more stringent tests of theoretical predictions. Lastly, improving
the knowledge of the properties of all Standard Model particles is important, as they serve
as input directly, or through simulation, into a wide variety of studies both within and
beyond the Standard Model.
Recently, the LHCb collaboration reported a measurement of the Ω0c lifetime [14] that
was nearly four times larger than, and inconsistent with, the world average value. The
lifetimes of the other three ground state singly charmed baryons (Λ+c , Ξ
+
c and Ξ
0
c ) were
last measured almost twenty years ago, and are only known with precisions of 3%, 6%
and 10%, respectively [15]. The most precise measurements contributing to the average
lifetimes are those from the FOCUS collaboration [16–18] based on signal sample sizes of
approximately 8000 Λ+c , 500 Ξ
+
c and 100 Ξ
0
c decays. For the Λ
+
c baryon, there is mild
tension between the average lifetime obtained from fixed target experiments [16,19,20]
and that obtained by the CLEO collaboration [21].
The LHCb experiment has recorded samples of charm baryons that are larger than
any previous sample by several orders of magnitude, through both prompt production and
as secondary products of b-hadron decays. Given the large deviation seen in the recent
Ω0c lifetime measurement, the tension in the Λ
+
c lifetime measurements, and the overall
relatively poor precision on the Λ+c , Ξ
+
c and Ξ
0
c lifetimes compared to those for the charm
mesons, it is important to have additional precise measurements of the lifetimes of these
baryons.
This paper reports new measurements of the lifetimes of the Λ+c , Ξ
+
c and Ξ
0
c baryons
using samples of semileptonic Λ0b → Λ+c µ−νµX, Ξ0b → Ξ+c µ−νµX, and Ξ−b → Ξ0cµ−νµX
decays, respectively.1 The symbol X represents any additional undetected particles. The
Λ+c and Ξ
+
c baryons are both reconstructed in the pK
−pi+ final state and the Ξ0c baryon
is observed through its decay to pK−K−pi+. The technique employed to measure the
charm-baryon lifetimes follows that used to measure the Ω0c lifetime in Ref. [14].
To reduce the uncertainties associated with systematic effects, the lifetime ratio
rHc ≡
τHc
τD+
(1)
is measured, where the D+ meson is reconstructed using B → D+µ−νµX decays, with
1Throughout the text, charge-conjugate processes are implicitly included.
1
D+ → K−pi+pi+. The symbols Hb and Hc are used here and throughout to refer to the b
or c hadron in any of the modes indicated above.
The measurements presented in this paper use proton-proton (pp) collision data
samples collected by the LHCb experiment, corresponding to an integrated luminosity of
3.0 fb−1, of which 1.0 fb−1 was recorded at a center-of-mass energy of 7 TeV and 2.0 fb−1
at 8 TeV. The LHCb detector [22,23] is a single-arm forward spectrometer covering the
pseudorapidity range 2 < η < 5, designed for the study of particles containing b or c
quarks. The tracking system provides a measurement of the momentum, p, of charged
particles with a relative uncertainty that varies from 0.5% at low momentum to 1.0%
at 200 GeV/c. The minimum distance of a track to a primary vertex (PV), the impact
parameter (IP), is measured with a resolution of σIP = (15 + 29/pT)µm [24], where pT is
the component of the momentum transverse to the beam, in GeV/c. Charged hadrons
are identified using information from two ring-imaging Cherenkov (RICH) detectors [25].
Muons are identified by a system composed of alternating layers of iron and multiwire
proportional chambers [26]. The online event selection is performed by a trigger [27],
which consists of a hardware stage, based on information from the calorimeter and muon
systems, followed by a software stage, which applies a full event reconstruction.
Simulation is required to model the effects of the detector acceptance and resolution,
as well as the imposed selection requirements. Proton-proton collisions are simulated
using Pythia [28] with a specific LHCb configuration [29]. Decays of hadronic parti-
cles are described by EvtGen [30], in which final-state radiation is generated using
Photos [31]. The interaction of the generated particles with the detector and its response
are implemented using the Geant4 toolkit [32] as described in Ref. [33].
Samples of candidate semileptonic Hb decays are formed by combining a µ
− candidate
with a charm-hadron candidate, reconstructed through one of the following modes: Λ+c →
pK−pi+, Ξ+c → pK−pi+, Ξ0c → pK−K−pi+, or D+ → K−pi+pi+. All final-state charged
particles are required to be detached from all PVs in the event. This selection is based
upon a quantity χ2IP, which is the difference in the χ
2 of the PV fit with and without
the inclusion of the particle under consideration. The requirement on χ2IP for the p, K
−
and pi+ (µ−) candidates corresponds to about 2σIP (3σIP). The muon is required to have
pT > 1 GeV/c, p > 6 GeV/c and have particle identification (PID) information consistent
with that of a muon. The final-state hadrons must have PID information consistent with
their assumed particle hypotheses, and have pT > 0.25 GeV/c and p > 2 GeV/c. To remove
the contribution from promptly produced charm baryons, the reconstructed trajectory of
the Hc candidate must not point back to any PV in the event. Only Hc candidates that
have an invariant mass within 60 MeV/c2 of their known mass are retained.
The Hcµ
− combinations are required to form a good quality vertex and satisfy the
invariant mass requirement, m(Hcµ
−) < 8.0 GeV/c2. Random combinations of Hc and µ−
are suppressed by requiring the Hc decay vertex to be downstream of the reconstructed
Hcµ
− decay vertex. In events with more than one PV, the b-hadron candidate and its
decay products are associated to the PV for which the χ2IP of the b hadron is smallest.
The dominant source of background in the Hb → Hcµ− samples is from other
semileptonic b-hadron decays. To suppress the background in the Λ+c and Ξ
+
c sam-
ples from misidentified D+s → K+K−pi+, D+ → K−pi+pi+, D∗+ → D0(→ K−pi+)pi+, and
D → φ(→ K+K−)X decays, a set of vetoes is employed. The vetoes are only applied to
candidates that have an invariant mass consistent (within ∼ 2.5 times the mass resolution)
with either the known D+s mass, D
+ mass, the D∗+ −D0 mass difference, or the φ meson
2
mass, after substituting either the kaon or pion mass in place of the proton mass in the
reconstructed decay chain. For those candidates, tighter PID requirements are imposed
such that any peaking contribution is removed. The veto removes about 1–2% of the
signal, and reduces the total background by about 15% (25%) in the Λ+c (Ξ
+
c ) samples.
Potential contamination in the Ξ0c sample from fully reconstructed, but misidentified,
four-body D0 meson decays has been investigated, and is found to be negligible. After all
selections, the dominant source of background is from real muons combined with partially
reconstructed or misidentified charm-hadron decays.
After applying the above selections, the Ξ+c sample still has a lower signal-to-
background ratio than the Λ+c and Ξ
0
c samples. To improve the signal-to-background ratio
in the Ξ+c µ
− sample, a boosted decision tree (BDT) discriminant [34,35] is built from 18
variables. The variables are the χ2 for the Ξ0b and Ξ
+
c decay-vertex fits, and for each final-
state hadron: p, pT, χ
2
IP to the associated PV, and a PID response variable. The BDT is
trained using simulated Ξ0b → Ξ+c µ−νµX decays for the signal, while background is taken
from the Ξ+c mass sidebands, 30 < |m(pK−pi+)−mΞ+c | < 50 MeV/c2, where mΞ+c is the
known Ξ+c mass [15]. Only a loose requirement on the BDT is employed, which provides
an efficiency of about 97% for signal decays while suppressing 40% of the background.
Signal candidates must satisfy a well-defined set of hardware and software trigger
requirements. At the hardware level, signal candidates are required to include a high pT
muon. At the software level, they must pass a topological multivariate selection designed
to provide an enriched sample of beauty hadrons decaying to multibody final states
containing a muon [36].
The invariant-mass distributions for the selected D+, Λ+c , Ξ
+
c and Ξ
0
c candidates in the
Hcµ
− final states are shown in Fig. 1. For the Λ+c and D
+ samples only a 10% randomly
selected sub-sample of events is used in this analysis, since the full yield is much larger
than is needed in this analysis given the anticipated size of the systematic uncertainties.
A binned maximum-likelihood fit is performed to each of the four samples to obtain the
signal yields. For each mass distribution, the signal shape is parametrized as the sum of
two Gaussian functions with a common mean, and the background shape is described
using an exponential function. All signal and background shape parameters are freely
varied in the fit. The resulting signal yields are given in Table 1. The Ξ+c and Ξ
0
c yields
are about 100 times larger than any previous sample used to measure the lifetimes of
these baryons, and the Λ+c sample is about 40 times larger.
The decay time of each Hc candidate is determined from the positions of the Hb and
Hc decay vertices, and the measured Hc momentum. Because b hadrons have a mean
Table 1: Yields from the binned maximum-likelihood fits to the Hc invariant mass spectra in
Hcµ
− signal candidates. For the Λ+c and D+ modes, only 10% of the sample is used, since the
yields in the full data set are much larger than needed in this analysis.
Hc Yield (10
3)
D+ 809.4± 1.3
Λ+c 303.5± 0.7
Ξ+c 55.8± 0.5
Ξ0c 21.6± 0.2
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Figure 1: Invariant-mass distributions for candidate (top left) D+ in B → D+µ−νµX, (top
right) Λ+c in Λ
0
b → Λ+c µ−νµX, (bottom left) Ξ+c in Ξ0b → Ξ+c µ−νµX, and (bottom right) Ξ0c in
Ξ−b → Ξ0cµ−νµX candidate decays. The results of the fits, as described in the text, are overlaid.
lifetime of about 1.5 ps, the decay vertices are well separated from the PV. As a result,
systematic effects due to lifetime-biasing selections in the trigger or oﬄine analysis are
greatly reduced compared to promptly produced charmed baryons.
The background-subtracted decay-time spectra are obtained using the sPlot tech-
nique [37], where the measured Hc mass is used as the discriminating variable. To improve
the accuracy of the sPlot background subtraction, a correction to the Hc mass is applied
to remove a small dependence of the mean reconstructed Hc mass on its reconstructed
decay time, trec. This correction is obtained by first fitting for the peak position of the
reconstructed mass, MHcpeak(trec), in bins of reconstructed decay time, followed by a fit for
the dependence of MHcpeak(trec) on trec, using the functional form
MHc(0) + A[1− exp(−trec/C)]. (2)
The second term represents the deviation from a constant value, and is used to correct
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Figure 2: Decay-time spectra for (top left) D+ signal in B → D+µ−νµX, (top right) Λ+c signal
in Λ0b → Λ+c µ−νµX, (bottom left) Ξ+c signal in Ξ0b → Ξ+c µ−νµX, and (bottom right) Ξ0c signal
in Ξ−b → Ξ0cµ−νµX candidate decays. Overlaid are the fit results, as described in the text,
along with the uncertainties due to finite sizes of the simulated samples.
the measured Hc mass of every candidate used in the sPlot. For the four modes under
study, the values of A and C range from 2.7–4.1 MeV/c2 and 0.06–0.17 ps, respectively.
The uncertainties in the signal yields reflect both the finite signal yield and the statistical
uncertainty associated with the background subtraction.
Potential backgrounds from random Hcµ
− combinations, where the muon is not
produced directly at the Hb decay vertex, could lead to a bias on the lifetime. Such decays
include Hb → Hcτ−ντ , τ− → µ−ντνµ and Hb → HcD, D → µ−X, where D represents a
D−s , D
− or D0 meson. These backgrounds are a small fraction of the observed signal, about
3% in total, and have decay-time spectra that are similar to the genuine Hcµ
−νµ final
state due to the χ2 requirements on the Hb vertex fit. The effect of these backgrounds is
studied with simulation and pseudoexperiments, and is included as a source of systematic
uncertainty.
The decay-time spectra for the D+, Λ+c , Ξ
+
c and Ξ
0
c signals are shown in Fig. 2, along
with the results of the fits described below. Only Hc candidates with decay time larger
than zero are used in the fit. The decrease in signal yield as the decay time approaches
zero is mainly due to the Hc decay-time resolution, typically in the 85–100 fs range, which
results in migration of the signal into the negative decay-time region.
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The charm-hadron lifetimes are determined by fitting the decay-time spectra using a
binned χ2 fit over the ranges shown in Fig. 2. The signal decay-time model takes the form
S(trec; τ
Hc
sim) = f(trec; τ
Hc
sim)g(trec)β(trec), (3)
where f(trec; τ
Hc
sim) is a signal template of reconstructed decay times obtained from the
full LHCb simulation with input lifetime τHcsim. The selection requirements applied to the
simulation are identical to those applied to the data. The function
g(trec) = exp(−trec/τHcfit )/ exp(−trec/τHcsim) (4)
weights the simulated template with lifetime τHcsim to a lifetime value τ
Hc
fit . Because the
weighting function g(trec) depends on the reconstructed decay time, trec, rather than the
true decay time, there is a dependence of S(trec; τ
Hc
sim) on the τ
Hc
sim value used to generate the
template. The simulation uses the known D+ lifetime, τD
+
sim = 1040 fs, which is accurately
measured by many experiments [15]. Since the charm-baryon lifetimes in this analysis
are expected to have a better precision than the existing world average values, a number
of different τHcsim templates are produced. An optimization procedure, as described below,
is used to determine the best choice of τHcsim to use for the charm-baryon templates. The
simulation includes contributions from Hcτ
−ντX final states as well as excited charm
hadrons.
The function β(trec) corrects for a small difference in the efficiency between data and
simulation for reconstructing tracks in the vertex detector that originate far from the
beamline [38]. As discussed in Ref. [14], β(t) is calibrated using the precisely known
value of the D+ lifetime, from which it is found that β(trec) = 1 + β0trec, with β0 =
(−0.89± 0.32)× 10−2 ps−1. The result of the binned χ2 fit to the D+ decay-time spectrum
after this correction is applied is shown in Fig. 2 (top left), where the fitted lifetime is
found to be τD
+
fit = 1042.0± 1.7 (stat) fs. The inclusion of the β(t) term in S(trec) amounts
to about a 1% positive correction to the measured lifetime.
Since beauty baryonic decays are not perfectly described by the simulation, the
simulated events are weighted in bins of (pT, η) of the beauty baryon and the mass
m(Hcµ
−) of the Hcµ− system to match that which is observed in background-subtracted
data. The simulation is also weighted to match all of the two-body invariant mass
projections among the Hc decay products. After all of these weights are applied, excellent
agreement is seen for a wide range of observables in these decays, most notably those
that are used in the BDT. These weights are applied in the formation of the f(trec; τ
Hc
sim)
templates.
The lifetime of each charmed baryon is determined from a simultaneous fit to its
decay-time spectrum and that of the D+ meson. In these fits, τHcfit in Eq. (4) is replaced
by rHcτ
D+
fit in order to reduce systematic uncertainties. Thus, the free parameters in the
fit are rHc , as shown in Eq. (1), and τ
D+
fit . In the Ξ
0
c decay-time fit, β0 is scaled by 4/3
since the effect scales with the number of charged final-state particles in the Hc decay [38].
The procedure for determining the optimal values of τHcsim to use in forming the
templates f(trec; τ
Hc
sim) is first developed and validated using simulation. A series of
templates, fi(trec; τ
Hc
sim), spanning a wide range of τ
Hc
sim values is produced for each charm
baryon. From one template with true lifetime τHc,truesim , a pseudo-dataset set of decay
times is formed that has comparable yield to that of the data. The decay-time fit is
then performed using each template fi(trec; τ
Hc
sim) to this pseudo-dataset, with each fit
6
yielding a value of τfit and a χ
2 of the fit. Examination of the results show, as expected,
that when the pseudo-dataset are fit using the correct template, τfit is consistent with
τHc,truesim . Conversely, when the same pseudo-dataset is fit with an alternate template that
is produced with a significantly different input value of τHcsim, τfit deviates from τ
Hc,true
sim .
Thus the criterion for choosing the optimal template is to select that in which τfit is
closest to τHcsim. The chosen template is also found to have the lowest fit χ
2, which provides
additional support for the method of determining the optimal template.
Applying this same criterion to the data, the optimal values of τHcsim are found to be
τΛ
+
c
sim = 203 fs, τ
Ξ+c
sim = 455 fs, and τ
Ξ0c
sim = 155 fs. As with the pseudo-data, these optimal
values also yield the lowest χ2 value for the decay-time fit. Slightly different values of
τHcsim are not excluded by the procedure, and are considered as a source of systematic
uncertainty.
The results of the fits to the Λ+c , Ξ
+
c and Ξ
0
c decay-time distributions using the best-fit
templates are shown in Fig. 2 and corresponds to the ratios
rΛ+c = 0.1956± 0.0010,
rΞ+c = 0.4392± 0.0034,
rΞ0c = 0.1485± 0.0017,
where the uncertainties are statistical only. Multiplying these ratios by the D+ lifetime [15],
leads to the lifetimes
τΛ+c = 203.5± 1.0 fs,
τΞ+c = 456.8± 3.5 fs,
τΞ0c = 154.5± 1.7 fs.
The statistical precision of these measurements is 5–8 times better than those of the
current world average values [15].
A number of sources of systematic uncertainty on the measured ratios rHc are summa-
rized in Table 2. The decay-time acceptance correction, β(trec), leads to an uncertainty
of 0.5% on rHc . This uncertainty includes a contribution from the finite B → D+µ−X
sample sizes and the choice of fit function.
The technique for finding the correct template is based on choosing that in which the
fitted lifetime is most consistent with the value used in the simulation. The uncertainty
due to this choice is estimated by repeating the decay-time fit using alternative templates
that have simulated lifetimes that differ from the nominal one by two times the uncertainty
on the fitted lifetime. The difference between the fitted values of rHc for these alternative
templates and the nominal one is assigned as a systematic uncertainty.
The Λ0b , Ξ
0
b and Ξ
−
b lifetimes are not known precisely, and this has a small effect on
the decay-time acceptance. To study this effect, simulated decays are weighted to produce
either a shorter or longer Hb lifetime, based on the known uncertainties on the b-baryon
lifetimes [15]. New signal templates are formed, and the fits are repeated. The change in
the fitted value of rHc is assigned as a systematic uncertainty.
Studies of the D+ calibration mode show a small difference in the reconstruction
efficiency between data and simulation, which is described by the β0 parameter. This
parameter has a small dependence on the pT and η of the Hb hadron. While the signal
mode simulations are weighted to match the (pT, η) spectrum observed in data, the
7
weighting is imperfect. A difference would lead to a small bias in the average value of β0.
The uncertainty on rHc is obtained by taking into account the variation of β0 in different
pT and η ranges, and the extent to which the (pT, η) spectrum differs between data and
simulation for each of the decay modes.
The decay-time resolution is checked by comparing the D0 decay-time spectra in
B− → D0pi− decays between data and simulation, where no explicit requirement on
the D0 flight distance is applied. The simulation reproduces the data well. A second
check is performed where the Λ+c lifetime is fitted using a template that is produced with
an additional smearing which increases the decay-time resolution by 2.5%. The change
increases the fit χ2 substantially, with only a small change of 0.3 fs in the fitted lifetime.
This difference is considered negligible, and no systematic uncertainty due to modeling
the decay-time resolution is assigned.
The method for background subtraction uses the sPlot technique, which relies on a
specific choice for modeling the signal and background distributions in the charm-hadron
invariant-mass spectra. To quantify a possible systematic effect on rHc , the decay-
time spectra in data are obtained using a different background-subtraction technique.
Instead of the sPlot method, signal and sideband regions are defined for each of the mass
spectra, and for each charm baryon the decay-time spectrum of candidates from the
sideband regions are subtracted from the spectrum obtained from the signal region. The
resulting background-subtracted decay-time spectra are then fitted using the decay-time
fit described previously. The difference between this result and the nominal one is assigned
as a systematic uncertainty.
The decay-time spectra in the Hcµ
− samples have small contributions from random
combinations of Hc and µ
− candidates [(0.8± 0.2)% of the signal], as well as backgrounds
where the muon comes from either a τ− [(1.8± 0.3)%] or a semileptonic D decay [(0.5±
0.2)%]. The impact of these backgrounds is assessed using pseudoexperiments, as described
in Ref. [14].
The systematic uncertainty due to the finite size of the simulated samples used to
produce the signal templates is assessed by repeating the fit to the data many times, where
in each fit the simulated-template bin contents are fluctuated within their uncertainties.
The standard deviation of the distribution of the fitted rHc values is assigned as a systematic
uncertainty. The total systematic uncertainty on rHc is about 0.6% for the Λ
+
c and Ξ
+
c
measurements, and about 1.2% for that of the Ξ0c baryon.
In summary, pp collision data samples at 7 TeV and 8 TeV center-of-mass energies
collected by the LHCb experiment, corresponding to 3.0 fb−1 of integrated luminosity,
are used to measure the lifetimes of the Λ+c , Ξ
+
c and Ξ
0
c baryons. For the Λ
+
c and D
+
samples, only 10% of the integrated luminosity is used for this measurement. The lifetimes,
measured relative to that of the D+ meson, are determined to be
rΛ+c = 0.1956± 0.0010± 0.0013,
rΞ+c = 0.4392± 0.0034± 0.0028,
rΞ0c = 0.1485± 0.0017± 0.0016,
where the first uncertainty is statistical and the second is systematic. After multiplying by
8
Table 2: Summary of systematic uncertainties on the ratio of the charm baryon to D+ meson
lifetimes (in units of 10−4). The statistical uncertainty on the measurements is also provided for
reference.
Source rΛ+c rΞ+c rΞ0c
Decay-time acceptance 6 13 4
Hc lifetime 4 4 12
Hb lifetime 1 3 0
Hb production spectra 2 4 1
Background subtraction 8 17 7
Hc(τ
−, D, random µ−) 5 11 3
Simulated sample size 4 13 5
Total systematic 13 28 16
Statistical uncertainty 10 34 17
the known D+ lifetime of 1040± 7 fs [15], the charm-baryon lifetimes are measured to be
τΛ+c = 203.5± 1.0± 1.3± 1.4 fs,
τΞ+c = 456.8± 3.5± 2.9± 3.1 fs,
τΞ0c = 154.5± 1.7± 1.6± 1.0 fs,
where the last uncertainty is due to the uncertainty in the D+ lifetime. The Λ+c and Ξ
+
c
lifetimes are measured with about 1% precision and are consistent with the existing world
averages. The Ξ0c lifetime is measured with about 1.8% precision, and is 3.3σ larger than
the world average value of 112+13−10 fs. These measurements have uncertainties that are
approximately 3–4 times smaller than those of the existing world average values, and have
precision comparable to that achieved for charm mesons.
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