This paper concerns the problem of output regulation for the oscillation displacement system of continuous casting mold driven by servo motor with mismatched time varying disturbances. A composite control scheme combining the backstepping control with sliding mode control (SMC) and extended state observer (ESO) is proposed. Two novel nonlinear ESOs with high gain are first constructed to estimate the compound disturbance and the load torque, respectively, and the estimates are then introduced into the design of virtual control laws. A continuous sliding mode controller with adaptive gain is designed in each step of backstepping procedure, and a robust exact differentiator is introduced to obtain the first-order time derivative of the previous virtual control law. By using Lyapunov stability theorem, it can be proved that the estimation errors of the proposed ESOs are bounded and the upper bounds are dependent on the high gain; it can be shown that all the signals of the resulting closed-loop systems are bounded and the system states can be stabilized to the origin exponentially by choosing appropriate parameters. Finally, simulation results are given to illustrate the verification of the proposed control method.
I. INTRODUCTION
Continuous casting mold (CCM) is the key part he continuous casting equipment, and the mold oscillation is one of the key technologies for developing high efficiency continuous casting of steel. It can be proved that non-sinusoidal oscillation waveform has many merits compared with rectangle, trapezoidal and sinusoidal ones, such as improving the casting speed and slab quality [1] . There are several ways to drive the mold non-sinusoidal oscillation, which are mechanical, hydraulic and servo electric cylinder driving. One kind of mechanical driving mode, a non-sinusoidal oscillator driven by servo motor, has many advantageous features compared with other driving mode, such as the compact structure, high energy efficiency and low The associate editor coordinating the review of this manuscript and approving it for publication was Zhiguang Feng . maintenance cost. In this driving mode, the servo motor rotates continuously according to single direction and varying angular velocity, and drives the mold oscillator to achieve non-sinusoidal oscillation through speed reducer, eccentric shaft and mechanical linkages [2] . From the viewpoint of control, controlling the mold oscillation according to a given non-sinusoidal waveform accurately is the key problem, and the control problem can be regarded as an oscillation displacement tracking control problem of CCM driven by servo motor.
There are many obstacles to realize high precision tracking of the oscillation displacement system (ODS) of CCM driven by servo motor, such as unknown time-varying load torque, uncertainties and nonlinearities. It should be pointed out that the load torque and some of uncertainties are mismatched, that is, they enter the system on the different channel as the control input. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ It is well known that SMC is one of the efficient control methods to cope with disturbances/uncertainties [3] , [4] . However, the traditional SMC is only insensitive to the matched disturbances, but it is sensitive to the mismatched ones [5] .
In order to handle the mismatched disturbances/ uncertainties, an alternative effective method, called disturbance/uncertainty estimation and attenuation (DUEA) technique in [6] , is to estimate the disturbances/uncertainties by using an observation mechanism and the estimates are then used to compensate the disturbances/uncertainties correspondingly. Such as, active disturbance rejection control (ADRC) in [7] , [8] , disturbance observer based (DOB) SMC method in [5] , [9] - [11] and ESO based SMC method in [2] , [12] - [14] . Most of these methods could achieve asymptotical output regulation in the presence of mismatched vanishing disturbances, that is, the disturbances d(t) satisfy the assumption that lim t→∞ḋ (t) = 0; or the disturbance estimation errors are assumed to converge into a neighborhood of zero with known upper bound, so that the estimation errors can be cancelled by switching terms of SMC.
Backstepping design is an effective systematic design tool for the nonlinear strict feedback systems [15] . The idea of backstepping is to design a controller recursively by considering some of the state variables as ''virtual controls'' and designing for them intermediate control laws and it can provide an effective control method to accommodate the uncertainties missing the matching conditions. Therefore the backstepping design combines with other control methods to conduct the nonlinear system with mismatched disturbances. In [16] , a backstepping control combining with feedback linearization technique and high-order sliding modes is proposed for a class of nonlinear systems in presence of matched and mismatched disturbances, in which a high-order sliding differentiator is employed to estimate the matched and mismatched disturbances. In [17] , an indirect adaptive neural network (NN) dynamic surface control(DSC) method is proposed for a class of nonlinear time delay systems with unknown dead-zone input and mismatched uncertainties, in which adaptive indirect NN is incorporated into DSC framework to estimate the unknown parameters and unknown nonlinear time-delay terms. A similar control method, adaptive backstepping dynamic surface control method with RBF neural network is presented for a class of uncertain nonlinear system with external disturbances in [18] . In [19] , a new robust adaptive fuzzy control method is proposed by combining H∞ theory with backstepping technique for a class of uncertain nonlinear systems with unstable dynamics and mismatched disturbances, in which the mismatched disturbances or uncertainties are attenuated by H∞ control mechanism. In [20] , a compound control method of ESO, robust control and backstepping is proposed for a hydraulic system with mismatched modelling uncertainties, and a bounded stability of closed-loop system is achieved in the presence of the uncertainties. In [21] , a composite control scheme combining with backstepping control design and DOB control approach is developed for a class of strict-feedback nonlinear systems subject to mismatched non-vanishing disturbances, and a global input-to-state stable result is achieved with respect to the disturbances.
In view of the analysis above, an adaptive backstepping control method combining with SMC and ESO is proposed for the ODS of CCM driven by servo motor with mismatched non-vanishing disturbances in this paper. Firstly, a novel nonlinear ESO with high gain is designed to estimate the mismatched disturbance and the disturbance estimate is then introduced into the design of virtual control law in each step of backstepping procedure. Secondly, an adaptive backstepping SMC (ABSMC) method is developed, in which an adaptive gain is employed to estimate the upper bound of unknown term including estimation error of ESOs to improve the tracking accuracy. It should be pointed out that the sliding mode controller as virtual control law in each step must be differentiable in backstepping design but the conventional SMC is discontinuous. For this reason, a continuously differentiable term is often used to replace the signum function of SMC [22] , and a hyperbolic tangent function is adopted in this paper. In addition, a robust exact differentiator [23] is introduced to obtain the first-order time derivative of the virtual control controller to avoid the problem of ''explosion of terms''. By using Lyapunov stability theorem, it can be proved that the proposed ESO-ABSMC method can guarantee that all signals of the closed loop system are bounded and the system states can be stabilized to zero exponentially by choosing appropriate design parameters. Finally, compared with previous results [2] , the simulation results illustrate that the proposed controller can achieve the better tracking performance and robustness to disturbances, and can improve the static and dynamic performances of the system. The contributions of this work consist of the main features of the proposed method:
(i). The proposed novel ESO with high gain can guarantee that the estimation errors are bounded whose ultimate upper bounds depend on the high gain. (ii). Two assumptions in previous literatures are relaxed in this paper, that is, the mismatched disturbances need not to be constant in steady state and the upper bounds of the disturbance estimation errors are not required. (iii). Compared with the previous work of [2] , the static and dynamic performance is significantly improved by using the proposed method, and the displacement tracking error of the mold decreases dramatically. The remainder of this paper is organized as follows. The mathematical model of the ODS and the problem statement are described in Section II. The ESO-ABSMC design procedure and stability analysis are presented in Section III. Some simulation results are shown in Section IV, and the conclusion is drawn in the final section. 
II. MATHEMATICAL MODEL OF THE OSCILLATION DISPLACEMENT SYSTEM AND PROBLEM STATEMENT
The structure diagram of the non-sinusoidal oscillation generator of CCM driven by servo motor is shown in Figure 1 .
The mathematical model of the CCM driven by servo motor is given below and a permanent magnet synchronous motor (PMSM) is used as the servo motor [2] :
where x p is oscillatory displacement of the mold; h is the amplitude of the oscillatory displacement; n is the motor speed; R s is the stator resistance; p is the number of pole pairs; ψ f is the permanent magnet flux linkage; B is the viscous friction coefficient; J is the total moment of inertia (including motor itself and oscillation platform weight on motor shaft); L is the stator inductance on d-q axis; T L (t) is the load torque; u d and u q are respectively the stator voltage components on d-axis and q-axis; i d and i q are respectively the stator current components on d-axis and q-axis; i is the reduction ratio; i is the reduction ratio error caused by the machining accuracy; ϕ is the initial angle deviation of the eccentric shaft. This paper aims to design controllers u d and u q for system (1) to drive the mold oscillatory displacement x p tracking the desired oscillatory displacement waveform x pd in the present of the uncertain parameters and unknown load.
However, due to the existence of the cosine function in (1), it is difficult to design the displacement tracking controller directly. In addition, the motor is required to rotate only in single direction in real industrial applications, which also brings difficulties to controller design. A simple and practical approach is to introduce an intermediate variable, the eccentric shaft angle denoted by θ . It is obvious to get
Without loss of generality, let n ≥ 0, which means that the eccentric shaft angle θ monotonously increases during the servo motor rotation. Since eccentric shaft angle θ is not measured directly, a piecewise mapping function is introduced as follows.
where θ p is the eccentric shaft angle calculated from the mold displacement x p ; k ∈ N (the initial value k = 0; only when x p (t) = h, k = k +1); t k denotes the moment when the mold displacement arrives at the kth peak (when k is odd) or trough (when k is even). It can be proved that θ p (t) is monotonously increasing as the motor rotates and the function G(x p (t)) is continuous in t ∈ [0, ∞) and θ p (t) is piecewise differentiable. So system (1) can be simplified as the following form
where
30i(i+ i) dτ + ϕ as the compound disturbance. In this way, the mold displacement tracking problem can be transformed into the eccentric shaft angle tracking problem, that is, θ p tracks the desired angle θ d , where θ d can be obtained from x pd . For example, the DEMAG non-sinusoid oscillation waveform is x pd (t) = h sin(ωt − A sin(ωt)), and the desired eccentric shaft angle can be get directly θ d (t) = ωt − A sin(ωt).
Remark 1: Actually, the first formula of (3) should be depicted asθ = γ 1 n + d. It is obvious θ p = θ in theory, but θ is not measured directly, so θ is replaced by θ p in (3). What's more, θ p can be regarded as the estimate of θ and it is calculated from x p by (2), therefore, if θ p tracks θ d , then x p tracks x pd as well.
It is obvious that the disturbances d and T L are mismatched disturbances in the system (3) with inputs u q and u d . Considering the physical limitations, an assumption imposed on the system (3) is given as follows.
Assumption 1: The disturbances d and T L are bounded and their derivatives exist and are bounded. There are some positive constantsω 1 andω 2 , such that |ḋ| ≤ω 1 and γ 4 |Ṫ L | ≤ω 2 .
To end this section, an exact differentiator called ''Levant Differentiator (LD)'' is borrowed from [23] to estimate the time derivatives of the previous step virtual control laws in the backstepping procedure.
where µ 1 > 0, µ 2 > 0; v is the input signal, z 1 and z 2 are the estimates of v andv, respectively; sgn() denotes signum function. It can be derived from [23] and [24] that the estimation errors z 1 − v and z 2 −v can converge to zero in finite time if we choose appropriate parameters µ 1 and µ 2 .
III. DESIGN OF ESO-BASED ADAPTIVE BACKSTEPPING CONTROLLER
In this section, an ESO-based ABSMC algorithm is proposed for the ODS of CCM driven by PMSM, whose structure diagram is shown in Figure2. The two ESOs are respectively employed to estimate the compound disturbance d and the load torque T L . There are three loops in the system, position loop, speed loop and current loop, so that three controllers called position controller, speed controller and current controller are designed in each step of backstepping procedure for the three loops, respectively.
In the following, the nonlinear ESOs with high gain are designed in the first subsection, and the ABSMC algorithm is then developed in the second subsection.
A. DESIGN OF NONLINEAR EXTENDED STATE OBSERVER WITH HIGH GAIN
For convenience, let x 11 = θ p , x 12 = d, x 21 = n, x 22 = −γ 4 T L , ω 1 =ḋ, ω 2 = −γ 4ṪL . The first two formulas of (3) can be rewritten respectively as the following two extended subsystems:
The proposed ESOs are designed for (5) and (6) respectively as follows:
ESO 2 :
wherex ij are the estimates of x ij ; a ij > 0 and b i > 0 are observer gains, i = 1, 2, j = 1, 2; the high gain η > 1; the hyperbolic tangent function: tanh(x) = e x −e −x e x +e −x . Thus, the estimates of d and T L can be respectively obtained from (7) and (8),d =x 12 ,T L = −x 22 γ 4 .
Since the ESOs (7) and (8) have the same structures, only the convergence analysis of ESO (7) for subsystem (5) is given as follows.
Lemma 1: For subsystem (5) under Assumption 1, the ESO (7) ensures that the estimation errors can be uniformly bounded, the upper bounds depend on the high gain η.
Proof: Denoting the estimation errorsx 1j (t) = x 1j (t) − x 1j (t), j = 1, 2, then using the time scale by setting τ = t η and let
From (5), (7) and (9), one has
Consider the following Lyapunov function
Taking time derivative of V ξ along with (10), one haṡ
There are two cases to be discussed, the case of ω 1 = 0 and that of ω 1 = 0.
It the case of ω 1 = 0, from (12), it can be get thaṫ V ξ ≤ − a 11 a 12 ξ 2 2 < 0 for ξ 2 = 0 andV ξ = 0 for only ξ 2 = 0, which leads toξ 1 = ξ 2 = 0 andξ 2 = 0 as t → ∞. Then, from (10), one has |ξ 1 | ≤ 1 b 1 tanh −1 |ω 1 | a 12 η = 0. In the case of ω 1 = 0, it can be found from (12) thatV ξ < 0 for |ξ 2 | > |ω 1 | a 11 η , which means that ξ 2 will converge into a neighborhood of zero with upper boundω 1 a 11 η and system (10) is bounded stable, that is, |ξ 2 | ≤ |ω 1 | a 11 η . When system (10) enter to steady state, from (12), one has
Then noting the error transformation (9), one has
which imply that the estimation errorsx 11 andx 12 are bounded and that the upper bounds depend on η. The proof is completed. Remark 2: The proposed ESO is inspired from [8, 25] and [26] . The high gain is used to improve the robust performance against large uncertainties and accelerate the convergence speed. The hyperbolic tangent function is employed in the ESO to weaken the peaking value problem by using its saturation character. When η = 1, the ESO will reduce to the form of ESO in [26] .
Remark 3: From Lemma 1, it can be found that the upper bounds of the estimation errors depend on the high gain η. The larger η is, the smaller upper bound of estimation error and the faster convergence but larger peaking [8] . In addition, following the analysis of [27] , [28] , too large high gain will amplify the measurement noise. Therefore, a trial-and-error method is used in selecting the high gain in this paper.
Similarly, letx 2j =x 2j − x 2j , j = 1, 2, we can get
Therefore, there exist positive constants κ 1 and κ 2 such that for t > 0, the following inequalities hold:
B. ADAPTIVE BACKSTEPPING SLIDING MODE CONTROLLER DESIGN
Based on the ESOs (7) and (8), an adaptive backstepping sliding mode controller for the system (3) is designed in this subsection.
where n * and i * q are virtual control laws to be designed later, and i * d = 0 for the field-oriented control strategy. Then, from (3), one has
Step 1: For the first formula of (17), the virtual control law n * (position controller in Figure 2 ) is designed as follows:
where k 1 > 0, k th > 1;ρ 1 is an adaptive gain and is to be designed later.
Considering Lyapunov function V 1 = 1 2 e 2 1 , and taking the time derivative of V 1 along with the first formula of (17), one hasV 1 ≤ −k 1 e 2 1 + γ 1 e 1 e 2 −ρ 1 tanh(k th e 1 )e 1 + κ 1 |e 1 | (19)
Step 2: For the second formula of (17), design the virtual controller i * q (speed controller in Figure 2 ) as follows.
where k 2 > 0;ρ 2 is to be designed later;n * is the estimate of the time derivative of n * and is obtained from (4), LD(n * , z 1 , z 2 ), andn * = z 2 . Consider the Lyapunov function V 2 = V 1 + 1 2 e 2 2 , from (16), (17), (19) and (20), we havė
ρ r tanh(k th e r )e r − κ r |e r | + γ 2 e 2 e 3 + |e 2 | n * −ṅ * (21)
Step 3: For the last two formulas of (17), the controllers (current controllers in Figure 2 ) are designed as follows.
where k 3 > 0, k 4 > 0;î * q is the estimate ofi * q and is also obtained from (4), LD(i * q , z 1 , z 2 ),î * q = z 2 . The adaptive laws of gainsρ j , j = 1, 2, 3, are designed aṡ
where k ρ j1 > 0, k ρ j2 > 0, j = 1, 2, 3. Letρ j =ρ j − ρ j denote the estimation errors, j = 1, 2, 3.
Consider the Lyapunov function V 3 = V 2 + 1 2 e 2 3 + e 2 4 + 1 2
3 j=1 k ρ j2ρ 2 j , from (17), (21) , (22) and (23), we havė
r=1ρ r e r (sgn(e r ) − tanh(k th e r ))
Following [23] , [24] , if we choose appropriate parameters µ 1 and µ 2 , for example, an enough large µ 2 , then the estimation errors n * −ṅ * and î * q −i * q would be converge to zero in finite time. On the other hand, even though the LD (4) cannot ensure the estimation errors converging to zero but to neighborhood of the zero in finite time. Therefore, n * −ṅ * and î * q −i * q converge to at least neighborhood of zero. Letting ρ 1 = κ 1 , ρ 2 = κ 2 + sup n * −ṅ * and ρ 3 = sup î * q −i * q , and substituting (23) into (24), one haṡ
r σ r (e r , k th ) (25) where σ r (e r , k th ) = e r (sgn(e r ) − tanh(k th e r )), r = 1, 2. According to [28] , one can get that, for any k th > 0 and x ∈ , the following inequality holds 0 ≤ |x| − x tanh(k th x) ≤ δ k th (26) where δ is a constant that satisfies δ = e −(δ+1) , i.e. δ = 0.2785. Then, it can be obtained that
It is obviously to be found that σ r (e r , k th ) is bounded and its upper bound depends on k th , specially, lim k th →∞ σ r (e r , k th ) = 0.
Remark 4:
In virtual control laws (18) and (20), hyperbolic tangent function tanh(k th e) is employed to replace the signum function sgn(e). Thus, the virtual control laws can be differentiable, and the replacement also can reduce the chattering phenomenon. From the point of reducing chattering phenomenon, the switching termρ 3 sgn(e 3 ) could also be replaced byρ 3 tanh(k th e 3 ). In addition, if a large enough k th is chosen, then the error σ r (e r , k th ), r = 1, 2, could be neglect in practice.
Then, we can geṫ
Theorem 1: For system (17) under Assumption 1, based on the ESOs (7) and (8), the control laws (22) with (18) , (20) and (23) can guarantee that 1) all the signals of the resulting closed-loop system are bounded, 2) the system states can be stabilized to a neighborhood of zero exponentially, and 3) if we choose appropriate design parameters, the system states are exponentially stable. Proof: Firstly, from Lemma 1, it can be obtained that the estimation errors of the disturbances d and T L are bounded.
Secondly, according to the above analysis of backstepping procedure, we can conclude that the controllers (22) with virtual controllers (18) and (20) and adaptive laws (23) can drive the error system (17) ultimately bounded stable.
In addition, from (23), it can be found that if we choose smaller k ρ j1 and k ρ j2 , then we would get larger adaptive gainŝ ρ j , j = 1, 2, 3 are obtained. Therefore, if small enough k ρ j1
and k ρ j2 are chosen, in particular, k ρ j1 = 0, thenρ j ≥ ρ j will achieve, and (28) will reduce toV 3 ≤ − 4 i=1 k i e 2 i , which means that the errors e i , i = 1, 2, 3, 4, would be convergent to the origin exponentially and the estimation errorsρ j , j = 1, 2, 3, are bounded. The proof is completed.
Remark 5: If we choose k ρ j1 = 0, j = 1, 2, 3, the adaptive update laws (23) will simplified into the forms of [30] and [31] , and we can get enough largeρ j . But the case of k ρ j1 = 0 will lead to the parameter bursting [32] , that is, ρ j will keep increasing. To avoid this problem, he damping terms −k ρ j1ρ j , j = 1, 2, 3 are added to the adaptive update laws (23), correspondingly.
Remark 6: It should be pointed out that the proposed method only requires the boundedness of the disturbances and their derivatives, and the exponential stability of the system states would be achieved theoretically by selecting appropriate design parameters according to the proposed method. The two rigorous assumptions, lim t→∞ḋ (t) = 0 and the upper bounds of the disturbance estimation errors are known, are removed.
Remark 7: The result of theorem 1 can be extended to the nth-order system described by
where x i is the system state,x i = [x 1 , · · · , x i ] T , x =x n , the functions g i (x i , t) and f i (x i , t) are known and smooth, f i (0, t) = 0, g i (x i , t) ≥ g 0 > 0, i = 1, · · · , n. The disturbances d i (t), i = 1, · · · , n in system (29) can be estimated by where a i1 > 0, a i2 > 0 and b i > 0 are design parameters.
x i2 is the estimate of the disturbances d i (t), i.e.d i =x i2 , i = 1, · · · , n.
For system (29) , the adaptive backstepping sliding mode controllers are designed as
where e i = x i − α i , α 1 = x 1d ; k i > 0, k ρ i1 > 0, k ρ i2 > 0; α i is the estimate ofα i and is derived from LD(α i , z 1 , z 2 ), i = 1, 2, · · · , n.
IV. SIMULATION RESULTS
In order to verify the proposed control method, some simulations are carried out on the CCM oscillation displacement system driven by servo motor.
The parameters used in this simulation are provided in Table 1 .
The desired displacement waveform function is given as the following widely used DEMAG non-sinusoid oscillation function is x pd = h sin(ωt −A sin(ωt)), and the corresponding desired eccentric shaft angle is θ d = ωt − A sin(ωt), where ω = 2π 60 f ; A = π α 2 sin( π 2 (1 + α)) . In this simulation, the reduction ratio uncertainty is taken as i = 1%i. The initial mechanical angle deviation of the eccentric shaft is ϕ = −0.2 rad. Correspondingly, the initial displacement of the mold is x p (0) = 3 sin(−0.2) = −0.596 mm.
In addition, the load uncertainty is considered and the load torque is taken as T L = 5.1335 + 6.4985 sin(ωt − A sin ωt), 0 ≤ t < 1 s 7.1335 + 6.4985 sin(ωt − A sin ωt), t ≥ 1 s The selection of design parameters of the proposed controller (ESO+ABSMC) is discussed in the following. From (7) , (8) , (14) and (15), it could be found that larger a ij , b i , i = 1, 2, j = 1, 2, will lead to faster response and smaller estimation errors, but larger peaking values in the initial moment, which play similar role of the high gain η in these aspects. But from (10) and (12), it could be found that a 11 determines the speed of convergence of ξ 2 , a 12 and η identify the boundary of the convergence of ξ 2 . The function of b 1 is similar with the function of k th . According to the analysis above, the parameters of ESOs are chosen as a 11 = a 21 = 100, a 12 = 200, a 22 = 800, b 1 = b 2 = 100, η = 30. In addition, the selection of high gain η will be discussed in detail later.
The design parameters k i , i = 1, 2, 3, 4 can be viewed the gains of the (virtual) control laws, which determine the speed of convergence of errors e i . In order to achieve good tracking performance and transition performance, the control parameters are chosen as k 1 = 100, k 2 = 500, k 3 = 10000, k 4 = 10.
According to Remark 5, the adaptive gain updated parameters are chosen as k The value of k th determines the error between x tanh(k th x) and xsgn(x) = |x| according to (26) , but too large k th will lead to chattering phenomenon. So k th = 100 is chosen in the simulation.
The selection of Levant Differentiators refers to [23] and [24] , and large µ 2 is chosen to achieve small estimation error. The parameters are chosen as follow. For the purpose of comparison, the ESO + SMC [2] is also carried out for the same plant, and the parameters are taken as the same of [2] .
The simulation results are shown in Figures 3-9 . From Figures 3 and 4 , it is obvious that the proposed method has better transient and steady state performance than those of the ESO + SMC method proposed by [2] . Specifically, from Figure.4 , it can be seen that the tracking error is in the range of ±0.0003 mm by using the proposed method, while the tracking error is in the range of ±0.02 mm by using the ESO + SMC method, and the relative errors are 0.01% and 0.67%, respectively. Therefore, the tracking accuracy is significantly improved.
From Figure 5 , it can be seen that the motor meets the requirement of just rotating in single direction instead of frequently changing the direction to save energy and to reduce mechanical shocks. Figure 6 shows the q-axis and d-axis currents and Figure 7 shows the adaptive gains, it can be seen that all of them are bounded. It can be observed from Figures 8 and  9 that the proposed ESO can achieve a good performance on estimating the compound disturbances and the load torque. Here the estimate of load torque is obtained from ESO 2, T L = −x 22 γ 4 .
In order to illustrate the influence of parameter selection on the system, here we only discuss the selection of high gain η, some more simulations are carried out and the results are shown in Figures 10-15 .
From Figures 10 and 11 , it can be seen that if a larger high gain η is taken, smaller estimation errors and higher convergent speed will be obtained, but it also can be found from Figure10 that there are some sharp changes in some moments when a larger η is chosen, for example η = 30 and η = 50. As previously stated, the estimation errors depend on the high gain η, a larger η will result in smallerd andT L , as well as lead to smaller ρ 1 and ρ 2 , consequently, smaller ρ 1 andρ 2 will be required in switching terms. It can be found from Figures 12-14 that a larger η will lead to smaller adaptive gainsρ j , j = 1, 2, 3 and cause that adaptive gains enter into their steady states faster, respectively. On the contrary, if a smaller η is chosen, for example, η = 1, 5, 10, the adaptive gains are still increasing and could not enter into steady state in 2 second, which will lead to larger tracking errors of the system, see Figure 15 .
In practice, due to the damping terms −k ρ j1ρ j in adaptive laws and selection of parameters k ρ jr , j = 1, 2, 3, r = 1, 2, the adaptive gainsρ j may not estimate ρ j accurately, j = 1, 2, 3. Such as ρ 1 = sup d andρ 1 , see Figures 10 and 12. Comparing with the results under different η, we can find that η = 30 is a better choice in this system, because a larger η will lead to smaller tracking error but a value larger than η = 30 has little effect on improving tracking accuracy. 
V. CONCLUSION
An ESO-based adaptive backstepping SMC method is proposed for the oscillation displacement system of continuous cast mold driven by servo motor in the present of mismatched disturbances. Two ESOs are constructed to estimate the mismatched load torque and other disturbances dynamically and the estimates are introduced into the design of virtual control laws. A composite controller of backstepping technique and adaptive sliding mode control method is then developed to enhance the robust stability of the system. By selecting appropriate parameters, the system states can be stabilized to the equilibrium exponentially in theory. Finally, some simulation results are given to illustrate the effectiveness of the proposed method.
