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FUNCTION SPACES OBEYING A TIME-VARYING BANDLIMIT
R.T.W. MARTIN AND A. KEMPF
Abstract. Motivated by applications to signal processing and mathematical physics, recent work
on the concept of time-varying bandwidth has produced a class of function spaces which generalize
the Paley-Wiener spaces of bandlimited functions: any regular simple symmetric linear transfor-
mation with deficiency indices (1, 1) is naturally represented as multiplication by the independent
variable in one of these spaces. We explicitly demonstrate the equivalence of this model for such
linear transformations to several other functional models based on the theories of meromorphic
model spaces of Hardy space and purely atomic Herglotz measures on the real line, respectively.
This theory provides a precise notion of a time-varying or local bandwidth, and we describe how
it may be applied to construct signal processing techniques that are adapted to signals obeying a
time-varying bandlimit.
Key words and phrases: time-varying bandlimit, local bandwidth, sampling theory and signal pro-
cessing, symmetric operators, self-adjoint extensions, Hardy spaces, deBranges spaces, reproducing
kernel Hilbert spaces.
2010 Mathematics Subject Classification —47B32 Operators on reproducing kernel Hilbert spaces;
46E22 Hilbert spaces with reproducing kernels; 47B25 Symmetric and selfadjoint operators (un-
bounded);
1. Introduction
Information theory distinguishes between continuous and discrete forms of information; e.g.
music signals on one hand and discrete sets of symbols on the other. The crucial bridge between
continuous and discrete is provided by Shannon sampling theory and its generalizations [1, 2, 3, 4].
For example, a raw, continuous audio signal, fraw(t), is a pressure-valued function of time. In order
to record all the information required to reconstruct fraw perfectly, it would appear to be necessary
to record its amplitudes at all (uncountably many) points in time, and this is unfeasible. In signal
processing, this problem is overcome by applying the fact that the average human ear is incapable
of sensing frequencies above 22kHz [5, pg.163]. It follows that the audio signal fraw can be low
pass filtered accordingly to obtain a signal f(t) which contains no frequencies greater in magnitude
than A = 22kHz. The filtered signal is said to be A−bandlimited, the positive number A is called
the bandlimit, and the subspace B(A) := F−1L2[−A,A] ⊂ L2(R) (F denotes Fourier transform) is
called the Paley-Wiener space of A-bandlimited functions. As Shannon pointed out, this filtering
has a tremendous benefit: In order to record and later reconstruct any such filtered signal, it suffices
to record the signal’s amplitudes or samples {f(tn)} at a discrete set of sample times {tn} with
spacing tn+1 − tn = pi/A, the so-called Nyquist spacing. Any such discrete set can be arranged in
strictly increasing order and there is a one-parameter family of such sequences of sample points, or
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sampling sequences tn(ϑ) := (n + ϑ)
pi
A ; ϑ ∈ [0, 1). For a fixed choice of ϑ, the samples {f(tn(ϑ))}
then completely determine and represent the A−bandlimited function f . Indeed, the celebrated
Shannon sampling formula can be used to reconstruct f perfectly (in theory) from these discrete
values:
f(t) =
∑
n∈Z
f (tn(ϑ))
sin (A(t− tn(ϑ))
A(t− tn(ϑ)) ; tn(ϑ) := (n+ ϑ)
pi
A
, ϑ ∈ [0, 1).
This key reconstruction property is applied ubiquitously in signal processing to discretize and later
reconstruct audio or video signals [2, 3, 4].
In practical applications, the bandlimit A is necessarily the largest frequency that occurs in the
set of signals considered. The larger the value of A, the smaller the spacing pi/A of the sample
times at which the samples need to be recorded. Even if a given signal appears to have low
‘bandwidth’ for most of its duration, and to be a linear combination of a wide range of frequencies
for only a short time interval, the samples need to be taken at a high rate for all time in order
to apply the Shannon sampling formula. This is intuitively inefficient and motivates the extension
of signal processing methods such as filtering, sampling and reconstruction to the setting of time-
varying bandwidth. What exactly, however, is a time-varying bandlimit? The traditional notion
of bandlimit is determined by the Fourier transform of the entire signal and hence is non-local, it
depends on the signal’s global behaviour. This makes it difficult to make the concept of a time-
varying bandlimit precise. For several approaches in the literature, see, for example, [6, 7, 8, 9, 10,
11].
Our definition of time-varying bandlimit (Definition 3.21) is based on the observation that, in
conventional Shannon sampling theory, the constant bandlimit A is inversely proportional to the
constant spacing pi/A of the standard Nyquist sampling sequences. We then identify the sample
points in each of these sampling sequences (tn(ϑ) = (n + ϑ)
pi
A) for ϑ ∈ [0, 1), appearing in the
Shannon sampling formula, with the simple eigenvalues of a self-adjoint operator Zϑ. We further
observe that the family {Zϑ| ϑ ∈ [0, 1)} is the one-parameter family of self-adjoint extensions of a
single symmetric linear transformation Z which acts as multiplication by the independent variable
on a dense domain in B(A) (and which is simple, regular and has deficiency indices (1, 1), we will
recall these basic definitions in Subsection 1.2) [12, 13]. One can combine the spectra of these self-
adjoint extensions to define a smooth, strictly increasing bijection on the real line, t(n+ϑ) := tn(ϑ).
If γ denotes the compositional inverse of t, we observe that
piγ′(t) = A,
is the bandlimit. The derivative γ′(t) is then a measure of the local density of the sampling sequences
(tn(ϑ)) near the point t, and it is proportional to the constant bandlimit in the case of Shannon
sampling.
Crucially, the spectra of the self-adjoint extensions of such a symmetric operator, T , need not be
equidistant. It is possible, therefore, to straightforwardly generalize Shannon sampling theory using
the representation theory of regular simple symmetric linear transformations with defect indices
(1, 1) (we will review the definitions in Subsection 1.2). We will develop this theory to show that
any such symmetric T is unitarily equivalent to multiplication by the independent variable in a
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local bandlimit space, K(T ), a Hilbert space of functions on R with the same special reconstruction
properties as the Paley-Wiener spaces, B(A), of A−bandlimited functions. Namely, we will prove
that any f ∈ K(T ) can be reconstructed from its samples taken on any sampling sequence (tn(θ)),
θ ∈ [0, 1), where the tn(θ) are the simple eigenvalues of a self-adjoint extension, Tθ, of T (see
Theorem 2.24). The local density of the sampling sequences (tn(θ)) will then provide a natural
notion of time-varying bandlimit that recovers the classical definition in the case where K(T ) =
B(A) (Example 2.28, and Subsection 3.20).
The goal of this paper is two-fold. Our first aim is to apply the spectral theory of regular
simple symmetric linear transformations, T , with indices (1, 1) to construct the local bandlimit
spaces K(T ) as introduced in [12, 13, 14], and to demonstrate that these spaces obey Shannon-
type sampling formulas. We will further show that T is unitarily equivalent to the operator of
multiplication by the independent variable in K(T ), and that K(T ) can be embedded isometrically
in measure spaces L2(R, dλ), for a class of positive measures λ which are equivalent to Lebesgue
measure (Theorem 2.24). We then develop equivalent representations of such T as multiplication
by the independent variable in (a) meromorphic model subspaces of Hardy space, and (b) L2 spaces
of functions square integrable with respect to purely atomic Herglotz measures on R whose atoms
have no finite accumulation point [15, 16, 17, 18, 19, 20, 21, 22, 23]. Connecting these theories
will provide powerful new tools for studying local bandlimit spaces. In particular, this will yield
a precise notion of time-varying bandlimit. Our second aim is to apply these results to develop
more efficient signal processing techniques that are adapted to time-varying bandwidths. Namely,
we extend concepts and concrete tools related to filtering, sampling and reconstruction to the
time-varying setting.
1.1. Outline. Let SR denote the family of closed regular simple symmetric linear transformations
with deficiency indices (1, 1) defined on a domain in some separable Hilbert space. If T ∈ SR is
defined in H, we write T ∈ SR(H). We will recall the definition of these terms, and of self-adjoint
extensions of symmetric linear transformations in the upcoming Subsection 1.2.
Section 2 presents the theory of function spaces obeying a time-varying bandlimit as developed
in [12, 13]. This is an abstract functional analytic approach to the representation theory of SR.
We begin with a spectral characterization of SR in Theorem 2.8. This theorem shows that there
is a natural (and essentially bijective) correspondence between symmetric linear T ∈ SR, and what
we call bandlimit pairs of real sequences (t, t′); t = (tn), t
′ = (t′n) (Definition 2.1). Given any
bandlimit pair of sequences (t, t′), Theorem 2.8 shows that there is a symmetric T ∈ SR so that
the real sequence t consists of the simple (multiplicity one) eigenvalues of a self-adjoint extension,
T0, of T . Moreover the spectra of the entire (one-parameter) family of self-adjoint extensions of T
can be combined to construct a smooth, strictly increasing function on R, the spectral function, t,
of T (Definition 2.5) so that tn = t(n) and, up to a fixed constant, t
′
n ≃ t′(n) > 0 (Lemma 2.19).
Given any initial bandlimit pair of sequences (t, t′) and corresponding symmetric T ∈ SR, Propo-
sition 2.18 constructs a smooth positive kernel function KT : R×R→ R. By classical reproducing
kernel Hilbert space (RKHS) theory (see Subsection 1.5), there is a unique RKHS K(T ) = K(t, t′)
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of functions on R which has KT as its reproducing kernel. We call this space a local bandlimit
space or a sampling space. As part of Theorem 2.24, we prove:
Theorem. Let µ : [0, 1) → [0, 1) be any smooth parametrization of [0, 1). The local bandlimit
space K(T ) is a reproducing kernel Hilbert subspace of L2(R, (µ ◦ τ)′(t)dt), where τ = t−1, the
compositional inverse of the spectral function of T . Any f ∈ K(T ) obeys the sampling formulas:
f(t) =
∑
f(tn(θ))K
T (t, tn(θ)); tn(θ) := t(n+ θ), θ ∈ [0, 1).
As before, t denotes the spectral function of T , and tn(0) = t(n) = tn. This theorem shows that
the spaces K(T ) all have the same special reconstruction properties as the Paley-Wiener spaces of
bandlimited functions: there is a one-parameter family of sampling sequences tθ := (tn(θ)) (which
cover the real line exactly once, see Lemma 2.2), so that any f ∈ K(T ) can be reconstructed
perfectly from its samples taken on tθ. Theorem 2.24 further shows that T is unitarily equivalent
to an operator MT ∈ SR(K(T )) which acts as multiplication by the independent variable on its
domain. This is one natural functional model for elements of SR, and it provides a natural definition
of a time-varying low-pass filter as the orthogonal projection of a raw signal onto a local bandlimit
space (Definition 2.27). We show that the classical Paley-Wiener spaces are a special case of local
bandlimit spaces in Example 2.28.
The overall goal of the remaining sections is to connect the theory of the local bandlimit spaces
K(T ) to the classical theory of Hardy spaces of analytic functions in the upper half-plane, as well
as to the spectral theory of self-adjoint multiplication operators on L2 spaces associated to purely
atomic measures on R. These theories will provide valuable new tools and insights that will lead
to a natural definition of time-varying bandlimit (Definition 3.21), and will enable us to calculate
any sampling sequence tθ from the knowledge of an initial bandlimit pair of sequences (t, t
′). It
is necessary to know these sequences in order to apply the above sampling formulas for the local
bandlimit space K(T ).
Section 3 develops the representation theory of T ∈ SR as multiplication by z in a meromorphic
model subspace of the Hardy space H2(C+) of the upper half-plane [19, 22]. We also review the
Livsˇic characteristic function ΘT of any T ∈ SR, a complete unitary invariant for SR (Subsection
3.12). This is a meromorphic inner function, i.e. a bounded analytic function on C+ which has a
meromorphic extension to the whole complex plane and has unit modulus on the real axis. Corollary
3.18 will show that the sampling sequences tθ := (tn(θ)) are the solutions to ΘT (tn(θ)) = e
i2piθ,
and this will provide one method of calculating the entire family of sampling sequences tθ; θ ∈
[0, 1) given an initial bandlimit pair of sequences (t, t′). Theorem 4.8 will connect the theory of
local bandlimit spaces to the theory of meromorphic model spaces of Hardy space (as well as to
deBranges spaces of entire functions) by showing that any local bandlimit space, K(T ), is the
image of the meromorphic model space, K(ΘT ) := H
2(C+) ⊖ ΘTH2(C+), under multiplication
by a fixed function M(t), and that this multiplication defines an onto isometry. It will follow, in
particular, that elements of our local bandlimit spaces are, up to multiplication by a fixed function,
meromorphic (in fact entire). Subsection 3.20 applies the theory of automorphisms of the unit disk
to motivate and construct our definition of time-varying bandlimit, Definition 3.21.
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Section 4 develops a third class of models (or representations) for SR as multiplication by the
independent variable in a measure space L2(R,Γ), where Γ is a purely atomic positive measure
whose atoms have no finite accumulation point (this is Theorem 4.4). We apply this model to
compute formulas for the Livsˇic characteristic function of any T ∈ SR in terms of any of the
sampling sequences tθ = (tn(θ)), θ ∈ [0, 1) associated to the self-adjoint extensions Tθ of T , see
Corollary 4.14. While the Aleksandrov-Clark measure representation of any contractive analytic
function on C+ is well-known, our identification of the weights of the purely atomic Aleksandrov-
Clark measures for the meromorphic inner Livsˇic function ΘT of T ∈ SR with the derivatives of the
spectral function of T may be novel. In Corollary 4.16 we show that the spectral function t is the
unique solution to a first order ordinary differential equation obeying a certain initial condition.
Given a local bandlimit space K(t, t′) = K(T ), both Corollary 4.14 and Corollary 4.16 provide
formulas for computing the sampling sequences tθ = (tn(θ)) from the knowledge of the initial
bandlimit pair (t, t′).
1.2. Symmetric linear transformations. Let H be a separable Hilbert space. Let T be a
(typically unbounded) linear transformation T with with domain Dom(T ) ⊂ H.
Definition 1.3. The linear transformation T is called:
(1) symmetric if
〈Tx, y〉 = 〈x, Ty〉 ∀x, y ∈ Dom(T ).
(2) densely defined if Dom(T ) is dense in H.
(3) simple if there is no non-trivial proper subspace S ⊂ H so that the restriction of T to
Dom(T ) ∩ S is self-adjoint.
(4) regular if T − t is bounded below on Dom(T ) for all t ∈ R.
(5) closed if the graph of T is closed in H ⊕H.
The deficiency indices, (n+, n−) of T are defined as
n± := dim (Ker(T
∗ ∓ i)) .
We will use the notation S to denote the family of all closed simple symmetric linear transformations
with equal indices (1, 1) defined on a domain in some separable Hilbert space. SR will denote the
subfamily of all closed regular simple symmetric transformations with indices (1, 1) and similarly
we define S(H), SR(H). Note that any symmetric T always has a minimal closed extension, so there
is no loss of generality in assuming that T is closed [24]. We will call T a symmetric operator if
and only if T is densely defined.
Consider the map
b(z) :=
z − i
z + i
,
with compositional inverse
b−1(z) = i
1− z
1 + z
.
The map b is an analytic bijection of the open upper half-plane C+ onto the open unit disk D.
Moreover b is a bijection of the real line R onto T \ {1}, the unit circle minus a point.
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Let V denote the family of all completely non-unitary (c.n.u.) partial isometries with deficiency
indices (1, 1) acting on a separable Hilbert space. Here the defect or deficiency indices of a partial
isometry V are defined by n+ := dim (Ker(V )) and n− := dim
(
Ran (V )⊥
)
. As shown in several
standard texts [24, 25], the map T 7→ b(T ) defines a bijection of Sn (closed simple symmetric linear
transformations with indices (n, n)) onto Vn. Namely, given any T ∈ Sn one can define b(T ) as an
isometric linear transformation from Ran (T + i) onto Ran (T − i). We can then view V = b(T ) as
a partial isometry on H with initial space Ker(V )⊥ = Ran (T + i). Conversely given any V ∈ Vn,
one can define b−1(V ) = T on the domain Ran ((V − I)V ∗V ), and then T ∈ Sn and T = b−1(b(T )).
1.4. Self-adjoint extensions. Given T ∈ S let V = b(T ) ∈ V. One can construct a U(1) parameter
family of unitary extensions of V as follows. Fix vectors φ± of equal norm such that
φ+ ∈ Ker(V ) = Ker(T ∗ − i) = Ran (T + i)⊥ ,
and
φ− ∈ Ran (V )⊥ = Ker(T ∗ + i) = Ran (T − i)⊥ .
Define
U(α) := V +
α
‖φ+‖2 〈·, φ+〉φ−; α ∈ T and Uθ := U(e
i2piθ); θ ∈ [0, 1), (1)
where T is the unit circle in the complex plane. The set of all U(α) (or Uθ) is the one-parameter
family of all unitary extensions of V on H. The U(α) extend V in the sense that U(α)V ∗V = V for
all α ∈ T, they agree with V on its initial space. We write V ⊆ U(α) to denote that U(α) extends
V in this way. Similarly, the subset notation T ⊂ S for closed linear transformations T, S denotes
that Dom(T ) ⊂ Dom(S) and S|Dom(T ) = T , i.e. S is an extension of T .
We then define
T (α) := b−1(U(α)), Tθ = T (e
i2piθ),
so that T ⊂ T (α) ⊂ T ∗ for all α ∈ T. The functional calculus implies that each T (α) is a densely
defined self-adjoint operator if and only if 1 is not an eigenvalue of U(α), and the set of all T (α) (for
which this expression is defined) is the set of all self-adjoint extensions of T . Note the assumption
that V be c.n.u. implies that 1 is an eigenvalue to at most one U(α).
1.5. Reproducing kernel Hilbert Spaces. We will use basic reproducing kernel Hilbert space
theory throughout this paper [26].
Recall that a reproducing kernel Hilbert space (RKHS), K, on some set X ⊂ C is a Hilbert space
of functions on X with the property that point evaluation at any x ∈ X defines a bounded linear
functional, δx, on K. By the Riesz representation lemma, for any x ∈ X there is a unique point
evaluation vector Kx ∈ K so that for any F ∈ K,
F (x) = δx(F ) = 〈Kx, F 〉K.
(All inner products are assumed to be conjugate linear in the first argument.) The reproducing
kernel of K is the function K : X ×X → C defined by:
K(x, y) := 〈Kx,Ky〉K,
6
and one usually writes H(K) := K. This reproducing kernel, K, is a positive kernel function on
X ×X, i.e., it has the property that for any finite set {xk}Nk=1 ⊂ X, the N ×N matrix:
[K(xk, xj)]1≤k,j≤N ≥ 0,
is non-negative. The classical theory of RKHS of Aronszajn and Moore (see e.g. [26]) shows that
there is a bijective correspondence between positive kernel functions K on X×X and RKHS H(K)
on X. That is, given any positive kernel function K, one can construct a RKHS H(K) which has
K as its reproducing kernel.
1.6. Multipliers between RKHS. Let H(k),H(K) be two RKHS of C-valued functions on some
set X with reproducing kernel functions k,K, respectively. A function F : X → C is called a
multiplier from H(k) into H(K) if Fh ∈ H(K) for any h ∈ H(k). That is, F is a multiplier if and
only if multiplication by F ,
(MFh)(x) = F (x)h(x); x ∈ X,
defines a linear multiplication map, MF : H(k) → H(K). Let Mult(H(k),H(K)) denote the
set of all multipliers from H(k) into H(K). Standard functional analytic arguments show that
(identifying F with MF ) Mult(H(k),H(K)) ⊆  L(H(k),H(K)), and that Mult(H(k),H(K)) is
closed in the weak operator topology. The following elementary facts about multipliers will be
useful (see, e.g. [23, 22, 26]):
Lemma 1.7. A bounded linear map M : H(k)→ H(K) is a multiplication map if and only if there
is a function m : X → C so that
M∗Kx = m(x)kx; x ∈ X.
M and m satisfy this equation if and only if m is a multiplier and M = Mm is the corresponding
multiplication map. A function m : X → C belongs to Mult(H(k),H(K)) if and only if there is a
C > 0 so that
M(x)k(x, y)M(y) ≤ CK(x, y),
as positive kernel functions on X ×X. The function m is an onto isometric multiplier if and only
if equality holds with C = 1.
Consider the case where X ⊆ C, and assume that H(k),H(K) are such that kz,Kz 6= 0 for any
z ∈ X. Further suppose that there are linear transformations Zk ∈ S(H(k)), ZK ∈ S(H(K)) which
act as multiplication by the independent variable z. As in the case of bounded multipliers, it is
easy to check that one always has
Ker(Z∗k − z) =
∨
kz ; z ∈ X. (2)
Lemma 1.8. Let H(k),H(K) be RKHS on X ⊆ C with symmetric multiplication operators
Zk, ZK ∈ S(H(k)), S(H(K)) as above. A bounded linear map, M : H(k) → H(K), is a mul-
tiplication map if and only if MZk ⊂ ZKM , i.e. if and only if MDom(Zk) ⊂ Dom(ZK) and
MZkh = ZKMh for all h ∈ Dom(Zk). An onto isometry M : H(k)→ H(K) is a multiplier if and
only if MZkM
∗ = ZK .
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Lemma 1.9. An onto isometry M : H(k) → H(K) is a multiplier if and only if given any self-
adjoint extension Z ′ of Zk, MZ
′M∗ is a self-adjoint extension of ZK .
Definition 1.10. Throughout this paper, a model for T ∈ S is a pair (Tˆ ,H), with H a separable
(or finite dimensional) Hilbert space and Tˆ ∈ S(H), so that T is unitariliy equivalent to Tˆ .
A model (Tˆ ,H) will be called a functional model for T ∈ S if H = H(k) is a reproducing kernel
Hilbert space of functions on X ⊆ C with R ⊆ X and Tˆ = Zk ∈ S(H(k)) acts as multiplication by
the independent variable z on its domain.
The above lemmas imply:
Corollary 1.11. If (Zk,H(k)), and (ZK ,H(K)) are two functional models for T ∈ S, then they are
equivalent: there is a unitary multiplier M : H(k) → H(K) intertwining Zk and ZK . Conversely,
if (Zk,H(k)) is a functional model for T ∈ S and M : H(k) → H(K) is a unitary multiplier, then
(ZK :=MZkM
∗,H(K)) is a functional model for T .
Corollary 1.12. Let (Zk,H(k)) be a functional model for T ∈ S where H(k) is a RKHS on X ⊇ R.
If one of the self-adjoint extensions, Z ′k of Zk has spectrum equal to the closure of a discrete set
of eigenvalues of multiplicity one, σ(Z ′k) = {tn}, then {ktn} is a total orthogonal set in H(k), and
any h ∈ H(k) obeys the sampling formula:
h(z) :=
∑
n
f(tn)
k(z, tn)
k(tn, tn)
.
This paper focuses on the representation theory of the class SR of regular, symmetric linear
transformations with deficiency indices (1, 1). As we will see in the upcoming section, any symmetric
T ∈ SR admits a natural functional model, (MT ,K(T ) = H(KT )) and the spectra of every self-
adjoint extension, Tθ of T is a discrete sequence of simple eigenvalues with no finite accumulation
point. The above corollary then implies that K(T ) obeys a one-parameter family of Shannon-type
sampling formulas (see Theorem 2.24).
2. Abstract Functional Analysis model
In this section we present an abstract functional analytic approach to spaces of functions obeying
a time-varying bandlimit as developed in [13, 14]. The local bandlimit spaces, K(T ); T ∈ SR,
constructed in this section will be central to our approach and definition of time-varying bandwidth.
To construct a space of functions obeying a time-varying bandlimit, the input data is two se-
quences t = (tn) and t
′ = (t′n) obeying the following properties:
Definition 2.1. Let F be a subset of the integers Z of the form F = N ∪ {0},−N ∪ {0},Z or
{0, 1, ..., N}. Let t = (tn) ⊂ R and t′ = (t′n) ⊂ [0,∞) be two sequences indexed by F ⊂ Z with the
following properties:
(1) t is a strictly increasing sequence, tn < tn+1, with no finite accumulation point.
8
(2) The two sequences t, t′ are compatible in the sense that:∑ t′n
1 + t2n
<∞. (3)
Any such pair (t, t′) is called admissible. We say that an admissible pair (t, t′) is a time-varying
bandlimit pair or more simply, a bandlimit pair if t′ ⊂ (0,∞), i.e. t′n > 0 for all n. A bandlimit
pair is called finite if
∑
t′n < ∞. Otherwise, if a bandlimit pair obeys
∑
t′n = +∞ it is called
infinite.
As proven in [13, 14] (see also [20, Theorem 2]) one has
Lemma 2.2. Given any T ∈ SR, fix a pair of equal norm deficiency vectors φ± (and hence a
parametrization, Tθ; θ ∈ [0, 1) of the self-adjoint extensions of T ) the spectrum σ(Tθ) of each
self-adjoint extension Tθ, θ ∈ [0, 1) is
σ(Tθ) := (tn(θ)) =: tθ, where tn(θ) = σ(Tθ) ∩ [tn, tn+1).
For each θ ∈ [0, 1), tθ is a strictly increasing sequence of eigenvalues of multiplicity one with no
finite accumulation point, σ(Tθ) ∩ σ(Tβ) = ∅ for θ 6= β and⋃
θ∈[0,1)
σ(Tθ) = R.
That is, the spectra of all self-adjoint extensions cover the real line exactly once.
Remark 2.3. In the above references this theorem is proven assuming T is densely defined. Work-
ing with the unitary extensions U(α) of V = b(T ), it is not difficult to prove the obvious analogue
of this result holds in general. Namely if V is any c.n.u. (completely non-unitary) partial isometry
with defect indices (1, 1), its inverse Cayley transform T := b−1(V ) is always a simple symmetric
linear transformation with domain Dom(T ) = (I − V )Ker(V )⊥, and it is not difficult to show that
T is densely defined if and only if 1 is not an eigenvalue of any unitary extension U(α) of V , see
e.g. [24, Theorem 3.0.9, Appendix I] or [19, Theorem 3.1.2]. If T ∈ SR is not densely defined then
the spectra of each unitary extension U(α) of V = b(T ) can be arranged as a strictly increasing
sequence of simple eigenvalues (αn(θ)) ⊂ T (increasing in angle), where T denotes the unit circle.
There is no overlap between the spectra of different extensions, and the spectra of all extensions
cover the unit circle exactly once. It follows that 1 is an eigenvalue of exactly one unitary extension
U of V , and one cannot take the inverse Cayley transform of this particular U to obtain a densely
defined self-adjoint extension of T . In the case where T is densely defined 1 is not an eigenvalue of
any unitary extension of V and the spectra of all unitary extensions cover T \ {1} exactly once.
This technical issue of when T is or is not densely defined does not complicate the analysis or
affect proofs in any significant way [21, 27] and we will typically work under the assumption that
T is densely defined.
Remark 2.4. The fact that Tθ has exactly one eigenvalue between any two eigenvalues of T0 = T (1)
can be proven using Kreˇın’s alternating eigenvalue theorem or using the theory of meromorphic
model subspaces of Hardy space (this fact will also be a direct consequence of Theorem 3.8) [17, 19].
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The resulting ordered real sampling sequence tθ := (tn(θ)); θ ∈ [0, 1) is then strictly increasing
with no finite accumulation point.
Definition 2.5. Given T ∈ SR and a fixed choice of equal norm deficiency vectors φ± ∈ Ker(T ∗ ∓ i),
the spectral function of T , t : [a, b)→ R is the strictly increasing bijection defined by
t(n+ θ) := tn(θ), (4)
where
a := inf{n| tn ∈ σ(T0)}, and b := 1 + sup{n| tn ∈ σ(T0)}. (5)
Theorem 2.6. ([19, Corollary 5.1.7], [20]) t : [a, b) → R is a strictly increasing smooth bijection
(onto R) such that t′(s) > 0. Moreover t has a locally analytic extension about any point s ∈ (a, b).
Ultimately this follows from the fact that
U(z) := V +
z
‖φ+‖2 〈φ+, ·〉φ−,
where V = b(T ) defines an entire operator-valued function. In [20], elementary Banach algebra
techniques were used to establish the existence of such a function t, however a much simpler proof
follows as a consequence of the representation theory of SR as multiplication by the independent
variable in a meromorphic model subspace of Hardy space [19, Corollary 5.1.7]. This will also follow
from Theorem 3.8 of Section 3.
Lemma 2.7. Let φ±, ψ± be any two equal-norm pairs of deficiency vectors for T ∈ SR. If tφ, tψ
are the corresponding spectral functions of t then there is a ζ ∈ (−1, 1) so that tφ(s) = tψ(s− ζ).
This is easily verified using the formula (1). This defines an equivalence relation on spectral
functions and the equivalence classes are a complete unitary invariant for SR [20]. We will discuss
a more useful unitary invariant for S, the Livsˇic characteristic function, in Subsection 3.12.
The following was first developed in [13], see also [14]:
Theorem 2.8. Let (t, t′) be an admissible pair, and choose a self-adjoint operator T ′ on a separable
Hilbert space H with simple spectrum t (each element of t is a simple eigenvalue). Fix a vector
φ+ ∈ H so that if {ψn} is any orthonormal eigenbasis of T ′, T ′ψn = tnψn, the coefficients of φ+
in this basis satisfy:
|〈ψn, φ+〉|2 = t
′
n
1 + t2n
.
Let φ− and {φn} be the unique vector and choice of orthonormal eigenbasis of T ′ so that
φ± =
∑ √t′n
tn ∓ iφn ∈ H. (6)
Then there is a unique symmetric linear transformation T , Dom(T ) ⊂ H, with defect indices (1, 1)
and no essential spectrum so that φ± ∈ Ker(T ∗ ∓ i) are equal norm deficiency vectors for T , and
with respect to the corresponding parametrization of self-adjoint extensions, T ′ = T0.
If t′n > 0 for all n, i.e. if (t, t
′) is a bandlimit pair, then T ∈ SR(H) is simple and regular. T is
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densely defined if and only if (t, t′) is an infinite bandlimit pair, i.e. if and only if
∑
t′n = +∞.
Conversely suppose that T ∈ SR, fix a choice of equal norm deficiency vectors φ± ∈ Ker(T ∗ ∓ i)
(and hence a spectral function for T ) and define t = (tn(0)) = (t(n)) and t
′ := (‖φ+‖
2
pi t
′(n)). Then
the pair of sequences (t, t′) is a bandlimit pair. This bandlimit pair is finite if and only if T is not
densely defined.
Remark 2.9. (1) In [13], it was assumed that (t, t′) is an infinite bandlimit pair. Theorem
2.8 above contains additional new information on how spectral properties of the symmetric
linear transformation T ∈ S depend on properties of the admissible pair (t, t′).
(2) It was further assumed in [13] that the symmetric T in the second half of Theorem 2.8 is
densely defined. Working in the setting of partial isometries and the unit circle, it is easy
to extend the above result to the general case.
Definition 2.10. Let (t, t′) be a bandlimit pair, let φ± ∈ Ker(T ∗ ∓ i) be fixed as in equation (6)
above, and let t be the spectral function for T fixed by the choice φ±. For any θ ∈ [0, 1) define the
pair of real sequences (tθ, t
′
θ) by tθ = (tn(θ)), t
′
θ = (t
′
n(θ)), where
tn(θ) := t(n+ θ), and t
′
n(θ) :=
‖φ+‖2
pi
t′(n+ θ).
By the next corollary each pair (tθ, t
′
θ) is a bandlimit pair, and we will call (tθ, t
′
θ); θ ∈ [0, 1) a
family of bandlimit pairs.
With the above notation, tn = tn(0), t
′
n = t
′
n(0).
Corollary 2.11. Let (t, t′), and φ± be fixed as above. The pair of sequences (tθ, t
′
θ) is a bandlimit
pair for every θ ∈ [0, 1). The symmetric operator T (θ) ∈ SR constructed as in Theorem 2.8 from
the data (tθ, t
′
θ) and φ± is independent of θ, T
(θ) = T (0) = T .
This is not difficult to verify. Starting with the data (t, t′) and φ±, the first part of Theorem 2.8
guarantees the existence of a unique T ∈ SR. Replacing φ± by ψ± := e−i2piθφ± and applying the
second part of Theorem 2.8 will show that (tθ, t
′
θ) is also a bandlimit pair. This new choice of equal
norm defect vectors amounts to re-parametrizing the self-adjoint extensions of T by a constant shift
of the parameter.
We provide the constructive half of the proof below to establish the new statements relating
spectral properties of the constructed T ∈ S to properties of the admissible pair (t, t′):
Let t = (tn) be any strictly increasing sequence of real numbers with no finite accumulation
point. Let T (1) = T0 be a densely defined self-adjoint operator on H so that σ(T ) = {tn} and
each tn is an eigenvalue of multiplicity one. Let {ψn} be an orthonormal basis of eigenvectors
corresponding to the eigenvalues tn. Now choose any sequence t
′ = (t′n) with the same index set so
that the pair (t, t′) is admissible, namely∑ t′n
1 + t2n
<∞.
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This assumption ensures that
φ± :=
∑ √t′n
tn ∓ iψn,
defines a pair of vectors of finite and equal norm in H. Let
Dom(T ) := {φ ∈ Dom(T (1))| 〈φ+, (T (1) + i)φ〉 = 0}.
In other words, given φ =
∑
cnψn ∈ Dom(T (1)) we have that φ ∈ Dom(T ) if and only if∑
n
√
t′ncn = 0.
Let T := T (1)|Dom(T ). Clearly T is a symmetric linear transformation in H with domain Dom(T ).
By construction we have that φ± ⊥ Ran (T ± i) so that T is symmetric with indices (n+, n−) and
n± ≥ 1.
Lemma 2.12. The symmetric linear transformation T is such that T − t is bounded below on
Ker(T − t)⊥ ∩Dom(T ) for any t ∈ R and T has deficiency indices (1, 1).
Proof. First note that if φ ∈ Ker(T − t) then φ ∈ Dom(T ) ⊂ Dom(T (1)) so that φ = ψn and t = tn
for some n. If (T − t) is not bounded below on Ker(T − t)⊥∩Dom(T ) then it follows that (T (1)− t)
is not bounded below on Ker(T (1) − t)⊥∩Dom(T (1)). It follows that t is in the essential spectrum
of T (1) which contradicts our assumption that the spectrum of T (1) is a sequence of eigenvalues of
multiplicity one with no finite accumulation point.
Suppose that the deficiency indices of T are not (1, 1). Since the eigenvalues of T are contained
in the eigenvalues of T (1) it follows that there is a maximal subset (ψnk) ⊂ (ψn) so that the
ψnk ∈ Dom(T ). Removing
S :=
∨
ψnk ,
from H shows that we can write
T = T ′ ⊕ Tˆ (1) on (H ⊖ S)⊕ S,
where Tˆ (1) ⊂ T (1) is self-adjoint and T ′ is simple symmetric. Recall here that ∨ denotes closed
linear span. It further follows that T ′ − t is bounded below on Dom(T ′) = Dom(T ) ∩ (H ⊖ S)
so that T ′ is regular. Standard results show that dim (Ker((T ′)∗ − z)) is constant for z ∈ C [24,
Section 78], [25]. It follows that the deficiency indices of T are equal to the deficiency indices of T ′
and these are n = n±. Now suppose that n > 1 and consider tj ∈ σ(T (0)). Then Ker(T ∗ − tj) is
n−dimensional where n > 1. It follows that there is a non-zero vector ψ ∈ Ran (T − tj)⊥ such that
ψ ⊥ ψj. Hence,
ψ =
∑
k 6=j
ckψk,
so that 0 = (T ∗ − tj)ψ =
∑
k 6=j ck(tk − tj)ψk. It follows that∑
k 6=j
|ck|2|tk − tj |2 = 0,
which is satisfied if and only if ψ = 0, a contradiction. 
12
Lemma 2.13. T is densely defined if and only if
∑
t′n = +∞.
Proof. First if
∑
t′n <∞ then f :=
∑√
t′nψn ∈ H and clearly f ⊥ Dom(T ) so that Dom(T ) is not
dense.
Conversely suppose that Dom(T ) is not dense and 0 6= g :=∑ gnψn ⊥ Dom(T ). Then define
g+ := (T (1)− i)−1g =
∑ gn
tn − iψn,
and observe that for any ψ ∈ Dom(T ),
〈g+, (T + i)φ〉 = 0,
so that g+ ∈ Ran (T + i)⊥. By the last lemma Ran (T + i)⊥ =
∨
φ+ is one dimensional so that
g+ = cφ+. It follows that
g = (T (1)− i)g+ = c(T (1)− i)φ+ = c
∑√
t′nψn ∈ H
so that ∑
t′n <∞.

Lemma 2.14. The symmetric linear transformation T is simple (and regular) if and only if t′n > 0
for all n, i.e. if and only if (t, t′) is a bandlimit pair of sequences.
Proof. If t′k = 0 then it is easy to see that
〈φ+, (tk + i)ψk〉 = 0,
which implies that ψk ∈ Dom(T ) and T is not simple.
Conversely if T is not simple then there is a point t ∈ R such that t is either an eigenvalue of T
or in the approximate point spectrum. If t is an eigenvalue of T then it is an eigenvalue of T (1) ⊃ T
so that t = tk for some k. Since the spectrum of T (1) consists of eigenvalues of multiplicity one, it
would follow that ψk ∈ Dom(T ) so that as above,√
t′k = 〈φ+, (tk + i)ψk〉 = 〈φ+, (T + i)ψk〉 = 0.
Now suppose that t belongs to the approximate point spectrum of T . Then b(t) ∈ T \ {1}
belongs to the approximate point spectrum and hence the essential spectrum of the partial isometry
V = b(T ). The essential spectrum is invariant under compact perturbations and T has deficiency
indices (1, 1), so that U(1) = b(T (1)) is a rank-one unitary perturbation of V . It follows that b(t) is
in the essential spectrum of b(T (1)) and so t is in the essential spectrum of T (1). This contradicts
our assumption that the spectrum of T (1) is a sequence of eigenvalues of multiplicity one with no
finite accumulation point.
Finally if T is simple then Lemma 2.12 implies that T − t is bounded below for all t ∈ R so that
T is also regular. 
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This concludes half of the proof of Theorem 2.8. Namely we have shown that any bandlimit pair
of sequences (t, t′) can be used to construct a linear transformation T ∈ SR. We refer to [13] for
the converse proof that any T ∈ SR defines a bandlimit pair of sequences.
2.15. Local bandlimit spaces. Our goal now is to apply Theorem 2.8 to construct an abstract
functional model for any T ∈ SR. In particular, we will construct a reproducing kernel Hilbert
space, K(T ); T ∈ SR, which embeds isometrically into L2(R, dλ) for a family of positive measures
λ which are equivalent to Lebesgue measure. This space, called a local bandlimit space, will be a
function space with the same special sampling and reconstruction properties as the Paley-Wiener
spaces of bandlimited functions. The Paley-Wiener space of A-bandlimited functions will be an
example of one such space (Example 2.28).
Let (t, t′) be a bandlimit pair. As in the previous subsection, let T0 = T (1) be a self-adjoint
operator on H with orthonormal basis {ψn} and spectrum σ(T0) := t. Choose
φ+ :=
∑ √t′n
tn − iψn ∈ H,
and construct T ∈ SR(H) with deficiency vectors φ+ ∈ Ker(T ∗ − i), and φ− := b(T0)φ+ ∈
Ker(T ∗ + i) as before. Recall that this choice of deficiency vectors fixes a family of self-adjoint
extensions Tθ, θ ∈ [0, 1) of T (see Subsection 1.4), as well as the choice of spectral function t of T
defined by t(n + θ) := tn(θ) where σ(Tθ) = (tn(θ)). Recall that we define a := inf{n| tn ∈ σ(T0)}
and b := 1 + sup{n| tn ∈ σ(T0)} so that [a, b) is the domain of the spectral function t.
Definition 2.16. The phase function τ : R→ [a, b) of T is the compositional inverse of the spectral
function t (fixed by a choice of equal-norm deficiency vectors).
It follows that τ : R → [a, b) is injective, strictly increasing and obeys τ ′ > 0 (since t has these
properties). Theorem 3.8 will imply that τ has an analytic extension to a neighbourhood of R.
Definition 2.17. Given T ∈ SR and a fixed deficiency vector pair,φ±, let {φn(θ)| θ ∈ [0, 1)} be
any fixed family of orthonormal eigenbases of the family Tθ of self-adjoint extensions of T (the
parameter θ is fixed by the choice of φ±), Tθφn(θ) = tn(θ)φn(θ).
For any t ∈ R let ⌊t⌋ denote the integer part of t, let [t] := t− ⌊t⌋ ∈ [0, 1), and define
φt := φ⌊τ(t)⌋([t]); [t] = t− ⌊t⌋, (7)
where the phase function τ (and the spectral function) is fixed by the choice φ±.
Observe that, for any s ∈ R,
T ∗φs = T[s]φ⌊τ(s)⌋([τ(s)]) = t⌊τ(s)⌋([τ(s)])φ⌊τ(s)⌋([τ(s)])
= t(⌊τ(s)⌋+ [τ(s)])φs = t(τ(s))φs
= sφs.
Proposition 2.18. For any T ∈ SR, and fixed equal-norm deficiency vectors φ± ∈ Ker(T ∗ ∓ i),
there is a choice of orthonormal eigenbases {φn(θ)| θ ∈ [0, 1)} of eigenvectors for Tθ so that if
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φt := φ⌊τ(t)⌋([τ(t)]), then
KT (t, s) := 〈φt, φs〉;
= f(t)(−1)⌊τ(t)⌋
(∑
k
t′(k)
(t− tk)(s − tk)
)
(−1)⌊τ(s)⌋f(s); s, t ∈ R, (8)
is a smooth, real-valued, positive kernel function on R× R where
f(t) :=
(∑
n
t′(n)
(t− tn)2
)− 1
2
. (9)
Lemma 2.19. ([14, Theorem 8, Chapter 3]) Let (t, t′) be a bandlimit pair. Let T0 be the cor-
responding self-adjoint operator acting in H with T0 ⊃ T ∈ SR(H) constructed as in Theorem
2.8. For each θ ∈ [0, 1), let {ψn(θ)} be an arbitrary orthonormal basis of eigenvectors to Tθ with
eigenvalues tn(θ) = t(n+ θ). Expand the deficiency vector φ+ in the basis {ψn(θ)} as
φ+ =
∑ cn(θ)
tn(θ)− iψn(θ).
Then the coefficients cn(θ) obey
|cn(θ)|2 = ‖φ+‖
2
pi
dtn(β)
dβ
∣∣∣∣
β=θ
.
The proof of this lemma in [14] assumes that the bases {ψn(θ)} can be chosen so that the
coefficients cn(θ) are continuous functions of θ ∈ [0, 1). Although this fact is not immediately
obvious in the current setup, it will follow easily from Hardy space theory, see Remark 3.6.
Remark 2.20. If the bandlimit pair (t, t′) is normalized so that∑ t′n
1 + t2n
= pi,
(we can always rescale the sequence t′ so that this is the case and this does not change the symmetric
operator T ) then ‖φ+‖2 = pi and we obtain
t′n(θ) = t
′(n+ θ); θ ∈ [0, 1).
In particular, it follows that if (t, t′) is a normalized bandlimit pair, then every bandlimit pair
(tθ, t
′
θ) is normalized.
Proof. (of Proposition 2.18) For simplicity we will simply write K(t, s) := KT (t, s) = 〈φt, φs〉.
Given any choice of orthonormal bases {φn(θ)| θ ∈ [0, 1)}, it is clear that K(t, s) will be a positive
kernel function on R× R. It remains to show that these bases can be chosen so that K is smooth
and given by the formula (8).
Given the fixed bandlimit pair (t, t′), we can, as in the proof of Theorem 2.8, choose a self-
adjoint operator T0 with discrete spectrum t = (tn) consisting of eigenvalues of multipicity one
with normalized eigenvectors {ψn}.
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Also as before we can define
φ± :=
∑ √t′n
tn ∓ iψn,
and construct a symmetric T ∈ SR so that φ± ∈ Ker(T ∗ ∓ i) are equal-norm deficiency vectors for T .
For each θ ∈ [0, 1), let {φn(θ)} be an orthonormal basis of eigenvectors for the self-adjoint extension
Tθ with corresponding eigenvalues tn(θ). It will be convenient to choose φn(0) =: φn = (−1)nψn,
so that we can expand φ+ in each basis as
φ+ :=
∑
cn(θ)
ei2piθ
tn(θ)− iφn(θ),
for some coefficients cn(θ), where cn(0) = (−1)n
√
t′n.
For any θ ∈ [0, 1), the unitary extension Uθ of V = b(T ) is
Uθ = U(e
i2piθ) = V +
ei2piθ
‖φ+‖2 〈φ+, ·〉φ−.
Since Uθ = b(Tθ),
Uθφn(θ) =
tn(θ)− i
tn(θ) + i
φn(θ),
and it follows that
φ− = e
−i2piθUθφ+ =
∑
n
cn(θ)
tn(θ) + i
φn(θ); θ ∈ [0, 1).
In order to compute 〈φt, φs〉 for any s, t ∈ R, we need to evaluate 〈φn(θ), φm(β)〉 for any θ, β ∈
[0, 1) and any n,m in the index set F ⊆ Z. First consider
〈φn(θ), (Uβ − Uθ)φm(β)〉 =
(
tm(β)− i
tm(β) + i
− tn(θ)− i
tn(θ) + i
)
〈φn(θ), φm(β)〉
=
2i(tm(β)− tn(θ))
(tm(β) + i)(tn(θ) + i)
〈φn(θ), φm(β)〉.
Using that
Uβ − Uθ = (e
i2piβ − ei2piθ)
‖φ+‖2 〈φ+, ·〉φ−,
this same expression can be evaluated differently:
〈φn(θ), (Uβ − Uθ)φm(β)〉 = (e
i2piβ − ei2piθ)
‖φ+‖2
e−i2piβcm(β)cn(θ)
(tm(β) + i)(tn(θ) + i)
.
Equating these two expressions yields
〈φn(θ), φm(β)〉 = 1− e
i2pi(θ−β)
2i(tm(β)− tn(θ))
cm(β)cn(θ)
‖φ+‖2 .
=
eipi(θ−β)
‖φ+‖2
sin (pi(β − θ))
tm(β) − tn(θ)cm(β)cn(θ).
By the previous lemma, there are phases wn(θ) ∈ R so that
cn(θ) =
‖φ+‖√
pi
√
t′(n+ θ)eiwn(θ).
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For θ ∈ (0, 1) we are free to choose the numbers wn(θ) arbitrarily, since the normalized basis
vectors φn(θ) can be re-defined to absorb the unimodular constants e
iwn(θ) ∈ T. For any θ ∈ [0, 1)
we choose wn(θ) := −pi(θ + n), so that
eiwn(θ) = e−ipiθ(−1)n.
This fixes the orthonormal bases {φn(θ)} uniquely (since the choice of φn(0) has already been
fixed), and we obtain that
〈φn(θ), φm(β)〉 = (−1)
n+m sin (pi(β − θ))
tm(β) − tn(θ)
√
t′(n+ θ)t′(m+ β)
pi
. (10)
Fix any α ∈ [0, 1) so that θ 6= α. Then, expanding in the orthonormal basis {φn(α)} yields
1 = 〈φn(θ), φn(θ)〉
=
∑
k
sin2 (pi(α − θ))
(tk(α)− tn(θ))2
t′(n + θ)t′(k + α)
pi2
.
Solving for t′(n+ θ) yields the formula
t′(n + θ) =
pi2
sin2 (pi(α− θ))fα(tn(θ))
2, (11)
where
fα(t) :=
(∑
k
t′(k + α)
(t− tk(α))2
)− 1
2
.
Expanding 〈φn(θ), φm(β)〉 in the {φk(α)} basis and subsituting in the formulas (10) and (11) then
yields the formula
〈φn(θ), φm(β)〉 =
∑
k
〈φn(θ), φk(α)〉〈φk(α), φm(β)〉
=
∑
k
(−1)n+m
pi2
t′(k + α)
(tn(θ)− tk(α)) (tm(β) − tk(α)) sin (pi(α− θ)) sin (pi(α− β))
√
t′(n+ θ)t′(m+ β)
=
∑
k
(−1)n+m t
′(k + α)
(t(n+ θ)− t(k + α)) (t(m+ β)− t(k + α))fα(t(n+ θ))fα(t(m+ β)).
By definition φt = φ⌊τ(t)⌋([τ(t)]), for any t ∈ R, so that
K(t, s) = 〈φ⌊τ(t)⌋(τ(t) − ⌊τ(t)⌋), φ⌊τ(s)⌋(τ(s)− ⌊τ(s)⌋))〉
= (−1)⌊τ(t)⌋fα(t)
(∑
k
t′(k + α)
(t− tk(α)) (s− tk(α))
)
fα(s)(−1)⌊τ(s)⌋, (12)
for any α ∈ [0, 1). In particular, choosing α = 0 gives the claimed formula from the proposition
statement. The function fα and the formula (12) for K(t, s) are clearly infinitely differentiable for
t, s /∈ {tk(α)}. Since α ∈ [0, 1) is arbitrary, and the (tk(α)) cover the real line exactly once, we
conclude that K(t, s) is smooth, i.e. infinitely differentiable in both arguments. 
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Definition 2.21. Let µ : [0, 1]→ [0, 1] be a strictly increasing bijection which is infinitely differen-
tiable on (0, 1). We will say that µ is a smooth parametrization of [0, 1] provided that the extended
bijection µe : R → R defined by µe(t) := ⌊t⌋ + µ([t]) is smooth (infinitely differentiable) on R and
µ′(t) > 0 is strictly positive. We will simply write µ = µe for this extension.
Definition 2.22. Define the rescaled positive kernel function
K(T ;µ)(t, s) :=
√
(µ ◦ τ)′(t)KT (t, s)
√
(µ ◦ τ)′(s); t, s ∈ R.
Let (t, t′) be a bandlimit pair of real sequences, and T ∈ SR the symmetric regular linear transfor-
mation corresponding to (t, t′) (and a choice of equal-norm deficiency vectors) by Theorem 2.8.
The sampling space or local bandlimit space of time-varying bandlimited functions, K(T ), is
the reproducing kernel Hilbert space (RKHS) of functions on R with reproducing kernel KT ,
K(T ) := H(KT ), where KT is as given in Proposition 2.18. We will sometimes use the alter-
nate notation K(T ) = K(t, t′). Similarly, given any smooth parametrization µ on [0, 1], the L2
sampling subspace or L2 local bandlimit subspace, K(T ;µ) = Kµ(t, t
′;µ) is the RKHS of functions
on R with reproducing kernel K(T ;µ).
Theorem 2.23. Let (t, t′) be a bandlimit pair of sequences and let T ∈ SR(H) be the corresponding
symmetric linear transformation (constructed as in Theorem 2.8). The map UT : H → K(T )
defined by
UTφt := K
T
t ; t ∈ R,
is an onto isometry obeying
hT (t) := (UTh)(t) = 〈φt, h〉; h ∈ H.
The image UTT (UT )∗ =: MT ∈ SR(K(T )) acts as multiplication by the independent variable t on
its domain Dom(MT ) = UTDom(T ).
This theorem shows that the pair (MT ,K(T )) is a functional model for T ∈ SR in the sense of
Definition 1.10. Recall that the point evaluation vectors KTt for t ∈ R are as defined in Subsection
1.5. Namely, recall that KTt ∈ K(T ) is the unique vector which obeys
〈Kt, F 〉 = F (t); ∀F ∈ K(T ).
Proof. Since the set {φt}t∈R contains orthonormal bases, UT is densely defined. By the construction
of KT in Proposition 2.18,
〈UTφt, UTφs〉K(T ) = 〈KTt ,KTs 〉K(T )
= KT (t, s)
= 〈φt, φs〉H.
UT is onto since the point evaluation vectors KTt , for t ∈ R are dense in the RKHS K(T ). Observe
that for any h ∈ H,
(UTh)(t) = 〈KTt , UTh〉K(T ) = 〈φt, h〉H.
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The final assertion is similarly easy to check: For any h ∈ Dom(T ),
(MTUTh)(t) = (UTTh)(t)
= 〈KTt , UTTh〉K(T )
= 〈φt, Th〉H
= t〈φt, h〉H = t(UTh)(t).

Theorem 2.24. Let µ be any smooth parametrization of [0, 1). The sampling space K(T ) is a
reproducing kernel Hilbert subspace of L2(R, (µ ◦ τ)′(t)dt) and the L2 sampling subspace K(T ;µ) is
a reproducing kernel subspace of L2(R). The map U (T ;µ) : H → K(T ;µ) ⊂ L2(R) defined by
(U (T ;µ)h)(t) :=
√
(µ ◦ τ)′(t)(UTh)(t) =
√
µ′(τ(t))τ ′(t)〈φt, h〉H,
is an onto isometry. For any θ ∈ [0, 1), {K(T ;µ)t(n+θ)} ⊂ K(T ;µ) is an orthonormal basis of point
evaluation vectors and these are eigenvectors of M
(T ;µ)
θ := U
(T ;µ)Tθ(U
(T ;µ))∗ to the eigenvalues
tn(θ) = t(n+ θ). This yields the sampling formulas:
f(t) =
∑
f(tn(θ))K
(T ;µ)(t, tn(θ)); f ∈ K(T ;µ).
The symmetric linear transformation M (T ;µ) := U (T ;µ)T (U (T ;µ))∗ acts as multiplication by the
independent variable on its domain in K(T ;µ).
Remark 2.25. Similar sampling formulas hold, of course, for the non-scaled sampling spaces K(T ).
Proof. We know that {φn(θ) = φt(n+θ)} is an orthonormal basis of eigenvectors to Tθ with eigen-
values tn(θ) = t(n+ θ), θ ∈ [0, 1). It follows that for any f ∈ H and θ ∈ [0, 1),
(UTTf) =
∑
〈φtn(θ), f〉UTφtn(θ)
=
∑
f(tn(θ))K
T
tn(θ)
.
Let fT := UT f . Using that the {φn(θ)} and hence the {KTtn(θ)} are an orthonormal basis we have
that
‖UT f‖2 =
∫ 1
0
‖UT f‖2µ′(θ)dθ
=
∫ 1
0
∑
|fT (t(n+ θ)|2µ′(θ)dθ
=
∫ b
a
|fT (t(s))|2µ′(s)ds,
where we have extended µ periodically to [a, b) as in Definition 2.21. Change variables by setting
s = τ(t) to obtain
‖fT‖2 =
∫ ∞
−∞
|fT (t))|2µ′(τ(t))τ ′(t)dt.
The rest of the claim is straightforward. 
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2.26. A time-varying low-pass filter. The above theorem shows that any L2 sampling subspace
K(T ;µ) ⊂ L2(R) has similar sampling and reconstruction properties to the Paley-Wiener spaces of
bandlimited functions. Namely, any L2 sampling space has a one-parameter family of total orthog-
onal sets of point evaluation vectors {K(T ;µ)tn(θ) | θ ∈ [0, 1)} where the discrete sets of sample points
{tn(θ)} cover the real line exactly once and have no finite accumulation point. Moreover, these
spaces have several useful properties that make them practical for signal processing applications.
First, the reproducing kernel, and hence the point evaluation vectors K
(T ;µ)
t are all real-valued, so
that their Fourier transforms are centred in frequency space, and this is a natural property one
would like locally bandlimited functions to have. Secondly, since K(T ;µ) is a subspace of L2(R),
the best approximation in K(T ;µ) to any raw signal fraw ∈ L2(R) is simply the image of fraw under
orthogonal projection onto K(T ;µ). In classical signal processing, a low-pass filter is a device or
process that removes all frequencies from a raw signal greater than a fixed cutoff value, A > 0.
That is, the low-pass filter implements the orthogonal projection of fraw onto the Paley-Wiener
space B(A). By Theorem 2.24 the projector onto the L2 sampling space K(T ;µ) ⊆ L2(R) can be
expressed as either an integral or as a countable summation:
PK(T ;µ) =
∫ ∞
−∞
K
(T ;µ)
t 〈K(T ;µ)t , ·〉dt =
∑ K(T ;µ)tn(θ)
K(T ;µ)(tn(θ), tn(θ))
〈K(T ;µ)tn(θ) , ·〉; θ ∈ [0, 1).
Definition 2.27. Given any L2-local bandlimit space K(T ;µ), the (T ;µ) time-varying (low-pass)
filter is the orthogonal projection of L2(R) onto K(T ;µ).
Finally, as described in the introduction, the local bandlimit space K(T ) = K(t, t′;µ) is com-
pletely determined by the bandlimit pair of real sequences (t, t′) (and the choice of parametrization
µ), and these sequences can be tailored to match the local frequency behaviour of any given set of
raw signals.
We conclude this section by showing that the classical Paley-Wiener spaces of A−bandlimited
functions, are, in fact, a special case of sampling spaces.
Example 2.28. Consider the bandlimit pair (t, t′) where
t =
(npi
A
)
n∈Z
, and, t′ =
(
tanh(A)
pi
A
)
n∈Z
.
Applying the identity ∑
n∈Z
1
n2 + t2
=
pi
t
coth(pit),
it is easy to verify that this pair is normalized as in Remark 2.20.
Rewrite the expression∑
k
t′(k)
(t− tk)(s − tk) =
tanhA
s− t
∑
k
(
1
At
pi − k
− 1
As
pi − k
)
= pi tanh(A)
cot(At)− cot(As)
s− t ,
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where we have applied the series identity∑
k
(
1
t− k −
1
s− k
)
= pi cot(pit)− pi cot(pis).
Also recall the function f(t) has the form
f(t)−2 =
∑
n
t′n
(t− tn)2 = Api tanh(A) csc
2(At),
where we have again applied a standard trigonometric series formula. It follows that
(−1)⌊τ(t)⌋f(t) = (−1)⌊τ(t)⌋ 1√
Api tanh(A)
| sin(At)|
= (−1)⌊τ(t)⌋+⌊Atpi ⌋ 1√
Api tanh(A)
sin(At)
=
1√
Api tanh(A)
sin(At).
The last line follows since tn =
npi
A ≤ t < tn+1 = (n+1)piA implies that
n = ⌊τ(t)⌋ = ⌊At
pi
⌋.
If K is the positive kernel function corresponding to the pair (t, t′), then,
K(t, s) = f(t)(−1)⌊τ(t)⌋
(∑
k
t′(k)
(t− tk)(s − tk)
)
(−1)⌊τ(s)⌋f(s)
=
sin(At)√
Api tanh(A)
(
pi tanh(A)(cot(At)− cot(As)
s− t
)
sin(As)√
Api tanh(A)
=
sin (A(t− s))
A(t− s) .
Using Fourier theory, it is easy to check that the reproducing kernel for B(A) is
kA(t, s) :=
A
pi
sin (A(t− s))
A(t− s) ,
a constant multiple of the kernel for K(t, t′). Lemma 1.7 then implies that multiplication by the
positive constant
√
A/pi is a unitary operator from K(t, t′) onto B(A).
3. Hardy space model
The local bandlimit spaces K(T ) provide a functional model for any T ∈ SR. An equivalent
functional model can be constructed using the theory of meromorphic model spaces of the Hardy
space of the upper half-plane. This classical theory will provide a valuable perspective on the local
bandlimit spaces, and, in particular, will motivate a precise definition of time-varying bandwidth.
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Let H2 := H2(C+) be the Hardy space of analytic functions in the upper half-plane. Recall that
H2 can be defined as the space of all analytic functions h ∈ C+ so that the norm
‖h‖2 := sup
y>0
∫ ∞
−∞
|h(t+ iy)|2dt <∞,
is finite. The classical theory of Hardy spaces shows that any h ∈ H2 has non-tangential boundary
values on R which exist almost everywhere with respect to Lebesgue measure, and that the iden-
tification of H2 functions with their non-tangential limits defines an isometric inclusion of H2 in
L2(R) [28]. Equivalently, H2(C+) = H(k) is the unique RKHS corresponding to the sesqui-analytic
Szego¨ kernel:
k(z, w) :=
i
2pi
1
z − w ; z, w ∈ C
+.
Similarly one can define H∞ = H∞(C+) as the Banach space of all analytic functions which are
bounded in C+. As before non-tangential boundary values define an isometric embedding of H∞
into L∞.
Recall that any Θ ∈ [H∞]1, the closed unit ball of H∞, is called inner if
|Θ(t)| = 1; a.e. t ∈ R,
i.e., if Θ has unimodular non-tangential boundary values almost everywhere with respect to Lebesgue
measure on the real line. Let S denote the operator of multiplication by
b(t) :=
t− i
t+ i
,
restricted to H2(C+). It is easy to check that S is an isometry on H2, called the shift. Under
the canonical unitary transformation of H2(C+) onto the Hardy space of the disk H2(D), S, is
conjugate to the operator of multiplication by z, the shift on H2(D). The shift operator plays a
central role in the study of Hardy spaces [28, 29, 30, 31].
A classical theorem of Beurling-Lax shows that a subspaceM ⊂ H2 is invariant for S if and only
if
M = ΘH2,
for some inner function Θ [28]. The correspondingmodel space K(Θ) := H2⊖ΘH2 is then invariant
for the backward shift, S∗, and cyclic for S [30, 29]. Any model space K(Θ) is a RKHS of analytic
functions on C+ with reproducing kernel
kθ(z, w) :=
i
2pi
1−Θ(z)Θ(w)
z − w ; z, w ∈ C
+. (13)
We will be primarily interested in the case where Θ is a meromorphic inner function, i.e. an inner
function which has a meromorphic extension to the entire complex plane C.
3.1. An analytic functional model. As shown in [19, 22], given any inner function Φ ∈ H∞,
one can define
Dom(ZΦ) := {f ∈ K(Φ)| zf(z) ∈ K(Φ)}.
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LetM denote the self-adjoint operator of multiplication by t in L2(R). Then for any inner function
Φ,
ZΦ :=M |Dom(ZΦ) ∈ S(K(Φ)),
is a simple symmetric linear transformation in K(Φ) with deficiency indices (1, 1) [19, 22]. The
domain Dom(ZΦ) is not necessarily dense, in particular it is not dense if K(Φ) is finite dimensional,
which occurs, for example, if Φ is a finite Blaschke product. For necessary and sufficient conditions
for ZΦ to be densely defined see for example [32], [19, Corollary 3.1.3, Corollary 3.1.4, Theorem
5.0.9] or [24, Appendix 1, Theorem 5.6].
It is easy to check (as in Subsection 1.5) that the kΦz , are eigenvectors for (Z
Φ)∗,
Ker((ZΦ)∗ − z) =
∨
kΦz ; z ∈ C+. (14)
For the remainder of this section we assume that Φ is a meromorphic inner function, i.e., Φ
has a meromorphic extension to C. Since Φ has unimodular non-tangential boundary values on
R almost everywhere with respect to Lebesgue measure, it follows that |Φ(t)| = 1 for all t ∈ R
and that Φ is analytic in an open neighbourhood of R. In particular, K(Φ) can be viewed as a
RKHS on an open neighbourhood of C+, so that the reproducing kernel formula (13) holds for all
z, w ∈ C+ and the above formula (14) extends to all t ∈ R. As established in [19], a symmetric
linear transformation S is regular and simple with deficiency indices (1, 1), i.e. S ∈ SR if and only
if it is unitarily equivalent to some ZΦ acting on K(Φ), where Φ is a meromorphic inner function
(equivalently (ZΦ,K(Φ)) is a functional model for T ).
Theorem 3.2. Any inner function Φ ∈ H∞(C+) which has a meromorphic extension to C has the
form
Φ(z) := γeiaz
∏ zn
zn
z − zn
z − zn ; (zn) ⊂ C
+, (15)
where a ≥ 0, γ ∈ T, the (zn) have no finite accumulation point and obey the Blaschke condition∑ Im (zn)
|zn|2 <∞.
The symmetric linear transformation ZΦ ∈ SR is densely defined if and only if either a > 0 or∑
Im (zn) = +∞.
This factorization formula follows easily from the Blaschke-singular factorization of inner func-
tions [28]. The necessary and sufficient condition on meromorphic inner Φ so that ZΦ ∈ SR is
densely defined is the special case of Livsˇic’s criterion applied to T ∈ SR, see e.g. [19, Theorem
5.0.9]. The Blaschke condition (the necessary and sufficient condition on the {zn} so that the above
product converges) combined with the assumption that the zn have no finite accumulation point is
equivalent to the convergence of
∑∣∣∣Im( 1zn)∣∣∣ =∑ Im(zn)|zn|2 .
Remark 3.3. Meromorphic inner functions are related to deBranges functions (also called Hermite-
Biehler functions). An entire function E is called a deBranges function if |E(z)| > |E(z)| for all
z ∈ C+, and Φ is a meromorphic inner function if and only if Φ = E†/E for some deBranges
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function E where E†(z) := E(z) [33, Section 2.3], [34, pg. 317-318]. The theory of deBranges
spaces of entire functions provides another equivalent functional model for SR [18, 19].
There a natural conjugation CΦ on K(Φ) which commutes with Z
Φ (see, for example [19], [35],
or [17, Section 7.6]):
Lemma 3.4. For any inner Φ, define the anti-linear map CΦ : K(Φ)→ K(Φ) by
(CΦk
Φ
w)(z) =
1
2pii
Φ(z)− Φ(w)
z − w . (16)
This map extends to an anti-linear, idempotent surjective isometry (a conjugation) so that ZΦCΘ ⊂
CΦZ
Φ:
CΦDom(Z
Φ) ⊂ Dom(ZΦ), and CΦZΦDom(ZΦ) = ZΦCΦDom(ZΦ).
Remark 3.5. This lemma immediately implies that CΦ is an isometry from Ker((Z
Φ)∗ − z) onto
Ker((ZΦ)∗ − z) so that
Ker((ZΦ)∗ − z) =
∨
CΦk
Φ
z ; z ∈ C+.
It follows that one can choose equal norm deficiency vectors φ± ∈ Ker((ZΦ)∗ ∓ i) by
φ+ = k˜
Φ
i := −CΦkΦi , and φ− = −kΦi = CΦφ+. (17)
We will refer to this choice of deficiency vectors as the canonical choice.
Remark 3.6. Any non-zero deficiency vector ψ+ ∈ Ker((ZΦ)∗ − i) is a constant multiple of φ+ =
k˜Φi = −CΦkΦi . It follows easily from the formula (16) for φ+ that if
an(θ) :=
1
‖kΦtn(θ)‖
〈ψ+, kΦtn(θ)〉
are the coefficients of ψ+ in the total orthonormal basis of normalized point evaluation eigenvectors
to ZΦθ , that an(θ) is continuous as a function of θ ∈ [0, 1). This fact is used in the proof of Lemma
2.19.
The above canonical choice (17) of deficiency vectors fixes the family of self-adjoint extensions
ZΦ(α), α ∈ T. With this choice one can prove, [19, Section 4.1]:
Theorem 3.7. Let Φ be a meromorphic inner function. Fix a family of self-adjoint extensions
ZΦ(α) of ZΦ ∈ SR by the above choice of deficiency vectors φ+ = k˜Φi = −CΘkΦi and φ− = −kΦi .
Then the spectrum of ZΘ(α), α ∈ T is
σ(ZΦ(α)) =
{
t ∈ R
∣∣∣∣∣ Φ(t) = α+Φ(i)1 + αΦ(i)
}
. (18)
In particular, if Θ is a meromorphic inner function such that Θ(i) = 0, then
σ(ZΘ(α)) = {t ∈ R| Θ(t) = α}.
Theorem 3.7 is easily proven by applying the formula
Dom(ZΦ(α)) = Dom(ZΦ)
∨
{φ+ − αφ−},
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to determine when kΦt belons to the domain of Z
Φ(α). (This formula follows as ZΦ(α) is the inverse
Cayley transform of a unitary extension UΦ(α) of b(ZΦ)).
Theorem 3.8. ([19, Theorem 5.13], [18, Problem 48]) If Φ ∈ H∞ is inner and meromorphic then
there is a strictly increasing function γ on R so that Φ(t) = ei2piγ(t), γ′(t) > 0 for all t ∈ R and γ
has an analytic extension to a neighbourhood of R.
Definition 3.9. Let Φ be a meromorphic inner function. The unique function γ such that Φ(t) =
ei2piγ(t) as above and γ(0) ∈ [0, 1) is called the phase function for Φ. The compositional inverse, x,
of γ, is called the spectral function of Φ.
This next corollary follows readily from Theorem 3.7:
Corollary 3.10. If Θ is a meromorphic inner function obeying Θ(i) = 0, then the spectral and
phase functions of ZΘ ∈ SR(K(Θ)) fixed by the choice φ+ = k˜Θi , φ− = −kΘi are the spectral and
phase functions for Θ.
Remark 3.11. Since τ is strictly increasing and smooth, Ran (τ) = (a, b) ⊂ R. We have defined τ
so that τ(t0) = τ(t(0)) = 0. It follows that if the strictly increasing spectral sequence t = (tn) of Z
Θ
0
is indexed by {0, 1, ..., N}, {0}∪N, {−N, ..., 0}, −N∪{0} or Z that the range of τ is [0, N+1),[0,∞),
(−N +1, 0], (−∞, 0] or R respectively (and then F = Z∩Ran (τ)). Since the set of all meromorphic
inner Θ form a multiplicative semigroup (with unit Θ ≡ 1), it follows that the set of all phase
functions is an additive semigroup.
3.12. The Livsˇic characteristic function. Given any T ∈ S, one can define a contractive analytic
function ΘT on C
+, which is a complete unitary invariant for T , called the Livsˇic characteristic
function of T [32, 36]. We will prove in Corollary 4.14, that given any family of bandlimit pairs
(tθ, t
′
θ), and corresponding symmetric operator T ∈ SR (fixed by a choice of equal-norm defect
vectors φ± as in Theorem 2.8), that the Livsˇic characteristic function ΘT can be expressed solely
in terms of any bandlimit pair (tθ, t
′
θ). This will yield new formulas for computing any pair (tθ, t
′
θ)
from the knowledge of an initial pair (t, t′).
The Livsˇic characteristic function is defined as follows: Let φ± ∈ Ker(T ∗ ∓ i) be fixed deficiency
vectors of equal norm and let φz ∈ Ker(T ∗ − z), z ∈ C+, be an arbitrary non-zero vector. Then
ΘT (z) :=
z − i
z + i
〈φz, φ+〉
〈φz, φ−〉 ; z ∈ C
+. (19)
The characteristic function always vanishes at z = i, ΘT (i) = 0. Two contractive analytic functions
Θ1,Θ2 on C
+ are said to coincide if there is a unimodular constant α ∈ T so that
Θ1 = αΘ2.
This defines an equivalence relation and the Livsˇic function is unique up to this notion of equiva-
lence. A unique representative ΘT in a given coincidence class is fixed by a unique choice of the
deficiency vectors φ±. A different choice of deficiency vectors ψ± = α±φ± where α± ∈ T yields a
new Livsˇic function Θ′T = α−α+ΘT which coincides with the first.
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Theorem 3.13. (Livsˇic, [32]) Given any two T1, T2 ∈ S, T1 ≃ T2 if and only if their characteristic
functions coincide.
The map from T 7→ ΘT is a bijection from unitary equivalence classes of S onto coincidence
classes of contractive analytic functions on C+ which vanish at z = i.
It is straightforward to calculate that if Φ is inner then the Livsˇic characteristic function of
ZΦ ∈ S (fixed by the choice of deficiency vectors φ+ := k˜Φi and φ− = −kΦi ) is [19]:
ΘZΦ =
Φ− Φ(i)
1− ΦΦ(i) =: FΦ(i)(Φ).
In particular, if Φ(i) = 0 then Φ = Θ. Recall here that for any fixed w ∈ D, the Mo¨bius transfor-
mation,
Fw(z) :=
z − w
1− zw , (20)
is an analytic automorphism of the unit disk with compositional inverse F−w. That is, Fw is a
bijection of D onto itself which maps the circle T onto itself, and which is analytic in an open
neighbourhood of D. The composition Fw ◦ Φ for any inner Φ is called a Frostman shift of Φ
[37, 38]. The above calculation and theorem of Livsˇic then imply [19, Theorem 5.0.7]:
Theorem 3.14. A symmetric linear transformation T ∈ S belongs to SR if and only if ΘT is a
meromorphic inner function. Given any w ∈ D, T is unitarily equivalent to ZFw◦ΘT acting in the
meromorphic model space K(Fw ◦ΘT ).
Remark 3.15. By the above theorem, given any T ∈ SR and w ∈ D, (ZFw◦ΘT ,K(Fw ◦ ΘT )
is a functional model for T (Definition 1.10). By Lemma 1.8 for any w ∈ D there is an isometric
multiplier from K(Fw ◦ΘT ) onto K(ΘT ). This multiplier is referred to in the literature as a Crofoot
transform [39, 38]. By comparing the kernel functions for K(ΘT ) and K(Fw ◦ ΘT ), it is easy to
check that this multiplier is given by the formula:
Mw(z) :=
√
1− |w|2(1− Φ(z)w)−1.
Lemma 1.8 of Subsection 1.6 also implies that for any T ∈ SR, there is a unitary multiplier
between the local bandlimit space K(T ) and the meromorphic model space K(ΘT ). This multiplier
will enable us to move freely between these two functional models for T ∈ SR. The characteristic
function ΘT of T will be calculated in the next section (see Corollary 4.14), and we will compute
this multiplier in Subsection 4.7.
3.16. Analytic parametrizations. Any analytic automorphism of the unit disk, Fw, for w ∈ D
provides a smooth re-parametrization, µw, of the unit interval [0, 1] in the sense of Definition 2.21.
Definition 3.17. For any w ∈ D, the w-analytic parametrization of [0, 1] is the function µw :
[0, 1]→ [0, 1] defined by
ei2piµw(θ) := Fw(e
i2piθ)Fw(1) =
ei2piθ − w
1− wei2piθ
1− w
1− w, and µw(0) = 0.
Also define λw : R→ R as the unique solution to:
ei2piλw(t) := Fw(e
i2pit); t ∈ R and λw(0) ∈ [0, 1).
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Several easy observations can be made: Since F−w maps the unit circle T onto itself and is
analytic in an open neighbourhood of D, it follows that µw is a smooth bijection of [0, 1) onto itself
and µw(0) = 0. It is then straightforward to calculate that
µ′w(θ) = λ
′
w(θ) =
1− |w|2
|ei2piθ − w|2 > 0,
so that µw is a smooth re-parametrization of [0, 1] in the sense of Definition 2.21, and λw is a
strictly increasing smooth bijection of R onto R. If θw := λw(0) ∈ [0, 1) then (identifying µw with
its periodic extension):
µw(t) = λw(t)− θw, and µ′w(t) = λ′w(t); t ∈ R. (21)
It is also easy to see that if n = ⌊t⌋, [t] = t− ⌊t⌋, then
λw(t) = λw([t]) + n. (22)
Finally, since the compositional inverse of Fw is F−w, the compositional inverse of λw is λ−w.
Corollary 3.18. Given any meromorphic inner function Φ, with w := Φ(i), let Θ := Fw ◦ Φ so
that Θ(i) = 0. Fix the family ZΦθ , θ ∈ [0, 1) of self-adjoint extensions of ZΦ by the canonical choice
of deficiency vectors (Equation 17), and let γ, x, and τ, t be the phase and spectral functions for Φ
and Θ, respectively. Then,
σ(ZΦθ ) = {t(θ + n)| n ∈ F = Z ∩ Ran (τ)},
and the corresponding set of eigenvectors
{kΦt | t ∈ σ(ZΦθ )},
is a total orthogonal set in K(Φ).
The above corollary is an immediate consequence of Theorem 3.7, and the observation that Θ
is chosen so that Θ(t) = ei2piτ(t), and τ := λw ◦ γ so that t = τ−1 = x ◦ λ−w. As in Theorem 2.24,
Corollary 1.12 implies that the meromorphic model spaces K(Φ) obey a one-parameter family of
sampling formulas.
Example 3.19. (Paley-Wiener spaces)
Recall that as shown in Example 2.28, any Paley-Wiener space B(A) is (up to rescaling) the
local bandlimit space K(t, t′) with t =
(
npi
A
)
and t′ =
(
pi
A tanhA
)
. Also by Theorem 2.24, if µ is any
smooth parametrization of [0, 1], K(t, t′) embeds isometrically as a subspace of L2(R, (µ ◦ τ)′(t)dt).
Since the Paley-Wiener space B(A) is a subspace of L2(R), it seems reasonable to expect that there
should be a choice of smooth re-parametrization, µ of [0, 1] so that (µ ◦ τ)′ is a constant.
It is straightforward to check that B(A) := e−iAzK(ei2Az) is the image of a meromorphic model
space under a unitary multiplier, and that this amounts to a shift in frequency space. It follows
that there is a Z ∈ SR(B(A)) which acts as multiplication by the independent variable, z, and that
the Livsˇic characteristic function of Z is (up to a unimodular constant)
Θ(z) =
ei2Az − e−2A
1− e−2Aei2Az = Fe−2A(e
i2Az).
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Equivalently Φ(z) := ei2Az = F−e−2A(Θ(z)) with phase function γ(t) =
A
pi t. If τ is the phase
function of Θ, it then follows that τ = λw ◦ γ with w = e−2A, so that
A
pi
= γ′(t) = µ′−w(τ(t))τ
′(t),
(recall µ′w = λ
′
w) and, upon rescaling by the constant
√
A/pi, K(t, t′) embeds isometrically in
L2(R), as expected.
3.20. Time-varying bandlimit. The classical notion of bandlimit for any Paley-Wiener space
B(A) can be interpreted as a measure of the density of any of the Nyquist sampling lattices:
xn(ϑ) = (n + ϑ)
pi
A , and xn+1(ϑ) − xn(ϑ) = piA , ϑ ∈ [0, 1). Recall, as in the previous example,
B(A) = e−iAzK(ei2Az). The phase function, γ, of Φ(t) = ei2At = ei2piγ(t) is simply γ(t) = Api t, and
this is the compositional inverse of the function x(n+ϑ) := xn(ϑ); ϑ ∈ [0, 1) (the spectral function
of Φ). It follows that the bandlimit is
A = piγ′(t),
where γ is the phase function of the meromorphic inner function Φ(z) = ei2Az.
Working in analogy with the classical Paley-Wiener spaces of A-bandlimited functions, we can
construct a precise and meaningful definition of time-varying bandwidth for any local bandlimit
space K(t, t′). Let Φ be any meromorphic inner function obeying Φ(i) = w ∈ D and let Θ := Fw◦Φ,
the Livsˇic characteristic function of ZΦ (up to a unimodular constant). Let γ, τ be phase functions
for Φ, and Θ, respectively with spectral functions (compositional inverses) x, t. It follows that
τ = λw ◦ γ and γ = λ−w ◦ τ , and by Corollary 3.18 and Equation (22), if we define the new
parameter ϑ := µw(θ) = λw(θ)− θw; θ ∈ [0, 1), then
σ
(
ZΦ[ϑ+θw]
)
= {t(ϑ + θw + n)| n ∈ F = Z ∩ Ran (τ)}; t = x ◦ λ−w,
where [s] := s− ⌊s⌋, as before.
This shows that the rate of increase of γ = λ−w ◦ τ provides a measure of the local density of
the sampling sequences (t(ϑ+ θw + n)) with respect to the new parameter ϑ = µw(θ) ∈ [0, 1):
γ′(t(ϑ + θw + n)) =
µ′−w(ϑ+ θw + n)
t′(ϑ+ θw + n)
.
Namely, the size of γ′(x(θ+n)) > 0 determines how quickly the phase of Φ(x(θ+n)) is rotating, and
hence measures the local density of the sampling sequences with terms x(θ+n) = (t ◦λw)(θ+n) =
t(ϑ+ θw + n).
It is, therefore, natural to extend the notion of bandlimit to the time-varying setting by defining
the time-varying bandlimit of an arbitrary local sampling space K(t, t′) to be the function ω : R→
(0,∞):
ω(t) := pi(µw ◦ τ)′(t) = piτ ′(t) 1− |w|
2
|ei2piτ(t) − w|2 > 0,
for some fixed choice of w ∈ D. As described above this will be a measure of the local density of
the sampling sequences. While it is not obvious whether there is a canonical choice of w ∈ D, we
can motivate a particular choice of w that recovers the classical definition of bandlimit in the case
where K(t, t′) = B(A).
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Definition 3.21. Let (t, t′) be any normalized bandlimit pair (as in Remark 2.20) with corre-
sponding T ∈ SR. Let t, τ be a fixed choice of spectral and phase functions for T (fixed by a choice
of equal-norm deficiency vectors φ±). Set g(t) := t coth(t); t ≥ 0 and let f := g−1 : [1,∞)→ [0,∞)
be the compositional inverse of g. The time-varying bandlimit is the strictly positive function
ω : R→ (0,∞) defined by
ω(t) := piγ′(t),
where γ is the phase function of F−w ◦ΘT , and w ∈ (0, 1) is
w :=
piτ ′(0) − f(piτ ′(0))
piτ ′(0) + f(piτ ′(0))
.
Proposition 3.22. Let K(t, t′) = B(A) be the local sampling space defined by t =
(
npi
A
)
n∈Z
and
t′ =
(
pi
A tanh(A)
)
. The time-varying bandlimit of K(t, t′) is the classical constant bandlimit, ω(t) =
A. For any normalized bandlimit pair (t, t′) and fixed choice of equal-norm deficiency vectors, the
number w in Definition 3.21 belongs to [0, 1).
This motivates the alternate notation: If (t, t′) is a normalized bandlimit pair (in the sense of
Remark 2.20), B(ω(t)) := K(t, t′) = K(T ), the local bandlimit space of ω(t)-bandlimited functions.
Proof. By Example 2.28, K(t, t′) = B(A) (up to a constant rescaling), and also as before B(A) =
e−iAzK(ei2Az), let Φ(z) := ei2Az , a meromorphic (in fact, entire) inner function. Let γ be the phase
function of Φ so that piγ(t) = At and A = piγ′(t).
Let w = Φ(i) = e−2A, and let τ be the phase function of Θ = Fw ◦Φ. It follows that τ = λw ◦ γ.
and we need to prove that w = e−2A ∈ (0, 1) is equal to the number of Definition 3.21. First
calculate
τ ′(t) =
A
pi
1− e−4A
|Φ(t)− e−2A|2 ,
and, in particular
τ ′(0) =
A
pi
coth(A).
Let g(t) := t coth(t), this is smooth, strictly increasing and obeys g′(t) > 0 for t > 0. If f is the
compositional inverse of g, then we obtain
A = f(piτ ′(0)).
It follows that
w = e−2A =
piτ ′(0)− f(piτ ′(0))
piτ ′(0) + f(piτ ′(0))
.
In general g(t) > t for t > 0 implies that f(t) < t, so that replacing τ by the phase function of
an arbitrary T ∈ SR in the above definition of w will always yield w ∈ (0, 1). Of course, in order
that the number w be well-defined, one must check that piτ ′(0) ≥ 1 so that piτ ′(0) ∈ Dom(f) =
Ran (g) = [1,∞). It is not difficult to check that this is always the case if (t, t′) is normalized as in
Remark 2.20 so that ∑ t′k(θ)
1 + tk(θ)2
= pi; θ ∈ [0, 1).
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Indeed, for any s = ⌊s⌋+ [s] =: k + θ ∈ R, we have that
t′(s)
1 + t(s)2
=
t′k(θ)
1 + tk(θ)2
≤
∑ t′n(θ)
1 + tn(θ)2
= pi.
Hence,
τ ′(t)(1 + t2) = τ ′(t(s))(1 + t(s)2)
=
1 + t(s)2
t′(s)
≥ 1
pi
,
so that τ ′(0) ≥ pi−1 for any normalized bandlimit pair. 
4. Measure theoretic model
In this section we develop a third class of models for elements SR using measure theory and
basic spectral theory. This connection will again provide new tools for studying local bandlimit
spaces. In particular, we will compute the unitary multiplier between any local bandlimit space
K(T ) = B(ω(t)), and the meromorphic model space K(ΘT ) in Theorem 4.8, and if T is constructed
from a bandlimit pair (t, t′) as in Theorem 2.8, we will provide concrete formulas expressing ΘT
in terms of any of the bandlimit pairs (tθ, t
′
θ); θ ∈ [0, 1) in Corollary 4.14. This will lead to
new formulas for computing any bandlimit pair (tθ, t
′
θ) from the knowledge of the initial pair
(t, t′). Knowledge of the sampling sequences (tθ, t
′
θ) is, of course, necessary in order to sample and
reconstruct any f ∈ K(T ) from its samples taken on these sequences using the sampling formulas
of Theorem 2.24.
A Herglotz (or Nevanlinna-Herglotz) function H on C+ is an analytic function with non-negative
real part. A function H is a Herglotz function if and only if there is a positive Borel measure Γ on
R obeying the Herglotz condition, ∫ ∞
−∞
1
1 + t2
Γ(dt) <∞, (23)
an imaginary constant C, and a positive constant D such that
H(z) = C − iDz +
∫ ∞
−∞
zt+ 1
i(t− z)
1
1 + t2
Γ(dt),
see e.g. [24, Section 59].
There is a bijection between Herglotz functions on C+ and the closed unit ball of (non-constant
elements of) H∞(C+) given by
Θ 7→ HΘ := 1 + Θ
1−Θ ,
with compositional inverse
H 7→ ΘH := H − 1
H + 1
.
30
Given any such measure Γ, one can consider the Hilbert space L2(Γ) on R, and the operator MΓ
of multiplication by t is a densely defined self-adjoint operator in L2(Γ). Define
Dom(TΓ) :=
{
f ∈ Dom(MΓ)|
∫ ∞
−∞
f(t)Γ(dt) = 0
}
.
Then by [22, Section 3.5]
TΓ :=MΓ|Dom(TΓ) ∈ S(L2(Γ)),
is a simple symmetric linear transformation with deficiency indices (1, 1) which is densely defined
if and only if
Γ(R) = +∞.
The results of [22] further imply:
Theorem 4.1. A linear transformation T belongs to S if and only if T ≃ TΓ for some measure Γ
obeying the Herglotz condition (23).
Given a Herglotz measure Γ (a measure obeying the Herglotz condition), let
H(z) :=
∫ ∞
−∞
zt+ 1
i(t− z)
1
1 + t2
Γ(dt).
For any w ∈ C \ R, define bw ∈ L2(Γ) via
bw(t) :=
1
t− w.
It is easy to check that
Ran
(
TΓ − z)⊥ = Ker((TΓ)∗ − z) =∨ bz.
In this section we fix the choice of equal-norm deficiency vectors of TΓ to be φ± := b±i. With
this canonical choice, the inner meromorphic Livsˇic function of TΓ is [22, Section 5.4]:
Θ(z) :=
z − i
z + i
〈bz, b+i〉Γ
〈bz, b−i〉Γ =
z − i
z + i
∫∞
−∞
1
t−z
1
t−iΓ(dt)∫∞
−∞
1
t−z
1
t+iΓ(dt)
. (24)
Let
Φ :=
H − 1
H + 1
,
equivalently, H = HΦ =
1+Φ
1−Φ . If Φ(i) 6= 0 then the characteristic function Θ of TΓ is (up to a
unimodular constant) the Frostman shift, FΦ(i)◦Φ of Φ:
Lemma 4.2. Let Γ be a Herglotz measure on R. If Φ := H−1H+1 as above, then the Livsˇic characteristic
function, Θ, of TΓ fixed by the choice φ± = b∓i as in Equation (24) is:
Θ =
(
1− Φ(i)
1− Φ(i)
)
FΦ(i) ◦Φ.
The proof is straightforward algebra, see e.g. [21, Lemma 4.4]. For example direct computation
shows
Φ(z)− Φ(i) = 2
i(H(z) + 1)(H(i) + 1)
(z − i)
∫ ∞
−∞
1
t− z
1
t− iΓ(dt).
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Remark 4.3. Note that Φ is a meromorphic inner function if and only if Θ is, and that Θ = Φ if
and only if Φ(i) = 0 which happens if and only if H(i) = 1, if and only if the Herglotz measure Γ
is normalized so that
H(i) =
∫ ∞
−∞
1
1 + t2
Γ(dt) = ‖b±i‖2 = 1.
For the remainder of the section, we assume that the positive Herglotz measure Γ is a purely
discrete sum of weighted Dirac delta masses δtn , where (tn) is a purely discrete, strictly increasing
sequence with no finite accumulation point. Namely,
Γ :=
∑
n
wnδtn ,
where (wn) is a sequence of strictly positive weights and
δtn(Ω) =
{
1 tn ∈ Ω
0 tn /∈ Ω
We can assume without loss of generality that the wn > 0 for all n, and it follows that the sequences
t := (tn), w := (wn) obey the conditions:
(1) t is strictly increasing with no finite accumulation point.
(2) w ⊂ (0,∞).
(3) t,w are compatible in the sense that
∑
n
wn
1+t2n
= A <∞, i.e. Γ is a Herglotz measure.
Observe that (t,w) is a bandlimit pair, in the sense of Definition 2.1. Indeed, we will shortly prove
that up to a constant, C, independent of n, wn = Ct
′
n = t
′(n), where t is the spectral function of
TΓ fixed by the canonical choice of deficiency vectors φ± = b∓i.
In this context Theorem 4.1 becomes:
Theorem 4.4. A linear transformation T belongs to SR if and only if T ≃ TΓ, where Γ =∑nwnδtn ,
is a purely atomic Herglotz measure whose atoms have no finite accumulation point. TΓ is densely
defined if and only if ∑
n
wn = +∞.
For an atomic Herglotz measure of this type, the formula (24) for the characteristic function Θ
of MΓ (fixed uniquely by canonical deficiency vector choice) becomes:
Θ(z) =
z − i
z + i
∑ 1
tn−z
1
tn−i
wn∑ 1
tn−z
1
tn+i
wn
=
∑
wn
(
1
tn−z
− 1tn−i
)
∑
wn
(
1
tn−z
− 1tn+i
) .
It is also easy to check that
σ(MΓ) = {tn} = {t ∈ R| Θ(t) = 1},
so that if t is the spectral function of TΓ fixed by the canonical choice of deficiency vectors,
MΓ = TΓ0 = T
Γ(1), and σ(MΓ) = {tn} = {t(n)}.
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Proposition 4.5. The weights wn of the purely discrete measure Γ obey wn =
‖φ+‖2
pi t
′
n(0) =
‖φ+‖2
pi t
′(n).
If the atomic Herglotz measure Γ is normalized so that ‖φ+‖2Γ = 1 as in Remark 4.3 then
piwn = t
′(n). In this case, setting t′ = piw = (piwn), the pair (t, t
′) is a normalized bandlimit pair,
as defined in Remark 2.20.
Proof. An orthonormal basis of eigenvectors for MΓ0 =M
Γ is {φn} where
φn(t) := w
−1/2
n δtn,t. (25)
Expanding the deficiency vector φ+ = b−i in this basis gives
φ+ =
∑ √wn
tn − iφn.
The claim now follows from Proposition 2.19. 
It follows that we can re-express the characteristic function Θ of TΓ in terms of the bandlimit
pair (t, t′): t = (tn), t
′ = (t′n) where t
′
n := t
′
n(0) = t
′(n), tn = t(n) and t is the spectral function of
MΓ fixed by the choice of deficiency vectors φ± = b∓i:
Θ(z) =
z − i
z + i
∑ 1
tn−z
1
tn−i
t′n∑ 1
tn−z
1
tn+i
t′n
=
∑
t′n
(
1
tn−z
− 1tn−i
)
∑
t′n
(
1
tn−z
− 1tn+i
) . (26)
This yields a representation formula for meromorphic inner functions:
Corollary 4.6. A function Θ on C+ is an inner function with meromorphic extension to C (obeying
Θ(i) = 0) if and only if there is a bandlimit pair of sequences t = (tn), t
′ = (t′n) so that Θ is given
by the formula (26).
If Θ is a meromorphic inner function vanishing at i then there is a phase function τ for Θ,
Θ(t) = ei2piτ(t); t ∈ R, so that tn = t(n) and t′n = t′(n), where t = τ−1, a spectral function for Θ.
4.7. The multiplier between the local bandlimit and meromorphic model spaces. In the
construction of Section 2, one begins with a bandlimit pair (t, t′) and considers a self-adjoint oper-
ator T on some separable Hilbert space H so that the spectrum of T consists of simple eigenvalues
at the points of t. Without loss of generality, assume that the bandlimit pair is normalized so that∑ t′n
1 + t2n
= pi.
We are also free to choose, for example, H = L2(Γ) and T = TΓ where Γ is the purely atomic
Herglotz measure:
Γ =
1
pi
∑
t′nδtn .
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Our normalization assumption ensures that this Herglotz measure Γ is normalized as in Remark
4.3, ‖φ+‖Γ = ‖b−i‖Γ = 1 so that by Proposition 4.5,
t′n = t
′(n),
where, as before, t is the spectral function of T = TΓ fixed by the choice φ± = b∓i. It follows that
the Livsˇic characteristic function of T is given by equation (26) above. By Corollary 1.11, we know
that there is a unitary multiplier from the local bandlimit space K(T ) onto the meromorphic model
space K(ΘT ), and we can compute this multiplier by comparing the reproducing kernels of these
two spaces.
Theorem 4.8. The multiplier from the meromorphic model space K(ΘT ) onto the local bandlimit
space K(T ) is
M(t) := 2pi(1 −ΘT (t))−1(−1)⌊τ(t)⌋
(
t′(n)
(t− t(n))2
)− 1
2
.
Proof. By our earlier results the kernel for the sampling or local bandlimit space is
KT (t, s) = h(t)
∑ t′k
(t− tk)(s − tk)h(s),
where
h(t) := (−1)⌊τ(t)⌋f(t) = (−1)⌊τ(t)⌋
(
t′(n)
(t− t(n))2
)− 1
2
.
Suppose that t, s /∈ {tn} so that H(t),H(s) where H is the Herglotz function corresponding to
Θ = ΘT , H =
1+Θ
1−Θ , is well-defined. Recall here that Θ(tn) = 1 so that 1−Θ(tn) = 0. Also
H(t) =
1
pi
∑ t′n
1 + t2n
1 + ttn
i(tn − t) .
Using this one can check that∑ t′n
(t− tn)(s − tn) = ipi
H(t) +H(s)
t− s =: piK
Θ(t, s),
so that
KT (t, s) = pih(t)KΘ(t, s)h(s).
The kernel function KΘ(t, s) can be expressed in terms of the positive kernel kΘ for the model
space K(ΘT ) as
piKΘ = 4pi2(1−Θ(t))−1kΘ(t, s)(1 −Θ(s))−1,
so that
M(t) := 2pi(1 −Θ(t))−1h(t),
is the isometric multiplier of K(ΘT ) onto K(T ). The full formula for all t, s ∈ R follows by
continuity. 
4.9. Aleksandrov-Clark theory. It will be useful to re-express the characteristic function Θ
of TΓ in terms of any member of the family of bandlimit pairs (tθ, t
′
θ), θ ∈ [0, 1). This will
provide formulas for the computation of any given sampling sequence tθ for a local bandlimit space
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K(T ) = K(t, t′) in terms of the initial bandlimit pair (t, t′). Here, as in the previous section,
consider a bandlimit pair (t, t′) which is normalized so that∑ t′n
1 + t2n
= pi,
and define the normalized Herglotz measure
Γ =
1
pi
∑
t′nδtn .
If t is the spectral function of TΓ ∈ SR(L2(Γ)) uniquely fixed by the choice φ± = b∓i it follows as
before that tn = t(n) and t
′
n = t
′(n).
In particular, we will show that the sequences t′θ = (t
′
n(θ)) are the weights of the purely atomic
Herglotz measure Γθ corresponding to the Herglotz function:
Hθ :=
1 + Θe−i2piθ
1−Θe−i2piθ .
At this point it will be clear to experts that we are simply computing the Aleksandrov-Clark
measures and working out Clark’s theory of unitary perturbations of the restricted backward shift
in the special case of meromorphic inner functions and meromorphic model spaces on the upper
half-plane [40, 41].
Given a (not necessarily normalized) bandlimit pair (t, t′), let Γ be the corresponding Herglotz
measure
Γ :=
1
pi
∑
t′nδtn ,
let H be the corresponding Herglotz function and Φ the meromorphic inner function so that H =
HΦ =
1+Φ
1−Φ ,
HΦ(z) =
1 + Φ(z)
1− Φ(z) =
∫ ∞
−∞
zt+ 1
i(t− z)
1
1 + t2
Γ(dt).
We call Γ0 := Γ the Herglotz measure of Φ. Similarly one can define a one-parameter family of
positive Borel measures on R naturally associated to Φ. Let Γθ, θ ∈ [0, 1) be the Herglotz measure
associated to the inner function Φe−i2piθ:
1 + Φ(z)e−i2piθ
1− Φ(z)e−i2piθ =
∫ ∞
−∞
zt+ 1
i(t− z)
1
1 + t2
Γθ(dt).
The measures Γθ are also called the family of Aleksandrov-Clark measures associated to Φ. Observe
that if we define the re-scaled measure
γ0 :=
1
pi
∑ t′n
1 + t2n
δtn ,
that
γ0(Ω) = 〈φ+, PΓ0 (Ω)φ+〉; Ω ∈ Bor(R),
where φ+ = b−i is the choice of deficiency vector from equation (17), Bor(R) denotes the Borel
σ-algebra, and
PΓ0 (Ω) :=
∑
tn∈Ω
〈·, φn〉φn.
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Here, the {φn} are the orthonormal eigenbasis ofMΓ = TΓ0 from equation (25), φn(t) = (wn)−1/2δtn,t,
so that PΓ0 is the projection-valued measure of the self-adjoint operator T
Γ
0 =M
Γ. It follows that
HΦ(z) =
∫ ∞
−∞
zt+ 1
i(t− z)γ0(dt).
Similarly, define the re-scaled AC measures γθ for θ ∈ [0, 1).
Let Hθ := HΦe−i2piθ , θ ∈ [0, 1). We will write H = H0 = HΦ. Define a positive kernel function,
the Herglotz kernel, on C \ R by
KΦ(z, w) := i
H(z) +H(w)
z − w .
Define  L(Φ) := H(KΦ), the Herglotz space of Φ, a RKHS on C \R. Recall that we have
Ker(M∗Γ − z) = Ran
(
TΓ − z)⊥ =∨ bz(t); z ∈ C \ R,
where bz(t) =
1
t−z . A bit of algebra shows:
Lemma 4.10. The Cauchy transform, C : L2(Γ)→  L(Φ), defined by
(Cf)(z) := 〈bz , f〉Γ; z ∈ C \ R,
is an onto isometry.
Let ZΦ0 := CM
Γ
C
∗ = CTΓ0 C
∗ and ZΦ := CTΓC∗. It can be shown that ZΦ ∈ SR( L(Φ)) acts as
multiplication by z on its maximal domain in  L(Φ) [21, Lemma 4.3],[22]. Comparing the kernels
KΦ for  L(Φ) and kΦ for K(Φ) shows that
KΦ(z) = 4pi(1− Φ(z))−1kΦ(z, w)(1 −Φ(w))−1; z, w ∈ C+.
By Lemma 1.6,
m(z) :=
1
2
√
pi
(1− Φ(z)), (27)
is an onto isometric multiplier:
m :
∨
z∈C+
KΦz → K(Φ).
Lemma 4.11. If Φ is meromorphic and inner,  L(Φ) =
∨
z∈C+ K
Φ
z (and L
2(Γ) =
∨
z∈C+ bz) so that
m :  L(Φ)→ K(Φ) is a unitary multiplier.
Proof. This follows from well-known facts: Since Φ is inner, it is an extreme point of the unit ball
of H∞ [28, Chapter 9]. Computing the Radon-Nikodym derivative of the Herglotz measure of Φ
with respect to Lebesgue measure and applying the Szego¨ theorem shows that∨
z∈C+
bz = L
2(Γ),
[28, Chapter 4]. Applying the Cauchy transform isometry we obtain that  L(Φ) =
∨
z∈C+ K
Φ
z . This
proves that m defines an isometric multiplier of  L(Φ) onto K(Φ). 
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In particular, it follows that
Mα(z) :=
1− Φ(z)
1− Φ(z)α (28)
is an isometric multiplier of  L(Φ) onto  L(Φα) for any α ∈ T.
By Subsection 1.6,
MαZ
ΦM∗α = Z
Φα.
Since Mα intertwines Z
Φ and ZΦα, it follows easily from this that if Z′ is any self-adjoint extension
of ZΦ that MZ′M∗ is a self-adjoint extension of ZΦα (this is Lemma 1.9).
Proposition 4.12. Let Φ be a meromorphic inner function and α, β ∈ T. Then MαZΦ(β)M∗α =
Z
Φα(βγ(α)) where
γ(α) :=
Mα(−i)
Mα(i)
=
(
1− Φ(i)
1− Φ(i)
)(
1− Φ(i)α
α− Φ(i)
)
∈ T.
In particular ZΦ(β) is conjugate to ZΦδ via the unitary multiplier Mδ (of Equation 28), where
δ :=
β +Φ(i)1−Φ(i)1−Φ(i)
βΦ(i) + 1−Φ(i)1−Φ(i)
∈ T.
If Φ(i) = 0 then ZΦ(β) is unitarily equivalent to ZΦβ under the unitary transformation Mβ.
Proof. By Subsection 1.6, MαZ
Φ(β)M∗α = Z
α(γ) for some γ ∈ T, we just need to compute γ. Equal
norm deficiency vectors forMΓ are φ± := b∓i, and the Cauchy transform isometry maps these onto
the point evaluation vectors KΦ∓i in the Herglotz space.
Let UΓ(α) = b(MΓ(α)) denote the unitary extensions of the Cayley transform b(MΓ). We know
that UΓ(α)φ+ = αφ− by construction. It follows that if U
Φ(α) are the corresponding Cayley
transforms of the ZΦ(α) that UΦ(α)KΦ−i = αK
Φ
i . It follows that there is a γ ∈ T so that
MαU
Φ(β)M∗αK
Φα
−i = γK
Φα
i ,
and that MαU
Φ(β)M∗α = U
Φα(γ). Then,
MαU
Φ(β)M∗αK
Φα
−i = Mα(−i)MαUΦ(β)KΦ−i
= Mα(−i)βMαKΦi .
Evaluating this at a point z shows that
(MαU
Φ(β)M∗αK
Φα
−i )(z) = βMα(z)K
Φ
i (z)Mα(−i)
= βMα(z)
1
Mα(z)
KΦαi (z)
1
Mα(i)
Mα(−i)
= β
Mα(−i)
Mα(i)
KΦαi (z).
This shows that
βγ = βγ(α) = β
Mα(−i)
Mα(i)
.
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Recall here that any Herglotz function H is extended to an analytic function on C \ R using the
definition H(z) := −H(z), and with this definition any inner function Φ can be extended to a
meromorphic function C \ R by Φ(z) := (Φ(z))−1. It follows that
γ(α) =
Mα(−i)
Mα(i)
=
(
1− Φ(−i)
1−Φ(−i)α
)(
1− Φ(i)α
1− Φ(i)
)
=
(
Φ(i)− 1
1−Φ(i)
)(
1− Φ(i)α
Φ(i)− α
)
.
Setting βγ(δ) = 1 and solving for δ yields the second claim. The final assertion is easy to verify. 
4.13. Formulas for the characteristic function. For the remainder of this subsection we choose
our bandlimit pair (t, t′) to be normalized so that atomic Herglotz measure Γ is normalized and
the rescaled Herglotz measure γ is a probability measure, i.e.∑ t′n
1 + t2n
= pi,
Γ =
1
pi
∑
t′nδtn , and γ =
1
pi
∑ t′n
1 + t2n
δtn .
Then as we have seen, t′n = t
′
n(0) = t
′(n), where the spectral function t of TΓ is fixed by the canonical
choice φ± = b∓i. By Remark 4.3, since the Herglotz function H = HΦ is normalized, Φ(i) = 0 and
Φ = Θ, the Livsˇic characteristic function of ZΘ (fixed as always by the choice φ± = b∓i). It follows
that all of the re-scaled Aleksandrov-Clark measures γθ, θ ∈ [0, 1) corresponding to the Herglotz
functions,
Hθ :=
1 + Θe−i2piθ
1−Θe−i2piθ ,
are probability measures.
Corollary 4.14. Let Γ be the purely atomic Herglotz measure associated to a normalized bandlimit
pair of sequences (t, t′) and let T = TΓ ∈ SR. Fix the family of normalized bandlimit pairs (tθ, t′θ)
by the canonical choice of equal-norm deficiency vectors φ± = b±i. For any θ ∈ [0, 1), the Herglotz
(AC) measure of ΘT e
−i2piθ is Γθ =
1
pi
∑
t′n(θ)δtn(θ) so that
ΘT (z) = e
i2piθ z − i
z + i
∑ 1
tn(θ)−z
1
tn(θ)−i
t′n(θ)∑ 1
tn(θ)−z
1
tn(θ)+i
t′n(θ)
= ei2piθ
∑( 1
tn(θ)−z
− 1tn(θ)−i
)
t′n(θ)∑( 1
tn(θ)−z
− 1tn(θ)+i
)
t′n(θ)
,
where tn(θ) = t(n+ θ) and t is the spectral function of T (fixed by the choice φ± = b∓i).
By taking Frostman shifts and applying Theorem 3.14, this provides a representation formula
for arbitrary meromorphic inner functions. Using the above formula, it is easy to check that
ΘT (tn(θ)) = e
i2piθ, in agreement with Theorem 3.7.
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Proof. Consider the unitary multiplier Mα :  L(Θ) →  L(Θα) of Equation 28. Since Φ = Θ and
Θ(i) = 0,
Mα(−i) = 1−Θ(−i)
1−Θ(−i)α
=
Θ(i)− 1
Θ(i)− α using that Θ(z) = Θ(z)
−1
= α.
Since Mα is a multiplier,
M∗αK
Θα
−i = Mα(i)K
Θ
−i
= αKΘ−i.
Hence setting α = ei2piθ ∈ T and γα := γθ, the re-scaled Herglotz (probability) measure of Θα,
γα(Ω) = 〈b−i, Pα(Ω)b−i〉Γα ,
where Pα is the projection-valued measure (PVM) of the self-adjoint operator M
Γα = TΓ
α
0 , and
Γα = Γθ is the Herglotz measure of Θα = Θe
−i2piθ. Using the unitary Cauchy transforms of L2(Γα)
onto the Herglotz spaces  L(Φα), the fact that Θ(i) = 0 and Proposition 4.12, this is
γα(Ω) = 〈KΘα−i , PZΘα(Ω)KΘα−i 〉
= 〈αKΘ−i, αPZΘ(α)(Ω)KΘ−i〉
= 〈b−i, PTΓ(α)(Ω)b−i〉Γ.
Let {φn(θ)} be an arbitrary ONB of eigenvectors to TΓθ = TΓ(α). Then recall that by Proposition
2.19 we can write
b−i = φ+ =
∑ cn(θ)
tn(θ)− iφn(θ),
where
|cn(θ)|2 = 1
pi
t′n(θ) =
1
pi
t′(n+ θ).
In the above we have used the assumption that Γ is normalized so that ‖φ+‖ = 1. It follows that
γθ =
1
pi
∑ t′n(θ)
1 + tn(θ)2
δtn(θ),
are probability measures and so
Γθ =
1
pi
∑
t′n(θ)δtn(θ), and
∑ t′n(θ)
1 + tn(θ)2
= pi.
The fact that t′n(θ) = t
′(n+θ) follows as in Proposition 4.5, and the formula for Θ = ΘT follows. 
4.15. A spectral ordinary differential equation. In this subsection we differentiate Θ(t) =
ei2piτ(t) to obtain a first-order ordinary differential equation that characterizes spectral functions
of symmetric T ∈ SR. Recall that the knowledge of the spectral function is equivalent to the
knowledge of all the sampling sequences tθ; θ ∈ [0, 1).
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By Corollary 4.14, any meromorphic inner function Θ such that Θ(i) = 0 can be written as
Θ(z) = ei2piθ
∑( 1
tn(θ)−z
− 1tn(θ)−i
)
t′n(θ)∑( 1
tn(θ)−z
− 1tn(θ)+i
)
t′n(θ)
θ ∈ [0, 1),
where tn(θ) = t(n + θ), and t = τ
−1 is the compositional inverse of the phase function τ where
Θ(t) = ei2piτ(t).
Fix any θ ∈ [0, 1) and choose any t ∈ R such that t /∈ {tn(θ)}. We can write
e−i2piθΘ(t) =
g(t) − c
g(t) − c , where g(t) :=
∑ t′n(θ)
tn(θ)− t , c :=
∑ t′n(θ)
tn(θ)− i .
Taking the derivative yields
Θ′(t) =
∑ t′n(θ)
(tn(θ)−t)2∑
t′n(θ)
(
1
tn(θ)−t
− 1tn(θ)+i
) (ei2piθ −Θ(t)) .
Using that Θ(t) = ei2piτ(t) yields
τ ′(t) :=
1
2pii
∑ t′n(θ)
(tn(θ)−t)2∑
t′n(θ)
(
1
tn(θ)−t
− 1tn(θ)+i
) (ei2piθΘ(t)− 1) ,
for all t such that [τ(t)] 6= θ, i.e. t 6= tn(θ) for any n. If one takes the limit of this formula as
t → tn(θ) the right hand side simply becomes τ ′(tn(θ)) = 1t′n(θ) . This expression can be simplified
slightly. Since the AC measures Γθ are all normalized,∑ t′n(θ)
1 + tn(θ)2
= pi; θ ∈ [0, 1).
It follows that
τ ′(t) =
1
2pii
∑ t′n(θ)
(tn(θ)− t)2
 1∑
t′n(θ)
(
1
tn(θ)−t
− 1tn(θ)−i
) − 1∑
t′n(θ)
(
1
tn(θ)−t
− 1tn(θ)+i
)

=
1
2pii
∑ t′n(θ)
(tn(θ)− t)2
2i
∑ t′n(θ)
1+tn(θ)2∣∣∣∑ t′n(θ)( 1tn(θ)−t − 1tn(θ)−i)∣∣∣2
=
∑ t′n(θ)
(tn(θ)−t)2∣∣∣∑ t′n(θ)( 1tn(θ)−t − 1tn(θ)−i)∣∣∣2 =
∑ t′n(θ)
(tn(θ)−t)2
(1 + t2)
∣∣∣∑ t′n(θ)(tn(θ)−t)(tn(θ)−i) ∣∣∣2
Setting t = t(s) where t = τ−1 yields an ordinary differential equation:
Corollary 4.16. A function t = τ−1 : R → (a, b) is the spectral function associated with a mero-
morphic inner function Θ(t) = ei2piτ(t) if and only if there is a normalized bandlimit pair (t, t′) so
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that t solves the first order ordinary differential equation:
t′(s) :=
∣∣∣∑ t′n ( 1tn−t(s) − 1tn−i)∣∣∣2∑ t′n
(tn−t(s))2
= (1 + t(s)2)
∣∣∣∑ t′n(tn−t(s))(tn−i) ∣∣∣2∑ t′n
(tn−t(s))2
.
subject to the initial condition t(n) = tn, for any n in the index set of t.
Proof. We have already verified that if t = τ−1 is the spectral function corresponding to the
meromorphic inner function Θ(t) = ei2piτ(t), that t obeys the above differential equation and initial
condition. Conversely if t satisfies the above equation with initial condition for a normalized
bandlimit pair (t, t′) then if λ is the spectral function corresponding to this bandlimit pair, we
must have that λ′(s) = t′(s) for all s ∈ Ran (τ). The initial condition ensures that λ = t so that
t = τ−1 is a spectral function. 
Alternatively, setting α = 0 in formula (11),
τ ′(tm(θ))
−1 = t′(m+ θ) =
pi2
sin2(piθ)
(∑
n
t′n(0)
(tm(θ)− tn)2
)−1
.
This can be written as an ordinary differential equation:
t′(s) =
pi2
sin2(pi[s])
(∑
n
t′n(0)
(t(s)− tn)2
)−1
.
Combined with the previous ordinary differential equation, this shows that the spectral function
satisfies the functional equation:
1 + t(s)2 =
∣∣∣∣sin(pi[s])pi ∑ t′n(tn − t(s))(tn − i)
∣∣∣∣−2 . (29)
5. Outlook: Application to Signal Processing
Our general strategy for applying the local bandlimit spaces K(t, t′) = K(T ) = B(ω(t)) of ω(t)-
bandlimited functions to signal processing can be summarized as follows: Given a raw signal fraw
(or a class of such signals),
(1) Estimate the local frequency content of fraw by, for example, computing a windowed
Fourier transform of fraw. That is, determine, roughly speaking, where fraw is varying
rapidly/slowly.
(2) Choose a bandlimit pair of sequences (t, t′) so that the local density of the sequence t and
size of terms in t′ are proportional to the local frequency content of fraw.
(3) Compute a one-parameter family of bandlimit pairs (tθ, t
′
θ) using the formulas of this paper.
(4) Apply the time-varying low-pass filter (i.e. orthogonal projection) to fraw to obtain a
locally bandlimited signal f ∈ B(ω(t)).
(5) Record the samples of f taken on any sampling sequence tθ, e.g., for storage or transmission.
(6) Apply the generalized sampling formulas of Theorem 2.24 to reconstruct the approximation
f to fraw.
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By choosing the spaces B(ω(t)) = K(t, t′) tailored to match the local frequency content of a given
class of signals, we expect that this will yield a more efficient sampling and reconstruction algorithm.
This assertion is supported by [42, 43].
Example 5.1. The Square Kilometer Array (SKA) telescope project is a large international radio
telescope project that is scheduled to be built in Australia and South Africa starting in 2018 [44].
The SKA will consist of a large number of small telescopes with a total collecting area of one square
kilometer. Synthetic aperture methods will allow one to combine these telescopes’ data to obtain
one effective telescope with an aperture of more than 3000km and a correspondingly fine resolution.
The required data traffic is estimated to reach on the order of petabytes (1015) per second, so that
filtering and (essentially loss-less) compression methods for the data are of great interest. A key
feature of interest here is that for any pair of SKA telescopes, their apparent distance (as seen from
their target of observation) determines the amount of information by which the two telescopes’
image data differs and this determines the required bandwidth of the data channel needed between
them. As the earth rotates, the apparent distance of two telescopes on earth changes as a known
function of time, and this means that the required bandwidth of the data channel for each pair of
SKA telescopes can be naturally described using a time-varying bandlimit ω(t) (proportional to the
time-varying apparent distance). The new methods that we have presented here are of interest for
the SKA project because they will allow one to apply a time-varying low-pass filter to such streams
of continuous data with the known time-dependent bandwidth. Namely, any given image data signal
that two telescopes need to share will be a function of time, fraw(t), such that the approximate
time-varying Fourier bandwidth of fraw will be proportional to the known time-varying apparent
distance. This means that by choosing a time-varying bandlimit pair (t, t′) according to the known
local frequency content of fraw, the image, f = Pω(t)fraw ∈ B(ω(t)) = K(t, t′) under the time-
varying low-pass filter Pω(t) (orthogonal projection onto B(ω(t))), will be a good approximation
to the original signal. The new methods, therefore, offer two advantages. One advantage is that
in this way all noise above the time-varying bandwidth can be filtered (projected) out. This is in
contrast to conventional constant-bandwidth low-pass filtering which allows one only to filter out
the noise above the highest ever-occurring Fourier frequency in the signal. The other advantage
is that the filtered signals Pω(t)fraw can be reconstructed perfectly from any sampling sequence
for B(ω(t)), and these sequences have density proportional to ω(t). Since ω(t) has been chosen
to match the local frequency content of the raw signals, this should reduce the sample rate while
still allowing perfect and stable reconstruction. The performance and computational cost of the
new methods are currently being explored with a collaborator at the SKA project, Dr. R. Dodson
of the International Centre for Radio Astronomy Research (ICRAR) at the University of Western
Australia.
5.2. Future Research. In classical Shannon sampling theory, the speed of reconstruction of an
A−bandlimited signal from its samples can be greatly increased by adding smooth tails to the
Fourier transform of the sampling kernel. This technique is called oversampling. Using the equiv-
alence of local bandlimit spaces and meromorphic model spaces, and exploiting the fact that any
meromorphic model space K(Θ) can be embedding in a larger one, e.g., K(Θ) ⊂ K(Θei2Az), we
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expect that oversampling methods can be extended to the time-varying setting. This will be an
interesting direction of future research.
The Paley-Wiener spaces B(A) can also be viewed as spectral subspaces (ranges of spectral
projections) of the Sturm-Liouville operator H = − d2
dx2
. In [6], an alternate definition of time-
varying bandlimit, and of locally bandlimited functions is proposed using spectral subspaces of
more general Sturm-Liouville operators. It will be interesting to fully determine the connection
between these two theories.
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