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Аннотация. В данной работе рассматриваются статистические методы
оценивания характеристик математической модели перколяции узлов.
Преимущества предлагаемой методики демонстрируются на примере вы-
числения интервальной оценки массовой фрактальной размерности по
выборочной совокупности перколяционных кластеров, формируемой с
помощью метода статистических испытаний.
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11. Введение
В классическом определении критического явления основной
акцент делается на описании поведения вещества в окрестности
точки фазового перехода. При этом, если объем новой фазы уве-
личивается постепенно, то говорят о фазовом переходе первого ро-
да, если же сосуществование двух фаз исключено и процесс имеет
скачкообразный характер, то речь идёт о фазовом переходе второго
рода [1]. С более общих позиций критические явления характери-
зуют процесс перехода некоторой системы из одного устойчивого
состояния в другое, а о принадлежности этого перехода к перво-
му или второму роду можно говорить в зависимости от того, как
быстро он происходит. Одной из важных особенностей фазовых пе-
реходов второго рода является связь процесса формирования новой
фазы с индивидуальными флуктуациями, которые в окрестности
критической точки приобретают коррелированный характер с ра-
диусом корреляции, сопоставимым с размером системы.
Математическая теория перколяции занимается изучением так
называемых геометрических фазовых переходов на взвешенных ори-
ентированных однородных графах (в простейшем случае на решёт-
ках). Основной особенностью перколяционных решёток является
зависимость весовых коэффициентов вершин и/или дуг от про-
странственного и вероятностного распределения псевдослучайных
чисел. В соответствии с принятой в теории перколяции термино-
логией, ребра графа называют связями, его вершины –– узлами,
а основными объектами изучения являются связанные подмноже-
ства узлов решётки, называемые кластерами. В подобной системе
фазовый переход второго рода соответствует появлению перколя-
ционного кластера, размер которого потенциально бесконечен. В
ограниченной области такой кластер идентифицируют по размеру,
соответствующему размеру всей перколяционной решётки.
Для реализации всех описанных в данной статье алгоритмов
была использована свободная система статистической обработки
данных и программирования GNU/R [2], возникшая в 1993 году
как свободная альтернатива языка S, разработанного в конце 1970-
х годов в компании Bell Labs специально для решения задач вычис-
лительной статистики. По замыслу ее создателей, система R долж-
на была обладать легко расширяемой модульной архитектурой при
сохранении быстродействия, присущего программам, написанным
на FORTRAN.
В настоящее время сборки системы R существуют для наибо-
2лее распространённых семейств операционных систем: Apple Mac
OS X, GNU/Linux и Microsoft Windows, а в распределённых хра-
нилищах системы R по состоянию на середину апреля 2011 года
доступны для свободной загрузки почти 3000 пакетов расширения,
ориентированных на специфические задачи обработки данных, воз-
никающие в финансовом анализе, генетике, экологии, фармацевти-
ке и многих других прикладных областях [3]. Из учебной литерату-
ры на русском языке по использованию системы R можно указать
на пособие [4], вышедшее в прошлом году.
2. Изотропная перколяция узлов
Одна из простейших моделей некоррелированной перколяции
получается на изотропной квадратной решётке [0, 1]2 при взвеши-
вании её узлов стандартной равномерно распределённой последо-
вательностью псевдослучайных чисел 𝑢𝑥𝑦 ∼ U[0, 1). Состав под-
множества узлов кластера определяется итерационной процедурой
сравнения псевдослучайных чисел 𝑢𝑥𝑦 < 𝑝, соответствующих уз-
лам (𝑥, 𝑦) из единичной окрестности текущего подмножества {(𝑥, 𝑦)},
с фиксированным числом 0 < 𝑝 6 1, соответствующим относитель-
ной доле достижимых узлов перколяционной решётки. Удовлетво-
ряющие указанному неравенству узлы формируют на решётке кла-
стеры, представляющие собой реализации псевдослучайного перко-
ляционного процесса.
Рис. 1. Типичные реализации кластеров при перколяции из (0,5; 0,5) на
квадратной изотропной решётке при 𝑝 = 𝑝𝑐− 0,02 (слева) и 𝑝 = 𝑝𝑐 +0,02
(справа)
3На рис. 1 хорошо видно, что при доле достижимых узлов, мень-
шей некоторого критического значения 𝑝 = 𝑝𝑐 − 0,02, где 𝑝𝑐 =
= 0,592746 . . ., перколяционный процесс является ограниченным, а
при доле достижимых узлов, большей критического значения 𝑝 =
= 𝑝𝑐 + 0,02, –– распространяется по всей решётке. Реализация ал-
горитма построения подобных кластеров для плоской квадратной
изотропной решётки показан в листинге 1.
Листинг 1. Построение кластера узлов на квадратной изотропной решётке
psi20 <- function(x=129, p=0.592746,
sst=(x*x+1)/2, trg=c(), label=2) {
acc <- array(runif(x*x), c(x,x))
acc[sst] <- label
acc[c(1,x),] <- acc[,c(1,x)] <- label + 0.001
repeat {
acc[sst <- unique(c(
sst[acc[sst - x] < p] - x,
sst[acc[sst - 1] < p] - 1,
sst[acc[sst + 1] < p] + 1,
sst[acc[sst + x] < p] + x))] <- label
if (length(sst) < 1) break }
return(acc) }
В качестве аргументов функции “psi20()” используются сле-
дующие переменные: “x” –– линейный размер решётки; “p” –– доля
достижимых узлов решётки; “sst[]”, “trg[]” –– векторы индексов
для стартового и целевого подмножеств; “label” –– кластерная мет-
ка. В процессе выполнения функции “psi20()” формируется дву-
мерный массив “acc[,]”, изначально заполняемый псевдослучай-
ными числами 𝑢𝑥𝑦 со стандартным равномерным распределением,
а элементы, соответствующие стартовому подмножеству, помеча-
ются меткой “label”. Затем, на базе цикла с постусловием органи-
зуется итерационный процесс в ходе которого узлы, принадлежа-
щие единичной окрестности текущего стартового подмножества и
удовлетворяющие условию 𝑢𝑥𝑦 < 𝑝, помечаются заданной меткой
“label” и формируют новое стартовое подмножество для следу-
ющей итерации. Тогда, появление на очередной итерации вектора
“sst[]” нулевой длины означает выход из цикла и возврат массива
“acc[,]” в качестве результата функции “psi20()”.
43. Статистическое оценивание характеристик
реализаций кластеров
Статистически самоаффинным называют множество, допуска-
ющее разбиение на конечное число непересекающихся подмножеств,
обладающих статистическими характеристиками, идентичными ис-
ходному множеству с точностью до некоторого аффинного преоб-
разования. Одной из важнейших структурных характеристик по-
добного множества [5] является массовая фрактальная размерность
𝑑𝑐1, определяемая методом наименьших квадратов для единичной
реализации перколяционного кластера как коэффициент линейной
регрессии логарифма числа узлов кластера 𝑛𝑖, покрываемых квад-
ратом текущего размера 𝑟𝑖, к логарифму этого размера (ln 𝑟𝑖, ln𝑛𝑖):
ln𝑛𝑖 = 𝑑𝑐1 ln 𝑟𝑖 + 𝑑𝑐0 + 𝑒𝑐𝑖,
𝑘∑︁
𝑖=1
𝑒2𝑐𝑖 → min, (1)
где 𝑒𝑐𝑖 –– минимизируемые методом наименьших квадратов откло-
нения эмпирических точек от линии регрессии. Центром симмет-
рии покрывающего множества является центр масс анализируе-
мого кластера, определяемый по выборочным средним координа-
там его узлов. Для показанных на рис. 1 кластеров стартовое под-
множество расположено в точке (0,5; 0,5) и обозначено символом
“∘”, а центры масс кластеров расположены в точках (0,532; 0,506) и
(0,517; 0,512) и обозначены символами “×”.
Решение задачи линейной регрессии (1) для статистического
оценивания массовой фрактальной размерности 𝑑𝑐1 анализируе-
мых кластеров показано на рис. 2, а соответствующие 𝑝𝑐 − 0,02 и
𝑝𝑐+0,02 долям достижимых узлов точечные оценки 𝑑𝑐1 равны 1,645
и 1,884 при коэффициентах детерминации 𝑅2, близких к единице:
0,940 и 0,999. Символами “∘” на рис. 2 вверху показаны эмпири-
ческие точки (ln 𝑟𝑖, ln𝑛𝑖), сплошными линиями–– линии регрессии,
а штриховыми –– их 0,95-доверительные интервалы, методика по-
строения которых описана, например, в [4].
Заметим, что из-за ограниченности перколяционного процесса
при докритических значениях доли достижимых узлов 𝑝 = 𝑝𝑐−0,02
средний радиус доверительного интервала для получаемой линии
регрессии оказывается значительно более широким, а распределе-
ние отклонений эмпирических значений от теоретических, судя по
всему, слабо соответствует гипотезе о нормальном распределении
ошибок. Последний вывод подтверждается при сравнительном ана-
5Рис. 2. Линейные модели (вверху) и Q–Q графики остатков 𝑒𝑐𝑖 (внизу) к
оценке массовой фрактальной размерности 𝑑𝑐1 для показанных на рис. 1
реализаций кластеров при 𝑝 = 𝑝𝑐 − 0,02 (слева) и 𝑝 = 𝑝𝑐 + 0,02 (справа)
лизе квантиль-квантильных (Q–Q) графиков остатков 𝑒𝑐𝑖, показан-
ных на рис. 2 внизу. Символами “×” показаны соответствующие 𝑒𝑐𝑖
теоретические и эмпирические квантили, а сплошной линией–– тео-
ретическая кривая нормального распределения остатков 𝐹0(𝑒). На
Q–Q графиках хорошо видно, что при 𝑝 < 𝑝𝑐 эмпирическое рас-
пределение остатков 𝑒𝑐𝑖 будет сильно отличаться от нормального,
что существенно снижает достоверность оценок фрактальной раз-
мерности реализаций кластеров 𝑑𝑐1 на этих режимах, не взирая на
высокие значения коэффициента детерминации 𝑅2.
4. Статистическое оценивание характеристик
выборки кластеров
Из курса математической статистики хорошо известно, что по-
вышение достоверности получаемых оценок 𝑑𝑐1 достигается за счёт
построения репрезентативной выборочной совокупности, что при-
6водит к повышению вычислительной сложности задачи, пропорци-
ональному объёму используемой выборки.
Как показывают наши недавние исследования [6], характеристи-
ки перколяционного процесса зависят не только от размера и типа
решётки, но и от взаимного расположения на решётке стартового и
целевого подмножеств. Иными словами речь идёт о статистической
связи распределения относительных частот узлов перколяционной
решётки с характеристиками выборочной совокупности кластеров.
Тогда, для нахождения оценки массовой фрактальной размер-
ности по выборке перколяционных кластеров можно воспользо-
ваться методом, предложенным в несколько другом контексте в
работе [1]. Этот метод использует относительные частоты узлов
в качестве весовых коэффициентов, что позволяет находить ста-
тистическую оценку размерности перколяционного кластера сразу
для всей их совокупности.
Применительно к данной задаче массовая фрактальная размер-
ность выборки кластеров 𝑑𝑏1 будет определяться как коэффициент
линейной регрессии логарифма относительных частот узлов 𝑣𝑖, по-
крываемых квадратом текущего размера 𝑟𝑖, к логарифму этого раз-
мера (ln 𝑟𝑖, ln 𝑣𝑖):
ln 𝑣𝑖 = 𝑑𝑏1 ln 𝑟𝑖 + 𝑑𝑏0 + 𝑒𝑏𝑖,
𝑘∑︁
𝑖=1
𝑒2𝑏𝑖 → min, (2)
где 𝑒𝑏𝑖 –– минимизируемые методом наименьших квадратов откло-
нения эмпирических точек от линии регрессии. Подобный переход
вполне правомерен, так как при равных объёмах выборки средние
значения абсолютных частот узлов перколяционной решётки ⟨𝑛𝑖⟩
соответствуют их относительным частотам 𝑣𝑖, что в пределе приво-
дит к идентичности математических ожиданий оценок параметров
𝑑𝑐1 и 𝑑𝑏1 моделей (1) и (2).
На рис. 3 показаны распределения относительных частот узлов
решётки 𝑣𝑖 для выборочных совокупностей объёмом 500 класте-
ров, стартовое подмножество которых расположено в центральной
точке области (0,5; 0,5) и обозначено символом “∘”. С учётом изо-
тропной постановки задачи центры симметрии покрывающих мно-
жеств, обозначенные на рис. 3 символами “×”, будут совпадать со
стартовым множеством.
Решение задачи линейной регрессии для статистического оце-
нивания массовой фрактальной размерности 𝑑𝑏1 анализируемых
кластеров показано в верхнем ряду на рис. 4, а соответствующие
𝑝𝑐− 0,02 и 𝑝𝑐+0,02 долям точечные оценки 𝑑𝑏1 равны 1,397 и 1,827
7Рис. 3. Типичные выборки кластеров при перколяции из (0,5; 0,5) на
квадратной изотропной решётке при 𝑝 = 𝑝𝑐− 0,02 (слева) и 𝑝 = 𝑝𝑐 +0,02
(справа)
при коэффициентах детерминации 𝑅2, чрезвычайно близких к еди-
нице: 0,991 и 0,999. Символами “∘” на рис. 4 показаны эмпирические
точки (ln 𝑟𝑖, ln 𝑣𝑖), сплошными линиями––линии регрессии, а штри-
ховыми–– их 0,95-доверительные интервалы.
Ещё одним результатом вышеописанного подхода является по-
строение соответствующих 𝑝𝑐− 0,02 и 𝑝𝑐 +0,02 долям достижимых
узлов 0,95-доверительных интервалов массовой фрактальной раз-
мерности 𝑑𝑏1 выборочных совокупностей I0,95(𝑑𝑏1), которые будут
равны (1,311; 1,484) и (1,791; 1,863).
Заметим, что при докритическом значении доли достижимых
узлов 𝑝 = 𝑝𝑐 − 0,02 радиус доверительного интервала по-прежне-
му вдвое больший, а распределение отклонений эмпирических то-
чек от линии регрессии хуже соответствует гипотезе о нормальном
распределении ошибок, по сравнению со сверхкритическим режи-
мом 𝑝 = 𝑝𝑐 + 0,02. Однако, сравнительный анализ Q–Q графиков
остатков 𝑒𝑏𝑖, приведённых на рис. 4 внизу, показывает, что даже
при 𝑝 < 𝑝𝑐 эмпирическое распределение остатков 𝑒𝑏𝑖 оказывается
близким к нормальному, что в целом позволяет говорить о досто-
верности оценок фрактальной размерности выборок кластеров 𝑑𝑏1
на всех режимах. Кроме того, из общих соображений ясно, что
с ростом доли достижимых узлов 𝑝 → 1 массовая фрактальная
размерность 𝑑𝑏1 будет возрастать, стремясь к своему предельному
значению 𝑑𝑏1 → 2.
8Рис. 4. Линейные модели (вверху) и Q–Q графики остатков 𝑒𝑏𝑖 (внизу) к
оценке массовой фрактальной размерности 𝑑𝑏1 для показанных на рис. 3
выборок кластеров при 𝑝 = 𝑝𝑐 − 0,02 (слева) и 𝑝 = 𝑝𝑐 + 0,02 (справа)
5. Заключение
Построение репрезентативных векторов (ln 𝑟𝑖, ln𝑛𝑖) для отдель-
ных реализаций кластеров возможно лишь для критических и сверх-
критических долей достижимых узлов 𝑝 > 𝑝𝑐. Предлагаемый ме-
тод использует распределение относительных частот узлов решёт-
ки 𝑣𝑖 и обеспечивает корректный учёт кластеров малых размеров в
выборочной совокупности, что позволяет получать статистические
оценки, более адекватные исследуемым явлениям.
Ещё одной важной особенностью предложенного метода явля-
ется существенное сокращение трудоёмкости вычислений за счёт
исключения необходимости решения задачи регрессии для каждой
реализации кластера. Вполне очевидно, что указанная методика
применима для получения достоверных и вычислительно эффек-
тивных оценок большинства статистически устойчивых характери-
стик перколяционных кластеров. Все это позволяет говорить о по-
лезности описанного подхода для повышения эффективности при-
9менения перколяционных моделей как в теоретических, так и в
прикладных исследованиях.
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