This paper advocates the problem of estimating the population mean on the current occasion in two occasion successive (rotation) sampling under the transformed auxiliary variable using exponential method of estimation. Four different type estimators are suggested for estimating the current population mean in two occasion successive (rotation) sampling. Optimum replacement policies and performance of suggested estimators have been discussed. Outcomes are interpreted through empirical study.
Introduction
The information on an auxiliary variable is usually available for all the units of a finite population in sample surveys. In many sample survey studies, when the character under study of finite population changes over time, one time survey carried out on a single occasion provides information about the characteristic of the surveyed population for the given occasion and unable to give information regarding the nature of change over different occasions and the estimates of the population parameters over all occasions or on the most recent occasion. There are many problems of practical interest in social sciences in which various characters opt to change over time with respect to different parameters. Hence, one is often concerned with measuring the characteristics of a population on several occasions to estimate the trend in time of population means as a time series or current value of population mean over several points of time. For example, an investigator, or owner of the industry of cold drinks may be paying attention in the following type of problems: (i) The average or total sale of cold drink for current season; (ii) The change in average sale of cold drink for two different seasons; (iii) Simultaneously to know the both (i) and (ii).
Or in many countries, monthly labor-force surveys are conducted to estimate the number of employed individuals and the rate of unemployment. Other examples are weekly or monthly surveys on prices of goods are conducted to determine the customer price index, and political opinion surveys are conducted at regular intervals to know the voter preference. Surveying in which the sampling is done on successive occasions (over years , seasons, months, or weeks) according to the specified rule , with partial replacement of units is called successive (rotation) sampling. Beginning with the work of Jessen (1942) and followed by Patterson (1950) , Eckler (1955) , Rao and Graham (1964) , Singh et al. (1992) and Singh (2005) among others have developed the theory of successive sampling. Feng and Zou (1997) and Biradar and Singh (2001) ρ between the auxiliary variables x and z are known. The objective of the present paper is to propose a more precise estimator for estimating the population mean at current occasion in two occasions successive (rotation) sampling in the presence of auxiliary variable.
Formulation And Notation Of The Proposed Estimator
Let U= (U 1 , U 2 , …, U N ) be the finite population of size N units, which has been sampled over two occasions. Let x (y) be the variable under study on the first (second) occasion respectively. It is assumed that information on an auxiliary variable z (stable over occasion) is readily available for the both the occasions. It is assumed that the population under investigation is large, and the sample size is constant on each occasion. A simple random sample of n units is drawn without replacement (WOR) on the first occasion. A random sub sample of m (= nλ) units is retained (matched) from the sample drawn on the first occasion for its use on the current (second) occasion, while a fresh sample of size u= (n-m) = n µ units is drawn on the current (second) occasion, from the entire population by simple random sampling without replacement (SRSWOR) procedure so that the sample size on the current (second) is also n. The fractions of the matched and fresh samples are respectively designated by λ and µ such that λ+ µ =1.
In what follows, we shall use the following notations throughout this paper. 
are integers.
Estimator Based On Unmatched Portion
To estimate the population mean Y on the second (current) occasion an estimator based on a sample of size u = n µ drawn, afresh on the second occasion is defined by 
We assume that u e 2 θ <1, so that Taking expectation on both sides of (3.3), we get the bias of proposed class of estimators u t up to first degree of approximation as
Squaring both sides of (3.3) and neglecting terms of e's having power greater than two , we have Taking expectation on both sides of (3.5), we get the MSE of proposed class of estimators u t up to first degree
Remark 3.1. Since x and y denote the same study variable over two occasions and z is an auxiliary variable correlated to x and y, therefore as mentioned in Reddy (1978) , Cochran (1977) and Feng and Zou (1997) , the coefficients of variation is a stable quantity; it can be assumed that the coefficients of variation of x, y, z are considered to be approximately equal (i.e.
Thus putting z y C C ≈ in (3.4) and (3.6) we get the bias and MSE of u t to the first degree of approximation, respectively, as
Estimator Based On Matched Portion
Three chain-type estimators based on the sample of size m (= nλ) common to both the occasions are defined by Taking expectation on both sides of (4.5), we get the bias of the proposed class of estimators 1 m t up to first degree of approximation as
The Bias and MSE of Estimators Based on Matched Portion

Derivation of the bias and MSE of the class of estimators
Squaring both sides of (4.5) and neglecting terms of e's having power greater than two, we have Taking expectation on both sides of (4.7), we get the MSE of the proposed class of estimators 1 m t up to first degree of approximation as
Under the assumption Taking expectation on both sides of (4.12), we get the bias of the proposed class of estimators 2 m t to the first degree of approximation, as
(4.13)
Squaring both sides of (4.12) and neglecting terms of e's having power greater than two, we have
(4.14)
Taking expectation on both sides of (4.14), we get the MSE of the proposed class of estimators 2 m t up to first degree of approximation as
Under the assumption 
{ }         + −               − −         − −       − − = yz z yx m k C N n X k N N n m Y t B( )    +       − +          − −       − = yz z yx x y m k C N n k C n m C N m Y t MSE 2 1 1 1 1 1 1 ) ( 2 2 2 2 2 3 δθ δθ { } { }       + + − + + + − = ) 2 ( 1 ) 2 ( 1 ) 1 ( 1 2 2 2 2 2 2 2 2 yz z y yz z y yx yx y k C C N k C C n C m Y δθ δθ δθ δθ ρ ρ
The Covariance between The Estimators of Matched Portion and Unmatched Portion
The covariance between the estimator u t and the estimator 1 
The Combined Estimator
Combining the estimators u t and mi t , (i=1, 2, 3) we have the ultimate estimator of the population mean Y as
where s i ' ω (i =1,2,3) are unknown constants to be determined under certain criterion. We note that for estimating the population mean on each occasion the estimator u t is suitable, which implies that more belief on u t could be observed by selecting i ω (i =1, 2, 3) as 1(or near to 1), while for estimating the change over the occasion, the estimators mi t (i =1, 2, 3) could be more suitable and hence i ω might be selected as 0 (or near to 0). For asserting both the problems simultaneously, the appropriate (optimum) choices of i ω are needed.
Minimum MSEs of the Estimators
The mean squared errors of the estimators i t (i =1, 2, 3) to the first degree of approximation are given by where =1, 2, 3) are the fractions of fresh samples to be drawn afresh on the current (second) occasion.
Optimum Replacement Policy
To obtain the optimum values of s i ' µ (i =1, 2, 3) so that the population mean Y may be estimated with maximum precision, we minimize the minimum MSEs of the estimator i t (i =1, 2, 3) given by (6.5), (6.7) and (6.9) respectively with respect to (6.13) and (6.15) into equations (6.5), (6.7) and (6.9) respectively, we have the following optimum values of minimum mean squared error of the estimators i t (i =1, 2, 3): show that the fraction of fresh sample to be replaced is as low as about 44% (in case of estimator 1 t ) and 47%(in case of estimators 2 t and 3 t ) of the total sample size .
Discussions & Conclusions
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