Abstract-In this paper a new model for user-centered video summarization is presented. Involvement of more than one expert in generating the final video summary should be regarded as the main use case for this algorithm. This approach consists of three major steps. First, the video frames are scored by a group of operators. Next, these assigned scores are averaged to produce a singular value for each frame and lastly, the highest scored video frames alongside the corresponding audio and textual contents are extracted to be inserted into the summary. The effectiveness of this approach has been evaluated by comparing the video summaries generated by this system against the results from a number of automatic summarization tools that use different modalities for abstraction.
INTRODUCTION
The growing amount of multimedia content has imposed the need for development of systems which are able to summarize the videos of different genres automatically. Consequently, a considerable amount of research has been allocated to this topic and various abstraction techniques have been developed. Broadly, two basic types of video summaries exist, static keyframes abstracts and dynamic video skims. [1] As a result of advanced audio-visual capturing tools, developing effective techniques to generate dynamic video skims is becoming increasingly popular. [2] Generally, video summarization techniques comprise two phases: firstly, video segmentation in which a system aims to detect video shot boundaries, secondly, selection of the most important segments using their representative key-frames. [3] Various techniques have been applied for key-frame extraction purposes. Different summarization systems are being developed which use automatic and semi-automatic approaches. In all of these, an importance score should be computed for each segment by analyzing their various attributes including visual, audio and textual features [4] . These computed scores are used to rank the segments of videos and to select the most significant ones as a video digest. Sequential clustering algorithms [5] , dynamic programming techniques like MINMAX and Isocontent [6, 7] and motion patterns [8] are among the approaches that have been utilized for key-frame extraction using low-level characteristics. However, in some other studies, instead of adopting low-level features for key-frame selection, frame content is semantically analyzed and semantic context within each frame is modelled. While in the mentioned methods, the scores for different segment of the videos are calculated automatically by systems based on the captured low-level or high-level features of the scenes, in semi-automatic approaches, human involvement is necessary for the assessment of the video scenes saliency. In this paper, a semi-automatic approach for generating the video summaries will be presented. The best scored frames chosen by a group of users will be selected to be inserted into the final summary as the representative key-frames.
II. RELATED WORK
. To create a perfect summary, some content-based summarization techniques have been developed to extract semantics of the videos [9] . However, understanding the semantic content of the video is far from the capabilities of today's intelligent systems [10] . Therefore most of the current methods rely on low-level feature extraction methods including color histogram features, edge histogram, visual, textual and aural features. [1] In some works, low-level visual features alongside the mathematical concepts like graphs and clustering for video summarization have been adopted. Different clustering algorithms were applied to cluster the video shots to create static or dynamic video summaries. Yeo [11] clustered the shots based on their temporal adjacency while Uchishahi [12] used YUV color histograms to cluster the shots using supervised clustering algorithms. In both methods representative frames from the highest scored segments were chosen using a frame packing algorithm. In contrast, [13] presents an attempt to use unsupervised clustering techniques, in which each video frame was labelled by a compressed chromaticity signature and a multi-level hierarchical clustering algorithm in conjunction with a trained Hidden Markov Models were used for the key-frame extraction purpose. In [14] , a hierarchical video structure summarization using a Laplacian Eigenmap has been proposed. Considering Laplacian Eigenmap as an efficient way of information extraction [15] , a reference frame subspace approach will be applied to the selected frames to measure their dissimilarity. Thus, the dissimilarity between any two frames can be modelled based on the difference of their difference vectors (a vector representing the dissimilarity between an image and all of 978-1-4799-3824-7/14/$31.00 ©2014 Crown selected reference images) in Laplacian subspace. In another attempt [16] , color histogram and gradient distribution were used as the image descriptors for each frame. Each video is divided into 2 second sequences with 1.84s overlap. In the preprocessing stage any video sequence containing any unwanted frame (determined based on the set of the unwanted descriptors) will be discarded. From the remaining shots the concatenation of mean and standard deviation of the feature vector for existing frames in each shot will be calculated and it will form the feature vector for that shot. Principle component analysis is applied to each shot to reduce the dimensionality and K-mean clustering algorithm will be adopted to cluster the visually similar shots. Changing the K the desired length of the video summary can be determined considering the equal length of each video shot. Finally, for each cluster the nearest video shot to the centroid of the cluster will be chosen as the representative for that cluster.
In other research, aural features have been the key elements to produce the summary. Using various speech recognition systems, transcripts of the video are retrieved and an inverted word index, phonetic index alongside a phrase glossary index will be created. In this system the audio pauses instead of shot boundaries have been used to segment the videos. The importance score for each video segment can be computed by applying information retrieval techniques [17] . In another work, sport videos are abstracted using the audio features considering that, interesting events will lead to a change in the speech excitement level. The percentage of excited speech in each audio segment will be computed alongside the energy level so the system will be able to compute the importance level of each video segment. [18] However, the noisy signal can produce some negative results.
Textual content has been another available resource for summarization purposes. In a novel work for sport video abstraction, a probabilistic latent semantic analysis (PLSA) is applied to cluster the webcast text into different categories. Later, words with the highest number of occurrence in each category are chosen as keywords to represent the event types. Sentences containing these keywords are text events [19] .
Based on a method with human involvement, the user's spontaneous behaviors while viewing a video are captured to generate home video summaries. This system determines the importance level of different shots by measuring camera motion level plus movement of eyes and facial expression of the users while they are interacting with the video segments. [20] . However, this solution is beset by limitations in the accuracy of eye and face tracking techniques.
In the Click2SMRY framework, crowdsourcing has been the basis for the video summarization [21] . Here, each video is partitioned into equally-sized sub-segments (5 seconds each) and thereafter, the video workers were asked to identify the potential video highlights by holding the SPACE key on the keyboard while they were watching the original videos. Therefore, each click was assigned to one corresponding subsegment. Finally, based on the required length of summary, a number of these sub-segments with the highest selection rates by different workers were extracted to be inserted into the final summary. However, segmentation of a video shot solely based on time element can increase the possibility of generating false results. This is due to the inability of this method to address the dramatic change in the visual and semantic content within each sub-segment.
III. VIDEO SUMMARIZATION
In our work, a human-based collaborative approach has been adopted to find the most valuable video segments to be included into final summary. Thus, considering the shortcomings of the existing fully-automatic summarization techniques to detect semantic concepts to a satisfactory level and their drawbacks in terms of domain dependencies, userbased methods should be regarded as the best available option for determining the most salient video segments. This is, due to human's capabilities to determine semantically meaningful video content. Furthermore, the human's brain has the ability to assess and compare the quality of each section of the video in the context of whole video as opposed to most of the automatic summarization systems reviewed in the previous section. However, the personal inclinations and preferences of different people can be dramatically different, which will have a direct influence on their content selection. Therefore, adopting a group of operators can increasingly reduce the effect of subjectivity of sole actors and it will smooth the final video summary towards more satisfactory results for a wider range of audiences. Moreover, there are a number of scenarios in which, more than one expert is required and engaged in the video abstraction process. In order to create a solo video abstract, the video summaries generated by each of these experts should be compared to each other and a third party has to select the overlapping segments which can be very timeconsuming. For instance, in the "Match of the Day" TV show in which highlights of the English Premier League football matches are shown, football pundits extract the most interesting scenes of a football match and include them in a summary. However, each of these pundits can produce their own version of summaries based on their personal interests and perceived significance of different sections of the video. Generating a single final summary in which the views and choices of different experts have been contemplated and reflected aggregately is another application of this method.
A. Frames Saliency Detection
In our approach a group of short videos from different categories were presented to M different operators (experts). In the first instance, the operators watch the videos with the sole purpose of familiarizing themselves with the subject matter and do not score them. In the next step, the same people are asked to score those videos whilst watching them. To do this, they indicate the scores using a slider with the value range of 0 to 10. The operators are asked to score the video frames based on their personal interests and the perceived significance of the content they were watching. Fig.  1 shows the scoring process of the video frames. This group was also advised to consider the different available modalities (audio, visual and textual) for scoring purposes. Therefore, per each N available frames in the original video there will be N assigned scores between 0-10 per each operator.
The most satisfying frames will be scored with 10 and the least important sections are graded 0. represents the value allocated to the frame of the video by the scorer. As opposed to the Click2SMRY framework [21] in which the video sub-shots had to be categorized as either highlights or non-highlights, in our proposed model, the panel of scorers is able to express their perceived importance level of each video frame.
B. Summary Generation
In the next step, the scores generated by all operators for all frames will be averaged and a single value will be computed for each single frame inside the original video. This represents the overall perceived quality of that particular frame across all M operators. is computed as:
∑
The averaging process thus employed to smooth the frame scores towards a less biased result by reducing the effect of dramatic differences in assigned scores to a particular frame. The target video summary time and the video frames frequency scale (number of frames in 1 second) are the elements to determine the number of extracted frames. calculates the required number of frames for extraction while shows the required video summary time.
In the final stage, the highest scored frames alongside the audio and textual content are selected and inserted into the final video digest. Thus, all the frames are sorted based on their values. Considering the required number of frames, those highest scored frames will be selected to be added to a final list and to be sorted based on their time order in the original video. So, if K represents the frame number in the original video, L is a list of chosen frames.
Using this sorted list, the temporally corresponding audio and text segments with those elected frames will be copied from the original tracks into the summary video. Considering that semantically and temporally close frames usually are scored considerably similar, the number of sudden cuts in the generated summary will drop significantly. As a result, more meaningful auditory and visual contents could be included in the final digest.
IV. EXPERIMENTS AND EVALUATION
A group of short videos (2 minutes each) from 6 different video categories comprising, Movie, Sport, Documentary, Advertisement, Music and News genres were utilized to assess the quality of the proposed method. 10 operators with different demographic details were asked to watch each of these 6 videos first and to score different sections of the videos based on their personal interests and preferences. User-assigned scores for each frame were then averaged and a 30 seconds video summary was generated by aggregating the top-scoring frames of the respective video. In Table I sample frames from each of the video clips alongside the corresponding assigned scores assigned by the first three operators have been presented.
A. Analysis of theGenerated Summaries
To measure the quality of the generated summaries, a comparison method has been adopted. So, these summaries were compared against the abstraction results of the same videos which were built by 3 automatic video summarization systems. These systems perform the video abstraction task by analyzing different modalities and employing different algorithms. In the first technique [22] summarization is based on audio-visual analysis. Shots are semantically measured using the semantic audio importance analysis. This is complemented by face and text importance detection. Hence, other factors including camera motion, object motion and temporal motion coherence are also taken into account to build a semantic shot importance model. In the second system [17, 23] saliency of auditory, visual and textual information will be analyzed separately and will be integrated into a multi-modal saliency curve. Then most salient audio and video sub-clips based on a predefined skimming percentage will be chosen for inclusion in final summary. However, in the third system [24] , low-level visual features are adopted solely for abstraction purposes. The similarity between adjacent frames, face region, and frame saliency are computed to analyze the spatiotemporal saliency in a video clip. The spatial saliency is calculated based on ltti saliency and local entropy of the video and Face detection measurement using Viola Jones algorithm. Four created summaries of each of these 6 video categories were represented to 20 end users (10 Female and 10 Male within the age range of 25-55). These users were different to the initial 10 operators used to create the user-centric summaries and had no prior knowledge regarding any of the systems which had produced the summaries. After watching the original video and the summaries (the summaries were presented in a randomized order to participants, to avoid order effects), they will be asked to score each of these abstracts from 4 different perspectives consisting of Recall (Re), Precision (Pe), Timing (Ti) and Overall Satisfaction (OS). The best score will be 10 and the lowest is 0. In the first place, Recall measures the capability of the system in the terms of the full coverage of the whole video or in the other term, the extent that the system can reflects all the existing scenes from the original videos into the summaries. Secondly, Precision evaluates the ability of these systems in insertion of the most important scenes of the initial videos into the summaries. Timing explains the level of temporal proximity of these built abstracts to the required summary length. Finally, the Overall Satisfaction score represents the extent to which the end users are satisfied with the summaries from different points of views including visual and aural coherency, continuity and adjustability. It should be reminded that the contextual quality of the original video can be a determining factor, affecting the end user's assigned scores. The given scores for each of these measures are averaged over 20 users and the final figures for each of the video categories are given in Table II . S1, S2, S3 and S4 show the results generated by, respectively, first, second, third and our proposed model.
B. Validation of the Statistical Results
To check the statistical significance between the grades achieved by our system and the other 3 tools, a t-test analysis was adopted. The results from this test (Table III) show that there are statistically significant differences between user ratings given to the summaries created by S4 (our user-centric summarization tool presented in this paper) and those created by the 3 other automatic summarization tools.
The overall satisfaction scores for the first 3 video categories across all 4 tools are higher due to the nature of the original videos. Generally, Recall, Precision and Timing rates for the first system across all 6 categories have been high. However, the Overall Satisfaction has been the lowest between all 6 videos. It could be due to the nature of this method in which the audio and video are summarized separately. However, the extracted static key-frames are concatenated in a slide-show style and then will be combined by summarized audio later. The second method could achieve some good results for particular categories including for the Movie and Music Video, however the performance was considerably domaindependent. Therefore, some imposed extra cost of human involvement, can be leveraged by the performance of our proposed method. The results generated by our proposed method scored the highest marks in terms of Overall Satisfaction and Timing in all 6 categories (due to exclusive capability of human in assessment of semantic and visual significance of video segments in context of the whole video) in spite of some average Recall results.
V. CONCLUSION AND FUTURE WORK
In this paper, a number of existing summarization methods were reviewed and a novel, user-centric model for video summarization was proposed. In our work, a group of operators are employed to score the video scenes as they are watching them.in the next step, their scores will be combined to come up with single value for each video frame. The highest scored frames by considering the 30 seconds time constraint will be extracted to be inserted into the final summary. The proposed method was evaluated by employing 20 end-users to compare its generated results against the summaries created by three existing automatic summarization systems. Experimental results indicated that the proposed approach is capable of delivering superior outcomes in terms of Overall Satisfaction and Precision indicating the usefulness of involving user input in the video summarization process. However, the proposed system scores low in terms of Recall rate, and we will seek to address this shortcoming in the future. Moreover, we also identify the production of personalised summaries as part of our future endeavour. 
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