The estimation of binary, co-channel digital signals in a mobile multipath time-varying environment has been developed in [ 11. However, it is computationally expensive since it involves the Singular Value Decomposition (SVD) of large matrices. In this paper, a low-complexity variant for the estimation of cochannel binary signals has been developed, which uses Iterative Least Squares with Projection (ILSP) and Iterative Least Squares with Enumeration (ILSE) directly on the received data. The variant developed here exploits the structure in the signal matrix to reduce the complexity required for estimation of the signals. It has been found that though the algorithm is suboptimal, the Bit Error Rate(BER) performance is quite satisfactory, while the computational complexity is reduced to a great extent.
I. INTRODUCTION
The blind estimation of co-channel signals using an antenna array, has been an area of active research in the recent times. There have been studies on estimation of signals in a mobile environment, but with the channel assumed to be of single tap. These algorithms make use of some property of the transmitted signal to get an estimate of the channel without the use of training sequences. Algorithms that assume that the signals are of Constant Modulus(Analytica1 Constant Modulus Algorithm(ACMA)) [2] , or that the signals have a Finite Alphabet(FA) property [3] or that digital signals are cyclostationary in nature, have been reported in the literature.
Later, the techniques used for the case of single tap channels, were also found to be suitable for application to the case of multipath channels, but with some amount of preprocessing. The blind estimation of digital signals in the presence of multipath, using the FA property, has been considered in [I] . However, the method proposed in [ 13 is computationally expensive. This is because, the matrices involved in the process are large and their decomposition involves a lot of computation. In this paper, a computationally efficient technique to implement the algorithm presented in [I] has been proposed. Using the proposed method, detection of the number of finite-alphabet signals arriving at an antenna array, can also be done.
In section 11, the data model used, is described. Section-111 gives a brief description of the existing method and the computational complexity required for this method. Then the proposed method is described in detail. Next, a specific example is considered to compare the computational complexity of the two 
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THE DATA MODEL
where * denotes convolution, x ( t )~~l = output of the A4 sensors,
from the jth signal to the ith sensor, Sampling at the symbol rate at the receiver, taking N snapshots, and writing the convolution in matrix form with the common channel length as L , we have,
It is necessary that H is of full column rank. Due to this, the number of antennas M must be more than dL. This means that the number of antennas required turns out to be fairly large.
However, oversampling the antenna outputs by a factor P > 1 would help in reducing this constraint to M P > dL. When oversampling is used, the matrix H can be represented as Further, by stacking shifted versions of the block rows of X, this constraint can be reduced to M P > 411.
METHODS FOR SIGNAL ESTIMATION

A. Comp1exl:ty of existing method
In [ 11, oversampling is done and X is manipulated by stacking shifted versions of its block rows. The number of block rows is denoted by 112. m is >_ 2 and the size of X increases with this.
A basis for the generator of the new S L (due to the stacked X) is obtained before using ILSPIILSE.
The algorithm requires an SVD [4] of an m M P x (N -m)
matrix in the first step. Then a subspace intersection algorithm is used to determine a basis for the generator of S L . The last step is the forcing of the FA property, for which Iterative Least Squares with Subspace Fitting(1LSF) [l] is used. The computational complexities of the three steps are shown in Table( 1).
B. Proposed Method for Signal Estimation
The computational complexity of the above algorithm is significant. A computationally efficient method for estimation of signals is now proposed. Here, the requirement to find a basis for the generator of the block Toeplitz matrix SL, is dispensed with. Insted, ILSP/ILSE is applied directly on the received signal matrix with oversampling, i.e., X or after stacking shifted rows of X, in order to ease the requirement on the number of sensors.
The FA algorithms, ILSP/ILSE solve the following Least Squares problem:
The matrices H and SL which minimize Eq.(6) can be found through alternating projections. This forms one algorithm, called Iterative Least-Squares with Projection(1LSP). Starting from an initial estimate of H as, say H, which can be taken as identity, the ILSP gives a coarse estimate of H and S L .
Using the property of the Frobenius Norm, Eq.(6) can be split so that the minimization can be carried out columnwise. Now an enumeration over all possible SL matrices with elements from the FA set can be carried out, so that the above cost function is minimized. This forms the second algorithm, ILSE.
It can be seen that S L has a nice structure which can be made [3] . First, the ordering and sign ambiguities have to be removed from the estimated signal matrix S L in order to obtain an ordered matrix which exhibits the block Toeplitz structure.
The ordering of S L can be done using a short labelling sequence. Consider the following relationship between the true signal matrix and the estimated signal matrix
where S L is the ordered matrix and T is a permutation matrix with its nonzero elements as f l . This is the ordering matrix. In the data model under consideration, SL has more columns than rows. Thus, where (.)+ denotes pseudoinverse. Since the ordering matrix is a permutation matrix, it is non-singular and so can be inverted to obtain the ordered data matrix, as follows.
Thus, given a labelling sequence of all the co-channel signals, one can resolve the ambiguity. This is similar to the training sequence requirement for channel estimation. The assumption is that the same ordering matrix is valid for all symbols in the burst. However, the labelling sequence required is short and does not cause a large overhead on the data transmitted in a time-slot.
Here, the transmitted labelling sequence matrix has to be a wide matrix for Eq.(8) to hold. However, since d L is the number of rows of the estimated signal matrix using the above channel model, the number of columns has to be more than dL. For example, it has been found through simulations, that for 2 signals with a channel of length L = 3, a labelling sequence of length 10, has to be used.
The matrix T obtained is first used to resolve ordering and sign ambiguities in H and S L . Eq.(7) can be used to remove the ambiguities in S L and Eq.(lO) can be used to remove the ambiguities in H.
While the requirement for the ordering of S L is evident, a similar requirement for H , is not so. It can be observed that an unordered H matrix, when used with an ordered S L results in the minimum norm being obtained for the wrong combination of f l s in a particular column of S L when ILSE is used. In order to avoid this, ordering of the H matrix also has to be done.. The ordered signal and channel matrices are now, S L and H respectively.
Once the ambiguities are resolved, ILSE can be applied as in [ 13 to estimate only the new d symbols in each column while the rest can be copied from the previous column. It must be noted here, that it is also necessary to determine the number of signals, d for ILSE to be used.
Summary of the estimation algorithm:
a Get an estimate H and S L using ILSP and resolve ordering and sign ambiguities. Further, if Akaike Information-theoretic Criterion(A1C) is used to first determine the dimension of the signal subspace of X, then a very simple method after ILSP gives the number of signals received.
C. Computational complexity
An illustrativeexample is now considered in order to compare the computational requirements of the method in [ 11 and the one proposed here.
Example: Let d = 2, A4 = 2, P = 2, the minimum stacking parameter, m = 2, and N = 50. Table(1) summarizes the computations required by the two methods in general, while Table(I1) gives the computations for the example considered.
It can be seen that the computational complexity of the proposed algorithm is an order of magnitude less than that of the method in [ 11. 
IV. SIMULATION EXAMPLE
The following situation has been considered for simulation:
Multipath channel length L = 3.
Oversampling factor, P = 2.
L S N R = 5dB. Noise is considered to be Additive White Gaussian and generated as in [ 11. In these simulations, only oversampling has been incorporated, while the ordering of the X matrix has NOT been incorporated. So, the number of sensors can be further reduced for the same BER performance. The performance measure considered is the Bit Error Rate for different Signal to Interference Ratios(S1R). SIR is defined as the ratio of the norms of the channels corresponding to the 2 signals, for a particular source-sensor pair. Fig.( 1) shows a plot of BER vs SIR for 5 sensors as a function of the number of snapshots. Fig.(2) shows the plot of BER vs SIR for different number of sensors with the number of snapshots being 80. We can see that the BER reduces either if the number of snapshots is increased, or if the number of sensors is increased, with increasing SIR. The effect of the number of sensors is seen to be more than the effect of the number of snapshots on the BER. Thus, with more number of sensors used, better performance can be obtained. 
V. DISCUSSION
There are certain issues in the above low-complexity algorithm, that need mention.
Since the rearrangement of X has not been considered here, the number of sensors is more. If the rearrangement is also done, the number of sensors can further be reduced by a factor equal to the number of block rows of X that are used.
The reduction in computational complexity, as has been seen, results mainly from the fact that the structure of SL has been exploited. However, since the last ( d L -d) elements of a particular column are a replica of the first ( d L -d ) elements of the previous column, (which means that the result of ILSP is used directly), the error is bound to be more than that obtained, if ILSE were used on the complete matrix.
Another issue is that, if there is an error in the first column itself, it tends to percolate to successive columns also. However, such drastic errors occur only at very low SIRs, which are generally not encountered in practice. At higher SIRs, the occurance of such errors is possible, but are so rare that the performance of the method is not affected much in the statistical sense.
VI. CONCLUSION
A simple method of reducing computation has been proposed in the context of estimating finite-alphabet signals received by an antenna array in a multipath environment. It has been shown through simulations that the BER performance of the method is satisfactory while a significant saving in computation can be obtained. A performance analysis of this algorithm may suggest methods to fine tune its performance further.
