Abstract-Transmission channels underlying modern dense storage systems, e.g., Flash memory and magnetic recording (MR) systems, significantly differ from canonical channels, like additive white Gaussian noise (AWGN) channels. While existing low-density parity-check (LDPC) codes optimized for symmetric, AWGN-like channels are being actively considered for Flash applications, we demonstrate that, due to channel asymmetry, such approaches are inadequate. We introduce a refined definition of absorbing sets, which we call general absorbing sets of type two (GASTs), and study the combinatorial properties of GASTs. We then present the weight consistency matrix (WCM), which succinctly captures key properties in a GAST. Furthermore, we show how to customize the WCM definition such that it suits other special subclasses of GASTs. Based on these new concepts, we then develop a new, general combinatorial code optimization framework, which we call the WCM framework, and demonstrate its effectiveness on the realistic highly-asymmetric normalLaplace mixture (NLM) Flash channel. Moreover, we show that our framework can be customized to optimize non-binary LDPC (NB-LDPC) codes for other asymmetric channels, channels with memory (incorporated in MR systems), and canonical symmetric channels. For all the channels we have simulated NB-LDPC codes over, the codes optimized using the WCM framework enjoy at least 1 order, and up to nearly 2 orders of magnitude performance gain in the uncorrectable bit error rate (UBER) or the frame error rate (FER) relative to the unoptimized codes. Our simulations also show that codes optimized for symmetric channels are not the best choice for asymmetric channels.
D
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Digital Object Identifier 10.1109/JSAC.2016.2603719 phenomenon caused by absorbing sets (ASs) [3] , which are detrimental subgraphs in the Tanner graph of the code. While the error floor of binary LDPC codes has been well studied in the literature, e.g., [3] - [6] , this problem for NB-LDPC codes is far less explored. First results on the topic of the error floor of NB-LDPC codes include [7] - [9] . The authors studied in [9] a subclass of non-binary ASs (NB ASs), the so-called NB elementary ASs (EASs), and showed that EASs are the root cause of the error floor of NB-LDPC codes over additive white Gaussian noise (AWGN) channels. In a recent work [10] , the authors demonstrated that the nature of the detrimental objects which dominate the error floor region of NB-LDPC codes depends on the channel of interest. As a result, they concluded that using NB-LDPC codes that are optimized for AWGN channels is not appropriate for partial-response (PR) channels (the typical 1-D magnetic recording (MR) channels [11] ) because of the intrinsic memory the PR system incorporates. While the operational asymmetry in Flash memory systems is well documented [12] , [13] , the common code-design approach in these systems is still to directly apply LDPC codes optimized for symmetric, AWGN-like channels [14] - [16] : "optimize for AWGN, but use on Flash".
In this paper, we re-visit the existing definitions of combinatorial objects, such as absorbing sets (ASs) and elementary absorbing sets (EASs) [3] , [9] , that were proven to be useful in the error floor analysis of NB-LDPC codes over AWGN channels. By recognizing that the existing definitions are insufficient to describe the errors for asymmetric channels, we introduce a more finely specified combinatorial object: the general absorbing set (GAS). Additionally, we introduce an important subclass of GASs, which we call general absorbing sets of type two (GASTs). Our NB-LDPC code optimization objective for aggressively asymmetric channels then becomes the removal of GASTs. Through a succinct matrix-theoretic representation, we express a GAST as a set of submatrices, which we call weight consistency matrices (WCMs). By forcing the null spaces of the resultant WCMs to have a particular property, we provably remove detrimental GASTs from the graph representation of the code. We also demonstrate that the WCM definition can be customized to accurately capture the properties of other subclasses of GASTs, e.g., EASs and balanced absorbing sets [10] of type two (BASTs).
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graph representation of a non-binary code while maintaining all desirable structural properties (node degree, rate, etc.), and that it can be applied to regular NB-LDPC codes used for a wide variety of channels. Most importantly, this work offers the first theoretical framework for the analysis and design of NB-LDPC codes over realistic storage channels with asymmetry, e.g., the normal-Laplace mixture (NLM) Flash channel [12] . We show the effectiveness of the WCM framework over many channels with different characteristics.
We present results for the NLM channel, the Cai Haratsch Mutlu Mai (CHMM) Flash channel [13] , the PR channel [11] , [17] , and the AWGN channel. Over all these channels, the codes optimized using the WCM framework outperform the unoptimized codes by a minimum of 1, and up to nearly 2 orders of magnitude in the uncorrectable bit error rate (UBER) [18] or the frame error rate (FER). Furthermore, over asymmetric channels, the codes optimized using the WCM framework also outperform the codes optimized for symmetric channels. The rest of the paper is organized as follows. In Section II, we motivate the need for new definitions, and introduce GASs and GASTs. The combinatorial properties of GASTs along with WCMs and how to use WCMs to remove different detrimental objects are presented in Section III. Aided by the theoretical analysis in Section III, the WCM code optimization framework is then proposed in Section IV. In Section V, we introduce simulation results over different channels, demonstrating the performance gains offered by the WCM framework. The paper is concluded in Section VI.
II. NEW OBJECTS: GASS AND GASTS

A. Motivating Examples
Previous work in [9] (see also [3] and [19] ) introduced and studied the following object: an (a, b) non-binary absorbing set (NB AS), with a variable nodes, b unsatisfied check nodes, and with each variable node having more satisfied than unsatisfied neighboring check nodes. No explicit classification with respect to satisfied/unsatisfied check nodes of different degrees was made. This in itself was not an issue for symmetric channels, and in fact techniques focusing on the removal of EASs were demonstrated to be very effective [9] for such channels. We recall that an elementary AS (EAS) is an AS with all satisfied check nodes having degree 2 and all unsatisfied check nodes having degree 1 [3] , [9] . The following two examples motivate the need for a more refined description of ASs. Example 1 shows that nonelementary ASs are indeed problematic in the case of noncanonical (e.g., asymmetric) channels, while Example 2 illustrates the subtle issue arising from grouping the objects of interest only by their a and b parameters. In all AS figures, circles represent variable nodes, and white (resp., grey) squares represent satisfied (resp., unsatisfied) check nodes. Moreover, in all AS figures, appropriate non-binary edge weights and variable node values are assumed. Furthermore, GF refers to Galois field. Example 1. Consider Code 1: a non-binary quasi-cyclic LDPC (NB-QC-LDPC) code [8] defined over GF (4) , with block length = 3996 bits, rate ≈ 0.89, and column weight = 3. We simulate Code 1 over AWGN, NLM [12] , and CHMM [13] channels. 1 Asymmetric channels can result in excessively high error magnitudes preventing unsatisfied check nodes that have degree > 1 from correcting variable node errors in an AS. Note that errors of high magnitudes can also happen in the case of PR channels due to channel memory [10] . In conclusion, for non-canonical channels, configurations that are not necessarily elementary ASs can also be problematic. In this and other cases, code optimization techniques focusing on EASs are ineffective as they are agnostic to a finer classification of the important configurations. Fig. 2 
Example 2. Consider the three NB ASs shown in
B. Defining GASs and GASTs
We start off with the definition of a general absorbing set. In this work, we focus on GF(q) with q = 2 λ , where λ is a positive integer ≥ 2.
Observe that for a GAS, satisfied check nodes are of degree two or higher, and unsatisfied check nodes are of degree one or higher (b ≥ d 1 + b 2 ). This GAS definition explicitly differentiates among the three configurations in Fig. 2 : configuration (a) is a (6, 2, 0, 2, 8, 0) GAS, configuration (b) is a (6, 2, 2, 0, 9, 0) GAS, and configuration (c) is a (6, 2, 0, 2, 5, 2) GAS.
The description of a GAS depends on having appropriate non-zero non-binary values (labels) associated with its edge weights. It is useful to view the induced subgraph in terms of its unlabeled variant: unlabeled version of a configuration is the configuration with all edge weights set to 1. Thus, we also define the following graph-theoretic object. 
• Each variable node in V is connected to more neighbors in {T ∪ H } than in O.
Note that an unlabeled GAS is viewed in purely topological terms, and the parameters b and b 2 (unlike for a GAS) are irrelevant.
To understand the second condition in Definition 2, note that among all the check nodes connected to the labeled GAS, only degree-1 check nodes are guaranteed to be unsatisfied whatever the edge weights are.
We now establish a matrix-theoretic representation of a GAS, building in part on the previous results from [7] and [9] , and a conceptually connected work from [4] . The null spaces of the corresponding matrices will play the central role in the WCM code optimization framework, as we describe in the next section.
Let H denote the parity-check matrix of an NB-LDPC code defined over GF(q) . Consider an (a, b, b 2 , d 1 , d 2 , d 3 ) GAS in the Tanner graph of this code. Let A be the × a submatrix of H that consists of = d 1 +d 2 +d 3 rows of H, corresponding to the check nodes participating in this GAS, and a columns of H, corresponding to the variable nodes participating in this GAS. 
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where F(β) = 0 if β = 0, and F(β) = 1 otherwise.
Computations are performed over GF(q).
Proof: The proof follows from Definition 1.
In words, W is the submatrix of satisfied check nodes, and D is the submatrix of unsatisfied check nodes. Note that weight condition 2 simply ensures that each variable node is connected to more satisfied than unsatisfied check nodes.
In the rest of this paper, we study a subclass of GASs, which is defined as follows: The reason why we focus on GASTs is that the existence of unsatisfied check nodes of degree > 2 in any configuration in the Tanner graph significantly increases the likelihood that the object is not an AS. For example, consider configuration (c) in Fig. 2 . If either of the two degree-3 check nodes is unsatisfied, the resulting object will not be an AS.
In this work, we focus on regular codes, and we let γ denote the column weight (the variable node degree). • A GAST with ag 2 < b ≤ ag is an unbalanced AS. Balanced and unbalanced ASs were previously introduced in [10] . In particular, balanced ASs (BASs) play a critical role in the context of channels with memory, such as those encountered in magnetic recording applications (e.g., the PR channel).
We devote the next section to establishing a series of properties of GASTs and techniques to remove them from the Tanner graph of the NB-LDPC code.
III. THEORETICAL ANALYSIS OF GASTS
A. Combinatorial Properties of GASTs
The following theorem provides a condition on when a degree-2 check node can be unsatisfied in a GAST configuration which results from an unlabeled GAST configuration operating on the same set of variable nodes and their neighboring check nodes, with proper edge labeling. Proof: We prove Theorem 1 by contradiction. We assume that in the unlabeled GAST, there exist no check nodes ∈ T connecting pairs of variable nodes that have strictly > γ +1 2 neighboring check nodes ∈ {T ∪ H } connected to each of them. Thus, for each degree-2 check node, at least one of the connected variable nodes has exactly γ +1 2 connected check nodes ∈ {T ∪ H }. Note that the number of satisfied check nodes connected to any variable node in any AS cannot be < γ +1 2
. Also note that these check nodes ∈ {T ∪ H } are the only check nodes that can be satisfied because the others ∈ O are always unsatisfied.
As a result, if any degree-2 check node is forced to be unsatisfied in the resulting configuration (by the choice of the edge weights), at least one connected variable node of the two will have the following bound on the number of satisfied check nodes connected to it:
Thus, and since an AS condition is to have ≥ γ +1 2 satisfied check nodes connected to each variable node in the configuration, the configuration under analysis will not become an AS if any degree-2 check node is unsatisfied. In other words, given the above assumption, all the unsatisfied check nodes must be ∈ O ( / ∈ T ), like EASs, in order that the object is an AS after edge labeling. One check node (at least) violating the above assumption makes it possible to have b > d 1 in the resulting GAST.
Remark 2. The importance of Theorem 1 is that it provides the necessary topological condition on a GAST to have unsatisfied check nodes of degree 2. If this condition is not satisfied, then all the unsatisfied check nodes of this GAST are of degree 1, which makes the removal process of the GAST much easier as
we shall see later. 
Proof: Since degree-1 check nodes are always unsatisfied, we can write the bound on b max as follows:
where b ut is the upper bound on the maximum number of degree-2 unsatisfied check nodes (∈ T ). In the beginning, we mark all the check nodes ∈ {T ∪ H } as satisfied.
To compute b ut , we access all the variable nodes in the GAST configuration one by one and mark the maximum number of degree-2 check nodes that can be unsatisfied simultaneously while the object remains a GAST. Similar to any AS, the maximum number of unsatisfied check nodes connected to a variable node in the GAST is connected check nodes marked as satisfied, there exists another variable node connected to it, through some degree-2 satisfied check node, which also has > γ +1 2 connected check nodes marked as satisfied. In other words, the degree-2 check node connecting these two variable nodes can be marked as unsatisfied while the object remains a GAST. Thus, for some a, d 1 , and γ ,
Since a j =1 b up, j represents the final number of unsatisfied check nodes we will end up with after processing all the variable nodes in the GAST, it can be concluded that:
Substituting (7) into (6) 
B. How to Remove GASTs Using WCMs
The next step is to make use of Theorems 1 and 2 to remove GASTs from the Tanner graph of the code. First, we need a new definition that captures the removal process. The objective is to avoid generating another GAST for the same unlabeled GAST configuration, after making the edge weight changes. Note that throughout the paper, the edge weight changes are with respect to the original configuration. Moreover, the original and the new weights are ∈ GF(q)\{0}.
For a given (a,
Here, b max is the largest allowable number of unsatisfied check nodes for these configurations.
said to be removed from the Tanner graph of an NB-LDPC code if and only if the resulting object (after edge weight processing) / ∈ Z.
To clarify Definition 4, we discuss again the two configurations in Fig. 4 . For the (4, 4, 4, 6, 0) GAST (γ = 4), b max = b = d 1 = 4, which means Z contains only one object that is the (4, 4, 4, 6, 0) GAST itself. On the other hand, for the (6, 0, 0, 9, 0) GAST (γ = 3), b max = b ut = 3, which means Z = {(6, 0, 0, 9, 0), (6, 1, 0, 9, 0), (6, 2, 0, 9, 0), (6, 3, 0, 9, 0)}.
For a given GAST, define a matrix W z to be the matrix obtained by removing b , d 1 ≤ b ≤ b max , rows corresponding to check nodes ∈ {O ∪ T } from the matrix A, which is the GAST adjacency matrix (see also Lemma 1). These b check nodes can simultaneously be unsatisfied under some edge labeling that produces a GAST which has the same unlabeled GAST as the given GAST. Let U be the set of all matrices W z . Each element ∈ Z has one or more matrices ∈ U. In principle, GASTs can be removed by manipulating the associated matrices W z of the set U. However, a more efficient approach is to work with matrices that are each a submatrix of multiple W z matrices. In this way, we can remove problematic GASTs while only focusing on a smaller collection of matrices. These new matrices are referred to as the weight consistency matrices (WCMs).
GAST and its associated adjacency matrix A and its associated set Z, we construct a set of t matrices as follows: 
where p is the dimension of N (W cm h ). Computations are performed over GF(q).
Proof: We divide the proof into two parts. First, we prove that breaking the weight conditions stated in (1) and (2) for any submatrix W z is done as stated in (8) . From Lemma 1, these weight conditions are broken if:
Since the set of vectors {x 1 , x 2 , . . . , x p } is a basis of N (W z ), therefore, if there is no linear combination of them over GF(q) that results in v s.t. v j = 0, ∀ j ∈ {1, 2, . . . , a}, (9) is automatically satisfied. In other words, if (8) is satisfied, the weight conditions of W z are broken. Second, we prove that breaking such weight conditions for all the WCMs ∈ W (the smallest GAST submatrices) guarantees the GAST removal. By the definition of WCMs (Definition 5), ∃ W cm h ∈ W as a submatrix, for any matrix
Now, recall the following linear algebraic lemma:
Applying this lemma to our case,
This property ensures the removal of the GAST according to Definition 4. The necessity follows from that every WCM ∈ W is itself a matrix W z ∈ U, which completes the proof of Theorem 3. . As shown in Fig. 3 , every EAS is indeed a GAST. On the other hand, few BASs are not GASTs. For the sake of convenience, we will only focus in the rest of the paper on BASs that are GASTs (unsatisfied check nodes are of either degree 1 or degree 2). Similar to the GAST, we call a BAS that has the degree of any unsatisfied check node ≤ 2, a BAS of type two (BAST).
Removing EASs (for symmetric channels) or BASTs (for PR channels), as restricted subclasses of GASTs, requires less steps and fewer edge weight changes compared to removing GASTs according to Definition 4. In other words, it can be enough for an elementary AS to be converted into a nonelementary AS, and for a balanced AS to be converted into an unbalanced AS. In order to customize the WCM framework for removing such simpler objects (compared to GASTs), the definitions of WCMs should be customized to only capture the objects of interest (which depend on the channel). Such customization secures additional edge weight choices.
Conceptually similar to the unlabeled GAST, we define the unlabeled EAS and the unlabeled BAST. We note that Lemma 1 applies to EASs and to BASTs. Additionally, Theorem 1 is not needed for EASs since the degree of any unsatisfied check node in an EAS is always 1. On the contrary, Theorem 1 applies to BASTs if
any additional unsatisfied check node will convert the object from a BAST into an unbalanced AS (assuming that the object stays as an AS). Note that degree-1 check nodes are always unsatisfied.
We modify Theorem 2 to capture EAS and BAST properties in the following Lemma. Lemma 2. Given an (a, d 1 , d 2 , 0) unlabeled EAS, the maximum number of unsatisfied check nodes, b e_max , in the resulting EAS after edge labeling is given by:
Moreover, given an (a, 
Proof: From the definition of the EAS, every unsatisfied check node in an EAS must be of degree 1. Thus,
On the other hand, from the definition of the BAS [10] , the maximum number of unsatisfied check nodes it can have is (applies also to BASTs):
However, we can also write b b_max as:
where b b_ut is the maximum number of degree-2 unsatisfied check nodes (∈ T ) in the BAST. Combining (14) and (15), and recalling that g = original (a, d 1 , d 1 , d 2 , 0) EAS. The set Z e contains only one element, which is the given EAS itself. Additionally, for a given (a,
is the largest allowable number of unsatisfied check nodes for these configurations. In the following lines, we rewrite Definitions 4 and 5 to make them suitable for EASs and BASTs.
BAST) is said to be removed from the Tanner graph of an NB-LDPC code if and only if the resulting object (after edge weight processing) /
∈ Z e (resp., / ∈ Z b ). For a given (a, b, d 1 , d 2 , d 3 ) BAST and its associated adjacency matrix A and its associated set Z b , we construct a set of t b matrices as follows: We note that b e_max ≤ b b_max ≤ b max . Thus, |Z e | = 1 ≤ |Z b | ≤ |Z|. This condition ensures the simplicity of removing EASs compared to BASTs, and BASTs compared to GASTs. Such simplicity is a result of the extra degrees of freedom we gain when we customize the WCM definition and the removal process to focus only on the objects of interest. For example, since |Z e | = 1, to remove an EAS, it suffices to make a single edge weight change for any edge connected to a degree-2 check node to convert the object into another one / ∈ Z e . Further illustrations are provided in the following example. Fig. 2 , which is a (6, 2, 0, 2, 8, 0) GAS (γ = 3). We note that the configuration is also a 
Definition 7. For a given
(a, d 1 , d 1 , d 2 ,
Definition 8.
1) Each matrix W b_cm h , 1 ≤ h ≤ t b , in this set is an ( − b b_cm h ) × a submatrix, d 1 ≤ b b_cm h ≤ b b_max = ag 2 ,
Example 4. Consider configuration (a) in
= d 1 + 1 2 (ag − d 1 ) = 4
. If the channel used is symmetric, the code design objective becomes the removal of EASs [9], which means converting this object into another object /
∈ Z e = {(6, 2, 2, 8, 0)}. If the channel used is the PR channel, the code design objective becomes the removal of BASTs [10] , which means converting this object into another object / ∈ Z b = {(6, 2, 2, 8, 0), (6, 3, 2, 8, 0)}. If the channel used is asymmetric (e.g., the NLM or the CHMM channels), the objective becomes the removal of GASTs, which means converting the object into another one / ∈ Z = {(6, 2, 2, 8, 0), (6, 3, 2, 8, 0), (6, 4, 2, 8, 0)}.
Note that once the WCMs are properly determined (EWCM or BWCMs), Theorem 3 is applied to remove any EAS or BAST.
D. Parent and Child GASTs
In graph theory, if Graph 1 is a subgraph of Graph 2, the former is called parent and the latter is called child. It has been shown in [9] that removing the parent EAS removes the child EAS. The analysis in the last subsection illustrates why this is the case (because only one edge weight change is needed to remove both the parent and the child EASs). However, this is not the case for GASTs because the GAST removal process is more complicated. We emphasize on this observation using the following lemma. Consider an (a , b , d 1 , d 2 , d 3 ) GAST which is  a parent of an (a, b, d 1 , d 2 , d 3 ) GAST. Removing the parent GAST does not guarantee removing the child GAST. The removal here is according to Definition 4. Proof: We prove this lemma by an example which shows that removing the parent GAST does not necessarily result in removing the child GAST. Consider the variable node v which is shared between the parent GAST and the child GAST.
Lemma 3.
Suppose that v is connected to exactly γ +1 2 satisfied check nodes in the parent GAST and strictly more than γ +1 2 satisfied check nodes in the child GAST. Making one more check node connected to v unsatisfied (by properly changing one of the weights of the edges connected to it) changes the number of satisfied check nodes connected to v to be γ +1 2 − 1 in the parent GAST, and to be ≥ γ +1 2 in the child GAST. Thus, the parent GAST, which is the (a , b , d 1 , d 2 , d 3 ) GAST, is removed (converted into a non-AS). On the contrary, the child GAST is now converted into another GAST, which is an (a, b + 1, d 1 , d 2 , d 3 ) GAST.
The following example serves to illustrate Lemma 3. 
IV. THE WCM OPTIMIZATION FRAMEWORK
In this section, we deploy all the illustrated definitions and theorems to develop the new NB-LDPC code optimization framework. The objective of the new framework is to remove the detrimental objects (GASTs, EASs, or BASTs) from the Tanner graph of the NB-LDPC code using their WCMs and via edge weight manipulation.
A. Extracting the WCMs
First, we separately introduce Algorithm 1 for finding the WCMs. Algorithm 1 operates mainly on the unlabeled configuration of the object (the unlabeled GAST, unlabeled EAS, or unlabeled BAST) to determine the WCMs.
For the sake of clarity, we show the version of the algorithm which deals with GASTs. For EASs (resp., BASTs), W should be replaced by W e (resp., W b ) representing EWCMs (resp., BWCMs). Moreover, for EASs, there is only one EWCM of size ( − d 1 ) × a. For BASTs, b ut in Algorithm 1 should be replaced by b b_ut given by (13) , and t should be replaced by t b , while the rest of the algorithm stays the same.
Note that for GASTs, b ut is an upper bound for the maximum number of rows corresponding to degree-2 check nodes that can be removed from A. Thus, it can happen in some cases that u
In such cases, the exact maximum number of rows corresponding to degree-2 check nodes that can be removed from A is the number of levels (nested loops in Algorithm 1), denoted by b et , after which u ∀i 1 , i 2 , . . . , i b 
Extract it by removing all the rows corresponding to degree-1 check nodes from the matrix A. 7: Go to 26. Mark the selected check node c y 0 (i 1 ) as unsatisfied. 14: Redo the counting in 9, but save in u 1 i 1 (< u 0 ) and y 1 i 1 (instead of u 0 and y 0 , respectively). 15: If b ut = 2, cancel 13 (i.e., mark c y 0 (i 1 ) as satisfied) and go to 12.
16:
Mark the selected check node c y 1 i 1 (i 2 ) as unsatisfied. 18: Redo the counting in 9, but save in u 2 . . .
21:
The lines from 16 to 19 are repeated (loop_max−2) times, with the nested (loop_max−2) for loops executed over the running indices i 3 , i 4 , . . . , i loop_max . 22: . . . (c 1 , c 3 , c 5 ), (c 1 , c 4 , c 9 ), (c 2 , c 4 , c 6 ),  (c 2 , c 5 , c 8 ), (c 3 , c 6 , c 7 ), (c 7 , c 8 , c 9 ) }.
B. The New NB-LDPC Code Optimization Algorithm
We are now ready to present our optimization algorithm. Again, for the sake of clarity, we show the version of the algorithm which deals with GASTs. For EASs (resp., BASTs), unlabeled GAST and WCM should be changed into unlabeled EAS and EWCM (resp., unlabeled BAST and BWCM). Additionally, for EASs (resp., BASTs), E G AST,min and W cm h should be changed into E E AS (which equals 1) and W e_cm h (resp., E B AST,min and W
b_cm h
). Obviously, many steps in Algorithm 2 will be skipped in case the objective is to remove EASs because in this case, |W e | = 1 and a single edge weight change (for any edge connected to a degree-2 check node) is sufficient to remove the target object. For BASTs, t should be changed into t b (|W b | = t b ).
Remark 5. For EASs, resolving the null space of the single EWCM according to Algorithm 2 is the same as breaking the weight condition stated in [9, Lemma 1].
Remark 6. The process of determining the set G of GASTs to be removed (step 2 in Algorithm 2) is summarized as follows. First, we identify the dominant GASTs (which are the GASTs that contribute the most to the error profile in the error floor region) by initial simulations (see also [21] ) in addition to combinatorial properties of the code. Second, we determine the set G using two complementary methods. The first method is to use efficient combinatorial techniques (e.g., [6] ) to locate the (a, d 1 , d 2 , d 3 ) unlabeled GASTs, for a given  dominant (a, b, d 1 , d 2 , d 3 ) GAST, in the unlabeled Tanner Algorithm 2 Optimizing NB-LDPC Codes by Reducing the Number of GASTs 1: Input: Tanner graph G of the NB-LDPC code with edge weights over GF(q). 2: Using initial simulations and combinatorial techniques (e.g., [6] ), determine G, the set of GASTs to be removed. 3: Let X be the set of GASTs in G that cannot be removed, and initialize it with ∅. 4: Let P be the set of GASTs in G that have been processed, and initialize it with ∅. 5: Sort the GASTs in G from the smallest to the largest. 6: Start from the smallest GAST (smallest index). 7 : for every GAST s ∈ G\P do 8: If the unlabeled configuration of s does not satisfy the unlabeled GAST conditions in Definitions 2 and 3, skip s and go to 7.
9:
Determine the minimum number of necessary edge weight changes to remove the GAST s, E G AST,min (by using [10, Lemma 2]). 10: Extract the subgraph G s of the GAST s from G.
11:
Use Algorithm 1 to determine the set W of all WCMs of s (|W | = t).
12:
for h ∈ {1, 2, . . . , t} do 13: Find the null space N (W cm h ) of the hth WCM. 14: if (8) is satisfied then 15: Go to 12.
16:
else 17: Keep track of the changes already performed in G s to stay as close as possible to E G AST,min changes. 18: Determine the smallest set of edge weight changes in G s needed to achieve (8) for the hth WCM, without violating (8) for WCMs prior to h. 19: If this set of edge weight changes does not undo the removal of any GAST ∈ P \X , perform these changes in G s and go to 12.
20:
if more edge weights to execute 18 and 19 then 21: Add GAST s to the set X and go to 27. 22: else Go to 18 to determine a new set of changes. Update G by the changes performed in G s .
27:
Add GAST s to the set P .
28:
If P = G, go to 7 to pick the next smallest GAST. 29 Remark 4) .
The removal of a specific GAST might result in undoing the removal of another GAST if the removal of the former is done via changing the weight (weights) of an edge (edges) shared between the two GASTs. That is why step 19 in Algorithm 2 is needed.
Note that the complexity of the process of removing a specific GAST using the WCM framework is mainly controlled by the number of WCMs, which is t, of that GAST (see the for loop in step 12 of Algorithm 2). Thus, the complexity of Algorithm 2 depends on the size of the set G and the numbers of WCMs of the GASTs in G.
As long as the maximum degree of any unsatisfied check node in the AS (or GAS) is 2, Algorithm 2 can be used to remove any type of ASs from the NB-LDPC code. Algorithm 2 can be used to remove EASs, BASTs, and of course GASTs. That is the reason why the proposed WCM optimization framework is general, in the sense that it is suitable for optimizing NB-LDPC codes to be used over many channels (e.g., the AWGN channel, the PR channel, the CHMM channel, and even an aggressively asymmetric channel like the NLM channel to be discussed in the next section).
V. APPLICATIONS IN VARIOUS CHANNELS
In this section, we demonstrate the effectiveness of the WCM framework by simulating different NB-LDPC codes optimized for various channels and applications. We used a finite-precision, fast Fourier transform based q-ary sumproduct algorithm (FFT-QSPA) LDPC decoder [20] to generate all the results. The decoder performs a maximum of 50 iterations (except for the PR channel simulations), and it stops if a codeword is reached sooner.
All the unoptimized NB-LDPC codes we are using are regular protograph-based NB-QC-LDPC codes. These codes are constructed as follows. First, a binary protograph matrix H p is designed. Then, H p is lifted via a lifting parameter ζ to create the binary image of H, which is H b . The lifting process means that every 1 in H p is replaced by a ζ × ζ circulant matrix, while every 0 (if any) in H p is replaced by a ζ × ζ all-zero matrix. The circulant powers are adjusted such that the unlabeled Tanner graph of the resulting code does not have cycles of length 4. Then, the 1's in H b are replaced by non-zero values ∈ GF(q) to generate H. These unoptimized codes are high performance NB-QC-LDPC codes (see also [8] and [22] ). Note that while we are focusing on QC codes in our simulations, the WCM framework works for any regular NB-LDPC codes. Moreover, the WCM framework also works for any GF size q and for any code rate.
Remark 7. While we focus in this work on regular NB-LDPC codes with fixed column and row weights, the WCM framework can also be applied to NB-LDPC codes that have only the column weight fixed (i.e., fixed variable node degree).
Here, RBER is the raw bit error rate. If we define the data read out of the Flash memory without error correction as the raw data, then RBER equals the number of raw data bits in error divided by the total number of raw data bits read [18] . Furthermore, UBER is the uncorrectable bit error rate, which is a metric for the fraction of bits in error out of all bits read after the error correction is applied [18] . A useful formulation of UBER, which is recommended by industry, is the frame error rate (FER) divided by the sector size in bits.
A. Results for Practical Flash Channels
In this subsection, we present our results over two practical Flash channels, namely the NLM [12] and the CHMM [13] channels. While the two channels are asymmetric, the NLM channel incorporates more asymmetry because of the way it models programming errors.
We start first with the NLM channel; the authors in [12] accurately modeled the threshold voltage distribution of sub-20nm 4-level (2-bit, multi-level cell (MLC)) Flash memories. The four levels (states) are modeled as different normal-Laplace mixture distributions, taking into account various sources of error due to wear-out effects, e.g., programming errors (significant asymmetry). Through device testing, the authors provided accurate fitting results of their model for program/erase (P/E) cycles up to 10 times the manufacturer's endurance specification. We implemented the NLM channel based on the parameter set described in [12] . We use 3 reads, and the sector size is 512 bytes.
In the NLM simulations, Code 1, that was introduced in Example 1, is again an NB-QC-LDPC code defined over GF (4) , with block length = 3996 bits, rate ≈ 0.89, and γ = 3. Code 2 is an NB-QC-LDPC code defined over GF (4) , with block length = 3280 bits, rate ≈ 0.80, and γ = 4. Code 3 (resp., Code 4) is the result of optimizing Code 1 (resp., Code 2) for symmetric channels by attempting to remove only the EASs in Table I (resp., Table II ). Note that EASs have b = d 1 and d 3 = 0. Code 5 (resp., Code 6) is the result of optimizing Code 1 (resp., Code 2) for the NLM channel (which is asymmetric) by attempting to remove the GASTs in Table I (resp., Table II) using the WCM framework. Figures 5 and 6 show that even though only 3 reads are used, the codes optimized by removing GASTs using the WCM framework (Codes 5 and 6) outperform the unoptimized codes (Codes 1 and 2) by more than 1 order of magnitude. More intriguingly, the two figures show that conventional code optimization techniques which assume channel symmetry (e.g., techniques that would focus on the removal of EASs) are ineffective for realistic memory (storage) channels (Codes 5 and 6 outperform Codes 3 and 4, respectively, by over 0.6 of an order of magnitude). Table I (resp., Table II) shows the error profiles of Codes 1, 3, and 5 (resp., 2, 4, and 6). The tables reveal the effectiveness of the WCM framework in removing detrimental GASTs. The tables further illuminate why optimizing the codes by removing only EASs (as one would do for the case of symmetric channels) will not work for the NLM channel. Table I ) mainly because many of these (4, 3, 2, 5, 0) GASTs were originally (4, 2, 2, 5, 0) GASTs (elementary), and the optimization procedure of removing EASs has converted them into (4, 3, 2, 5, 0) GASTs (nonelementary). Furthermore, we introduce results for Code 7, which is an NB-QC-LDPC code defined over GF (4) , with block length = 8480 bits, rate ≈ 0.90, and γ = 4, in addition to Code 8, which is the result of optimizing Code 7 for the NLM channel by attempting to remove the dominant GASTs (4, 4, 4, 6, 0), (6, 4, 4, 10, 0), (6, 5, 5, 8, 1) , and (8, 4, 2, 15, 0). Fig. 7 demonstrates that a performance gain of nearly 2 orders of magnitude is achievable via optimizing practical codes like Code 7 using the WCM framework to reach Code 8.
We also provide results over another Flash channel, which is the CHMM channel; the authors in [13] developed a model for the threshold voltage distribution that is suitable for 20nm and 24nm 4-level (MLC) Flash memories. They modeled the four levels (states) as different Gaussian distributions, along with additive white noise, that are shifted and broadened as P/E cycles increase (limited asymmetry). We implemented the CHMM channel using the data and the model provided in [13] . We use 3 reads, and the sector size is 512 bytes.
In the CHMM simulations, we reuse Code 1 (that has γ = 3). Code 9 is an NB-QC-LDPC code defined over GF (4) , with block length = 1840 bits, rate ≈ 0.80, and γ = 4. Code 10 (resp., Code 11) is the result of optimizing Code 1 (resp., Code 9) for the CHMM channel (which is asymmetric) by attempting to remove the GASTs in Table III (resp., Table IV) using the WCM framework. Figures 8 and 9 confirm, on a different Flash channel, that even though only 3 reads are used, the codes optimized using the WCM framework (Codes 10 and 11) outperform the unoptimized codes (Codes 1 and 9) by more than 1 order of magnitude (more than 1.3 orders in Fig. 8 ).
Table III (resp., Table IV) shows the error profiles of Codes 1 and 10 (resp., 9 and 11). The tables again reveal the effectiveness of the WCM framework in removing detrimental GASTs. An interesting observation from Tables I, II Table I shows that the percentage of non-elementary ASs in the error profile of Code 1 over the NLM channel is 31%. However, this percentage drops to 25% for the same code over the CHMM channel, as Table III reveals. The reason is that the NLM channel incorporates more asymmetry.
B. Results for Other Channels
In this subsection, we present additional results on channels that are not Flash-related. In particular, we present simulation results over the PR channel (encountered in 1-D MR applications) and the AWGN channel (as an example on canonical symmetric channels).
The PR channel used is the one described in [10] . The channel incorporates inter-symbol interference (intrinsic memory) The number of global (detector) iterations is either 5 or 10 (see Fig. 10 ), and the maximum number of local (decoder) iterations is 20. More details can be found in [10] . In the PR simulations, Code 12 is an NB-QC-LDPC code defined over GF (8) , with block length = 867 bits, rate ≈ 0.82, and γ = 3. Code 13 is the result of optimizing Code 12 by attempting to remove the dominant BASTs (6, 0, 0, 9, 0), (6, 1, 0, 9, 0), (6, 2, 0, 9, 0), (8, 0, 0, 12, 0), and (10, 0, 0, 15, 0) using the WCM framework. Fig. 10 shows that the code optimized using the WCM framework (Code 13) outperforms the unoptimized code (Code 12) by more than 1.5 orders of magnitude. Additionally, the optimized code (Code 13) outperforms the unoptimized code (Code 12) at half the latency by about 0.8 of an order of magnitude.
In the AWGN simulations, we reuse Code 9 (that has γ = 4). Code 14 is the result of optimizing Code 9 by attempting to remove the dominant EASs (4, 4, 4, 6, 0), (5, 2, 2, 9, 0), (6, 2, 2, 11, 0), (6, 4, 4, 10, 0), (7, 4, 4, 12, 0) , and (8, 4, 4, 14, 0) using the WCM framework. Fig. 11 shows that the code optimized using the WCM framework (Code 14) outperforms the unoptimized code (Code 9) by about 1.2 orders of magnitude.
In summary, the additional results in this subsection demonstrate that the WCM framework can effectively remove subclasses of GASTs, like BASTs and EASs, with the proper customization described in previous sections. The performance gains we achieve using the WCM framework over PR and AWGN channels are the same gains achieved in [10] and [9] , respectively. Moreover, these results show that the WCM framework works for any GF size (see Fig. 10 ). 
VI. CONCLUSION
We introduced a novel NB-LDPC code optimization framework based on new combinatorial definitions and linearalgebraic tools. The WCM framework was applied to codes used over realistic Flash channels, namely the NLM channel and the CHMM channel, where clear benefits of the proposed technique relative to the existing approaches were demonstrated. Moreover, our framework was shown to be effective in designing optimized NB-LDPC codes for MR applications (the PR channel) and for symmetric channels (the AWGN channel). As many emerging storage devices exhibit an increasing level of asymmetry (e.g., 3-D Flash), the presented framework can be a valuable code design and optimization tool that will enable data storage engineers to use LDPC codes with confidence.
