Small sample properties are of fundamental interest when only limited data is available. Exact inference is limited by constraints imposed by speci…c nonrandomized tests and of course also by lack of more data. These e¤ects can be separated as we propose to evaluate a test by comparing its type II error to the minimal type II error among all tests for the given sample.
Introduction
Data available for inference is often very limited, since small samples are common in many disciplines. Inference can have important consequences so we consider exact hypothesis testing which involves rigorously analyzing tests, proving properties for instance in terms of level analytically and not approximately. Moreover we consider distribution-free inference (cf. Kendall and Sundrum, 1953) as we wish to derive implications that do not rely on unveri…able assumptions imposed by the investigator.
What can the data tell us directly? As a related issue, how can we compare tests and evaluate the conclusions in a given …nite sample?
We show here how game theory can help answer these questions. The key is to develop statistical hypothesis testing as a strategy in a game against nature where nature chooses the data generating process. It is a zero-sum game between the statistician and nature in which wrong recommendations are recorded as losses for the statistician and as gains for nature. A test that is part of a Nash equilibrium of this game generates the most powerful inference in terms of minimizing the type II error.
By …nding such an equilibrium one can establish tight bounds to inference in terms of type II error. Bounds on inference are of interest in their own right as they answer the question "What is the most a …nite sample of data can tell us?". These bounds provide a natural benchmark for evaluating and comparing tests, thus answering our second question "How can we evaluate the performance of a test in light of many di¤erent alternatives?" As pointed out by Savage (1954) , game theory can be used to solve problems in statistics. The underlying idea is to solve worst case problems by invoking the minimax theorem for zero-sum games developed by von Neumann (1928) . However game theory methods have not yet been used in hypothesis testing. Why not? For hypothesis testing where search is for a level test that minimizes type II error this would mean to perform a worst case analysis among the level tests. The problem with this is that the characterization of the set of level tests itself is typically a very di¢ cult problem. Here we proceed to formulate hypothesis testing as a zero-sum game against nature without adding constraints on the level of test chosen in this game.
The desired level condition is ful…lled in equilibrium provided penalties are assigned appropriately. In particular one need not be able to characterize all level tests in order to apply this method. This allows for deriving most powerful recommendations for small sample problems.
Solving this game against nature produces a test that minimizes type II error.
Such a test is typically randomized and hence is not very useful in practice. However the induced lower bounds can be used to evaluate the inference of other tests. New terminology needs to be introduced to re ‡ect the new standards. The minimal type II error achievable for a given pair of hypotheses will be called the unavoidable type II error. The added type II error then measures the amount that the type II error of a given test is above the unavoidable type II error.
We apply the new methodology by considering tests for comparing two means or two distributions just given the interval or ratio data without making added distributional assumptions. The power of the game theory approach is that we are able to analyze the unavoidable type II error among the most general tests, namely among all tests that are based on sequential sampling.
An important condition for the environments we consider in this application is that outcomes belong to a known bounded set. Given this condition we need not make distributional assumptions and can focus on pure inference. Most environments satisfy this condition, a property that emerges whenever measuring outcomes on a bounded scale. Following arguments of by Bahadur and Savage (1956) we know that nontrivial inference is not possible if there is no restriction on the underlying distributions. Due to the possibility of fat tails, any test that has level will have a type II error bounded below by 1
. Alternative constraints on the data generating process added to ensure non trivial inference such as bounding moments are typically not veri…able. We wish to consider inference that is based on the properties of the data without adding additional assumptions. "Let the data speak!". Let E Y ( ) denote the probability of rejection or power of when Y is the true data generating process and let 
In this game it is assumed that the statistician aims to minimize the expected penalty while nature aims to maximize the expected penalty (of the statistician). This makes a zero-sum game. Both players are also allowed to randomize. 2 Thus the statistician chooses a possibly randomized test belonging to F and nature may choose an element of (H 0 [ H 1 ) which will be typically denoted by :
Above de…nitions of E and extend from Y to 2 (H 0 [ H 1 ) by taking expectations, for instance,
1 Note that we could have allowed nature to also choose Y 2 Yn (H 0 [ H 1 ), in which case the penalty for such choices would be equal to 0: However this would have unnecessarily complicated notation. 2 More generally, for the result below to hold we only need that the strategy set of each player is convex. 3 A denotes the set of all distributions with support contained in the set A:
We now present our characterization of tests that attain the unavoidable type II error in terms of being part of a Nash equilibrium of the game ( ; ) for appropriately de…ned and :
Proposition 1 Assume that is continuous in and :
The following statements are equivalent:
(i) attains the unavoidable type II error among the tests in F that have level .
(ii) There exists
(1 ) for all Y 2 H 1 and ( ; ; ; ) ( ; ; ; ) for all 
Continuity of is only needed to show that (i) implies either (ii) or (iii
One implication from understanding hypothesis testing in terms of a Nash equilibrium of a zero-sum game is that it is very easy to establish necessary conditions for which alternative tests may attain the unavoidable type II error. Here we iterate on a well known result for zero-sum games, namely that the set of Nash equilibria has a product structure.
Corollary 2 Assume that ( ; ) is a Nash equilibrium of ( ; ) and that = 
is a lower bound on the unavoidable type II error.
We now prove Proposition 1. Note that it is easy to show equivalence of (ii) and We now wish to prove that (ii) implies (i). Since nature is indi¤erent between 0 and 1 it follows that ( ; ; ; ) = : Together with the fact that ( ; ; ; ) ( ; Y ; ; ) = E Y ( ) for y 2 H 0 it follows that has size : Similarly it follows from ( ; ; ; ) E Y (1 ) for Y 2 H 1 that the type II error of is equal to which together with Proposition 2 proves (i).
Finally, we prove that (i) implies (ii). Let be the unavoidable type II error.
Since both F and Y are compact and convex Hausdor¤ spaces and is continuous there exists a Nash equilibrium of ( ; ) (Glicksberg, 1952 
Tests for Comparing the Means of Two Bernoulli distributions
We now use our above insights to investigate inference when testing the inequality of the means of two Bernoulli distributed random variables. In terms of inference the di¤erence between the two means is assumed to be the only parameter of interest. . 4 Tests for each d 0 2 ( 1; 1) are typically used when constructing con…dence intervals for the di¤erence between the two underlying means. 4 The underlying story is that there is a new treatment whose outcome is given by Y 1 that should be compared to a reference treatment corresponding to Y 2 .
The Setting
Let Y = (Y 1 ; Y 2 ) be
Matched Pairs
Consider inference based on matched pairs where the statistician observes N independent realizations y j 2 f0; 1g 2 of Y for j = 1; :::; N: Data generating processes that belong to f(1; 0) ; (0; 1)g will play a special role and will be denoted by Y (p 2 ) :
A (randomized) test is formally given by
where y 1 ; :::; y N is the probability of recommending a rejection based on the sam- ni…cantly more observations of (0; 1) than of (1; 0) in the data set. u is uniformly most powerful among the unbiased tests (UMPU). 5 We show that u attains the unavoidable type II error and hence that the property of being unbiased here does not constrain inference.
To also understand the case of d 0 6 = 0 we construct a new test that attains the unavoidable type II error. 6 This test emerges when applying the following two steps.
First randomly transform the data set into one that contains only outcomes (1; 0) and (0; 1) in a way that leaves EY 2 EY 1 unchanged. Then reject the null hypothesis if there are su¢ ciently more observations of (0; 1) than of (1; 0) in the transformed data set. The transformation independently replaces observations (0; 0) and (1; 1) equally likely with (1; 0) and with (0; 1) : We now describe the recommendation of this test denoted by + for a sample that contains only observations (1; 0) and (0; 1) : There is some t 2 Z and 2 [0; 1) such that in a sample that contains z 1 observations of 5 Recall that a test is unbiased if
We remind the reader that the objective here is not to design practical tests but to uncover benchmarks useful to evaluate such practical tests.
(1; 0) and z 2 of (0; 1) the test + satis…es
and
Note that the parameters t and as de…ned above are unique. Note also that if
It follows from the proof below that + is unbiased and has size : We apply Proposition 1 and Corollary 2.
Proposition 3 (i) The unavoidable type II error is given by
(ii) If d 0 = 0 then (3) is attained by the UMPU test u :
(iii) (1) and (2) are necessary conditions for a test to attain the unavoidable type II error.
In particular we have shown that there is a least favorable distribution contained in f(1; 0) ; (0; 1)g : This will play an important role in later sections.
We will …rst show that one can choose 2 (0; 1) such that + is a best response against in ( ; ) when
Since 0 ; 1 2 f(1; 0) ; (0; 1)g we obtain that z 2 is a su¢ cient statistic for the information contained in the sample when facing where z 1 = N z 2 : The expected penalty from rejecting the null hypothesis conditional on z 2 is equal to Pr (H 0 truejz 2 ).
The expected penalty from not rejecting the null hypothesis conditional on y is equal to Pr (H 1 truejz 2 ) : We derive the ratio of these two expected penalties:
(1 ) .
Now set equal to the solution of
which exists and is necessarily contained in (0; 1).
Since the right hand side in (4) is increasing in z 2 it follows from the de…nition of that + is a best response to the strategy of nature conditional on z 2 in the sense that + minimizes the expected penalty of the statistician among all possible tests . In particular, when z 2 = t then the de…nition of ensures that the statistician is indi¤erent between rejecting and not rejecting the null hypothesis.
We will now establish the remaining statements in Proposition 1(iii). Given the 
This establishes Proposition 1(iii) which completes the proof of (i).
Concerning part (iii), if 0 attains the unavoidable type II error then following Corollary 2 0 hat to be a best response to which means that it has to satisfy (1) and (2).
We now prove part (ii) so assume d 0 = 0: Note that + is unbiased. Hence the UMPU test u is uniformly more powerful than 0 and hence u also attains the unavoidable type II error.
The above proof reveals that unbiasedness does not here constrain inference:
Corollary 3 All statements in Proposition 3 remain true if one restricts attention to unbiased tests.
Following Pratt (1961) the unavoidable type II error can be used to derive a tight lower bound on the maximal expected width of any family of con…dence intervals for the di¤erence between the two underlying means.
Given space constraints we numerically illustrate our …ndings only in the following more intricate setting.
Independent Observations and Sequential Sampling
We now consider inference based on N independent observations where for simplicity we focus on the case where N is even. Let n = N=2. Each observation consists of an outcome realized by one of the two random variables. The sample can thus be described as i k ; y This we call sequential sampling. Formally a test now describes how to gather the sample, so
where describes the index of the random variable from which the next outcome should be realized. As in the setting with matched pairs, the test also speci…es the probability of making a rejection once the entire sample has been gathered, hence additionally we have that
Under simultaneous sampling the statistician determines ex-ante how many times to observe each variable. This can be formally embedded in sequential sampling by asserting that jfk : i k = 2gj is a constant and hence does not depend on the observed
outcomes. An important representative is balanced sampling where jfk : i k = 2gj = n.
Clearly sequentially sampling 2n independent observations generates less information than sampling 2n matched pairs. Consequently the unavoidable type II error 7 jAj denotes the cardinality of the …nite set A:
under matched pairs (see (3) 
(iii) The power of is equal to when
Notice that is constructed similarly to + : In fact, it follows that b = t n. (iii) (6) and (7) 
Moreover, if
Proof. Part (i) follows immediately as matched pairs generates more information than sequential testing. For parts (ii) and (iii) consider the game as de…ned in the proof of Proposition 3. Concerning part (ii), note that property (6) and (7) In Table 1b we illustrate how these parameters change with d 0 when n = 30 and = 0:025: Note that the L test attains the unavoidable type II error in this table whenever this is above 0:475 unless d 0 is very large. where type II d=d denotes the type II error when d = d
Bounds to Inference among Noninferiority Tests
In the context of noninferiority tests where d 0 < 0 there has been special interest in deriving minimal sample sizes necessary for particular inference, mostly for the case where d = 0. For a given pair of hypotheses the unavoidable sample size refers to the smallest sample under which the unavoidable type II error is below a given threshold. Here we focus on balanced samples and report in Table 2 the value of n corresponding to the unavoidable sample size necessary to achieve a type II error of 0:2 when = 0:025. These values are derived by …rst calculating lower bounds on the sample sizes using Proposition 4(i) and then verifying for those sample sizes and for the given value of d 0 that the conditions in Proposition 4(ii) hold when considering
We include in Table 2 
Evaluating Speci…c Tests for Inequality in Balanced Samples
Next we calculate the added type II error of two special nonrandomized tests for the case where d 0 = 0. We consider the B test (Boschloo, 1970) to the smallest value of n for which its type II error is below a given threshold . In Table 5 we present the minimal sample size of the Z test and the unavoidable sample 
Testing given Multiple Outcomes
Here we consider the more general setting where outcomes belong to some known bounded set Z which contains more than two di¤erent outcomes. It will be enough to consider the case where f0; 1g $ Z [0; 1]. 9 In addition to comparing means we will now also consider testing the equality of the two distributions. If Z is not …nite, such as when Z = [0; 1], then our hypotheses will be nonparametric (cf. Kendall and Sundrum, 1953) . We show that our previous results extend.
Let Note that R g (z) dP i (z) = EY i and that g is the identity on f0; 1g : For a given test de…ned for binary valued data let g be the test for data contained in [0; 1] de…ned by …rst transforming each observation independently into f0; 1g using g and then applying to the transformed sample. 
Conclusion
The knowledge of a compact set that contains all outcomes plays a central role in our analysis. Given that we make no distributional assumptions the statistician may face distributions that only put weight on the extreme outcomes in the support. In fact it turns out that a least favorable distribution is contained among these particular distributions. In other words, distribution-free inference is not limited per se by the number of possible outcomes but by its range.
We …nd particular distributions to be least favorable and use their property to make statements about inference among all sequential tests. The particular property is that the two random variables almost surely yield di¤erent outcomes. The intuition is that these distributions generate the most variance and hence make learning most di¢ cult when interested in the di¤erence between the two means.
The strategic component of trying to outguess the opponent in the underlying zero-sum game naturally leads to mixed strategies being played in equilibrium. The consequence is that the unavoidable type II error is typically realized by a randomized test. Randomized tests have only received little attention in statistics but here we …nd that understanding their properties is insightful to deriving bounds to inference.
Randomized tests for data with binary valued outcomes along with insights from this paper are also used by Schlag (2007b) 
