Abstract-We consider multiuser scheduling with limited feedback of partial channel state information in MIMO broadcast channels. By using spatial multiplexing at the base station (BS) and antenna selection for each user, we propose a multiuser scheduling method that allocates independent information streams from all M transmit antennas to the M most favorable users with the highest signal-to-interference-plus-noise ratio (SINR). A close approximation of the achievable sum-rate throughput for the proposed method is obtained and shown to match the simulation results very well. Moreover, two reduced feedback scheduling approaches are proposed. In the first approach, which we shall refer to as selected feedback scheduling, the users are selected based on their SINR compared to a predesigned threshold. Only those selected users are allowed to feed back limited information to the BS. The resultant feedback load and achievable throughput are derived. It will then be demonstrated that with a proper choice of the threshold, the feedback load can be greatly reduced with a negligible performance loss. The second reduced feedback scheduling approach employs quantization for each user, in which only few bits of quantized SINR are fed back to the BS. Performance analysis will show that even with only 1-bit quantization, the proposed quantized feedback scheduling approach can exploit the multiuser diversity at the expense of slight decrease of throughput.
I. INTRODUCTION
M ULTIPLE-INPUT multiple-output (MIMO) systems with a number of transmit and receive antennas hold the promise of achieving high capacity over wireless channels [1] , [2] . One key benefit of MIMO is the resultant spatial diversity gain which can be exploited to get a more reliable reception performance. Space-time block coding (STBC) is a MIMO technique which can achieve the maximum spatial diversity gain in an efficient way [3] . Another merit of using MIMO arises from the high spatial multiplexing gain which can be obtained by sending independent information streams over any transmit-receive antenna pair simultaneously [4] , [5] .
In the context of a broadcast channel (BC) in a MIMO cellular system, the spatial diversity gain or multiplexing gain can still be achieved for a single user. From the system point of view, however, the total throughput may not be optimal because a potential inherent multiuser diversity is not exploited. Multiuser diversity is a form of selection diversity among users which arises from the independent fading channels between the base station (BS) and the multiple users [6] , [7] . To take advantage of the multiuser diversity, a variety of multiuser scheduling algorithms have been proposed for MIMO downlink transmissions in [8] - [14] . But these are mostly based on time-division-multiple-access (TDMA) in which the BS transmits to only one user at a time. It was later shown that the maximum achievable sum-rate using TDMA for MIMO broadcast channels is only a small fraction of the sum-rate capacity of MIMO broadcast channels [15] .
Dirty paper coding (DPC) has been shown to be an optimal approach to achieve MIMO broadcast channel capacity by serving multiple users simultaneously [16] , [17] . Compared with TDMA, DPC can achieve a linear increase of capacity in min(M, K) times [15] , where M is the number of transmit antennas and K is the number of users. To alleviate the computation burden of DPC, simple sum power iterative water-filling (IWF) algorithms were proposed in [18] , [19] . For a large number of users, some practical techniques with reduced complexity to achieve the sum capacity have also been investigated in [20] - [24] . To reduce the amount of channel feedback and the computation complexity, user selections were also considered. Through the use of a simple norm-threshold feedback protocol, the maximal scaling of the sum rate is achievable [25] . In [26] , only those users with the singular values above a set threshold are allowed to feed back the channel information to the BS. In [27] , a low-complexity suboptimal user selection scheme, which was referred to as the semi-orthogonal user selection (SUS) algorithm, was proposed. When the user selection algorithms in [26] and [27] are combined with zero-forcing (ZF) beamforming, the optimum sum-rate throughput can be asymptotically achieved when K goes to infinity.
The aforementioned DPC and the related low-complexity algorithms require perfect knowledge of the channel state information at the transmitter (CSIT). However, it is not practical to assume that the channel coefficients are perfectly known at the transmitter. Furthermore, with an increasing number of antennas and users, the feedback amount of CSI becomes huge. In situations where the feedback is severely limited, quantization of the information needed at the transmitter seems to be attractive [28] . With finite rate feedback, it was shown in [29] that the transmitter can obtain quantized CSI through a random quantization codebook. Full multiplexing gain can then be realized if the number of feedback bits scales with the signal-to-noise ratio (SNR). In [30] , and by assuming perfect knowledge of CSI at the receiver only, the signal-tointerference-plus-noise ratio (SINR) is made available to the 0733-8716/07/$25.00 c 2007 IEEE transmitter and only those users with high SINR are allowed to receive information. The throughput is then shown to be asymptotically optimal and scale as M log log(KN ), where N is the number of receive antennas at each user.
In this paper, we will investigate several SINR-based scheduling algorithms for MIMO broadcast channels in the absence of CSIT. Firstly, we propose a MIMO broadcast scheduling with the feedback of SINR from all users, namely full feedback scheduling. In this scheme, spatial multiplexing and receive antenna selection are both employed. With antenna selection for each user and feedback of SINR from all users, the BS transmits M independent information streams to M users with high SINR simultaneously. This scheme is similar to the one proposed by Sharif and Hassibi in [30] . But ours differs from [30] in that receive antenna selection is used for each user, whereas in [30] every receive antenna is employed as an individual user. Because forcing multiple closely spaced antennas belonging to a single user to receive different signals would require extra cost and power, the antenna selection scheme is preferred. Moreover, it will be shown later that our scheme requires less feedback load without loss of throughput as opposed to [30] .
We further propose two MIMO broadcast scheduling algorithms with limited feedback. In the first one, which we shall refer to as selected feedback scheduling, users are selected based on their SINR compared to a set threshold. Only those selected users are allowed to send back their SINR to the BS. The achievable sum-rate throughput and the resultant feedback load reduction are then studied over Rayleigh fading channels. Performance analysis will demonstrate that the feedback load can be substantially reduced with a negligible loss of throughput. It should be mentioned that a similar technique, SNR thresholding, was proposed in [31] in the context of single-antenna multiuser scheduling. In our second scheduling algorithm with limited feedback, namely, quantized feedback scheduling, only few bits of quantized SINR of each user are sent back to the BS. It should be remarked that quantized feedback was applied to multiuser diversity in single-antenna systems [32] - [34] . In contrast, here the quantization of SINR is employed for each user in a multiuser MIMO system. Performance analysis will show that even with only 1-bit quantization, the achievable sum-rate throughput increases with the increasing number of users.
The rest of this paper is organized as follows. Section II introduces the system model. In Section III, a multiuser scheduling algorithm with SINR feedback from all users is proposed for MIMO broadcast channels and its achievable throughput is obtained numerically. Section IV proposes a selected feedback scheduling algorithm. The achievable sumrate throughput and the feedback load are derived. Section V proposes a quantized feedback scheduling algorithm. In particular, 1-bit feedback scheduling is investigated. Section VI presents further comparison results of all the proposed scheduling algorithms. Finally, we draw our conclusions in Section VII.
II. SYSTEM MODEL We consider the downlink of a single-cell wireless system where the BS with M antennas communicates with K geographically dispersed users, each having N antennas. In a typical cellular system, we often have K >> M and M ≥ N . Assume that only J out of K users are allowed to communicate with the BS simultaneously at any given time slot t. Let A(t) be the set of active users which are assigned a non-zero rate at time slot t. Thus, the cardinality of
be an active user at time slot t, whose received signal is given by 
Gaussian with zero mean and unit variance and represents the complex channel gain from the transmit antenna m to the receive antenna n of user k at time slot t. The scalar α k models the power attenuation due to the path loss and shadow fading.
We assume that the total transmit power is equal to 1, i.e.,
where Tr(·) stands for the trace of a matrix. This ensures that the total transmit power is not dependent on the number of transmit antennas. The block-fading channel model is considered in which the channel coefficient h t k (n, m), ∀m, n, k is quasi-static and frequency non-selective in time slot t but varies independently in different time slots. Furthermore, the channel h t k (n, m) is uncorrelated with other channels h t k (n , m ) for any two distinct pairs (m , n , k ) and (m, n, k). Throughout this paper, we assume that the MIMO channels are perfectly known at the receiver, but are unknown at the transmitter.
We may regard model (1) as a general description of several scenarios in downlink transmissions as follows: [20] , [26] , [27] , [30] , [35] . In this paper, we focus on the problem of multiuser scheduling in the last scenario, where multiple users are scheduled simultaneously at any time.
The symbol x(m) is transmitted through antenna m with x(m) assumed to be independent for m = 1, · · · , M. The average transmit power per antenna is
M , thereby ensuring that the total transmit power is 1. The received signal at the nth antenna of user k can then be derived from (1) as
Assume that the signal x(m) is the desired signal for user k.
By regarding other signals x(m ), m = m as interference, we can get the instantaneous SINR of y k (n) as
In [30] , a downlink scheduling scheme is proposed with SINR feedback. For the MIMO case, it treats each receive antenna at any receiver as an individual user, so that there are effectively N K single antenna receivers. With the feedback of the maximum SINR of each user along with the index m which achieves the maximum SINR, the BS will transmit M independent signals to M users with the highest SINR simultaneously. Let
The asymptotic analysis in [30] shows that the achievable throughput is M log log(N K) when K goes to infinity. However, the SINR-based scheduling algorithm in [30] requires the feedback of KN SINR values and the feedback load increases with the increase of the number of receive antennas.
III. MIMO BROADCAST SCHEDULING WITH SINR FEEDBACK
In this section, we propose a MIMO downlink scheduling algorithm with antenna selection. It only requires a feedback of total K SINR values. Performance analysis shows that the reduced feedback scheduling does not induce any loss of throughput and fairness compared with [30] .
A. Scheduling Algorithm
The proposed scheduling algorithm with the full feedback of SINR can be described as a two-stage algorithm: feedback by users and scheduling by the BS. For
End For The key idea behind the above scheduling algorithm is that each user firstly selects the most favorable transmit antenna Tx k and receive antenna Rx k for achieving the maximum SINR B k and then feeds the corresponding B k along with the index Tx k to the BS. Since receive antenna selection is performed at each user, the total feedback load at each time slot is K real values 
B. Throughput Analysis
In the following, we will derive the average achievable throughput of the proposed scheduling algorithm over Rayleigh fading channels.
Under Gaussian codes and the minimum distance decoding at receiver, the instantaneous sum-rate of the scheduling with the feedback of SINR is
where SINR 
where
M for any k and m, we can get the average of cardinality
, where
. Then, the PDF and the CDF of Z l can be given by [30] 
Let Then, the CDF of U can be easily given by [36] 
The PDF of U is given by
Using (5) and (6), the system throughput averaged over Rayleigh fading channels is given by
In heterogeneous networks, the achievable throughput of the proposed scheduling algorithm can be obtained by substituting (12) into (13) . Consequently, we get
where f Z l (t) and F Zj (t) are given by (8) and (9), respectively. In homogeneous networks, all users have an identicalγ. Then, (12) reduces to
Hence, the achievable throughput of the MIMO downlink scheduling averaged over fading channels is
The numerical approximation of the throughput given in (16) results from the approximation P ≈ U in (6). Since the PDF of U is used to approximate the PDF of P in calculating the throughput in (13), we should evaluate the accuracy of the approximation.
In Fig. 1 , we compare the PDF f U (t) and f P (t) at 10 dB SNR with M = 2 and N = 2 for 16, 32 and 64 users, respectively. The PDF f U (t) is obtained numerically from (15) , whereas the PDF f P (t) is plotted by simulating P with 100, 000 random runs according to (11) . It can be seen from Fig. 1 that the PDF f U (t) matches the PDF f P (t) very well. Thus, the approximation in (13) is very tight. Similar observations can be obtained from Fig. 2 which shows the PDF f U (t) and f P (t) at 0 dB SNR with M = 4 and N = 2 for 32, 64 and 128 users, respectively.
We further perform the simulation of the MIMO downlink scheduling algorithm with M = 2, N = 2 for 0, 5 and 10 dB SNR, respectively. The simulation results of the achievable throughput are compared with the numerical results and are shown in Fig. 3 . Such figure demonstrates that the numerical results obtained from (16) 
C. Discussion
In [30] , three signal reception approaches were proposed for the case of multiple antennas at each receiver. It was then shown to achieve the largest throughput, each receive antenna should be treated as an individual user. By doing so, the Kuser M × N system is converted to (N K)-user M × 1 system [30] . Note in the case of single antenna for each user, our approach is the same as the one in [30] because no receive antenna selection is needed. Thus, (16) can also be used to evaluate the performance of the approach in [30] for (N K)-user M × 1 system. Then, we get
It should be mentioned that (16) is the achievable throughput of our approach using receive antenna selection at each user, whereas (17) is the achievable throughput of the approach in [30] which treats each receive antenna as an individual user. After observing that the right hand side (RHS) of (16) is identical to the RHS of (17), we can see that our approach does not induce any performance loss compared with the best approach proposed in [30] . Next, we will show that our algorithm is in fact equivalent to the algorithm of [30] in terms of performance though they are different in terms of receiver design. As shown in (5), for the signal transmitted from the mth antenna, the best user k * is selected with the largest SINR
can be approximated by max l∈{1,··· ,N K} Z l , i.e., P ≈ U where U and P are given in (10) and (11), respectively. The close approximation of the PDFs of U and P along with the resultant throughput has been validated. Thus, we can conclude that our scheduling algorithm with antenna selection is equivalent to the algorithm of [30] that chooses the user with the largest SINR from all N K users each with single antenna.
In heterogeneous networks, the users usually have various SNRs due to their different distances from the base station. A scheduling algorithm that only takes advantage of the best channel gain will then induce the unfairness of rate allocation in heterogeneous networks, even though it can maximize the system throughput. This is because the user located far from the BS will be seldom scheduled and the user near to the BS will dominate the resources. Therefore, the fairness issue is a major concern for the design of practical multiuser MIMO systems. Next, we would like to evaluate the fairness of our proposed scheduling algorithm based on the SINR feedback with antenna selection.
Assume that user k * is the weakest user with the smallest SNR, i.e.,γ k * =γ min = min k∈{1,2,··· ,K}γk . Let Pγ min,m,Rxk * be the probability of the event that antenna Rx k * of the weakest user k * is scheduled for the signal transmitted from the mth transmit antenna, which is given by
Using (6), we further obtain
where Z j is the SINR of the virtual user j in the N K-user M × 1 system corresponding to the antenna Rx k * of the weakest user k * in the K-user M ×N system after treating all N K receive antennas as individual users. Z l is given by (7) and its PDF is given by (8) . Next, we recall the main result of [30, Theorem 6] and get m,n for m = 1, · · · , M and n = 1, · · · , N have identical distributions, Pγ min,m,n , which do not depend on the indices of the transmit antenna m and receive antenna n. Therefore, each antenna of the weakest user has the same probability to access the system resources. In other words, the weakest user has a probability of 1 K to be scheduled by the proposed scheduling algorithm with antenna selection. It achieves the same fairness as that of [30] .
Finally, we should stress that our scheduling with antenna selection does not induce any loss of throughput nor fairness compared with [30] . However, from the point of view of practical implementation, receive antenna selection for MIMO downlink scheduling proposed in this paper is much more favorable .
IV. MIMO BROADCAST SCHEDULING WITH SELECTED FEEDBACK
In this section, a scheduling algorithm with selected feedback of SINR is proposed for MIMO broadcast channels. The achievable throughput and the feedback load are also analyzed.
A. Scheduling Algorithm
The proposed scheduling algorithm with the selected feedback of SINR can be described as a two-stage algorithm: selected feedback by users and scheduling by the BS. 
user k is selected to feed back to the BS Tx k and B k .
Else, user k does not feed back anything. 
End If End For

2)
For every selected user k,
The principal idea behind the selected feedback scheduling is that only those users whose maximum SINR are larger than a predesigned threshold λ can be selected to feed back the SINR to the BS. The advantage of this algorithm is that a low feedback is obtained due to the user selection.
B. Throughput Analysis
Note that I m is the set of selected users preferring to the mth transmit antenna. Let S m denote the set of all users having
The system throughput averaged over Rayleigh fading channels is then given by
By substituting (20) into (19) and using (10), we can obtain
After substituting (12) into (21), we can get the achievable throughput in heterogeneous networks as
where f Z l (t) and F Zj (t) are given by (8) and (9), respectively. In homogeneous networks, we can substitute (15) into (21) and obtain
It can be observed that when λ → 0, (22) is equivalent to (16) .
To investigate the accuracy of the approximation in (22), we perform simulation of the selected feedback scheduling with M = N = 2 at 10 dB SNR for λ = 4, 8 and 10 dB, respectively. The simulation results are compared with the numerical results achieved by (22) and are shown in Fig. 4 . We can see that the numerical results match the simulation results with negligible difference. Furthermore, with the increase of the threshold, the throughput is decreased. This is reasonable because less users are allowed to participate in the feedback when the threshold is increased.
C. Feedback Load Analysis
Assume that l users are selected for feedback in one time slot. This indicates that there are l users satisfying B k ≥ λ. Since B k = max m∈St,n∈Sr SINR (k) m,n ∀k are i.i.d., we can denote F B (t) the CDF of B k . Then, the probability of selecting l users in the current time slot is
With the notation of Z l in (7), we can obtain
and
The average feedback load of the selected scheduling is given by
To compare with the full feedback scheduling, we define the average feedback load ratio (FLR) ζ as
Using (23)- (26), we can rewrite (27) as where F Z (λ) is given by (9) .
Note that using
we can rewrite (28) as
From (30), we can see that the FLR is not dependent on the number of users K. Fig. 5 shows the comparison in the average FLR for λ = 4, 8 and 10 dB at 10 dB SNR, respectively. Those results demonstrate that the numerical approximation given by (30) is very accurate. Furthermore, it can be observed that the FLR is not dependent on the number of users. Also, when the threshold is increased, FLR decreases.
D. Throughput-FLR Tradeoff
From (22) and (30), it can be seen that the throughput and FLR both depend on the threshold λ and decrease when λ increases. Therefore, a tradeoff exists between increasing the throughput and decreasing FLR. In practice, two schemes may be used: throughput-oriented and FLR-oriented. The former scheme is to minimize FLR while guaranteeing a target throughput. The latter scheme is to maximize the throughput while attaining a target FLR. Since the numerical solutions (22) and (30) closely approximate the throughput and FLR, respectively, they can be efficiently employed to investigate the throughput-FLR tradeoff performance. Fig. 6 shows the throughput-threshold curve using ( 7 shows the FLR-threshold curve using (30) for the FLRoriented scheme. Given a target throughput, we could find the maximum threshold from Fig. 6 and then use the threshold to get the corresponding FLR from Fig. 7 which is the minimum FLR to get the target throughput. For instance, in the case of M = N = 2 with K = 64 at 10 dB SNR, the target throughput is 6.3 bps. Firstly, we can read from Fig. 6 that the threshold corresponding to the target throughput is 10 dB. Then, from Fig. 7 , we get that the corresponding FLR is 0.05. Given a target FLR, say 0.4 for M = N = 2 at 10 dB SNR, we can observe from Fig. 7 that the corresponding threshold is about 5 dB which is not dependent on K. From Fig. 6 , we can also see that the throughput is 7.7 bps which is also the maximum achievable throughput. Therefore, we can conclude that FLR can be greatly reduced without sacrificing the throughput. Finally, in Fig. 8 , we show the system throughput with respect to the required FLR for various number of users. It shows that the FLR can be reduced to 0.2 without loss of system throughput for more than 32 users when 
V. MIMO BROADCAST SCHEDULING WITH QUANTIZED FEEDBACK
In this section, a scheduling algorithm with quantized feedback of SINR is proposed for MIMO broadcast channels. The achievable throughput is also derived and in particular scheduling with 1-bit feedback is investigated.
A. Scheduling Algorithm
The proposed scheduling algorithm with the quantized feedback of SINR can be described as a two-stage algorithm: quantized feedback by users and scheduling by the BS. 
Compared with the full feedback scheduling where each user feeds a real value B k to the BS, the quantized feedback scheduling requires each user to send back a quantized value Q(B k ) which can be represented by few bits. In fact, a real value B k is quantized into one of a few levels q k = Q(B k ) where
The number of levels L is determined by the number of bits b required to represent a value B k and L = 2 b . With the feedback of q k and Tx k from all users, the BS will firstly cluster the users having Tx k = m into the set I m and then cluster the users achieving the maximum of q k for all k ∈ I m into the set J m , i.e. J m = {k|k = arg k max k∈Im q k }. Obviously, J m ⊆ I m . Finally, the transmit antenna m is allocated to user k * m which is randomly selected from the set J m .
B. Throughput Analysis
The instantaneous sum-rate achieved by the quantized feedback scheduling is given by
where rand{B k , ∀k ∈ J m } denotes the random selection of an element from the set {B k , ∀k ∈ J m }. Note that B k is approximated by (24) and the CDF of B is given by (25) . Let V = rand{B k , ∀k ∈ J m }. The average total throughput is then given by
where f V (v) denotes the PDF of V and will be derived next. Thus, the CDF of V is
where F B (v) denotes the CDF of B and is given by (25) . 1 ≤ r ≤ K . For the remaining (K − r) users, their B k must be smaller than λ i . Thus, the CDF of V is
Consequently, the PDF f V (v) is given by
MN−1 . The PDF f Z (v) and the CDF F Z (v) are, respectively, given by (8) and (9) . After substituting (33) into (32), we can obtain the approximation of the achievable throughput by the quantized feedback scheduling.
C. 1-bit Feedback
In the case of a quantization with 1-bit, each user feeds 1 or 0 back to the BS according to the threshold λ 1 , thereby, obtaining the minimal feedback load. In this case, (33) can be rewritten as
Therefore, the average total throughput (32) is given by
where the approximation is obtained from K/M . The PDF f Z (v) and the CDF F Z (v) are, respectively, given by (8) and (9) .
When K goes to infinity (while
K MN → 0 for a fixed value λ 1 < ∞. Then, the throughput of (35) is derived as
If the quantization threshold λ 1 is fixed, it can be seen from (36) that the total rate will be a constant. This implies that the multiuser diversity is lost in this case.
To validate the accuracy of (35), the quantized feedback scheduling is simulated for M = 2, N = 2 at SNRγ = 0, 5 and 10 dB, respectively. The 1-bit quantization is used and the threshold λ 1 is always fixed as the value equal toγ. Fig.  9 shows the simulation results and the numerical results of the average total throughput achieved by the quantized feedback scheduling. The performance comparison between the numerical and simulation results shows a good approximation of (35) . Moreover, when K goes to infinity the throughput approaches a fixed value. It demonstrates that the multiuser diversity is lost, thereby, corroborating the analysis of (36) .
For any given M, N and someγ in (35) , it can be seen that the throughput is a function of λ 1 and K, simply denoted by E(R) = f (K, λ 1 ). Hence, it is not optimal to fix the value of the threshold λ 1 for various K to enhance the throughput. Intuitively, an optimal λ 1 which maximizes throughput should depend on the value of K. To search for the optimal quantization threshold, we need to solve ∂f (K,λ1) ∂λ1 = 0. As seen from (35) Throughput comparison of the quantized feedback multiuser scheduling between using fixed quantization and adaptive (optimal) quantization thresholds. For the fixed threshold, λ is chosen the same as the SNR and irrespective of the number of users K. For the adaptive threshold, λ is optimized by maximizing the throughput for differnt K. M = 2 and N = 2.
10 dB, respectively. If the threshold is fixed to be 10 dB for all K, then only the case of K = 128 can achieve the maximum throughput. As we decrease K at λ 1 = 10 dB, the gap between the achievable throughput and the maximum throughput is increasing. Hence, we conclude that a fixed threshold is not optimal whereas the optimal threshold should be dependent on K for given M, N and SNRγ.
In Fig. 11 , the throughput of 1-bit quantized feedback scheduling with the optimal quantization threshold is compared with the one using the fixed threshold for M = N = 2 under 5 and 10 dB SNR. The optimal threshold is obtained by maximizing the throughput whereas the fixed threshold is chosen as the value equal to the SNR. This figure shows that the fixed threshold values achieve the maximum throughput only when K = 32 for 5 dB SNR (λ 1 = 5 dB) and K = 128 for 10 dB SNR (λ 1 = 10 dB), respectively. Fig. 12 shows the performance comparison among the three scheduling algorithms proposed in this paper for M = N = 2 at 10 dB SNR. The threshold for selected feedback scheduling is chosen as 5 dB which can get an FLR 0.4 irrespective of K as shown in Section IV-D. For the 1-bit quantized feedback scheduling, the optimal quantization threshold is chosen from (35) adaptively for various K so as to achieve the maximal throughput. Fig. 12 shows that the selected feedback scheduling achieves the almost identical throughput as the full feedback scheduling for more than 32 users while obtaining a reduction of 60% in feedback load. The 1-bit quantized feedback scheduling has a lower throughput, but the multiuser diversity is obtained and suffers a loss around 0.6 bps compared with the full feedback scheduling.
VI. FURTHER RESULTS
VII. CONCLUSION
We have investigated several multiuser scheduling algorithms with limited feedback in MIMO broadcast channels. Combined with spatial multiplexing and receive antenna selection, the proposed scheduling algorithms can achieve high multiuser diversity. It was shown that with user selection based on SINR, the feedback load can be greatly reduced with a negligible throughput loss. In particular, the scheduling with quantized feedback requires a smaller feedback load by transmitting a few bits of quantized SINR. As a special case, 1-bit quantization was shown to be very attractive as it can achieve multiuser diversity with minimal feedback load.
The aim of this paper was to consider broadcast scheduling with limited feedback of partial side information in MIMO channels. Other interesting topics remain open such as the investigation of broadcast scheduling algorithms for MIMO-OFDM systems as well as extensions to packet-based transmission where cross-layer design can be used to achieve the optimal throughput with quality-of-service (QoS) provisioning.
