Abstract-A particular three-layer capacitated location-routing problem is investigated in which there exist two echelons of facilities to be located. A Lagrangian relaxation is used to separate the problem and obtain lower bound. Subgradient optimization is used to improve the lower bound and feedback information among the sub problems. Genetic algorithm and other heuristics are used to solve subproblems. Two level chromosome coding method composed of binary code and real code and corresponding crossover operator and mutation operator is used. The numerical results indicate that the method is efficient for solving small scale problem.
INTRODUCTION
Facility location and vehicle routing are interrelated areas. The classical facility location problem ignores tours while locating facilities and subsequently may lead to increased distribution cost [1] . In the case of full truckload quantities, the cost of delivery is independent of the other deliveries made, whereas in the case of LTL quantities, the delivery cost depends on the other customers on the route and the sequence in which customers are visited. Eilon, Watson-Gandy and Christofides were among the first to highlight the error introduced by approximating LTL shipments by full truckloads [2] .The different location decision is made from the different delivery cost [3] . Therefore, Integrated location-routing problem(LRP) combines three components of supply chain design: facility location, customer allocation and vehicle routing.
This also implies an integrated solution approach [4] . Integrated LRP can usually be modeled as a combinatorial optimization problem. We note that it is a NP-hard problem; there are limited exact algorithms for LRP. More papers use heuristic methods. Watson-Gandy and Dohrn use sequential method [5] , Barreto et al. use clustering-based method [6] . Both sequential methods and clustering-based methods cannot guarantee an optimal solution to the combined problem because of the decomposition of original problem and no feedback. Wu, Low and Bai use iterating between location and routing phases, both phases rely on a combined tabu search and simulated annealing framework [7] . Clearly, the crux of the problem here is just how information can be compressed from one phase and fed into the other.
Lagrangian relaxation, combined with subgradient optimization, is one of the most widely used approaches in determining the solution to hard and large combinatorial optimization problems. Beasly successfully apply the Lagrangian relaxation to solve single-source, capacitated facility location problem [8] . Li zhihua et al. proposes an enhanced Branch-and-bound algorithm based on a Lagrangian heuristic for product flow network design problem. Their National High-tech R&D Program of China(Grant #2006AA04119-5,Grant #2007AA04Z189, Grant #2008AA04A105), Natural Science Foundation of Liaoning Province China(09L3170301) results indicate that this algorithm could constitute an efficient approach [9] . Typically, three-layer problems include product flows from plants or depots to distribution centers to customers. Most of the research about this problem pay attention to determining the location of distribution centers and the optimal set of vehicle routes serving the customer nodes while supposing the location of plants are present [10] [11] . To make strategic decision, the interdependence between location decisions of depots and distribution centers can not be ignored.
In this paper, we investigate a three-layer distribution network, considering locating two layers' facility simultaneously and establishing delivery routes from the distribution centers to customers, while each customer's requirement is less than a truckload. As the distribution center's demand is usually a full truckload, the shipments from the depots to the distribution centers are made in truckload quantities. We apply a Lagrangian relaxation to separate the original problem, and use subgradient optimization to feedback information. A Genetic algorithm and other heuristics are used to solve the sub problems.
II. MATHEMATICAL MODEL
In this paper, we assume the depots have unlimited capacity, but each distribution center has limit on its capacity. We also assume there are enough candidate vehicles, but each vehicle has limited capacity.
To formulate the problem, we introduce the following inputs and sets notation:
are the nodes of We can then formulate the problem as
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; (11) , , , , 0,1
The objective function (1) is the total costs consisting of the cost of establishing depots and distribution centers and the delivery cost from the depots to the distribution centers, the delivery cost from the distribution centers to the customers. Constraint set (2) ensures that each distribution center can be serviced by only one depot, Constraint set (3) forces each customer to be on exactly one route, Constraint set (4) restricts the throughput at each distribution center to the maximum allowed at that site, Constraint set (5) imposes a capacity restriction for each vehicle, Constraint set (6) states that any route entering node also must exit that same node. Constraint set (7) states that a route can operate out of only one distribution center. Constraint set (8) states that if route k leaves customer node i and also leaves distribution center j , then customer i must be assigned to distribution center j , Constraint set (9) ensures that each customer is assigned to exactly one distribution center, and (10) ensures that the distribution centers are assigned only to open depots. The corresponding requirement of assigning customers to open distribution centers is taken care of by (11) . Constraints (12) are standard integrality constraints.
III. LAGRANGIAN HEURISTIC
A Lagrangian relaxation is created by removing (relaxing) a set of constraints, weighting them with Lagrangian multipliers and then placing them in the objective function. The purpose is to obtain a relaxed problem, called Lagrangian subproblem, which is easier to solve than the original problem. The objective value from the Lagrangian relaxation problem, for any given set of multipliers, provides a lower bound (in the case of minimization) for the optimal solution to the original problem. The best lower bound can be derived by solving the Lagrangian dual using efficient subgradient optimization. Information obtained from the Lagrangian relaxation is then often used by application-dependent heuristics to construct feasible solutions and hence upper bounds to the original problem.
A. Lagrangian Relaxation
Two constraints are introduced which are redundant in the original formulation but that are active in the relaxed version. This method can tighten the relaxed formulation. 
Constraints (13) ensures that at least one depot must be built. Constraints (14) requires the total capacity among the open distribution centers must exceed to total customers demand. Adding the above constraints and relaxing constraint sets (10) and (11) 
Problem LR YZ is multiple-depot vehicle routing problem, and can be solved by using Genetic algorithm.
1) Coding design and generate initial population
A two-level chromosome coding method composed of binary code and integer code as is described in Fig. 1 
is whether customer i is served by vehicle k , and the service sequence is q if the customer is on the route k [13] . Then the
Popsize) is generated randomly, and each chromosome is different from each other. The Popsize is the number of chromosomes in the population. 
2) Generate feasible solution

3) Evaluate the fitness value
IF the chromosome is corresponding to an unfeasible solution, set a large value to its objective function. Then, take the reciprocal of the objective function as the fitness function value.
4) Genetic operator
Selection operator reproduces a chromosome by proportional selection.
Crossover operator carry out Partially Matched Crossover(PMX) method in two segments separately. The crossover rate is 07.
Mutation operator is to change one gene value in segment A randomly, and reverses genes between two random points in segment B. Mutation chromosome is compared with the father chromosome, the better one is selected. Mutation rate is set to 0.02, and will change to 0.1, if the best fitness value does not improve more than 20 generations.
In order to prevent the optimal solution of certain evolutionary generation from destroying by the crossover and mutation operation, the way of conserving the best individual is used. That is, the best individual is retained in the next generation by replacing the worst individual with the current best one.
B. Subgradient Optimization
Subgradient optimization is an effective method to find the optimal Lagrangian multiplier. The method generate a sequence of multiplier vectors in a subgradient search direction. Using the multiplier vectors, the dual problem converges to the optimal solution, which can be used as the best lower bound of original problem.
Given a set of starting multipliers 0 sj O and 0 ij J , a sequence of multipliers is generated using the following rule: t E is set to 2 and K is set to 1.05 [8] at the start of the procedure and is halved whenever the bound does not improve in 4 consecutive iterations.
The subgradient optimization terminating rule is taken, that is (1)
,which is a perfect state and is difficult to be obtained in actual computation. Hence it is usually replaced with H [ t .In our paper, H is set to 0.01; (2) The maximal iteration number is set to 200 to control the compute complexity.
C. Generate Feasible Solution
The feasible solution is generated using Genetic algorithm. Firstly, take the last generation population of Problem LR YZ as the initial population. Then decode chromosome to calculate the original objective function value. The reciprocal of the objective function is taken as the fitness function value. Other operators are same as which used in solving the problem LR YZ . Finally, for each feasible solution, assign each distribution center having customers to the nearest depot that is open.
IV. COMPUTATIONAL EXPERIMENTS
We have implemented the proposed algorithm in C++ and tested its performance on a Pentium 4 PC. The test problem has 5 potential depots, 10 potential distribution centers and 20 customers. Other characteristic are presented in Table I . For the convenience of calculating, all costs are integer. And the proportion of the transport cost in the whole cost is too large. The single period transport cost is actually smaller than facility fixed costs, but the facility locations are normally for a much longer period including many transport periods, hence the proportion of the transport cost is feasible.
We run the algorithm 20 times for the problem. The computational results for each problem are presented in Table  II.   TABLE II. RESULTS FOR THE FIREST PROBLEM The second column and the third column show the number of depots and distribution centers in the best feasible solution. The fourth column shows the lower bound. The fifth to the last columns show the best feasible solution, the relative duality gap and CPU time separately. As the problem is a NP-hard problem, it is difficult to find the optimal solution to compare with the solution of our algorithm. So the relative gap (%) is used to estimate the performance of the algorithm.
We tested a number of different values for the initial step length, for the threshold value of halving the step length and for the maximum of subgradient iteration to improve searching efficiency. For the numerical results reported here, the following values of parameters were selected. At all nodes the initial t E is set to 2 and then halved whenever the solution does not improve in 4 consecutive iterations. Select these parameters, the CPU time will be controlled in acceptable range. In order to control the compute complexity, the maximal iteration number of subgradient optimization is set to 200. Thus the lower bound is not tight enough, and cannot achieve a good evaluation. But we compare this solution with Jin, Zhu and Shen [14] , who use an improved Brand and Bound algorithm to solve the problem. The best solution of the first problem in that one is 2878. It is greater than the solution in this paper. But the CPU time cost in this paper is more than [14] . As for the time limit, the size of population of Genetic algorithm is 400; it is small for the scale of the problem, and affects the best solution. So the algorithm in this paper is more feasible for solving small scale LRP. This paper is an attempt to solve the difficulty of feedback, the method performs effectively.
Because the static (single-period) LRP is very much prone to the criticism that the planning horizons of the location and routing subproblems do not match [4] .The facilities are located at the beginning of the planning horizon and vehicle routes vary with the variations in customer demand.Hence, a simple method of increasing the delivery cost weighting in solving single-period LRP will minimize the cost of a long planning horizon including multiple route planning horizons. Salhi and Nagy assume that the depots are fixed throughout the planning horizon but the vehicle routes change following changes in customer demand [15] . It is also assumed that the customer set does not change. A number of solution approaches are investigated.
V. CONCLUSION
In this paper, we have investigated a three-layer distribution network location-routing problem considering locating two layers' facility simultaneously, and have formulated mathematical model. We have use a Lagrangian relaxation to separate the original problem to three sub problems, and use subgradient optimization to feedback information among them. A Genetic algorithm is used to solve the vehicle routing sub problem, and uses a two-level chromosome coding method composed of binary code and integer code. At the same time, crossover operator and mutation operator are improved. Numerical results for this algorithm show that the algorithm is more suitable for small size problems. For large scale problem, it is necessary to design more efficient methods.
