Abstract. The textbook first encounter with nonlinearity in a partial differential equation (PDE) is the first-order wave equation: ut + uux = 0. Often referred to as the inviscid Burgers equation, many are familiar with this equation in the theoretical contexts of characteristics, wavebreaking, or shock propagation. Another canonical behavior contained within this simplest of PDEs is the spectral cascade. Surprisingly, buried in a little-known 1964 article by G.W. Platzman is an elegant example of an exact Fourier series solution associated with a purely sinusoidal initial condition. This Fourier representation, valid prior to wavebreaking, is generalized to arbitrary continuous initial conditions on both the periodic and infinite domains. Within the specific example of Platzman's original problem, it is also shown that a perturbation solution linearized about the initial condition provides a short-time representation that embodies the spectral cascade uniformly to large wavenumbers.
1. Introduction. One of the first nonlinear partial differential equations (PDEs) typically encountered in the applied mathematical canon is the wave equation
which, though elementary, provides a rich introduction to nonlinearity. As a first-order PDE, it provides an example with exact representations for the quasi-linear characteristics. Convergence of these characteristics leads to wavebreaking, multiple-valuedness and the development of shock structures. Subsequent propagation of discontinuities is governed by Rankine-Hugoniot conditions obtained from conservation law properties of weak solutions. Beyond this, there is a vast literature associated with this equation whose early references include the simple wave of advection in one-dimensional fluid flow [5] , the inviscid limit of Burgers equation [2] , and the kinematic wavespeed equation [18] .
Without the advantages of linearity, the usual applications of Fourier methods do not generate modal solutions to (1.1). Rather the opposite occurs, as the forward time evolution from a sinusoidal initial condition, via the wave steepening process, immediately generates a solution with non-zero Fourier amplitudes at all scales. This is an example of a spectral cascade, whereby the nonlinear interaction of Fourier modes leads to an increase in the Fourier amplitudes at shorter spatial scales (higher wavenumbers). While this imagery of the downscale cascade is quite intuitive, as the textbook Fourier methods do not apply to nonlinear PDEs, the absence of illustrative examples is one barrier to elementary-level analysis of this process. It is relatively unknown however that a Fourier series solution, whose coefficients are expressed as Bessel functions, can be elegantly derived for the evolution of (1.1) in the special case of a sinusoidal initial condition. This surprising result, by G.W. Platzman in 1964, appeared in Tellus, a journal for dynamic meteorology and oceanography [13] .
In this article, we rederive this result, valid up to the time of first wavebreaking, for a more general integral representation of the Fourier coefficients that holds for arbitrary periodic initial conditions. Then, the downscale cascade for the sinusoidal example is further studied from the perspectives of spectral dynamics, and linearized PDE dynamics about small amplitude initial conditions. This second calculation demonstrates that a simple perturbative approach can produce an approximate representation of the cascade that is uniform to large wavenumbers. Finally, the analysis is extended to the infinite line, where it is applied to the downscale cascade from a Gaussian initial condition.
Coincidentally, the original motivation for revisiting this elementary problem also arose because of a question in atmospheric dynamics. In particular, for rotating, stratified flow there are instances where the generation of smaller scale waves occurs, not directly through a scale-separated process, but rather by a weak downscale cascade. A scaling estimate for the amplitude of the small-scale waves has been obtained based on a crude linearization procedure; however, prudence (and slightly skeptical colleagues) suggested that identification of a concrete precedent would lend credence to the result.
Thus, the primary intent here is the development of perturbative approaches for understanding the downscale cascade at large wavenumbers. The Platzman solution, for which there is an exact Fourier representation, provides a benchmark against which we can compare the results. And since the operative approximation is simply one of linearization, we anticipate that similar estimates can also be obtained for less wellunderstood nonlinear PDE problems. As it happens, the concepts required to relate this particular story nearly read as an introductory syllabus of applied mathematics: characteristics, Fourier representations, special functions, perturbation series, contour integration, and integral asymptotics. So, in keeping with the illustrative nature of this problem, these calculations have been presented in a manner to emphasize its more expository aspects.
2. From Characteristics to Fourier Series. Consider the general initial value problem of the nonlinear wave equation
periodic on a domain −π ≤ x ≤ π. The characteristics are curves in x-t space which are defined by the ordinary differential equation (ODE)
where x 0 labels the originating initial point at (x, t) = (x 0 , 0). Along this characteristic, the PDE (2.1) is now seen to be the perfect derivative
which shows that u maintains the constant value established at its initial point (x 0 , 0). Solutions to the ODEs (2.2) and (2.3) produce the wave solution
expressed as a parametrization on x 0 . Eliminating the parameter immediately produces the well-known implicit, general solution for u(x, t) u = f (x − u t) . It is a consequence of the nonlinearity in (1.1) that (non-trivial) solutions beginning from smooth initial conditions will eventually develop a finite-time derivative singularity. Figure 2 .1 shows the solution u(x, t) beginning from the sinusoidal initial condition
at times t = 0, 1/2, 1, 3/2, where the critical wavebreaking event occurs at t c = 1. Although the can be removed by rescaling, it is retained for future convenience in the short-time analyses of Sections 4 and 5.
At first glance, construction of a Fourier series solution directly from the PDE (1.1) seems unlikely since its nonlinearity precludes the usual application of Fourier transforms. It is a truly remarkable consequence from Platzman's original analysis that the Fourier series representation of u(x, t)
has coefficients a n (t) and b n (t) which can be manipulated into integrals completely determined by the given initial profile f (x). For the sine coefficient b n (t), this reformulation begins from an integration by parts of (2.9), followed by a replacement of u x using the parametrized form of the characteristic x = ut + x 0 (2.4)
Noting that only the dx 0 /dx-term contributes to the full-period integration, changing the variable of integration to x 0 gives
and achieves a final integral which involves only the initial condition (2.1). Analogous operations obtain the cosine coefficients for n ≥ 0
where the exceptional n = 0 case is simply the conservation of the mean by the PDE (1.1). It is important to note that the use of integration by parts assumes that the solution remains continuous, and hence is not valid after wavebreaking. A further step can be taken by substituting the Fourier coefficients (2.12) and (2.11) back into the series (2.7). First, the Fourier sine and cosine sums collapse into a single sum
then, an interchange of sum and integral yields what seems to be a quadrature solution for (2.1). Prior to crossing of characteristics however, u(x, t) cannot depend globally on the initial condition, but is determined exactly by one value of the initial condition. The resolution of this apparent nonlocality is the presence of the modulus in (2.13) which produces a discontinuous integrand. The discontinuity occurs precisely at the unique value of x 0 parametrizing the characteristic (2.4) that determines u(x, t). Shifting the integration domain to the periodic interval x 0 − 2π ≤ y ≤ x 0 allows the removal of the modulus
and after some grouping of terms reduces the integral to the local value f (x 0 ). Similarly, for the case when several characteristics are involved, the integral then becomes a weighted sum over all such characteristic values ±f (x 0 ), where the sign matches that of dx/dx 0 . For instance, when the characteristic solution becomes triple-valued (u b < u m < u t ), the series adopts the value u b − u m + u t . This averaging effect within the Fourier series is illustrated by the thin, dark curve in Thus, although the Fourier series defined by (2.11) and (2.12) no longer satisfies the original PDE (1.1) after wavebreaking, the series retains a meaning related to the multi-valuedness of the characteristic solution (2.4), but not one connected with any of the usual entropy solutions [6] .
3. Platzman's Solution and its Downscale Cascade. The specific example considered by Platzman [13] was based upon the sinusoidal initial condition (2.6) and whose forward evolution is shown as Figure 2 .1. It is this solution for which Platzman essentially realized that the Fourier coefficient (2.11)
resulted in a standard integral representation of the Bessel function of order n [1] . This produced a solution to the nonlinear wave equation (1.1) having an exact expression for its Fourier sine series
where, in the t → 0 + limit, only the n = 1 term is nonzero and the initial condition (2.6) is satisfied. In classical analysis, summations whose terms involve Bessel functions of increasing indices and arguments are known as Kapteyn series [16] . As an historical aside, Platzman also recognized that the identical series also appears in the analysis of the Keplerian orbital problem.
It is clear from the coefficients (3.1) that all modes become activated for t > 0. This is an illustration of a downscale spectral cascade whereby the nonlinear evolution from a single initial Fourier mode leads to the immediate appearance of all smaller scales. A Bessel recurrence identity [1] gives an alternate expression for (3.1)
from which it follows that the n ≥ 2 amplitudes |b n (t)| are strictly increasing up to the time of wavebreaking, since J n (z) > 0 in the interval 0 < z < n [16] . The exception is .2) showing the growth of the n > 1 modes at scaled times t = 1/4, 1/2, 3/4. The exponential spectrum is indicated by linear asymptotes (3.5) which are becoming flatter with time (dash-dot, dash, solid); and thus illustrates a downscale spectral cascade. The decrease in the fundamental n = 1 mode is not discernable on this semi-log axis.
the fundamental amplitude |b 1 (t)|, the source of the cascade, which decreases steadily and is roughly 88% of its original amplitude at the time of critical wavebreaking. Also shown in Figure 3 .1 are lines indicating the large-n asymptotic slopes of the semi-log spectral amplitudes. These are evident from the Debye expansions for the Bessel functions of large index and argument [1] 
where cosh α = 1/ t. The spectral slope thus expresses the exponential decay rate with wavenumber, −α + tanh α, and can be explicitly written in terms of t
This expression is equivalent to that deduced by Sulem, Sulem and Frisch [15] from the pole singularities of the analytic continuation of u(x, t) to the complex x-plane. The early cascade has a spectral slope whose growth is logarithmic in time, and corresponds to a geometric decay of the Fourier amplitudes by the factor t (as also seen later in 5.3). However as the wavebreaking t = 1 is approached, the spectral slope flattens to zero. After this time, the decay becomes algebraic following the development of the derivative singularities as those shown in Figure 2 .2.
4. Spectral Dynamics and the Short-Time Cascade. A conventional approach for analyzing the cascade is by direct substitution of the series (2.7) into the PDE (1.1). For the special case of a Fourier sine series, the terms involved in the sin nx-mode are . . . + b n sin nx + . . .
After applying a trigonometric product identity and re-organizing the terms, a description of the spectral dynamics is obtained as coupled ODEs
for the amplitudes b n (t) over wavenumbers n. The first of the three sums corresponds to downscale transfer involving longer waves with wavenumbers from below, k < n and (n − k) < n. The second corresponds to mixing transfer involving straddling wavenumbers, k < n < n+k; while the third corresponds to upscale transfer involving only shorter waves, n ≤ k < n + k. These last two summations can be combined into a single sum. It is completely opaque as to how the Bessel amplitudes (3.1) could possibly have been directly obtained beginning only from the spectral ODEs (4.2) and the initial conditions {b n (0)} = {− , 0, 0, . . .}.
Analytical progress is possible however, in the limit of small . At O(1) times, the assumption of small amplitude initial condition leads to a wavenumber scaling of the Fourier amplitudes b n (t) = O( n ) and allows a natural truncation of the spectral dynamics (4.2) to involve only the downscale transfer summatioñ
3)
The exact solution to the above truncation must therefore be the small limit of Platzman's solution (3.1)b
which derives from the first non-zero term of the Taylor expansion for the Bessel function [1] . Verification of this, by direct substitution of (4.4) into (4.3), yields a combinatorial identity of uncommon origin -one such instance is found in graph theory as an elementary counting of trees [8] . A direct approach for arriving at expression (4.4) is via a generating function
for which the downscale spectral dynamics (4.3) becomes the first-order PDE
Solution by characteristics leads to the implicit relation
known as Lambert's transcendental equation [4] , whose solution has been designated as the W-function, and gives
However, explicit recovery of the formula for the coefficients (4.4) follows more directly from (4.7) with the application of the Lagrange inversion theorem. Using the Stirling approximation for the factorial in (4.4) gives the large wavenumber behavior
and implies the downscale spectral slope
Thus, at short times ( t 1), the spectral slope (3.5) for Platzman's example is established by downscale transfers through the spectral cascade (4.3).
A Uniform Representation of the Short-Time Cascade.
One conclusion from the previous Section is that even the truncation of the spectral dynamics to the downscale transfer requires the solution of a fully nonlinear problem. As such, the results relied upon considerable good karma in there being an exact solution (4.4) to a system of nonlinear equations (4.3). In this section, a generic linear approach is investigated for constructing an approximate solution to the PDE (2.1) that involves the full spectrum of wavenumbers.
Consider a weakly nonlinear analysis which seeks the form of a perturbation expansion
where the first term is a small amplitude initial condition f (x) = O( ) u 2 (x, t) u 3 (x, t) . . . for 1. The simplest such expansion assumes that the corrections u n (x, t) = O( n ). Substituting (5.1) into the PDE and collecting on powers of gives the sequence of equations
which can be solved iteratively for n ≥ 2 by direct integration for t > 0. For the sinusoidal initial conditions, the first two corrections are
subsequent terms u n (x, t) contain only O( n ) expressions which not only include the short-time harmonicb n (t) sin nx from the downscale transfer (4.4), but also smaller harmonics due to contributions from the straddling and upscale transfers (4.2). Finite application of this method thus produces an O( n ) series expansion limited to the first n harmonics. Such a finite expansion is not a uniform approximation over wavenumbers, since for the sinusoidal initial condition, the extent to which the spectral cascade is realized is limited by the number of terms in the expansion (5.1).
To develop an approach that is more uniform in wavenumber, consider the solution as a disturbance from a small amplitude initial condition
This results in the exact disturbance equatioñ
where the right-side terms are nominally O(
2 ), O( 3 ) and O( 4 ). If (5.5) is approximated by keeping only the f f x -term, then the disturbanceũ(x, t) is O(
2 )-correct and would be identical to u 2 (x, t) as determined by (5.2). Alternatively, an additional order inũ(x, t) is achieved if only the last and nonlinear disturbance term is neglected. This truncation can be interpreted as a first Newton iterate, since theũ-correction is obtained by a linearized solve against a residual error (in the form of the f f x -term). Thus we consider the linearized problem
3 )-correct asymptotic representation. Multiplying the equation though by f (x) and defining v(x, t) = f (x) U (x, t) gives
which is a first-order, but non-constant coefficient and inhomogeneous PDE. Unlike the original PDE (1.1), the characteristics for the linearization (5.6) do not depend on the solution, but only on the initial condition, via
where again, x 0 labels the originating initial point at (x, t) = (x 0 , 0). Along this characteristic, the PDE (5.8) now becomes the perfect derivative
which relies upon the t-independence of f 2 . Direct integration from a zero initial condition gives the solutions
where the label x 0 = x 0 (x, t) is obtained by inverting the solution of the characteristic ODE (5.8). Specifically for Platzman's initial condition, it is shown next that this correction term is no longer spectrally limited to a few harmonics, but embodies a cascade across all wavenumbers. For the case of f (x) = − sin x, the characteristic ODE (5.8) is a nonlinear, but separable equation; hence
from which the trigonometric relation tan(x 0 /2) = e t tan(x/2) follows. Using this and a half-angle identity gives
which, in the Platzman case, effects the inversion of the characteristic label x 0 into the original x, t-coordinates. Thus, the linearized solution (5.10) leads to the asymptotic approximation
where the second term is actually O(
2 ) with the vanishing of the bracketted factor when = 0.
Obtaining the spectral cascade requires finding the Fourier series representation of (5.13). The obvious problematic term is the second term in the correction whose Fourier-sine coefficient is the imaginary part of
This expression can be evaluated via complex contour integration around a rectangle whose corners are {−π, +π, +π + iY, −π + iY }. Contributions from the sides parallel to the imaginary axis cancel by the periodicity of the integrand; and the contribution from the side with Im(z) = Y tends to zero as Y → +∞ by the decay of the integrand. The closed contour contains only a double pole at z p where
and thus, is located along the positive imaginary axis for t > 0. The end result of this residue calculation is the series representation for (5.13)
which reveals the spectral slope for (5.13) to be slope ∼ ln tanh t 2 as n → ∞ for t 1 .
Thus the logarithmic part of the t 1 behavior is obtained for the spectral slope at large wavenumbers. Note that this is really just a scaling result on the amplitudes, indicating only that harmonics decay as powers of t. This limited result is not too surprising since the downscale cascade within the short-time and linear approximation is still a fully nonlinear process (4.3). Nonetheless, it is shown that the linearization (5.6) does produce, after just one perturbative calculation, an explicit short-time representation (5.13) that is asymptotically valid to O(
3 ) yet possesses full spectral content that scales uniformly at large wavenumbers.
6. Fourier Solution on the Infinite Line. The derivation of the periodic Fourier coefficients (2.11, 2.12) is easily modified to obtain an analogous integral for the Fourier transform solution on the infinite line. Defining the Fourier transform representation of continuous solutions to (1.1) by
the coefficients c(k, t) can also be shown to derive from the initial profile u(x, 0) = f (x). Beginning from the Fourier integral, an integration by parts is performed
which again assumes continuity as well as sufficiently fast decay of the solution at x → ±∞. In a slight departure from the periodic case, the next step introduces the
where decay of the integrand is ensured through the initial profile. (Note that an analogous formula can also be derived for the periodic case.)
For example, the solution from an initial Gaussian profile f (x) = e . Figure 6 .2 shows the four saddlepoints closest to the real z-axis at time t/t c = 3/4. The integration along the real axis (6.3) can be deformed into a scalloped contour (solid curve in Figure 6 .2) in the upper half-plane, so that the dominant contribution will be localized to the saddlepoint with the maximum Re(φ(z s )). The quadratic Taylor expansion of the phase function at a saddlepoint simplifies to and gives the steepest descent contribution
where additional time dependence lies in the location of the saddlepoint (6.4). Using only the dominant saddlepoint, this gives an expression for the spectral slope
which is verified by the lines in Figure 6 .3. As expected, the breaking time t c = √ e coincides with the first real root of the saddlepoint condition (6.4) where the spectral decay changes from exponential to algebraic. Thus, at finite times 0 < t < t c , the spectrum decays exponentially despite its beginning from more rapid quadratic Gaussian decay (light curve). 7. Closing Thoughts. The Fourier results presented here are spectral identities which follow from Platzman's observation that u x is simply related to the change of variable dx 0 /dx via the parametric solution (2.4) for (1.1). This is a rather unique situation that does not readily apply beyond the characteristic wave equation. Nonetheless, one generalization for which such spectral formulas can be stated is
On the infinite line, the Fourier transform is expressible as the integral
where x(x 0 , t) is determined by the characteristic ODE
The occurrence of non-trivial examples where the formulas (7.2, 7.3) allow further analysis is a rare event. However, a decaying version of Platzman's example with the additional effect h = −α, a constant value, yields
an exercise that reveals a suppression of the wavebreaking when α > .
As an explicit Fourier analysis of the inviscid Burgers equation, the spectral formulas (2.12, 2.11, 6.3) can be used to investigate cascades from other initial conditions. Although Platzman's example highlighted the downscale cascade, the dynamics of upscale transfers to large scales from smaller scales can also be addressed by initial sums of sinusoids. For real analytic initial conditions, the method of steepest descent generally applies for obtaining the asymptotic exponential spectrum. In contrast, compactly supported (but piecewise continuous) initial conditions yield simple examples whose spectra have algebraic decay. The Burgers equation, and its inviscid limit, have long been used as a pedagogical introduction to the nonlinearity of fluid motions [2, 3, 7] . While the analyses presented here illustrate important ideas in the spectral behavior of nonlinearity, they are far from those required to understand the multi-dimensional, statistical nature of fluid turbulence. This generalization of Platzman's result provides explicit formulas for onedimensional, deterministic and continuous realizations of the spectral cascade -hence the qualification to a weak cascade. Nonetheless, the evolutions are demonstration of the nonlinear process by which advection sustains the exponential spectrum in the dissipation range, the scales at which the fields are smooth [10] . Beyond the turbulence question, these results provide an elementary example of the broader effort to understand the spectral signatures of singularities in nonlinear PDEs [12, 15, 14] .
Although the existence of an exact solution (2.5) would seemingly render (1.1) as fully understood, recent revisitings in the research literature remind that this textbook equation still serves as a source of inspiration for investigations in nonlinearity. Weideman [17] used complex-valued solutions as tests for a method for tracking singularities using numerical analytical continuation. In particular, the solution from the initial condition u(x, 0) = e ix , is solved (coincidentally) via Lambert's transcendental equation, and the dynamics of its logarithmic branch point is computed. The sinusoidal initial condition has also been used by Majda and Timofeyev [9] to initiate post-breaking ergodic dynamics amongst the Fourier modes for a Galerkin truncation of the spectral dynamics. The truncated dynamics exhibit a chaos which is shown to have a well-defined statistical equilibrium. Finally, the linearization result is very closely related to some current investigations of Mattingly, Soudian and Vanden-Eijnden [11] who are constructing linear spectral cascade models with exact solutions. These models have spectral dynamics which are limited to linear coupling of nearest neighbors (in wavenumber), of which (5.6) is an inviscid example. Their analyses involve an unexpected generalization of the generating function method that is based on orthogonal eigenfunction expansions.
In these investigations the wave equation (1.1) is utilized as a testbed for furthering our understanding of nonlinearity. It is in similar spirit that these one-dimensional Fourier results, although limited to continuous solutions, are communicated for their novelty as an exact spectral viewpoint.
