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a b s t r a c t
The use of linguistic variables and fuzzy propositions in the interval-valued L-Fuzzy
contexts can be an interesting tool to extract a more complete information from them.
In this paper, we analyze three different situations. First, we obtain significant relations in
order to study all the objects and attributes of the interval-valued L-Fuzzy context bymeans
of the interval-valued L-Fuzzy concepts. After that, we show how to replace the erroneous
values to be able to study in a suitable way the context. Finally, we use the linguistic labels
to obtain a subcontext that represents our interest of study.We also show an experimental
evaluation in the paper.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The Formal Concept Theory was developed by Wille [1,2] and tries to extract some information from a binary table that
represents a formal context (G,M, I) with G and M , two finite sets (of objects and attributes, respectively) and I , a binary
relation between them.
The L-Fuzzy contexts have been studied [3–7] as an extension to the fuzzy case of the Wille’s formal contexts when the
relation between the objects and the attributes that wewant to study takes values in a complete lattice L. That is, the L-Fuzzy
context is defined as a tuple (L, X, Y , R), with L a complete lattice, X and Y sets of objects and attributes, respectively and
R ∈ LX×Y an L-Fuzzy relation between the objects and the attributes.
Moreover, in order to extract knowledge from a table with incomplete information, we have used the interval-valued
L-Fuzzy contexts [8,3] as an extension to the interval-valued case [9] of the L-Fuzzy contexts given by an implication
operator [3,10,11].
Using these interval-valued L-Fuzzy contexts, we study situations where the relationships between the objects and the
attributes are interval-valued.
Let (L,≤) be a complete lattice, and let J[L] = {[α, β]|α, β ∈ L, α ≤ β} be the set of intervals on L. (J[L],≤) is also a
complete lattice with the order
[α, β] ≤ [γ , δ] ⇔

α ≤ γ
β ≤ δ.
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Definition 1. An interval-valued L-fuzzy context is a tuple (J[L], X, Y , R), with X and Y two finite sets (of objects and
attributes) and R an interval-valued L-fuzzy relation between them.
We extract interval-valued L-Fuzzy concepts from the interval-valued L-Fuzzy context.
Definition 2. Let I : J[L] × J[L] → J[L] be an interval-valued fuzzy implication operator defined on the set of intervals
J[L] [12]. Given A ∈ J[L]X and B ∈ J[L]Y two interval-valued L-fuzzy sets, the derived sets of A and B, denoted by A1 ∈ J[L]Y
and B2 ∈ J[L]X , respectively, are defined as:
A1(y) = inf
x∈X{I(A(x), R(x, y))}
B2(x) = inf
y∈Y{I(B(y), R(x, y))}.
Definition 3. If A is a fixed point of the operator ϕ defined as ϕ(A) = (A1)2, then (A, A1) is an interval-valued L-fuzzy concept
of the interval-valued L-fuzzy context (J[L], X, Y , R).
This interval-valued L-fuzzy concept represents a group of objects A (extension) that share, in a fuzzy way, the attributes of
A1 (intension). In general, to interpret an interval-valued L-Fuzzy concept, we will focus on the objects and attributes whose
membership values stand out against the others.
In the following, we will only use residuated implications. As is known (see [5]), in these cases the poset of the concepts
is a complete lattice for every lattice L. In particular, it is verified when the elements of L are intervals.
The set of the interval-valued L-Fuzzy concepts with the order relation ≼∗ defined by (A, B)≼∗(C,D) ⇔ A ≼ C is a
complete lattice, being≼ the usual order between L-Fuzzy sets: A ≼ C ⇔ A(x) ≤ C(x), ∀x ∈ L.
We can also obtain the closed interval-valued L-Fuzzy concept to a departure set A ∈ J[L]X that represents our interest
of study. This process depends on the implication operator I used [10,4,5].
There is another new work about interval-valued concepts due to Djouadi and Prade [13].
In the next section, we will give some results related to linguistic variables and fuzzy propositions that will be used in
the interval-valued L-Fuzzy contexts. Specifically, we will study significant relations in Section 3, replacement of erroneous
values in Section 4 and subcontexts in Section 5.
2. Linguistic variables and fuzzy propositions defined in the set of closed intervals of [0, 1]
2.1. Interval-valued linguistic variables
Let (V , T (V ),U,G,M) be a linguistic variable [14] defined in the set U whose values are words or sentences, and where
V is the name of the variable, T (V ) is the set of linguistic labels or values, U is the Universe of discourse, G is a syntactic rule
which generates the values of T (V ) andM is the semantic rule which assigns to each linguistic value t ∈ T (V ) its meaning
M(t), that is a fuzzy set of U .
The meaning of a linguistic label t is characterized by a compatibility function ct : U → [0, 1] which assigns its compat-
ibility with U to every t .
We have extended the linguistic variable definition to the interval-valued case [15].
Definition 4. Taking as a departure point a linguistic variable V , we define an interval-valued linguistic variable associated
with V as the linguistic variable V defined in the set J[U] of the closed intervals of U , characterized by the tuple
(V, T (V ),J[U],G,M), where the compatibility function with each label t ∈ T (V ) is given by ct : J[U] → J[0, 1], where:
ct([α, β]) =
[
min
x∈[α,β]{ct(x)}, maxx∈[α,β]{ct(x)}
]
. (1)
With this definition, we try to represent the interval in which ct(x) has its values when x ∈ [α, β].
Notation. We denote the compatibility of the value x ∈ U with the label t by xt . In the same way, the compatibility of the
interval [α, β] ∈ J[U]with the label t will be denoted by [α, β]t .
Remark 1. The linguistic labels of a linguistic variable are usually represented by a fuzzy number (i.e., a normal and convex
fuzzy subset). Therefore, the compatibility of the value [α, β] ∈ J[U]with the label t given in Eq. (1) can be calculated as:
ct([α, β]) = [α, β]t ==
[min{αt , βt},max{αt , βt}] if α ≥ b or β ≤ a
[min{αt , βt}, 1] in other case (2)
where a and b are the values such that xt = 1, ∀x ∈ [a, b].
The defined interval-valued linguistic variable V is an extension of the linguistic variable V to the set of closed intervals
of U .
Some properties of these interval-valued linguistic variables have been proved in [15].
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Fig. 1. Fuzzy sets assigned to labels.
Remark 2. In the practical examples of this work, we will consider interval-valued linguistic variables associated with
linguistic variables defined in U = [0, 1] where the meaning of the label t is represented by a truncated symmetrical
trapezoidal fuzzy number. Specifically, we will use those represented in Fig. 1 (the values a and b define the interval where
xt = 1, ∀x ∈ [a, b]).
Observe that these truncated symmetrical trapezoidal fuzzy numbers are the restriction to the interval [0, 1] of the
original ones defined in R.
In this case, ∀x ∈ [0, 1]:
ct(x) = xt =
1+m(x− a) if x ≤ a
1 if a ≤ x ≤ b
1+m(b− x) if x ≥ b
(3)
wherem = min  1a , 11−b.
Next, we can see two properties that are interesting for the application of these linguistic variables to the interval-valued
L-Fuzzy contexts.
Proposition 1. Let V be an interval-valued linguistic variable defined in the set J[0, 1]; then [0, 1]t = [0, 1], ∀t ∈ T (V ).
Proof. It is trivial because the compatibility of every value x ∈ [0, 1]with the label t is given by a fuzzy number. 
Proposition 2. Let V be an interval-valued linguistic variable defined in the set J[U]; then, ∀t ∈ T (V ) and ∀[α, β], [x, y] ∈
J[U], it is verified that
[α, β] ⊆ [x, y] ⇒ [α, β]t ⊆ [x, y]t .
Proof.
[α, β] ⊆ [x, y] ⇒

α ≥ x
β ≤ y.
Recalling the interval-valued linguistic variable definition (Eq. (2)):
[x, y]t =
[min{xt , yt},max{xt , yt}] if x ≥ b or y ≤ a
[min{xt , yt}, 1] in other case.
By the convexity of the compatibility function ct , as α, β ∈ [x, y], we know that min{xt , yt} ≤ αt andmin{xt , yt} ≤ βt ; then
min{xt , yt} ≤ min{αt , βt}.
Let us analyze the upper bounds of the intervals:
• If x ≥ b ⇒ b ≤ x ≤ α ≤ β ≤ y.
Due to the convexity of the compatibility function, as bt = 1, we know that ct is decreasing for every z ≥ b. Therefore,
max{xt , yt} = xt ≥ αt = max{αt , βt}.
• If y ≥ a ⇒ x ≤ α ≤ β ≤ y ≤ a.
As at = 1, the compatibility function ct is increasing for every z ≥ a; then,
max{xt , yt} = yt ≥ βt = max{αt , βt}.
• In other case, if y > a and x < b, it is verified:
[α, β]t ⊆ [min{αt , βt}, 1] ⊆ [min{xt , yt}, 1] = [x, y]t .
Consequently, in all the cases we have proved that:
[α, β]t ⊆ [x, y]t . 
2.2. Interval-valued fuzzy propositions
As is well known [16], a fuzzy proposition is a proposition where the truth value (that is, the value indicating the relation
of the proposition to truth) belongs to the interval [0, 1].
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Fuzzy propositions may be quantified by a suitable fuzzy quantifier. In general, fuzzy quantifiers are fuzzy numbers
which take part in the various propositional forms and affect the degrees of truth of specific fuzzy propositions. Each fuzzy
quantifier expresses an approximate number of elements or an approximate proportion of elements in a given universal set
that claims to satisfy a given property.
There are two types of fuzzy quantifiers. The absolute quantifiers expressed by fuzzy numbers defined on the set of real
numbers or on the set of integers: about a dozen, atmost about 10, at least about 100. . . , and the relative quantifiers expressed
by fuzzy numbers defined on [0, 1]:most, almost all, about half, about 20%.
In the next section, we are going to apply linguistic variables and fuzzy propositions to interval-valued contexts. To do
this, we have to extend their definitions in order to model in a more suitable way the represented data, since we require the
truth value of an interval-valued fuzzy proposition also be an interval.
With this aim, we take the Fuzzy propositions with a quantifier of the second kind defined by Klir [16]:
p : Among z’s in Z such that ν1(z) is F1 there are Qz’s in Z such that ν2(z) is F2.
Any proposition p can be expressed in a simplified form:
p : QE1’s are E2’s
where Q is the used quantifier, E1 and E2 are the fuzzy sets on Z defined by E1(z) = F1(ν1(z)), E2(z) = F2(ν2(z)),∀z ∈ Z ,
with F1 and F2 fuzzy sets.
Using this expression, we define an interval-valued fuzzy proposition with fuzzy quantifiers of the second kind as [17]:
p : QE1’s are E2’s
where Q is the quantifier, and E1, E2 ∈ J[L]X are interval-valued fuzzy sets.
Then, we can rewrite this proposition as:
p : W is Q
withW a variable that represents the idea of degree of subsethood of E2 in E1.
Using the standard fuzzy intersection, we can express this degree as:
W =

∑
x∈X
min{lE1(x), lE2(x)}∑
x∈X
uE1(x)
,
∑
x∈X
min{uE1(x), uE2(x)}∑
x∈X
lE1(x)
∧ 1

where uE1 , uE2 , lE1 and lE2 are the upper and lower bounds of the interval-valued observations of E1 and E2.
Then, we define the truth value of the proposition p as
Tr(p) = Q (W ) = [min{Q (lW ),Q (uW )},max{Q (lW ),Q (uW )}]
where lW and uW are the lower and upper bounds ofW , respectively.
These interval-valued linguistic variables and fuzzy propositions are interesting tools to solve some problems related to
interval-valued L-Fuzzy contexts. Specifically, wewant to extract added information that it is not revealed using the habitual
tools. The results can be seen in the following sections.
3. Obtaining interval-valued L-Fuzzy contexts with significant relations
The process of obtaining the relation R of an L-Fuzzy context, with values in a lattice L or its interval lattice J[L], that
represents the relationship between a set of objects and another of attributes is not standardized (not only when all the
values are in the same rank but also in different ranks). In particular, the used methods do not give good results when one
or several lines (row or column) of the table have very low values (i.e. with small lower and upper bounds), since their
objects and attributes do not appear in the L-Fuzzy concepts as outstanding elements (and then, as we mentioned in the
introduction, they do not appear in their interpretation).
In this case, we can eliminate those lines (of object or attribute) and reduce the context of work. Nevertheless, if we
eliminate the objects and the attributes, then we lose information. For example, some of the relationships existing between
the objects and the attributes disappear.
Moreover, sometimes the information given by these low values is relevant but it cannot be extracted from the L-Fuzzy
concepts.
To solve this problem, we will try to obtain relevant values in each one of the rows or columns of the L-Fuzzy context
by means of linguistic variables that clarify the different attributes but that, in addition, indicate how the original values
have been transformed. Then, for every attribute of the context, we can choose its best linguistic label. (Analogously, we can
interchange the role of the objects and the attributes.)
To do this, we will use a linguistic variable V whose set of terms or labels allows us to classify the values of the relation
according to its proximity to [0, 0] or [1, 1]. It is important that ∀x ∈ L, there exists a unique t ∈ T (V ) such that xt = 1,
because we want to have only one label to associate with every object or attribute. For this reason, we will use trapezoidal
fuzzy labels.
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In this way, if we take as a departure point an interval-valued L-Fuzzy context (J[L], X, Y , R), we will transform some
elements of Y (those with low values) by a linguistic variable V that will change the relation R of the interval-valued L-Fuzzy
context.
Then, for every interval-valued attribute yj, we can assign its best label as follows: We take the values of the relation
corresponding to the attribute yj, then, with the aim of getting a value 1 in the highest of them, we obtain the maximum of
their upper bounds Myj and we choose the only label t verifying (Myj)t = 1. That is, a ≤ Myj ≤ b, where a and b are the
values associated with the label t in its definition. This label is denoted by tyj .
Definition 5. For every yj ∈ Y , the obtained label tyj is said to be the best linguistic label associated with the attribute yj.
In the same way, we can assign its best linguistic label txi to every object xi.
Then, let Z ⊆ Y be the set of attributes yj with low values of R(xi, yj), ∀xi ∈ X . We can take the best linguistic label
tyj ∈ T (V ) for every attribute yj ∈ Z in order to transform these attributes into others more relevant.
Let (J[L], X, Y , R) be an interval-valued L-Fuzzy context andH = {(yj, tyj), yj ∈ Z ⊆ Y , tyj ∈ T (V )} that associates the
linguistic labels to the elements of Z . We are going to give the following definition:
Definition 6. The interval-valued L-Fuzzy context (J[L], X, YH , RH ), where YH = (Y \ Z){yjtyj ,∀yj ∈ Z} and
RH (xi, yj) =

R(xi, yj) if yj ∈ Y \ Z
R(xi, yj)tyj in other case
is said to be a labeled interval-valued L-Fuzzy context.
In the sameway, we can define a labeled interval valued L-Fuzzy context (J[L], XH , Y , RH ) taking as a departure point the
object set X .
Now, we will see how this change influences in the calculus of the L-Fuzzy concepts associated with the basic points. We
will use in all the cases a residuated implication operator I .
Proposition 3. Let (J[L], X, YH , RH ) be a labeled L-Fuzzy context. If A ∈ J[L]X is a basic point,
A(x) =
[1, 1] if x = xi
[0, 0] in other case
then, A1(y) = RH (xi, y) ∈ J[L], ∀y ∈ YH , is the interval-valued L-Fuzzy concept intension obtained taking A as a departure
point. Moreover, the extension verifies that A12(xi) = [1, 1].
In the same way, if we take as a departure point (J[L], XH , Y , RH ) and B ∈ J[L]Y defined as:
B(y) =
[1, 1] if y = yj
[0, 0] in other case
then, B2(x) = RH (x, yj) ∈ J[L], ∀x ∈ XH , is the L-Fuzzy concept intension obtained taking B as a departure point. Moreover,
the extension verifies that B21(yj) = [1, 1].
Proof. Obvious because it is a particular case of the proved one in [18,19]. 
That is, we have interval-valued L-Fuzzy concepts where the modified attributes (or objects) appear outstanding in the
new labeled interval-valued L-Fuzzy context. This is going to allow us to analyze the behavior of these attributes (or objects)
with respect to the different objects (or attributes) of the context.
Finally, the decision ofwhich rows and columns have lowvalues is a subjective process. This best label association process
arises initially for those objects (or attributes) with low values due to the problem that has been explained, nevertheless, it
is possible to assign labels to all the objects (or attributes) allowing us to have a general study of the L-Fuzzy context using
the same tool in all the cases as can be seen in the next example.
Example 1. For an experimental evaluation, we have applied this theory to the Image Segmentation dataset from the UCI
Machine Learning Repository [20]. This dataset has 2310 instances that were obtained from seven outdoor images. The
images were segmented to create a classification of every pixel and each instance corresponds to a 3× 3 region.
These instances consist of 19 attributes and are classified in seven classes: BRICKFACE, SKY, FOLIAGE, CEMENT, WINDOW,
PATH and GRASS. In our example, we have only considered four of the attributes related to the color of each region and
normalized its values to the interval [0,1]. The chosen attributes are the following:
• intensity-mean: the average over the region of (R+ G+ B)/3.
• rawred-mean: the average over the region of R value.
• rawblue-mean: the average over the region of B value.
• rawgreen-mean: the average over the region of G value.
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Table 1
Relation R.
intensity rawred rawblue rawgreen
BRICKFACE [0.02, 0.1] [0.02, 0.1] [0.02, 0.14] [0.01, 0.18]
SKY [0.36, 0.56] [0.29, 0.54] [0.46, 0.56] [0.32, 0.56]
FOLIAGE [0, 0.26] [0, 0.23] [0, 0.31] [0, 0.25]
CEMENT [0.03, 0.26] [0.03, 0.23] [0.05, 0.32] [0.02, 0.23]
WINDOW [0, 0.12] [0, 0.11] [0, 0.15] [0, 0.11]
PATH [0.1, 0.25] [0.09, 0.22] [0.13, 0.31] [0.09, 0.22]
GRASS [0.03, 0.1] [0.02, 0.08] [0.02, 0.1] [0.03, 0.12]
Table 2
Relation RH .
intensity rawred rawblue rawgreen
BRICKFACE low [0.89, 1] [0.89, 1] [0.89, 1] [0.87, 1]
SKYmed [0.9, 1] [0.72, 1] [1,1] [0.8, 1]
FOLIAGE low–med [0.49, 0.92] [0.49, 0.87] [0.49, 1] [0.49, 0.9]
CEMENT low–med [0.54, 0.92] [0.54, 0.87] [0.57, 1] [0.52, 0.87]
WINDOW low [0.86, 1] [0.86, 1] [0.86, 1] [0.86, 1]
PATH low–med [0.66, 0.9] [0.64, 0.85] [0.7, 1] [0.64, 0.85]
GRASS low [0.9, 1] [0.89, 0.97] [0.89,1] [0.9,1]
From these data, we have defined an interval-valued L-Fuzzy context (J[L], X, Y , R) where the set of objects
X = {BRICKFACE, SKY , FOLIAGE, CEMENT ,WINDOW , PATH,GRASS}, the set of attributes Y = {intensity, rawred, rawblue,
rawgreen} and the relation R takes their values in the set of intervals of the lattice L = {0, 0.01, 0.02, . . . , 0.99, 1} and is
represented in Table 1. Every interval-valued observation of the table is obtained taking the interval formed by theminimum
and the maximum of the considered observations.
If we calculate the extension of the interval-valued L-Fuzzy concepts derived from the basic points intensity, rawred,
rawblue and rawgreen, we have (only the extensions of the interval-valued L-Fuzzy concepts have been written in order to
reduce the space used):
intensity → (BRICKFACE/[0.02, 0.1], SKY/[0.36, 0.56], FOLIAGE/[0, 0.26],
CEMENT/[0.03, 0.26],WINDOW/[0, 0.12], PATH/[0.1, 0.25],GRASS/[0.03, 0.1])
rawred → (BRICKFACE/[0.02, 0.1], SKY/[0.29, 0.54], FOLIAGE/[0, 0.23],
CEMENT/[0.03, 0.23],WINDOW/[0, 0.11], PATH/[0.09, 0.22],GRASS/[0.02, 0.08])
rawblue → (BRICKFACE/[0.02, 0.14], SKY/[0.46, 0.56], FOLIAGE/[0, 0.31],
CEMENT/[0.05, 0.32],WINDOW/[0, 0.15], PATH/[0.13, 0.31],GRASS/[0.02, 0.1])
rawgreen → (BRICKFACE/[0.01, 0.18], SKY/[0.32, 0.56], FOLIAGE/[0, 0.25],
CEMENT/[0.02, 0.23],WINDOW/[0, 0.11], PATH/[0.09, 0.22],GRASS/[0.03, 0.12]).
Note that, although the concepts have been calculated using the Gödel implication, we would get the same results with
any residuated implication because the departure point is a basic point.
To interpret an interval-valued L-Fuzzy concept, wewill focus on the objectswhosemembership values stand out against
the others. Taking into account that we have interval-valued observations, we will calculate the average of the bounds of
the intervals. For instance, if we take the extension of the interval-valued L-Fuzzy concept derived from rawblue, we can say
that SKY is the object more related to rawblue and, in a lower level, CEMENT , PATH and FOLIAGE.
On the other hand, none of the interval-valued L-Fuzzy concepts obtained has BRICKFACE orWINDOW as a outstanding
elements. Then,we have not information about this two objects of the context through the interval-valued L-Fuzzy concepts.
To solve this problem, we will transform all the rows of the interval-valued L-Fuzzy context without losing the initial
information, choosing for every object its best linguistic label.
In this case, we will choose an interval-valued linguistic variable V with the set of labels T (V ) = {very-low, low, low–
medium,medium,medium–high, high, very-high} associated with the intervals [0, 0.09], [0.1, 0.3], [0.31, 0.39], [0.4, 0.6],
[0.61, 0.69], [0.7, 0.9], [0.91, 1] respectively, being the bounds of these intervals the values a and b that define the
compatibility function with the labels (see Definition 4). Then, we obtain the relation RH defined in Table 2.
As can be observed, the labels used for the objects go from low to med. That means that none of the considered objects
have high values of red, green or blue.
In this new context, the extensions of the interval-valued L-Fuzzy concepts are:
intensity → (BRICKFACE low/[0.89, 1], SKYmed/[0.9, 1], FOLIAGE low–med/[0.49, 0.92],
CEMENT low–med/[0.54, 0.92],WINDOW low/[0.86, 1], PATH low–med/[0.66, 0.9],GRASS low/[0.9, 1])
rawred → (BRICKFACE low/[0.89, 1], SKYmed/[0.72, 1], FOLIAGE low–med/[0.49, 0.87],
CEMENT low–med/[0.54, 0.87],WINDOW low/[0.86, 1], PATH low–med/[0.64, 0.85],GRASS low/[0.89, 0.97])
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Table 3
Relation R.
intensity rawred rawblue rawgreen
BRICKFACE [0.02, 0.1] [0.02, 0.1] [0.02, 0.14] [0.01, 0.18]
SKY [0.36, 0.56] [0.29, 0.54] [0.46, 0.56] [0.32, 0.56]
FOLIAGE [0, 0.26] [0, 0.23] [0, 0.31] [0, 0.25]
CEMENT [0.03, 0.26] [0.03, 0.23] [0.05, 0.32] [0.02, 0.23]
WINDOW [0, 0.12] [0, 0.11] [0, 1] [0, 0.11]
PATH [0.1, 0.25] [0.09, 0.22] [0.13, 0.31] [0.09, 0.22]
GRASS [0.03, 0.1] [0.02, 0.08] [0.02, 0.1] [0.03, 0.12]
rawblue → (BRICKFACE low/[0.89, 1], SKYmed/[1, 1], FOLIAGE low–med/[0.49, 1],
CEMENT low–med/[0.57, 1],WINDOW low/[0.86, 1], PATH low–med/[0.7, 1],GRASS low/[0.89, 1])
rawgreen → (BRICKFACE low/[0.87, 1], SKYmed/[0.8, 1], FOLIAGE low–med/[0.49, 0.9],
CEMENT low–med/[0.52, 0.87],WINDOW low/[0.86, 1], PATH low–med/[0.64, 0.85],GRASS low/[0.9, 1]).
Now, we have BRICKFACE low and WINDOW low as outstanding elements in several interval-valued L-Fuzzy concepts.
Specifically, we have BRICKFACE (which values of R, G and B are low, as the label says) as the main object in rawred and,
in a second place (after SKY or GRASS), in intensity, rawblue and rawgreen.
In the case of attribute WINDOW , it does not appear as an outstanding element in any of the interval-valued L-Fuzzy
concepts but can be found, in a second place, in rawred.
4. Replacement of the erroneous values in an interval-valued L-Fuzzy context
In practice, the recognition of the erroneous data is not an easy task. To find them,we usually begin looking for anomalous
or extreme values. Nevertheless, it is necessary to consider that an anomalous value is not always erroneous. A value can be
statistically anomalous and be correct. And, on the other hand,we can have erroneous values that are ‘normal’ and, therefore,
hardly detectable.
Once the erroneous values have been detected, the treatment that we will apply is similar to the developed one to solve
the problem of the absent values [21]. We can treat those erroneous values in three different ways: to ignore, eliminate or
replace them. With the two first options we will get, respectively, erroneous results or loss of information, reason why we
will choose to replace the erroneous data.
Next, we propose a method to replace these erroneous values: Suppose the interval-valued L-Fuzzy context
(J[L], X, Y , R), where we have detected that the value R(xi, yj) in the relation is erroneous. First of all, we replace this
erroneous value by the interval [0, 1]. Then, we will try to improve this value (reducing its amplitude) using interval-valued
linguistic variables (where the meaning of a label is associated with truncated symmetrical trapezoidal fuzzy numbers) and
fuzzy propositions as, for instance:
p : Most of those that have ykhigh also have yj low
with high truth values.
Observe that if we come back to the interval-valued fuzzy proposition definition, then the quantifier Q = most, E1 =
ykhigh and E2 = yj low, in this case.
To analyze these interval-valued fuzzy propositions, we take a linguistic variable V whose set of labels T (V ) contains
the labels used in the interval-valued fuzzy propositions (for instance, T (V ) = {high,medium, low}). From each attribute
yj ∈ Y , and for each label t ∈ T (V ) we have a new attribute yjt . Then, we construct a new interval-valued L-Fuzzy context
(J[L], X,Y ,R), whereY = Y {yjt/yj ∈ Y , t ∈ T (V )} and the relationR are extended to the new attributes as follows:R(xi, yjt) = R(xi, yj)t ∀xi ∈ X, yjt ∈Y \ Y .
In this new context, we analyze whether it is possible to find any interval-valued fuzzy proposition, represented by:
p : Most of those that have ykt1 also have yjt2
that is verified with high truth value (Tr(p)). In this case, if an object has the attribute ykt1 in a certain degree, also has the
attribute yjt2 at least in the same degree.
Example 2. Let us suppose the interval-valued L-Fuzzy context (J[L], X, Y , R) given by Table 1 where we know that the
value R(WINDOW , rawblue) is erroneous. First we will replace it by the interval [0, 1] (see Table 3).
We take the linguistic variable V whose labels T (V ) = {very-low, low, low–medium,medium,medium–high, high, very-
high} are associatedwith the intervals [0, 0.09], [0.1, 0.3], [0.31, 0.39], [0.4, 0.6], [0.61, 0.69], [0.7, 0.9], [0.91, 1] respec-
tively.
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Table 4
RelationR.
intensity rawred rawblue rawgreen rawredlow rawbluelow
BRICKFACE [0.02, 0.1] [0.02, 0.1] [0.02, 0.14] [0.01, 0.18] [0.89, 1] [0.89, 1]
SKY [0.36, 0.56] [0.29, 0.54] [0.46, 0.56] [0.32, 0.56] [0.65, 1] [0.62, 0.77]
FOLIAGE [0, 0.26] [0, 0.23] [0, 0.31] [0, 0.25] [0.86, 1] [0.86, 1]
CEMENT [0.03, 0.26] [0.03, 0.23] [0.05, 0.32] [0.02, 0.23] [0.90, 1] [0.93, 1]
WINDOW [0, 0.12] [0, 0.11] [0, 1] [0, 0.11] [0.86, 1] [0, 1]
PATH [0.1, 0.25] [0.09, 0.22] [0.13, 0.31] [0.09, 0.22] [0.99, 1] [0.99, 1]
GRASS [0.03, 0.1] [0.02, 0.08] [0.02, 0.1] [0.03, 0.12] [0.89, 0.97] [0.89, 1]
Fig. 2. Values whose compatibility with the label t is r .
We have studied the truth value of the different interval-valued fuzzy propositions and we have chosen the following
one:
p : Most of those that have rawredlow also have rawbluelow
that is verified with a high truth value (Tr(p)), as we can see:
In this case, returning to Section 2.2, we use E1 = rawredlow, E2 = rawbluelow and the quantifier Q = most:
Q (x) =

1.25x if x ≤ 0.8
1 in other case
and we extend the relation Rwith two new columns as can be seen in Table 4, in order to obtain the truth value of p.
Then, we have:
Tr(p) = Q ([0.74, 1]) = [0.93, 1]
that is the truth value of proposition p.
As this percentage is very high, we can suppose that:R(WINDOW , rawbluelow) ≥R(WINDOW , rawredlow) = [0.86, 1].
In order to choose the valueR(WINDOW , rawblue) = [α, β] to replace the initial erroneous data,wewill use the following
proposition:
Proposition 4. Let V be an interval-valued linguistic variable defined in J[0, 1], then ∀r ∈ [0, 1] and [α, β] ∈ J[0, 1] it is
verified that
[α, β]t ⊆ [r, 1] ⇔ [α, β] ⊆ [A, B] (4)
where
[A, B] =
[0, c
−1
t (r)] if a = 0(ct is decreasing)
[c−1t (r), 1] if b = 1(ct is increasing)
[max{0, c−1t (r)l},min{c−1t (r)u, 1}] in other case
being c−1t (r)l and c−1t (r)u, respectively, the minimum and maximum values whose compatibility with the label t is r. (See Fig. 2.)
Proof. (⇒) Let [α, β]t ⊆ [r, 1].
By the definition of interval-valued linguistic variable (Eq. (2)):
[α, β]t =
[min{αt , βt},max{αt , βt}] if α ≥ b or β ≤ a
[min{αt , βt}, 1] in other case.
• If ct is a decreasing function,[α, β]t ⊆ [min{αt , βt}, 1] = [βt , 1] ⊆ [r, 1],
then, βt ≥ r . And, as ct is decreasing, β ≤ c−1t (r).
Therefore,
[α, β] ⊆ [0, c−1t (r)].
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• If ct is an increasing function,
[α, β]t ⊆ [min{αt , βt}, 1] = [αt , 1] ⊆ [r, 1],
and then, αt ≥ r .
As ct is increasing, α ≥ c−1t (r), hence,
[α, β] ⊆ [c−1t (r), 1].• In other case,
[α, β]t = [min{αt , βt},max{αt , βt}] ⊆ [r, 1].
By reduction to the absurd, let us suppose that
[α, β] ⊈ [max{0, c−1t (r)l},min{c−1t (r)u, 1}],
then we have α < max{0, c−1t (r)l} or β > min{c−1t (r)u, 1}.
– If α < max{0, c−1t (r)l}, as α ≥ 0, then:
α < c−1t (r)l.
Due to the convexity of ct , as c−1t (r)l is the minimum of the values whose compatibility with the label t is r:
αt <

c−1t (r)l

t = r ⇒ min{αt , βt} < r.
– If β > min{c−1t (r)u, 1}, as β ≤ 1, we have:
β > c−1t (r)u,
and then, as c−1t (r)u is the maximum of the values whose compatibility with the label t is r:
βt <

c−1t (r)u

t = r ⇒ min{αt , βt} < r.
Therefore [α, β]t ⊈ [r, 1], which contradicts the hypothesis.
Consequently,
[α, β] ⊆ [max{0, c−1t (r)l},min{c−1t (r)u, 1}].
(⇐) Let us suppose that [α, β] ⊆ [A, B].
By Proposition 2, we have that,
[α, β]t ⊆ [A, B]t ⊆ [min{At , Bt}, 1].
Hence, it is sufficient to prove that r ≤ min{At , Bt}.• If ct is decreasing, [A, B] = [0, c−1t (r)l], and then
r = Bt ≤ min{At , Bt}.
• If ct is increasing [A, B] = [0, c−1t (r)l], and then
r = At ≤ min{At , Bt}.
• In other case [A, B] = [max{0, c−1t (r)l},min{c−1t (r)u, 1}].
By the convexity of the function ct , we know that
(max{0, c−1t (r)l})t ≥ r, and (max{0, c−1t (r)l})t ≥ r.
Then, r ≤ min{At , Bt}.
Therefore, in any case,
[α, β]t ⊆ [min{At , Bt}, 1] ⊆ [x, 1]. 
Remark 3. Whenweuse interval-valued linguistic variables associatedwith linguistic variables defined inU = [0, 1]where
the meaning of the label t is represented by a truncated symmetrical trapezoidal fuzzy number, the expression given in
Eq. (4) results:
[α, β]t ⊆ [x, 1] ⇔ [α, β] ⊆
[
max

0, a− 1− x
m

,min

1, b+ 1− x
m
]
where a, b ∈ [0, 1] are the values that appear in the fuzzy number associatedwith the label t ∈ T (V ), andm = min  1a , 11−b.
Example 3. Returning to our example and applying the previous proposition (with the values a = 0.1 and b = 0.3), we
obtain that
R(WINDOW , rawblue) ⊆ [0, 0.4].
Therefore, we will replace the erroneous value by the widest interval fulfilling this condition
R(WINDOW , rawblue) = [0, 0.4].
Note that the obtained value (i.e. [0, 0.4]) has a higher ambiguity and fuzziness degree [22] than the original one (i.e.
[0, 0.15]), which is not a bad result because, in other case, we would be missing some information.
5. Interval-valued L-Fuzzy subcontexts associated with an interest of study
In the cases where we want to study only a group of objects or attributes, we can transform the relation taking only the
rows or columns of our interest and studying the corresponding subcontext:
3120 C. Alcalde et al. / Computers and Mathematics with Applications 62 (2011) 3111–3122
Definition 7. Let (J[L], X, Y , R) be an interval-valued L-Fuzzy context. An interval-valued L-Fuzzy subcontext (J[L], X ′,
Y ′, R′) verifies that X ′ ⊆ X, Y ′ ⊆ Y and R′ ∈ J[L]X ′×Y ′ .
As, in some cases, the cardinality of the interval-valued L-Fuzzy concept lattice is high, Bělohlávek and Vychodil in [23]
propose a method to control the number of formal concepts using edges.
However, more complicated is the case where we want to work only with a group of objects whose attributes fulfill
certain characteristics. For example, if we want to study those objects that have high values in the attribute y1 and low in
y3, whereas the values of the other attributes do not matter to us. This is the case that we are going to study in this section:
we will represent our interest of study by means of a set of pairs using linguistic labels and at the end of the process we will
obtain an interval-valued L-Fuzzy subcontext formed by those objects and attributes needed in the study.
To do this, associated with every label t ∈ T (V ) of a linguistic variable, we can create an interval-valued L-Fuzzy context
that will be used to study this situation.
Definition 8. Let (J[L], X, Y , R) be an interval-valued L-Fuzzy context and let T (V ) be the linguistic labels set assigned to
variable V . For every label t ∈ T (V ), we can create a new interval-valued L-Fuzzy context (L, X, Y , Rt) where X and Y are
the object and attribute sets of the original context and the relation Rt is defined as follows:
Rt(xi, yj) = R(xi, yj)t , ∀xi ∈ X, ∀yj ∈ Y
and measures the compatibility of R(xi, yj) with the label t . The defined context is said to be the t-labeled interval-valued
L-Fuzzy context.
Note that in this definition we only use one label t to define Rt while in Definition 6 we used different labels in the
different rows or columns.
In the rest of the section, we will denote by txi and tyj the elements t ∈ T (V ) such that txi is the unique label associated
with object xi and the same for tyj .
Then, we will follow these steps:
1. We start from the interval-valued L-Fuzzy context (J[L], X, Y , R) and the set of labels T (V ). If the situation that we want
to study is related to some objects, we formulate it by means of a set of pairs PX = {(xi, txi), xi ∈ X, txi ∈ T (V )} which
assigns to every element xi ∈ X , the label txi ∈ T (V ) that represents the interest of study (For instance, we want to study
values of x2 low and x3 high). In the same way, if we are interested in the attributes, then we define the set of pairs
PY = {(yj, tyj), yj ∈ Y , tyj ∈ T (V )} that represents our interest of study.
Note that the same label could be associated with different objects or attributes.
2. We construct the t-labeled interval-valued L-Fuzzy contexts (J[L], X, Y , Rt) associated with each one of the labels used
to model the situation of study.
3. For each pair (xi, txi) ofPX (or for each pair (yj, tyj) ofPY) we obtain the corresponding interval-valued L-Fuzzy concept
in the t-labeled interval-valued L-Fuzzy context (J[L], X, Y , Rtxi ), taking as a departure set the basic point:
A(x) =
[1, 1] if x = xi
[0, 0] in other case.
(Analogous for yj).
4. We apply the residuated conjunctor associated with the residuated implication operator that we are using to the
intension (or extension) of the obtained interval-valued L-Fuzzy concepts.
5. Finally, we have to select the attributes (or objects) of the obtained interval-valued L-Fuzzy set with high membership
degree and come back to the original context to select the corresponding columns (or rows) and obtain the interval-
valued L-Fuzzy subcontext. The number of the chosen columns or rows will depend on the size of the subcontext that
we want to obtain.
Example 4. Returning to the interval-valued L-Fuzzy context (J[L], X, Y , R) of the previous example represented in Table 1
andusing the residuated implication operator of Gödel, ifwewant to study the buildings (BRICKFACE, CEMENT ,WINDOW ) to
distinguish them from the background (SKY , FOLIAGE, PATH , GRASS), it is enough to take the subcontext formed by the rows
corresponding to the mentioned objects. Nevertheless, if we want to study which are the values of color that correspond
with regions that have much BRICKFACE (label high) and little background (label low), understanding as background
FOLIAGE, PATH and GRASS (the rest of objects does not matter) we will follow the following process:
1. In this case, we take the labels {high, low} of the linguistic variable V choosing in high the values a = 0.71 and b = 1 and
in low, a = 0 and b = 0.29 in the corresponding definition of the compatibility function.
That is, our departure point will be represented by the set of pairs
PX = {(BRICKFACE, high), (FOLIAGE, low), (PATH, low), (GRASS, low)}.
2. We consider now the t-labeled interval-valued L-Fuzzy contexts (J[L], X, Y , Rhigh) and (J[L], X, Y , Rlow) where the
relations are represented in Tables 5 and 6.
3. From the departure set
A = {BRICKFACE/[1, 1], SKY/[0, 0], FOLIAGE/[0, 0], CEMENT/[0, 0],WINDOW/[0, 0], PATH/[0, 0],GRASS/[0, 0]},
we calculate the intension of the interval-valued L-Fuzzy concept obtained in the t-labeled interval-valued L-Fuzzy
context (J[L], X, Y , Rhigh) to find the attributes with high values of BRICKFACE:
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Table 5
Relation Rhigh .
intensity rawred rawblue rawgreen
BRICKFACE [0.03, 0.14] [0.03, 0.14] [0.03, 0.20] [0.01, 0.25]
SKY [0.51, 0.79] [0.41, 0.76] [0.65, 0.79] [0.45, 0.79]
FOLIAGE [0, 0.37] [0, 0.32] [0, 0.44] [0, 0.35]
CEMENT [0.04, 0.37] [0.04, 0.32] [0.07, 0.45] [0.03, 0.32]
WINDOW [0, 0.17] [0, 0.15] [0, 0.21] [0, 0.15]
PATH [0.14, 0.35] [0.13, 0.31] [0.18, 0.44] [0.13, 0.31]
GRASS [0.04, 0.14] [0.03, 0.11] [0.03, 0.14] [0.04, 0.17]
Table 6
Relation Rlow .
intensity rawred rawblue rawgreen
BRICKFACE [1, 1] [1, 1] [1, 1] [1, 1]
SKY [0.62, 0.90] [0.65, 1] [0.62, 0.76] [0.62, 0.96]
FOLIAGE [1, 1] [1, 1] [0.96, 1] [1, 1]
CEMENT [1, 1] [1, 1] [0.96, 1] [1, 1]
WINDOW [1, 1] [1, 1] [1, 1] [1, 1]
PATH [1, 1] [1, 1] [0.97, 1] [1, 1]
GRASS [1, 1] [1, 1] [1, 1] [1, 1]
Table 7
Relation R′ .
rawblue rawgreen
BRICKFACE [0.02, 0.14] [0.01, 0.18]
FOLIAGE [0, 0.31] [0, 0.25]
PATH [0.13, 0.31] [0.09, 0.22]
GRASS [0.02, 0.1] [0.03, 0.12]
(intensity/[0.03, 0.14], rawred/[0.03, 0.14], rawblue/[0.03, 0.20], rawgreen/[0.01, 0.25]).
And, we obtain the attributes that have low values of FOLIAGE, PATH and GRASS calculating the intension of the
interval-valued L-Fuzzy concept in the t-labeled interval-valued L-Fuzzy context (J[L], X, Y , Rlow) from the set A =
{BRICKFACE/[0, 0], SKY/[0, 0], FOLIAGE/[1, 1], CEMENT/[0, 0],WINDOW/[0, 0], PATH/[1, 1],GRASS/[1, 1]}:
(intensity/[1, 1], rawred/[1, 1], rawblue/[0.96, 1], rawgreen/[1, 1]).
4. Then, we calculate the residuated conjunctor of these two attribute sets associated with the Gödel implication operator.
The obtained result is:
(intensity/[0.03, 0.14], rawred/[0.03, 0.14], rawblue/[0.03, 0.20], rawgreen/[0.01, 0.25]),
and we can say that rawgreen and rawblue are the attributes that fulfill the initial condition in the best way.
5. Finally, we select BRICKFACE, FOLIAGE, PATH andGRASS rows, and rawgreen and rawblue columns of the original interval-
valued L-Fuzzy context. Then, we obtain the interval-valued L-Fuzzy subcontext represented in Table 7:
This is the interval-valued L-Fuzzy subcontext that we will study in the case where we want to analyze the regions with
much BRICKFACE and little background.
6. Conclusions and future work
In this paper, we have proved how the use of interval-valued fuzzy propositions and linguistic variables can improve the
obtained results in different situations related to the L-Fuzzy Concept Theory: In Section 3, a systematic new method has
been proposed to extract information of the table that, in other case, is hidden. Section 4 gives an useful process toworkwith
erroneous values. And, Section 5 can be interpreted as a tool to reduce the interval-valued L-fuzzy context in some situations.
Finally, in next works we will try to study the possibility of the use of other kind of labels and we will compare the
obtained results.
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