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a b s t r a c t
A graph G on n vertices is said to be separable cost constant Hamiltonian (SC-Hamiltonian) if
and only if G is Hamiltonian and for any cost matrix C = (c(i,j)) associated with Gwhere all
tours have the same cost, there exist vectors a = (a1, . . . , an) and b = (b1, . . . , bn) such
that c(i,j) = ai + bj ∀(i, j) ∈ E. In this paper we show that for symmetric digraphs strong
Hamiltonicity is a necessary condition for SC-Hamiltonicity. As a surprising consequence,
we prove that the symmetric digraph obtained from an undirected SC-Hamiltonian graph
by edge duplication need not be SC-Hamiltonian. This settles a conjecture of Kabadi and
Punnen. We then show that an undirected graph on an even number of nodes having
an edge that appears in every Hamiltonian cycle cannot be SC-Hamiltonian. Using this
we establish that multiple subdivision of an edge need not preserve SC-Hamiltonicity,
disproving a previous claim. Further, we identify other necessary conditions for SC-
Hamiltonicity and obtain new classes of SC-Hamiltonian graphs.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Let G = (V , E) be a graph (directed or undirected) on n vertices and c(i,j) be the cost of edge (i, j) ∈ E. The n× nmatrix
C = (c(i,j)) is called the cost matrix associated with G. Note that c(i,j) = ∞ for all (i, j) 6∈ E. For any Hamiltonian cycle (tour)
T of G, its cost is denoted by C(T ) =∑(i,j)∈T c(i,j).
Gabovich [4] proved that all tours in a complete digraph EKn with respect to the cost matrix C = (c(i,j)) have the same
cost if and only if there exist vectors a = (a1, . . . , an) and b = (b1, . . . , bn) such that c(i,j) = ai + bj∀(i, j), i 6= j. Alternative
proofs of this characterizationhave been givenby Leont’ev [11], Rublinetskii [13], Berenguer [2], Lenstra andRinnoyKan [10],
Gilmore et al. [5], Chandrasekaran [3], Queyranne and Yaoguang [12], Kryński [9], Kabadi and Punnen [7], and Jones et al. [6].
To extend this elegant characterization to graphs that are not necessarily complete, the concept of SC-Hamiltonian graph
was introduced [9,7]. A graph G on n vertices is said to be separable cost constant Hamiltonian (SC-Hamiltonian) if and only if
G is Hamiltonian and for any cost matrix C = (c(i,j)) associatedwith Gwhere all tours have the same cost, there exist vectors
a = (a1, . . . , an) and b = (b1, . . . , bn) such that c(i,j) = ai + bj ∀(i, j) ∈ E. Moreover, if G is undirected then ai = bi ∀i also
holds. We call a and b the separation vectors associated with C .
Kryński [9] showed that undirected odd cycles are SC-Hamiltonian whereas undirected even cycles are not. In the same
paper it is claimed that strong Hamiltonicity is a necessary condition for SC-Hamiltonicity. This was disproved by Kabadi
and Punnen [7] by giving a counter-example. Recently, Benvenuti and Punnen [1] showed that for all graphs, excluding the
class of Kabadi–Punnen counter-examples, strong Hamiltonicity is a necessary condition for SC-Hamiltonicity.
In this paper we consider similar questions for digraphs. We show that strong Hamiltonicity is a necessary condition for
SC-Hamiltonicity for symmetric digraphs. As a surprising consequence of this result, we show that the unique symmetric
∗ Corresponding author.
E-mail addresses: danbenv@hotmail.com (D.K. Benvenuti), apunnen@sfu.ca (A.P. Punnen).
0012-365X/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2010.06.037
2842 D.K. Benvenuti, A.P. Punnen / Discrete Mathematics 310 (2010) 2841–2846
digraph obtained from an undirected SC-Hamiltonian graph replacing each edge by two oppositely oriented edges need
not be SC-Hamiltonian. This settles a conjecture of Kabadi and Punnen [7]. We also explore necessary conditions for SC-
Hamiltonicity on an undirected graph. In particular we show that an undirected graph on an even number of nodes with at
least one edge that appears in every tour cannot be SC-Hamiltonian. As a consequence, contrary to what is claimed in [7],
we show that multiple subdivision of edges need not preserve SC-Hamiltonicity.
We conclude this section with some definitions. A digraph G = (V , E) is said to be symmetric if (i, j) ∈ E whenever
(j, i) ∈ E. For any digraph, its undirected counterpart is the undirected graph obtained by discarding directions on the
edges of the digraph and deleting multiple copies of edges. Likewise, for any undirected graph, its directed counterpart
is the symmetric digraph obtained by replacing each edge by two oppositely oriented edges with the same end vertices.
The cost matrix C associated with a graph G is called a DTC(k) matrix [8] if the number of distinct finite tour costs with
respect to C is exactly k. Accordingly, we use the terminology DTC(1) matrix for a cost matrix associated with G where all
tours have the same cost. A graph G is strongly Hamiltonian if and only if every edge of G is contained in some Hamiltonian
cycle of G. A bi-cycle is the graph formed by taking an undirected Hamiltonian cycle and replacing each edge (i, j) by arcs
(i, j) and (j, i). i.e. a bi-cycle is the directed counterpart of an undirected cycle. Let T = (1, 2, . . . , n) be a tour in G. Then
A(T ) =∑ni=1(−1)i−1c(i,i+1) is called an alternating sum, where the index n+ 1 is taken as 1.
2. Directed graphs
The following lemma extends Kryński’s [9] results on undirected cycles to bi-cycles.
Lemma 2.1. A bi-cycle on n nodes is SC-Hamiltonian if and only if n is odd.
Proof. Let EG = (1, 2 . . . , n, 1) be a bi-cycle and C = (c(i,j)) be a DTC(1) matrix associated with EG.
Suppose n is odd. Let ai = c(i,i−1) − bi−1 and bi = c(i−1,i) − ai−1. Then ai + bi+1 = ai + (c(i,i+1) − ai) = c(i,i+1) and
ai+1 + bi = (c(i+1,i) − bi)+ bi = c(i+1,i), where the index n+ 1 is taken as 1. Since all edges of EG are of the form (i, i+ 1) or
(i+ 1, i) it follows that c(i,j) = ai + bj for every arc in EG. Hence, EG is SC-Hamiltonian.
Suppose n is even. If possible let the bi-cycle EG be SC-Hamiltonian. Then for any DTC(1) matrix C = (c(i,j)) there
exist separation vectors a = (a1, . . . , an) and b = (b1, . . . , bn) such that c(i,j) = ai + bj∀(i, j) ∈ EG. In particular, take
c(1,2) = c(2,1) = 1 and all other entries of cost 0. Since EG is composed of only two disjoint cycles, all tours have cost one and
hence this is a DTC(1)matrix. Let T1 = (1, 2, . . . , n) be a tour in EG and T2 = (n, . . . , 2, 1) be its reversal. Consider alternating
sums A(T1) and A(T2) starting at vertex 1 around the tours T1 and T2. Then A(T1) = c(1,2) − c(2,3) + · · · − c(n,1) = 1 and
A(T2) = c(1,n)− c(n,n−1)+· · ·− c(2,1) = −1. Thus A(T1)−A(T2) = 1. In the definition of A(T1) and A(T2) replace cij by ai+bj,
we get A(T1)− A(T2) = 0, a contradiction. This completes the proof. 
It can be shown that any Hamiltonian subgraph of a bi-cycle on an odd number of vertices is SC-Hamiltonian.
Observation 2.2. If EG is an SC-Hamiltonian digraph, then the separation vectors associated with a DTC(1) matrix are not unique.
Proof. Let C = (c(i,j)) = (ai + bj) be a DTC(1) matrix associated with the graph EG. Let k be some non-zero constant. Then,
(ai + k)+ (bj − k) = ai + bj = c(i,j) ∀(i, j) ∈ EG. 
A direct consequence of Observation 2.2 is that one of the ai or bi values can be forced to be any real number. In particular,
it is often useful to force this to have value zero.
Let EG be a symmetric digraph and H = (1, 2, . . . , u) be a cycle in EG. Furthermore, let C be a cost matrix associated with
EG. A reversing alternating path sum Ru1(H) from 1 to u along H is defined as
Ru1(H) =
{
c(1,2) − c(3,2) + c(3,4) − c(5,4) + · · · − c(u,u−1) if u is odd
c(1,2) − c(3,2) + c(3,4) − c(5,4) + · · · + c(u−1,u) if u is even.
A reversing alternating cycle sum Q u1 (H) from 1 to u along H is defined as
Q u1 (H) =
{
c(1,2) − c(3,2) + c(3,4) − c(5,4) + · · · − c(u,u−1) + c(u,1) if u is odd
c(1,2) − c(3,2) + c(3,4) − c(5,4) + · · · + c(u−1,u) − c(1,u) if u is even.
Observation 2.3. Let EG be an SC-Hamiltonian symmetric digraph and a = (a1, . . . , an) and b = (b1, . . . , bn) are separation
vectors associated with a DTC(1) matrix C. Let H = (1, 2, . . . , u) be a cycle in EG. Then the reversing alternating path sum Ru1(H)
is given by
Ru1(H) =
{
a1 − au if u is odd
a1 + bu if u is even.
Similarly, the reversing alternating cycle sum Q u1 (H) is given by
Q u1 (H) =
{
a1 + b1 if u is odd
0 if u is even.
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Theorem 2.4. If a symmetric digraph EG is not strongly Hamiltonian then it is not SC-Hamiltonian.
Proof. Since EG is not strongly Hamiltonian, there exists an edge in EG which is not in any Hamiltonian cycles of EG. Without
loss of generality let (1, v) be this edge. Since EG is symmetric, (v, 1) is an edge in EG and it is also not in any Hamiltonian
cycle of EG.
Case 1: n is odd. Let c(1,v) = c(v,1) = 1 and all other arcs of EG have cost zero. Since (1, v) and (v, 1) are not contained in any
tour, all tours in EG have cost zero. Hence, C = (c(i,j)) is DTC(1). If possible let EG be SC-Hamiltonian. Then there exist separation
vectors a = (a1, . . . , an) and b = (b1, . . . , bn) such that c(i,j) = ai + bj∀(i, j) ∈ EG. Since n is odd, (1, v) and (v, 1) partition
any tour of EG into an odd length cycle and an even length cycle.Without loss of generality assume T = (1, 2, . . . , n) be a tour
of EG such that the path from1 to v is of odd length. Thus v is even. ByObservation 2.3 the reversing alternating path sum from
1 to v along the cycle (1, 2, . . . , v, 1) is given by Ru1(H) = a1+bv = c(1,v) = 1. But Ru1(H) = c(1,2)−c(3,2)+· · ·+c(v−1,v) = 0
since all arcs of T have cost 0. This yields a contradiction.
Case 2: n is even. but (1, v) or (v, 1) generates an even length cycle with some tour in EG: Let c(1,v) = c(v,1) = 1 and all other
arcs of EG have cost zero. Since (1, v) and (v, 1) are not contained in any tour, all tours in EG have cost zero. Hence, C = (c(i,j))
is DTC(1). If possible let EG be SC-Hamiltonian. Then there exist separation vectors a = (a1, . . . , an) and b = (b1, . . . , bn)
such that c(i,j) = ai+ bj∀(i, j) ∈ EG. Since n is even and (1, v) (or (v, 1)) partitions some tour of EG into two even length cycle,
without loss of generality assume T = (1, 2, . . . , n) be this tour. Thus v is even. By Observation 2.3 the reversing alternating
cycle sum along the cycle (1, 2, . . . , v, 1) is given by Q u1 (H) = 0. But Q u1 (H) = c(1,2) − c(3,2) + · · · + c(v−1,v) − c(1,v) = −1
since all arcs of T have cost 0 and c(1,v) = 1. This yields a contradiction.
Case 3: n is even. but (1, v) or (v, 1) generates an odd length cycle with some tour in EG: Let c(1,v) = 1, c(v,1) = 2 and
every other arc of EG have cost zero. Since (1, v) and (v, 1) are not contained in any tour, all tours have cost zero. Hence, C
is DTC(1). If possible let EG be SC-Hamiltonian. Then there exist separation vectors a = (a1, . . . , an) and b = (b1, . . . , bn)
such that c(i,j) = ai + bj ∀(i, j) ∈ EG. Without loss of generality assume that T = (1, 2, . . . , n) is a tour of EG such that
K = (1, 2, . . . , v, 1) be a cycle of odd length. Let K¯ = (1, v, v − 1, . . . , 2, 1). Since EG is symmetric, K¯ is also an odd cycle
in EG. Observation 2.3 shows that the reversing alternating cycle sums taken around K and K¯ starting at 1 will have the cost
a1 + b1. However, using the assigned values of c(i,j) these reversing alternating cycle sums have values 2 and 1 respectively.
Thus 2 = a1 + b1 = 1, a contradiction. This completes the proof. 
Kabadi and Punnen [7] proved that if a symmetric digraph on three or more vertices is SC-Hamiltonian, its undirected
counterpart is also SC-Hamiltonian. They conjectured that the converse of this result is also true. Surprisingly, Theorem 2.4
can be used to show that this is not the case. To establish this, we need some additional results.
Let G be an SC-Hamiltonian bipartite graph with the generic bipartition of its vertex set as V1∪V2. Let G∗ be a graph with
the same vertex set as G and edge set E(G)∪ {(u, v)}, where u, v ∈ V1 and E(G) is the edge set of G. This class of graphs was
considered by Kabadi and Punnen [7] and is called a bipartite graph with a fraudulent edge (BGFE) [1]. Note that for a BGFE
the edge (u, v) is not contained in any tour of G and hence it is not strongly Hamiltonian.
Lemma 2.5 ([7,1]). A BGFE is SC-Hamiltonian.
Example 2.6. Consider the complete bipartite digraph EK3,3 on vertices {1, . . . , 6} and vertex bipartition {1, 3, 5}∪ {2, 4, 6}.
Let EG ∼= EK3,3 ∪ {(1, 3), (3, 1)}. (See Fig. 1.)
By Lemma 2.5, the undirected counterpart of EG is SC-Hamiltonian. The digraph EG is symmetric but not strongly
Hamiltonian since the edges (1, 3) or (3, 1) cannot be in any Hamiltonian cycle. Thus by Theorem 2.4 it cannot be SC-
Hamiltonian.
This counter-example settles the conjecture of Kabadi and Punnen [7] and establish that the directed counterpart of an
undirected SC-Hamiltonian graph need not be SC-Hamiltonian.
Let EG be a digraph. EG contains an alternatively reversing cycle if K = (pi1, pi2, . . . , pik) is an even cycle in the undirected
counterpart of EG such that the arcs (pi1, pi2), (pi3, pi2), (pi3, pi4), (pi5, pi4), . . . , (pik−1, pik) and (pi1, pik) are in EG.
Lemma 2.7. Let EG be a digraph that contains an alternatively reversing cycle K ′. If K ′ contains an arc that is not utilized by any
tour in EG then EG is not SC-Hamiltonian.
Proof. Let EG contain an alternatively reversing cycle of cycle K = (1, 2, . . . , k)where arc (1, k) is not contained in any tour
of EG. Furthermore, let c(1,k) = 1 and c(i,j) = 0 ∀(i, j) ∈ E(EG)\ {(1, k)}. Every tour has cost 0 implies that C = (c(i,j)) is DTC(1).
Suppose EG is SC-Hamiltonian. Then there exist separation vectors a = (a1, a2, . . . , an) and b = (b1, b2, . . . , bn) such that
c(i,j) = ai + bj ∀(i, j) ∈ E(EG). By Observation 2.2, it is possible to set a1 = 0. This forces b2 = 0, which forces a3 = 0, . . . ,
which forces bk = 0. So 1 = c(1,k) = a1 + bk = 0+ 0 = 0 which yields a contradiction. 
Lemma 2.7 is quite powerful and identifies several classes of digraphs that are not SC-Hamiltonian. Bi-cycles on an odd
number of vertices with a chord in any direction is one such class.
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Fig. 1. The graph EG constructed in Example 2.6. EG is not SC-Hamiltonian but its undirected counterpart G is SC-Hamiltonian.
Fig. 2. Examples illustrating the difficulty of classifying the SC-Hamiltonicity of digraphs in terms of strong Hamiltonicity.
Recently, Benvenuti and Punnen [1] completely characterized SC-Hamiltonian undirected graphs that are not strongly
Hamiltonian. They showed that
Theorem 2.8. Let G be a graph that is not strongly Hamiltonian. Then G is SC-Hamiltonian if and only if it is a BGFE.
In other words, for all undirected graphs except a BGFE, strong Hamiltonicity is a necessary condition for SC-Hamil-
tonicity. For symmetric digraphs, we already established that strong Hamiltonicity is a necessary condition for SC-
Hamiltonicity. For digraphs that are not symmetric, it appears that the relationship between strong Hamiltonicity and
SC-Hamiltonicity is not all that transparent as illustrated by the digraphs in Fig. 2.
Denote the graphs in Fig. 2 as EGA, EGB, EGC and EGD for examples A, B, C and D respectively.
It can be verified that EGA is neither strongly Hamiltonian nor SC-Hamiltonian; EGB is SC-Hamiltonian but not strongly
Hamiltonian; EGC is strongly Hamiltonian and SC-Hamiltonian; and EGD is strongly Hamiltonian but not SC-Hamiltonian.
3. Undirected graphs
Graph operations that preserve SC-Hamiltonicity are useful tools in generating new SC-Hamiltonian graphs. Kabadi and
Punnen [7] showed that 1-extension of an SC-Hamiltonian graph, 1–1 extension of a bipartite SC-Hamiltonian graph, etc.
preserves SC-Hamiltonicity. Another candidate operation considered in [7] is edge subdivision. Let G(k) denote the graph
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Fig. 3. Counter-example to the double edge subdivision claim.
formed by subdividing some edge of G exactly k times using new nodes. If G is SC-Hamiltonian, is it true that G(k) SC-
Hamiltonian for any k?
For k = 1 clearly G(k) need not be SC-Hamiltonian. For example, if G is an odd cycle it is SC-Hamiltonian. However, G(1) is
an even cycle which is not SC-Hamiltonian. Thus, subdividing an edge once does not preserve SC-Hamiltonicity. Similarly,
G(2p+1) is not SC-Hamiltonian for any positive integer p.
This easy counter-example will not hold if an edge is subdivided an even number of times as cycles of odd length remain
odd and cycles of even length remain even. In [7] it is stated, without proof, that if G is SC-Hamiltonian then G(2) is also
SC-Hamiltonian. Unfortunately this is not true as shown by the following counter-example.
Let G be a complete graph on four vertices {1, 2, 3, 4}. It is well known that a complete graph is SC-Hamiltonian. Consider
G(2) formed by replacing edge (4, 1)with the path 4–5–6–1. (See Fig. 3). Associate the following cost matrix with G(2).
C = (c(i,j)) =

∞ 1 2 ∞ ∞ 0
1 ∞ 0 0 ∞ ∞
2 0 ∞ 1 ∞ ∞
∞ 0 1 ∞ 0 ∞
∞ ∞ ∞ 0 ∞ 0
0 ∞ ∞ ∞ 0 ∞
 .
Notice that C is DTC(1) with C(T1) = C(T2) = 2 for the only tours T1 = (1, 2, 3, 4, 5, 6) and T2 = (1, 3, 2, 4, 5, 6) of G(2).
Suppose that G(2) is SC-Hamiltonian. Then there exists a separation vector (a1, a2, . . . , an) such that c(i,j) = ai + aj ∀(i, j) ∈
G(2). Now take an alternating sum traversing T1 starting at vertex 1.
c(1,2) − c(2,3) + c(3,4) − c(4,5) + c(5,6) − c(6,1) = (a1 + a2)− (a2 + a3)+ (a3 + a4)− (a4 + a5)
+ (a5 + a6)− (a6 + a1)
= 0.
But
c(1,2) − c(2,3) + c(3,4) − c(4,5) + c(5,6) − c(6,1) = 1− 0+ 1− 0+ 0− 0 = 2
a contradiction. Hence, subdividing an edge twice need not preserve SC-Hamiltonicity.
The above counter-example in fact is a member of a more general class of graphs that is not SC-Hamiltonian.
Theorem 3.1. Let G be a graph on an even number of vertices. If there exists an edge that appears in every tour of G then G is not
SC-Hamiltonian.
Proof. Let (u, v) be an edge of G that appears in every tour in G. Suppose G is SC-Hamiltonian. Let C be a cost matrix
associated with G such that c(u,v) = 1 and c(i,j) = 0 ∀(i, j) ∈ G − {(u, v)}. Since (u, v) is an edge of every tour, it follows
that C is DTC(1) and every tour has cost equal to one. Furthermore, since (u, v) is the only edge with non-zero cost in G,
an alternating sum around any tour cannot have cost zero. But SC-Hamiltonicity of G implies the existence of separation
vectors a = (a1, a2, . . . , an) and b = (b1, b2, . . . , bn) such that c(i,j) = ai + bj. Taking the alternating sum along any tour
using the values ai + bj yields zero. This forms a contradiction. 
Theorem 3.1 has an interesting consequence. It shows that subdividing an edge any number of times need not preserve
SC-Hamiltonicity if the resulting graph has an even number of vertices.
Theorem 3.1 can be generalized as follows.
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Theorem 3.2. Let n be even. If every tour in G contains precisely one edge from the nonempty set S of edges of G, then G is not
SC-Hamiltonian.
So far in this section we considered graphs on an even number of nodes. Let us now consider graphs on an odd number
of nodes.
Lemma 3.3. Let G be a strongly Hamiltonian graph on an odd number of vertices which is not a cycle. If there exist two edges in
some tour that do not appear in any other tours then G is not SC-Hamiltonian.
Proof. Suppose (u, v) and (p, q) are two edges of tour T1 which appear only in T1. Let (u, v) have cost 1, (p, q) have cost−1
and all other edges of G have cost 0. Let C = (c(i,j)) be the resulting cost matrix. Notice that all tours of G have cost 0 and
hence C is a DTC(1) matrix associated with G. Since G is not a cycle there exists an edge of G not in T1. Graph G being strongly
Hamiltonian implies that this edge lies in some tour T2 with every edge having cost 0. Suppose G is SC-Hamiltonian. Then
there exists a separation vector (a1, a2, . . . , an) such that c(i,j) = ai + aj∀(i, j) ∈ E(G). Without loss of generality, assume
T2 = (1, 2, . . . , n). Notice c(1,2)−c(2,3)+· · ·+c(n,1) = 0 but c(1,2)−c(2,3)+· · ·+c(n,1) = (a1+a2)−(a2+a3)+· · ·+(an+a1) =
2a1. Thus, a1 = 0 implies ai = 0 for all i ∈ {1, . . . , n} since every edge of T2 has cost 0. But c(u,v) = 1 6= au + av = 0 a
contradiction. 
In fact, the above result could be generalized as follows:
Lemma 3.4. Let G be a strongly Hamiltonian graph on an odd number of vertices which is not a cycle. If G contains two edges
such that they either both appear in a tour or neither does, and there exists (at least) one tour not using either edge then G is not
SC-Hamiltonian.
Proof. The proof is analogous to that of Lemma 3.3. 
4. Conclusion
In this paper we showed for directed symmetric graphs, strong Hamiltonicity is a necessary condition for SC-
Hamiltonicity. As a consequence we show that the directed counterpart of an undirected SC-Hamiltonian graph need not
be SC-Hamiltonian, settling a conjecture by Kabadi and Punnen [7]. It is shown that a bi-cycle is SC-Hamiltonian if and only
if it has an odd number of vertices, generalizing a theorem of Kryński [9]. New necessary conditions for SC-Hamiltonicity
of directed and undirected graphs are given. In particular, we show that if an undirected graph G on an even number of
vertices contains an edge that part of every tour, then G is not an SC-Hamiltonian. As a consequence of this we show that
subdividing an edge of an SC-Hamiltonian graph any number of time, need not preserve SC-Hamiltonicity. This disproves a
claim [7] that subdividing an edge of an SC-Hamiltonian graph twice results in an SC-Hamiltonian graphs.
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