Abstract. We prove the formula
Introduction
Let X be a topological space. We follow a definition of category, one greater than category given in [6] . Definition 1.1. We say that the Lusternik-Schnirelmann category our category of a topological space X, denoted cat(X), is the least integer n such that X can be covered with n open sets, which are all contractible within X.
Michael Farber, in [5] , defined a numerical invariant T C(X). Definition 1.2. The Topological complexity of a path-connected space X is the least integer n such that the Cartesian product X × X can be covered with n open subsets U i , X × X = U 1 ∪ U 2 ∪ · · · ∪ U n such that for any i = 1, 2, . . . , n there exists a continuous function s i : U i −→ P X, π • s i = id over U i . If no such n exists we will set T C(X) = ∞. Where P X denote the space of all continuous paths γ : [0, 1] −→ X in X and π : P X −→ X × X denotes the map associating to any path γ ∈ P X the pair of its initial and end points π(γ) = (γ(0), γ(1)). Equip the path space P X with the compact-open topology. Remark 1.3. One of the basic properties of cat(X) and T C(X) are its homotopy invariance, respectively ([6] , Theorem 1.30; [5] , Theorem 3).
In this paper we present a formula for topological complexity of the wedge X ∨Y . Theorem 1.4. Let X, Y be Hausdorff normal topological spaces and path connected with non-degenerate basepoints, such that X × X, Y × Y and X × Y are normal. Then
Remark 1.5. It is known that not only the product of two CW complexes but also the product of a CW complex with any paracompact Hausdorff space is paracompact ( see [1] , pg. 559). We recall that every paracompact Hausdorff space is normal. Furthermore, every point of a CW complex is a non-degenerate basepoint (see [2] , Lemma 8.30, pg. 211).
We note that, in view of the fact that cat(X ×Y ) ≤ cat(X)+cat(Y )−1, Theorem 1.4 implies the inequality affirmed by Michael Farber in [4] , Theorem 19.1
under the hypothesis that X and Y are two connected polyhedrons. Moreover, Theorem 1.4 implies the same equality recently proved by Alexander Dranishnikov in ( [8] , Theorem 7) 
Proof. It is well-known the wedge BG∨BH is a classifying space of the free product G * H. Also, the product BG × BH is a classifying space of the product G × H.
Then, by Theorem 1.4, we have
Preliminaries
We recall that
where X, Y are any path-connected topological spaces (see [7] , Theorem 3.6).
Proposition 2.1. ( [6] , Lemma 1.25, pg. 13) Let X be a path connected Hausdorff normal space with non-degenerate basepoint
such that x 0 ∈ V i for all i and V i is contractible to x 0 relative to x 0 , that is, there exists a homotopy H :
Lemma 2.2. Suppose X is a normal space with non-degenerate basepoint x 0 ∈ X. Then, there exits an open neighbourhood of z 0 := (x 0 , x 0 ) ∈ X × X, B ⊆ X × X, and a local section s :
Proof. Note that, by normality and the non-degenerate basepoint hypothesis, there is an open neighbourhood N of x 0 and a homotopy H :
Define an open neighbourhood of
We note here that
Finally, we can define a local section of π which satisfies the conclusions of the lemma. Let
where p i : X×X −→ X for i = 1, 2 denotes projection onto the i−th coordinate. Lemma 2.3. Let X be a path-connected Hausdorff normal space with non-degenerate basepoint x 0 ∈ X and such that the product X × X is normal. If T C(X) ≤ n, then there is an open cover V 1 , . . . , V n ⊆ X × X, such that z 0 := (x 0 , x 0 ) ∈ V i , ∀i = 1, . . . , n and over each V i there exists a continuous function s i :
be an open cover with respective local sections ξ i : U i −→ P X. Note that, by normality of X × X, there is a refined open cover Without loss of generality, we can assume
Note that z 0 ∈ N and N ∩ W j = ∅, ∀j = k + 1, . . . , n. Now, again by normality of X × X, there exists an open set M with
Now we can define the open cover which satisfies the conclusions of the lemma by (2.4)
Secondly, each V i , i = 1, . . . , n consists of two disjoint (open in X × X) subsets, one subset of U i not containing the base point and one subset of N containing the basepoint. This, allows us to define the following local sections: for i = 1, . . . , k, define s i : V i −→ P X by:
Note that s(z 0 )(t) = x 0 , ∀t ∈ [0, 1] because z 0 ∈ M and s(z 0 ) is the constant path
. . , n, define s i : V i −→ P X by:
Note that s(z 0 )(t) = x 0 , ∀t ∈ [0, 1] because z 0 ∈ N and s(z 0 ) is the constant path
We recall the following statement. 
is a continuous map.
Proof of Theorem 1.4
Proof of Theorem 1.4. Note that the product (X ∨ Y ) × (X ∨ Y ) is a union of four closed subsets:
and any two of these sets intersect at a single point
of X × X such that w 0 ∈ V i , ∀i = 1, . . . , n and over each V i there exists a local section s i :
. . , n and over each U i there exists a local section
of X ×Y such that w 0 ∈ W i , ∀i = 1, . . . , n and each W i is contractible to w 0 relative to w 0 , that is, there exists a homotopy H : For each i = 1, . . . , n, we can define the following local section ρ i :
where
. . , n and each Z i is contractible to w 0 relative to w 0 , that is, there exists a homotopy G :
. . , n, we can define the following local section ν i : The reverse inequality was given in (2.1). Therefore we have T C(X ∨ Y ) = max{T C(X), T C(Y ), cat(X × Y )}.
