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Abstract
We show that, assuming Martin’s Axiom MA, there is a nonlinear maximal group topology. That is,
assuming MA, there is an ultrafilter U on ⊕ω Z2 such that the filter N = {A ∪ {0}: A ∈ U} has no base
consisting of subgroups, but for every U ∈N , there is V ∈N such that V + V ⊆ U .
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1. Introduction
A topological space X is maximal if its topology is maximal among all dense in itself topolo-
gies [3], or equivalently, if for every x ∈ X, there is exactly one nonprincipal ultrafilter on X
converging to x (see [12, Theorem 3.22]). Unless otherwise stated, all spaces are assumed to be
Hausdorff.
In 1975 Malykhin [7], assuming Martin’s Axiom MA, constructed a maximal topological
group, that is, a topological group being a maximal space. It had in addition the properties
that the group was countable Boolean (= of exponent 2) and the topology linear (= with a
neighborhood base at 0 consisting of subgroups). Malykhin’s construction was based on Hind-
man’s Theorem [5], a result from Ramsey theory. This theorem says that, whenever N is
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FS((xn)∞n=1) = {
∑
n∈F xn: F ∈Pf (N)} and Pf (N) is the family of finite nonempty subsets of N.
In fact, a similar construction of a strongly summable ultrafilter on N was carried out before by
Hindman himself [4], assuming his (then unproved) theorem as a hypothesis (and Continuum
Hypothesis).
Later on, Malykhin [8] proved that every maximal topological group contains a countable
open Boolean subgroup, and Protasov [10] showed that the existence of a maximal topological
group cannot be established in ZFC, the system of usual axioms of set theory. However, the
question of whether every maximal group topology is linear remained open [9, Question 13.26].
The aim of this paper is to prove the following result.
Theorem 1.1. Assume MA. Then there is a nonlinear maximal group topology.
Taking into account the characteristic properties of the neighborhood filter of zero in a group
topology (see [12, Theorem 1.11]), and that a group topology is maximal if and only if there is
exactly one nonprincipal ultrafilter converging to zero, we can restate Theorem 1.1 as follows:
Assuming MA, there is an ultrafilter U on ⊕ω Z2 such that the filter N = {A ∪ {0}: A ∈ U}
has no base consisting of subgroups, but for every U ∈N , there is V ∈N such that V +V ⊆ U .
In fact, we prove Theorem 1.1 assuming p = c, a weaker assertion than MA (see the para-
graph before Lemma 4.8 for the definition). Malykhin’s maximal topological group was also
constructed assuming p= c.
The proof of Theorem 1.1 involves the semigroup βS and the crucial idea of the construction
is contained in a combinatorial result of Ramsey type related to both Hindman’s Theorem and
van der Waerden’s Theorem [1].
The paper is organized as follows. In Section 2 we give the necessary background about βS.
In Section 3 we prove that combinatorial result. And in Section 4 we prove Theorem 1.1 itself.
2. Preliminaries
The operation of a discrete semigroup S naturally extends to the Stone– ˇCech compactification
βS of S making βS a right topological semigroup with S contained in its topological center. That
is, for each p ∈ βS, the right translation βS  x → xp ∈ βS is continuous, and for each a ∈ S,
the left translation βS  x → ax ∈ βS is continuous.
We take the points of βS to be the ultrafilters on S, the principal ultrafilters being identified
with the points of S, and S∗ = βS \ S. The topology of βS is generated by taking as a base the
subsets of the form A = {p ∈ βS: A ∈ p} where A ⊆ S. For p,q ∈ βS, the ultrafilter pq has a
base consisting of subsets of the form
⋃
x∈A xBx where A ∈ p and Bx ∈ q .
Being a compact right topological semigroup, βS has idempotents and a smallest two sided
ideal K(βS). The idempotents are partially ordered by p  q if and only if pq = qp = p, and
the minimal idempotents with respect to this order are precisely the idempotents from K(βS).
See [6] for more information about βS.
In the rest of this section we prove a version of [6, Theorem 5.8] about the relationship
between idempotents in βS and finite products in S. For this part only we depart from our as-
sumption that topologies considered are Hausdorff.
A semigroup endowed with a topology is left topological and the topology itself left invariant
if left translations are continuous. For every semigroup S, S1 denotes the semigroup with identity
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a neighborhood U of A such that A is closed in U .
Lemma 2.1. Let S be a semigroup and let p be an idempotent in S∗. Then
(1) there is a left invariant topology T on S1 in which for each x ∈ S1, {xA ∪ {x}: A ∈ p} is a
neighborhood base at x, and
(2) the set {1} is locally closed in T .
Proof. (1) is [12, Proposition 6.30]. To see (2), let A = S1 \ {1} and let U = intT A. Note that
U = A ∩ {x ∈ S: A ∈ xp}. Since A ∈ p and pp = p, it follows that {x ∈ S: A ∈ xp} ∈ p, and so
U ∈ p. Hence, V = U ∪ {1} is a neighborhood of 1 and {1} is closed in V . 
Given a semigroup S and a sequence (Xn)n<ω of nonempty subsets of S, define
FP((Xn)n<ω) ⊆ S by
FP
(
(Xn)n<ω
)=
{∏
n∈F
xn: F ∈Pf (ω) and xn ∈ Xn for each n ∈ F
}
.
If S is additive, we write FS instead of FP.
Lemma 2.2. Let S be a left topological semigroup with identity and suppose that the set {1} is
locally closed in S. For every n < ω, let Dn be a family of finite subsets of S with the property
that for every neighborhood U of 1, there is X ∈Dn such that X ⊆ U \ {1}, and let {V (X): X ∈⋃
n<ωDn} be a family of neighborhoods of 1. Then for any sequence (Un)n<ω of neighborhoods
of 1, there is a sequence (Xn)n<ω such that
(1) for every n < ω, Xn ∈Dn,
(2) FP((Xn)n<ω) ⊆ U0 \ {1}, and
(3) for every n > 0, FP((Xi)ni<ω) ⊆ Un ∩⋂{V (Xj ): j < n} \ {1}.
Proof. Without loss of generality one may suppose that all sets V (X) and Un are open and the
set {1} is closed in U0. Pick X0 ∈D0 such that X0 ⊆ U0 \{1}. Fix k > 0 and suppose that we have
already chosen a sequence (Xn)n<k satisfying conditions (1)–(3) with ω replaced by k. For every
n < k, put Yn = FP((Xi)ni<k). Then there is a neighborhood Vk of 1 such that Y0Vk ⊆ U0 \ {1}
and for every n ∈ [1, k),
YnVk ⊆ Un ∩
⋂{
V (Xj ): j < k
} \ {1}.
(For any m < k < ω, [m,k) = {n < ω: m n < k}.) Pick Xk ∈Dk such that
Xk ⊆ Vk ∩ Uk ∩
⋂{
V (Xj ): j < k
} \ {1}. 
The next theorem is a version of [6, Theorem 5.8].
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be a family of finite subsets of S with the property that for every A ∈ p, there is X ∈Dn such that
X ⊆ A, and let {B(X): X ∈⋃n<ωDn} ⊆ p. Then for any sequence (An)n<ω of members of p,
there is a sequence (Xn)n<ω such that
(1) for every n < ω, Xn ∈Dn,
(2) FP((Xn)n<ω) ⊆ A0, and
(3) for every n > 0, FP((Xi)ni<ω) ⊆ An ∩⋂{B(Xj ): j < n}.
Proof. The theorem is obvious if p ∈ S. Let p ∈ S∗. Endow S1 with the topology guaranteed by
Lemma 2.1. Since p is nonprincipal, we have that for every n < ω and for every neighborhood U
of 1, there is X ∈Dn such that X ⊆ U \ {1}. For every X ∈⋃n<ωDn, put V (X) = B(X) ∪ {1},
and for every n < ω, put Un = An ∪ {1}. Then apply Lemma 2.2. 
3. Combinatorial result
For every m,n, k ∈N with nm, define Im,n,k ⊆P(mk) by
Im,n,k =
{
I ⊆ [0,mk): I = ∅ and ∣∣I ∩ [ml,m(l + 1))∣∣ n for each l < k}.
Definition 3.1. (1) Given a commutative semigroup S and m,n, k ∈ N with n  m, an
(m,n, k)-system in S is a set X ⊆ S together with a sequence (xi)i<mk such that X =
{∑i∈I xi : I ∈ Im,n,k}.
(2) An (m,n, k′)-system Y = (Y, (yj )j<mk′) is a subsystem of X = (X, (xi)i<mk) if there is a
sequence (Ij )j<mk′ of pairwise disjoint sets in Im,n,k such that
(i) ⋃j∈J Ij ∈ Im,n,k for each J ∈ Im,n,k′ , and
(ii) yj =∑i∈Ij xi .
(3) A subsystem Y = (Y, (yj )j<mk′) of X = (X, (xi)i<mk) is strong if in addition
(iii) for every l < k′ there is r < k such that Iml+s ∩ [mr,m(r + 1)) = {mr + s} for each s < m.
Note that the set Im,n,k with the sequence ({i})i<mk is an (m,n, k)-system in (P(mk),∪).
Similarly, one defines the notion of an (m,n,ω)-system. In particular,
Im,n,ω =
{
I ⊆ ω: 0 < |I | < ω and ∣∣I ∩ [ml,m(l + 1))∣∣ n for each l < ω}.
Theorem 3.2. Whenever X is an (m,n,ω)-system and X is 2-colored, there is a monochrome
strong (m,n,ω)-subsystem Y ⊆ X.
Let S be a commutative semigroup and let X = (X, (xi)i<ω) be an (m,n,ω)-system in S. Let
I = Im,n,ω , and for every l < ω, let Il = {I ∈ I: min I  l}. For every l < ω, define Xl ⊆ X by
Xl = {∑i∈I xi : I ∈ Il}. Then define a closed subsemigroup T ⊆ βS by T =⋂l<ω Xl .
To see that T is a subsemigroup, let p,q ∈ T and let l < ω. We have to show that Xl ∈ p + q .
For every y ∈ Xl , pick I ∈ Il such that y = ∑i∈I xi , and pick k, ly < ω such that max I <
mk  ly . Then for any z ∈ Xly , y + z ∈ Xl . Hence, Xl ⊇
⋃
yXly ∈ p + q .y∈Xl
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system of X.
Proof. Let X ⊇ A ∈ p. For every y ∈ A, pick I ∈ I such that y =∑i∈I xi , and pick k, ly < ω
such that max I < mk  ly . By Theorem 2.3, there is a sequence (yn)n<ω in A such that
yn+1 ∈ Xlyn and FS((yn)n<ω) ⊆ A. Let Y = {
∑
i∈I yi : I ∈ I}. Then Y = (Y, (yn)n<ω) is an
(m,n,ω)-subsystem of X. 
In order to prove Theorem 3.2 it suffices to prove the following result.
Theorem 3.4. Let p be a minimal idempotent in T . Then every member of p contains a strong
(m,n,ω)-subsystem of X.
Proof. We first prove that every member of p contains a strong (m,n,1)-subsystem of X. The
proof is similar to that of van der Waerden’s Theorem [1] (see also [6, Theorem 14.1]).
Let J = Im,n,1. For every l < ω, let Ml denote the set of mappings μ ∈ IJ such that
(a) for every j < m, minμ({j}) l,
(b) μ({i}) ∩ μ({j}) = ∅ for all distinct i, j < m, and
(c) for every J ∈ J , μ(J ) =⋃j∈J μ({j}),
and Nl the set of mappings μ ∈Ml for which
(d) there is i < ω such that μ({j}) ∩ [mi,m(i + 1)) = {mi + j} for each j < m.
For every l < ω, let Ml (Nl) denote the set of all vectors y = (yJ )J∈J ∈ XJl for which there is
μ ∈Ml (μ ∈Nl) such that yJ =∑i∈μ(J ) xi for each J ∈ J . Since {μ({j}): j ∈ J } is a partition
of μ(J ) (by (b) and (c)) and S is commutative, it follows that
yJ =
∑
i∈μ(J )
xi =
∑
j∈J
∑
i∈μ({j})
xi =
∑
j∈J
y{j}.
Taking into account (d), we obtain from this that if y ∈ Ml (y ∈ Nl), then
({yJ : J ∈ J }, (y{j})j<m)
is a (strong) (m,n,1)-subsystem of X with min supp({yJ : J ∈ J }) l. And it is easy to see that
the converse of this statement also holds.
Define Q ⊆ (βS)J and R ⊆ Q by
Q =
⋂
l<ω
Ml and R =
⋂
l<ω
Nl.
We claim that Q is a subsemigroup of XJ and R is an ideal of Q.
Indeed, let y = (yJ )J∈J ∈ Ml . Pick μ ∈Ml such that yJ =
∑
i∈μ(J ) xi for each J ∈ J , and
pick k, ly < ω such that maxμ(J ) < km ly for each J ∈ J . Now let z = (zJ )J∈J ∈ Ml . Picky
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∑
i∈μ′(J ) xi for each J ∈ J . Define μ′′ ∈ Ml by μ′′(J ) = μ(J ) ∪
μ′(J ). Then
yJ + zJ =
∑
i∈μ(J )
xi +
∑
i∈μ′(J )
xi =
∑
i∈μ′′(J )
xi .
Consequently, y + z ∈ Ml . Furthermore, if either y ∈ Nl or z ∈ Nly , then y + z ∈ Nl .
Now define the idempotent p = (pJ )J∈J ∈ XJ by pJ = p. Since every member of p con-
tains an (m,n,1)-subsystem of X (Lemma 3.3), it follows that p ∈ Q. But then p is a minimal
idempotent of Q, and so p ∈ R.
To see this, let q = (qJ )J∈J be an idempotent of Q and let q  p. Then for each J ∈ J , qJ
is an idempotent of X and qJ  p. But then qJ = p, because p is minimal. Hence q = p.
Since p ∈ R, it follows that every member of p contains a strong (m,n,1)-subsystem of X.
Now to finish the proof, let A ∈ p. For every subset Y ⊆ X which can be made into a strong
(m,n,1)-subsystem of X, pick a sequence (yj )j<m in Y and a sequence (Ij )j<m of pairwise
disjoint sets in I such that
(i) ⋃j∈J Ij ∈ I for each J ∈ J ,
(ii) yj =∑i∈Ij xi , and
(iii) there is r < k such that Ij ∩ [mr,m(r + 1)) = {mr + j} for each j < m,
and pick k, lY < ω such that max Ij < mk  lY for each j < m. Applying Theorem 2.3, choose
a sequence (Ys)s<ω such that
(1) Ys = (Ys, (ys,i)i<m) is a strong (m,n,1)-subsystem of X,
(2) Ys+1 ⊆ XlYs , and
(3) FS((Ys)s<ω) ⊆ A.
Let Y = FS((Ys)s<ω) and define the sequence (yn)n<ω by yms+i = ys,i . Then Y = (Y, (yn)n<ω)
is a strong (m,n,ω)-subsystem of X and Y ⊆ A. 
Applying the Compactness Principle (see [2, Section 1.5]) to Theorem 3.2, we obtain that
Corollary 3.5. For every m,n, k ∈ N with n  m, there is l ∈ N such that, whenever X is an
(m,n, l)-system and X is 2-colored, there is a monochrome strong (m,n, k)-subsystem Y ⊆ X.
Corollary 3.5 justifies the following definition.
Definition 3.6. For every m 2, define the function fm :N→N by
(i) fm(1) = 1, and
(ii) fm(n + 1) is the smallest number such that for every 2-coloring of Im,n,fm(n+1), there is a
monochrome strong (m,n,fm(n))-subsystem.
Y. Zelenyuk / Advances in Mathematics 229 (2012) 2415–2426 24214. Proof of Theorem 1.1
Let G =⊕ω Z2. For every x ∈ G, supp(x) = {n < ω: x(n) = 0}. For every n ∈ N, let en
denote the element of G with supp(en) = {n} and let
En = {ei : n i < ω} ∪ {0} and Wn = FS
(
(Eni)
∞
i=1
)
.
Note that Wn \ {0} consists of all elements of G of the form em1 + · · · + emk , where 1 k < ω,
1m1 < · · · < mk < ω and mj  nj for each j ∈ [1, k]. Since ⋂∞n=1 Wn = {0} and
W2n + W2n = FS
(
(E2ni)
∞
i=1
)+ FS((E2ni)∞i=1)
⊆ FS((En(2i−1))∞i=1)+ FS((En2i )∞i=1)
= FS(Eni)∞i=1 = Wn,
there is a group topology T0 on G for which {Wn: n ∈ N} is a neighborhood base at 0. Let
W = W2.
Definition 4.1. (1) An (m,n, k)-system X = (X, (xi)i<mk) in G is special if
(a) X ⊆ W \ {0},
(b) supp(xi) ∩ supp(xj ) = ∅ for all distinct i, j < mk, and
(c) ∑i∈[ml,m(l+1)) xi /∈ W for every l < k.
(2) A filter F on G is special if
(i) F converges to 0 in T0, and
(ii) for every A ∈ F and for every n ∈ N, there are m > n, k  fm(n) and a special (m,n, k)-
system X ⊆ A.
(3) An invariant topology T on G is special if the neighborhood filter of 0 in T is special.
Note that every special group topology is nonlinear. Indeed, by (i), W is a neighborhood
of 0, by (ii), every neighborhood U of 0 contains a special (m,n, k)-system X, and by (c), the
subgroup generated by X is not contained in W . Hence, W contains no open subgroup.
Lemma 4.2. T0 is special.
Proof. We first show that for every n, s ∈ N with n 2, there is a sequence (xi)i<n in Wn such
that
(a) min supp(xi) s for each i < n,
(b) supp(xi) ∩ supp(xj ) = ∅ for all distinct i, j < n, and
(c) ∑ xi /∈ W .i<n
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xi =
2l−1∑
j=l
enj+i .
Since xi =∑2l−1j=l enj+i =∑lj=1 en(l−1+j)+i and n(l − 1 + j) + i = nj + n(l − 1) + i  nj ,
one has xi ∈ Wn. It is clear that (a) and (b) are satisfied. To see (c), let x = ∑i<n xi . Then
x =∑n2l−1j=nl ej =∑nlj=1 enl−1+j . Since nl − 1 + nl < 2nl, one has x /∈ W .
We now show that for every n ∈N, there are m > n and a special (m,n,ω)-system in Wn. Let
m = 2nn. Then nWm ⊆ Wn. As usual, for any A ⊆ G and k ∈N,
kA = A + · · · + A︸ ︷︷ ︸
k
.
Inductively, for each l ∈N, construct a sequence (xml+i )i<m in Wm such that
(i) if l > 0, then max supp(xm(l−1)+i ) < min supp(xml+j ) for all i, j < m,
(ii) supp(xml+i ) ∩ supp(xml+j ) = ∅ for all distinct i, j < m, and
(iii) ∑i<m xml+i /∈ W .
Let X = {∑i∈I xi : I ∈ Im,n,ω}. Then X = (X, (xi)i<ω) is a special (m,n,ω)-system in Wn. 
Lemma 4.3. If X is a special (m,n, k)-system and Y is a strong (m,n, k′)-subsystem of X, then
Y is also special.
Proof. Let X = (X, (xi)i<mk) and Y = (Y, (yj )j<mk′). Pick a sequence (Ij )j<mk′ of pairwise
disjoint sets in Im,n,k such that
(i) ⋃j∈J Ij ∈ Im,n,k for each J ∈ Im,n,k′ ,
(ii) yj =∑i∈Ij xi , and
(iii) for every l < k′ there is r < k such that Iml+s ∩ [mr,m(r + 1)) = {mr + s} for each s < m.
Given l < k′, let I =⋃j∈[ml,m(l+1)) Ij and J = [mr,m(r + 1)). Then
∑
j∈[ml,m(l+1))
yj =
∑
j∈[ml,m(l+1))
∑
i∈Ij
xi =
∑
i∈I
xi =
∑
i∈I\J
xi +
∑
i∈J
xi .
Since
∑
i∈J xi /∈ W , it follows that
∑
j∈[ml,m(l+1)) yj /∈ W . 
Lemma 4.4. Every special filter can be extended to a special ultrafilter.
Proof. Let F0 be a special filter. Then by Zorn’s Lemma, F0 can be extended to a maximal
special filter F . We claim that F is an ultrafilter.
Assume the contrary. Then there are a partition {Bs : s < 2} of G, A ∈ F and n ∈ N such
that for each s < 2, A ∩ Bs contains no special (m,n, k)-system with m > n and k  fm(n).
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k′  fm(n+1). Without loss of generality one may suppose that X is a special (m,n,fm(n+1))-
system. But then by Definition 3.6, there are s < 2 and a strong (m,n,fm(n))-subsystem Y of
X contained in Bs . Hence by Lemma 4.3, Y is a special (m,n,fm(n))-system in A ∩ Bs , a
contradiction. 
For every invariant topology T on G,
Ult(T ) = {p ∈ G∗: p converges to 0 in T }
is a closed subsemigroup of βG (see [12, Lemma 7.1]).
Lemma 4.5. Let T be a special invariant topology on G and let
S = {p ∈ Ult(T ): p is special}.
Then S is a closed subsemigroup of Ult(T ).
Proof. By Lemma 4.4, S is nonempty, and clearly, S is closed. To see that S is a semigroup, let
p,q ∈ S, C ∈ p + q and n ∈N. There are A ∈ p and Bx ∈ q for each x ∈ A such that ⋃x∈A(x +
Bx) ⊆ C. Pick a special (m,n, k)-system X = (X, (xi)i<mk) in A ∩ W4 for some m > n and
k  fm(n). Then pick a special (m′, n, k′)-system Y = (Y, (yi)i<m′k′) in⋂x∈X Bx ∩W4 for some
m′ > n and k′  fm′(n) such that max supp(X) < min supp(Y ). We can choose Y in addition so
that m′ m and k′  k. Therefore, one may suppose that m′ = m and k′ = k. For each i < mk,
let zi = xi +yi , and let Z = {∑i∈I zi : I ∈ Im,n,k}. Then Z = (Z, (zi)i<mk) is a special (m,n, k)-
system in C. 
Corollary 4.6. For every special invariant topology T on G, there is a special idempotent ultra-
filter p ∈ Ult(T ).
Proof. By Lemma 4.5, S = {p ∈ Ult(T ): p is special} is a closed subsemigroup of Ult(T ), so
there is an idempotent p ∈ S. 
Recall that the character of a space is the minimum cardinal κ such that every point has a
neighborhood base of cardinality  κ . Spaces of countable character are called first countable.
Theorem 4.7. Let T be a special first countable invariant topology on G and let {As : s < 2} be
a partition of G. Then there are s < 2 and a special first countable group topology T ′ ⊇ T on G
such that As ∪ {0} is a neighborhood of 0 in T ′.
Proof. By Corollary 4.6, there is a special idempotent ultrafilter p ∈ Ult(T ). Pick s < 2 such
that As ∈ p. Let (Un)∞n=1 be a decreasing neighborhood base at 0 in T . Applying Theorem 2.3,
choose a sequence (Xn)∞n=1 such that
(1) Xn = (Xn, (xn,i)i<mnkn) is a special (mn,n, kn)-system for some mn > n and kn  fmn(n),
(2) max supp(Xn) < min supp(Xn+1), and
(3) FS((Xi)∞ ) ⊆ Un ∩ As .i=n
2424 Y. Zelenyuk / Advances in Mathematics 229 (2012) 2415–2426For every n ∈N, let
Yn =
{∑
i∈I
xn,i : ∅ = I ⊆ [0,mnkn) and
∣∣I ∩ [mnl,mn(l + 1))∣∣ 1 for each l < kn
}
.
Note that Yn ⊆ Xn and n(Yn ∪ {0}) = Xn ∪ {0}. Now for every n ∈N, let
Zn =
∞⋃
i=n
Yi ∪ {0} and Vn = FS
(
(Zni)
∞
i=1
)
.
Observe that FS((Zi)∞i=n) is the union of sets of the form j1Yi1 + · · · + jtYit , where t ∈ N,
n i1 < · · · < it , 1 j1  i1 − n + 1 and 1 jr+1  ir+1 − (j1 + · · · + jr ) for each r ∈ [1, t),
and consequently,
j1Yi1 + · · · + jtYit ⊆
(
Xi1 ∪ {0}
)+ · · · + (Xit ∪ {0}).
Hence,
Vn = FS
(
(Zni)
∞
i=1
)⊆ FS((Zi)∞i=n)⊆ FS((Xi)∞i=n)∪ {0}.
Since
⋂∞
n=1 Vn = {0} and
V2n + V2n = FS
(
(Z2ni)
∞
i=1
)+ FS((Z2ni)∞i=1)
⊆ FS((Zn(2i−1))∞i=1)+ FS((Zn2i )∞i=1)
= FS((Zni)∞i=1)= Vn,
there is a group topology T ′ on G for which (Vn)∞n=1 is a neighborhood base at 0. And since
Vn \ {0} ⊆ FS((Xi)∞i=n) ⊆ Un ∩ Ai , T ′ ⊇ T and As ∪ {0} is a neighborhood of 0 in T ′.
To see that T ′ is special, let n ∈N be given. Put l = 2nn and X = (nYl)\{0}. Then X ⊆ nVl ⊆
Vn, X = (X, (xl,i )i<mlkl ) is an (ml, n, kl)-system and kl  fml (l) fml (n). 
A familyA⊆P(ω) has the strong finite intersection property if for every finite B ⊆A,⋂B is
infinite. A subset A ⊆ ω is a pseudo-intersection of A if for every B ∈ A, A \ B is finite. The
pseudo-intersection number, denoted p, is the minimum cardinality of a familyA⊆P(ω) having
the strong finite intersection property but no infinite pseudo-intersection. It is easy to see that
ω1  p c. One of important consequences of MA is that p = c. See [11] for more information
about MA and p= c.
Lemma 4.8. Every special invariant topology on G of character < p can be refined to a special
first countable group topology.
Proof. Let T be a special invariant topology on G of character κ < p. Pick a neighborhood base
{Vα: α < κ} at 0 in T . For every α < κ , let Fα denote the family of all special (m,n, k)-systems
contained in Vα . Since κ < p, there is an infinite pseudo-intersection F of {Fα: α < κ}. Choose
a sequence (Xn)∞ in F such thatn=1
Y. Zelenyuk / Advances in Mathematics 229 (2012) 2415–2426 2425(1) Xn = (Xn, (xn,i)i<mnkn) is a special (mn,n, kn)-system for some mn > n and kn  fmn(n),
and
(2) max supp(Xn) < min supp(Xn+1).
Using Lemma 2.2 and that κ < p, inductively for each α  κ , construct a subsequence (Xαn )∞n=1
of (Xn)∞n=1 such that
(i) for every α < κ , FS((Xαn )∞n=1) ⊆ Vα , and
(ii) for every α  κ and γ < α, {Xαn : n ∈N} \ {Xγn : n ∈N} is finite.
Then (Xκn)∞n=1 is a subsequence of (Xn)∞n=1 with the following property: for every α < κ , there
is i(α) ∈N such that FS((Xκn)∞n=i(α)) ⊆ Vα . We may suppose that Xκn = Xn. Next we proceed as
in the proof of Theorem 4.7. For every n ∈N, let
Yn =
{∑
i∈I
xn,i : ∅ = I ⊆ [0,mnkn) and
∣∣I ∩ [mnl,mn(l + 1))∣∣ 1 for each l < kn
}
and let
Zn =
∞⋃
i=n
Yi ∪ {0} and Vn = FS
(
(Zni)
∞
i=1
)
.
Then there is a group topology T ′ on G for which (Vn)∞n=1 is a neighborhood base at 0. The
topology T ′ is as required. 
Now we are in a position to prove Theorem 1.1.
Proof of Theorem 1.1. Enumerate the subsets of G as {Aα: α < c} with A0 = G. Construct
inductively an increasing c-sequence (Tα)α<c of special first countable group topologies on G
such that for every α < c, either Aα ∪ {0} or (G \ Aα) ∪ {0} is a neighborhood of 0 in Tα .
As T0 take the topology defined in the beginning of the section (it is special by Lemma 4.2).
Fix γ ∈ [1, c) and suppose that γ -sequence (Tα)α<γ has already been constructed. Then T ′γ =⋃
α<γ Tα is a special group topology of character max{ω, |γ |}. Since MA implies p= c, one has
γ < p. Consequently by Lemma 4.8, there is a special first countable group topology T ′′γ ⊇ T ′γ .
Then by Theorem 4.7, there is a special first countable group topology Tγ ⊇ T ′′γ in which either
Aγ ∪ {0} or (G \ Aγ ) ∪ {0} is a neighborhood of 0.
Finally, let T =⋃α<c Tα . Then T is a nonlinear maximal group topology. 
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