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ABSTRACT
We study an N = 1 two-dimensional non-linear sigma model with boundaries
representing, e.g., a gauge fixed open string. We describe the full set of boundary
conditions compatible with N = 1 superconformal symmetry. The problem is
analyzed in two different ways: by studying requirements for invariance of the
action, and by studying the conserved supercurrent. We present the target space
interpretation of these results, and identify the appearance of partially integrable
almost product structures.
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1 Introduction
The two-dimensional non-linear sigma model with boundaries and N = 1 worldsheet su-
persymmetry plays a prominent role in the description of open Neveu-Schwarz-Ramond
(NSR) strings. Studying this model may thus help to understand those aspects of D-brane
physics where the sigma model description is applicable. The model is also interesting in
its own right; for instance, it is a well known fact that supersymmetric models have in-
triguing relations with geometry. Here we will show that the supersymmetric sigma model
with boundaries naturally leads to the appearance of partially integrable almost product
geometry.
The idea is to look at the non-linear sigma model with the minimal possible amount
of worldsheet supersymmetry, i.e. with only one spinor parameter in the supersymmetry
transformations. It turns out that even this minimal amount of supersymmetry leads to
interesting restrictions on the allowed boundary conditions. These worldsheet restrictions
can be reinterpreted in terms of the target space manifold, with the result that the open
strings are allowed to end only on (pseudo) Riemannian submanifolds of the target space.
Special cases of the kind of conditions we present here are often adopted in the literature
(e.g. [1, 3]), without derivation. The aim of this paper is to show, in a pedagogical manner,
how one arrives at these conditions via systematic analysis of the action and the conserved
currents. However, the conditions we find are more general than the ones usually assumed.
The paper is organised as follows. In Section 2 we consider the non-linear sigma model
action defined on a (pseudo) Riemannian target space manifold. We derive the general
boundary conditions that simultaneously set to zero the field variation and the supersymme-
try variation of the action. We check that these conditions are compatible with the super-
symmetry algebra, and then consider a special case. In Section 3 we rederive the boundary
conditions using a different approach, namely requiring N = 1 superconformal invariance at
the level of the conserved currents. In Section 4 we interpret the worldsheet conditions in
terms of the target space manifold, which leads to some interesting properties of D-branes.
In Section 5 we briefly touch on the interesting question of additional supersymmetries, and
finally, in Section 6, we give a summary of the present work and an outline of our plans for
future investigations.
2
2 The N = 1 σ-model action
The first approach we take in finding the boundary conditions is to analyze the action. Field
variations of the action yield boundary field equations, which must be compatible with the
vanishing of the supersymmetry variation of the action. Making a general (linear) ansatz for
the relation between worldsheet fermions on the boundary, this compatibility requirement
imposes restrictions on our ansatz.
2.1 Boundary equations of motion
We start from the non-linear sigma model action
S =
∫
d2ξd2θ D+Φ
µD−Φ
νgµν(Φ), (2.1)
where gµν is a Riemannian
4 metric and we use the standard 2D superfield notation (see
Appendix A). Varying S with respect to the fields Φµ we obtain a boundary term
δS = i
∫
dτ
[
(δψµ+ψ
ν
+ − δψµ−ψν−)gµν+
+δXµ(igµν(∂++X
ν − ∂=Xν) + (ψν−ψρ− − ψν+ψρ+)Γνµρ)
]
σ=0,pi
, (2.2)
where Γνµρ is the Levi-Civita connection,
Γνρµ = gνσΓ
σ
ρµ =
1
2
(gνµ,ρ + gρν,µ − gρµ,ν). (2.3)
We now make a general linear ansatz for the fermionic boundary conditions5 (see [4] for
a discussion of general fermionic ansa¨tze),
ψ
µ
− = ηR
µ
ν(X)ψ
ν
+ |σ=0,pi, (2.4)
where Rµν is a (1, 1) “tensor” which squares to one,
RµνR
ν
ρ = δ
µ
ρ, (2.5)
and we have found it convenient to introduce the parameter η which takes on the values ±1.
The property (2.5) can be justified by worldsheet parity, i.e., the theory should be invariant
under interchange of ψ+ and ψ−. Relaxation of this property leads to the appearance of
4Hereafter, whenever we use the word “Riemannian,” we mean “Riemannian or pseudo Riemannian.”
5From now on we shall drop the notation |σ=0,pi, since all conditions in this paper are understood to hold
on the boundary.
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generalised torsion (i.e., the combination B + dA of a B-field and gauge field); however, we
focus here on a torsion-free background.6
We view Rµν as a formal object, for the moment avoiding to specify whether it is defined
globally or only locally; such issues are discussed in Section 4. Substituting the ansatz (2.4),
as well as its field variation, into (2.2) yields conditions on Rµν if the variation δS is to
vanish. The first such condition comes from cancelling the δψµ+-terms and says that R
µ
ν
must preserve the metric,
gµν = R
σ
µR
ρ
νgσρ. (2.6)
Note that this condition, together with (2.5), implies that Rµν ≡ gµρRρν is symmetric. After
imposing (2.6), we are left with the δXµ-part of (2.2),
δS = i
∫
dτ δXµ
[
igµν(∂++X
ν − ∂=Xν) +Rνσgνρ∇µRργψσ+ψγ+
]
, (2.7)
where ∇µ is the spacetime Levi-Civita covariant derivative.
Before exploring what conditions the vanishing of (2.7) gives us, we first remark on the
interpretation of Rµν . The open string may either move about freely, in which case its ends
obey Neumann boundary conditions; alternatively, the ends of the string may be confined
to a subspace, corresponding to Dirichlet conditions. Consider a d-dimensional target space
with Dp-branes, i.e., there are d − (p + 1) Dirichlet directions along which the field Xµ is
frozen (∂0X
i = 0, i = p+1, ..., d− 1). At any given point on a Dp-brane we can choose local
coordinates such that X i are the directions normal to the brane and Xm (m = 0, ..., p) are
coordinates on the brane. We call such a coordinate system adapted to the brane. In this
basis the fermionic boundary conditions are [7]
ψm
−
= η ψm+ , ψ
i
−
= −η ψi+,
whence
Rµν =

 δnm 0
0 −δi j

 . (2.8)
(This tensor is also used in boundary state formalism, see e.g. [8, 9].) So Rµν has a clear
physical interpretation: its (+1) eigenvalues correspond to Neumann conditions and its (−1)
eigenvalues correspond to Dirichlet conditions. Thus the general tensor Rµν represents the
boundary conditions covariantly at the given point.
Given this setup of Neumann and Dirichlet directions, it is convenient to introduce the
objects P µν and Q
µ
ν as [9]
P µν =
1
2
(δµν +R
µ
ν), Q
µ
ν =
1
2
(δµν − Rµν). (2.9)
6The general case will be treated in a forthcoming publication [5] (see also [6]).
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Because R squares to one, P µν and Q
µ
ν are orthogonal projectors, defining the Neumann and
Dirichlet directions, respectively, in a covariant way. They satisfy
P µρP
ρ
ν = P
µ
ν , Q
µ
ρQ
ρ
ν = Q
µ
ν , (2.10)
and
QµνP
ν
ρ = P
µ
νQ
ν
ρ = 0, P
µ
ν +Q
µ
ν = δ
µ
ν . (2.11)
Continuing the analysis of the field variation (2.7), we note that since, on the boundary,
theX-field is frozen along the Dirichlet directions, its corresponding variation vanishes. That
is, QµνδX
ν = 0, and we may write δXµ = P µνδX
ν. Thus the set of general parity invariant
boundary conditions implied by the boundary equations of motion are

ψ
µ
− − ηRµνψν+ = 0
gδµP
µ
ν(∂++X
ν − ∂=Xν)− iP µδRνσgνρ∇µRργψσ+ψγ+ = 0
Qµν(∂=X
ν + ∂++X
ν) = 0
(2.12)
where Rµν satisfies 
 R
µ
νR
ν
ρ = δ
µ
ρ
gµν = R
σ
µR
ρ
νgσρ
(2.13)
2.2 Supersymmetry variations
In general one does not expect the boundary conditions derived as field equations to be
supersymmetric, since the action is invariant under the supersymmetry algebra only up to a
boundary term. To ensure worldsheet supersymmetry the boundary conditions should make
the supersymmetry variation of the action vanish. The constraints on Rµν implied by this
condition must then be made compatible with (2.12) and (2.6).
Assuming the standard (1,1) supersymmetry variation (A.63) with supersymmetry pa-
rameter ǫ+ = ηǫ−, the variation of (2.1) yields the boundary term
δsS = ǫ
−
∫
dτ
[
gµν(∂++X
µψν
−
− η∂=Xνψµ+) + igµνF µ+−(ψν+ + ηψν−)−
−iψµ+ψν−ψρ+Γµνρ − iηψµ+ψν−ψρ−Γνµρ
]
. (2.14)
Inserting the ansatz (2.4), δsS simplifies to
δsS = ηǫ
−
∫
dτψ
µ
+
[
gµν(R
ν
σ∂++X
σ − ∂=Xν) + 2iηgµνP νσF σ+− − 2iψσ+ψγ+RρσP νµΓνργ
]
. (2.15)
We now have two choices; either to stay completely off-shell, or to make use of the
(algebraic) bulk field equations for the auxiliary field F .7 If we stay off-shell and plug the
7Note that there are no boundary contributions in deriving the F -field equations.
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conditions (2.12) into (2.15) we get a condition involving the F -field. However, this condition
is not uniquely determined; for example, one can always add a term of the form Kµνρψ
ν
+ψ
ρ
+,
whereKµνρ is symmetric either in the first two indices or in the first and the last (for instance,
one could choose Kµνρ = gµσ∇νRσρ). Therefore, staying off-shell, we do not obtain a unique
form of the boundary condition for F . (Even if this F -condition were unique, we still need
it to be compatible with the F -field equation on the boundary.) Hence the way to proceed
is to go partly on-shell and use the F -field equation of motion,
gµνF
ν
+− + ψ
ν
+ψ
ρ
−Γµνρ = 0, (2.16)
restricted to the boundary (i.e., with the ansatz (2.4) inserted). Substituting this in (2.15)
yields the supersymmetry variation
δsS = ηǫ
−
∫
dτψ
µ
+ [gµν(R
ν
σ∂++X
σ − ∂=Xν)] ,
which, using the bosonic conditions from (2.12), reduces to
δsS = iηǫ
−
∫
dτψ
µ
+ψ
σ
+ψ
γ
+P
δ
µR
ν
σgνρ∇δRργ . (2.17)
δsS vanishes only if R
µ
ν satisfies
P δµR
ν
σgνρ∇δRργ + P δσRνγgνρ∇δRρµ + P δγRνµgνρ∇δRρσ = 0, (2.18)
which, by contraction with Q, leads to
P σγP
µ
ν∇[σQδµ] = P µγP νσQρ[µ,ν] = 0. (2.19)
This is the integrability condition for P (cf. Appendix D).
In conclusion, the boundary conditions (2.12) are consistent with worldsheet supersym-
metry, in the sense discussed above, when P is integrable. The geometrical meaning of this
integrability condition is discussed in Section 4.
2.3 Compatibility with the algebra
We may rephrase the question about boundary supersymmetry and study compatibility with
the supersymmetry algebra. This means that the boundary conditions should be consistent
with the supersymmetry transformation of our fermionic ansatz (2.4). Applying the trans-
formations (A.63) with ǫ+ = ηǫ− to the ansatz one finds a bosonic boundary condition8
∂=X
µ = Rµν∂++X
ν + 2iηP µνF
ν
+− − 2iRµν,σP σρψρ+ψν+. (2.20)
8The set of supersymmetric boundary conditions can be written in terms of 1D superfields, see Ap-
pendix B.
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Compatibility with the supersymmetry algebra is attained when the boundary field equations
(2.12) satisfy (2.20). Note that (2.20) is stronger than the requirement of zero supersymmetry
variation of the action; this may be seen by substituting (2.20) into (2.15) to get
δsS = −2iηǫ−
∫
dτ ψ
µ
+ψ
σ
+ψ
γ
+gσνP
ρ
µ∇ρRνγ , (2.21)
which vanishes identically because gσνP
ρ
µ∇ρRνγ is symmetric in σ and γ (by (2.6)).
To show that the boundary equations of motion are consistent with (2.20), we first go
on-shell by using the F -field equation (2.16) restricted to the boundary, obtaining
∂=X
µ − Rµν∂++Xν + 2iP σγ∇σRµνψγ+ψν+ = 0. (2.22)
Contraction withQ then gives the integrability condition for P , after using thatQµν∂0X
ν = 0.
On the other hand, contracting (2.22) with P and using that P is integrable, we arrive at
the second (bosonic) condition in (2.12). Thus we conclude that (2.12) are the general parity
invariant boundary conditions compatible with the supersymmetry algebra, provided that R
squares to one and preserves the metric, and that P is integrable.
2.4 Preservation of the metric
The properties (2.13) allow us to draw some conclusions about the form of Rµν . For a
general metric gµν there is only one solution for R that squares to one and preserves the
metric, namely Rµν = δ
µ
ν . Thus there can be no Dirichlet directions, i.e., this general
background cannot support D-branes, or worldsheet supersymmetry is broken.
If, on the other hand, the metric is not of a completely general form, there may be other
solutions forRµν , depending on the form of gµν . In the presence of Dp-branes, the metric must
not mix Neumann and Dirichlet directions. To see why, go to adapted coordinates (Xm, X i)
at some point in the target space; then R = diag(1,−1) at this point, and preservation of
the metric,
gµν = R
σ
µR
ρ
νgσρ,
tells us that the only backgrounds that allow Dp-branes are those satisfying [1]
gim = 0. (2.23)
Thus we see that, at the given point, the metric must be such that the Neumann and Dirichlet
directions decouple, if the strings attached to the brane are to remain supersymmetric.
There remains the important question of whether the adapted system of coordinates at
a point can be extended to a neighbourhood along the Dp-brane. This is where integrability
comes in; we address this issue in Section 4.
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2.5 A special case
One may ask what is required for the two-fermion term in the bosonic boundary conditions
in (2.12) to vanish, so that the boundary conditions take the simple form
 ψ
µ
− = ηR
µ
νψ
ν
+
∂=X
µ = Rµν∂++X
ν
(2.24)
often assumed in the literature; see, e.g., [1]. ¿From (2.12) it is easily seen that in addition
to (2.13) one needs to impose
P ρµ∇ρRνγ = 0, (2.25)
a condition that also implies P -integrability (c.f. Eqn. (2.19)).
Note that for a general metric, where we have Rµν = δ
µ
ν , the conditions (2.24) reduce to
 ψ
µ
− − ηψµ+ = 0
∂=X
µ − ∂++Xµ = 0
(2.26)
which corresponds to the freely moving open string, its ends satisfying Neumann conditions
in all directions (corresponding to space-filling D9-branes).
3 N = 1 superconformal symmetry
The second route to finding the boundary conditions allowed by the supersymmetric sigma
model involves studying the conserved currents. Here we derive these currents and the
conditions they must satisfy on the boundary, showing how this yields constraints on Rµν .
3.1 Conserved currents
We want to retain classical superconformal invariance in the presence of boundaries. To do
this, the appropriate objects to study are the currents corresponding to supertranslations in
(1, 1) superspace. These supercurrents may be derived using superspace notation (we sketch
the main steps in Appendix C), and we obtain
T−++ = D+Φ
µ∂++Φ
νgµν , (3.27)
T+= = D−Φ
µ∂=Φ
νgµν , (3.28)
obeying the conservation laws
D+T
+
= = 0, D−T
−
++ = 0.
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Note that these conserved currents are defined only up to the equations of motion.
The components of the supercurrents (3.27) and (3.28) correspond to the supersymmetry
current and stress tensor as follows,
G+ = T
−
++| = ψµ+∂++Xνgµν , (3.29)
G− = T
+
= | = ψµ−∂=Xνgµν , (3.30)
T++ = −iD+T−++| = ∂++Xµ∂++Xνgµν + iψµ+∇+ψν+gµν , (3.31)
T−− = −iD−T+= | = ∂=Xµ∂=Xνgµν + iψµ−∇−ψν−gµν . (3.32)
The covariant derivative acting on the worldsheet fermions is given by
∇±ψν+ = ∂+
=
ψν+ + Γ
ν
ρσ∂+
=
Xρψσ+, ∇±ψν− = ∂+
=
ψν
−
+ Γνρσ∂+
=
Xρψσ
−
, (3.33)
where Γνρσ is the Levi-Civita symbol. Moreover, the conservation laws in components acquire
the following form,
∂++G− = 0 ∂++T−− = 0
∂=G+ = 0 ∂=T++ = 0
To ensure superconformal symmetry on the boundary we need to impose boundary con-
ditions on the currents (3.29)–(3.32). To see what these conditions look like, consider the
conserved charge,
0 = ∂0Q =
∫
dσ ∂0J
0, (3.34)
where the current J is any of the currents G and T , and J0 is the τ -component of J . Then
current conservation, ∂αJ
α = 0, implies that
0 = −
∫
dσ ∂1J
1,
resulting in the boundary condition
J+ − J− = 0.
Applying this to our currents G and T , we arrive at the boundary conditions9
G+ − ηG− = 0, T++ − T−− = 0. (3.35)
At the classical level, these conditions are just saying that the left-moving super-Virasoro
algebra coincides with the right-moving one. We emphasize that classically the conditions
(3.35) can make sense only on-shell. This means that we may (and should) make use of the
field equations in our analysis of the current constraints.
9The η appears here due to supersymmetry.
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3.2 Boundary conditions
To examine how the current conditions affect the choice of Rµν in the fermionic boundary
conditions, we begin by rewriting the stress tensor in a suitable form. The problem is that
the stress tensor has both normal and tangential fermionic derivatives. This is remedied by
defining 2∇0 ≡ ∇+ +∇− and using the fermionic equations of motion,
gµν(ψ
µ
+∇−ψν+ − ψµ−∇+ψν−) = 0,
to rewrite T++ − T−− as follows,
T++ − T−− = ∂++Xµ∂++Xνgµν − ∂=Xµ∂=Xνgµν +
+i(ψµ+ − ηψµ−)∇0(ψν+ + ηψν−)gµν +
+i(ψµ+ + ηψ
µ
−)∇0(ψν+ − ηψν−)gµν . (3.36)
The general form of the boundary conditions which satisfy (3.35) are found by again making
the ansatz (2.4),
ψ
µ
− = ηR
µ
νψ
ν
+, R
µ
νR
ν
σ = δ
µ
σ, (3.37)
recalling that the last property is needed if we want worldsheet parity as a symmetry of the
boundary conditions. Using (3.36) and (3.37), the conditions (3.35) imply the following two
properties,
gµν = R
σ
µR
ρ
νgσρ, P
σ
γP
µ
ν∇[σQδµ] = 0, (3.38)
i.e., R preserves the metric and P is integrable, just as we saw in Section 2. The first of
these properties is straightforwardly obtained from the T -condition; the second is obtained
by using the first property to rewrite the G- and T -conditions as
 G+ − ηG− = ψ
σ
+(gσν∂++X
ν −Rµσ∂=Xνgµν) = 0
T++ − T−− = 2∂0Xρ
(
gρν(∂++X
ν − ∂=Xν)− iP δρRµσgµν∇δRνγψσ+ψγ+
)
= 0
(3.39)
and inserting δµν = P
µ
ν + Q
µ
ν between ∂0X
ρ and the parenthesis in the T -condition (we
assume that there are Dirichlet directions, i.e., that there is a non-vanishing Q such that
Qµν∂0X
ν = 0). We then use the result in the G-condition, thus obtaining the second of
Eqns (3.38).
A remark may be in order on the fact that we obtain the individual conditions (3.38),
rather than some more general condition involving all the worldsheet fields. This may be
understood by recognising that, after using the fermionic boundary condition and the current
conditions, we have reduced the original set of four independent fields
{
ψ
µ
±, ∂+
=
Xµ
}
to a set
of only two independent fields, say ψµ+ and ∂++X
µ. But since these remaining fields are truly
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independent, terms of different structure that appear in the current conditions must vanish
separately. Thus, for example in the analysis of the G-condition, a term
ψ
µ
+∂++X
ν(gµν − RσµRρνgσρ)
will appear which must vanish independently, giving the first of Eqns (3.38), and the second
condition is obtained analogously.
We conclude that the complete set of boundary conditions that solve the current bound-
ary conditions (3.35) are

ψ
µ
− − ηRµνψν+ = 0
gδµP
µ
ν(∂++X
ν − ∂=Xν)− iP µδRνσgνρ∇µRργψσ+ψγ+ = 0
P σγP
µ
ν∇[σQδµ] = 0
Qµν(∂=X
ν + ∂++X
ν) = 0
gµν = R
σ
µR
ρ
νgσρ
RµνR
ν
ρ = δ
µ
ρ
(3.40)
These conditions are identical to the boundary conditions (2.12), (2.13) derived from the
action in Section 2. In particular, it is clear that again P needs to be integrable.
As an alternative to the above procedure, one may derive the conditions (3.40) by impos-
ing compatibility with the supersymmetry algebra on the currents in a more direct manner.
That is, we can use the (on-shell) supersymmetry transformation (2.22) of the fermionic
boundary conditions. The result is again that the G- and T -conditions require, in addition
to the fermionic boundary condition and its supersymmetry transformation, that Rµν satisfy
(3.38), i.e., we arrive at the boundary conditions (3.40). Note that now P -integrability may
also be derived in the same way as discussed in Section 2.3, contracting (2.22) with Q.
4 Geometric interpretation
In this section we discuss the target space interpretation of the boundary conditions we have
found. All information about the boundary conditions is encoded in Rµν , so we focus on the
restrictions on Rµν alone. There are two ways of viewing the boundary conditions, locally
and globally; either Rµν is defined only locally in the target space, or it is defined globally.
4.1 Locally defined conditions
We first take the local point of view, assuming that Rµν is defined only in some region of
the target space manifold. The first boundary condition we consider is the integrability of
11
P . Take an arbitrary point xµ0 in the region where R
µ
ν is defined. We may then write any
contravariant vector dXµ at xµ0 as
dXµ = P µνdX
ν +QµνdX
ν, (4.41)
where we have used the fact that δµν = P
µ
ν+Q
µ
ν . It follows that the distribution P is defined
by
Qµν(X)dX
ν = 0, (4.42)
since this leaves
dXµ = P µνdX
ν . (4.43)
The definition (4.43) leads to P -integrability, by acting on it with the exterior derivative d,
0 = d2Xµ = P µν,ρdX
ρ ∧ dXν = 1
2
P
µ
[ν,ρ]P
ρ
λP
ν
σdX
λ ∧ dXσ, (4.44)
whence
P
ρ
λP
ν
σQ
µ
[ν,ρ] = 0,
which is the P -integrability condition (cf. Eqn. (D.78)).
It turns out that P -integrability is the very condition necessary and sufficient for the
differential equations (4.42) to be completely solvable in a neighbourhood. To see this,
note that for Qµν(X)dX
ν = 0 to be integrable, it is necessary and sufficient that in a
neighbourhood,
0 = d(Qµν(X)dX
ν) =
1
2
Q
µ
[ν,ρ]dX
ρ ∧ dXν = 1
2
P
ρ
λP
ν
σQ
µ
[ν,ρ]dX
λ ∧ dXσ. (4.45)
If the equations (4.42) are completely integrable, then they admit rank(Q) independent
solutions. Going to a coordinate basis where the equations take the form dX˜ i = 0, we may
write the solutions as
X˜ i(X) = qi, i = 0, ..., rank(Q)− 1, (4.46)
where qi are constants.
Interpreting the above result in terms of the target space manifold, we see that the
coordinates (4.46) define a rank(P )-dimensional submanifold. If P has rank p + 1, then
the submanifold is (p + 1)-dimensional, i.e., it is a Dp-brane, and {X˜ i} is the system of
coordinates adapted to the brane. Now P -integrability allows us to extend this system of
coordinates to a neighbourhood (i.e., it is defined not only at one point) along the Neumann
directions. Note that this result arises in a purely algebraic fashion from the requirement of
minimal worldsheet supersymmetry (see Section 2).
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Next we interpret the requirement that R preserve the metric,
gµν = R
σ
µR
ρ
νgσρ. (4.47)
Unlike P -integrability, this property is not purely algebraic; it requires additional informa-
tion, for instance conserved currents (see Section 3).
As we saw in Section 2.4, preservation of the metric implies that in coordinates adapted to
the brane the metric must take a block diagonal form, gµν = diag(gmn, gij), on the worldsheet
boundary. Given that P is integrable, we can extend the adapted coordinate system to a
neighbourhood along the brane, so that R = diag(1,−1) in this neighbourhood. Thus the
metric is block diagonal in this neighbourhood, and the metric along the Neumann directions,
gnm, could in principle serve as a metric on the Dp-brane.
In conclusion, we see that requiring N = 1 superconformal invariance for open strings
results in that they are allowed to end only on Riemannian submanifolds of the target space
manifold. Of course, this implies no restrictions on the “bulk” target space; the conditions
here only applies to the worldsheet boundary, telling us where the strings may end, not what
the rest of the background looks like. As an aside, note that if applied to the case where
both P and Q are integrable, the above discussion leads to the existence of both Dp- and
D(d− (p+ 1)− 1)-branes, in a d-dimensional target space.
4.1.1 Confined geodesics
As we discussed in Section 2.5, the fermionic boundary condition and its supersymmetry
transformation simplify to (2.24) when the extra requirement (2.25) is imposed. This re-
quirement has a nice geometrical interpretation when defined in a neighbourhood of a brane.
Since ∇ρRνγ = −2∇ρQνγ, one can rewrite (2.25) as
P ρµ∇ρQνγ = 0. (4.48)
When this condition is satisfied, P is called parallel [10] with respect to the Levi-Civita
connection. Indeed, if P is integrable one can always construct a symmetric affine connection
such that (4.48) holds.
To understand the physical meaning of (4.48), take a point xµ0 and a vector v
µ at xµ0 ,
which is contained in P (i.e., Qµνv
ν = 0). Then the autoparallel curve with respect to the
Levi-Civita connection, vµ∇µvν = 0, is uniquely determined by the initial point xµ0 and the
initial direction vµ. The condition (4.48) ensures that the path thus determined is always
contained in P . This is easily seen by inserting vµ = P µνv
ν into the curve (where now vµ is
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any vector along the curve),
0 = vµ∇µvν = vµ∇µ (P νσvσ)
= vµvσ∇µP νσ + P νσvµ∇µvσ
= −vλvσP µλ∇µQνσ.
Thus the autoparallel curve is compatible with the requirement that vµ be contained in P ,
if (4.48) holds.
A distribution P such that autoparallel curves starting out in P always remain in P is
called geodesic10 [10]. Physically it means that if a geodesic starts on a Dp-brane, then it
will always remain on the brane. Hence particles cannot escape from the brane.
4.2 Globally defined conditions
Turning now to global issues, we ask when it makes sense to interpret the boundary conditions
(2.12), (2.13) globally and what kind of restrictions it implies for the target space. If the
tensor Rµν is defined globally on the target space, and if the property R
µ
νR
ν
ρ = δ
µ
ρ holds
globally, then the target space manifold is said to admit an almost product structure Rµν (see
Appendix D). If in addition Rµν preserves the metric, then the manifold is called an almost
product Riemannian manifold.
Thus our boundary conditions tell us that when the target space is an almost product
Riemannian manifold with the property that P is integrable, then it admits Dp-brane solu-
tions at any point, and that these solutions respect N = 1 superconformal symmetry. If the
target space is a locally product manifold, i.e., both P and Q are integrable, then the sigma
model admits both Dp- and D(d− (p+1)− 1)-brane solutions at any point of the manifold,
and they are all compatible with N = 1 superconformal invariance.
4.2.1 Warped product spacetimes
Consider again the case where P is a geodesic distribution satisfying (4.48). There is an
interesting example of a geometry for which this condition is fulfilled globally, namely the
warped product spacetimes [10]. Given two Riemannian manifolds (Mi, gi), i = 1, 2, and a
smooth function f :M =M1 ×M2 → RI , construct the metric g = g1 ⊕ efg2 onM. Then
the manifold (M, g) is a warped product manifold.11 Thus, if (4.48) is defined globally, we
10This property is a weaker condition than (4.48).
11In the present context it is interesting that many exact solutions of Einstein equations, e.g.,
Schwarzschild, Robertson-Walker, Reissner-Nordstro¨m, etc., and also p-brane solutions, are examples of
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know that the target space is a warped product spacetime, and we also know from Section 2.5
that the only boundary conditions preserving N = 1 superconformal symmetry in this case
are
ψ
µ
− = ηR
µ
νψ
ν
+, ∂=X
µ = Rµν∂++X
ν ,
although now they need to be globally defined.
5 Additional supersymmetry
In this section we discuss the non-linear sigma model with N = 2 supersymmetry. Although
our discussion is somewhat sketchy we show that the solution of the problem is more general
than usually assumed in the literature.
We have shown that for the N = 1 supersymmetric sigma model (2.1) the following set
of parity invariant boundary conditions,

 ψ
µ
− − ηRµνψν+ = 0,
∂=X
µ − Rµν∂++Xν + 2iP σγ∇σRµνψγ+ψν+ = 0,
(5.49)
respect N = 1 superconformal invariance. The fermionic and bosonic boundary conditions
are related to each other through supersymmetry transformations. Due to the integrability
of P this solution admits a nice geometrical interpretation in terms of a submanifold.
Now if the model (2.1) has a second supersymmetry the target space must be a Ka¨hler
manifold. In real coordinates the second on-shell supersymmetry can be written as follows,


δ2X
µ = −(ǫ+2 ψν+ + ǫ−2 ψν−)Jµν
δ2ψ
µ
+ = −iǫ+2 ∂++XνJµν + ǫ−2 JµσΓσνρψρ−ψν+ + ǫ+2 Jµν,ρψν+ψρ+ + ǫ−2 Jµν,ρψν+ψρ−
δ2ψ
µ
− = −iǫ−2 ∂=XνJµν − ǫ+2 JµσΓσνρψρ−ψν+ + ǫ+2 Jµν,ρψν−ψρ+ + ǫ−2 Jµν,ρψν−ψρ−
(5.50)
where Jµν is a complex structure (i.e., J
µ
νJ
ν
ρ = −δµρ and J is integrable) with the property
∇ρJµν = 0. The new symmetry gives rise to several new questions. For instance, what
are the boundary conditions that ensure survival of this symmetry on the boundary? And
what restrictions, if any, does it imply for the conditions (5.49)? Here we address the latter
of these questions. To this end, we start from the fermionic boundary condition in (5.49)
and use the second supersymmetry variation to derive the corresponding bosonic boundary
conditions,
∂=X
µ + (ηη2)J
µ
σR
σ
νJ
ν
γ∂++X
γ − i
[
(ηη2)J
µ
σ∇ρRσνJργ + Jµσ∇ρRσνJρλRλγ
]
ψ
γ
+ψ
ν
+ = 0, (5.51)
warped product spacetimes.
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where we assume that ǫ+2 = η2ǫ
−
2 . The equations (5.49) and (5.51) should be equivalent.
Comparing the X-part we get the following condition (which also is part of the requirement
for the second boundary supersymmetry),
JµγR
γ
νJ
ν
σ = −(ηη2)Rµσ, (5.52)
or equivalently,
JµγR
γ
ν = (ηη2)R
µ
γJ
γ
ν . (5.53)
The case ηη2 = 1 corresponds to the so-called B-type conditions and ηη2 = −1 to A-type
conditions as defined in [1]. One can show that the B-type conditions correspond to Ka¨hler
submanifolds and the A-type conditions to coisotropic submanifolds. We emphasize that
integrability of P plays a crucial role in this argument.
Using the property (5.52) we rewrite the equation (5.51) as follows,
∂=X
µ − Rµν∂++Xν − i(ηη2)JµλJργ
[
∇ρRλν +∇σRλνRσρ
]
ψ
γ
+ψ
ν
+ = 0. (5.54)
Comparing the two-fermion terms in (5.49) and (5.54) we get the following condition,
(
P ργ∇ρRµν + (ηη2)JµλJργP σρ∇σRλν
)
ψ
γ
+ψ
ν
+ = 0. (5.55)
This condition does not imply that the two-fermion term in the bosonic boundary condition
vanishes altogether. However, it does put some restrictions on this term.
As an example we consider the B-type conditions. In this case it is convenient to go to
complex coordinates such that J ij = iδ
i
j , J
i¯
j¯ = −iδ i¯j¯ and J ij¯ = J i¯j = 0. In these coordinates
the property (5.52) implies
Rij¯ = R
i¯
j = 0, ∇ρRij¯ = ∇ρRi¯j = 0. (5.56)
The conditions (5.55) take the form
P s¯l¯∇s¯Rijψ l¯+ψj+ = 0, P sl∇sRi¯j¯ψl+ψj¯+ = 0, (5.57)
whence the bosonic boundary condition may be written as
∂=X
i − Rij∂++Xj + 2iP sl∇sRijψl+ψj+ = 0, (5.58)
in holomorphic coordinates. The structure in front of the two-fermion term is related to the
second fundamental form of a submanifold [5].
We would like to stress that the solutions we have discussed are more general than
those usually considered in the literature (see e.g. [1] and [2]) and that they admit a nice
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geometrical interpretation. As one could see from our previous discussion, the requirements
of zero variation (2.2) and of conformal invariance on the boundary (i.e., T++ − T−− = 0)
are completely equivalent. However, in the literature one encounters restrictions on the
boundary that are stronger than the vanishing of (2.2). For instance, in [2] the following
conditions are imposed on the boundary,
δXµ gµν ∂1X
ν = 0,
gµν(δψ
µ
+ψ
ν
+ − δψµ−ψν−) = 0.
(5.59)
(Note that in normal coordinates the two-fermion term in (2.2) is absent.) This is certainly
a solution of the problem, but not the most general one. The topic deserves further study
and we plan to return to it in future work.
6 Conclusions
In this paper we have investigated what boundary conditions on an N = 1 sigma model are
required for supersymmetry.
First, vanishing of the boundary supersymmetry variations together with invariance of
the action under general variations give us a set of boundary conditions. These turn out
to be compatible with the supersymmetry algebra on the boundary in that the fermionic
and bosonic boundary conditions form a supersymmetry multiplet on the (auxiliary) F -field
shell.
We further studied the boundary conditions required for left and right currents to agree
on the boundary. The conditions derived in this way are identical to those we find using our
first method.
Our boundary conditions are more general than those usually adopted in the literature,
and they are derived here in a systematic manner. We believe that this makes them useful.
One interesting feature of our results is the occurrence of a mixed second rank tensor Rµν
that squares to the identity and preserves the metric. We have shown that the projector in
the Neumann directions, formed from Rµν , satisfies an integrability condition. This condition
has the natural interpretation that it is possible to choose coordinates along a D-brane such
that Rµν is constant and diagonal. Our boundary conditions give information about how
D-branes may be embedded in spacetime and what the corresponding local geometry looks
like. In particular, we showed that minimal boundary supersymmetry requires open strings
to end only on (pseudo) Riemannian submanifolds of the target space. This fact is usually
assumed in the literature, but we have derived it in a rigorous way.
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Mathematically it may also be of interest to consider the case when Rµν is globally
defined. Then it has the geometric interpretation of an almost product structure, and we
briefly discussed this.
In this paper we have only considered sigma models in a non-trivial background metric.
The boundary conditions will get modified if a background antisymmetric B-field is also
included [6]. We turn to this case in a future publication [5].
Other questions of interest to us are related to treating the full theory, i.e., to include
the 2D supergravity fields. And, even in the gauge-fixed case, to include contributions from
the ghost fields, e.g., to the currents.
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A (1,1) supersymmetry
Throughout the paper we use µ, ν, ... as spacetime indices, (++,=) as worldsheet indices, and
(+,−) as two-dimensional spinor indices. We also use superspace conventions, where the
pair of spinor coordinates of two-dimensional superspace are labelled θ±, and the covariant
derivatives D± and supersymmetry generators Q± satisfy
D2+ = i∂++, D
2
−
= i∂=, {D+, D−} = 0,
Q± = −D± + 2iθ±∂
+
=
, (A.60)
where ∂
+
=
= ∂0 ± ∂1. In terms of the covariant derivatives, a supersymmetry transformation
of a superfield Φ is then given by
δΦ ≡ (ε+Q+ + ε−Q−)Φ
= −(ε+D+ + ε−D−)Φ + 2i(ε+θ+∂++ + ε−θ−∂=)Φ. (A.61)
The components of a superfield Φ are defined via projections as follows,
Φ| ≡ X, D±Φ| ≡ ψ±, D+D−Φ| ≡ F+−, (A.62)
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where a vertical bar denotes “the θ = 0 part of ”. Thus, in components, the (1, 1) super-
symmetry transformations are given by

δXµ = −ǫ+ψµ+ − ǫ−ψµ−
δψ
µ
+ = −iǫ+∂++Xµ − ǫ−F µ−+
δψ
µ
− = −iǫ−∂=Xµ − ǫ+F µ+−
δF
µ
+− = −iǫ+∂++ψµ− + iǫ−∂−ψµ+
(A.63)
B 1D superfield formalism
One may view the 2D supersymmetry algebra as a combination of two 1D algebras (for
similar considerations see [11]). To see this, we rewrite the (1, 1) supersymmetry algebra in
terms of 1D supermultiplets. Assuming that ǫ+ = ηǫ and ǫ− ≡ ǫ, (A.63) becomes

δXµ = −ǫ(ηψµ+ + ψµ−)
δ(ηψµ+ + ψ
µ
−) = −2iǫ∂0Xµ
δ(ψµ− − ηψµ+) = −2ǫ(ηF µ+− − i∂1Xµ)
δ(ηF µ+− − i∂1Xµ) = −iǫ∂0(ψµ− − ηψµ+)
(B.64)
Introducing a new notation for the following combinations of fields,
Ψµ ≡ 1√
2
(ηψµ+ + ψ
µ
−), Ψ˜
µ ≡ 1√
2
(ψµ− − ηψµ+), fµ ≡ ηF µ+− − i∂1Xµ, (B.65)
and redefining ǫ =
√
2ǫ, the algebra (B.64) takes on the simple form

δXµ = −ǫΨµ
δΨµ = −iǫ∂0Xµ
δΨ˜µ = −ǫfµ
δfµ = −iǫ∂0Ψ˜µ
(B.66)
Clearly, (B.66) is a decomposition of the 2D algebra into two 1D supermultiplets. We
introduce a 1D superfield notation for these multiplets,
Kµ = Xµ + θΨµ, Sµ = Ψ˜µ + θfµ, (B.67)
where θ is the single Grassmann coordinate of the respective 1D superspace, and the corre-
sponding 1D superderivative is now D, satisfying D2 = i∂0.
The fermionic boundary condition (2.4) and its supersymmetry transformation may be
rewritten in terms of the 1D supermultiplets,

Ψµ = P µνΨ
ν ,
∂0X
µ = iP µν∂0X
ν + 1
4
QµνN
ν
σρΨ
σΨρ,
Ψ˜µ = QµνΨ˜
ν ,
fµ = Qµνf
ν + 1
4
QµνN
ν
σρΨ
σΨ˜ρ,
(B.68)
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where Nνσρ is the Nijenhuis tensor for R
µ
ν , (D.79). In terms of the 1D superfields, these may
be concisely written as
DKµ = P µν(K)DK
ν ,
Sµ = Qµν(K)S
ν . (B.69)
It is clear from conditions (B.69) that the multiplet (Xµ,Ψµ) may be thought of as living
along the Neumann directions, whereas the multiplet (Ψ˜µ, fµ) lives in the Dirichlet directions.
C Supercurrents
Here we briefly sketch how to derive the supercurrents that define the supersymmetry cur-
rents and stress tensor discussed in Section 3. Our derivation here includes a nonvanish-
ing background B-field; to obtain the currents relevant to the B = 0 case, one just puts
Bµν,ρ = Bµν = 0 in the result below.
We start from the superspace formulation of the non-linear sigma model, where we have
promoted the worldsheet to a superspace by supplementing the ordinary worldsheet coordi-
nates ξ± with a pair of Grassmann coordinates θ±. The model has the same form as (2.1),
except now we make it locally supersymmetric by introducing the supervielbein E AM as well
as replacing the flat superderivatives D± by covariant ones, ∇±. We have
S =
∫
d2ξd2θ E∇+Φµ∇−Φνeµν(Φ), (C.70)
where E is the determinant of the supervielbein. The indices run over the lightcone co-
ordinates and their Grassmann counterparts, M and A taking values (++,=,+,−). The
superfield Φµ is defined in Appendix A, and eµν is the superfield whose lowest component is
the spacetime metric plus B-field, eµν = gµν +Bµν .
Varying (C.70) with respect to the independent components of the supervielbein, we
obtain an expression of the form
δS =
1
2
∫
d2ξd2θ E
∑
A
(−1)AT BA H AB , (C.71)
where T BA are the supercurrents. We take the independent variations to be (H
+
+ , H
−
−
,
H ++
±
, H =
±
), where H AB ≡ δE MA E BM [12]. Using the equations of motion,
∇+∇−Φνgµν − 1
2
∇+Φρ∇−Φν (gµρ,ν + gρν,µ − gµν,ρ +Bµν,ρ + Bρµ,ν +Bνρ,µ) = 0,
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as well as their ∇± derivatives, all components T BA vanish except T−++ and T+= . To revert to
the case with global supersymmetry, we reduce the covariant derivatives to flat ones again,
and we get
T−++ = D+Φ
µ∂++Φ
νgµν − i
2
D+Φ
µD+Φ
νD+Φ
ρBµν,ρ (C.72)
T+= = D−Φ
µ∂=Φ
νgµν +
i
2
D−Φ
µD−Φ
νD−Φ
ρBµν,ρ (C.73)
These are the supercurrents that define the supersymmetry current and stress tensor via
Eqns (3.29)–(3.32).
D Almost product manifolds
Here we review the relevant mathematical definitions pertaining to almost product manifolds.
In our use of terminology we closely follow Yano’s books [10, 13]; however, the reader should
be aware that often a different terminology is used in the literature.
Let M be a d-dimensional manifold with a (1, 1) tensor Rµν such that, globally,
RµνR
ν
ρ = δ
µ
ρ. (D.74)
Then M is an almost product manifold with almost product structure Rµν .
If M admits a Riemannian metric gµν such that
gµν = R
ρ
µR
σ
νgρσ, (D.75)
then M is an almost product Riemannian manifold12.
One may define the following two tensors on M,
P µν =
1
2
(δµν +R
µ
ν), Q
µ
ν =
1
2
(δµν − Rµν). (D.76)
P and Q are globally defined and satisfy Rµν = P
µ
ν − Qµν . They are orthogonal projectors,
i.e.,
QµνP
ν
ρ = P
µ
νQ
ν
ρ = 0
and
P µνP
ν
ρ = P
µ
ρ, Q
µ
νQ
ν
ρ = Q
µ
ρ.
12This is not much of a restriction, since if the manifold allows a metric g˜µν , then gµν = g˜µν +R
ρ
µ
Rσ
ν
g˜ρσ
will satisfy (D.75).
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The eigenvalues of R with respect to P and Q are +1 and −1, respectively. Thus P
and Q define two complementary distributions such that tangent vectors vµ on M with
R-eigenvalue +1 belong to P , and vectors with R-eigenvalue −1 belong to Q,
P : {vµ : Rµνvν = vµ}, Q : {vµ : Rµνvν = −vµ}.
Clearly, rank(P ) equals the number of +1 eigenvalues of R, and rank(Q) is the number of
−1 eigenvalues of R. In fact, this implies that the holonomy group of an almost product
Riemannian manifold is13 O(rank(P ))×O(rank(Q)).
At any one point xµ0 inM, it is always possible to find a local coordinate basis such that
R, P and Q take their canonical form
Rµν =

 δmn 0
0 −δij

 , P µν =

 δmn 0
0 0

 , Qµν =

 0 0
0 δij

 . (D.77)
The almost product structure R as well as the distributions P and Q may or may not be
integrable. The integrability condition for P and Q are stated as follows.14 P is completely
integrable if
P µγP
ν
σQ
ρ
[µ,ν] =
1
8
(Nργσ − RρµNµγσ) =
1
4
QρµN
µ
γσ = 0 (D.78)
where Nµγσ is the Nijenhuis tensor for R,
Nρµν = R
γ
µR
ρ
[ν,γ] −RγνRρ[µ,γ]. (D.79)
Q is completely integrable if
QµγQ
ν
σP
ρ
[µ,ν] =
1
8
(Nργσ +R
ρ
µN
µ
γσ) =
1
4
P ρµN
µ
γσ = 0. (D.80)
R is integrable if both Q and P are integrable, i.e., if Nρµν = 0. In this case M is an
integrable almost product manifold, also called a locally product manifold.
Integrability determines the extent to which R, P and Q may keep their canonical form
in a local neighbourhood of the point xµ0 . On an integrable almost product manifold, R, P
and Q can always be brought to the form (D.77) in a whole neighbourhood of xµ0 . However,
if only one of P and Q is integrable, then the canonical form can be extended only in
the corresponding directions. Thus, if P is integrable, one can adopt (D.77) along the P -
directions, and similarly for Q-integrability.
In terms of transition functions on M, R-integrability means that there is a system
of coordinate neighbourhoods with coordinates Xµ splitting into (Xn, X i) such that the
13For a pseudo Riemannian manifold the holonomy group is O(1, rank(P )− 1)×O(rank(Q)).
14Integrability may also be expressed in terms of the Frobenius theorem.
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transition functions fµ are of the form X˜n = fn(Xm) and X˜ i = f i(Xj) so that fn,i = 0
and f i,n = 0. This is analogous to the case of almost complex manifolds (where R
2 = −1);
there R-integrability implies that one can find local (anti)holomorphic coordinates with
(anti)holomorphic transition functions.
If, for a locally product manifold M, Rµν is a covariantly constant tensor (i.e., ∇ρRµν =
0 with respect to some connection), then the manifold is called a locally decomposable
Riemannian manifold. The warped product manifold (see discussion at the end of Section 4)
is an example of a locally product manifold which is not locally decomposable.
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