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Abstract
Future demands for higher data-rate services is putting pressure on the current fixed 
radio spectrum assignment scheme adopted by regulators. The Cognitive Radio (CR) 
approach is one possible solution to these issues by dynamically assigning spectrum 
between a Primary User (PU) and Secondary User (SU) and thus sharing spectrum and 
using it more efficiently. In this thesis we consider various forms of CR (interweave, 
underlay and joint interweave/ underlay) applied to OFDM based radio systems. As 
conventionally used power allocation of the OFDM modulated SU aims to dynamically 
control the transmit power on each subcarrier in order to maximize the achievable 
data rate while protecting the PU from the interference caused by the SU. However, 
assumptions currently made do not account for practical system considerations e.g., 
Gaussian input and an interference model that assumes an FDM modulated PU with 
perfect synchronization with the SU plus a static traffic model. This results in higher 
optimized power levels and lower SU achievable data rates and thus underestimates 
usefulness of the system.
The thesis addresses these issues by deriving a more general interference model which 
takes into consideration the more realistic waveforms and imperfect synchronization as 
well as real traffic models. Based on the interference model, the power optimization 
problem is formulated under the condition of real (Finite Symbol Alphabet) input as 
used in practical systems, and evaluates, for the interweave and joint schemes, using 
single and multiple terminal antennas (SISO and MIMO). The more generalised model 
shows a saving of transmit power and achieves higher data rates compared to the 
previous Gaussian approximation. Motivated by the power saving results, a theoretical 
framework is further established for all cases by evaluating average allocated power for 
the Gaussian and real waveform model. This theoretical analysis provides guidance for 
the system design and gives a deeper insight into the choice of parameters affecting 
power saving and rate improvement. In addition, for given channel statistics, the 
theoretical analysis can be used to estimate the power saving without running time- 
consuming Monte Carlo simulations. Finally, by taking into account more practical 
scenarios, optimal power and achievable data rate is also evaluated for the case of 
the dynamic (considering probability of PU arrival and departure) joint scheme. In 
comparison to the static scheme, the joint scheme protects the PU in case of PU arrivals 
and yields improved utilization of spectrum when the PU departures are considered.
K ey words: Cognitive Radio, RRM, Mutual Information, MMSE, OFDM.
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Introduction
This chapter gives a basic introduction to the research in this thesis. First, the back­
ground of this work is presented, followed by the motivation behind the presented work 
and research objectives. The aim is to highlight a general understanding of the research 
work discussed in this thesis and to summarize the main contributions and structure 
of the thesis as presented at the end of the chapter.
1.1 Background
Predictions of subscriber growth and data demand are increasing over time. During 
the last decade, wireless subscribers have been increased at a compound annual growth 
rate of 20.8%, that exceeded previous forecasts and even the most optimistic expecta­
tions [1J. The predicted data rate demand in 2014 will be approximately 24-47 times 
the data traffic of 2009, as reported by the Federal Communications Commission’s 
(FCC’s) 2010 National Broadband Plan [2]. In the next five years, there is a prediction 
of anl8-fold raise in mobile traffic. These statistics have put pressure on the regulatory 
bodies to make 500 MHz of additional spectrum available for wireless broadband by 
2020 [2,3].
On the other hand, the radio spectrum is a scarce resource and is regulated nationally 
by regulators such as the Office of Communications (Ofcom) in UK and FCC in USA. 
Today’s wireless networks are based on a fixed spectrum assignment policy providing
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interference free exclusive use of the spectrum for defined wireless services, however, 
it yields inefficient use of the radio spectrum. The UK and USA frequency allocation 
charts [4,5] indicate that, the spectrum is overcrowded especially below 3 GHz. This 
is due to intense competition for the use of the spectrum, which means that no more 
opportunities are left for emerging wireless devices and services. While'on the other 
hand, spectrum occupancy measurements conducted by Qinetiq on behalf of Ofcom in 
different areas of the UK ( e.g., Central London, Heathrow Airport, Rural Areas) show 
underutilization of spectrum for significant periods of time [6]. Similarly, according to 
the FCC in New York City and downtown Washington DC, only 13.1% and 35% of 
spectrum utilization has been reported respectively, below 3 GHz [7]. These studies 
clearly suggest that, instead of physical spectrum shortage, scarcity is mainly due to 
the inflexible spectrum licensing scheme.
There are some systems working in the unlicensed Industrial, Scientific and Medical 
(ISM) frequency bands based on an open sharing among users that have achieved great 
spectrum usage gain [8]. However, due to the emergence of new and richer communica­
tion services and limited current unlicensed frequency bands, the interference problem 
will become severe in the future. This has spurred the regulatory bodies to review their 
policy and search for communication technologies that can exploit the radio spectrum 
in a more flexible and intelligent fashion.
A compelling approach to address this problem is the Dynamic Spectrum Manage­
ment (DSM), that allows opportunistic usage of licensed frequency bands under the 
condition of no harmful interference to the licensed users [9]. Cognitive Radio (CR), 
proposed by Joseph Mitola III in 1999 [10] has received a significant amount of atten­
tion as an enabling technology for the DSM techniques. It provides the wireless system 
with the required capability to intelligently adopt its parameters according to the sur­
rounding environment and end user requirements in order to achieve highly reliable 
communications [11], [12]. The main functions of the CR system includes, spectrum 
sensing, spectrum decision, spectrum mobility and spectrum sharing [13] as shown in 
Figure 1.1. In spectrum sensing, a Secondary User (SU) monitors the activity of the 
Primary User (PU) in the target frequency band and detects unused portions of the 
spectrum, i.e., spectrum holes or white spaces. Through spectrum decision, the SU
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Figure 1.1: Cognitive radio functions
selects the best available spectrum based on the sensing results for access, to meet the 
end user requirements. When the PU retrieves its own spectrum, SU has to vacate a 
currently allocated spectrum and to switch another available spectrum by maintaining 
seamless transmission is referred as spectrum mobility. While, the SU accesses the PU 
band under a condition of no harmful interference to the PU in spectrum sharing.
To support spectrum sharing in the CR system, Ofcom in UK and FCC in US have re­
leased TV W hite Space (TVWS) spectrum based on the condition that secondary/unlicensed 
users will not interfere with primary/licensed users [14]. In fact, spectrum sharing can 
help operators to meet current and projected data rate demand. Therefore, the focus 
of this thesis is a spectrum sharing and the aim is to design efficient power allocation 
algorithms in multicarrier based CR system.
Multicarrier communications have several advantages over single carrier communica­
tions in terms of spectral efficiency and robustness to the fading channels. In current 
mobile wireless communication standards and services, the most common multicarrier 
technique used is Orthogonal Frequency Division Multiplexing (OFDM) due to its flex­
ibility, simple equalization enabled by the use of a Cyclic Prefix (CP) and resistance
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to the narrow band interference. Therefore, it has been proposed as a mature and 
dominant technology and it is also very suitable for CR systems, because it has the 
capability to monitor the PU’s spectral activity and flexibility to dynamically allocate 
unused licensed spectrum among SU sub carriers [15].
1.2 M otivations and R esearch O bjectives
One of the limitations of the CR system is the mutual interference caused between the 
PU and the SU. It impacts the performance of both the PU and the SU. This can be 
addressed via dynamic power allocation schemes in OFDM based CR systems that aim 
to reduce the mutual interference by adjusting the transmit power on each subcarrier of 
the SU. However, conventional power allocation schemes (i.e., water-filling etc.) do not 
consider interference constraints leading to unacceptable interference to the PU. There­
fore, a judicious power allocation scheme is required which takes into consideration the 
interference introduced by the SU’s subcarriers into the PU band in addition to the 
channel conditions. To maximize the SU data rate under given constraints, different 
power allocation schemes have been proposed in the literature [16-18,18-27]. The ma­
jor drawback of the aforementioned work is that, researchers have assumed modulation 
schemes for the SU and the PU as OFDM and Frequency Division Multiplexing (FDM), 
respectively for the interference calculations, which is unrealistic. Secondly, the power 
is optimized assuming a Gaussian input distribution to maximize the SU data rate for 
a given interference threshold value.
Although, the Gaussian input distribution is theoretically optimal for mutual informa­
tion maximization, however; (i) it is not a valid assumption for the practical system, 
and; (ii) the power optimized for the Gaussian input distribution is sub-optimal when 
it is used for the Finite Symbol Alphabet (FSA) transmission. On the other hand, a 
suboptimal FSA input distribution is more applicable in practical systems. As, achiev­
able rates attained by the FSA input are always lower than the capacity attained by the 
Gaussian input, achievable rates attained by the FSA input are approximated by the 
capacity attained by the Gaussian input, using a SNR gap model as proposed in [28].
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However, the approximation is not valid at high SNRs due to the large gap and its 
inability to predict the rate saturation point. In [29], a mercury water-filling algorithm 
is proposed in order to derive optimal power allocation using the FSA input, but for 
a non cognitive scenario. Whereas, in interference limited CR systems, the same mer­
cury water-filling algorithm cannot be applied due to the mutual interference, which 
degrades the performance of both PU and SU networks.
1.3 O verview  of C ontributions
The main contributions of this thesis can be summarized as follows
• In the literature, interference from the secondary system to the primary system is 
calculated based on the assumption that; (i) PU is FDM modulated, and; (ii) both 
the PU and the SU are perfectly synchronized. In practice, these assumptions are 
unrealistic, because current wireless communication systems are OFDM modu­
lated and it is difficult to maintain perfect synchronization. Therefore, a general 
interference model is proposed for the interweave and joint schemes that assumes 
OFDM modulation for the SU and an FDM/OFDM modulated PU. Furthermore, 
the interference model is evaluated for the case of perfect and imperfect synchro­
nization. It has been found that the proposed interference model (i.e., both the SU 
and PU are OFDM modulated) causes zero or less interference based on different 
scenarios (e.g., perfect/ imperfect synchronization and interweave/joint schemes) 
compared to the existing interference model. This is because, in the existing in­
terference model, large side-lobes are the main reason for the interference in the 
case of perfect synchronization, while for the case of imperfect synchronization, 
additional interference is due to the main-lobe (Chapters 3 and 5).
• Based on the interference model, the power optimization problem is proposed 
under the condition of FSA input distribution, as used in practical systems. By 
capitalizing on the relationship between the mutual information and Minimum 
Mean Square Error (MMSE) [30], the optimal power is derived. The proposed
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optimal power is evaluated for the case of interweave using single and multiple 
antennas, and for the joint scheme with single antenna (Chapters 3, 4 and 5).
• Monte Carlo simulations are carried out to evaluate the performance of the pro­
posed scheme and its comparison with the traditional Gaussian optimized power 
in terms of power consumption and achievable data rate. The proposed scheme 
leads to a significant power saving and achieves higher data rate in all the cases 
(Chapters 3, 4 and 5).
• Motivated by the power saving results, the estimation of power saving is also 
derived analytically in the thesis. This has not been reported in the existing 
literature. The advantage is that, for given channel statistics, the theoretical 
analysis can be used to estimate the power saving without running time con­
suming Monte Carlo simulations. In addition, it gives a deeper insights into the 
parameters effecting power saving. This analysis is also verified by the simulation 
(Chapters 3, 4 and 5).
• In the case of the joint scheme, it has been found from the Monte Carlo simu­
lations that, the proposed optimal power (i.e., optimal power under FSA input) 
is always below the maximum transmit power and remains in the interference 
limited region only over the considered distance range. Therefore, in order to 
reduce the complexity of the algorithm by solving it analytically and to estimate 
the power saving, a suboptimal power allocation is proposed with the interfer­
ence constraint only. It has been observed that, the suboptimal power allocation 
scheme results coincide with the optimal scheme results (Chapter 5).
• Moving towards a more practical system model, optimal power and achievable 
data rate is evaluated for the case of the dynamic joint scheme. A two state 
Markov Chain model is considered for the dynamic joint scheme which is based 
on the probabilities of PU subcarriers arrival and departure. The effect of PU 
sub carriers arrival and departure is studied using Monte Carlo simulations on the 
SU optimal power and achievable rates. Through numerical results, it has been 
found that the dynamic joint scheme allows more flexibility in terms of protection
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to the primary system and achievable data rates compared to the static joint 
scheme. Hence, dynamic joint scheme is practically more reliable (Chapter 6).
1.4 Thesis O utline
The rest of the thesis is organised as follows 
C h ap te r 2:
This chapter provides background and a literature review on CR systems. At first, CR 
characteristics and functions are discussed, then, spectrum sharing schemes in the CR 
system is provided. The aim is to highlight the SU achievable data rate in different li­
censed spectrum sharing schemes under given constraints. Following this the suitability 
of the OFDM modulation scheme in the CR system and its advantages/ disadvantages 
is presented. Then, the channel fading gains in the CR system are discussed and power 
allocation schemes are presented with a focus to maximize the SU achievable data rate 
whilst reducing the mutual interference between the PU and the SU.
C h ap te r 3:
Conventional power optimization algorithms assuming a Gaussian input distribution in 
the CR system has been presented in the literature for the mutual information maxi­
mization. The motivation for the Gaussian input assumption is that, it is a well-known 
closed form expression as well as it is a capacity achieving distribution. However, this 
assumption is unrealistic, as practical systems use the FSA input distribution, (i.e., M- 
QAM). In this chapter, the power optimization problem in an OFDM based CR system 
given FSA inputs is considered, and we derive an optimal power allocation scheme. In 
the introduction section, the basic concepts of mutual information, MMSE and their re­
lationship between each other are discussed. Then, different interference models based 
on the PU modulation scheme with perfect and imperfect synchronization between SU 
and the PU are presented. Based on interference model, the optimal power allocation
1.4. Thesis Outline 8
for the FSA input distribution is derived and compared with the Gaussian optimized 
power and uniform power loading schemes. A theoretical framework is established for 
the derivation of the average optimal power allocation for the Gaussian and the FSA 
input distribution, and estimation of power saving made. In the final section, a theo­
retical analysis is verified by simulations.
C hapter 4:
In chapter 3, the power allocation assuming the FSA input constraint is derived for 
the Single Input Single Output (SISO)-OFDM based CR system. In this chapter, the 
power optimization problem in Multiple Input Multiple Output (MIMO)-OFDM based 
CR system given FSA input distribution is considered, accordingly an optimal power 
allocation scheme is derived. The chapter starts with the introduction of the MIMO 
technique and its advantages in the CR systems. Then, the system model and basic 
concepts of the MIMO technique is highlighted followed by the derivation of an opti­
mal power allocation policy for the FSA input distribution and its comparison with the 
Gaussian optimized power. A theoretical framework is established for the derivation of 
the average optimal power allocation for the Gaussian and the FSA input distribution 
and the power saving estimation. The motivation behind theoretical analysis is that 
it provides guidance for the system design and gives deeper insights into the choice of 
parameters effecting power saving and throughput improvement. In the final section, 
theoretical analysis is verified by simulations.
C hapter 5:
This chapter presents the optimal power and achievable rate in the joint scheme in 
order to fully exploit the spectrum. An introduction on the joint interweave/underlay 
scheme is described. This joint scheme allocates power in the underlay scenario where 
the PU is active and in the interweave scenario when spectrum is vacated by the PU. A 
system model is presented which includes interference calculations in the joint scheme 
with the assumption that both the primary and the secondary user are OFDM mod­
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ulated. The optimal power is evaluated with the existing interference model and the 
proposed interference model. It is found that the optimal power with the proposed 
interference model achieves higher optimal transmit power compared to the existing 
interference model. Monte Carlo simulation results are discussed and it is shown that 
the SU achieves higher power saving and achievable data rates. Motivated by the power 
saving results, a theoretical analysis of power saving is presented and compared with 
simulation results.
C hapter 6:
This chapter focuses on optimal power allocation and achievable data rate for the 
Gaussian and the FSA input distribution in dynamic spectrum sharing scheme. We 
first introduce the dynamic joint interweave/ underlay scheme and its associated ad­
vantages. The system model for the joint scheme and Markov Chain Model based on 
the probabilities of PU arrival and departure are presented. Then, optimal power is 
calculated with the given constraints. The derived optimal power not only depends 
upon the given constraints but also depends upon the PU arrival and departure prob­
abilities. Monte Carlo simulations are used to obtain the results of optimal power and 
achievable data rate with arbitrary input distributions.
C hapter 7:
In this chapter, conclusions are provided, which summarize the major results and find­
ings obtained in this thesis and their impacts, and outline the possible future directions 
to maximize the achievable data rate of the SU.
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Chapter
Background and Literature Review
This chapter provides a background and literature review on the CR systems. Initially, 
CR characteristics and functions are discussed, and then, spectrum sharing schemes 
for the CR system are presented. The aim is to highlight the SU achievable data 
rate in different spectrum sharing schemes under given constraints. The suitability 
of OFDM modulation schemes for CR systems and their advantages/ disadvantages 
is then presented and the channel fading gains in the CR system are discussed. We 
then present power allocation schemes with a focus on maximizing the SU achievable 
data rate whilst reducing the mutual interference between the PU and the SU. This 
is followed by addressing the impracticality of the Gaussian input distribution and 
accordingly, presenting the more practical assumption of FSA input distribution. Part 
of the work presented in this chapter has been published in [31]
2.1 C ognitive R adio O verview  and A pplications
The radio spectrum, which is required for wireless communication services, is a natural 
scarce resource. It is assigned to license holders on a long term basis using a fixed 
spectrum assignment policy. This has an impact on the spectrum usage because recent 
measurements have shown that for large portions of spectrum, the utilization is quite 
low, leading to a waste of valuable frequency resources. The best solution to this 
emerging problem is the use of CR that enables the exploitation of the spectrum in a
11
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more flexible and intelligent fashion. In addition, CR technology also plays a significant 
role to support the increasing demand for emerging wireless applications, e.g., TV bands 
for smart grid, public safety, broadband cellular, and the medical body area networks 
band for medical applications [32].
2.1.1 Cognitive Radio D efinition and Characteristics
CR is the enabler to adopt the dynamic spectrum management techniques and is an 
emerging technology that has the potential to significantly improve the spectrum us­
age. It allows the Secondary User (SU) to opportunistically access the licensed spec­
trum given an acceptable interference to the Primary User (PU) [9]. In the literature, 
international telecommunication union document [33] defines the CR system as: “A 
radio system employing technology that allows the system to obtain knowledge of its 
operational and geographical environment, established policies and its internal state; to 
dynamically and autonomously adjust its operational parameters and protocols accord­
ing to its obtained knowledge in order to achieve predefined objectives; and to learn 
from the results obtained”.
According to Haykin in [11]: “CR is an intelligent wireless communication system that 
is aware of its surrounding environment (i.e., outside world), and uses the methodology 
of understanding-by-building to learn from the environment and adapt its internal states 
to statistical variations in the incoming RF stimuli by making corresponding changes in 
certain operating parameters (e.g., transmit power, carrier-frequency, and modulation 
strategy) in real-time, with two primary objectives in mind: highly reliable communica­
tions whenever and wherever needed and efficient utilization of the radio spectrum”.
In [34], Jondral defined CR as: “a software defined radio that additionally senses its 
environment, tracks changes, and reacts upon its findings. A CR is an autonomous 
unit in a communication environment that frequently exchanges information with the 
networks it is able to access as well as with other CRs”.
It can be concluded from [11,33,34] that, the key characteristic of the CR system is 
the cognition and the reconfigurability. The term cognition refers to the ability to 
capture the radio environment information from its surroundings and selects the best 
available spectrum and appropriate operating parameters by avoiding interference to
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other PUs and SUs. While, the term reconfigurability refers to the ability to make 
adaptive decisions based on the results obtained [10,12,13].
2.1.2 Cognitive Radio Functions
The CR system has two group of users, primary and secondary. The PU has a license to 
operate in a certain frequency band, while the SU accesses the licensed frequency band 
by causing interference to the PU within a tolerable range. When the CR system co­
exists with the primary system, unique challenges (e.g., interference avoidance, Quality- 
of-Service (QoS) awareness and seamless communication [13]) arise. To support this 
type of co-existence, and to guarantee efficient usage of the resources in both systems, 
CR is required to perform the following four functions.
Spectrum  Sensing
Spectrum sensing is an important requirement of the CR network and it has a direct 
impact on the performance of the PU and the SU in terms of achievable capacity. It 
enables the CR system to monitor the activity of the PU in the target frequency band 
and detect the unused portion of the spectrum, (i.e., spectrum holes or white spaces). 
Spectrum sensing results can be either perfect or imperfect. In perfect spectrum sens­
ing, the sensing results are always accurate and the SU remains silent when the PU is 
active or vice versa. Contrary to perfect sensing, there are sensing errors in imperfect 
spectrum sensing which are categorized as; (i) errors due to the missed detection and; 
(ii) errors due to the false alarm. In missed detection, an OFDM sub carrier is wrongly 
considered idle, causing collisions between the PU and the SU, while false alarm means 
that the SU remains silent even if idle subcarriers are available to the SU [35]. In the 
literature, different spectrum sensing techniques (i.e., energy detection [36], [37], pilot- 
based matched filter detection [38], cyclostationary feature detection [39], covariance 
based detection [40] and wavelet based detection [41] etc.) are proposed based on the 
requirements, i.e., accuracy, reliability, delay and complexity.
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Figure 2.1: CR Functions and Spectrum Sharing Scheme 
S pectrum  Decision
Another important component of the CR system is the spectrum decision. It has the 
capability to decide the best available spectrum for the SU access among the available 
bands based on the sensing results and to meet the end user QoS requirements. As 
the spectrum decision is affected by the activities of the PU and other SUs, it consists 
of two steps; (i) the spectrum band is characterized based on the local observation of 
SUs and the statistical information of PUs; (ii) an appropriate spectrum band is chosen 
based on this characterization.
S pectrum  M obility
Once the SU accesses the best available spectrum in the spectrum decision, the avail­
ability of the same band cannot be guaranteed. This is because, when the PU retrieves
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its own spectrum or current channel conditions become worse, the SU has to vacate 
a currently allocated spectrum and will switch to another best available spectrum by 
maintaining seamless transmission, referred as spectrum mobility. As the network pro­
tocols are different for different operating frequencies, each time the SU changes its 
frequency of operation, the network protocols must be modified according to a new 
operating frequency. For smooth and fast transition, CR network must be proactive to 
learn in advance about the next best available spectrum through sensing algorithms.
Spectrum  Sharing
One of the main challenges of CR systems is the spectrum sharing. In spectrum sharing, 
a SU may share the spectrum resources with PUs in licensed spectrum band referred as 
licensed spectrum sharing, other SUs in unlicensed spectrum bands (i.e., ISM band) re­
ferred as open spectrum sharing, or both [42]. In open spectrum sharing, since no users 
own spectrum licenses, they all have the same rights in using the unlicensed spectrum. 
While in licensed spectrum sharing, PUs being the owner of the spectrum have priority 
in using the spectrum band. Whenever they reclaim the spectrum usage, SUs have to 
adjust their operating parameters, such as power, frequency, and bandwidth, to avoid 
interference to the PUs. Therefore, for efficient spectrum sharing, the SU should be 
aware of the PU characteristics, e.g., air interface, transmit power, bandwidth, knowl­
edge about spectrum and channel conditions. The focus of the thesis is the licensed 
spectrum sharing which is explained in detail in the next section.
2.2 Licensed Spectrum  Sharing Schem es in C R  System
Licensed Spectrum sharing enhances the spectrum efficiency by allowing SU to access 
a frequency band formally allocated to the PU, under certain conditions without im­
posing any changes to the primary network or inter-system signaling. In the following 
we describe licensed spectrum sharing schemes based on three different categories, i.e., 
the network architecture, spectrum allocation behavior and spectrum access [12,43].
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2 .2 .1  N e tw o r k  A r c h ite c tu r e  B a se d  S p e c tr u m  S h ar in g
The licensed spectrum sharing can be categorized based on the Network architecture 
as follows.
C entralized Spectrum  Sharing
In centralized spectrum sharing, a centralized body controls the spectrum allocation 
and access procedures [44,45]. In this model, a group of SUs learn about the PU trans­
mission characteristics through PU cooperation and forward their measurements about 
the spectrum allocation to a centralized server, which constructs a spectrum allocation 
map. This form of spectrum sharing is simple, however, when the number of SUs grows, 
the server processing complexity increases.
D istributed  Spectrum  Sharing
In the distributed approach, each node is responsible for its own spectrum allocation, 
and access is based on its local policies. In this model, SUs sense and share the local 
spectrum access information among themselves without the PU cooperation. There­
fore, this model is advantageous for the PUs, since there would be no overhead involved 
with the PUs. On the other hand, there is an increased overhead communication among 
SUs [46]. The serious drawback of this approach is the hidden node problem (i.e., SUs 
fail to detect PU) which results in interference to the PU.
2 .2 .2  S p e c tru m  A llo c a t io n  B eh a v io r  B a se d  S p e c tr u m  S h ar in g
Another approach to categorize licensed spectrum sharing is based on the spectrum 
allocation behavior. This is explained as follows.
C ooperative Spectrum  Sharing
In cooperative (or collaborative) spectrum sharing, the primary and secondary users
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cooperate and share their spectrum occupancy information with each other to im­
prove the spectral usage. The model can either use a centralized server sharing or 
distributed sharing. In centralized sharing, a central body is responsible for maintain­
ing the database of the spectrum usage and coordinates the spectrum access information 
among the users [47], while in distributed sharing, each user is responsible for main­
taining its own information about the local spectrum usage and shares its knowledge 
with other nearby SUs to improve spectrum utilization efficiency [46].
N on C ooperative Spectrum  Sharing
In a non cooperative spectrum sharing approach, SUs are independently responsible for 
the spectrum usage and availability, without the interaction with the PUs. The non co­
operative approaches keep the minimum information exchange among the users which 
result in minimal communication requirements among the nodes, but at the expense of 
poor spectrum utilization efficiency [48]. The non cooperative approaches may act in 
a selfish or greedy way.
2 .2 .3  S p e c tru m  A c c e ss  B a se d  S p e c tr u m  S h arin g
A third way to categorize the licensed spectrum sharing is based on the spectrum access 
and is the focus of this thesis. This is explained as follows.
U nderlay Spectrum  Sharing Schem e
In the Underlay Spectrum Sharing (USS) scheme, the SU can always access the PU 
spectrum subject to an interference threshold constraint as shown in Figure 2.2. The 
USS scheme imposes severe transmission power constraints on the SUs, and they can 
operate only below the noise floor of the primary spectrum in order to avoid unaccept­
able interference to the PUs [49]. The USS scheme uses wide band low power signals 
for transmission, that results in low data rates, however, the same data rate is guar­
anteed at any time because it does not depend on the PU’s activity. The achievable 
data rate is based on the channel conditions (i.e., between SU transmitter (SU-TX) to
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Figure 2.2: Underlay Spectrum Sharing Scheme
PU receiver (PU-RX) and between PU transm itter (PU-TX) to PU receiver (PU-RX)), 
interference threshold value and interference from the PU to the SU. An advantage of 
the USS scheme is tha t there is no need for sensing, however, the location of the PU 
is important to ensure tolerable interference to the PUs. This scheme is suitable for 
indoor applications.
In terw eave S pectrum  Sharing Scheme
In the Interweave Spectrum Sharing (ISS) scheme, the SU senses the spectrum and 
accesses the unused portions of the spectrum left by the PU as shown in Figure 2.3. If 
the PU, being the owner of the spectrum, starts its transmission, the SU is informed 
by the spectrum sensing mechanisms and transmission is immediately stopped. In 
the ISS scheme, achievable capacity is dependent on continuous and accurate spectrum 
sensing, which results in higher complexity. Imperfect spectrum sensing leads to missed 
detection and false alarm. In missed detection, the channel is wrongly considered idle, 
causing collisions between the PU and the SU, while false alarm makes the SU keep 
silence even if the idle channel is available to the SU [35]. Although higher data rates can 
be achieved in this scheme, the data rate cannot be guaranteed at any time compared 
to the USS scheme, because the data rate is dependent on the PU activity. Contrary 
to the USS scheme, average time of spectrum accessibility is less in the ISS scheme,
2.2. Licensed Spectrum Sharing Schemes in CR System 19
PU Active
À À À À À
n=l n=2 n=l
V
N=Interweave SU subcarriers
Figure 2.3: Interweave Spectrum Sharing Scheme 
however, the available spectrum can be utilized without severe transmission power.
O verlay S pectrum  Sharing Scheme
Similar to the USS scheme, the Overlay Spectrum Sharing (OSS) scheme also allows 
simultaneous transmission of the PU and the SU. However, the SU can use part of its 
power for secondary transmission and the remaining power for primary transmission 
(to relay PU ’s message to the primary receiver) in order to compensate the PU ’s SNR 
degradation as shown in Figure 2.4. In this scheme, the PU is virtually unaware of 
the existence of the SU. The main limitation of the OSS scheme is that, it requires a 
priori knowledge of the PU ’s transmission. Furthermore, it works well when primary 
and secondary transm itters are in close proximity [50].
For the aforementioned schemes, it has been observed that one scheme outperforms the 
other in different situations. One cannot say universally which access strategy is pre­
ferred to an other. The optimal strategy for the SU depends on the PU conditions, e.g., 
probability of the SU to access the PU band, average percentage of the PU spectrum 
utilized by the SU, interference threshold constraint and interference induced from the 
PU to the SU. In the next section, the joint ISS and USS scheme is presented which 
overcomes the shortcomings of the individual ISS and USS schemes and maximizes the 
achievable capacity for the SU without interference to the PU.
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Jo in t In terw eave and  U nderlay  S pectrum  Sharing Schem e
The main limitation of the USS and the ISS schemes is that, in the USS scheme, al­
though the achievable data rate can be further increased when the PU is not active 
(idle), it is however still required by the SU to satisfy the interference threshold con­
straint. During idle periods, interference threshold constraint places an upper bound on 
transmission power of the SU, thus limiting its achievable data rate. On the other hand, 
in the ISS scheme, the SU cannot access the spectrum during busy periods and ignores 
the opportunity of spectrum accessibility by imposing interference threshold constraint. 
Therefore, either in ISS or USS schemes, the spectrum cannot be fully exploited. To 
address this problem, a joint ISS/USS scheme has been proposed in order to utilize the 
spectrum more efficiently as shown in Figure 2.5. Unlike in the USS scheme, the SU 
in the joint scheme transmits without taking the interference threshold constraint into 
consideration during idle periods and the interference threshold constraint is imposed 
during busy periods in contrast to the ISS only scheme [51]. The joint scheme achieves 
higher data rate compared to the ISS and the USS scheme alone since, it fully exploits 
the limited available spectrum, but at a cost of higher complexity.
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Sw itched Access Scheme
The achievable data rate of the SU is directly proportional to the probability of the SU 
access to the primary spectrum, i.e., 7 . In the USS scheme, primary spectrum is always 
accessible to the SU, therefore, data rate is independent of 7  and the same achievable 
rate is guaranteed regardless of the PU traffic. However, in the ISS scheme, where the 
spectrum is only accessible by the SU when not used by the PU, the achievable rate 
cannot be guaranteed due to the dependency on the value of 7 . Therefore, a switched 
access scheme (between the ISS and the USS) is proposed based on the value of 7 
[51]. When the value of 7 is small, USS scheme achieves higher capacity than the ISS 
scheme (even zero at 7 = 0), while, the ISS scheme outperforms the USS scheme for 
higher values of 7 .
2.3 M ulticarrier M odulation in CR System s: M erits and  
Challenges
In current wireless communication standards and services, Multicarrier Modulation 
(MCM) is widely used due to its mitigation of m ultipath [52-54]. The basic principle 
of MCM is the conversion of a serial high data rate stream into multiple parallel low
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rate substreams, and modulating these substreams with different subcarriers. The ad­
vantage of this parallelism is that MCM is robust to frequency selective fading, which 
makes it an ideal candidate for high data rate transmission. The channel is frequency 
selective if the signal bandwidth is larger than the coherence bandwidth i.e., the band­
width over which the signal propagation characteristics are correlated and it can be 
approximated by the inverse of the maximum path delay spread.
In MCM systems, the subcarrier bandwidth is small compared to the coherence band­
width, therefore, each sub carrier is affected by a flat fading channel compared to the 
single carrier system, where carrier bandwidth is larger than the coherence bandwidth. 
Furthermore, in order to minimize Inter Symbol Interference (ISI), the symbol duration 
(i.e., inversely proportional to the subcarrier bandwidth) should be significantly larger 
than the maximum delay spread. Again in MCM systems, where the symbol duration 
is larger than the delay spread, this results in lower sensitivity to ISI and hence the 
equalizer structure is simple compared to the single carrier system. As the CR system 
requires a flexible and efficient physical layer, OFDM a type of MCM is very suitable for 
CR systems, because it has the capability to monitor the PU spectral activity and flex­
ibility to dynamically allocate unused licensed spectrum among SU sub carriers [15,55]. 
In the next section, the suitability of OFDM modulation schemes to the CR system 
will be discussed in more detail.
2 .3 .1  A p p lic a b ility  o f  O F D M  in  a  C R  S y s te m
OFDM has been recognized as a potential transmission technology to use in the CR 
system due to the following capabilities [56]:
Spectrum  Sensing U sing  F F T  O peration
Spectrum awareness is an essential part of the CR system in order to identify the 
spectrum holes (white spaces). On the other hand, Fast Fourier Transform (FFT) 
is an important component of OFDM modulation schemes in conversion for the time 
domain to the frequency domain. Therefore, by using OFDM technology in the CR 
system, spectrum sensing can be done with inherent FFT operation [57]. In [58-61],
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FFT outputs are applied to detect the existence of the PU in a band by averaging the 
output samples of an FFT. Based on the results of FFT output samples, spectral gaps 
can be found in an efficient and flexible way. The use of FFT in spectrum sensing 
not only eases the requirements on the hardware, but also reduces the computational 
complexity. Because the receiver already applies FFT to the received signal in order 
to transform the received signal into frequency domain for data detection.
Flexib le Spectrum  Shaping
Once the SU identifies active PUs, the existence of other SUs and the spectrum holes 
through spectrum sensing, the next step is the spectrum shaping. Due to the time 
varying nature of available resources, it is desirable to have a flexible spectrum mask 
and control over waveform parameters, e.g., power level, etc. OFDM has such flexibil­
ity due to the unique nature of OFDM signaling, i.e., by disabling a set of siibcarriers 
where the spectrum is occupied by PUs and other SUs. Figure 2.6 shows example of 
spectrum shaping by disabling two subcarriers where PUs are detected.
A d aptation  to  th e  Environm ent
In CR systems, the SU’s co-exist with PU’s and other SU’s. It is required by the SU to 
adapt its waveform to interoperate with other groups of users by choosing the most ap­
propriate channel and allocating the best available frequency to minimize interference. 
OFDM offers great flexibility, because it can adaptively change the modulation scheme, 
coding and transmit power of each sub carrier based on the channel condition. There­
fore, the OFDM based CR system achieves multiple goals. For example, controlling 
interference to the PU, reducing bit error rate and increasing the system throughput. 
In addition, it can also adaptively change the length of the CP and subcarrier spacing 
in order to maintain an ISI free signal and reducing inter carrier interference or Peak 
to Average Power Ratio (PAPR), respectively.
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In te ro p erab ility
In the CR system, the SU co-exists with PUs and other SUs having different mod­
ulation schemes, therefore, the ability to detect and encode existing users signals is 
required for efficient sharing. The OFDM modulation technique is successfully used in 
various existing technologies, e.g., WLAN, WMAN, DAB, DVB, WiMAX, LTE, etc. 
In addition, the OFDM system has the capability to support commonly used multiple 
access techniques such as TDM A, FDM A, and CDMA. It is therefore the best signaling 
candidate to achieve interoperability across several networks with different modulation 
schemes.
A daptive Pow er and B it Loading
In the CR system, the SU accesses the available spectrum based on the condition that it 
will not interfere with the PU and will achieve the required QoS. OFDM technology has 
the capability to dynamically control the transmission power and bit loading according 
to channel condition and system requirements. In an interference limited scenario, i.e.,
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Figure 2.7: Challenges of OFDM, CR and OFDM based CR
OFDM-based CR system, the SU can dynamically adjust its transmission power on 
each sub carrier based on the channel condition and interference to the PU. When the 
channel condition degrades or the PU is active, zero power can be allocated to that 
subacrrier. Accordingly, the unallocated power can be distributed to the remaining 
sub carriers using higher modulation schemes in such a way that the total interference 
introduced to the PU band remains below a specific threshold [62].
2.3.2 C hallenges in  A pply ing  O FD M  Technology in  C R  S ystem
In Figure 2.7, the challenges of OFDM technology, CR system and application of OFDM 
technolgy in CR system is presented. In the OFDM based CR system, the subcarriers 
which can interfere with other users are deactivated, and result in Non-Contiguous (NC) 
sub carriers. This form of OFDM is called NC-OFDM and differs from conventional 
OFDM. Due to this non contiguous phenomenon unique challenges arise which are 
highlighted below.
• In the NC-OFDM system, due to deactivation of significant number of sub carriers, 
i.e., zero valued inputs, the hardware resources of FFT are not fully exploited due 
to unnecessary computations involving zeroes [43]. On the other hand, in the CR 
system, quick adaptation to the environment is required, hence, optimization of 
computation size of FFT  modulation is necessary.
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• There is a power leakage from OFDM signals to adjacent channels due to the large 
side-lobes of modulated OFDM subcarriers, so mutual interference is a major 
challenging task for co-existence with PUs and other SUs [63,64]
• With the introduction of the CR system, conventional synchronization methods 
become insufficient and need to be modified especially in multiple access schemes, 
where subcarriers are assigned to different users [65]. To maintain the orthogonal­
ity between sub carriers and to avoid interference, all users should be synchronized 
at the receiver.
• In OFDM based CR systems, the receiver should be informed about the de­
activated subcarriers to prevent the PU from interference, which increases the 
overhead and needs to be investigated.
• In the CR system, the total number of active subcarriers and their locations 
change continuously. In the NC-OFDM system, PAPR reduction techniques 
should be able to adapt according to these changes. Therefore, conventional 
PAPR reduction techniques cannot be used to reduce PAPR of NC-OFDM and 
need to be modified.
2.4 Channel S tate Inform ation in C R  System
In the CR system, the achievable data rate of the SU and the amount of interference 
introduced to the PU from the SU depends on the Channel State Information (CSI), 
which represents the state of a communication link from the transmitter to the receiver. 
It describes the signal properties in terms of scattering, fading, and power decay with 
distance. There are two types of CSI, namely instantaneous and statistical CSI, respec­
tively. In instantaneous CSI, current channel conditions are known, while in statistical 
CSI, statistical characterizations of the channel are known. In the literature [16,66-73] 
both types of CSI are reported.
In [16], the following instantaneous fading gains are presented; (i) gff, between the SU 
transmitter and the SU receiver for the nth  subcarrier; (ii) between the SU trans­
mitter and the m th PU receiver, and; (iii) g ^ ,  between the m th PU transmitter and
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the SU receiver as shown in Figure 2.8. For efficient co-existence in the CR system, 
estimation of these channel gains are necessary. Estimation of g^s and gm are easy 
compared to g™, because the SU receiver can estimate g^s and g™ and report back to 
the SU transm itter. However, estimation of gm is challenging due to lack of coopera­
tion between the SU and the PU. In [16], two co-existence scenario’s are reported, i.e. 
co-located and closely-located to estimate gm- In the co-located scenario, where both 
the PU and the SU receiver are located in the same device, the PU receiver estimates 
the channel and reports back to the SU transm itter. Whereas, in the closely-located 
scenario, where both the PU and the SU receiver are located in different devices but 
these users are closely located, the SU transm itter estimates the channel gain from the 
PU ’s receiver signal. In [74], gm is estimated by detecting the uplink channel sounding 
signal. In [72], statistical channel gain, where the SU transm itter knows the statistical 
parameters of the channel gains, are assumed and this changes very slowly compared to 
the instantaneous channel gain. In this thesis, instantaneous fading gains are assumed 
for the power optimization problem.
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2.5 Power A llocation  in C R  System s
Efficient power allocation algorithms serve many purposes, e.g., reducing interference, 
maintaining data quality, maximizing cell capacity. Therefore it is an important re­
source in wireless communication systems, especially in co-existence scenarios, where 
the time varying nature of the channels and mutual interference are limiting factors for 
the network performance. Power allocation in OFDM based CR systems aims dynam­
ically to control the transmit power on each subcarrier of the SU in order to achieve 
maximum SU capacity without causing interference to the PU. Power allocation in the 
CR system depends on several factors which includes input distributions, modulation 
schemes of both the PU and the SU, spectrum sharing schemes and the number of 
antennas etc.
In non-cognitive OFDM systems, where there is only is only one group of users (i.e., li­
censed users), the traditional power allocation scheme, i.e., water-filling algorithm [75] 
is used to maximize the achievable data rate by allocating power to each subcarrier 
based on the channel condition. If the channel condition is good, more power is al­
located to that sub carrier and less or even zero power is allocated to the subcarriers 
which have poor channel conditions.
Where the PU and the SU co-exists in the same frequency band, mutual interference 
(i.e., from the SU to the PU and vice versa) is the limiting factor on performance 
of both the PU and the SU network. Therefore, the power allocation algorithm (e.g., 
water-filling) proposed for the non cognitive scenario cannot be applied to the cognitive 
scenario, because it does not consider interference constraints in power allocation and 
hence can cause an unacceptable interference to the PU. Therefore, a judicious power 
allocation scheme is required, which takes into consideration the interference introduced 
by the SU’s subcarriers into the PU band in addition to the channel conditions.
2 .5 .1  S y s te m  M o d e l
The system model consists of a single cell wireless system in the downlink path as 
shown in Figure 2.8. In the ISS scheme as shown in Figure 2.3, subcarriers which are 
unoccupied by the PU are considered for power allocation by the SU. Whereas, in the
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USS scheme as shown in Figure 2.2 and the joint scheme as shown in Figure 2.5, all 
the subcarriers occupied or unoccupied by the PU are considered for power allocation 
by the SU. It is assumed that the SU employs an OFDM modulation scheme for the 
transmission, while the modulation scheme for the PU is FDM. For the ISS scheme, the 
available bandwidth for the SU transmission is divided into N  subcarriers, whereas, for 
the USS and the joint scheme the total bandwidth for the SU transmission is divided 
into L  subcarriers with each subcarrier having badwidth A / Hz. In the case of the joint 
scheme, the total of L subcarriers contains M  occupied sub carriers and N  unoccupied 
sub carriers. In the case of MIMO use, it is assumed that the SU has Lt transmit 
antennas and Lr receive antennas. Similarly, the PU has Mr receive antennas. The 
instantaneous channel fading gain between the SU transmitter and the SU receiver, i.e., 
is assumed to be known a-priori at the SU transmitter via a pilot assisted channel 
estimation. Whereas, to estimate the channel fading gain between the SU transmitter 
and the PU receiver, i.e., gm, it is assumed that the SU transmitter is closer to the PU 
receiver and estimates the channel by detecting the uplink channel sounding signal.
2 .5 .2  P o w er  a llo c a t io n  in  th e  IS S  sch em e
For the ISS scheme where PU and SU co-exists in adjacent frequency bands, the SU 
subcarrier which is closer to the PU band will cause more interference compared to 
the distant subcarrier. Hence, the amount of interference introduced to the PUs band 
not only depends on the channel conditions and power allocated in that subcarrier, 
but also depends on the spectral distance between that particular subcarrier and the 
PU band. In addition, the interference also depends on the modulation schemes of 
the PU and the SU. In the literature, it is assumed that the modulation scheme of 
the SU is OFDM and the PU is FDM modulated. When both the PU and the SU are 
perfectly synchronized, the PU still experiences interference due to side-lobes of the SU. 
The amount of interference further increases for the case of imperfect synchronization, 
because of additional interference due to the main-lobe. On the other hand, if both the 
PU and the SU are OFDM modulated, the PU only experiences the interference when 
both are imperfectly synchronized. The problem formulation for the ISS scheme is as
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follows
N
I(pngn), (2.1)
71=1
subject to
N
^  ] JnjdniPn) — Tthi (2.2)
71=1
P n > 0  71 =  1 , 2 , . " , AT, (2.3)
where Tth denotes the interference threshold prescribed by the PU, /(.) is the mutual 
information, N  is total number of available SU subcarriers and gn represents channel 
fading gain between the SU transmitter and receiver of the n th  subcarrier. Whereas, 
pn, Jn and dn represent transmit power of the nth  subcarrier, interference introduced 
by the n th  SU subcarrier into the PU and the spectral distance between the n th  subcar­
rier of the SU and the PU, respectively. The constraint in (2.2) ensures that the total 
interference introduced by the SU into the PU does not exceed a predefined thresh­
old, whereas, the constraint in (2.3) shows that the SU power cannot be negative. It
can be seen that the interference constraint in (2.2) is defined only for the critical PU
sub carrier (i.e., the PU subcarrier which is adjacent or closest to the SU subcarrier 
as shown in Fig. 2.3). This is because the critical PU subcarrier suffers from maxi­
mum interference introduced from all the SU subcarriers compared to the remaining 
PU subcarriers which are far away from the SU subcarriers. Therefore, by protecting 
the critical PU subcarrier only means that the remaining PU subcarriers will not suffer 
from the interference. In this regard, the problem has only one constraint and is less 
complex in ISS scheme. However, there are other challenges associated with the ISS 
scheme, i.e., accurate spectrum sensing of the PU activity.
In the literature [16], the proposed power allocation is based on the spectral position of 
the sub carrier with respect to the PU’s band. A convex optimization problem is formu­
lated and solved via Karush Kuhn Tucker (KKT) conditions. In addition, to simplify 
the optimal problem, a ladder based suboptimal power allocation is also proposed. The 
same system model is assumed for power allocation in another multicarrier modulation 
scheme, i.e., Filter Bank Multicarrier (FBMC) in [21]. Furthermore, in [26,76], power 
allocation algorithms have been proposed in order to maximize the achievable data rate 
of the SU by keeping the interference below a threshold, however, a perfect spectrum
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sensing of the PU is assumed. Praveen et al. [77] however have considered imperfect 
spectrum sensing for the power allocation. In [18],the statistical interference constraint 
is considered for power allocation where authors assumed statistics of the channel fad­
ing gain between the SU transmitter and the PU receiver.
Another important aspect of power allocation is the availability of the subcarriers, i.e., 
subcarriers that are more frequently available for the SU transmission as compared 
to those which always remains busy due to the PU activity. Previously, it was as­
sumed that, after sensing, spectrum holes are available to the secondary transmission 
upto a certain time until the SU completes its task. However, in a real time scenario, 
the PU being the spectrum owner may return at any time and retrieve its spectrum 
which is currently available for the secondary access. Therefore, power allocated by 
the SU is wasted due to the unaccomplished task of the SU. Thus more power should 
be allocated to more available sub carriers in order to guarantee the SU’s QoS require­
ments [24,27,78,79].
2 .5 .3  P ow er  a llo c a t io n  in  th e  U S S  sc h em e
Unlike in the ISS scheme, the USS scheme imposes severe transmit power and interfer­
ence constraints on the SU due to concurrent access of the spectrum by both the PU 
and the SU. The power allocation in the USS scheme depends upon the channel gains, 
constraints imposed by the PU, and the spatial distance between the SU and the PU. 
When the SU operates in the same band as the PU, the optimal power allocation to 
maximize the SU mutual information is as follows
L
(2.4)
subject to
L
' y ' jPi — Pmaxi 
i=l
(2.5)
p eh e< r‘h 1 =  1,2,
P i > 0  I  =  1 , 2 , L,
(2 .6)
(2.7)
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where, Pmax is the power budget of the SU, rf:h is the interference threshold on the Ith  
subcarrier prescribed by the PU, pt is the transmit power of the Ith  SU subcarrier, L 
is total number of SU subcarriers and Ji£ is the Ith  channel fading gain between the SU 
transmitter and the PU receiver. The constraints in Eq. (2.5) and Eq. (2.6) provide a 
limit on the maximum transmit power of the SU and interference introduced by each 
SU sub carrier into the Ith  PU band within tolerable range, respectively. While the 
constraint in Eq. (2.7) has a similar definition as described in Eq. (2.3). In contrast 
to the ISS scheme, power allocation in the USS scheme needs to satisfy interference on 
each PU band and the total transmit power which makes optimization problem more 
complex.
In [74,80,81], optimal power is investigated for perfect and partial CSI between SU- 
TX and PU-RX. Furthermore, the authors considered average and peak interference 
constraints for power allocation and found that the average interference constraint per­
forms better than the peak interference constraint. An iterative partitioned water filling 
algorithm is proposed in [20,82,83] based on the Interference Power Constraint (IPC) 
imposed on each sub carrier to protect the PU.
Usually in the USS network, IPC is used to protect the PU from undesirable interfer­
ence. Another protection criterion named Rate Loss Constraint (RLC), in the form 
of an upper bound on the maximum rate loss of the PU due to SU transmission is 
presented in [84] instead of conventional IPC for PU protection. CSI from the primary 
link is necessary to implement RLC. Hence, a more general and practical scenario re­
ferred to as Hybrid Protection Constraint (HPC) is proposed to protect the PU, i.e., 
PUs whose CSI is known at the SU transmitter are protected by RLC whilst the rest 
of the PUs without CSI information at the SU transmitter are protected by IPC. It is 
claimed that significant rate gain can be achieved under HPC as compared to IPC [85]. 
Another important aspect of power allocation in the underlay scheme is the knowledge 
about the PU CSI, (i.e., CSI between PU-TX and the PU-RX) at the SU-TX. If the 
PU CSI is in deep fading, there is an opportunity to increase power and accordingly 
achieve higher data rate [86]. Because in such a scenario, the PU-RX is already in deep 
fading, higher SU transmit power will not cause interference to the PU system.
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2 .5 .4  P o w er  a llo c a t io n  in  th e  J o in t S ch em e
When power is allocated in an interweave fashion, the entire power is allocated to 
the interweave sub carriers. The underlay sub carriers cannot be exploited in such a 
scenario regardless of the channel condition. However, it might be possible that; (i) 
the underlay subcarriers have a very good channel condition for SUs as compared to 
the interweave subcarriers; (ii) the channel condition between PU-TX and PU-RX is 
in deep fading which allows more power allocation in the underlay scenario. Therefore, 
the entire degree of freedom cannot be utilized by allocating transmission power to 
either the ISS or the USS scheme. Therefore, an optimal power allocation scheme for 
mutual information maximization is introduced, which allocates power to the entire 
bandwidth (joint ISS and USS scheme). The optimization problem of the joint scheme 
is formulated as follows. The achievable data rate of the SU in the joint ISS and USS 
scheme can be maximized by allocating optimal power to each subcarrier while keeping 
the total power budget and interference introduced into the PU within a prescribed 
threshold. This is given as
L
m a x ^ / ( p ^ ) ,  (2.8)
p t  e = i
subject to
L
^   ^Pi 5; P maxi (2.9)
1=1
L
^  ] Jl,m{dl,mi Pl) — Tjh m  = 1,2, —, M , (2.10)
1=1
Pi > 0 £ = 1,2,...., L, (2.11)
where M  is the total occupied PU subcarriers, and is the interference threshold 
on the mth sub carrier prescribed by the PU. Whereas, d^m and J^)Tn is the spectral 
distance and interference introduced by the Ith  subcarrier of the SU into the m th PU 
band, respectively. The constraints in Eq. (2.9), Eq. (2.11) are similar to the constraints 
defined for the USS scheme in Eq. (2.5), Eq. (2.7). Whereas, constraint in Eq. (2.10) is 
defined as the interference introduced by all the SU subcarriers (occupied and unoccu­
pied by the PU) into the PU band and should be less than or equal to the interference 
threshold prescribed by the m th PU band.
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In [19], an optimal power is investigated for the joint ISS and USS scheme. To reduce 
the complexity of the optimal scheme, a suboptimal scheme is also proposed by allo­
cating an equal power profile for occupied subcarriers and ladder based power profile 
for unoccupied subcarriers. In this scheme, more power is allocated to the interweave 
subcarriers and less power to the underlay subcarriers because underlay sub carriers 
introduce more interference to the PU band. This ensures that the interference in­
troduced to the PU band is below a prescribed threshold, but also maintains total 
transmission power within a budget. In [87], Pansai et al. considered the joint scheme 
and derived optimal power for the statistical CSI.
In the ISS scheme, cross channel interference is the major limiting factor for the network 
performance [16], while in the USS scheme, co channel interference is the impediment 
of co-existence [82]. Therefore, to utilize the entire bandwidth in the joint scheme or to 
improve the spectrum efficiency, both types of interference must be addressed in order 
to maximize the total transmission rate of the SU [88-90].
2 .5 .5  P o w er  a llo c a t io n  in  M IM O  sc h em es
Most recent research on resource allocation in CR systems have been conducted in SISO 
scenarios. However, in today’s systems, available resources (e.g., bandwidth, transmit 
power etc.) are limited. Therefore, MIMO techniques have been introduced in order 
to increase the capacity without requiring additional bandwidth and power. MIMO 
can also provide more degrees of freedom to the SU in order to strike a balance be­
tween achievable rate and interference introduced to the PU. Furthermore, combining 
the MIMO technique with the OFDM modulation scheme is regarded as a very attrac­
tive solution for the CR system to effectively enhance channel capacity over multipath 
fading channels compared to SISO-OFDM scheme. However, the role of the MIMO 
technique in the CR system still remains to be exploited.
Power allocation algorithms assuming Gaussian input distributions for conventional 
multicarrier MIMO wireless systems exist in the literature [91,92], but they focus on 
optimizing the power with only the total transmit power constraint. When Finite 
Symbol Alphabet (FSA) input distribution is assumed for power allocation, the algo-
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rithms become more challenging due to the constellation constraints. Limited work 
has been reported which consider both the transmit power and the constellation con­
straint. In [29], optimal power is obtained for a diagonal channel matrix, whereas, 
optimal power is evaluated for non diagonal matrix in [93-95].
Optimal power allocation for the FSA input distribution assuming instantaneous CSI 
is presented in [66-71,96], while the statistical CSI is presented in Zeng et. al [72,73]. 
These algorithms in the aforementioned work do not consider the interference intro­
duced to the PU as an optimization constraint. However, in a CR system, the inter­
ference constraint is more important, as the CR transmitter is not allowed to transmit 
if interference to the PU is above a certain predefined threshold imposed by the regu­
latory bodies. Therefore, these power allocation schemes existing in the literature are 
not directly applicable to the MIMO CR scenario due to the additional CR constraints 
based on spectrum sharing schemes. The additional constraints related to the MIMO 
technique in CR system make the problem more complex compared to the SISO tech­
nique but on the other hand, it gives more degree of freedom to the SU in terms of 
interference management. In the MIMO CR system, more power is allocated to those 
antennas which produce less interference to the PU band. In [17], Shahraki et. al con­
sidered a similar scheme and an interference model presented in [16] for MIMO-OFDM 
power allocation. It has been found that the capacity of the CR system increases by 
increasing the number of antennas. A suboptimal scheme is also presented which has 
less complexity and is easy to implement practically. In [97], authors presented sub- 
optimal power allocation algorithm in MIMO-OFDM based CR system, while in [98] 
optimal power is evaluated for CSI uncertainty. Zeng et al. [99], derived optimal power 
allocation assuming FSA input distribution for the MIMO-OFDM based CR system. 
However, they considered the USS scheme and proposed a suboptimal solution, to solve 
the problem.
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2.6 Sum m ary
The chapter provided relevant background information to the CR system and spec­
trum sharing schemes. It also provided the justification of using the OFDM modula­
tion scheme in the CR system along with benefits and challenges of using OFDM in 
the CR system. CR systems offer a solution to the spectrum underutilization problem 
by proficiently implementing spectrum sharing schemes using such OFDM modulation 
schemes. Furthermore, power allocation algorithms presented in the aforementioned 
spectrum sharing schemes maximize the SU data rate by keeping the interference intro­
duced to the PU band within a predefined threshold. However, these power allocation 
algorithms assume the Gaussian input distribution which is unrealistic. Secondly, the 
Gaussian optimized power becomes sub optimal when used for the FSA transmission. 
In addition, the interference model used for the power allocation assumes OFDM mod­
ulated SU and FDM modulated PU with perfect synchronization. This is again not 
practical, because current wireless communication systems all use OFDM modulation 
scheme. Therefore in the following chapters, practical interference model (i.e., both 
the SU and the PU is OFDM modulated with perfect and imperfect synchronization) 
will be derived for the case of interweave and joint schemes. Based on the interfer­
ence model, the power will be optimized under the condition of FSA input distribution 
and will be compared with the conventional Gaussian optimized power. The proposed 
optimal power will be evaluated for the case of interweave using single and multiple 
antennas, and for the joint scheme with a single antenna. In addition, the optimal 
power will also be evaluated in the dynamic joint scheme where probabilities of PU 
subcarrier’s arrival and departure will be studied on the optimal power.
Chapter
Power Allocation in ISS CR System: 
SISO-OFDM
The work so far reported addressing the conventional power optimization algorithms 
in CR systems has assumed a Gaussian input distribution for the mutual information 
maximization. However, this assumption is unrealistic, as practical systems use a Finite 
Symbol Alphabet (FSA) input distribution, (i.e., M-QAM). In this chapter, we adopt 
the FSA input assumption and derive an optimal power allocation scheme. We first 
introduce basic concepts of the mutual information, MMSE and their inter relationship. 
Then, different interference models based on the SU and the PU modulation schemes 
with perfect and imperfect synchronization are presented. After that, the optimal 
power allocation policy for the FSA input distribution is derived by capitalizing on the 
relationship between the mutual information and MMSE. The proposed optimal power 
is compared with the Gaussian optimized power and uniform power loading scheme. We 
show that, there is a wastage of transmit power if the conventionally optimized power 
with the Gaussian input assumption is used for the FSA transmission. Whereas, the 
optimal power allocation derived by the proposed scheme leads to a significant power 
saving. Moreover, the Gaussian optimized power results in a reduced transmission rate 
compared to the proposed scheme. This is because, as the Gaussian optimized power 
becomes larger than the proposed optimal power, it consequently nullifies more sub­
carriers in comparison to the proposed scheme and thus, more subcarriers are wasted.
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In section 3.5, a theoretical framework is also established for the estimation of power 
saving. The advantage is that, for given channel statistics, the theoretical analysis can 
be used to estimate the power saving without running time-consuming Monte Carlo 
simulations. In the final section, the theoretical analysis is verified by simulations and 
shown to be accurate. Part of the research presented in this chapter has been published 
in [100]
3.1 Introduction
In information theory, the maximum mutual information between the channel input x  
and the output y is defined as the channel capacity. This is given as
C A  m axjr(X ;y), (3.1)
p(z)
in Eq. (3.1), the maximum is taken over all possible input distributions p(x) [101]. 
The Gaussian input distribution is theoretically optimal for the mutual information 
maximization [29], and the mutual information is;
I(X-,Y) = l o g J l  + Ç \ ,  (3.2)
where P  is the receive power and a2 is the noise power. In the literature, the Gaussian 
input distribution has been assumed as the input distribution to maximize the achiev­
able data rate of the CR system. This is because; (i) the Gaussian input distribution 
provides closed form expression of the mutual information as given in Eq. (3.2); (ii) it 
is theoretically optimal for the mutual information maximization and; (iii) it facilitates 
the capacity analysis and provides an upper bound for the system performance. 
However, in real systems, the Gaussian input assumption is not possible to implement, 
whereas, practical systems use the FSA input distribution, (i.e., M-QAM). The main 
difference between the Gaussian and the FSA input is that, the mutual information 
for the Gaussian input is unbounded in Signal to Noise Ratio (SNR), (i.e., capacity 
increases with increasing SNR). On the other hand, a sub-optimal FSA input distri­
bution is more applicable and is bounded in SNR, i.e., log2(| J"|), where T  denotes the 
FSA set. Therefore, the achievable data rate for the FSA input saturates at high SNR
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contrary to the Gaussian input assumption. Thus, beyond the saturation point, the 
achievable rate remains constant regardless of the SNR values. In addition, the power 
optimized for the Gaussian input distribution is sub-optimal when it is used for FSA 
transmission, whereas, the FSA optimized power is optimal for the FSA transmission. 
Furthermore, the mutual information attained by the FSA input are always lower than 
the capacity attained by the Gaussian input. In order to approximate the gap between 
the mutual information attained by the FSA input and the capacity attained by the 
Gaussian input, the SNR gap model is proposed in [28] as
In Eq. (3.3), II is the SNR gap and has constant value (E > 0). Different techniques 
have been proposed in order to choose the appropriate value of E  such that, the achiev­
able rates attained by the FSA input are approximated by the capacity attained by 
the Gaussian input. Eowever, the approximation is not valid at high SNRs due to the 
large gap and its inability to predict the rate saturation point. One possible solution 
to address this limitation is to derive the optimal power with FSA input distribution, 
as given in [29]. Eowever, this work considered a non-cognitive scenario. Therefore, 
in this chapter, an optimal power in OFDM based CR systems given an FSA input 
distribution is derived.
3.2 R elationship  betw een M utual Inform ation and M M SE
The mutual information is a function of SNR and for FSA inputs it is given by [102]
'p(X\Y',snr)Ij?(snr) =  E log2 (3.4)p(Y  ; snr)
where p (X \Y ; snr) and p (Y ; snr) are the conditional and marginal probability density 
functions, respectively. The error of an estimate, f ( Y )  of the input X  based on the 
observation Y  can be measured in mean-squared sense
E ( X  -  f ( Y ) ) 2. (3.5)
The minimum value of Eq. (3.5) is referred as MMSE and it is also a function of SNR. 
It can be seen from Eq.(3.4) that the mutual information for the FSA input has no
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closed-form expression, so has to be calculated numerically. In addition, due to the 
lack of closed-form expression, the mutual information for the FSA input complicates 
the optimization problem which requires the differentiation of the mutual information. 
However, in [30], a new formula is derived that shows the relationship between the 
mutual information and MMSE. It states that “the derivative of the mutual information 
with respect to the SNR is equal to the MMSE” and is given by
d l (snr)
dsnr — mmse(snr). (3.6)
Therefore, the relationship between the mutual information and the MMSE plays an 
important role in order to solve the optimization problem which involves the FSA input 
constraint. The MMSE expression for the Gaussian input is given as [29]
mmseiG\(snr) =  -—  ---- , (3.7)
K ’ 1 + snr
and the MMSE for the FSA input as presented in [29] is given by considering an M-ary 
modulation defined by M  discrete points denoted by { s i} ^ ,  taken with probabili­
ties {qt}iLi such that 91 =  1
where the integral is over the complex field. The MMSE(.) expression in Eq.(3.8) can 
be further elaborated for a specific constellation. The MMSE expression for BPSK or 
2-PAM is hence given by
r00 ___ e-(t-Vsnr)2
MMSEBPSK(snr) = 1 — 1 tanh(2 Vsnr£)---------=--------------------(3.9)
J —oo VTT
The MMSE expression for QPSK or 4-QAM consists of two BPSK constellations in 
quadrature, each with half the QPSK power and is given by
MMSEQPSK(snr) = M M S E b p s k ^ - ^ ' J  , (3.10)
The MMSE expression for 4-PAM is given by
7-00 e-*nrs c o s h (6 y S ( )  +  coshpyB r^) 10\Ar
(3.11)
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The MMSE expression for 16-QAM consists of two 4-PAM constellations and is given
In this thesis the relationship between mutual information and MMSE, and aforemen­
tioned MMSE equations for BPSK, QPSK and 16-QAM will used to evaluate optimal 
power and achievable data rate.
3.3 Interference M odel
In the CR system, there are two group of users, i.e., primary and secondary users. When 
the SU accesses the PU spectrum, two types of interference are introduced which limit 
the performance of both the PU and the SU; (i) interference introduced by the SU into 
the PU and; (ii) interference introduced by the PU into the SU. Since, the objective is 
to protect the PU band from an unacceptable interference, therefore, only interference 
introduced by the SU into the PU is considered, whereas, interference introduced by 
the PU into the SU will be treated as noise. In this section, the interference calculation 
is presented for the ISS scheme based on the PU and the SU modulation scheme with 
perfect and imperfect synchronization. The modulation scheme for the SU is assumed 
to be OFDM, while for the PU is either OFDM or FDM.
3 .3 .1  C ase  I: M o d u la tio n  S ch em e  for B o th  th e  S U  a n d  th e  P U  is  
O F D M  w ith  P e r fe c t  S y n c h r o n iz a tio n  (e =  0)
Figure 3.1 shows the graphical representation of OFDM modulated PU and SU with 
perfect synchronization. The side-lobes are omitted in the figure for simplicity. To 
calculate the interference from SU subcarriers into PU subcarriers, it is assumed that 
both SU and PU sub carriers have the same bandwidth. The SU and the PU samples 
after Inverse Fast Fourier Transform (IFFT) are as follows
by
M  M  S  E iq^ qam  (snr) =  M M S E ^ - pam (3.12)
N
j 2 i r n s k
TZ-s— 1
(3.13)
3.3. Interference Model 42
SU PU
Figure 3.1: Graphical representation of OFDM modulated PU and SU with e =  0
2 N
X k =  Tf  5 3  x nPe nP ’ k =  1 , 2 , AT, (3.14)
n p= N + l
where N  is the total number of subcarriers, subscripts s, p  represents SU and PU 
respectively and k is number of time samples. Omitting the channel effect and noise, 
the input of the Fast Fourier Transform (FFT) for the PU and the SU is given by
-, N  -, 2 N
Uk
j 2 i r n p k
(3.15)
f i s  —  1  T i p — N + l
Consider the I th  output of the PU FFT, i.e., which corresponds to the symbol 
received on the I th  subcarrier. This is given as
N
Yp’ =  5 ^  3/fce ijv , f  =  N  +  l , N  +  2, . . . . ,  2N. (3.16)
k = l
Substituting Eq. (3.15) into Eq. (3.16) yields
1 N
k = l
N
E
Tls — 1
j27Tnske ^
2 N
+ E
j 2 n n p k
e ^
n p—N + l
— j2-n k£
e n
-, N  N  
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+ v E  EN
k = l  n p= N + l  
N 2A/
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e w e #
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(3.17)
k = l  n s= l  k = l  n p= N + l ; n pÿ^l
Based on Eq. (3.17), it can be easily shown that
Y [ = X l (3.18)
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Figure 3.2: Graphical representation of OFDM modulated PU and SU with e > 0
In Eq. (3.18), it can be concluded tha t when both the PU and the SU are perfectly 
synchronized, i.e., e =  0, the interference introduced from the SU subcarriers to the 
PU subcarriers is zero.
3.3.2 Case II: M o d u la tio n  Schem e for B o th  th e  SU an d  th e  P U  is 
O FD M  w ith  Im p erfec t S ynchron iza tion  (e >  0)
Figure 3.2 shows a graphical representation of the PU and the SU co-existence with 
imperfect synchronization. In this case, it is assumed that only SU subcarriers suffer 
carrier frequency offset. Consider a frequency offset S f  such that
e =  (3.19)
where e is the normalized frequency offset and A /  is the subcarrier spacing. The SU 
samples with e after IFFT are as follows
=  i  X X e 3 ^ ,  k =  1 , 2 ,  N .  (3.20)
n s= l
Given normalized frequency offset, i.e, e, the input of the FFT  for the PU and the SU 
is given by
N  2N
»  =  +  l  E  < e ^ .  (3.21)
ns—1 Tip—iV-J-l
Consider the I th  output of the PU FFT, i.e., Yj, which corresponds to the symbol
received on the Ith  subcarrier. This is given as
N
f  =  lV +  l,Ar +  2,....,2Ar. (3.22)
k = l
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By substituting Eq. (3.21) into Eq. (3.22), we obtain
N  2N
j 2 i r ( n s + e ) k  ^ ^  j 2 i t n p k —i2 iz k Z
e næn,e "  +  2 -. xSpe
fc=l L ns= l  np= N + l
N  N  ,  JV 27V
e Tv e Tv"1 V—V V—\ s j 2 i r ( n a + e ) k  - j 2 - K k l  1 V ^ 1 n= ivEE<e " e " +jÿE E
fc=l ns= l  fc=l np=7V+l
t  N  N  1 TV 2AT z1 x—r x—\ „ j 2 - n { n s — t + t ) k  1 x—r x—r _ j 2 n ( n p —£ )k= jvEE<e K +^E E <Pe N
k—l  ns= l  fc=l np=Ar+l
JV TV JV 2JV
=  ^ E E < e £l6^ + ^  +  ^ E  E  (3.23)
ns= l  fc=l np=JV+l;np^ l
After some mathematical manipulation, Eq. (3.23) becomes
1
N
fe=l ns= l
In Eq. (3.24), the second term is the net interference to the ith sub carrier of the PU
from all the SU subcarriers and is denoted by 'ipi. To derive this, we use the case when
e =  0, the interference introduced to the PU subcarrier is zero and Eq. (3.24) is reduced 
to Eq. (3.18).
A  =  ^ E E < e titi^ ,  (3.25)
k = l  ns= l
Define ^ ,n s as the interference from the nsth  SU subcarrier to the ^th PU subcarrier, 
i.e.,
A,n. =  ^ < E ei2£l^ .  (3.26)
fc=l
The average ijjns can thus be calculated as
r^ max I N j2^ (ns-e+e)k
* , » .=  /  J j xn , 2 ^ e  N da
0 k = l
1 „ v - '  j2Tr(ns —Z)k r emax ^ n e k
=  j V ^ - E 6 "  J  e  N de
k = l  
N1 x—\ j2 T r (n s —Z ) k  f JV j 2 n e k  t - m a x '
~  J f Xns Z-/ 6 N 
k = l
N  e tv
.j2^k
JV
X n  X—> 1 j 2 -K (n s —Z )k= — -  > —e tv
T 2 ' S  k
j2Tr€maxk
l TV -  1
• s JV 1J%ni! X—^  1 I" j 2 i r ( n s —Z )k  j 2 n ( n s - Z + e ) kE l j T s - Z )  j - e ' \  . .- | ^ e  t v  -  e  t v  . (3.27)
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Interference power can be calculated as
~  |^ ,n s | =  Pns^£,ns )
where p ns is the transmit power of the n sth  SU subcarrier and
. TV
0 ^ ,
J  ^ —T 1  [  j 2 7 r ( n s  —£)fc
-2tt kk=l
j2iT(rLS-<!+e)k
e n
(3.28)
(3.29)
In Eq. (3.29), |.| — \ / ^ (  )  ^+  ^ (-)2 ^  complex modulus function and can be simplified 
as
N
k=l
1 v-  ^ 1 f . (2 i r {ns — t  +  e )k \  . ( 2 ti{j i s — f ) k \  ") \
2n E U Sm (  V  ) -  Sm (    ) })
+
/  1 r 1 r /  2tï (n s — f ) k \  { 2 h (tis — (, +  e)/c
E j t M — v —  —  —fc=i
'. (3.30)
Figure 3.3 shows the effect of e on the interference factor, i.e., 4>^ ns as given in 
Eq. (3.30). The horizontal axis represents the SU sub carrier index, where index 1 rep­
resents subcarrier closest to the PU band and vice versa. It can be observed from the 
figure that the interference factor vale increases by increasing the value of e. Further­
more, the SU subcarriers which are closer to the PU sub carriers have more interference 
factor values for different e and vice versa.
x K f ’
— —  E = 0 .15 (PU OFDM)
— -  — £=0.10 (PU OFDM)
-  6  -  e=0.05 (PU OFDM)
4.5
3.5
■§5
8
I
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o -  -  -o- -  - o
SU Subcarrier Index
Figure 3.3: Interference factor (4>) vs SU subcarrier index
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SU PU
ns=N-3 ns=N-2 ns=N-i ns=N
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' V '
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Figure 3.4: Co-existence of FDM modulated PU and OFDM modulated SU with e — 0
3.3.3 C ase III: M o d u la tio n  Schem e for th e  SU is O FD M  an d  th e  P U  
is F D M  w ith  P erfec t S ynchron iza tion  (e =  0)
In this case, the modulation scheme for the PU and the SU is considered as FDM and 
OFDM, respectively as shown in Figure 3.4. It is assumed that the bandwidth of the 
SU subcarrier is A f  and the bandwidth of the PU sub carrier is B =  a A f ,  where a  
is bandwidth scaling factor. It is further assumed that A f  and B  are equal and both 
systems are perfectly synchronized, (i.e., e =  0). Due to different modulation schemes, 
the side-lobes of the SU subcarriers cause interference to the PU even if both systems 
are perfectly synchronized. To calculate the interference from SU subcarriers into the 
PU band, the power density spectrum of subcarrier in the SU band can be written as
where Ts is the symbol duration. From Fig. 3.4, interference from SU subcarrier N 
(closest subcarrier to the PU) to I th  PU band is given by
(3.31)
(3.32)
similarly, interference from SU subcarrier N-l to I th  PU band is
— P ( N - l ) T s
( ( N - l ) + a ) A /
(3.33)
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SU PU
ns=N-3 ns=N-2 ns=N-i ns=N
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Figure 3.5: Co-existence of FDM modulated PU and OFDM modulated SU with e > 0 
in general, the interference from SU sub carriers to I th  PU band can be calculated as
In case I, it is observed from Eq. (3.18) that, when e is zero, the interference introduced 
to the PU subcarriers is also zero. However, in this case from Eq. (3.34), it can be seen 
that even when e is zero, the PU band still experiences interference from SU subcarriers 
which is due to side-lobes.
3.3.4 C ase IV: M o d u la tio n  Schem e for th e  SU is O F D M  an d  th e  P U  
is F D M  w ith  Im p erfec t S ynch ron iza tion  (e >  0)
In the literature [16], authors have considered the aforementioned interference model 
with perfect synchronization. However, in reality primary and secondary systems are 
not perfectly synchronized. In such a scenario the PU suffers an additional interference 
due to main-lobe apart from side-lobes of the SU subcarriers as shown in Figure 3.5. 
The amount of additional interference is based on the value of e. Interference from SU 
subcarrier N  to Ith  PU band is given by
where
(ns + a ) A /
(ns+ a ) A /
( N + a ) A f - e
(3.36)
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Similarly, interference from SU sub carrier AT — 1 to Ith  PU band is
< /sm 7 r/T a y  
— P(N-l)-Ls / ( _ rrr ) “/• (3.37)V ;
In general, the interference from SU subcarriers to Ith  PU band can be calculated as
s m i r f T s \
Jt,ns — Pns^(.,ns — Prises
' n s A f —e 7T
df ,
where
J  n sA f —e \  J
(3.38)
(3.39)
Figure 3.6 shows the effect of e on the interference factor i.e., as given in Eqs. (3.35), 
(3.39). The horizontal axis represents the SU subcarrier index, where index 1 represents 
subcarrier closest to the PU band and vice versa. It is clear from the figure tha t the 
interference factor value increases by increasing the value of e. Furthermore, the effect 
of e is more severe for up to 3 closest SU subcarriers to the PU band compared to the 
rest of the subcarriers. W ith the same value of e, the interference factor in Case IV is 
higher than the Case II. This is due to the fact that in Case II, when e =  0, interfer­
ence factor value is zero compared to the case IV where interference factor value is not 
equvalent to zero due to the SU subcarriers side-lobes.
-  B  -e=0.15 (PU FDM)
-  H -  e=0.05 (PU FDM)
e=0 (PU FDM)
0.08
°
1
8
I 0.06
0.04
0.02
SU Subcarrier Index
Figure 3.6: Interference factor (T) vs SU subcarrier index
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3.4 O ptim al Power A llocation  For ISS C R  System
The system model consists of a single cell wireless system in the downlink path as shown 
in Figure 2.8. The instantaneous channel fading gain between the SU transmitter 
and the SU receiver, i.e., gn is assumed to be known a-priori at the SU transmitter 
via a pilot assisted channel estimation. It has been assumed that the SU employs 
OFDM modulation scheme, whereas, modulation schemes for the PU is either OFDM 
or FDM. Furthermore, the available bandwidth for the SU transmission is divided into 
N  subcarriers separated by A f  bandwidth. As shown in Figure 2.3, the co-existence 
of primary and secondary users in a frequency domain is considered where the FFT 
outputs are mapped to consecutive subcarriers.
The objective is to calculate an optimal power with arbitrary input distribution that 
maximizes the achievable data rate of the SU provided that the interference introduced 
into the PU band does not exceed a certain level. This problem can be defined as an 
optimization problem as follows
N
max ^  I ( p n , 9 n . ) ,  (3.40)
Pns n„=l
subject to
N
y i  Pns $£ ,n s =  "YY"’ (3 -4 1 )
Tig=1
Pns — 0 ras =  1,2, • • • ,N ,  (3.42)
where r th is the interference threshold prescribed by the PU, p ns is the optimal power 
of the nsth subcarrier, gns is the channel gain between the SU transmitter and receiver 
of the nsth sub carrier and <&£jns is defined by the Eq. (3.30), Eq. (3.35) and Eq. (3.39). 
In Eq. (3.41), Cl is the path loss between the SU transmitter and the PU receiver. In 
the rest of the chapter, ns, p n s , gns and 4>^ )Tls are represented as n, pn, gn and $ n, 
whenever no ambiguity arises.
Theorem 3.1: The optimal power with arbitrary input distribution that maximizes
the SU data rate is as follows
'  1 - ,  /A S„
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where À is the Lagrange multiplier associated with interference constraint (3.41) and
can be calculated using numerical methods (such as bisection, secant, or Newton) in 
order to solve the following equation
Proof. As the mutual information is concave [101, section 2.7], the objective function 
in Eq. (3.40) is also concave because the summation preserves the concave function. 
Also, the constraints in Eq. (3.41) and Eq. (3.42) are linear functions of the power. 
Consequently, the optimization problem is convex [41]. The Slater condition is satisfied 
for any positive power, pn > 0, that satisfies the interference constraint. Therefore, the 
Karush-Kuhn-Tucker (KKT) conditions are necessary and sufficient for the optimal 
solution. The Lagrangian for the primal problem is as follows
mmse (3.44)
L ( p ,  À, I/) — — P n $ n ----- ^ VnPn- (3.45)
The KKT conditions are as follows
Gradient of Lagrangian with respect to p* vanishes
(3.46)
P : > o ,  A> o ,
(3.47)
^nPn — 0- (3.48)
gn mmse(p*5 n), Eq. (3.46) can be rewritten as
- 9 n  mmse(p*£/n) +  A$n -  vn = 0, (3.49)
after re-arrangement, Eq. (3.49) will be
=  A $ „  -  9n  mmse(p*pn). (3.50)
By substituting Eq. (3.50) into Eq. (3.47), the expression will be
A $ n  -  9n  mmse(p*pn) > 0,
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mmseip*gn) < A, (3.51)
and from Eq. (3.48) and Eq. (3.50), the output will be
Pn{A$„ -  9n mmse(pjpn)} =  0. (3.52)
Consequently, if p* > 0 then Eq. (3.52) will be
A$n -  9n mmse(p*pn) =  0,
A =  | ^  mmse (p*pn) , (3.53)
after manipulating Eq. (3.53), the optimal power will be
mmse(p*pn) =  — - ,  (3.54)
9n
p* =  — mmse-1 . (3.55)
9n X 9n
Since mmse (Pn9n) < 1, when p* > 0, it can be obtained from Eq. (3.51) that ^  > A. 
On the other hand, as the mmse(0) =  1, if p* =  0, it can be obtained again from 
Eq. (3.51) that ^  < A. □
Note that in [16], optimal power is derived only for the Gaussian input, whereas, the 
proposed optimal power derivation is generic and is valid for any input distribution. It 
is worth mentioning that the structure of the proposed optimal power scheme is similar 
to the mercury water-filling scheme in [29]. For comparison purposes, a uniform power 
loading scheme is also proposed. In uniform power loading scheme, equal power p is 
loaded into each sub carrier for a given interference threshold by the following expression
(3-56)
The optimal power allocation derived in Eq. (3.55) will be evaluated and compared 
with Gaussian optimized power and uniform power loading scheme (Eq. (3.56)) in 
subsection 3.6.1 using Monte Carlo simulations. It has been shown by Figures 3.8 and 
3.10 that optimal power achieves significant power saving and achievable data rate.
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3.5 Theoretical A nalysis o f Power Saving
In this section, a theoretical framework is established to estimate the power saving 
by evaluating the average optimal power for the Gaussian and the FSA input. The 
advantage is that, for given channel statistics, the theoretical analysis can be used to 
estimate the power saving without running time-consuming Monte Carlo simulations. 
Theorem 3.2: The power saving for a Rayleigh channel distribution by using the 
proposed optimal power {Pjf) compared to the conventional power allocation scheme 
{Pq) is given by
P'saving =  ^*(G) -  (3.57)
where
+2CCT2r( ! S ) +2v5Dff3r(2-S )
d2cr 71=1
and
where
N
71=1 A3>n V2cr
(3.58)
(3.59)
c  =  ^ / /;w  _
D = J— ]r1 , f(a) = W (a na2), (3.60)
and / '(a) denotes the derivative of /  evaluated at the point o, o is the channel statistic 
parameter for Rayleigh distribution, F ( .,.) is the incomplete gamma function [103] and 
d is the minimum distance for unit variance constellations, i.e., d = 2, V2 and ^/2/5 
for BPSK, QPSK and 16-QAM, respectively. In Eq. (3.60), an = , where [7 =  ^
for M-PSK and 1/ =  1 for M-QAM and W(.) is the Lambert W function [104] and is 
defined as
z =  W (z)ew(z\  (3.61)
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Proof. The average optimal power for given A with arbitrary input distributions can 
be obtained as
_ N rco
P*(S) = J 2  P*(an,S)h(gn)dgn, (3.62)
n=l-/*»A
where h{gn) is a Probability Distribution Function (pdf) of the channel and for a 
Rayleigh fading channel, h(gn) =  ( ^ ) e  z?* .
3.5.1 Theoretical Calculation o f P*(fF)
MMSE expression for the FSA input distribution is given by [29]
e=T‘\Pn(9n,F)9n]
mmse(^ )[pî(flf„, T)gn] «  U —- = = = = .  (3.63)
V K W n.'Fkn
To calculate PnignjJ7), Eq. (3.63) is substituted into Eq. (3.54). After some mathe­
matical manipulations, the expression will be
y / p h { 9 n , P ) 9 n  9 n  ’
e ^  ( b n ( 5 n , ^ ) 5 n ] ) y / p * ( g n i P )  =
(3'64)
from Eq. (3.62), the optimal power for the FSA input can be derived as
roo 2  f 00 - gri2
I P {.9m 'P)h{gn)dgn = ^ I W  {o(.ngn ) e 2a dgn. (3.65)
a (7 v/5>nA
To solve the Lambert W function, a Taylor series of the Lambert W function is required. 
Taylor series is an approximation of a function f (x )  as a finite sum of J\f terms, which 
are calculated from its derivatives at a neighborhood of point a [105], given as
Ê  m * -  „ r = + m i x - a ) + m i x _ a f + m *  _ 0). + . . . ,  ( 3 .6 6 )
n n\ v y ^  y 1! v y 2! v y 3!n=0
where M  is the order of the Taylor series and defines the precision of the approximation. 
The right hand side of Eq. (3.65) will be
o /-oo ___ 2
S A
f ^ n A  v/ 5 > n X
" f 00 „  f 00 ,A  / e  2o^ dgn + B  / 2^  dgn
_  f 00 9 ^  fOO _ 3
PC  / gn e 2^  dgn + D  / gn e 2^  dgn (3.67)
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According to [106]
r x me -pxTdx -  v = [ ^ > 0 ,  b > 0 ,  r > 0  « > 0], (3.68)
J u Tp  T
A closed form of Eq. (3.67) can be derived as
1V2
d2a
+2CCT2r( l ¥ ) +2V5DCT3r(2’S ) (3.69)
By substituting Eq. (3.69) into Eq. (3.62), the expression will be
N
n = l
+2^ 2r( l-¥ )+2^ 3r(2'¥ ; (3.70)
To obtain /(a ), f'(a), f "  (a), f "  (a) in Eq. (3.70), first the function is defined then its 
derivatives are taken as follows
f{9n) = W7 (oingn2), (3.71)
f {9 n )  = g n m t t ^ + i y  (372)
, -2W (a„gn2) [W(angn2)Z + W (angn2) -  l]
f  (9n) "  ^ [ i W ) T I p  ’ (3-73)
, _  4W (a„g„2)2 [W(a„gn2f  +  4W (ang„2)2 +  3W (angn2) -  6]
'  (9n) _  ^ [ i W ) T I F  ' (3-74)
By substituting the value of a n in Eqs. (3.71), (3.72), (3.73) and (3.74), A, B, C and 
D values can be calculated.
3 .5 .2  T h eo r e tic a l C a lc u la tio n  o f  P*(G)
For the Gaussian input distribution, MMSE relationship is [29]
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To calculate p*(<7n, G), we substitute Eq. (3.75) into Eq. (3.54). After some mathemat­
ical manipulations, the expression becomes
1 A$n
1 T  \Pn(9niG)gn] gn
P Î(S„ ,G )=  1 1
(376)
By substituting Eq. (3.76) into (3.62), the optimal power for Gaussian inputs can be 
derived as
roo 2 roo - g n 2 1 f
I P {.9m G)h(gn)dgn = 2 \ ^  /  9n& 2(7 ddn 2 I<J AVn J$n\  <7
By applying Eq. (3.68), the RHS of Eq. (3.77) becomes
r d . ^ )  r ( i , % £ )
V2cr
By substituting Eq. (3.78) into (3.62), the expression will be
“  ^ ,e A ^  dgr
5 > n A
n = l V2.
(3.77)
(3.78)
(3.79)
3 .5 .3  T h e o r e t ic a l C a lc u la tio n  o f  L agran ge  M u ltip lie r  for F S A  a n d  
G a u ssia n  In p u ts
In Eq. (3.58) and (3.59), 4?n, d and a are constant values, however, A is dependent on 
the channel gain. Therefore, A can be calculated numerically via the following equation.
N  poo
/  Pk(9 n ,S )$ nh(gn)dgn =  -p-. (3.80)
By substituting Eq. (3.64) into Eq. (3.80) and after the same manipulations as in 
Eqs. (3.65), (3.67) and (3.68), the value of A for the FSA input can be obtained using 
the following equation
d2cr E71=1
+2c"2r( l l ? ) +2V5/)CT3r(2-S! Tthn  ’ (3.81)
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Similarly, by substituting Eq. (3.76) into Eq. (3.80) and after the same manipulations 
as in Eqs. (3.77) and (3.78), the value of A for the Gaussian input can be obtained 
using the following equation
n = l . A <7
Tth
n (3.82)
By substituting the values of 3>n, N, Tth, O and u, A in Eq. (3.81) and Eq. (3.82) can 
be calculated numerically.
□
It is worth mentioning that the theoretical analysis gives deeper insights into the pa­
rameters effecting power saving. For example, it can be seen from the Eq. (3.58) 
that the optimal power for FSA input distribution is inversely proportional to d2. As 
d(B P SK ) > d(QPSK) > d(16 — QAM), therefore, average optimal power for BPSK 
is lower than QPSK and 16-QAM, accordingly achieves higher power saving contrary 
to the optimal power for QPSK and 16-QAM.
3.6 Evaluation of O ptim al Power in ISS C R  System
In this section, the optimal power derived in Eq. (3.55) and achievable data rate for 
the FSA input in the CR system is evaluated and compared with conventional power 
allocation schemes; namely, Gaussian optimized power, uniform power allocation. The 
effect of normalized carrier frequency offset is also investigated on the proposed optimal 
power achievable data rate. In addition, the theoretical analysis of the power saving 
results and accuracy of Taylor expansion results are presented.
3 .6 .1  S im u la tio n  A n a ly s is
Monte Carlo simulations are performed for a SISO-OFDM based CR system via an 
interweave opportunistic scheme as shown in Figure 2.3. Long Term Evolution (LTE) 
parameters are adopted [107] and it is assumed that, the available bandwidth for the 
SU transmission is 10 MHz which is divided into 50 Physical Resource Blocks (PRBs).
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Primary System
PU-TX Secondary System
SU-RX
PU-RX
Figure 3.7: System Model
According to Table 5.6-1 [108] for a 10 MHz LTE bandwidth, there are 50 usable PRBs. 
Each PRB consists of 12 sub-carriers, making the total usable sub-carriers to 600. Each 
sub-carrier has a bandwidth of 15 KHz, whereas the remaining bandwidth in each PRB 
serves as guard band (See Figure 5.6-1 [108] for details).
A simplified path loss model, i.e., Q ( ^ ) /3 [109] as a function of distance is considered 
for the simulations, where Q  =  20lo g io (^ - ) ,  /3 is path loss exponent, ro is the refer­
ence distance and r  is the distance between the SU transm itter and the PU receiver (in 
meters) as shown in Figure 3.7, and in our simulation r  ranges from 50 to 85 meters. 
Here A =  j ,  where c is the speed of light and /  is the center frequency. The allowed 
interference induced by the SU to the PU (i.e., value in Eq. (3.41)) is assumed to 
be equivalent to thermal noise per PRB. When the distance between the SU-TX and 
the PU-RX (i.e., r  as shown in Figure 3.7) increases, the Tth value at the SU-TX can 
also be increased without increasing in interference to the PU (due to a corresponding 
increase in f2). We express the thermal noise per PRB for our simulation results where 
we multiply the power spectral density (i.e., -174dBm/Hz or 3.981 x l0 ~ 21 W /Hz) with 
the bandwidth of each usable PRB (i.e., 180 KHz). Hence, the total thermal noise per 
PRB is 7.165x 10~16 W or -121.44 dBm. It is worth highlighting th a t the considered 
Tth value is equivalent to the interference threshold value of TVWS and is therefore,
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Table 3.1: Simulation parameters
P aram e te rs Values U nits
c 3x10^ m/s
f 2.4xl09 Hz
ro 50 m
P 2.7 -
r 50-85 m
7.165xl0- 16 W
e 0.05 -
Ts 66.7 ps
A / 180 KHz
in the realistic range. The IEEE 802.11 channel model with root mean square delay- 
spread of 50 ns is assumed. The same channel model has been assumed in the lit­
erature, therefore, for comparison purpose we considered IEEE 802.11 channel model. 
Simulation parameters are given in the Table 3.1 and the results are averaged over 2000 
snapshots. Total transmit optimal power (P* =  J2n=i Pn) and achievable data rate are 
represented with the Gaussian input as Pq and R g , and with the FSA input as PjOr 
and Rjr, respectively.
Figure 3.8 shows the comparison between Pq and Pjr versus distance. It is observed 
from this figure that, Pq is always greater than Pjr over the considered distance range. 
However, the power difference gap is smaller at lower distance values as compared to 
higher distance values. The reasons for the power discrepancies are; (i) the increase in 
Pj: is marginal at high distance values, because the rate reaches an upper bound limit; 
(ii) on the other hand, Pq increases with increasing distance values, because the rate 
under Pq has no upper bound limit. It is also observed that, with the same interfer­
ence threshold value, Pjb increases with increasing modulation scheme, i.e., from BPSK 
to M-QAM. Therefore, after deriving optimal power for higher modulation schemes, 
(i.e., 16-QAM) and using the lower modulation scheme, (i.e., BPSK) for transmission 
results in a waste of transmit power. Hence, for efficient power utilization, power must 
be optimized according to that for the actual employed modulation scheme.
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3.8: SU total transm it power under Gaussian and FSA inputs vs distance
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Figure 3.9: Percentage of power saving over Gaussian input vs distance
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Figure 3.10: Achievable data rate under Gaussian and FSA inputs vs distance
In Figure 3.9, the Gaussian optimized power has been compared against the proposed 
power allocation scheme for the FSA input in terms of power saving (i.e., Pçp f ’F 100% 
for BPSK, QPSK and 16-QAM) versus distance. The dashed line in this figure shows 
the power saving results obtained through Monte Carlo simulations. It can be clearly 
seen that, a significant power saving has been achieved by the proposed optimal power 
Pj- in comparison to P q .  For the distance values ranging from 50m to 85m, the trans­
mit power saving is 65 — 90%, 50 — 82% and 11 — 60% with BPSK, QPSK and 16-QAM 
inputs, respectively.
Figure 3.10 shows a comparison of achieved data rate for FSA transmission between 
power optimized for the Gaussian input and the case when the power is optimized based 
on the actual modulation scheme. The figure shows that, the proposed optimal power 
allocation scheme achieves higher data rate compared to the conventional Gaussian 
power allocation scheme. To elaborate this, Figure 3.11 shows percentage rate gain 
(i.e., Pajÿ Pz- x 100) versus distance values ranging from 50m to 85m; the rate gain is 
32 — 23%, 24 — 19% and 6 — 11% for BPSK, QPSK and 16-QAM inputs, respectively.
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Figure 3.11: Percentage of data rate gain vs distance
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Figure 3.12: Percentage of unused subcarriers vs distance
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Figure 3.13: Achievable data rate under FSA and uniform power loading schemes
The justification for this is that in the CR system, where primary and secondary users 
co-exist in adjacent bands, the SU sub carriers which are closer to the PU band cause 
higher interference, therefore, less or even zero power is allocated to these subcarriers. 
As, Pq  is always higher than Pjb it nulls more subcarriers compared to optimum power 
under the FSA input and ultimately these sub carriers will be wasted. Figure 3.12 de­
picts the unused sub carriers among various schemes, i.e., BPSK, QPSK, 16-QAM and 
Gaussian versus distance. For example, for the distance—50m case, P q  causes 18% 
more subcarrier nulling compared to the P ^ p s k  ^ resulting in wastage of resource (i.e., 
rate loss).
Figure 3.13 depicts achievable data rate for the FSA transmission under optimal 
power allocation with FSA inputs and uniform power loading scheme. It can be clearly 
seen from the figure that, the proposed optimal power allocation scheme outperforms 
the uniform power loading scheme over the considered distance range. Figure 3.14 
shows achievable data rate with 16-QAM under different power allocation schemes. 
Once again Figure 3.13 shows that, the proposed scheme achieves higher data rate
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Figure 3.14: Achievable rate with 16-QAM under different power allocation schemes 
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compared to uniform power loading scheme and the Gaussian optimized power scheme. 
The performance pattern of the data rate follows the same trend for other modulation 
schemes.
Figure 15 shows the effect of using the traditional interference model. With the given 
interference threshold value, we first derived the optimal power on each SU subcarrier 
with the existing interference model. In the next step, the derived optimal power is 
used to calculate the actual interference via the proposed interference model based on 
different interference factor values. We figured out that the existing interference model 
assumes that it is satisfying the interference threshold constraints. This is because it 
does not take into consideration the imperfect synchronization between the PU and 
the SU. However, the actual interference introduced to the PUs (which can be calcu­
lated with our proposed interference model) is higher than the interference threshold 
value. In other words, the existing interference model does not protect the PUs from 
the interference introduced by the SUs. On the other hand, our proposed interference 
model which takes into consideration the imperfect synchronization, protects the PUs 
from the interference and is therefore, more realistic.
The effect of e on the SU total transmit power and achievable rate with QPSK modu­
lation scheme is presented in Figure 3.16 and Figure 3.17, respectively. The solid lines 
in both figures represent the transmit power and data rate with QPSK modulation 
scheme for the proposed interference model (i.e., when both the PU and the SU is 
OFDM modulated) with different e values. Whereas, the dashed lines represent the 
transmit power and data rate with QPSK modulation scheme for the traditional inter­
ference model (i.e., when PU is FDM modulated and the SU is OFDM modulated) with 
perfect synchronization as assumed in the literature and imperfect synchronization. It 
can be seen from these figures that, the total transmit power and achievable rate is 
higher when e =  0, however, in a practical scenario perfect synchronization assumption 
is not realistic. Therefore, total transmit power and achievable rate is calculated for 
different e values and it is found that the total transmit power and achievable rate is 
directly proportional to the value of e. Higher e value means that, higher interference 
to the PU band from the SU subcarriers and accordingly, less total transmit power 
and achievable rate. The performance pattern of the SU total transmit power and
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Figure 3.18: Taylor series approximation 
achievable data rate follows the same trend for other modulation schemes.
3.6.2 A naly tical R esu lts  vs. S im ulation  R esu lts
As discussed in section 3.6.1, the simulation study has shown that the proposed op­
timal power allocation scheme has achieved significant power saving compared to the 
optimal power under the Gaussian input assumption. Figure 3.9 shows the comparison 
of analytical (solid line) and simulated (dashed line) power saving. Channel statistic 
parameter for Rayleigh distribution, i.e., a  in Eqs. (3.58) and (3.59) has been calcu­
lated from the empirical Rayleigh distribution and implemented in the simulation. One 
can see that, theoretical results coincide well with the simulation results, and that the 
discrepancy is small. The minor difference follows from the fact that approximated 
values of MMSE have been used in Eq. (3.63) and Taylor approximation in Eq. (3.65) 
in order to calculate the optimal power under the FSA input. It can be concluded that, 
for given channel statistics, the theoretical analysis can be used to derive an average
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optimal power allocation and estimate power saving without running time-consuming 
Monte-Carlo simulations.
To evaluate the accuracy of using the Taylor expansion, Figure 3.18 depicts the opti­
mal power with BPSK modulation scheme and the optimal power achieved by different 
degrees of Taylor polynomials. It is clear from the figure that the 5th degree of Taylor 
polynomials approximately match the exact value and thus can be used to calculate the 
theoretical optimal power under arbitrary input distributions as well as the achieved 
power saving using the proposed power allocation scheme. The same accuracy of Taylor 
expansion has been noted for other modulation schemes.
3.7 Sum m ary
In this chapter, the power allocation problem in OFDM based cognitive radio systems 
under the condition of FSA input applicable to practical systems has been considered. 
The proposed optimal solution for the FSA is evaluated and compared with optimal 
power that assumes a Gaussian input and uniform power loading scheme. It is worth 
highlighting that; (i) the optimal power with the FSA input significantly outperforms 
the conventional power allocation schemes (i.e., the Gaussian optimized power and 
uniform power loading scheme) in terms of transmit power saving and achievable data 
rate; (ii) with a fixed distance metric, the optimal transmit power with the FSA input 
increases as the modulation order increases. Based on the aforementioned findings it 
can be concluded that, by using the proposed power allocation scheme, spectrum and 
energy efficiency can both be improved. Secondly, to achieve a desired energy efficiency, 
the power should be optimized according to the employed modulation scheme. To 
gain deeper insights into power saving capability by the proposed scheme, a theoretical 
evaluation of the power saving is presented. It has been found that, the results obtained 
from the theoretical analysis of power saving scheme concur with the simulation results 
i.e., 58.3-73.5%, 40.4-60.2% and 12.1-28.8% for BPSK, QPSK and 16-QAM inputs, 
respectively. The analysis provides a theoretical framework for the derivation of the 
optimal power allocation and calculation of power saving for the FSA input. In the
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next chapter, the optimal power and achievable data rate is evaluated by considering 
MIMO-OFDM based CR system via an ISS scheme.
Chapter
Power Allocation in ISS CR System: 
MIMO-OFDM
In the previous chapter, power allocation assuming an FSA input was evaluated for the 
SISO-OFDM based CR system. In this chapter, the optimization problem for MIMO- 
OFDM based CR system given the FSA input is considered, and accordingly an optimal 
power allocation scheme is derived by capitalizing on the relationship between mutual 
information and MMSE. In section 4.1, introduction on the MIMO technique and its 
advantages to the CR system are presented. The system model for the MIMO CR 
system is highlighted in section 4.2 and is followed by the derivation of an optimal power 
allocation policy for the FSA input distribution in section 4.3. Section 4.4 provides a 
theoretical framework for the derivation of the average optimal power allocation for the 
Gaussian and the FSA input distribution, and estimation of power saving is established. 
The motivation behind theoretical analysis is that it provides guidance for the system 
design and gives deeper insights into the choice of parameters effecting power saving and 
rate improvement. Monte Carlo simulations and theoretical analysis for the proposed 
power allocation scheme and its comparison with the Gaussian optimized power is 
presented in section 4.5. The proposed scheme is shown to save transmit power and 
has a higher achievable data rate compared to the Gaussian optimized power. In 
addition, theoretical analysis is verified by simulations and shown to be accurate. The 
research work reported in this chapter has been published in [110].
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4.1 Introduction
Most recent research on resource allocation in CR systems has been conducted for a 
single antenna scenario. In a SISO technique, the SU achievable data rate increases 
with the increase in the SU’s available bandwidth and transmit power. However, in the 
CR system, available bandwidth is limited and is time varying in nature due to the PU 
activity. Secondly, due to the restriction imposed on the SU’s transmission power by 
the PU, it is a challenging task to meet the SU QoS requirement. Therefore, MIMO 
communication systems i.e., systems equipped with multiple antennas at the transmit­
ter and the receiver side have been introduced in order to increase the achievable data 
rate without requiring additional bandwidth and power [97].
In [111], it was shown that for a given a wireless system employing Lt transmit antennas 
and L r receive antennas, the maximum data rate at which error free transmission over 
a fading channel is theoretically possible is proportional to the minimum of Lt and L r 
(provided that the LtLr transmission paths between the transmit and receive anten­
nas are statistically independent). Hence, huge throughput gains may be achieved by 
adopting Lt x L r MIMO systems compared to conventional I X 1 systems that use single 
antenna at both ends of the link with the same requirement for power and bandwidth. 
With multiple antennas, a new domain, namely, the spatial domain is explored, as 
opposed to the existing systems in which the time and frequency domain are utilized. 
MIMO can also provide more degrees of freedom to the SU in order to strike a balance 
between the achievable rate and the interference introduced to the PU. Furthermore, 
combining MIMO with OFDM is regarded as a very attractive solution for CR systems 
to effectively enhance channel capacity over multipath fading channels compared to 
SISO-OFDM. Because, in MIMO-OFDM, MIMO is used to increase the capacity and 
diversity gain, whereas, OFDM is used to transform a frequency selective channel to 
flat fading subchannels, thereby combating the problem of ISI caused by multipath 
propagation. However, the role of MIMO in CR systems still remains to be exploited. 
In the literature [91,92], optimal power allocation is evaluated for conventional multicar­
rier MIMO wireless systems, but in a non cognitive scenario. Whereas, in interference 
limited CR systems, additional constraints are required. The additional constraints
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Lt antennas
X
h,
Lr antennas
Figure 4.1: MIMO system model
related to the MIMO technique in the CR system make the problem more complex 
compared to SISO technique, but on the other hand, it gives more degrees of free­
dom to the SU in terms of interference management. In the MIMO CR system more 
power is allocated to those antennas which produce less interference to the PU band. 
In [17] [97], optimal power is evaluated for MIMO-OFDM based CR systems but again 
with the Gaussian input assumption. Therefore, in this chapter, an optimal power in 
MIMO-OFDM based CR systems given an FSA input distribution will be derived.
4.2 M IM O -C R  System  M odel
The system model consists of a single cell wireless system in the downlink path as shown 
in Figure 2.8. It is assumed that the SU employs an OFDM modulation scheme and 
has L t transm it antennas and L r receive antennas as shown in Figure 4.1. Similarly, 
the PU has M r receive antennas and employs an OFDM /FDM  modulation scheme. 
The MIMO channel for the n th  sub carrier between the SU transm itter and receiver 
is denoted by H n E CLrXLt. The received vector y n E CLrXl for the n th  subcarrier
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corresponding to the transmit vector xn G CLtXl and is given as
yn =  H nxn +  zn, (4.1)
where zn G CLrXl is the additive white Gaussian noise vector for the n th  subcarrier. 
Here, xn =  [y/pÀïbni , . . .  ^PnLtbnLt], where pn£t , bnit are the transmit power and unit 
power symbols of the nth  subcarrier at the Itth  antenna, respectively. In Eq. (4.1), 
H n is matrix channel for the n th  subcarrier between the SU transmitter and receiver. 
To decompose the matrix channel into a set of parallel, independent subchannels, an 
algorithm that comes from linear algebra, the Singular Value Decomposition (SVD) is 
used. The singular value decomposition of the channel matrix H n is given as
H n =  u ns nv ; ,  (4.2)
where U n G CLrXLr and V* G CLtxLt are unitary matrices and S n G CLrXLt is the 
diagonal matrix containing non negative ordered eigenvalues of H nH *, i.e., 7 ni >
, . . . ,  'jnK > 0. The entries in the channel matrix H n are independent Rayleigh 
fading coefficients, the distribution of eigenvalues is the Wishart distribution [111]. Let 
K  denote the number of eigenvalues, where K  =  min(Lr, Lt). The columns of U n are 
the eigenvectors of H nH* and the columns of V n are eigenvectors of H *H n. Eq.(4.1) 
can be reformed as
Yn =  U nS nV*xn +  Zn . (4.3)
Let y n = U*yn, xn =  V nxn and zn =  U*zn. As zn has the same distribution as zn, 
an equivalent signal model can be expressed as
Yn — ^n^-n "b Zn. (4.4)
Eq. (4.4) shows that the channel in Eq. (4.1) can be decomposed into K  parallel SISO 
channels as
Vnk — 'Ifnk'Enk T ^ =  1,2, . . . ,  K. (4.5)
In an ISS scheme, two types of interference, i.e., the one from the SU into the PU
and vice versa, are introduced to the system. The objective is to protect the PU from
unacceptable interference, therefore, only interference introduced by the SU into the 
PU band is considered, whereas, interference introduced by the PU into the SU will be
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treated as noise. The interference introduced from the OFDM modulated SU subcar­
riers to the FDM modulated PU band with imperfect synchronization is calculated in 
Case IV of Chapter 3 and is given by
Jnk — Pnk^nk — Pnk^s
r ( n + a ) A f —e /
J n A f —e X
(4.6)
where
'(n + a )A /-e  / g -  r m  \  2
> n A f-e  V n f T s  J
^ = T s r a ,a i- ‘ ( ^ ]  d f .
J n i
and Jnfc is the interference introduced by the n th  sub carrier of the SU into the PU 
band at the kth  decomposed channel, Ts is the symbol duration, A /  is the subcarrier 
bandwidth and e is the frequency offset by the SU subcarriers into the PU band. On 
the other hand, the interference introduced from the OFDM modulated SU subcarriers 
to the OFDM modulated PU subcarriers with imperfect synchronization is calculated 
in Case II of Chapter 3 and is given by
J n k  — P n k ^ n k  — Pnk —  E -2tt A-f in
j 2 i r ( n —t ) i p  j 2 i ï ( n —£ + e ) ip
e  n  —  e  n (4.7)
where pnk is the transmit power of the nth  SU sub carrier at the kth. decomposed 
channel, N  is total number of available sub carriers, ip represents input of the PU FFT 
and
— E -
2?r£ i !f
j 2 n ( n —£ ) ip  j 2 i r ( n —£ + e ) ip
e  N — e  N (4.8)
In Eq. (4.8), |.| =  ^/5J(.)2 +  Q(.)2 is the absolute value function. Eq. (4.8) can be 
simplified as
*&nk —
2ir(n — £ + e)L \ . (  27r(n — £)ipsin | ---------—-------  — sm  -N
+  f T  5  I -  COSIN
N  j
27r(n — £-\- e)ij 
N . (4.9)
Based on the interference models in Eqs. (4.6). Eq. (4.7), the optimal power will be 
calculated in the next section.
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4.3 O ptim al Power A llocation  for M IM O -O FD M  based  
C R  System
To maximize the mutual information of the SU, provided that the interference intro­
duced into the PU band does not exceed a certain level, an optimal power with an 
arbitrary input distribution can be calculated by the following optimization problem
N  K
[ P I ]  m a x ^ ^ / ( p nfc7 nfc), (4 .10)
n n = l k = l
subject to
=  (4 .11)
n = l k—1
Pnk  > 0, n  =  1 ,2 ,....., N ,  k = 1 , 2 , if, (4.12)
Whereas, Cl is the path loss and is a function of the distance between the SU transmitter 
and the PU receiver. The optimization problem in [PI] is different from the optimization 
problem in Chapter 3. Because in [PI], we considered number of transmit and receive 
antennas in addition to number of subcarriers in the objective function Eq. (4.10) and 
constraints Eq. (4.11), Eq. (4.12). Furthermore, in the objective function we considered 
eigenvalue of the MIMO channel matrix rather than the channel gain in Chapter 3. 
Theorem 4 - l : The optimal power with arbitrary input distribution that maximizes 
the SU data rate is as follows
mmse-1 if 2m . > A
(4.13)P nk  — <
0
the A in Eq. (4.13) can be calculated using numerical methods in order to solve the 
following equation
Proof. The mutual information is concave [101, section 2.7], therefore, the objective 
function in Eq. (4.10) is also concave, because the summation preserves the concav­
ity. Furthermore, the constraints in Eqs. (4.11) and (4.12) are linear functions of the
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power. Consequently, the optimization problem is convex [41]. The Slater condition 
is satisfied with any positive power, pnk > 0, that satisfies the interference constraint. 
Therefore, the KKT conditions are necessary and sufficient for the optimal solution. 
The Lagrangian for the primal problem is as follows
N  K  /  N  K  \
£ ( P ,  ^  ^  ] I(Pnk'Ynk)  T  A f ^  ^  . P n k ^ n k  ~  çÿT7~ J — ^nkPnk-  (4.15)
n = lfc = l \ n = l k = l  r J
The KKT conditions are as follows
Gradient of Lagrangian with respect to p*fc vanishes:
+  (4.16)
6  > o, A > 0 , (4.17)
;/»&> o, (4.18)
VnkPnk = 0* (4-19)
Using the fact that =  7 nfc mmse(p*fc7 nfc), Eq. (4.16) can be rewritten as
v P n k
- In k  mmse(p%*,7n&) +  A$nfc -  vnk = 0, (4.20)
after re-arrangement, the Eq. (4.20) will be
vnk = A$nfc -  7nfc rnmse(p*fc7 nfc). (4.21)
By substituting Eq. (4.21) into Eq. (4.18), the output will be
A$nfc -  l n k mmse(p*fc7 nfc) > 0,
mmse(p%t7nt) < A, (4.22)
^ n k
and from Eqs. (4.19) and (4.21), the expression will be
P l k i ^ n k  ~ Ink mmse(p*fe7 nfc)} =  0. (4.23)
Consequently, if p*fc > 0 then Eq. (4.23) will be
A$nfc -  Ink mmse(p*fc7 nfc) =  0,
A =  mmse (Vnklnk) , (4.24)
^ n k
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after manipulating Eq. (4.24), the optimal power will be
inmse(p*,.7 „(.) (4.25)
mmse (4.26)
Since, mmse (p*k7nk) < 1 when p*k > 0, it can be derived from Eq. (4.22) > A.
On the other hand, as the mmse(0) =  1, if p*fc =  0, Eq. (4.22) will be equivalent to
tribution, whereas, the aforementioned optimal power derivation is generic and is valid 
for any input distributions.
4.4 Theoretical A nalysis o f  Power Saving
In this section, a theoretical framework is established to estimate the power saving 
by evaluating average allocated power for the Gaussian and the FSA input. This 
theoretical analysis provides guidance for the system design and gives deeper insights 
into the choice of parameters affecting power saving and rate improvement. In addition, 
for given channel statistics, the theoretical analysis can be used to estimate the power 
saving without running time-consuming Monte Carlo simulations. As the theoretical 
calculation in this chapter is based on the Wishart distribution, therefore, it is different 
from the theoretical calculation in Chapter 3 which considered Rayleigh distribution. 
Theorem 4 .2: The power saving by using the proposed optimal power Pjjr compared 
to conventional power allocation scheme [ P q ] is given by
□
Note that in [17], [97], the optimal power is derived only for the Gaussian input dis-
P* •x saving =  P*(G) -  P*(7) (4.27)
where
K  N
£ 2 > r
.  f c = l  7 1 = 1
+4C<74r (4 .28)
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and
P*(G) = V 2 0 -T
fc=l n = l  2 ^
(4.29)
where
c =  W  a /^ (a )
D =  /(o ) =  M 7Kta=), (4.30)
and /'(o ) denotes the derivative of function /  evaluated at the point a, cr is channel 
statistic parameter, F ( .,.) is incomplete gamma function [103] and d is the minimum 
distance for unit variance constellations, i.e., d  =  2, \ / 2  and a / 2 / 5  for BPSK, QPSK 
and 16-QAM, respectively. In Eq. (4.30), a nk = , where t/  =  ^  for M-PSK and
[7 =  1 for M-QAM and W{.) is the Lambert W function [104] and is defined as
z =  Mf(z)e^(=).
Proof. The average optimal power for given A with arbitrary input distributions can 
be obtained as
N  K  roo
=  Z  Z  / ^ )^ k (7 » & )^ , (4.31)
n = l k = l  $nfcA
where /ifc(7 nfc) is Probability Density Function (pdf) of eigenvalues of Wishart distribu­
tion, i.e., hki'jnk) = ^ 7 /fc^2e~7nfc//2<r2» where T is constant and is different for different 
eigenvalues. For example, /ii(7 ni) =  ^ ^ 7 / 1  ^ e - 7 " 1 / 2o"2 [112,113] and hiti'lnic) = 
[114],
4 .4 .1  T h e o r e t ic a l C a lc u la tio n  o f  P*(.F)
The MMSE expression for the FSA input distribution is given by [29]
g  [ P n f c  ( 7 n k  . ^ T n f c ]
mmse(^ [ p i fc(7 „fc, J^Tnfc] «  ^  (4.32)
VP*t('7TiA:,^)7nt
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To calculatep*fc(7 nfc, P),  substitute Eq. (4.32) into Eq. (4.25). After some mathematical 
manipulations, Eq. (4.32) will be
U
C 4 [pnfc('),nfc)-F’)7nk]
VPukilnk, F)~fnk Ink ’
K k(7nk,F)7nfc]x/ ^ r - = (4.33)
(4.34)
(4.35)
From Eq. (4.31), the optimal power for the FSA input can be derived as 
f 00 2T f 00 — - Tnk
/  P * { l n k , F ) h k {7nk)d'ynk = I  W  ( a n k i l b )  e ~  * d^nk.
a 5^>nkA
To solve Eq. (4.35), Taylor series of the Lambert W function is required. The Taylor 
series is an approximation of a function f (x )  as a finite sum of J\f terms, which are 
calculated from its derivatives at a neighborhood of point a [105], given as
"  ^  f , M  - v , r ( % _ a ) 3 + . . . >(436)y i  (x -  °)n — /(a )  +   ^ I, y (x -  a) +
n = 0 n!
/ > )
1! 2! 3!
where W is the order of the Taylor series and defines the precision of the approximation. 
The Right Hand Side (RHS) of Eq. (4.35) will be
2T
~d?
r oo 3 «v « z*oo 3. "v »,
A /  V J e - ^ d ^ + B  7nk e~ d'Jnk
roo i ynk roo 3 7
According to [106]
roo
/ xv~1e~Pxdx = j3~vT(v,l3u), [(3 > 0, u > 0].
A closed form of Eq. (4.37) can be derived as
(4.37)
(4.38)
V2T
d2cr AF ( - i ,  +  2Bo-2r  ( i ,  ^ nfcA2' 2(72 2' 2(7^
+4C(74F f 5 + 8B(76F f 5 $nfcA
2' 2(72 2 ' 2(72 (4.39)
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By substituting Eq. (4.39) into Eq. (4.31), the expression will be
V2T
d2cr . k = l n = l y x
+^ 4r( l ^ ) +8^ 6r(l (4.40)2(72
To derive /(a ), / z(o), / z/(a), / z//(a) in Eq. (4.39), first the function is defined and then 
its derivatives are taken as follows
f i f in k )  — W7 (oCnk'/nl?), (4.41)
fir in k) = t ^ F k S V i ] ’ ( 4 ' 4 2 )
\ -2kE (anfc7nfc2) [W{otnk7nk2)2 + W{otnki nk2) -  l] 
s  (7" °  =  +  ' ( 4 ' 4 3 )
,/ / / ,  X _  4 W (c tnk lnk2) 2 [^ (ttn fc7nfc2) 3 +  4kE(o;nfc7 nfc2)2 +  3 1 E (a wfcnfc7nfc2) -  6]
(4.44)
By substituting the values of a nk in Eqs. (4.41), (4.42), (4.43) and (4.44), A, B, C and 
D values can be calculated.
4 .4 .2  T h e o r e t ic a l C a lc u la tio n  o f  P*(G)
For the Gaussian input distribution, the MMSE relationship is [29]
mrase(G)[p*fc(7nfc,G)7nfc] =  — 4 ------ • (4.45)
1 "t" Pnk ink
To calculatep*fc(7nA;, G), substitute Eq. (4.45) into Eq. (4.25). After some mathematical 
manipulations, Eq. (4.45) will be
1 _
1 T [Pnfc(7nfc> G^nk] ynk
(4.46)
By substituting Eq. (4.46) into Eq. (4.31), the optimal power for Gaussian inputs can 
be derived as
roo y  roo 7nfc roo _  3
/  Pnk( jnk ,G)hk { jnk) d j nk = — —  7n k e ~ ^ d y n k - r  /  l n k e ~ ^ d y nk.
5>nfcA J$nk\  J^nk^
(4.47)
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By applying Eq. (4.38), the RHS of Eq. (4.47) becomes
T(W)=  V2(tT
$ nk \  2a2
By substituting Eq. (4.48) into Eq. (4.31), the expression will be
(4.48)
P*(G) = V20-T
k = l  n —1
(4.49)
4 .4 .3  T h e o r e t ic a l C a lc u la tio n  o f  L agran ge  M u ltip lie r  for F S A  an d  
G a u ssia n  In p u ts
In Eq. (4.28) and (4.29), 4>nfc, d and cr are constant values, however, A is dependent on 
the channel gain. Therefore, A can be calculated numerically via the following equation.
K  NJ '  roo
^  ^  ] I P i'lfnki S )$ nkhk('!nk)d/ynk =
7. 1  1 J
Tth
flMr
  (4.50)
k = l n = l ^^nfcA
By substituting Eq. (4.34) into Eq. (4.50) and after the same manipulations as in 
Eqs. (4.35), (4.37) and (4.38), the value of A for the FSA input can be obtained using 
the following equation
K  N
E E
fc=l n = l
AV2$n* T r ( - 1 ,  B2V 2$nka r r  ( i ,
d2o d2
+
C 4V 2$,^T r D8\/2$^^Tr
d2 d2
Tth . (4.51)
Similarly, by substituting Eq. (4.46) into Eq. (4.50) and after the same manipulations 
as in Eqs. (4.47) and (4.48), the value of A for the Gaussian input can be obtained 
using the following equation
K  N
E E
fc=l n = l
A V2c
Tth
flMr
(4.52)
By substituting the values of 4>nfc, AT, Tth, and cr, A in Eq. (4.51) and Eq. (4.52) can 
be calculated numerically.
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It is worth mentioning that the theoretical analysis gives deeper insights on the pa­
rameters effecting power saving. For example, it can be seen from the Eq. (4.28) 
that the optimal power for FSA input distribution is inversely proportional to d2. As 
d(B P SK ) > d(16 — QAM),  the average optimal power for BPSK is lower and accord­
ingly achieves higher power saving contrary to the optimal power for 16-QAM.
4.5 Evaluation of O ptim al Power in M IM O C R  System
In this section, the optimal power and achievable data rate for the Gaussian and the 
FSA input via Monte Carlo simulations are compared. The conventional (i.e., PU is 
FDM) and proposed (i.e., PU is OFDM) interference models with perfect/ imperfect 
synchronization are considered for the evaluation. In addition, the effect of normalized 
carrier frequency offset is also studied on power savings and different interference mod­
els. Furthermore, to verify the simulation results of power saving, theoretical results 
are also presented.
4 .5 .1  S im u la tio n  A n a ly s is
The simulations are conducted for a MIMO-OFDM based CR network via an op­
portunistic scheme. The same simulation scenario and parameters are considered as 
given in the first paragraph of the section 3.6.1. The total transmit power (P* = 
Yln=i X)jE=i Pnfc) and achievable data rate with the Gaussian input are denoted as Pq 
and R g , and with the FSA input as Pj: and Rj?, respectively.
In Figure 4.2, Pq and Pj- versus distance metric is compared for the 2 x 2  MIMO 
CR system. It has been observed from this figure that, the Gaussian optimized power 
is always greater than the FSA optimized power over the considered distance range. 
However, the power difference gap is smaller at smaller distance values compared to 
higher distance values. The reasons for the power discrepancies are; (i) the increase in 
Pjr is marginal at higher distance values because mutual information reaches an upper 
bound limit and it depends upon the constellation constraint for the FSA input; (ii) on 
the other hand, Pq increases with increasing distance, because mutual information un­
der Pq has no upper bound limit and it has no constellation constraint. Furthermore,
4.5. Evaluation of Optimal Power in MIMO CR System 82
— —  G aussian 
H 16QAM
-  *  -  QPSK
-  B -  BPSK
0.8
0.6
0.4
0.2 - B
8555
r = distance between SU transmitter and PU receiver (meters)
Figure 4.2: Optimal power for 2 x 2 CR system under Gaussian and FSA inputs vs 
distance
with the fixed distance metric value, Pjf  increases with increasing modulation scheme, 
i.e., from BPSK to M-QAM. The optimal power allocation is dependent on and spe­
cific for every modulation scheme. It would result in power inefficiency if one tries to 
transmit a BPSK signal with the power which is optimized for 16-QAM. Therefore, for 
efficient power utilization, power must be optimized according to the actual employed 
modulation scheme.
In Figure 4.3, the Gaussian optimized power has been compared against the proposed 
power allocation scheme in terms of power saving (i.e., Fg^ P £100% for BPSK, QPSK 
and 16-QAM versus distance metric). The dashed lines shows power saving using Monte 
Carlo simulations. It can be clearly seen that there is a significant power saving by us­
ing the proposed optimal power Pjr compared to conventional power P q . Furthermore, 
power saving is reduced for lower distance values and vice versa. The reason is that, 
at lower distance values, both P q  and Pj- are increasing compared to higher distance 
values, where Pq  is increasing while Pj- starts saturating. For distance metric values
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Figure 4.3: Percentage of power saving vs distance for 2 x 2 CR system
ranging from 50 m to 85 m, the transmit power saving is 64 — 89%, 49.5 — 82% and 
12 — 60% with BPSK, QPSK and 16-QAM inputs, respectively.
Figure 4.4 shows a comparison of achieved data rate for the FSA transmission between 
power optimized for the Gaussian input and the power optimized based on the ac­
tual modulation scheme. It can be seen that the proposed optimal power allocation 
scheme achieves a higher data rate compared to the assummed Gaussian power allo­
cation scheme. In Figure 4.5, the impact of the distance metric ranging from 50 m 
to 85 m on the percentage of data rate gain (i.e., x 100) for 2 x 2 MIMO CR
system has been shown. The BPSK, QPSK and 16-QAM inputs achieve a rate gain of 
31.2 — 23.4%, 24.1 — 18.9% and 5.5 — 10.1%, respectively. The explanation for this is 
that, in the CR system where primary and secondary users co-exist in adjacent bands, 
SU sub carriers which are closer to the PU band cause higher interference, therefore 
lower or even zero power can be allocated to these sub carriers. As P q is always higher 
than Pjr, it nulls more sub carriers compared to the optimum power for the FSA input 
and ultimately these subcarriers are wasted.
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Figure 4.5: Percentage of data rate gain vs distance for 2 x 2 CR system
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Figure 4.6: Effect of e on percentage of power saving at 60m distance
Figure 4.6 depicts the effect of e on percentage of power saving over the Gaussian 
input by keeping the fixed distance (60m). It has been observed that the percentage 
of power saving increases by increasing the values of e. This is because, the Gaussian 
optimized power decreases faster than the proposed optimal power. In Figure 4.7, we 
compare percentage of power saving with the proposed and the conventional interfer­
ence models. It has been shown that the percentage of power saving with the proposed 
interference model (PU and SU are OFDM modulated with imperfect synchronization) 
increases with the increasing values of e, whereas, the percentage of power saving with 
the conventional interference model (PU and SU are OFDM and FDM modulated, re­
spectively with perfect synchronization) presented in the iterature has a constant value 
because it does not depend upon the values of e.
As discussed in section 4.1, the achievable data rate increases as the number of trans­
mit and receive antennas increases without requiring additional transm it power. The 
same has been reflected in Figure 4.8 which depicts the comparison of achievable data 
rate using QPSK modulation scheme under different antenna techniques. It can be
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Figure 4.8: Effect of multiple antennas on total achievable rate with QPSK scheme
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seen that the achievable data rate increases in proportion to the number of anten­
nas by keeping the fixed transmit power. Other modulation schemes follow the same 
performance pattern of the data rate.
4 .5 .2  A n a ly t ic a l R e su lts  v s . S im u la tio n  R e su lts
In the MIMO-CR system, the distribution of each eigenvalue of the channel matrix is 
different. As discussed in the previous section, the simulation study has shown that the 
proposed optimal power allocation scheme has achieved significant power saving com­
pared to the optimal power under the Gaussian input assumption. Figure 4.3 shows 
the comparison of analytical (dashed lines) and simulated (solid lines) power saving. <r 
in Eqs. (4.28) and (4.29) has been calculated from the empirical Rayleigh distribution 
of each eigenvalue and implemented in the simulation. One can see that theoretical 
results (solid lines) coincide well with the simulation results (dashed lines). The minor 
difference follows from the fact that MMSE approximated values are used in Eq. (4.32) 
in order to calculate the optimal power for the FSA input. It can be concluded that, for 
given channel statistics, the theoretical analysis can be used to derive an average op­
timal power allocation and to estimate power saving without running time-consuming 
Monte Carlo simulations.
To evaluate the accuracy of using Taylor expansion, it is already pointed out in sec­
tion 3.6.2 that, bth degree of the Taylor approximation is used to calculate the theoret­
ical optimal power and achieved power saving.
4.6 Sum m ary
In this chapter, the power allocation problem in MIMO-OFDM based CR systems 
is considered under the condition of FSA input distribution applicable to practical 
systems. The optimal power allocation has been derived by capitalizing on the rela­
tionship between mutual information and MMSE using standard convex optimization 
techniques. The proposed optimal solution for the FSA is evaluated and compared
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with its conventional counterpart that assumes a Gaussian input. It has been shown 
via simulation that, the proposed scheme significantly outperforms the power allocation 
based on assumed Gaussian inputs in terms of transmit power saving and achievable 
data rate. Consequently, system spectrum efficiency and energy efficiency can both be 
improved by using the proposed power allocation scheme. Furthermore, it has been 
shown that as the modulation order increases, the optimal transmit power also in­
creases. Therefore, the power allocation should be optimized based on the employed 
modulation scheme to achieve a desired energy efficiency. To gain deeper insights into 
power saving capability by the proposed scheme, a theoretical evaluation of the power 
saving was presented. It has been found that, the results obtained from the theoretical 
analysis of power saving scheme concur with the simulation results. The analysis pro­
vides a theoretical framework for the derivation of the optimal power allocation and 
calculation of power saving for FSA input distributions. In the next chapter, optimal 
power and achievable data rate is evaluated by considering the joint ISS/USS scheme.
Chapter
Power Allocation in Joint ISS and USS 
Scheme
This chapter presents the optimal power and achievable data rate in the joint inter­
weave and underlay scheme in order to fully exploit the spectrum. Firstly, the joint 
ISS/USS scheme is discussed in section 5.1. The joint scheme allocates power in the 
underlay scenario in which the PUs are active and in the interweave scenario when spec­
trum remains free from PU allocation. In section 5.2, the system model is presented 
followed by the proposed interference calculation for the joint scheme in section 5.3. 
Then optimal power allocation is evaluated with the existing interference model and 
the proposed interference model in section 5.4. Although, the problem is solvable via 
general optimization algorithms, the complexity of the algorithm is high for practical 
applications. This gives motivation to derive the optimal power with the interference 
constraint only, in order to solve the problem analytically and thus reduce the com­
plexity of the algorithm. Furthermore, optimal power with the proposed interference 
model achieves higher power saving and achievable data rate compared to the existing 
interference model. A theoretical analysis of power saving is presented in section 5.5, 
followed by Monte Carlo simulation results in section 5.6. Finally, a summary of the 
chapter is presented in section 5.7. Part of the research work presented in this chapter 
has been published in [115].
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5.1 Introduction
In the ISS scheme, primary and secondary users co-exist side by side in the same 
band, and the SU only accesses unused portions of the spectrum left by the PU on a 
non-interference basis. On the other hand, in the USS scheme, the SU simultaneously 
accesses the PU spectrum subject to the interference threshold, (i.e., SU operates only 
below the noise floor of the primary spectrum in order to avoid unacceptable interfer­
ence to the PU system). The ISS scheme achieves higher data rates with less complexity 
in terms of constraints compared to the USS scheme. In the ISS scheme, the SU needs 
only to satisfy the interference constraint imposed by the PU subcarrier/band which 
is closer to the SU for power allocation, whereas, underlay SU subcarriers satisfy the 
interference constraint prescribed by each PU subcarrier/band.
In Chapters 3 and 4, optimal power under a FSA input distribution was derived for the 
ISS scheme assuming single and multiple antennas. The reason for considering the ISS 
scheme was that, it had the ability to achieve higher data rates with less complexity 
in terms of the constraints compared to the USS scheme. However, by considering 
either the USS or the ISS scheme alone cannot completely exploit the benefits of the 
spectrum. Because, when the PU is active in the interweave scenario, the SU still has 
the opportunity to access the PU spectrum in an underlay fashion. Whereas, the limi­
tation of the USS scheme is that, the SU must satisfy the interference threshold even 
in circumstances when the PU is not active. Thus, imposing an interference threshold 
during idle periods restricts the SU transmission power, and thereby reduces its achiev­
able data rate. Moreover, when power is allocated in an interweave fashion, the entire 
power is allocated to the interweave sub carriers. The underlay subcarriers cannot be 
exploited in such a scenario regardless of the channel conditions. However, it might be 
possible that the underlay sub carriers have very good channel conditions compared to 
the interweave sub carriers. Hence, by allocating power in an ISS fashion only is not 
optimal because underlay sub carriers cannot be exploited. In the literature [19,51], 
optimal power is evaluated for the joint ISS/USS scheme, but again with the Gaussian 
input assumption. Therefore, the focus of this chapter will be to derive optimal power 
under the FSA input for joint ISS/USS scheme.
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5.2 Joint IS S /U S S  System  M odel
In the system model, a single cell wireless system in the downlink path is assumed. 
A joint ISS/USS scheme is illustrated in Figure 2.5, where all subcarriers whether oc­
cupied or unoccupied by the PU are considered for power allocation by the SU. The 
modulation schemes considered for the PU is FDM/OFDM and for the SU is OFDM. 
The total bandwidth B  is divided into L  subcarriers containing R  occupied subcarriers 
and N  unoccupied sub carriers, each subcarrier having bandwidth A /  Hz. The channel 
gain between the SU transmitter and the SU receiver, i.e., gt is assumed to be known 
a-priori at the SU transmitter via a pilot assisted channel estimation.
In the joint scheme, the transmit power of the SU is based on the interference threshold 
and the total power constraints imposed by the PU. Therefore, to maximize the SU 
achievable data rate under given constraints, an optimal power with FSA input dis­
tributions based on the convex optimization problem is derived. The key to solve the 
optimum power allocation problem is the relationship between the mutual information 
and MMSE.
5.3 Interference M odel
In Chapter 3, the interference introduced by the secondary system to the primary sys­
tem was calculated for the ISS scheme only. In this chapter, the interference model is 
calculated considering the joint ISS/USS model when the modulation scheme for both 
the PU and the SU systems is OFDM. The interference model for the joint scheme is 
different from the ISS scheme only because PU subcarriers still experience the interfer­
ence from the SU sub carriers when both systems are perfectly synchronized in contrast 
to the ISS scheme only. This is due to the simultaneous transmission of PU and SU 
when the joint model operates in the USS scheme. The proposed interference model 
for the joint scheme has not been reported in the literature before.
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Figure 5.1: Graphical representation of OFDM modulated PU and SU in joint scheme 
with e =  0
5.3.1 C ase I: M o d u la tio n  Schem e for B o th  th e  SU an d  th e  P U  is 
O F D M  w ith  P erfec t S ynchron iza tion  (e =  0)
Figure 5.1 shows the graphical representation of the joint ISS/USS scheme. Side-lobes 
are omitted in this figure for simplicity. To calculate the interference from the SU 
subcarriers into the PU sub carriers, it is assumed that both the SU and PU sub carriers 
have the same bandwidth. The SU and the PU samples after IFFT are as follows
L
x * = t E
pt-nlk 
3,6 &
i=i
R
X k ~  J f E i Xre R ’
(5.1)
(5.2)
r = l
where L is total number of subcarriers containing equal number of occupied/unoccupied 
subcarriers and R  is the occupied sub carriers (i.e., R  =  ^ ), respectively. Whereas, 
subscripts s, p  represents SU, PU respectively and k is index of time samples after 
IFFT. Omitting the channel effect and noise, the input of the FFT  for the SU (i.e., yis ) 
is
X *s for i s =  1 ,3 ,5 , , L — 1,
Vis =  < (5-3)
for ^  =  2 ,4 ,6 ,..... ,T ,
2
the input of the FFT  for the PU (i.e., yip) is
Vi ,  =  X I  +  X L ip = 1 ,2 ,3 ,..... , (5.4)
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The subscripts is, ip are the input time samples of the SU and PU FFTs, respectively. 
Consider the m th output of the PU FFT, i.e., which corresponds to the symbol 
received on the m th subcarrier. This is given as
—j2iripm
Vip^ R 5 m = l , 2 , ---- , i?-.
ip=l
Substituting Eq. (5.4) into Eq. (5.5) yields
Y i = j : ( x i + x ‘2X ^
*D = 1 V /t p -
R
= E
io= l
1 v—r „ j 2 v £ 2 i p  1 r —\ j 2 - n r i p
r z 2 x i e L + n Z 2 x re R
£=1 ' r= l
—j 2 v i p m
e R
1 j 2 n £ i p  - j 2 T r i p m  1 j 2 -K r ip  - j 2 n i p m
=  T  E  Z - ,x t e * e X +  R E E x?e R e R
i p = l  £=1 i „ = l  r= l
1 o j 2 ' K ( £ - m ) i p  1 j 2 i x { r - m ) i p
+  i E E
în =  l  ^=1
aÆe «
ii>=l r= l
(5.5)
2ip ip
~ L = R
= XZl + ± t  £  x l e ^ ^ + X ^  + ^ f :  £  (5.6)
ip=l £= l;^ m
After manipulation, Eq. (5.6) can be written as
Y r  = X°m + X r i. (5.7)
In Eq. (5.7), the first term is the net interference to the m th subcarrier of the PU from 
all the SU sub carriers and is denoted by Jm
T — X sJ m  — ^rrv (5.8)
In Eq. (5.7), it can be concluded that in the joint ISS/USS scheme, when both PU 
and SU are perfectly synchronized, i.e., e =  0, the interference introduced from the 
SU subcarriers to the PU subcarriers is X ^ .  Whereas, in the ISS scheme only, the 
interference is zero.
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Figure 5.2: Graphical representation of OFDM modulated PU and SU in joint scheme 
with e > 0
5.3.2 C ase II: M o d u la tio n  Schem e for B o th  th e  SU an d  th e  P U  is 
O FD M  w ith  Im p erfec t S ynchron iza tion  (e >  0)
In this case, it is assumed that only SU subcarriers suffer carrier frequency offset. 
Consider a frequency offset 5 f  such that
5 /e =
A / '
(5.9)
where e is normalized frequency offset and A /  is the sub carrier spacing. The SU 
samples with e after IFFT are as follows
(5.10)
t=i
Given normalized frequency offset, i.e., e, the input of the FFT for the SU after omitting 
the channel effect and noise is
f°r 2S =  1,3, 5 , , L — 1,
(5.11)
X? + X ?  for 2 ,4 ,6 ,......
2
the input of the FFT for the PU is
Uip ~  +  X2ip, ip =  1 ,2 , ,R .  (5.12)
Consider the m th  output of the PU FFT, i.e., 1%, which corresponds to the symbol 
received on the m th subcarrier. This is given as
R
E j2TTipmVip e  R , m  =  1 , 2 ,  , R - (5.13)
iD= l
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By substituting Eq. (5.12) into Eq. (5.13), the expression becomes
R
ip= l
R
E
iv=l
1 V—r „ j 2 i r ( £ + z ) 2 i p  1 r —\ j 2 i r r i p
j Y ^ x l e  l + - 2 J x ? e  «
1=1 r = l
—j2-KipTn
e r
j2n(e—m+e)ip %
R
R
ip= l  r = l  
R R
1  r — >  r — ■> j2 7 r ( € - f ~ c )* p  — j '2 7 r t p m  2. v — > \ — >  j 2 7 r r i p  — j 2 7 r i p m
= T 2^ l _ , x ee R e R + p 2 ^ E ære « e «
i p  =  l  ^ = 1
-  ^  L
= z Z Z &
ip= l  £=1 
R  L
=  7  2 3
2?P  _  o p
L R
j2tt(r—m)ip
+  p E E ^ «  R
ip = l r = l
+ + p E E (5.14)
ip= l  £ = \  i p = \ r = \ - , r ^ m
After some mathematical manipulation, Eq. (5.14) can be written as
R L j2^{t—m+e)ip
R (5.15)
i p = l  £=1
In Eq. (5.15), the second term is the net interference to the mth subcarrier of the 
PU from all the SU subcarriers and is denoted by V'm- When e =  0, the interference 
introduced to the PU sub carrier is equivalent to as in Eq. (5.7).
*m =  | E E * 2 ^ i± & - (5.16)
i p = l  1=1
Define V'l.m as the interference from the Ith  SU subcarrier to the mth PU subcarrier, 
i.e.,
1 »------- i 2 n ( £ —m + e ) i ' n
(5.17)
 j -n;(e- e)ip
,^771 — Y Xt /  y e R
iv=l
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The average can be calculated as
7 r max i  s v '■0^,771 — T %£
J ° L  i „=l
j 2 i r ( £ —m + c . ) i p
e r de
- y t . i
(■max j 2 v { i —m ) i v  j 2 i r e i p
e R e R de
,=iJ0 
R1 j 2 i z ( t - m ) i p  f C r n a x  j 2 ^ e i p
= —Xp }  e R / e R de
L  f
- f r i
j 2 - n ( l —m ) i p
e R
ip= l
R
B, J^Treip
e Rj 2m p
X Î  x—> 1 j2 i r ( e -m ) ip
x -e RT 1
3 x f  V"' J_
j2-KCmaxip
e R — 1
j 2 i r ( e —m ) i p  j 2 i r ( i —m + e ) i p
e r — e R
Interference power can be calculated as
j£,m — |0^,m| —
where
—  E -
j27r(l—m)tp j 2 - n ( t —m + z ) i
e R — e R
(5.18)
(5.19)
(5.20)
In Eq. (5.20), |.| =  \/3f?(.)2 +  S(.)^ is the absolute value function. Eq. (5.20) can be 
simplified as
1 1 J . /  2t:(£ — m +  e)ip \ . ( 2tt(£ — m)ipx 3 sm  I ---------     — sin  -
i A  i
R
2'k{£ — m)z;
R
2'ïï{£ — m +  e)^
(5.21)
I J. V ^ J- I I ^/i I-v i n  i o n  i i ^/i i-v ;#«/ t" c it/p
+  -  — 7 ------  " c o s   Â
For comparison purposes, the conventional interference model assuming FDM modu­
lation scheme for the PU is also presented. The interference introduced by the SU to 
the PU is given by
r { { £ - m ) + a } A f - e  Zs in 7 r f T  \  2
(5.22)
J  (£—m ) A f —e X /
where
f { ( t - m ) + c x } A f - e  / s [ n 7 T f T \ 2
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and J^)Tn is the interference introduced by the Ith  subcarrier of the SU into the mth PU 
band for the joint ISS and USS scheme, Ts is the symbol duration, A /  is the frequency 
spacing between two adjacent sub carriers, (£ — m) represents the spectral distance be­
tween the Ith  subcarrier of the SU and the m th PU band.
Based on the proposed and conventional interference models, in the next section, opti­
mal power will be derived by first formulating the problem as convex problem and then 
solving it by applying KKT conditions.
5.4 O ptim al Power A llocation  for Joint IS S /U S S  Schem e
The objective is to calculate an optimal power in the joint ISS/USS scheme with an 
arbitrary input distribution that maximizes the mutual information of the SU, provided 
that the total power budget and interference introduced into the PU’s band does not 
exceed a certain level. This problem can be defined as an optimization problem as 
follows
L
[PI] m a x ^2 1 (p egt),
e = i
subject to
e = i
- mTth
n  ’ m =  1,2, • • • , M,
) >  — Pmaxi 
1=1
Pi > 0, I  =  1,2, • • • ,L,
(5.23)
(5.24)
(5.25)
(5.26)
where Pmax and r //  represent the maximum SU transmit power and interference thresh­
old on the mth subcarrier prescribed by the PU, respectively.
Theorem 5.1 : The optimal power with an arbitrary input distribution that maximizes 
SU data rate is as follows
P£ = \
 ^ — mmse 1 ( ~e +  ^  ) if g i>  X l+  /b
(5.27)
if 9l < XI A  Ab
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where
M
m =l
and Àm, (i are the Lagrange multipliers for interference Eq. (5.24) and power budget 
Eq. (5.25) constraints, respectively.
Proof. The optimization problem [PI] is convex [41] because (i) the mutual information 
is concave [101, section 2.7], the summation of the mutual information preserves the 
concavity, therefore, the objective function Eq. (5.23) is concave and (ii) the constraints 
Eq. (5.24), Eq. (5.25) and Eq. (5.26) are linear functions of the power. With any positive 
power, p£ > 0, the Slater condition is satisfied that satisfies the interference and power 
budget constraints. Therefore, the KKT conditions are necessary and sufficient for the 
optimal solution. The Lagrangian for the primal problem is as follows
L ' /  ^ \  M ^ ( L Tm\
£(p, A, [1, 1/) = — ^ 2  I(pi9l) +  A I 5 3 Pi — P m a x  J +  ( 5 3  o '  J ™~ ^P^1
1=1 V l= l  /  m = l \  1=1 /
(5.28)
To find the global solution, the KKT conditions are solved as follows.
Gradient of Lagrangian with respect to vanishes:
+  — 0, (5.29)
> 0, Am > 0, i i>  0, (5.30)
vt > 0, (5.31)
v a t  =  0, (5.32)
^ 5 3  Pl^l,m^ — 0) M ^ 5 3 p i^ =  0, (5.33)
Using the fact that = 9£ mmse(p£gi), Eq. (5.29) can be rewritten as
op£
- 9i m m se(p^) +  %i +  -  ^  =  0. (5.34)
after re-arrangement, the Eq. (5.34) will be
ï'i =  Xl +  P -  Pi m m se(p^). (5.35)
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By substituting Eq. (5.35) into Eq. (5.31), the expression will be
Xt + V~9£  m m se(p^) > 0,
gi mmse(pîgt) < %^  +  p, (5.36)
and from (5.32) and (5.35), the output will be
PÎiXi + 9 ~  9e m m se(p^)}  =  0. (5.37)
Consequently, if p£ > 0 then Eq. (5.37) will be
Xt + V - 9 £  mmse(pjp£) =  0,
XI + 9 =  9£ mmse {p\gt ) , (5.38)
after manipulating Eq. (5.38), the optimal power will be
mmse ( p ^ )  — — -+  (5.39)
Pl — — mmse-1 ^  . (5.40)
^  \
Since, mmse ( p ^ )  < 1 when p£ > 0, it can be obtained from Eq. (5.36) gi > +  p.
On the other hand, as mmse(0) =  1, if p£ =  0, it can be derived from Eq. (5.36) 
9 £ < X e  +  9 -  D
The optimal power in [PI] cannot be solved analytically, therefore, a package for spec­
ifying and solving convex programs [116,117] called CVX is used. Simulation results 
are presented in the section 5.6 , where Figure 5.3 shows the total SU transmit power 
by considering interference and power budget constraints [Eqs. (5.24), (5.25)]. As the 
optimal power in [PI] cannot be solved analytically, therefore, theoretical framework of 
the power saving cannot be established. In addition, the complexity of the algorithm is 
high for practical implementation. To address these issues, in the next section optimal 
power is re-derived by only considering interference threshold constraint.
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5.4.1 Power A llocation Policy for Interference C onstraint R egion Only
Although the optimal power problem in [PI] is solvable via general convex optimization 
algorithm tools, convergence of the algorithm is slow for practical applications. In order 
to reduce the complexity of the algorithm and to solve the optimal power analytically, 
the optimal power is re-derived by only considering the interference constraint. The 
problem can be re-defined as an optimization problem as follows
L
[P2] m a x ^ / ( p ^ ) ,  (5.41)
Pi £=1
subject to
^  Tm
pt$£,m =  T P  m =  1,2, , M, (5.42)
l=i
# > 0 ,  f  =  l , 2 , . . . , T ,  (5.43)
Theorem 5.2: The optimal power with an arbitrary input distribution that maximizes 
SU data rate is as follows
— mmse-1 ( — ) if gt > Xi,
9i \9 e J
=  (5.44)
0 if 9e < Xt,
where Am in Eq. (5.44) can be solved using numerical methods, (i.e., Newton, bisection
or secant)in order to solve the following equation
U ' 9 i > X f )  .  /  v  \  _ m
— mmse 1 f — j - — 0. (5.45)
9£ \ 9£ J  S2
Proof. As the optimization problem is convex and the Slater condition is satisfied, the
KKT conditions are necessary and sufficient for the optimal solution. The Lagrangian
for the primal problem is as follows
L M  /  L
T)Z><E>Z7 __---
n£(p, A, i/) — — Y J ( P £ 9£) + ^ 2  ( '^,P£^£,m — 7T J — V£P£. (5.46)£=1 m=l X 1=1
The KKT conditions are solved as follows 
The gradient of the Lagrangian with respect to vanishes:
M
^  +  (5-47)
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^  > 0 , pï > 0, Xm > 0, 
vtPi = 0.
(5.48)
(5.49)
To solve the optimal power using KKT conditions, the same steps are followed as in 
Theorem 5.1 without maximum power constraint. The optimal power will be
The advantage of Theorem 5.2 is that the optimal power can be calculated analytically 
and the complexity is reduced compared to the optimal power in Theorem 5.1. In 
addition, theoretical analysis of power saving can also be evaluated.
5.5 Theoretical A nalysis of Power Saving
In this section, a theoretical framework is established to estimate the power saving 
by evaluating average allocated power for the Gaussian and the FSA input. This 
theoretical analysis provides guidance for the system design and gives deeper insights 
into the choice of parameters affecting power saving and rate improvement. In addition, 
for given channel statistics, the theoretical analysis can be used to estimate the power 
saving without running time-consuming Monte Carlo simulations.
Theorem 5.3: The power saving for a Rayleigh channel distribution by using the 
proposed optimal power {Pjr) compared to conventional power allocation scheme (Pq )
mmse
(5.50)
□
is given by
saving (5.51)
where
(5.52)
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and
where
f* (c )  =  £
1=1
E & A . n i i A
X£ V^cr
a2f"(o) a3f" (a )
(5.53)
A — (a) — a f  (a) + ^ ^
/" (a ) af"'(ayC =
2 2
D = /(a )  =  W(a<a2), (5.54)
and / '(a )  denotes the derivative of function /  evaluated at the point a, <7 is the channel 
statistic parameter for Rayleigh distribution, r ( . , .) is the incomplete gamma func­
tion [103] and d is the minimum distance for unit variance constellations, i.e., d =  2,
V2 and y / 2 / 5  for BPSK, QPSK and 16-QAM, respectively. In Eq. (5.54), ol£ =
where 17 =  ^  for M-PSK and [/ =  1 for M-QAM and W (.) is the Lambert W func­
tion [104] and is defined as
z =  M f(z )e ^ ). (5.55)
Proof. The average optimal power for given Am with arbitrary input distributions can 
be obtained as
_ L roo
=  Z  /  (5.56)
1=1 ’'X*
where h(gi) is a Probability Distribution Function (pdf) of the channel and for a
-9 i2
Rayleigh fading channel, h(gi) =  ( ÿ )e  ^  .
5 .5 .1  T h eo r e tic a l C a lc u la tio n  o f  P*(fF)
The MMSE expression for the FSA input distribution is given by [29]
çÿir\Pt(9iiF)9ê\
J -)^] % U = - .  (5.57)
To calculate [p ^ ^ jd 7)^], substitute Eq. (5.57) into Eq. (5.44). After some mathemat­
ical manipulations, the Eq. (5.57) will be
e :zir\Pi{9i,F)gi} ye
U— . —— =  — ,
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(5.58)
from Eq. (5.56), the optimal power for the FSA input can be derived as
roo 2 f 00 -a P
/  V*{gt,F)h{gt)dgt = /  w  ( a m 2) dgz. (5.59)
Jxe a a JXt
To solve Eq. (5.59), Taylor series of the Lambert W function is required. The Taylor 
series is an approximation of a function f (x )  as a finite sum of M  terms, which are 
calculated from its derivatives at a neighbourhood of point a [105], given as
£ m ( æ- o r = / (O) +m (æ_ a ) + m (x_ a)2+ m (æ_ a)3+ . . . ] ( 5 .60)
n —0
n\ 3!
where Af is the order of the Taylor series and defines the precision of the approximation. 
The Right Hand Side (RES) of Eq. (5.59) will be
2
d2a2
. / ~gl , / S tA  / e 2<t^  dge + B  / g^e ^'2 dge
Jxt Jxi
r °o  - gf  roo _ gf3
+C / ge e ^ d g t  + D / g r e ^ d g i  
J  Ye Jyp
(5.61)
According to [106]
Ju  r/3”
V  =
m +  1
[13 >0,  v >  0, r>  0 w>0].  (5.62)
A closed form of Eq. (5.61) can be derived as
v s  r / i  *5
d2a A r ( l S ) + ^ T ( 1S )  
+2C ° 2r ( l S ) + 2V ~2D a 3r ( 2S )
(5.63)
By substituting Eq. (5.63) into Eq. (5.56), the expression will be
+ 2 c ° 2 r ( l S ) + 2 V 2 D ° 3 r ( 2S )
(5.64)
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To obtain /( a ) , / '( a ) , /" ( a ) , /" '( a )  in Eq. (5.63), first the function is defined then its 
derivatives are taken as follows
f(ff£) = W(ou>gi2), (5.65)
tm, \ 4W (pMt2)2 \W ( a ^ 2)3 +  4W(atgz2)2 +  3 W { a m 2) -  6]
f  {9e) = ------------------------- g s m w n + i f -------------------------- • ( }
By substituting the values of ct% in Eqs. (5.65), (5.66), (5.67) and (5.68), A, B, C and 
D values can be calculated.
5 .5 .2  T h e o r e t ic a l C a lc u la tio n  o f  P*(G)
For the Gaussian input distribution, the MMSE relationship is [29]
m mse{G}lp*e(9e,G)ge] =  (5.69)
To calculate PnidmG), substitute Eq. (5.69) into Eq. (5.44). After some mathematical 
manipulations, the Eq. (5.69) will be
Pei9t^G) = ---------- . (5.70)
By substituting Eq. (5.70) into Eq. (5.56), the optimal power for Gaussian inputs can 
be derived as
roo ^ roo ^ 2  j  roo —qrt2
I P {9ni G)h{gn)dgn = » I gn^ 2ct dgn » /  e 2a dgn. (5.71)
Jxe a X-Z Jxe. ^  Jxt
By applying Eq. (5.62), the RHS of Eq. (5.71) becomes
_  r ( i , &  r ( i , ^ )
X^  \/2o-
By substituting Eq. (5.72) into Eq. (5.56), the expression will be
(5.72)
f ( o = E
i=i
n b ê )
Xt \/2(j
(5.73)
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5 .5 .3  T h e o r e t ic a l C a lc u la tio n  o f  L agran ge  M u ltip lie r  for F S A  an d  
G a u ssia n  In p u ts
In Eq. (5.52) and (5.73), d>^ m, d and <r are constant values, however, xe is dependent 
on the channel gain. Therefore, x t  can be calculated numerically via the following 
equation.
By substituting Eq. (5.58) into Eq. (5.74) and after the same manipulations as in 
Eqs. (5.59), (5.61) and (5.62), the value of x i  for the FSA input can be obtained using 
the following equation
Similarly, by substituting Eq. (5.70) into Eq. (5.74) and after the same manipulations 
as in Eqs. (5.71) and (5.72), the value of Xi for the Gaussian input can be obtained 
using the following equation
By substituting the values of ^ )Tn, L, r^ ,  Û and cr, x t  in Eq. (5.75) and Eq. (5.76) can 
be calculated numerically.
5.6 Evaluation of th e O ptim al Power in th e  Joint IS S /U S S  
Schem e
(5.74)
(5.75)
(5.76)
□
In this section, Monte Carlo simulation results for the optimal power and achievable 
data rates under the FSA input distribution are evaluated and compared with the
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Table 5.1: Simulation parameters
P aram e te rs Values U nits
c 3x108 m/s
f 2.4x109 Hz
ro 50 m
P 2.7 -
r 50-85 m
7.165xl0-16 W
Pmax 1 W
e 0.05 -
Ts 66.7 ps
A / 180 KHz
Gaussian optimized power. In addition, the optimal power is also analyzed based on 
normalized carrier frequency offset and different interference models with perfect and 
imperfect synchronization.
5 .6 .1  S im u la tio n  R e su lts
Monte Carlo simulations are performed for different interference models in the OFDM 
based CR network for the joint ISS/USS scheme. For practical reasons, LTE parameters 
are adopted for the SU transmission and assumed that the total of 20 MHz bandwidth 
is divided into 100 resource blocks (RBs) containing 50 occupied (underlay) RBs and 50 
unoccupied (interweave) RBs [107]. Simulation parameters are given in the Table 5.1 
and the results are averaged over 2000 snapshots. Total transmit power (P* =  Y!e=i Pe) 
and achievable data rate are represented with Gaussian inputs as Pq and R q , and with 
FSA inputs as Pj- and Pjr, respectively.
In Figure 5.3, the optimal power in [PI] is calculated via CVX, a package for specify­
ing and solving convex programs [116,117] and in [P2] analytically. It can be observed 
from the figure that the Gaussian optimized power increases upto a 70 meter distance 
and becomes constant after that. This is because, upto a 70 meter distance the max-
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—  G aussian (CVX)
  BPSK (CVX)
 QPSK (CVX)
-  -  16QAM (CVX)
O  G aussian (Analytical) 
□  BPSK (Analytical)
#  QPSK (Analytical)
X 16QAM (Analytical)
Power Limited Région
tor G aussian Input
0.8
-  0.6
-5 0.4
8575
Distance between SU transmitter and PU receiver (meter)
Figure 5.3: Comparison between total SU transm it power with Gaussian and FSA 
inputs vs distance
imum power value is higher and interference threshold value is small enough so that 
for any feasible power allocation holds in Eq. (5.24), the power constraint in Eq. (5.25) 
is always satisfied. In this case, the dominant constraint is the interference thresh­
old constraint. After 70 meter distance, the interference threshold value is higher and 
the maximum power value is small enough so that the interference introduced to the 
primary system never crosses the interference threshold value. In such cases, the inter­
ference constraint in Eq. (5.24) is always satisfied. Thus, the dominant constraint is 
the maximum transm it power constraint. On the other hand, the optimal power under 
the FSA input increases throughout the considered distance range. This could be ex­
plained as, the proposed optimal power always remain in an interference limited region 
and does not enter into the power limited region with given maximum power value 
(i.e., optimal power with the FSA input is always lower than the Gaussian optimized 
power). Moreover, it has been observed tha t at a fixed distance, it can be seen th a t 
Pj- increases with increasing modulation scheme, (i.e., from BPSK to 16-QAM). The
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© -  16QAM(Simulation) 
■©—  16QAM(Theoretical)
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Figure 5.4: Percentage of power saving vs distance
optimal power allocation is dependent upon and specific to each modulation scheme. It 
would result in power inefficiency if one tries to transm it BPSK signal with the power 
which is optimized for 16-QAM. Therefore, for efficient power utilization, power must 
be optimized according to the actual employed modulation scheme.
In Figure 5.4, a Gaussian optimized power is compared against the proposed power 
allocation scheme in terms of power saving (i.e., —Qp ^ :F- 100% for BPSK, QPSK and 16- 
QAM versus distance). It has been shown that percentage of power saving for BPSK, 
QPSK and 16-QAM increases before 70 meter distance and decreases after that. This 
is because, both Pq and Pjr increases upto 70 meter distance and after tha t Pq  en­
ters in power limited region and has constant value, whereas P p  is still increasing. In 
the case when both P q and Pjr enters into the power limited region (both have same 
values), the percentage of power saving will be zero. For example, P \ q^ q a m  18 alnrnst 
approaching to power limited region, therefore, it has almost zero power saving at 85m 
distance.
Figure 5.5 shows a comparison of achieved data rate for the FSA transmission between
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Figure 5.5: Comparison between achievable data rate under Gaussian and FSA inputs 
vs distance
the Gaussian optimized power and the power optimized based on the actual modulation 
scheme. It can be seen that the proposed optimal power allocation scheme achieves 
higher data rates compared to the traditional Gaussian power allocation scheme. In 
addition, the achievable data rate for the FSA optimized power increases throughout 
the considered distance range. On the other hand, the achievable data  rate for the 
Gaussian optimized power increases in the interference limited region (upto 70 meter) 
and there is a marginal increase in power limited region. In Figure 5.6, the impact of 
distances ranging from 50m to 85m on percentage of data rate gain (i.e., x 100)
for the CR system is depicted. It has been observed that in interference limited region 
(upto 70 meter), the percentage of data rate gain follows the same trend as in the 
ISS scheme only (Figure 3.11 of Chapter 3). However, in the power limited region, 
percentage of data rate gain increases faster. This is because, the BPSK, QPSK and 
16-QAM achievable data rates obtained with the Gaussian optimized power (Solid lines 
in Figure 5.5) have marginal increase thus creating a large gap between achievable data
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Figure 5.6: Percentage of data rate gain for different modulation schemes vs distance
rates obtained with the FSA optimized power and with the Gaussian optimized power. 
Figures 5.7 and 5.8 show the comparison of QPSK total transmit power and achievable 
data rate for different PU modulation schemes and e values vs distance. In the figures, 
the solid and dashed lines represent OFDM and FDM modulated PU, respectively. It 
can be seen from the Figure 5.7 that, QPSK achieves higher transm it power when both 
the SU and PU have the same modulation scheme (i.e., OFDM) comparison to different 
modulation scheme (i.e.,when PU is FDM) with different e values. This is because, in 
the proposed interference model the amount of interference from the SU subcarriers 
to the PU subcarriers is less compared with the traditional interference model. This 
could be explained as the traditional interference model experiencing the interference 
due to main-lobe and side-lobes, whereas the proposed interference model only expe­
riences the interference due to main-lobe. In addition, by increasing the e values (i.e., 
increasing the amount of interference to the PU), decreases the SU optimal power and 
the achievable data rate as reflected in Figures 5.7 and 5.8.
In Figure 5.9, the effect of e is depicted on SU optimal power at a fixed distance of
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Figure 5.7: SU total transm it power with QPSK modulation scheme vs distance
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Figure 5.8: SU total achievable data rate with QPSK modulation scheme vs distance
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Figure 5.9: Total transmit power vs normalized carrier frequency offset at 60 meter 
distance
60 m. By increasing the e values, the SU optimal power decreases. However, it can 
be seen that the proposed interference model always achieves higher optimal power 
and power saving on different e values compared to the traditional interference model. 
Solid lines represent the optimal power with the proposed interference model, whereas, 
dashed lines represent the optimal power with the traditional interference model for 
arbitrary input distributions, respectively. For example, at e =  0.1, the BPSK, QPSK 
and 16-QAM power saving with proposed interference model is 81.3 %, 64.8 % and 
34.5 %, respectively. Whereas, the power saving with traditional interference model 
is 79.8 %, 63.2 % and 30.3 %, respectively. Similarly, there is a high rate gain with 
the proposed interference model, (34.8 %, 26.1 % and 10.9 % with BPSK, QPSK and 
16-QAM) compared to traditional interference model, (33.5 %, 25 % and 10 % with 
BPSK, QPSK and 16-QAM), respectively. The same has been shown in Figure 5.10, 
where again the solid lines represent the achievable rate with the proposed interference 
model, whereas, the dashed lines represent theachievable rate with the traditional in-
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Figure 5.10: Total achievable rate vs normalized carrier frequency offset at 60 meter 
distance
terference model for QPSK and 16-QAM, respectively. The performance pattern  of the 
achievable rate is the same for the BPSK modulation scheme.
To evaluate the accuracy of using Taylor expansion, it is already pointed out in sec­
tion 3.6.2 that, 5th degree of the Taylor approximation is used to calculate the theoret­
ical optimal power and achieved power saving.
5.7 Sum m ary
The optimal power allocation for the joint interweave and underlay spectrum sharing 
scheme with arbitrary input distributions has been proposed in this chapter. By cap­
italizing on the relationship between mutual information and MMSE using standard 
convex optimization techniques, an optimal power has been derived that maximizes 
the SU data rate with given constraints. Based on the numerical results, it can be
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seen that the percentage of power saving increases in the interference limited region 
and decreases in the power limited region. On the other hand, the percentage of rate 
gain increases in the power limited region. In order to reduce the complexity of the 
algorithm and to solve the optimal power analytically, the optimal power is re-derived 
without considering the power budget constraint. It has been shown that analytical 
results and general optimization algorithm results coincide with each other in inter­
ference limited region which shows accuracy of the proposed algorithm. Moreover, it 
is worth highlighting that with the fixed distance metric, the optimal transmit power 
with finite symbol alphabet increases as the modulation order increases. Based on the 
aforementioned finding it is concluded that, to achieve a desired energy efficiency, the 
power should be optimized according to the employed modulation scheme. In addi­
tion, the joint ISS/USS scheme fully exploits the spectrum and provides flexibility to 
evaluate the optimal power and achievable data rate with PU activity. Therefore, in 
the next chapter, optimal power will be evaluated for a dynamic joint ISS/USS scheme 
which is more practical due to PU activity.
Chapter
Power Allocation in Dynamic Joint 
Scheme
This chapter focuses on the optimal power allocation and achievable data rate for the 
FSA input distribution in a dynamic joint spectrum sharing scheme. We first introduce 
a dynamic joint ISS/USS scheme and its associated advantage are discussed. The sys­
tem model for the joint scheme and a Markov Chain Model based on the probabilities 
of PU arrival and departure is presented. The optimal power allocation under the FSA 
input is then calculated based on the mutual information and the MMSE relationship. 
The derived optimal power not only depends upon the given constraints but also de­
pends upon the PU arrival and departure probabilities. Monte Carlo simulations are 
used to obtain results for optimal power and achievable data rate with arbitrary input 
distributions. It has been found that the SU transmit power varies according to prob­
abilities of arrival and departure. In addition, the SU transmit power decreases when 
the probability of PU sub carriers arrival is greater than the departure and increases 
in the opposite case. Moreover, contrary to the static joint scheme, a dynamic joint 
scheme is practically more reliable in terms of PU protection.
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6.1 Introduction
In Chapter 5, the optimal power is derived for the FSA input distribution in the joint 
ISS/USS scheme. However, a static spectrum scenario is assumed, where the number 
of subcarriers occupied by the PU are fixed (i.e., vacant PU sub carriers remain vacant 
and occupied subcarriers remain occupied) during the transmission period of the SU. 
In reality, the PU can occupy its inactive sub carriers, and the active PU subcarriers 
can vacate at any time, irrespective of the SU transmission frame. This results in either 
interference to the newly arriving PU sub carriers or missing an opportunity to access 
spectrum when the PU sub carriers depart. Therefore, for better PU protection, newly 
arriving PUs should be protected from the interference. Also the SU should take the 
opportunity to load more power when PUs depart.
A CR framework consists of a sensing slot and transmission slot. In the sensing slot, 
the SU senses the PU activity while in transmission slot the SU accesses the spectrum 
left by the PU. Since the primary system is independent of the secondary system, the 
PU sub carriers can arrive or depart the spectrum during the SU transmission slot. 
As, the SU does not sense the communication environment in the transmission slot, it 
has no knowledge about the retrieval and departure of the PU subcarriers. Thus, the 
interference constraint of primary system may be violated if the spectrum occupancy 
changes during the transmission slot. To address this, a two state Markov Chain 
Model based on probabilities of PU sub carriers arrival and departure is presented in 
the unlicensed band [118]. Whereas, in [119,120], a Markov Chain Model is presented 
for spectrum pooling in licensed bands. In this chapter, the optimal power is evaluated 
for the dynamic joint scheme under the FSA input distribution. The system model 
and interference calculation presented in Chapter 5 is assumed in this chapter and a 
Markov Chain Model for the dynamic joint scheme is added.
6.2 Markov Chain M odel
In [121,122], a general frame structure of the CR system is presented which consists 
of two slots; (i) a sensing slot denoted as Ts and; (ii) a transmission slot denoted as
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Figure 6.1: Markov Chain Model
Ttx- In each Ts period, the SU senses the communication environment and detects the 
current state of the PU denoted as € {0,1} (PU is absent or present respectively, 
in the j th  band). Based on the sensing results, in period TU, the SU transmits data 
with the decided transmission parameters. In the TU period, the SU does not sense 
the spectrum and therefore remains unaware of the PU activity. In the literature, it 
is assumed that the PU state does not change during the transmission period which is 
in practice unrealistic, because the PU can arrive and depart at any time. Therefore, 
interference caused to the newly arrived PU could exceed the allowed interference if 
the spectrum occupancy state changes during the transmission slot. To address this 
problem, a two state Markov chain model is presented as shown in Figure 6.1. This 
model considers the probability of arrival and departure of the PU in a primary band. 
C a s e  I:  The state S  G {0,1} represents absence and presence of PU at any PU band 
j ,  respectively. In the transmission slot, the probability of a PU arriving at j th vacant 
PU band is denoted as Pa . It is assumed that a new PU arriving at a vacant band 
remains active for a minimum period of TU. Thus, the probability of j th  PU band 
going from unoccupied state S' =  0 to occupied state S' =  1 is
P r ( 4 n) =  l | 4 n" 1) =  0) =  Pa. (6.1)
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Case II: If a new PU does not arrive at a vacant band, it remains in state 5  =  0. 
Thus, the probability of j th  PU band going from unoccupied state 5  =  0 to unoccupied 
state 5  =  0 is
Pr{af-) =  0 |4 n~1) =  0) =  1 -  P0. (6.2)
Case III: It is assumed that Pd is the probability of active PU departing from the j th  
band. If a PU leaves from an occupied band, a new PU can arrive and the band can 
be occupied again. The departure of one PU and arrival of another PU is independent. 
A band goes from occupied state to unoccupied state if the existing PU leaves and no 
new PU arrives. Thus, the probability of the j th  PU band going from occupied state 
5  =  1 to unoccupied state 5  =  0 is
P r ( a f ) =  0 |4 n- 1) =  l )  =  Pli( l - P o). (6.3)
Case IV: An occupied band will remain occupied if the active PU does not depart or 
the active PU departs and a new PU arrives at the sub-channel. Thus, the probability 
of the j th  PU band going from occupied state 5  =  1 to occupied state 5  =  1 is
P r ( 4 n) =  1 |4 " -1) =  1) =  (1 -  Pd) + PdPa- (6.4)
Knowledge of the prior states denoted by <nn is obtained in the sensing slot. In 
the thesis, the objective is to protect the PU from the interference caused by the SU, 
therefore, Case I and Case IV will be considered for the optimization problem. In the 
remaining two cases, as no primary user is present, interference caused to the PU is 
zero.
We showed in Figure 5.3 that the optimal power for the FSA input remains in the 
interference limited region only over the considered distance range. Motivated by this, 
in the next section, the optimal power will be evaluated for the dynamic joint scheme by 
only considering an interference threshold constraint. This also provides the flexibility 
to solve the power optimization problem analytically and reduces the complexity of 
practical implementation.
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6.3 O ptim al Power A llocation  for D ynam ic Joint Schem e
The objective is to calculate an optimal power allocation in the dynamic joint scheme 
with an arbitrary input distribution that maximizes the mutual information of the SU, 
provided that the interference introduced into the PU band does not exceed a certain 
level. This problem can be defined as an optimization problem as follows
L
k'm a x ^ I ( p £ge), (6.5)
e=i
subject to
XJ P i$ i ,r n  (! _ Pd _|_ p dP a) n , m =  1,2, • • • ,M,  (6.6)
i n — 1,2, • • • , AT, (6-7)
<=1
Pe > 0, € = 1 , 2 , - - - jL,  (6.8)
where and are the interference thresholds prescribed by the occupied and unoc­
cupied PU.
Theorem 6.1: The optimal power with arbitrary input distribution that maximizes 
the SU data rate is as follows
f — mmse-1 f  — ) if gi >
p} = I 91 \ 9 t )  (6.9)
|  0 if 9i < ze,
where
M N
Z£ — ^   ^ T ^  ) ^n^£,ri' (6.10)
m = l  n=l
In Eq. (6.10), Xm and Xn can be calculated using numerical methods, (i.e., Newton, 
bisection or secant) in order to solve the following equations:
S (6J1)
g  ^ mmse" 1 t i ^ - S Ï Ï  =  0' (6'12)
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Proof. As the mutual information is concave, the objective function in Eq. (6.5) is also 
concave because the summation preserves concave function. Also, the constraints in 
Eqs. (6.6), (6.7) and (6.8) are linear functions of the power. Consequently, the opti­
mization problem is convex. The Slater condition is satisfied with any positive power, 
pe > 0, that satisfy the interference and total power budget constraint. Therefore, the 
KKT conditions are necessary and sufficient for the optimal solution. The Lagrangian 
for the primal problem is as follows
-£(p> z/) —
( l - P d + P d P a ) 0
(6.13)
The KKT conditions are as follows
Gradient of Lagrangian with respect to vanishes
(6.14)
P i  — 0, Am > 0, An > 0, (6.15)
ve > 0, (6.16)
ViPe =  0, (6.17)
(6.18)
gi m m se(p^), Eq. (6.14) can be rewritten as
M N
-ge mmseiPiQi) +  ^  ^  \ n$e,n - i '£  = 0, (6.19)
m =l n = l
after manipulation, the Eq. (6.19), will be
Vi = z t -  gt mmseipige). (6.20)
By substituting Eq. (6.20) into Eq. (6.16), the expression will be
ze -  ge m m se(p^) > 0,
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ge mmse(pege) < ze, (6 .21)
and from Eq. (6.17) and Eq. (6.19) the output will be
-  91 m m se(p^)} =  0. (6 .22)
Consequently, if p£ > 0 then Eq. (6.22) will be
ze -  ge mmse(p^) =  0,
ze -  ge mmse ( p ^ ) , (6.23)
after manipulating Eq. (6.23), the output power will be
mmse (pege) = — (6.24)
* 1 - ipf — — mmse
91
(6.25)
Since, mmse {p^ge) < 1 when p | > 0, it ca be obtained from Eq. (6.21) ge > ze- On 
the other hand, as the mmse(0) =  1, if p£ =  0, it can be obtained from Eq. (6.21)
Monte Carlo simulations of the derived optimal power and accordingly achievable data 
rate will be presented in the next section.
6.4 Evaluation of D ynam ic Joint IS S /U S S  Schem e
In this section, the optimal power and achievable data rate for the FSA input dis­
tribution is presented using Monte Carlo simulations for different probabilities of PU 
sub carriers arrival and departure. The FSA optimized power will be analyzed by al­
ternatively keeping the fixed probability of PU sub carriers arrival and departure and 
accordingly achievable data rate will be evaluated. The simulations are performed for 
the OFDM based CR network via joint ISS and USS scheme as depicted in Figure 2.5. 
For Monte Carlo simulations, same parameters are assumed as given in section V of
In the proposed dynamic method, if the probability of arrival is greater than the
□
Chapter 5.
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Figure 6.2: SU total transm it power fwith QPSK modulation scheme vs distance
probability of departure, (i.e., more PU are arriving compared to PU departure), less 
power is allocated by the SU in order to satisfy the interference threshold constraint. 
In the opposite case, the SU has the opportunity to access more spectrum in the ISS 
scheme and accordingly achieves higher data rate. Whereas, in the static scenario where 
probability of PU arrival and departure is zero, SU violates the interference threshold 
constraint when more PU sub carriers arrive or does not avail the spectrum opportunity 
when PU sub carriers depart. Therefore, the static scenario does not fully exploit the 
opportunity and is not optimal.
Figs. 6.2 and 6.3, show the total transmit power and achievable data rate of QPSK vs 
distance. In order to evaluate the effect of probabilities of PU arrival and departure 
on the SU transm it power and data rate, first departure probability is kept fixed (i.e., 
Pd =  0.1) and arrival probability is changed. By increasing the Pa means, more PUs 
are arriving or the SU is accessing the spectrum more in the underlay scenario. Ac­
cordingly, interference to the PU due to the SU transmission will increase. To satisfy 
the interference threshold constraints in Eqs. (6.6), (6.7), less power is allocated by the
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SU and accordingly the achievable data rate is less than the optimal static scenario 
based method. However in the proposed dynamic scheme, the interference caused to 
the PUs equals the interference threshold, whereas interference due to static scenario 
based method violates the constraint. The worst case scenario is also plotted where 
Pa =  1 and Pd =  0, which means that all the SU subcarriers are transm itting in the 
underlay scenario. Therefore, less power is allocated in worst case scenario which re­
sults in lower data rate.
To study the effect of probability of departure on the optimal power and achievable data 
rate of QPSK, Pa is kept fixed (i.e., Pa=0.1) and Pd is changed as shown in Figures 6.4 
and 6.5. When Pa is fixed and Pd is changing implies that, more PU subcarriers are 
departing compare to arriving. This means that there is a relaxation in interference 
threshold value and reflects tha t the SU transmits more in the interweave scenario. So, 
the SU can load more power to match the interference threshold. Therefore, it can be 
concluded that when Pd is greater than the Pa, higher data rates can be achieved as 
shown in Figure 6.5.
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6.5 Sum m ary
The optimal power allocation for the dynamic joint interweave and underlay spectrum 
sharing scheme with arbitrary input distributions has been proposed in this chapter. 
The effect of probabilities of the PU subcarriers arrival and departure is studied on the 
secondary user achievable data rate. The numerical results show that in the dynamic 
model, the SU data rate decreases when the probability of the PU subcarriers arrival 
is greater than the probability of departure and vice versa. As static scenario meth­
ods consider only those PU subcarriers which are sensed during the sensing slot, they 
violate the interference constraint when new PU sub carriers arrive in the transmission 
slot. Therefore, it can be concluded that the dynamic joint scheme gives more flexibility 
in terms of protection to the primary system and SU achievable data rate compared to 
the static joint scheme, therefore, it is practically more reliable.
Regarding compatibility of the joint model with the TV White Spaces (TVWS), it 
is highlighted that the TVWS can be accessed based on two scenarios, i.e., geo­
location / database and spectrum sensing. In geo-location/database scenario, as the 
information about the PU activity is static for a longer duration, the joint model is 
not compatible as it requires dynamic information about the PU activity. Whereas, in 
spectrum sensing scenario where there is dynamic information about the PU activity, 
the joint model is either directly applicable or with little modifications.
Secondly, the joint model can not be compared with IEEE 802.22 standard due to the 
following reasons, such as (i) the IEEE 802.22 standard is suitable for the large cell size 
environments (i.e., upto 1 0 0 km), whereas the joint model considers a small cell (i.e., 
upto 100 meters), (ii) the IEEE 802.22 standard requires all devices in the network to be 
installed in a fixed location and the Base Station (BS) is required to know its location 
and the location of all of its associated customer premises equipment. Whereas, the 
joint model considers the mobility of the devices, and (iii) an important requirement of 
the IEEE 802.22 standard is that the BS must have access to an incumbent database 
service. This service provides accurate and up-to-date information describing protected 
broadcast operation in the area. On the other hand, the joint model is completely based 
on the spectrum sensing results rather than incumbent database services.
Chapter
Conclusions and Future Work
7.1 Conclusions
Cognitive radio has been cited as a promising mechanism to solve the spectrum scarcity 
and shortage problem. Basically, it allows the wireless system with required capability 
to intelligently adopt its parameters according to the surrounding environment and end 
user requirements in order to achieve highly reliable communications. Also the OFDM 
modulation scheme has been proposed an as ideal candidate for the CR system, because 
it has the capability to efficiently handle the available CR resources. In a co-existence 
scenario between the primary and secondary networks (i.e., spectrum sharing), mutual 
interference is the main limitation of the performance of both the networks in terms of 
achievable data rate. Power allocation algorithms in OFDM based CR systems (that 
aim to dynamically control the transmit power on each subcarrier of the SU) are used 
to overcome the mutual interference problem.
Conventional power allocation schemes evaluated for non-cognitive scenarios, do not 
consider interference constraints and thus lead to unacceptable interference to the PU 
in a cognitive scenario. Therefore, a judicious power allocation scheme is required which 
takes into consideration the interference introduced by the SU’s subcarriers into the 
PU band in addition to the channel conditions. Different power allocation algorithms 
are presented in the literature for the case of interweave and joint interweave/ underlay 
spectrum sharing scheme. However, these power allocation algorithms assume the
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Gaussian input distribution, which is unrealistic. Secondly, the Gaussian optimized 
power becomes suboptimal when used for the Finite Symbol Alphabet (FSA) transmis­
sion. In addition, the presented interference model is only applicable, when the PU is 
Frequency Division Multiplexing (FDM) modulated and is perfectly synchronized with 
the OFDM modulated SU. This is again not practical, because current wireless com­
munication systems are using OFDM modulation scheme and it is difficult to maintain 
perfect synchronization. We, therefore, proposed power allocation algorithms based on 
realistic assumptions and are summarized as follows.
• We calculated general and more practical interference models for the interweave 
and the joint ISS/USS scheme that assumes OFDM modulation for the SU and 
an FDM/OFDM modulation for the PU. Furthermore, the interference model is 
evaluated for the case of perfect and imperfect synchronization. We found that 
the proposed interference model (i.e., both the SU and PU are OFDM modulated) 
causes zero or less interference based on different scenarios (e.g., perfect/imperfect 
synchronization and interweave/ j oint schemes) compared to the conventional in­
terference model. This is because, in the conventional interference model, large 
side-lobes are the main reason for the interference in the case of perfect synchro­
nization, while for the case of imperfect synchronization, additional interference 
is due to the main-lobe.
• Based on the interference model, the power optimization problem is proposed 
under the condition of FSA input distribution, as used in practical systems. By 
capitalizing on the relationship between the mutual information and Minimum 
Mean Square Error (MMSE), the optimal power is derived. The proposed optimal 
power is evaluated for the case of interweave using single and multiple antennas, 
and for the joint scheme with single antenna. It is worth highlighting that; (i) 
the optimal power with the FSA input significantly outperforms the conventional 
power allocation schemes (i.e., the Gaussian optimized power and uniform power 
loading scheme) in terms of transmit power saving and achievable data rate; (ii) 
with fixed distance metric, the optimal transmit power with the FSA input in-
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creases as the modulation order increases. Based on the aforementioned findings it 
can be concluded that, by using the proposed power allocation scheme, spectrum 
and energy efficiency can both be improved. Secondly, to achieve a desired energy 
efficiency, the power should be optimized according to the employed modulation 
scheme.
• Motivated by the power saving results, we evaluated theoretically the average 
optimal power for the Gaussian and the FSA input, and accordingly calculated 
the power saving. The advantage of the theoretical analysis is that, for given 
channel statistics, the theoretical analysis could be used to estimate the power 
saving without running time consuming Monte Carlo simulations. In addition, 
it provided us a deeper insight into the parameters effecting power saving (i.e., 
the optimal power for the FSA input distribution is inversely proportional to d2 
where d is the minimum distance for unit variance constellations). Our theoretical 
analysis results are also validated by the simulations and found that, the theo­
retical analysis of power saving concurs with the Monte Carlo simulation results 
i.e., 64 -  89%, 49 -  82% and 12 -  59% for BPSK, QPSK and 16-QAM inputs, 
respectively.
• In the joint ISS/USS scheme, the optimization problem is formulated by con­
sidering the interference and power constraints. Based on the dominance of the 
constraints, the considered distance range (i.e., 50-85 m) is divided into inter­
ference limited region and power limited region. We showed that the Gaussian 
optimized power increases in interference limited region and becomes constant in 
power limited region. Whereas, the proposed optimal power is always less than 
the power budget and remains in interference limited region only (power is in­
creasing) over the considered distance range. Motivated by this and to solve the 
problem analytically, a suboptimal scheme is also presented by only considering 
the interference constraint for power allocation. A suboptimal scheme reduces the 
complexity of the algorithm and is therefore suitable for practical implementation.
• In the static joint scheme, the number of sub carriers occupied by the PU are 
fixed (i.e., the vacant PU sub carriers remain vacant and occupied subcarriers
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remain occupied) during the transmission period of the SU. In reality, the PU 
can occupy its inactive subcarriers, and the active PU sub carriers can leave its 
subcarriers at any time irrespective of the SU transmission frame. This results in 
either interference to the newly arriving PU subcarriers, or a missed opportunity 
to access spectrum when PU subcarriers depart. Therefore, for better PU pro­
tection, newly arriving PUs should be protected from the interference. Also, the 
SU should avail an opportunity to load more power when some PU subcarriers 
depart. Therefore, moving to a more practical system model, the optimal power 
is also evaluated for the dynamic joint interweave and underlay spectrum sharing 
scheme with arbitrary input distributions. The effect of the probabilities of the 
PU subcarriers arrival and departure is studied on the SU achievable data rate. 
The numerical results show that in the dynamic model, the SU data rate decreases 
when probability of PU subcarriers arrival is greater than the probability of de­
parture and vice versa. It can be concluded that the dynamic joint scheme gives 
more flexibility in terms of protection to the primary system and SU achievable 
data rate compared to the static joint scheme, therefore, it is practically more 
reliable.
• In future wireless communication networks, it is expected that CR will play an 
important role to improve the traffic capacity and reduce the expenses of opera­
tors for next generation cellular network. Also the rising energy costs and carbon 
footprint of operating cellular networks have led to an emerging trend of address­
ing energy efficiency amongst the network operators and regulatory bodies. The 
research work presented in this thesis can contribute to meet the predicted traffic 
capacity and solve the energy efficiency problem by using the proposed power 
allocation schemes. Because the proposed power algorithms have not only shown 
to save transmit power but also achieved higher data rates. In addition, the 
advantage of the power saving is that it enhances the longer battery life.
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7.2 Future W ork
The work presented in this thesis considers practical assumptions to maximize the SU 
achievable data rate under given constraints that leads to a significant power saving 
and higher achievable data rate. This section proposes future research guidelines as a 
step forward for the work presented in this thesis.
7 .2 .1  P o w er  A llo c a t io n  in  F B M C  B a se d  C R  s y s te m
The power optimization algorithms proposed in this thesis assume an OFDM modu­
lated SU and FDM/OFDM modulated PU. An interesting extension of this work would 
be to evaluate an optimal power in Filter Bank Multicarrier (FBMC) based CR system. 
Like OFDM, an FBMC is also multicarrier modulation scheme. However, the signalling 
shape of the FBMC scheme is different from the OFDM scheme. Thus, the proposed in­
terference model cannot be applied in order to calculate the power allocation in FBMC 
based CR system. Therefore, we first need to re-derive the interference calculation 
based on the following assumptions; (i) SU is FBMC modulated, (ii) PU is OFDM and 
FBMC modulated, and (iii) both the SU and the PU are perfectly/ imperfectly syn­
chronized. Based on the re-derived interference models, optimal power and achievable 
data rate can be calculated in FBMC based CR system.
7 .2 .2  M u ltiu se r  S cen ario
In this thesis, we assume a single user scenario to evaluate the optimal power. An exten­
sion can be done by considering a multiuser scenario to maximize the SU’s achievable 
data rate. However, the challenging task in multiuser scenario is to decide which SUs 
subcarrier should be allocated and how much power and bits should be assigned to 
that subcarrier, under the condition that total interference introduced to the PU band 
remains below a specific threshold. In addition, there should be a fairness constraint 
among multiple SUs in order to ensure fair allocation of resources that each SU has re­
ceived [123]. Therefore, additional constraints are required in order to evaluate optimal 
power in multiuser scenario which will increase the complexity of the algorithm.
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7 .2 .3  O p tim a l P o w er  A llo c a t io n  in  U p lin k  S cen ario
Throughout the thesis, we considered a downlink scenario (i.e. from Base Transceiver 
Station (BTS) to mobile terminal) for the power optimization problem. Another pos­
sible extension of the work would be to consider an uplink (i.e. from mobile terminal 
to BTS) scenario for optimal power algorithms. In an uplink scenario, due to the mo­
bility of mobile terminals, it is hard to maintain synchronization. In addition, each 
mobile terminal has its own transmit power constraint comparison to only total power 
constraint in a downlink scenario. Therefore, to maximize the achievable the data 
rate in an uplink scenario, the constraints are different from the downlink scenario and 
accordingly the optimization problem will also be different.
7 .2 .4  S w itc h e d  A c c e ss  S ch em e
In the thesis, power is optimized under the FSA input distribution for the ISS and the 
joint ISS/USS schemes. The SU achieves higher data rate in the joint scheme compared 
to the ISS scheme only, because, in the joint scheme the SU fully exploits the PU band 
in the ISS and USS fashions, however at the cost of higher complexity. In order to 
reduce the complexity (compared to the joint scheme) and to achieve higher data rate 
(compared to the ISS scheme only), a switched access scheme between ISS and USS 
is proposed for future evaluation. In switched access scheme, the optimal power is 
dependent on the probability of the SU access to the primary spectrum, i.e. 7 . Based 
on the values of 7 , the optimal power algorithms will be evaluated for either ISS or 
USS scheme. When the value of 7  is small (i.e., available spectrum holes are less), USS 
scheme is preferable and vice versa for the opposite case.
7 .2 .5  P ow er  A llo c a t io n  in  D y n a m ic  J o in t S ch em e  for D ifferen t P U  
A c t iv ity  M o d e ls
In this thesis, we considered Markov Chain model in dynamic joint scheme for optimal 
power and achievable data rate evaluation. However, different PU activity models can
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be considered in dynamic joint scheme for power calculation. Examples are, Poisson 
distribution and based on the probability of the SU’s subcarriers availability.
Appendix
Convex Optimization
Convex optimization refers to the minimization of a convex objective function subject 
to convex constraints. Convex optimization techniques are important in engineering 
applications because a local optimum is also a global optimum in a convex problem.
A .l  D efinitions
C onvex Sets
A set C is said to be convex if for any two points x \,X 2 G C, the line segment joining 
x \ and X2 also lies in C. Mathematically, it is defined as
6x i +  (1 — 9)x2 € C, VO G [0,1] and x \,X 2 G C (A.l)
In general, a convex set must be a solid body, containing no holes, and always curve 
outward.
C onvex Functions
A function / :  Ï? is said to be convex if for any two points x i,X 2 G
f(0 x i  +  (1 — 0)x2) < 0f(x{) +  (1 — 0) f ( x 2), VO 6  [0,1] (A.2)
where 3ft, denotes the set of real numbers and 3ftn represents the set of real n-vectors. 
Geometrically, this inequality means that the line segment between (aq, /(rzq)) and 
(x2, /(aq)), which is the chord from aq to X2, lies above the graph of / .  A function f
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is strictly convex if strict inequality holds in (A.2 ) whenever x i  ^  zg and 0 < 0 < 1. 
We say /  is concave i f - f  is convex, and strictly concave if - /  is strictly convex.
Affine Function
A function / :  is affine if it is a sum of a linear function and a constant, i.e.,
if it has the form f(x )  = A x  +  b, where A G 9?mxn and b G 3Rm.
A .2 C onvex O ptim ization Problem
Consider a generic optimization problem in the minimization form as
mm f 0(x)
subject to
fi(x) < 0 , i = l , 2 ,....,m ,
hj  =  0) j  =  1) 2,...., r,
x  G C, (A.3)
where /o is called the objective function, and {h j}j=1 are called the inequality
and equality constraint functions, respectively, whereas C  is called a constraint set.
The optimization problem (A.3) is said to be convex if (i) the functions fi(i = 0 ,1 ,2 ,...., m) 
are convex; (ii) hj (x) are affine functions; and (iii) the set C  is convex. Violating any 
one of the three conditions will result in a nonconvex problem. If we change “mini­
mize” to “maximize” and change the direction of the inequalities from “fi(x) < 0 ” to 
‘/i(^) > 0 ,” the (A.3) is convex if and only if all fi(x)(i =  0 ,1 , 2 , ...,m) are concave.
A .3 Karush K uhn Tucker C ondition
Let x* and (A*, z/*) be any primal and dual optimal points with zero duality gap [41]. 
Since x* minimizes (A*, v*) over x, it follows that its gradient must vanishes at x*, i.e.,
m r
Vfo(x*) +  2 2  A*V/i(x*) +  2 2  =  0. (A.4)
i —1 j = l
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Thus we have
/:(%*) < 0 , 2 =  (A.5)
hj(x*) = 0, j  = 1 , 2 , (A .6)
A* > 0, 2 =  l,2 ,....,m , (A .7)
A */i(x* ) =  0, 2 =  1 ,2 , . . . . ,™ , (A .8)
and
m r
V/o(x*) +  2 ]  A?V/i(x*) +  J 2  ^ V t y x * )  =  0. (A.9)
i=l j= l
Collectively, the conditions (A.5), (A.6 ), (A.7), (A.8 ), (A.9) are called th  Karush Kuhn 
Tucker (KKT) condition for optimality. For any optimization problem with differen­
tiable objective and constraint functions for which strong duality obtains, any pair of 
primal and dual optimal points must satisfy the KKT conditions.
When the primal problem is convex, the KKT conditions are also sufficient for the 
points to be primal and dual optimal. In other words, if fi are convex and hj are affine, 
and x*, A*, %/* are any points that satisfy the KKT conditions then x* and (A*, v*) are 
primal and dual optimal, with zero duality gap.
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