In functional magnetic resonance imaging (fMRI), modeling the complex link between neuronal activity and its hemodynamic response via the neurovascular coupling requires an elaborate and sensitive response model. Methods based on physiologic assumptions as well as direct, descriptive models have been proposed. The focus of this study is placed on such a direct approach that allows for a robust pixelwise determination of hemodynamic characteristics, such as time to peak or the poststimulus undershoot. A Bayesian procedure is presented that can easily be adapted to different hemodynamic properties in question and can be estimated without numerical problems known from nonlinear optimization algorithms. The usefulness of the model is demonstrated by thorough analyzes of the poststimulus undershoot in visual and acoustic stimulation paradigms. Further, we show the capability of this approach to improve analysis of fMRI data in altered hemodynamic conditions.
INTRODUCTION
Neuronal activation is accompanied by metabolic, oxygen consuming processes inducing a local increase in blood flow and volume as well as overall tissue oxygenation. Utilizing the different magnetic properties of oxygenated and desoxygenated blood, the so called BOLD (blood oxygenation level dependent) effect allows for noninvasive examinations of the functional anatomy of the brain. But in contrast to the neuronal processes, which happen in milliseconds, vascular responses take more time to evolve, usually several seconds (Friston et al., 1994) . Various attempts have been proposed to model the temporal relationship between these two modalities, the so-called neurovascular coupling or hemodynamic response. Widely used methods are linear convolutions of the neuronal activations by a so called hemodynamic response function (HRF). Originally, the major aim of these approaches in fMRI studies was to improve detection of activated areas by the use of a more "natural" reference function. Simple Poisson, Gamma and Gaussian densities are commonly used for this purpose. The convolutions account for a time delay and smooth increase of the blood flow. The methods to determine these functions range from preset values for the HRF parameters (Friston et al., 1994) over global estimates up to pixelwise solutions (Cohen, 1997; Rajapakse et al., 1998; Gössl et al., 2000) . For pharmacologic BOLD experiments Bloom et al. (1999) propose a so-called waveform analysis protocol and model the hemodynamic response directly. Signal increase and decrease are described by two independent functions. Thus, a greater flexibility is achieved. However, in recent years, there is an increasing interest to explore the physiologic nature of the BOLD signal response and its dependence on the duration and type of neuronal stimulus. Knowledge about the characteristics of the HRF can help to understand the nature of the neurovascular coupling.
Aim of the present study was to introduce a Bayesian approach that allows for an adequate and precise pixelwise modeling of the hemodynamic response. The model is tested by applications to fMRI data sets. The pixelwise analysis of the MR signal undershoot in visual, acoustic and motor activation experiments will illustrate this method and its abilities. Further, we demonstrate the flexibility of the Bayesian model applying it to conditions of altered hemodynamics in a patient with cerebral arteriovenous malformation.
MATERIAL AND METHODS
For a regression model, as the one used by Friston et al. (1994) , a pixelwise estimation of HRF parameters leads in most cases to a nonlinear optimization problem, whose solution by numerical methods implicates some difficulties. Convergence issues and the dependence on starting values are well known critical points of these approaches. Another choice would be Bayesian models, as proposed for fMRI time series by, e.g., Genovese (2000) and Markov chain Monte Carlo (MCMC) methods (see, e.g., Robert, 1994; Gilks et al., 1996) . Even though they are computationally more intensive, they can overcome the above problems and yield robust results.
Hierarchical Bayesian models consist of an observation model for the data, given the parameters, and priors for the unknown parameters. Inference is then based on the posterior distribution of the parameters given the data.
Observation Models
Time series model. In this article we consider a regression model as proposed by Friston et al. (1994) . For each pixel i (i ϭ 1, . . . , I), the time series ( y it , t ϭ 1, . . . , T) of MR signals is assumed to obey a linear parametric relationship
Here w t is a known design vector, which is supposed to model the trend or baseline drift. The variable z t denotes the reference function for the stimulus. This reference function is a transformation of the applied stimulus paradigm accounting for hemodynamic latencies and representing a hemodynamic response model. Hemodynamic response model. To model the hemodynamic response, in most cases the convolution of the stimulus time course (STC) with a HRF is chosen. Direct approaches (Aguirre et al., 1998; Crellin et al., 1998; Kruggel et al., 2000; Genovese, 2000) have been suggested, too, especially for pharmacologic activations (Bloom et al., 1999) . The latter model increase and decrease of the signal directly or by a few basis functions, without the detour of a convolution, resulting in a large adaptiveness. This flexibility is advantageous for the analysis of very variable response patterns, as in clinical or pharmacologic applications. To allow for a preferably wide range of applications, e.g., an extension towards pharmacologic experiments (see Discussion), we focus on such a direct approach. Motivated by the propositions of Bloom et al. (1999) and Genovese (2000) but in a different parameterization, we introduce a general approach for modeling hemodynamics in BOLD fMRI experiments.
We use parts of truncated Gaussian functions to describe the signal's increase and decrease, parameterized by ␤ 1 and ␤ 2 . In fMRI experiments we assume them to be identical, in pharmacologic applications they could be allowed to vary. Further, we introduce a lag parameter ␤ 3 that determines the start of the signal increase. In pharmacologic studies the time during which the signal remains elevated could also be modeled flexibly by a further parameter ␤ 4 . For the fMRI this variable is fixed according to the STC. In order to account for the poststimulus undershoot, known to occur in visual stimulation experiments (see, e.g., Jones et al., 1998) , a last parameter ␤ 5 is introduced. This parameter models the amplitude of the signal drop below the baseline. The slow decay to the baseline of this undershoot is achieved by a third Gaussian function with fixed parameters. The parameters are chosen such that the undershoot recovers largely in about 30 to 60 s (Jones et al., 1998) . In boxcar paradigms we furthermore assume linearity in the epochs, responses for epochs are simply added. In the presence of an undershoot this results in an offset of the baseline and activation height between stimulation periods. Consequently, the response model can be divided into five periods as shown in 
Prior Distributions
The second part of a Bayesian analysis build the prior distributions. For the parameters of the above observation model we assume the case of no prior information. Thus, for the parameters a and b practically flat normal priors with very large variances are used. Similarly for the variance 2 a diffuse Inverse Gamma distribution is applied to ensure positive values. For all parameters of the hemodynamic response model, except the undershoot, uniform distributions on a predefined support are used. The support restrictions are necessary to avoid identification problems and to admit only reasonable response forms. The increase and decrease in fMRI experiments should proceed in at least 10 -15 s, for pharmacologic studies this range has to be adapted depending on the administered drug. Further, the lag and plateau should not be negative or comple- mentary to the stimulus paradigm applied. However, the exact ranges have to be adapted to the respective requirements, as will be demonstrated in the application section. Identification problems emerge when the reference functions between pixels differ in their height, e.g., as result of a too slow increase. For the undershoot we use a more informative prior distribution. To facilitate interpretation, a truncated normal distribution with mean zero and fixed variance is applied. We use this prior to keep undershoot values in nonactivated voxels small. There, due to a very small stimulus effect, the form of the hemodynamic response is more or less irrelevant for the data fit. The posteriors of the HRF parameters reflect mainly the prior distributions. In activated voxels information of the observed time series should dominate in the posterior. Accordingly, different specifications mainly influence results of nonactivated voxels, estimated parameters of activated voxels are almost unaffected. At last, the unknown hyperparameters of the normal and Gamma distributions are fixed in advance. The latter should ensure flatness of the parameter priors. Their particular choice is within generous boundaries without effect on the results. A detailed definition of prior distributions is given in the Appendix.
Assuming conditional independence between the parameters completes the model specification. Defining the data vector y i ϭ ( y i1 , . . . , y iT ) and
, the complete posterior distributions of the parameters given the observed data can be written down for each pixel as follows:
The likelihood l( y i ͉a i , b i , i 2 , ␤ i ) can be calculated according to the observation model, the priors are given above.
Inference
In hierarchical Bayesian models all inference is based on the posterior distribution of the parameters (2). Because this posterior can not be evaluated analytically, numerical or Markov chain Monte Carlo (MCMC) methods have to be used. In principle, both approaches are possible, but with increasing dimension of the parameter space (Ͼ3-4) numerical techniques soon become intractable. Further, because extensions or modifications in the parameterization of the models can be integrated in the MCMC algorithms very easily, estimation is done by means of MCMC techniques. These iterative procedures generate random samples from the posterior of interest. From these samples all estimators can be derived. For a thorough overview of the MCMC techniques we refer the interested reader to Smith and Roberts (1993) , Tierney (1994) , and Gilks et al. (1996) . For the above model we use a pixelwise Metropolis Hastings (MH) algorithm to generate the samples. The parameter a, b, and 2 are sampled in Gibbs steps, for ␤ a MH step is introduced. The full conditionals are given in the Appendix. For all parameters the posterior mean is used as point estimate. Only for the undershoot the mode is applied, because a highly skewed posterior is expected. Activation maps are calculated by testing pixelwise whether the stimulus effect is significantly different from zero or not. In a Bayesian context this is for a confidence level ␣ equivalent to checking whether the ␣ quantile of the posterior covers zero or not. These maps are the direct Bayesian analogue of the classical activation maps.
MRI Technique and Initial Data Processing
The data sets used are part of ongoing studies at our institute. Functional MRI data from visual, acoustic, and motor activation experiments were included. Functional data sets were acquired on a 1.5 T system (Echospeed, GE Medical Systems, Milwaukee). A sequence of 70 T2* images consisting of 128 ϫ 128 pixels (voxel size: 2.9 ϫ 2.9 ϫ 5 mm 3 ) was recorded using echo and repetition times of 60 ms (TE) and 3000 ms (TR), respectively. The stimulation paradigm consisted of four rest and three activation periods, each epoch 10 images (30 s) long. Two visual and one acoustic paradigm were analyzed in six healthy volunteers, each. Visual stimulation was achieved using a rectangular high contrast black-white checkerboard that alternated at a frequency of 8 Hz. A fixation point was displayed in the rest periods. The difference between visual stimulations was only in the overall luminance, contrast was held constant (Weber contrast Ͼ90%). Luminance was increased from 1.1 and 89.7 cd/m 2 in rest/activation periods in experiment (I) to 22.5 and 1851.7 cd/m 2 in experiment (II). For acoustic stimulation a tape recorded novel read by a professional speaker was presented via headphones (III). To further explore the stimulus dependence of the HRF, the visual paradigm was modified in one subject to a static checkerboard in the rest periods (IV). Self-paced finger tapping was performed in a similar block design in a control (V) and in a patient with arteriovenous malformation. A motion correction was applied using version 3.08 of the public domain image registration program AIR (1992).
All MCMC algorithms consisted of 25,000 iterations with the first 5,000 being discarded as burn-in. Every 20th iteration was included into the final sample to reduce autocorrelation within the chain. Convergence of the chains was monitored for a set of randomly chosen pixels, for most of them autocorrelations were less than 0.2 and almost independent of the chain's starting values. Prior variances for a and b were set to 1000, parameters of Gamma priors were fixed with 1. The supported lag area was [0, 15 s]. Parameters for the increase and decrease should lie in the range [0, 15 s]. The undershoot was assumed to be in the range of [0, 1] and its prior variance was set to 0.2 2 . Further, in all studies a linear trend function was used.
RESULTS
In Fig. 2 Exemplary results of pixelwise analyzes are shown in Fig. 3 . Each row corresponds to a different stimulation modality (I-III). In activation maps (P(͉b i ͉ Ͼ 0) Ն 1 Ϫ 10 Ϫ6 ) functional cortices are well represented. Primary visual areas are strongly activated in both visual paradigms in the upper (I) and middle (II) row. Acoustic activations (III) were found bilaterally in the temporal lobes. Further, hemodynamic maps for the time to peak and the undershoot are in good agreement with physiological knowledge. Lags from 6 to 10 s in the activated areas (lags over 10 s are not displayed) can be found. Undershoot occurs in strongly activated areas. Whereas a prominent undershoot can be found for the medium luminance checkerboard (I), for the higher luminance (II) it is remarkably reduced. Moreover, in the other experiments (III, IV, V) the estimates are for the most part smaller than 0.25 (depicted threshold). Thus, the presented approach captures an existing undershoot, as it is shown in the average time course, very well. Also in absence of this feature data are fitted adequately, without introducing this characteristic artificially.
When plotting the time to peak and the undershoot against the ratio of posterior mean and deviance (corresponding to Z scores in the classical approaches), the above features can be illustrated further, as shown in Fig. 4 . Analyzing the checkerboard vs fixation experiment (I) for one individual the dependence between strong activations and time to peak (Fig. 4a) or undershoot (Fig. 4b) , respectively, is apparent. Large indices for the activation are associated with time to peaks smaller than 10 s. Further, large undershoots occur only in highly activated voxels, whereas indeed highly activated areas not always imply large undershoots. For nonactivated voxels with small ratios HRF parameters resemble mainly prior information.
For the group study, the distributions of the group's undershoot values of the activated voxels (P(͉b i ͉ Ͼ 0) Ն 1 Ϫ 10 Ϫ6 ) are displayed in Fig. 5 . The differences in the distributions are obvious (P Ͻ 10 Ϫ5 , pairwise KS test). Remarkable is especially the difference between the two visual experiments (I) and (II), which experimentally only differ in overall luminance. The increased luminance implies a noticeable reduction of undershoot values in experiment (II). However, both visual paradigms show a significantly larger undershoot than the acoustic stimulation (III). For the latter, values mainly represent the prior distribution.
The flexibility of the Bayesian HRF approach is demonstrated by an application to fMRI data acquired in an asymptomatic patient with cerebral arteriovenous malformation, as shown in Fig. 6 . The activation map ( Fig. 6a ; P(͉b i ͉ Ͼ 0) Ն 1 Ϫ 10 Ϫ6 ) is almost equivalent to a cross correlation map optimized over several lags (not shown). Despite bilateral finger tapping only the contralateral primary motor cortex is normally activated with uncertain demarcation of the ipsilateral primary motor cortex. However, Bayesian time to peak (TTP) estimates (Figs. 6b and 6c ) provide additional detailed information on the impact of the malformation on the hemodynamics. The affected hemisphere shows a dramatically delayed BOLD response (TTP Ͼ 22 s) to the motor stimulation in comparison with the healthy side. There, signals peak in less than 11 s in agreement with physiologic expectations. This effect is illustrated even better in the scatter plot (Fig. 6d) , where, in contrast to Fig. 4a , voxels with large amplitudes also show times to peak larger than 10 or 11 s. No remarkable undershoot could be found.
DISCUSSION
Bayesian techniques have already been applied to fMRI data for the purposes of signal restoration (Descombes et al., 1998) , activation detection (Everitt and Bullmore, 1999; Hartvig and Jensen, 2000) , and time series modeling (Genovese, 2000; Gössl et al., 2000) . In this article, we have shown that a direct pixelwise analysis of quantitative characteristics of the hemodynamic response is feasible within a Bayesian framework, too.
The hemodynamic response in functional MRI is still incompletely characterized. Conclusions are mostly drawn for representative time series averaged over large regions of interest. With Bayesian methods used in this paper robust pixelwise analyzes become possible. The present study is confined to first feasibility examples of the time to peak and the undershoot in standard fMRI studies. However, greater temporal resolution perhaps in an event related framework should also allow for analyzes of more refined properties in question, e.g., the initial dip or the overshoot. An extension towards more sophisticated HRF models is easily performed. Direct pixelwise characteristics can be used and not only averaged time courses that represent a variety of different signal forms. But HRF models have to be designed carefully. In our experience, allowing too much flexibility leads to serious identification problems. The diverse features can no longer be separated properly. Perhaps, this contributes to the lack of spatial differences in the far more flexible fMRI model of Genovese (2000) .
We illustrated the performance for a representative averaged time series. We could demonstrate a substantially improved performance of the Bayesian HRF approach compared with a simple linear regression model. However, a remarkable gain in fitting accuracy could also be achieved within the classical framework by choosing a more complex design matrix. It has been suggested, to form the regressors by convolving an underlying stimulus function with a series of temporal basis functions (Friston et al., 1995) . The basis functions can range from a single canonical HRF to a series of delta functions that implement a finite impulse response estimation of hemodynamics. But, these temporal basis functions provide hard constraints on the solutions obtained for the form of the hemodynamic response. This is because they specify a subspace in which the solution can lie. A Bayesian approach im- poses soft constraints, in terms of informative priors, that are motivated from a more plausible probabilistic perspective. Whereas for responses falling in the subspace spanned by the design matrix, estimated results should be similar, Bayesian methods show a greater adaptiveness for unpredictable response patterns that are not covered by the design matrix.
We compared the undershoot for several visual stimulation designs and also acoustic and motor experiments. The study revealed remarkable undershoots only in visual experiments with completely dark rest periods (except for the fixation point). Even a small luminance increase up to 22.5 cd/m 2 noticeably reduced this hemodynamic feature. It is interesting to note that no difference in mean activation amplitude (parameter b in our model) was observed, suggesting that the height of the undershoot depends on the absolute luminance possibly in the resting phase rather than contrast, conversely to the activation amplitude. This finding is furthermore relevant for the interpretation of previous work, since luminances of visual paradigms are not commonly provided. Amplitude estimation, however, might be considerably biased when neglecting the undershoot, at least in visual paradigms. In agreement with previous studies in acoustic and motor activation studies almost no undershoot could be observed. It is conceivable that scanner noise during the rest periods in acoustic studies might be the reason for the absence of the signal drop. Moreover, group studies with normalized individuals could reveal substantial spatial information about such features of activated areas. Whereas the above study revealed luminance dependence of the height of the undershoot, general conclusions about location of these areas could not be drawn. Furthermore, because posterior distributions of parameters are given, not only absolute values can be analyzed, but also pixelwise tests regarding certain characteristics can be performed. For example, questions about the significance of an estimated undershoot or deviations of certain parameters, e.g., the slope in elderly or diseased subjects from standard values, can be answered, too.
The flexibility and usefulness of our HRF approach has been demonstrated in data from an individual with a high-flow cerebral arteriovenous malformation. Substantial information about the BOLD response delay could be revealed. For neurosurgical planning it will be important to test whether the delayed responses convey distinct information about functional motor cortex. It will also be interesting to study correlations between altered HRFs and specific hemodynamic parameters. Moreover, in pilot studies we applied the model to pharmacologic BOLD experiments. The main problem there is that in contrast to most of the sensoric, motor or cognitive studies, the pharmacologic stimulation of the brain can not be predicted accurately due to further pharmacokinetic influences. Concentration fluctuations of the drug in the bloodstream cause variations in receptor availability. The resulting varying neuronal activity is transmitted to the respective MR signal time course via the BOLD effect. Information about start and end of the stimulation are rarely precise but vague estimates. Furthermore, regional differences in the duration of the BOLD response have recently been demonstrated in dopamine hypersensitized rats (Nguyen et al., 2000) . The formulation of an exact global stimulus function as used in classical convolution models is almost impossible. Repetitive drug applications as known from fMRI studies are not feasible due to longterm effects of most pharmacologic agents. Thus, a more flexible modeling of responses is essential to allow for a sensitive evaluation and analysis of evoked response features. Our Bayesian approach is tailor made for this purpose and first results confirm expectations. As a last generalization, this method can be incorporated into spatial or spatio-temporal models recently proposed by Gössl et al. (2000a) . They allow to exploit also spatial information provided by the neighbors of each pixel. Thereby, assessment of activated areas is improved and more robust. These properties should also be transmitted to the HRF parameters.
In conclusion, it has been demonstrated that direct methods are feasible and represent a very flexible, sensitive, and robust class of models to describe the hemodynamics in BOLD fMRI. Even though for these models a direct physiological interpretation is difficult to formulate, diverse characteristics of the BOLD response can be assessed quantitatively and may help to explore its physiologic nature.
APPENDIX

Hemodynamic Response Model
The vector of parameters for the hemodynamic response is denoted by ␤ ϭ (␤ 1 , ␤ 3 , ␤ 3 , ␤ 4 , ␤ 5 ). The increase and decrease are modeled by ␤ 1 , ␤ 2 , the lag and plateau by ␤ 3 and ␤ 4 and finally the undershoot by ␤ 5 . Thus, the function z(t), which models the hemodynamic response, can be written down in principle as follows: t 4 ϭ ␤ 1 ϩ ␤ 2 ϩ ␤ 3 ϩ ␤ 4 .
Nevertheless, depending on the purpose these bounds should be modified individually to achieve best results.
Full Conditionals
Full conditionals are proportional to the posterior distribution of the parameters given the data (2) where the MR signal for pixel i (i ϭ 1, . . . , I) is denoted by y i ϭ ( y it , t ϭ 1, . . . , T) and z i ϭ (z it , t ϭ 1, . . . , T) is the transformed reference function. The prior distributions are specified above.
