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Abstract
In the present paper, we propose a hierarchical identiﬁcation method (SSHI) for solving Lyapunovmatrix
equations, which is based on the symmetry and skew-symmetry splitting of the coefﬁcient matrix. We prove
that the iterative algorithm consistently converges to the true solution for any initial values with some
conditions, and illustrate that the rate of convergence of the iterative solution can be enhanced by choosing
the convergence factors appropriately. Furthermore, we show that the method adopted can be easily extended
to study iterative solutions of other matrix equations, such as Sylvester matrix equations. Finally, we test the
algorithms and show their effectiveness using numerical examples.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Lyapunov matrix equations play a fundamental role in many problems in control, commu-
nication systems and power systems. They arise in H∞ optimal control, stability analysis of
dynamical systems and model reduction of linear systems. These Lyapunov matrix equations can
be expressed as
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AX + XAT = C, (1.1)
where A and C are m × m constant matrices and X ∈ Rm×m is an unknown matrix.
Traditional methods convert Eq. (1.1) into an equivalent equation of the form:Ax = b, where
the vector x has m2 unknown consisting of elements of X and A is a m2 × m2 matrix in the
Kronecker product form [14]. However, the dimension of the associate matrixA is high when m
is large. Such a dimensional problem leads to computational difﬁculty in that excessive computer
memory is required for computation and inversion of large matrices. Other methods are based on
the matrix transformation which transform Eq. (1.1) into the forms such that the solutions of the
equation can be readily computed, such as the Jordan canonical form [5], the companion form
[6,14], and the Hessenberg–Schur form [7,8]. However, these methods are required to compute
some additional matrices.
Ding and Chen [1,4] presented a newmethod for solving a class of matrix equations which was
based on gradient search. In their articles, the problem was discussed by applying the so called
hierarchical identiﬁcation principle [1,4,9,10]. The hierarchical identiﬁcationmethod decomposes
a system into some subsystems, and then the unknownparameters of each subsystems are identiﬁed
successively. Fan et al. [11] tackled the problem by applying the Jacobi iterative method to the
gradient iterative method. The reason is that they realized the matrix multiplication in iterations
would cost large time and spaces if the matrix A is not sparse. Additional, a new splitting of the
matrix A = [aij ]m×m is proposed in [12] in the form
A = S + T , (1.2)
where S is a diagonal matrix with the same element,
S =
⎡
⎢⎢⎣
s 0 · · · 0
0 s 0 0
· · · · · · · · · · · ·
0 0 · · · s
⎤
⎥⎥⎦ ∈ Rm×m. (1.3)
Note that
s = sign(aii)max
i
|aii | and T = A − S,
where aii(i = 1, 2, . . . , m) are the diagonal elements of A = [aij ]m×m.
Using the splitting (1.2)–(1.3), the paper [12] demonstrated an algorithm which was needed
much low cost and converged to the true solution more rapidly in contrast to the gradient iterative
(GI) method.
A shift-splitting hierarchical identiﬁcation method (SSHI) given in this paper is partly based
on the method Ding and Chen [1,2,4] presented. The motivation for the new approach comes from
a desire to improve the structure of the coefﬁcient matrix in the formAx = b by an equivalent
deformation. We splitA into symmetric and skew-symmetric matrices with a shift α.
The remainder of this paper is organized as follows. In Section 2, we review the gradient
iterative algorithm (GI), Jacobi-gradient iterative algorithm (JGI) and Quasi-Jacobi-gradient iter-
ative algorithm (QJGI). In Section 3, we derive a new iterative algorithm (SSHI) for the matrix
equations in the formAX + XAT = C, and study the convergence properties of the algorithm. In
Section 4, we extend the algorithm to solve Sylvester matrix equations. In Section 5, we present
several examples to illustrate the effectiveness of the algorithms proposed. Finally, we offer some
complement and concluding remarks in section 6.
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2. Previous work
In this section, we mainly review the GI, JGI, QJGI algorithms for solving Lyapunov matrix
equations. In [2,4], Ding and Chen presented a large family of iterative methods to solve the linear
equation
Ax = b, (2.1)
whereA = [aij ] is a given full-rank m × m matrix with non-zero diagonal elements, b ∈ Rm is
a constant vector, and x ∈ Rm is an unknown vector to be solved. Let D be the diagonal matrix
whose the elements are consisted of the diagonal elements of the matrixA, and let L and U be
the strictly lower and upper triangular parts ofA respectively.
LetG ∈ Rn×n be a full-rankmatrix to be determined andμ > 0 be the step-size or convergence
factor. The iteration formula is
x(k) = x(k − 1) + μG[b −Ax(k − 1)] (2.2)
which includes the Jacobi and Gauss–Seidel iterations as special cases. For example, when G =
D−1 andμ = 1,we get Jacobimethod;whenG = (L + D)−1 andμ = 1,we obtainGauss–Seidel
method.
Lemma 1 [2]. Let G =AT, then the gradient iterative algorithm can be written as
x(k) = x(k − 1) + μAT[b −Ax(k − 1)], (2.3)
0 < μ <
2
λmax(AA
T)
or 0 < μ <
2
‖A‖2 .
2.1. Gradient based iterative algorithms
According to the hierarchical identiﬁcation principle, Ding and Chen [1] decomposed the
system in (1.1) into two subsystems. Deﬁne two matrices by
b1 :=C − XAT and b2 :=C − AX. (2.4)
Then from (1.1),
AX = b1 and XAT = b2. (2.5)
Let X1(k) and X2(k) be the estimates or the iterative solutions of X at iteration k, associated
with the subsystem in (2.5) respectively. Use Lemma 1 to get the following recursive equations:
X1(k) = X1(k − 1) + μAT[b1 − AX1(k − 1)], (2.6)
X2(k) = X2(k − 1) + μ[b2 − X2(k − 1)AT]A, (2.7)
where μ is called the iterative step-size or convergence factor, and
μ = 2λmax(AAT) or μ = [‖A‖ + ‖AT‖]2, (2.8)
where λmax is the maximum eigenvalue of the given matrix.
Substituting (2.4) into (2.6) and (2.7), it follows that
X1(k) = X1(k − 1) + μAT[C − AX1(k − 1) − XAT], (2.9)
X2(k) = X2(k − 1) + μ[C − AX − X2(k − 1)AT]A. (2.10)
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The unknown variable X in (2.9) and (2.10) was replaced with its estimate at time (k − 1).
Meanwhile, taking the average of X1 and X2, the gradient iterative algorithm (GI) is expressed
as
X(k) = [X1(k − 1) + X2(k − 1)]/2, (2.11)
X1(k) = X(k − 1) + μAT[C − AX(k − 1) − X(k − 1)AT], (2.12)
X2(k) = X(k − 1) + μ[C − AX(k − 1) − X(k − 1)AT]A, (2.13)
μ = 2λmax[AAT] or μ = [‖A‖ + ‖AT‖]2. (2.14)
Lemma 2 [1]. If Lyapunov matrix equation (1.1) has a unique solution X, then iterative solution
X(k) given by the algorithm in (2.11)–(2.14) converges to X for any initial value X(0).
2.2. Jacobi-gradient algorithm
Fan et al. [11] presented an improved method which is called the Jacobi-gradient iterative
method to solve Lyapunov matrix equation. Decompose the matrix A in the form
A = D + L + U, (2.15)
where D is the diagonal part of A, of the form
D = diag[a11, a22, . . . , amm] ∈ Rm×m (2.16)
and L and U are strictly lower triangular and strictly upper triangular parts of the matrix A
respectively. Based on the definition (2.4), it follows from (1.1) that
DX = C − XAT − (L + U)X, (2.17)
XD = C − AX − X(L + U)T. (2.18)
Thus, Jacobi-gradient algorithm can be written as
X(k) = [X1(k − 1) + X2(k − 1)]/2, (2.19)
X1(k) = X(k − 1) + μD[C − AX(k − 1) − X(k − 1)AT], (2.20)
X2(k) = X(k − 1) + μ[C − AX(k − 1) − X(k − 1)AT]D, (2.21)
‖I − μDA‖2 + ‖I − μATD‖2 + 2μ‖D‖2σ1 < 2, (2.22)
where σ1 is the largest singular value of the matrix A.
Lemma 3 [11]. If aii /= 0 (i = 1, . . . , m) in the diagonal matrix D, the iteration X(k) given by
the algorithm in (2.19)–(2.22) converges to X for any initial X(0).
2.3. Quasi-Jacobi-gradient algorithm
In order to improve the speed of the convergence of Jacobi-gradient algorithms, Fan and Gu
[12] gave a new splitting of the coefﬁcient matrix, of the form (1.2)–(1.3), and obtained the two
subsystems as follows:
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SX = C − XAT − TX, (2.23)
XS = C − AX − XT T. (2.24)
Using Lemma 1, the iterative algorithm which is called Quasi-Jacobi-gradient algorithm can
be expressed as
X(k) = X(k − 1) + μS[C − AX(k − 1) − X(k − 1)AT], (2.25)
‖I − 2μSA‖ + ‖I − 2μSAT‖ < 2. (2.26)
Lemma 4 [12]. If Lyapunov matrix equation (1.1) has a unique solutionX, then iterative solution
X(k) given by the algorithm in (2.25)–(2.26) converges to X for any initial value X(0).
3. SSHI algorithm for solving Lyapunov matrix equations
Themotivation of our method is to apply the hierarchical identiﬁcationmethod to solve Lyapu-
novmatrix equations based on the symmetry and skew-symmetry splitting of the coefﬁcientmatrix
(A,AT), of the form (1.1).
For a square matrix M , let λi(M) denote the ith eigenvalue of the matrix M , and Im be the
m × m identity matrix. For twomatricesM andN , letM ⊗ N be their Kronecker product. Let the
matrix X = [x1, x2, . . . xn] ∈ Rm×n, then col[X] is a mn-dimensional vector formed by columns
of X, that is col[X] = [xT1 , xT2 , . . . xTn ]T. The following result is well known.
Lemma 5. The matrix equation AX + XB = C has a unique solution if and only if λi(A) +
λi(B) /= 0 for any i, j. In this case, the unique solution is given by
col[X] = [(In ⊗ A) + (BT ⊗ Im)]−1col[C], (3.1)
and the corresponding homogeneous equation AX + XB = 0 has a unique solution X = 0.
In particular, if B = AT, then the necessary and sufﬁcient condition for the existence of the
unique solution is that λi(A) + λj (A) /= 0 for any i, j .
Now, split A into a symmetric and a skew-symmetric matrices
A = H + S, (3.2)
where H = (A + AT)/2, S = (A − AT)/2. We see that H is a symmetric matrix and S is a
skew-symmetric matrix.
The idea is to present a relatively large absolute value in the diagonal of the matrix by a shift
α. Thus, we gain a different splitting which was used by Bai et al. [3] to solve non-Hermitian
positive definite linear systems as follows:
A = (αI + H) − (αI − S) (3.3)
= (αI + S) − (αI − H), (3.4)
where α is a constant. We ﬁnd that αI + H and αI − H are symmetric matrices, and αI − S and
αI + S are mutual transpose of each other.
Substituting (3.3)–(3.4) into (1.1), we get four equations in the form
(αI + H)X = (αI − S)X − XAT + C, (3.5)
(αI + S)X = (αI − H)X − XAT + C, (3.6)
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X(αI + H) = −AX + X(αI − S)T + C, (3.7)
X(αI − S) = −AX + X(αI − H)T + C. (3.8)
According to the hierarchical identiﬁcation principle, the system in (1.1) is decomposed into
four subsystems. Using Lemma 1, we will obtain the iterative algorithm. In the following part,
let us consider Eq. (3.5) as an example. The details as follows:
Deﬁne two matrices
A˜ :=αI + H and b˜ := (αI − S)X − XAT + C. (3.9)
Based on Lemma 1, we get the ﬁrst subsystem of the equation system (1.1). Then
X1(k) = X1(k − 1) + μ(αI + H)[C − AX1(k − 1) − X1(k − 1)AT]. (3.10)
We can also get other three subsystems as follows:
X2(k) = X2(k − 1) + μ(αI − S)[C − AX2(k − 1) − X2(k − 1)AT], (3.11)
X3(k) = X3(k − 1) + μ[C − AX3(k − 1) − X3(k − 1)AT](αI + H), (3.12)
X4(k) = X4(k − 1) + μ[C − AX4(k − 1) − X4(k − 1)AT](αI + S). (3.13)
In fact, we need only an iterative solution X(k) rather than four solutions X1(k), X2(k),
X3(k) and X4(k). Taking the average of X1(k), X2(k), X3(k) and X4(k), we obtain the iterative
algorithm:
X(k) = [X1(k) + X2(k) + X3(k) + X4(k)]/4, (3.14)
X1(k) = X(k − 1) + μ(αI + H)[C − AX(k − 1) − X(k − 1)AT], (3.15)
X2(k) = X(k − 1) + μ(αI − S)[C − AX(k − 1) − X(k − 1)AT], (3.16)
X3(k) = X(k − 1) + μ[C − AX(k − 1) − X(k − 1)AT](αI + H), (3.17)
X4(k) = X(k − 1) + μ[C − AX(k − 1) − X(k − 1)AT](αI + S). (3.18)
In order to write the formulas more conveniently, we denote the matrices by
H˜ :=αI + H, S˜ :=αI − S, S˜ :=αI + S,
k−1 :=C − AX(k − 1) − X(k − 1)AT.
Theorem 1. If Lypaunov matrix equation in (1.1) has a unique solutionX, then iterative solution
X(k) given by the algorithm in (3.14)–(3.18) converges to X for any initial value X(0), if the
parameters μ and α satisfy the inequality
2‖2I − μATA‖ + μ‖A‖2 + μ‖AT‖2 + 4αμ(‖A‖ + ‖AT‖) < 4.
Proof. Using (3.14)–(3.18), it is not difﬁcult to obtain
X(k) = X(k − 1) + 1
4
μ(ATk−1 + k−1A) + μαk−1.
Deﬁne the error matrices by
X˜(k − 1) :=X(k − 1) − X
X˜(k) :=X(k) − X (3.19)
X˜i(k) :=Xi(k) − X, for i = 1, 2, 3, 4.
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Thus
X˜(k) = X˜(k − 1) + μ
4
AT(−AX˜(k − 1) − X˜(k − 1)AT)
+ μ
4
(−AX˜(k − 1) − X˜(k − 1)AT)A
+ αμ(−AX˜(k − 1) − X˜(k − 1)AT). (3.20)
It follows from (3.20) that
‖X˜(k)‖ ‖X˜(k − 1)‖
×
(
1
2
‖2I − μATA‖ + μ
4
‖A‖2 + μ
4
‖AT‖2 + αμ(‖A‖ + ‖AT‖)
)
. (3.21)
In (3.21) let us denote
q := 1
2
‖2I − μATA‖ + μ
4
‖A‖2 + μ
4
‖AT‖2 + αμ(‖A‖ + ‖AT‖)
From (3.21) we obtain that
‖X˜(k)‖  q‖X˜(k − 1)‖  · · ·  qk‖X˜(0)‖
which means that
‖X˜(k)‖ → 0 ⇒ 2‖2I − μATA‖ + μ‖A‖2 + μ‖AT‖2 + 4αμ(‖A‖ + ‖AT‖) < 4. 
With the Theorem 1 we can simply write the SSHI algorithm as
X(k) = X(k − 1) + 1
4
μ(ATk−1 + k−1A) + μαK−1, (3.22)
2‖2I − μATA‖ + μ‖A‖2 + μ‖AT‖2 + 4αμ(‖A‖ + ‖AT‖) < 4. (3.23)
4. Extend SSHI algorithm to solve other matrix equations
We now extend our method to solve other matrix equations. Let us consider Sylvester matrix
equations:
AX + XB = C, (4.1)
where A ∈ Rm×m, B ∈ Rm×m, C ∈ Rm×m are given constant matrices, and X ∈ Rm×m is the
unknown matrix to be solved.
Deﬁne four matrices respectively by
Ha = A + A
T
2
, Sa = A − A
T
2
, (4.2)
Hb = B + B
T
2
, Sb = B − B
T
2
. (4.3)
To compute the solution of Sylvester matrix equations, with the similar techniques in section
3, we present the algorithm by using Lemma 1 in the form
X(k) = [X1(k) + X2(k) + X3(k) + X4(k)]/4, (4.4)
X1(k) = X(k − 1) + μ(αaI + Ha)[C − AX(k − 1) − X(k − 1)B], (4.5)
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X2(k) = X(k − 1) + μ(αaI − Sa)[C − AX(k − 1) − X(k − 1)B], (4.6)
X3(k) = X(k − 1) + μ[C − AX(k − 1) − X(k − 1)B](αbI + Hb), (4.7)
X4(K) = X(K − 1) + μ[C − AX(k − 1) − X(k − 1)B](αbI − Sb). (4.8)
The following result give the convergence of the algorithm ((4.4)–(4.8)).
Theorem 2. If the matrix equation in (4.1) has a unique solution X, then iterative solution X(k)
given by the algorithm in (4.1)–(4.8) converges to X for any initial value X(0), if the parameters
μ, αa and αb satisfy the inequality:
‖2I − μATA‖ + ‖2I − μBBT‖ + μ‖AT‖‖B‖ + μ‖A‖‖BT‖
+ 2μ(αa + αb)(‖A‖ + ‖B‖) < 4.
Proof. A similar derivation as in the proof of Theorem 1 will lead to the result of Theorem 2. 
In particular, we can choose a simple situation where αa = αb, which can reduce a parameter.
Selecting the parameter properly, we can also get a fast convergence algorithm. See Example 3
in the section 4. In short, we can write the algorithm as
X(k) = X(k − 1) + μ
4
(AT˜k−1 + ˜k−1BT) + μ
2
(αa + αb)˜k−1, (4.9)
‖2I − μATA‖ + ‖2I − μBBT‖ + μ‖AT‖‖B‖ + μ‖A‖‖BT‖
+ 2μ(αa + αb)(‖A‖ + ‖B‖) < 4, (4.10)
where
˜(k − 1) = C − AX(k − 1) − X(k − 1)B.
5. Examples and experiments
This section gives several examples to illustrate the performance of the algorithms given.
Example 1. Consider AX + XAT = C, where
A =
(
0.5 −0.2
0.1 0.8
)
C =
(
4 2
0 1
)
.
Then, from (3.1) the solution of X is
X =
(
x11 x12
x21 x22
)
=
(
4.2125 1.3004
−0.2381 0.5586
)
TakingX(0) = 10−6I2×2,we apply the algorithm (3.22)–(3.23) to computeX(k). The iteration
solution of X is shown in Table I with the relative error e :=‖X(k) − X‖/‖X‖. It is clear that e
becomes smaller and goes to zero as k increases. This indicates that the algorithm proposed is
effective. The effect of changing the convergence factor α and μ are illustrated in Figs. 1 and 2,
respectively.
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Table I
Iterative solution (μ = 0.08, α = 7)
k x11 x12 x21 x22 e
1 2.3240 1.1580 −0.0140 0.584 0.4286
2 3.4293 1.3724 −0.0788 0.5540 0.1803
3 3.9101 1.3595 −0.1582 0.5453 0.0716
4 4.1013 1.3293 −0.2042 0.5502 0.0270
5 4.1730 1.3123 −0.2250 0.5547 0.0098
6 4.1987 1.3049 −0.2333 0.5570 0.0034
7 4.2077 1.3020 −0.2364 0.5580 0.0012
8 4.2109 1.3009 −0.2375 0.5584 0.0004
9 4.2119 1.3006 −0.2379 0.5585 0.0001
10 4.2123 1.3004 −0.2380 0.5586 0.0000
11 4.2124 1.3004 −0.2381 0.5586 0.0000
12 4.2124 1.3004 −0.2381 0.5586 0.0000
13 4.2124 1.3004 −0.2381 0.5586 0.0000
14 4.2125 1.3004 −0.2381 0.5586 0.0000
15 4.2125 1.3004 −0.2381 0.5586 0.0000
Solution 4.2125 1.3004 −0.2381 0.5586
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Fig. 1. X axes “Iterative step” and Y axes “Relative error”.
Example 2. Consider AX + XAT = C, where A and C are 50 × 50 matrices and generated
similarly in Matlab. In order to compare our algorithm with the algorithm given by Ding and
Chen [1,4]. We give the more effective details method by choosing of the factor α and ﬁxing the
μ as the same as in [1]: μ = ‖A‖2 + ‖AT‖2.
Remark 1. In fact, we can choose a relative bigger value of the factor even the factor is not
satisﬁed the inequality (3.23), which also converges to the true solution. How does this situation
arise in our experiment? From the proof of Theorem 1 we can ﬁnd the reason. During the proof,
we can see that the control inequality is just a sufﬁcient condition but not a necessary condition.
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Fig. 2. X axes “Iterative step” and Y axes “Relative error”.
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Fig. 3. X axes “Iterative step” and Y axes “Relative error log(∗)”.
This is because that we magnify the inequality too large, and sometimes it maybe a little far from
the tight upper bounder since we cancel some of monomials which have negative or positive signs.
From Fig. 3, we can see that our method is much more better if we choose a bigger factor.
Example 3. In order to compare our method with the JGI and QJGI algorithms reviewed in
section 2, suppose that AX + XB = C, where A, B, C are 10 × 10 matrices, and A and B are
ill-conditioned with relative small element in the diagonal. From our discussion above, we expect
the SSHI method to perform well in this example. Furthermore, A, B and C are 10 × 10 matrices
and produced randomly in Matlab, with the simulation program given in [1], and we write it here
again.
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m = 10; n = 10
A = triu(rand(m,m), 1) + diag(α0 + diag(rand(m)))
B = triu(rand(n, n), 1) + diag(α0 + diag(rand(n)))
C = rand(m, n)
Phi = kron(Im, A′∗A) + kron(B ′, A′) + kron(B,A) + kron(B∗B ′, In)
q1 = eig(Phi)
q1 = [max(q1),min(q1),max(q1)/min(q1)]
This program contains a variable α0. For different α0 values (α0 = 0.1, 0.5, 1.0, 1.5), the
iteration error e are shown in Fig. 4, where ﬁgures (a)–(d) denote the different parameter value
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Fig. 4. X axes “Iterative step”,Y axes “Relative error log(∗)” and ﬁgures (a)–(d) denote the differentα0 = 0.1, 0.5, 1.0, 1.5
respectively.
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Table II
Condition number of  with different α0
α0 λmax[] λmin[] cond[]
0.1 44.8411 0.0002 22410.0000
0.5 55.0107 0.1202 457.4745
1.0 69.6274 1.4188 49.0754
1.5 86.3184 4.5788 18.8516
0.1, 0.5, 1.0 and 1.5 respectively; and the corresponding condition numbers of  are in Table II,
where λmin(), λmax() represent the smallest and the largest eigenvalue of  respectively and
cond() denotes the condition number of .
From Fig. 4 and Table II, increasing α0 leads to small iterative errors, that is, the convergence
rate becomes faster as the condition number of  is decreasing.
From Fig. 4, it is clearly to see that SSHI method converges to the true solution more quickly,
even when cond() is large, i.e., the system is ill-conditioned. It totally accord with our expec-
tation. In fact, the SSHI method is also much superior to JGI and QJGI method when the system
is well conditioned. We can also gain the fact from Fig. 4d, the SSHI method can reach a very
little error. Furthermore, we can also obtain the conclusion that QJGI method is superior to JGI
method generally.
6. Complement and remarks
From the experiments, we can see that our method has good convergence properties. It can
converge to the true solution quickly even when the system is ill-conditioned. But the most
problem in our method is that it cost a lot memories. So we need to cut down the computational
costs and memories as much as possible.
We reduce the matrix A into a upper Hessenberg form
H = UTAU, (6.1)
where U is an orthogonal matrix.
Substituting (6.1) into (1.1), we get
HX̂ + X̂HT = Ĉ, (6.2)
where X̂ = UTXU , Ĉ = UTCU .
We obtain a reduce algorithm:
X̂(k) = X̂(k − 1) + 1
4
μ[HTˆk−1 + ˆk−1H ] + μαˆk−1, (6.3)
X(k) = UX̂(k)UT, (6.4)
where ˆk−1 = Ĉ − HX̂(k − 1) − X̂(k − 1)HT.
We ﬁnd that the computational costs of (6.3)–(6.4) is just half of (3.22).
Another problem of our method is how to choose parameter α and μ? From Figs. 1 and 2, we
can see that if one of the parameter is ﬁxed, the algorithm converges more quickly when the value
of the other parameter is increasing when these two parameters satisfy the control inequality.
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From our analysis, we ﬁnd that μαk−1 can be recognized as the quadratic part of the formula
(3.22), that is, when the value of one of the parameters is increased, it equals to enhance the control
power of the quadratic part. It will get a more stable method which converges more quickly in
theory. We ﬁnd from our examples that it is right.
Remark 2. Under the condition of the control inequality, we choose the value of the parameters
μ and α as large as possible.
Nowwepayour attention to the formulas (3.3)–(3.4).WhenA is symmetric or skew-symmetric,
the formulas will transform into A = αI − (αI − A). It will not bring any inﬂuence on the
algorithm (3.22). It also means that in fact our method is all right for any square matrix.
Remark 3. In the ADI method, one uses a different shift at each step and obtains a series of Stein
equations which can be solved iteratively. Smith’s method which uses a single shift parameter is
a special case of the ADI iteration. The Smith(l) method is also a special case of the ADI iteration
where l shifts are used in a cyclic manner. In [13,15], computational experience would indicated
that ADI with a single shift (Smith’s method) converged very slowly, while a moderate increase
in the number of shifts l accelerated the convergence nicely. Based on these facts, it may occur
to improve the convergence speed of our method by increasing in the number of shifts. We will
test the effectiveness and analyze the convergence properties of multi-shifts method in the future
work.
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