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Abstract
Today, linear PID controllers cannot satisfy requirements of high-precision indus-
try due to the development of technology. According to the literature, reset controllers
can overcome this important barrier. However, similar to other non-linear controllers,
stability analysis for these controllers is complex and needs parametric models of the
systems. Consequently, the applicability of these controllers may diminish in industry.
The well-known Hβ method is one of the solutions of this significant problem. Nev-
ertheless, assessing the Hβ condition in the frequency-domain is complex, particularly
for high dimensional plants. Furthermore, it cannot assess UBIBS stability of reset
control systems in the case of reseting to non-zero values. In this paper, the aforemen-
tioned problems have been solved for the first and second order reset elements and a
frequency-domain approach for assessing stability of reset control systems is devel-
oped. Finally, some practical examples are presented to demonstrate the effectiveness
of the proposed approach to use the frequency response measurement directly to assess
the stability.
Keywords: Reset Controllers, Stability, Frequency domain, Hβ condition
1. INTRODUCTION
Nowadays, high-tech precision industry has control requirements which cannot be
fulfilled by linear controllers. One of the solutions is that linear controllers are substi-
tuted with non-linear ones, for instance reset controllers. Owning to their simple struc-
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ture, these controllers have attracted significant attention from academia and industry
[1–9]. The merits of reset controllers have been utilized to improve the performance
of several mechatronic systems (see, e.g. [10–16]). The first reset element was intro-
duced by Clegg [1] in 1958. The Clegg Integrator (CI) is an integrator which resets its
state to zero when its input signal is zero. To provide additional design freedom and
flexibility, extensions of the CI including First Order Reset Elements (FORE) [10, 17],
Generalized First Order Reset Element (GFORE) [16], Second Order Reset Elements
(SORE) [11], and Generalized Second Order Reset Element (GSORE) [16] have been
developed. In order to improve the performances of these controllers, several methods,
such as reset bands [18, 19], fixed reset instants, partial reset (resetting to a non-zero
value or resetting a selection of the controller states) [20], using shaping filter in re-
set instants line [], modified GSORE [], and the PI+CI approach [20] have also been
investigated.
Simliar to every control systems, stability is one of the most important require-
ments of reset control systems [2, 6, 7, 9, 21–24]. The stability of reset controllers have
been studied in several studies using quadratic Lyapunov functions [6, 9, 25, 26], reset
instants dependant methods [23, 27, 28], passivity, small gain, and IQC approaches
[21, 29–31]. However, most of these methods are complex, require parametric mod-
els of the system, need solving LMI’s, and are only applicable to specific types of
systems. Thus, since industry favours the use of frequency-domain methods, these
methods are not well suited with the current control design in industry. To overcome
this challenge, some frequency-domain approaches for assessing stability of reset con-
trollers have been proposed [2, 7, 32]. A method for determining stability of a FORE
in closed-loop with a mass-spring damper system has been developed in [32]. Under
the specific condition e(t)u(t)<
u2
ε
, ε > 0, in which e(t) and u(t) are the input and the
output of the reset controller, respectively, the proposed approach in [7] is applicable
to reset control systems.
The Hβ condition is one of the wide-used methods among existing approaches for
assessing stability of reset systems [2, 9, 23]. When the base linear system of the re-
set controller has the first order transfer function, it gives sufficient frequency-domain
conditions for uniform bounded-input bounded-state (UBIBS) stability. However, as-
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sessing the Hβ condition in the frequency-domain is complex, especially for high di-
mensional plants. In addition, the Hβ condition is not inspected when there is a shaping
filter in the reset line. Furthermore, there is a lack of methods to assess the Hβ condition
in the frequency-domain for GSORE. Moreover, it is not applicable to assess UBIBS
stability of reset control systems in the case of partial reset techniques. Hence, obtain-
ing a general easy-to-use frequency-domain method for assessing UBIBS stability of
reset control systems is an important open problem.
In this paper, based on the Hβ condition, novel frequency-domain methods for
different types of the first and second order reset controllers with a shaping filter in
reset line are proposed. These approaches can assess UBIBS stability of reset control
systems in the frequency-domain. In these methods, the Hβ condition does not have
to be explicitly examined and stability is determined on the basis of the frequency
response of the base linear open-loop transfer function. Besides, they can be used in
the case of partial reset techniques.
The remainder of the paper is organized as follows. In Section 2 preliminaries about
reset controller are presented and the problem is formulated. The frequency-domain
approaches for determining stability of the first and second order reset controllers are
presented in Section 3 and Section 4, respectively. In Section 5 the effectiveness of
these approaches is demonstrated via practical examples. Finally, some remarks and
suggestions for future studies are given in Section 6.
2. Preliminaries
In this section reset elements and the Hβ condition are briefly presented. First,
the well-known reset structures GFORE, GSORE, CI, and Proportional Clegg Inte-
grator (PCI) are recalled. The focus of the paper is on the single-input-single-output
(SISO) control architecture shown in Fig. 1. The closed-loop system consists of a
linear plant with transfer function G(s) (strictly proper), linear controllers with proper
transfer functions CL1(s) and CL2(s), a reset controller with base linear transfer function
CR(s), and a shaping filter with a proper stable transfer function Cs(s). The state-space
representation of reset controllers is
3
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Figure 1: The closed-loop architecture of a reset controller

x˙r(t) = Arxr(t)+Bru1(t), er(t) 6= 0,
xr(t+) = Aρxr(t), er(t) = 0,
ur(t) =Crxr(t)+Dru1(t),
(1)
in which xr(t) ∈ Rnr is the reset states, Ar, Br, Cr, and Dr are the dynamic matrices
of the reset controller, Aρ is rest matrix which determines the value of the reset states
after the reset action, and u1(t) ∈ R is the input of the rest controller. The base linear
transfer function in case of GORE is
CR(s) =
1
s
ωr
+1
, (2)
for CI and PCI one has,
CR(s) =
1
s
, (3)
CR(s) = 1+
ωr
s
, (4)
and for GSORE
CR(s) =
1
s2+2ξωrs+ω2r
, ξ > 0. (5)
Thus, for GFORE, Ar =−Cr =−ωr (ωr is the so-called corner frequency), Dr = 0 and
Br = 1, whereas for the PCI, Ar = 0, Cr =ωr and Br =Dr = 1. Furthermore, for the CI
Ar = Dr = 0, Br =Cr = 1, and if we considered controllable realization for GSORE,
Ar =
−2ξωr −ω2r
1 0
 , Br =
1
0
 , Cr = [0 1] , and Dr = 0. (6)
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Let L be the LTI part of the system. The state-space realization of L is
L

ζ˙ (t) = Aζ (t)+Buur(t)+Bw(t),
y(t) =Cζ (t),
er(t) =Ceζ (t)+Der(t),
u1(t) =Cuζ (t)+D1r(t),
(7)
where ζ (t) ∈Rnp describes the states of the plant and of the linear controller (np is the
number of states of the whole linear part), A, B, Bu, and C are the dynamic matrices,
and w(t) =
[
r(t) d(t)
]T ∈R2 is an external disturbance. The closed-loop state-space
representation of the overall system can, therefore, be written as
x˙(t) = A¯x(t)+ B¯w(t), er(t) 6= 0,
x(t+) = A¯ρx(t), er(t) = 0,
y(t) = C¯x(t),
er(t) = C¯ex(t)+Der(t),
(8)
where x(t)= [xr(t)T ζ (t)T ]T ∈Rnr+np , and A¯=
 Ar BrCu
BuCr A+BuDrCu
, B¯=
0nr×2
B
+ BrD1 0nr×1
BuDrD1 0np×1
, C¯= [01×nr C], C¯e = [01×nr Ce], and A¯ρ =
 Aρ 0nr×np
0np×nr Inp×np
.
Definition 1. A time T¯ > 0 is called a reset instant for the reset control system (8)
if eR(T¯ ) = 0. The set of all reset instants defines the reset sequence {tk} where tk ≤
tk+1 for all k ∈ N. The reset instants tk of the reset control system (8) have the well-
posedness property if for any initial condition x0 and any input w(t), all reset instants
are distinct [6, 34], i.e. tk < tk+1 for all k ∈ N.
One of the methods for determining stability of reset controllers is the Hβ condition
[2, 6, 9] which is briefly explained. Let
C0 = [ρ βC], B0 =
 Inr×nr
0np×nr
 , ρ = ρT > 0, ρ ∈ Rnr×nr , β ∈ Rnr×1. (9)
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The Hβ condition [2, 9, 23, 33] states that the reset control system (8) with CL1 = Cs = 1
and w = 0 is quadratically stable if and only if there exist ρ = ρT > 0 and β such that
the transfer function
H(s) =C0(sI− A¯)−1B0 (10)
is Strictly Positive Real (SPR), (A¯,B0) and (A¯,C0) are controllable and observable,
respectively, and
ATρρAρ −ρ ≤ 0. (11)
In the case of the first order reset elements, it is possible to evaluate this condition in
frequency domain. However, this condition requires finding the parameters ρ and β ,
which may be very difficult when the system has a high order transfer function. Fur-
thermore, in the case of GSORE there is no frequency method to assess this condition.
Besides, the UBIBS property of GSORE and GFORE are not studied and the effect
of shaping filter in the Hβ condition is not determined. In the following, a frequency
method to determine stability without finding ρ and β is proposed for GFORE and
GSORE considering the shaping filter. Before giving the theorem an important techni-
cal lemma which will be used in the proof of the theories is formulated and proved.
Lemma 1. Supposed the following conditions hold. Then the reset control system (8)
is UBIBS stable for any Bohl function input w(t) [34] and reset instants have well-
posedness property.
• ATρρAρ −ρ < 0.
• The Hβ condition is satisfied.
• At least, one of the following statements is true.
1. Reset happens when the input of the reset element is zero (e.g. Cs = 1) and
the dynamic of the reset states do not depend on the states that they do not
reset.
2. Reset instants have well-posedness property.
Proof. See Appendix.
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Figure 2: Representation of the NSV in the χ−ϒ plane
3. Generalized First Order Reset Element (GFORE)
In this section, based on the Hβ condition, one frequency method is proposed for
assessing stability property of the reset control system (Fig. 1) with GFORE (2), CI (3)
or PCI controller (4). To this end, the Nyquist Stability Vector (NSV=
#»N (ω) ∈ R2) in
a plane with axis χ−ϒ (see Fig. 2) is defined as follows.
Definition 2. The Nyquist Stability Vector is, for all ω ∈ R+, the vector
#»N (ω) = [Nχ Nϒ]T =[
ℜ(L( jω)Cs( jω)κ( jω)) ℜ(κ( jω)CR( jω))
]T
,
L(s) =CL1CRCL2G(s), L( jω) = a(ω)+b(ω) j, and κ(ω) = 1+L
∗( jω).
Let, for simplicity and without loss of generality,
#»N (ω) = θN ∈ [−pi2 , 3pi2 ), and
define the open sets
I1 =
{
ω ∈ R+| 0 < #»N (ω)< pi
2
}
,
I2 =
{
ω ∈ R+| pi
2
<
#»N (ω)< pi
}
,
I3 =
{
ω ∈ R+| pi < #»N (ω)< 3pi
2
}
,
I4 =
{
ω ∈ R+| − pi
2
<
#»N (ω)< 0
}
.
Consider LCs(s)= Kns
n+Kn−1sn−1+ ...+K0
sm+K′m−1sm−1+ ...+K
′
0
and Cs(s)=
Ksns
ns +Ksn−1s
ns−1+ ...+Ks0
K′sms
ms +K′sm−1s
ms−1+ ...+1
,
ns ≥ ms ≥ 0. On the basis of the definition of the NSV, systems of Type I and of Type
II, which are used to assess the stability of these reset control systems, are defined.
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Definition 3. The reset control system (8) is of Type I if the following conditions hold.
(1) CL1CL2G(s) does not have any pole at origin and/or Ks0 > 0.
(2) For all ω ∈M= {ω ∈ R+| Nχ(ω) = 0} one has Nϒ(ω)> 0.
(3) For all ω ∈Q= {ω ∈ R+| Nϒ(ω) = 0} one has Nχ(ω)> 0.
(4) At least one of the following statements is true:
(a) ∀ ω ∈ R+ : Nϒ(ω)≥ 0,
(b) ∀ ω ∈ R+ : Nχ(ω)≥ 0,
(c) Let δ1 = max
ω∈I4
∣∣∣∣Nϒ(ω)Nχ(ω)
∣∣∣∣ and Ψ1 = minω∈I2
∣∣∣∣Nϒ(ω)Nχ(ω)
∣∣∣∣. Then δ1 <Ψ1 and I3 =∅.
Remark 1. Let
θ1 = min
ω∈R+
#»N (ω) = #»N 1 and θ2 = max
ω∈R+
#»N (ω) = #»N 2, (12)
Then the conditions identifying Type I systems are equivalent to
(1) CL1CL2G(s) does not have any pole at origin and/or Ks0 > 0.
(2) (
−pi
2
< θ1 < pi
)
∧
(
−pi
2
< θ2 < pi
)
∧ (θ2−θ1 < pi). (13)
Definition 4. The reset control system (8) is of Type II if the following conditions hold.
(1) CL1CL2G(s) does not have any pole at origin and/or Ks0 < 0.
(2) For all ω ∈M one has Nϒ(ω)> 0.
(3) For all ω ∈Q one has Nχ(ω)< 0
(4) At least, one of the following statements is true:
(a) ∀ ω ∈ R+ : Nϒ(ω)≥ 0
(b) ∀ ω ∈ R+ : Nχ(ω)≤ 0
(c) Let δ2 = max
ω∈I3
∣∣∣∣Nϒ(ω)Nχ(ω)
∣∣∣∣ and Ψ2 = minω∈I1
∣∣∣∣Nϒ(ω)Nχ(ω)
∣∣∣∣. Then, δ2 <Ψ2 and I4 =∅.
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Remark 2. The conditions identifying the Type II systems are equivalent to the follow-
ing conditions.
(1) CL1CL2G(s) does not have any pole at origin and/or Ks0 < 0.
(2) (
0 < θ1 <
3pi
2
)
∧
(
0 < θ2 <
3pi
2
)
∧ (θ2−θ1 < pi). (14)
Theorem 1. The reset control system (8) with PCI (4) or GFORE (2) is asymptotically
stable when (w(t) = 0), and the system has the UBIBS property for any Boh function
input w(t) if all the following conditions are satisfied.
• The base linear system is stable and the open-loop transfer function does not
have any pole-zero cancellation.
• The reset control system (8) is either of Type I and/or of Type II.
• Aρ = γ, −1 < γ < 1.
• Cs = 1 and/or reset instants have well-posedness property.
Proof. In the case of w(t) = 0, reset happens when x(t) ∈ ker(C¯e). Based on the proof
of the Hβ method [2, 6, 9], the only change is
C0 = [ρ βC¯e]. (15)
Theorem 1 is proved in several steps.
• Step 1: It is shown that, by hypotheses of Theorem 1, it is possible to find β and
ρ > 0 such that ℜ(H( jω))> 0, ∀ ω ∈ R+.
• Step 2: For systems with poles at origin, it is shown that lim
ω→0
ℜ(H( jω))> 0.
• Step 3: It is shown that either lim
s→∞H(s)> 0 or limω→∞ω
2ℜ(H( jω))> 0.
• Step 4: It is shown that (A,C0) and (A,B0) are observable and controllable, re-
spectively.
9
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Figure 3: The block diagram of Hβ condition for the closed-loop architecture Fig. 1 with GFORE or PCI
Step 1: For simplicity, take β ′ =−β and ρ ′ = ρ
Cr
. The transfer function (10) with the
modified C0 (15) can be rewritten as
H(s) =
y
r
=
β ′L(s)+ρ ′CR(s)
1+L(s)
, (see also Fig. 3). (16)
Thus,
ℜ(H( jω)) =
β ′Nχ +ρ ′Nϒ
(a+1)2+b2
. (17)
Define now the vector
#»
ξ ∈ R2 as #»ξ = [β ′ ρ ′]T in the χ−ϒ plane. Using Definition
2, equation (17) can be re-written as
ℜ(H( jω)) =
#»
ξ · #»N
(a+1)2+b2
. (18)
Therefore,
∀ω ∈ R+ : ℜ(H( jω))> 0 ⇐⇒ #»ξ · #»N > 0 ⇐⇒
−pi2 < (
#»
ξ ,
#»N )< pi2 ∧
∣∣∣ #»N ∣∣∣ 6= 0 ∧ ∣∣∣ #»ξ ∣∣∣ 6= 0. (19)
The remains of the proof of this step are the same as the proof of Step 1 provided in [].
Step 2: When the open-loop has poles at origin and CR is a GFORE, equation (16)
becomes
lim
ω→0
ℜ(H( jω)) = Ks0β
′ > 0, (20)
whereas in the case of PCI when CL1CL2G(s) does not have any pole at the origin, (16)
becomes
lim
ω→0
ℜ(H( jω)) = Ks0β
′+ρ ′
ωr
CL1CL2G(0)
> 0. (21)
Setting
#  »N ′ = [Ks0
ωr
CL1CL2G(0)
]T , yields
lim
ω→0
ℜ(H( jω)) =
#»
ξ · #  »N ′. (22)
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In addition,
#  »N ′ = lim
ω→0
#»N (12)===⇒ θ1 ≤
#  »N ′ ≤ θ2. (23)
As a result, by Step 1, lim
ω→0
ℜ(H( jω)) =
#»
ξ · #  »N ′ > 0. For PCI when CL1CL2G(s) has
poles at the origin
lim
ω→0
ℜ(H( jω)) = Ks0β
′ > 0. (24)
It is therefore concluded that for CL1CL2G(s) with poles at the origin Ks0β
′ > 0. If
CL1CL2G(s) does not have any pole at origin, β can be either positive or negative.
Step 3: In the case of GFORE with m−n = 2, setting #   »N ′′ = [−K ω2r ]T , yields
lim
ω→∞ω
2ℜ(H( jω)) =−β ′K+ρ ′ω2r =
#»
ξ · #   »N ′′ > 0. (25)
In addition,
#   »N ′′ = lim
ω→∞
#»N (12)===⇒ θ1 ≤
#   »N ′′ ≤ θ2. (26)
Thus, by Step 1, lim
ω→∞ω
2ℜ(H( jω)) =
#»
ξ · #   »N ′′ > 0. For GFORE with m− n > 2,
lim
ω→∞ω
2ℜ(H( jω)) = ρ ′ω2r > 0. For PCI, lims→∞H(s) = ρ
′ > 0.
Step 4: In order to show that the pairs (A,C0) and (A,B0) are observable and control-
lable, respectively, it is sufficient to show that the denominator and the numerator of
H(s) do not have any common root. Let a0+ jb0 be a root of the denominator. Then
1+RL(a0,b0)+ jIL(a0,b0) = 0⇒
RL(a0,b0) =−1,IL(a0,b0) = 0 (27)
If the numerator does not have a root at a0+ jb0, then
β ′ (RCs(a0,b0)+ jICs(a0,b0)) 6= ρ ′ (RCR(a0,b0)+ ICR(a0,b0))
⇒ β ′RCs(a0,b0) 6= ρ ′RCR(a0,b0) ∨ β ′ICs(a0,b0) 6= ρ ′ICR(a0,b0).
(28)
Therefore, by Step 1 and (28), it is possible to find a pair (β ′,ρ ′) such that H(s) does
not have any pole-zero cancellation. According to Step 1-4, H(s) is SPR [21], (A¯,C0) is
observable and (A¯,B0) is controllable, and the base linear system is stable. Moreover,
since −1 < γ < 1, ATρρAρ −ρ < 0. As a result, the Hβ condition is satisfied for the
rest control system (8) with PCI (4) or GFORE (2). Hence, the reset control system (8)
is asymptotically stable with zero input and according to Lemma 1, it has the UBIBS
property for every Bohl function input w(t).
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Figure 4: The closed-loop architecture of a modified reset controller
Corollary 1. Consider Cs = 1, θL = L( jω), and θCR = CR( jω). Suppose the base
linear of (8) is stable, Aρ = γ, −1 < γ < 1., L(s) and does not have any zero-pole
cancellation. Then the reset control system (8) with PCI (4) or GFORE (2) is UBBIS
stable for every Bohl function input w(t) and it is asymptotically stable with w(t) = 0
if at least one of the following conditions hold.
1. For all ω ∈ R+, cos(θL)≥ 0
2. For all ω ∈ R+, cos(θL−θCR)≥ 0
Proof. When Cs = 1, Nχ(ω) = a(ω)2 + b(ω)2 + b(ω). Based on Hypothesis 1, for
all ω ∈ R+ : b(ω) > 0 which implies that Nχ(ω) > 0. Thus, the reset control sys-
tem (8) is of Type (I). In addition, considering CR( jω) = aR(ω)+ jbR(ω), Nϒ(ω) =
a(ω)aR(ω)+b(ω)bR(ω)+aR(ω). Based on Hypothesis 2,
∀ ω ∈ R+ : cos(θL−θCR)≥ 0⇒ a(ω)aR(ω)+b(ω)bR(ω)≥ 0, (29)
and since aR(ω) > 0 in the case of PCI and GFORE, for all ω ∈ R+ : Nϒ(ω) > 0.
Therefore, system (8) is of Type (I) and Type (II).
Furthermore, in [] GFORE and PCI architectures are modified to have better perfor-
mance. Using the same procedure, a frequency-domain method is proposed to assess
the stability of these reset controller systems shown in Fig. 4.
Corollary 2. Let define NSV vector for this system as
#»N (ω) = [Nχ Nϒ]T =[
ℜ(
L( jω)κ( jω)
Cs( jω) ) ℜ(κ( jω)CR( jω))
]T
.
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With this defined NSV and L(s) = CL1CRCL2CsG(s), Theorem 1 is applicable for the
rest control system shown in Fig. 4 with GFORE or PCI if reset instants have the
well-posedness property.
Proof. Similarly, take β ′ = −β and ρ ′ = ρ
Cr
. Based on the proof of the Hβ condition
[2], the transfer function (10) for this configuration (Fig. 4) can be rewritten as
H(s) =
y
r
=
β ′
L(s)
Cs(s) +ρ
′CR(s)
1+L(s)
, (see also Fig. 5). (30)
With this defined NSV, the remains of Step1-4 are repeated. Note, since the dynamic
of reset states depend on the states do not reset, Cs = 1 does not guaranty the well-
posedness property.
Corollary 3. Theorem 1 can be used for the reset control system (8) with CI (3) if
following extra conditions hold.
• When CL1CL2G(s) does not have any pole at origin, Ks0 6= 0. In addition, if
Ks0 > 0, the reset control system (8) is of Type (II); otherwise, it is of Type (I).
• m−n = 2.
Proof. See the appendix.
4. Generalized Second Order Reset Element (GSORE)
In this section one frequency method is proposed for assessing stability property of
the reset control system (Fig. 1) with GSORE (5) which is realized controllable 6. In
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this method, the Hβ condition is combined with optimizaton methods to provide suffi-
cient condition for stability of reset control systems. Before providing the main result,
one applicable preposition which is useful in solving the optimiztion’s constraints is
presented.
Proposition 1. Define vectors
#»Q, #»F ∈R2 as #»Q=
[
Q1 Q2
]
and
#»F(ω)=
[
F1(ω) F2(ω)
]
.
Let
#»Q, #»F(ω) = ϑ(ω, Q2
Q1
), ωp = {ω ∈ R+| F3(ω) ≥ 0}, ωN = R+ −ωp, gp ={
Q2
Q1
∈ R| ∀ω ∈ ωp : Q1F1(ω)+Q2F2(ω)> 0
}
, and gN =
{
Q2
Q1
∈ R| ∀ω ∈ ωN : Q1F1(ω)+Q2F2(ω)> 0
}
.
Then for all ω ∈ R+ :
Q1F1(ω)+Q2F2(ω)> F3(ω)
if and only if
• η1(Q2Q1 )<
√
Q21+Q
2
2 < η2(
Q2
Q1
)
• Q2
Q1
∈
{
Q2
Q1
∈ gp| η1(Q2Q1 )< η2(
Q2
Q1
)
}
in which
η1(
Q2
Q1
) = max
ω∈ωp
F3(ω)
cos(ϑ)
√
F21 (ω)+F22 (ω)
, (31)
η2(
Q2
Q1
) =

∞
Q2
Q1
∈ gN ,
min
ω∈ωN
F3(ω)
cos(ϑ)
√
F21 (ω)+F22 (ω)
Q2
Q1
/∈ gN .
(32)
Proof. See appendix.
Remark 3. Sets gp and gN can be easily obtained using the method described in [].
Denote
f1(X1,X2,X3,ω)=X1ℜ(CR( jω)κ(ω) jω)+X2ℜ(CR( jω)κ(ω))+X3ℜ(Cs( jω)(a2+b2+a)),
f2(X1,X2,X3,ω) = X1ℜ(CR( jω)κ(ω)( jω+2ξωr))+X2ℜ(CR( jω)κ(ω)(2 jξωrω−ω2)− (a+1)2−b2)
+X3ℜ(L( jω)κ(ω)Cs( jω)( jω+2ξωr)).
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G1(Q1,Q2,Q3,Q4) = max
ω∈(0,∞)
f1(Q1,Q2,1,ω) f2(Q3,Q4,1,ω)
( f1(Q2,
Q2Q3
Q4
,
Q2
Q4
,ω)+ f2(Q2,Q1,1,ω))( f1(Q4,Q3,1,ω)+ f2(Q4,
Q1Q4
Q2
,
Q4
Q2
,ω))
G2(Q1,Q2,Q3,Q4) = max
ω∈[0,∞)
f1(1,Q2,Q1,ω) f2(1,Q4,Q3,ω)
( f1(Q2,
Q2
Q4
,
Q2Q3
Q4
,ω)+ f2(Q2,1,Q1,ω))( f1(Q4,1,Q3,ω)+ f2(Q4,
Q4
Q2
,
Q1Q4
Q2
,ω))
Similarly, systems of Type III, of Type IV, and of Type V are defined for the reset con-
trol system (8) with GSORE (6) to help assessing stability.
Definition 5. The reset control system (8) with GSORE (6) is of Type III if the follow-
ing conditions hold.
(1) Aρ =
γ1 0
0 γ2
 , −1 < γi < 1.
(2) Let
M = min
Q1,Q2,Q3,Q4
G1(Q1,Q2,Q3,Q4)
S1 : ∀ω ∈ (0,∞) : Ks0 f1(Q1,Q2,1,ω)> 0
S2 : ∀ω ∈ (0,∞) : Ks0 f2(Q3,Q4,1,ω)> 0
S3 : Ks0
(
2ξωr
Q1
+
Q2
Q1Q4
+
2
Q1
√
2Q2ξωr
Q4
− Q2
Ks0
)
> 1
S4 : Ks0
(
2ξωr
Q1
+
Q2
Q1Q4
− 2
Q1
√
2Q2ξωr
Q4
− Q2
Ks0
)
< 1
S5 : ω
2
r Q1
Q2
+2ωr
ξ +2√2Q1ξωr
Q2
−1
> Q3
Q4
S6 : ω
2
r Q1
Q2
+2ωr
ξ −2√2Q1ξωr
Q2
−1
< Q3
Q4
S7 : Ks0Qi > 0, 2ξωr >
Q4
Ks0
, 2ξωr >
Q2
Q1
,
Q1Q3
Q2Q4
> Γ(γ1,γ2),
(33)
then M < 4.
(3) Considering C0 = (
 1Q2
Q4
C¯e,
Q1 Q2
Q2
Q2Q3
Q4
) and B0 =
0np×2
I2
, then (A¯,C0) be
observable and (A¯,B0) be controllable.
(4) The open-loop has at least one pole at origin and Ks0 6= 0.
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Definition 6. The reset control system (8) with GSORE (6) is of Type IV if the follow-
ing conditions hold.
(1) Aρ =
γ1 0
0 γ2
 , −1 < γi < 1.
(2) Let
M = min
Q1,Q2,Q3,Q4
G2(Q1,Q2,Q3,Q4)
S1 : ∀ω ∈ [0,∞) : f1(1,Q2,Q1,ω)> 0
S2 : ∀ω ∈ [0,∞) : f2(1,Q4,Q3,ω)> 0
S3 : ω2r +2ωr
(
ξQ2+2
√
2Q2ξωr−Q22
)
>
Q2
Q4
S4 : ω2r +2ωr
(
ξQ2−2
√
2Q2ξωr−Q22
)
<
Q2
Q4
S5 : Q4 > 0, 0 < Q2 < 2ξωr, Q2Q4 < 1Γ(γ1,γ2) , Q1 ∈ R, Q3 ∈ R,
(34)
then M < 4.
(3) Considering C0 = (
 Q1Q2Q3
Q4
C¯e,
 1 Q2
Q2
Q2
Q4
) and B0 =
0np×2
I2
, then (A¯,C0) be
observable and (A¯,B0) be controllable.
(4) The open-loop does not have any pole at origin.
(5) m−n > 3.
Definition 7. The reset control system (8) with GSORE 6 is of Type V if the following
conditions hold.
(1) Aρ =
γ1 0
0 γ2
 , −1 < γi < 1.
16
(2) Let
M = min
Q1,Q2,Q3,Q4
G2(Q1,Q2,Q3,Q4)
S1 : ∀ω ∈ [0,∞) : f1(1,Q2,Q1,ω)> 0
S2 : ∀ω ∈ [0,∞) : f2(1,Q4,Q3,ω)> 0
S3 : ω2r −KnQ1+2ξωrQ2+2
√
2ξω3r Q2+
Q22Q3Kn
Q4
−ω2r Q22 >
Q2
Q4
S4 : ω2r −KnQ1+2ξωrQ2−2
√
2ξω3r Q2+
Q22Q3Kn
Q4
−ω2r Q22 <
Q2
Q4
S5 : 2ξω3r Q2+
Q22Q3Kn
Q4
> ω2r Q
2
2,
S6 : Qi ∈ R, Q2 < 2ξωr, KnQ3 < ω2r Q4, 0 < Q2Q4 <
1
Γ(γ1,γ2)
.
(35)
then M < 4.
(3) Considering C0 = (
 Q1Q2Q3
Q4
C¯e,
 1 Q2
Q2
Q2
Q4
) and B0 =
0np×2
I2
, then (A¯,C0) be
observable and (A¯,B0) be controllable.
(4) The open-loop does not have any pole at origin.
(5) m−n = 3.
Theorem 2. The reset control system (8) with GSORE (6) is asymptotically stable
when w(t) = 0, and the system has the UBIBS property for any Boh function input w(t)
if all the following conditions are satisfied.
• The base linear system is stable.
• The reset control system is either of Type III, or of Type IV, or of Type V.
• Cs = 1 and/or reset instants have well-posedness property.
Proof. Theorem 2 is proved in following steps.
• Step 1: The H(s) (10) is calculated for reset control system 8 with GSORE (6)
and it is shown that Lemma 1 holds.
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• Step 2: It is shown that lim
ω→∞ω
2H( jω)+H(− jω)T > 0.
• Step 3: For systems with poles at origin, it is shown that lim
ω→0
H( jω)+H(− jω)T >
0.
• Step 4: It is shown that ∀ ω ∈ R+ : H( jω)+H(− jω)T > 0.
Step 1: In the case of GSORE, we take β =−
[
β1 β2
]
and ρ =
ρ1 ρ2
ρ2 ρ3
> 0 such
that
βi ∈ R, ρ3 > 0, ρ1 > 0, ρ1ρ3 > ρ22 . (36)
In addition, considering Aρ =
γ1 0
0 γ2
,
AρρATρ −ρ =
 (γ21 −1)ρ1 (γ1γ2−1)ρ2
(γ1γ2−1)ρ2 (γ21 −1)ρ3
< 0. (37)
Since −1 < γi < 1 and using (36) and (37), it is obtained that
ρ1ρ3
ρ22
> Γ(γ1,γ2) =
(γ1γ2−1)2
(γ21 −1)(γ21 −1)
≥ 1 (38)
With the considered ρ matrix and β vector, H(s) (10) with (15) is equal to the second
order matrix
H(s) =
y1r1 y1r2y2
r1
y2
r2
 , see also Fig. 3. (39)
Thus, in order to H( jω)+H(− jω)T > 0, 2ℜ(y1r1 ) ℜ(y1r2 + y2r1 )
ℜ(
y1
r2
+
y2
r1
) 2ℜ(
y2
r2
)
> 0⇒
1
|κ(ω)|2
 2 f1(ρ1,ρ2,β1,ω) f1(ρ2,ρ1,β2,ω)+ f2(ρ2,ρ1,β2,ω)
f1(ρ2,ρ1,β2,ω)+ f2(ρ2,ρ1,β2,ω) 2 f2(ρ3,ρ2,β2,ω)
> 0.
(40)
Step 2: Since H(∞)+HT (∞) = 0, lim
ω→∞ω
2(H( jω)+H(− jω)T )> 0. Note that in the
case of SORE, m−n ≥ 3. If m−n > 3, using (40) lim
ω→∞ω
2(H( jω)+H(− jω)T ) > 0
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Figure 6: The block diagram of Hβ condition for the closed-loop architecture Fig. 1 with GSORE
is equal to  4ρ1ξωr−2ρ2 ω2r ρ1+2ρ2ξωr−ρ3
ω2r ρ1+2ρ2ξωr−ρ3 2ω2r ρ2
> 0. (41)
Therefore,
2ρ1ξωr > ρ2, ρ2 > 0,
4(2ρ1ξωr−ρ2)(ω2r ρ2)> (ω2r ρ1+2ρ2ξωr−ρ3)2⇒
ρ23 −2ρ3(ω2r ρ1+2ξωrρ2)+(ω2r ρ1−2ξωrρ2)2+4ω2r ρ22 < 0⇒
(ω2r ρ1+2ξωrρ2)−2ωr
√
2ξωrρ1ρ2−ρ22 < ρ3 < (ω2r ρ1+2ξωrρ2)+2ωr
√
2ξωrρ1ρ2−ρ22
(42)
When m−n = 3, (41) is changed to 4ρ1ξωr−2ρ2 ω2r ρ1+2ρ2ξωr−ρ3−Knβ1
ω2r ρ1+2ρ2ξωr−ρ3−Knβ1 2ω2r ρ2−2Knβ2
> 0, (43)
which implies that
2ρ1ξωr > ρ2, ρ2 > Knβ2,
4(2ρ1ξωr−ρ2)(ω2r ρ2−Knβ2)> (ω2r ρ1+2ρ2ξωr−ρ3−Knβ1)2
ρ23 −2ρ3(ω2r ρ1−Knβ1+2ξωrρ2)+(ω2r ρ1−Knβ1+2ξωrρ2)2−8ξω2r ρ1ρ2+4ω2r ρ22 −4Knρ2β2 < 0⇒
(ω2r ρ1−Knβ1+2ξωrρ2)−2
√
2ξω3r ρ1ρ2+Knρ2β2−ω2r ρ22 < ρ3 < (ω2r ρ1−Knβ1+2ξωrρ2)+2
√
2ξω3r ρ1ρ2+Knρ2β2−ω2r ρ22 ,
2ξω3r ρ1ρ2+Knρ2β2 > ω2r ρ22 .
(44)
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Step3: When L(s) has any pole at origin, equation (40) for ω = 0 is 2Ks0β1 Ks0β2+2Ks0β1ξωr−ρ1
Ks0β2+2Ks0β1ξωr−ρ1 4Ks0β2ξωr−2ρ2
> 0. (45)
Thus,
Ks0β1 > 0, 2Ks0β2ξωr > ρ2,
4(Ks0β1)(2Ks0β2ξωr−ρ2)> (Ks0β2+2Ks0β1ξωr−ρ1)2
ρ21 −2ρ1(2Ks0β1ξωr +Ks0β2)+(2Ks0β1ξωr−Ks0β2)2+4Ks0β1ρ2 < 0⇒
Ks0(2β1ξωr +β2)−2
√
2K2s0ξωrβ1β2−Ks0β1ρ2 < ρ1 < Ks0(2β1ξωr +β2)+2
√
2K2s0ξωrβ1β2−Ks0β1ρ2.
(46)
Step4: In the case L(s) has poles at origin, denote Q1 =
ρ1
β1
, Q2 =
ρ2
β1
, Q3 =
ρ3
β2
and
Q4 =
ρ2
β2
. Based on (40),
1
|κ(ω)|2
 2β1 f1(Q1,Q2,1,ω) β1( f1(Q2,
Q2Q3
Q4
,
Q2
Q4
,ω)+ f2(Q2,Q1,1,ω))
β2( f1(Q4,Q3,1,ω)+ f2(Q4,
Q1Q4
Q2
,
Q4
Q2
,ω)) 2β2 f2(Q3,Q4,1,ω)
> 0
Ks0β1>0=====⇒
Ks0β2>0
 2Ks0 f1(Q1,Q2,1,ω) f1(Q2,
Q2Q3
Q4
,
Q2
Q4
,ω)+ f2(Q2,Q1,1,ω)
f1(Q4,Q3,1,ω)+ f2(Q4,
Q1Q4
Q2
,
Q4
Q2
,ω)
2
Ks0
f2(Q3,Q4,1,ω)
> 0.
(47)
Therefore, for all ω ∈ (0,∞)
Ks0 f1(Q1,Q2,1,ω)> 0, Ks0 f2(Q3,Q4,1,ω)> 0, 4 f1(Q1,Q2,1,ω) f2(Q3,Q4,1,ω)>
( f1(Q2,
Q2Q3
Q4
,
Q2
Q4
,ω)+ f2(Q2,Q1,1,ω))( f1(Q4,Q3,1,ω)+ f2(Q4,
Q1Q4
Q2
,
Q4
Q2
,ω))
⇒min G1(Q1,Q2,Q3,Q4)< 4.
(48)
Also, using this variable transformations in (36), (38) (42), and (46), constraints S3−
S7 of Definition 5 are obtained.
When L(s) does not have any pole at origin, denote Q′1 =
β1
ρ1
, Q′2 =
ρ2
ρ1
, Q′3 =
β2
ρ3
and
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Q′4 =
ρ2
ρ3
. Using (40),
1
|κ(ω)|2
 2ρ1 f1(1,Q
′
2,Q
′
1,ω) ρ1( f1(Q
′
2,
Q′2
Q′4
,
Q′2Q
′
3
Q′4
,ω)+ f2(Q′2,1,Q
′
1,ω))
ρ3( f1(Q′4,1,Q
′
3,ω)+ f2(Q
′
4,
Q′4
Q′2
,
Q′1Q
′
4
Q′2
,ω)) 2ρ3 f2(1,Q′4,Q
′
3,ω)
> 0
ρ3>0
===⇒
ρ1>0
 2 f1(1,Q
′
2,Q
′
1,ω) f1(Q
′
2,
Q′2
Q′4
,
Q′2Q
′
3
Q′4
,ω)+ f2(Q′2,1,Q
′
1,ω)
f1(Q′4,1,Q
′
3,ω)+ f2(Q
′
4,
Q′4
Q′2
,
Q′1Q
′
4
Q′2
,ω) 2 f2(1,Q′4,Q
′
3,ω)
> 0.
(49)
Therefore, for all ω ∈ [0,∞)
f1(1,Q′2,Q
′
1,ω)> 0, f2(1,Q
′
4,Q
′
3,ω), 4 f1(1,Q
′
2,Q
′
1,ω) f2(1,Q
′
4,Q
′
3,ω)>
( f1(Q′2,
Q′2
Q′4
,
Q′2Q
′
3
Q′4
,ω)+ f2(Q′2,1,Q
′
1,ω))( f1(Q
′
4,1,Q
′
3,ω)+ f2(Q
′
4,
Q′4
Q′2
,
Q′1Q
′
4
Q′2
,ω))
⇒min G2(Q′1,Q′2,Q′3,Q′4)< 4.
(50)
With this variable transformations, in (38) and (42), constraints S3−S5 of Definition 6
are achieved. Similarly, constraints S3−S6 of Definition 7 are obtained from (38) and
(44).
According to Step 1-4 ATρρAρ −ρ < 0, H(s) is SPR [21] and (A¯,C0) is observable and
(A¯,B0) is controllable, and the base linear system is stable. Thus, the Hβ condition is
satisfied for reset control system (8) with GSORE (6). Hence, this system is asymptot-
ically stable with zero input and according to Lemma 1, it has the UBIBS property for
every Bohl function input w(t).
Remark 4. Γ(γ1,γ2) =min :γ1, γ2
Γ(γ1,γ2) = 1 when γ1 = γ2. Thus, if Theorem 2 holds for
a pair of γ1 and γ2, it also holds for Aρ = γI, −1 < γ < 1.
Note that unlike linear controllers, one GSORE (5) with different realization con-
figurations have different performances. GSORE (5) can also be realized observable as
Ar =
0 −ω2r
1 −2ξωr
 , Br =
1
0
 , Cr = [0 1] , and Dr = 0, (51)
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or it can be realized with two GFORE as
Ar =
−ωr1 0
1 −ωr2
 , Br =
1
0
 , Cr = [0 1] , Dr = 0, ωr1 +ωr2 = 2ξωr and ωr1ωr2 =ω2r .
(52)
Although Theorem 2 can not be used for other realization configurations such as (51)
and (52), it is possible to modify it for other configurations which is not in the scope of
this paper.
Corollary 4. Suppose Theorem 2 holds for the reset control system (8) with GSORE
(6) for a pair of γ1 and γ2. Then the reset control system (8) with GSORE (5) with
realization configurations (51) or (52) and Aρ = γI, −1 < γ < 1 has the following
property. For each bounded initial condition x0 in the form of x0 =
[
0 ζ0
]T
and each
bounded Bohl function input w(t), there exists ε > 0 such that ||x(t,x0,w(t))||< ε for
t ≥ 0.
Proof. See appendix.
4.1. Modified Generalized Second Order Reset Element (GSORE)
In this section stability analysis of modified GSORE [] is presented. In [] GSORE
(6) with Aρ =
γ 0
0 1
 is used to improve the performance of the reset control system
(8). Actually, one state of GSORE is reset and the other state is utilized to reduce the
high order harmonics of the reset element.
Corollary 5. Let define NSV vector for this system as
#»N (ω) = [Nχ Nϒ]T =[
ℜ(L( jω)κ( jω)Cs( jω)) −ℑ(ωκ( jω)CR( jω))
]T
.
With this defined NSV, Theorem 1 is applicable for the rest control system 8 with
GSORE 6 and Aρ =
γ 0
0 1
 if reset instants have the well-posedness property.
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Proof. Similarly, take β ′ = −β . The transfer function (10) with C0 (15) for this con-
figuration can be rewritten as
H(s) =
y
r
=
β ′L(s)Cs(s)+ρsCR(s)
1+L(s)
, (see also Fig. 6,
y1
r1
with ρ2 = 0). (53)
Step 1 and Step 4 of the proof of Theorem 1 are repeated. When the open-loop has
poles at the origin,
lim
ω→0
ℜ(H( jω)) = Ks0β
′ > 0. (54)
In the case of modified GSORE, m−n≥ 3. Consequently,
lim
ω→∞ω
2ℜ(H( jω)) = 2ρξωr > 0, (55)
and the proof is complete. Similar to the configuration (4), since the dynamic of reset
states depend on the states do not reset, Cs = 1 does not guaranty the well-posedness
property.
5. Illustrative Examples
In this section two examples are used to show how the proposed methods can be
used to study stability of reset control systems. For this purpose, the stability of a
precision positioning system [16] controlled by a reset controller is considered. In this
system (Fig. 11), three actuators are angularly spaced to actuate 3 masses (indicated by
B1, B2, and B3) which are constrained by parallel flexures and connected to the central
mass D through leaf flexures. Only one of the actuators (A1) is considered and used
for controlling the position of mass B1 attached to the same actuator which results in
a SISO system. For using these methods the identification (Fig. 8) of the plant is just
needed. In [16], a non-linear phase compensator, which is termed Constant in gain
Lead in phase (CgLp) (for more details see [14, 16, 35]), has been used to improve the
performance of the precision positioning stage. CgLp compensators, consisting of the
first/second order lead filter and a GFORE/GSORE, have been utilized along with a
PID controller to enhance the stability and precision of the system. In the following,
the stability of two CgLp+PID controllers one of which has GSORE and another one
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Figure 7: Spider stage
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Figure 8: Identification of Spyder stage
has modified GSORE are assessed with the proposed methods. The general structure
of the controller is
C(s)=Kp
GSORE︷ ︸︸ ︷(


: γ1
s2+2ξωrs+ω2r
) Lead︷ ︸︸ ︷(
s2+2ξdωds+ω2d
s2+20ωc+100ω2c
)
︸ ︷︷ ︸
Reset Compensator
PI︷ ︸︸ ︷(
1+
ωc
10s
) Lead︷ ︸︸ ︷( 3s
ωc +1
s
3ωc +1
) Low−Pass︷ ︸︸ ︷(
1
s
10ωc +1
)
︸ ︷︷ ︸
PID
.
(56)
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in which ωc is the cross-over frequency and Kp, γ , ωd , ωr, ξ , and ξd are tuning param-
eters. The PID part is tuned based on [36, 37] and CgLp part is tuned based on [16?
], and Kp is set so that ωc = 200pi . In addition, no shaping filter is used for modifying
the performance of the reset controller (i.e. Cs = 1).
Remark 5. Although as we proved in this paper the place of the reset element does
provide any change in the Hβ condition, it has effects on the performance of the system
[]. In the two following examples, the reset element is the first element of the controller.
5.1. GSORE
In the case of GSORE, the control parameters are γ1 = γ2 = 0.5, ωr = 800pi , ωd =
720pi , Kp = 8.5273e7, and ξ = ξd = 1. Since the controller has a pole at the origin,
we use Definition 5 to assess stability. gp =
{
Q2
Q1
∈ R| 340 < Q2
Q1
< 5057
}
and gp ={
Q3
Q4
∈ R| 1132 < Q3
Q4
}
are obtained for S1 and S2, respectively, using Preposition 1.
Thus, we have to solve this optimization problem
M = min
Q1,Q2,Q3,Q4
G1(Q1,Q2,Q3,Q4)
S1 : ∀ω ∈ (0,∞) : f1(Q1,Q2,1,ω)> 0
S2 : ∀ω ∈ (0,∞) : f2(Q3,Q4,1,ω)> 0
S3 : 1600piQ1 +
Q2
Q1Q4
+
2
Q1
√
1600piQ2
Q4
−Q2 > 1
S4 : 1600piQ1 +
Q2
Q1Q4
− 2
Q1
√
1600piQ2
Q4
−Q2 < 1
S5 : 640000pi
2Q1
Q2
+1600pi
(
1+2
√
1600piQ1
Q2
−1
)
>
Q3
Q4
S6 : 640000pi
2Q1
Q2
+1600pi
(
1−2
√
1600piQ1
Q2
−1
)
<
Q3
Q4
S7 : Qi > 0, 1600pi > Q4, 1600pi > Q2Q1 , 340 <
Q2
Q1
< 5057, 1132 <
Q3
Q4
,
Q1Q3
Q2Q4
> 1,
(57)
This optimization is solved using Genetic Algorithm and Preposition 1. As a result,
with Q1 = 13172, Q2 = 12001144, Q3 = 8113151, and Q4 = 1055, M = 3.5. Further-
more, (A¯,C0) is observable and (A¯,B0) is controllable. Hence, the rest control system
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Figure 9: Step response of the designed GSORE with different γi values
is of Type (III) and using Theorem 2 this GSORE is UBIBS stable for Aρ = γI, −1 <
γ < 1. Furthermore, since
Q1Q3
Q2Q4
> Γ(−0.5,0.5) and Q1Q3
Q2Q4
> Γ(0.5,−0.5), Theorem
2 holds for the designed controller with Aρ =
0.5 0
0 −0.5
 or Aρ =
−0.5 0
0 0.5
.
In Fig. 9, the step responses of the designed controller on Spider stage (Fig 11) with
different γi are demonstrated. As it is observed, Aρ has effects on the performance of
the system, which is not in the scope of this paper.
5.2. Modified GSORE
In the case of modified GSORE, the control parameters are −1 < γ < 1, ωr =
100pi , ωd = 96pi , Kp = 1.135e6, and ξ = ξd = 1. Since the controller has a pole
at the origin, we use Definition 3 with the defined NSV in Corollary 5 in order to
assess stability. For this controller, δ1 = 3.30e−4 < 4.75e−4Ψ1 and I3 =∅. Moreover,
the time regularization technique is used to provide well-posedness property (prevent
successive reset instants). Therefore, the reset control system is of Type (II) and based
on Corollary 5, it is UBIBS stable. The step responses of this controller on Spider stage
(Fig 11) with different γ are shown in Fig. 10.
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Figure 10: Step response of the designed modified GSORE with different γi values
6. Conclusion
In this paper, a novel frequency method for assessing stability of reset control sys-
tems has been proposed based on Hβ condition. This method can verify stability of
the first and second reset control systems using frequency response of their base linear
of open-loop transfer function. Consequently, this method does not need an accurate
parametric model of the system and solving LMI equation. In addition, this method is
applicable in the case of the partial reset technique. The effectiveness of the proposed
method was illustrated in two practical examples. Indeed, this method may simplify
stability analyses of reset controller systems.
Appendix: Proof of Lemma 1
In [2], it has been shown that when Aρ = 0 and the Hβ condition is satisfied, the
system is UBIBS. Here, the part of that proof related to Aρ 6= 0 is modified, while the
remaining parts of the proof are the same. The base linear dynamic of the reset control
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system is x˙l(t) = A¯xl(t)+ B¯w(t),yl(t) = C¯xl(t), (58)
where xl(t) = [xrl (t)
T ζl(t)T ]T ∈ Rnp+nr . Now, denote z(t) : x(t)− xl(t) = [zTp zTr ]T ,
then z˙(t) = A¯z(t), e(t) 6= 0,z(t+) = A¯ρz(t)+(A¯ρ − I)xl(t), e(t) = 0. (59)
According to [2], it is just needed to show that z(t) is bounded. Since the Hβ is satisfied,
there exists a P = PT > 0 such that
P =
 P1 (βC¯e)T
βC¯e ρ
 , P1 = PT1 > 0. (60)
Consider the quadratic Lyapunov function V (t) = z(t)T Pz(t), and using the same pro-
cedure in [2], it is obtained that
V (t)≤ e−ε(t−ti)V (ti), t ∈ (ti, ti+1], ε > 0 (61)
and
V (t+i ) =V (ti)+ x
T
r (ti)(A
T
ρρAρ −ρ)xr(ti)+2(ATρ − I)xTr (ti)βC¯ezp(ti)−2xTr (ti)ATρρxrl (ti)
(62)
in which ti are reset instants. Now, consider the maximum eigen value of ATρρAρ −ρ
as λmax which is negative because ATρρAρ −ρ < 0,
V (t+i )≤V (ti)−|λmax|xTr (ti)xr(ti)+2(ATρ − I)xTr (ti)βC¯ezp(ti)−2xTr (ti)ATρρxrl (ti)
V (t+i )≤V (ti)+2‖xr(ti)‖(||ATρ − I||
∥∥βC¯ezp(ti)∥∥+ |Aρρxrl (ti)|) .
(63)
At reset instants, |C¯ezp(ti)| ≤ |Der(t)| which implies |C¯ezp(ti)| is bounded. Moreover,
since the base linear system is stable, xrl (ti) is bounded. Now, assume that xr(ti) is
unbounded, so based on (61) and (63), it is concluded that V (ti) = 0 when i→ ∞. This
is a contradiction because z(t) = 0⇒ x(t) = xl(t). Therefore, xr(ti) is bounded. Now,
it will be proved that its differentiator is bounded. If reset happens when the input of
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reset element is zero and the dynamic of the reset states do not depend on the states
that they do not reset,
xr(ti)
dti
= Ar
(
eAr(ti−ti−1)xr(ti−1)+
∫ ti
ti−1 e
Ar(ti−τ)Bre(τ)dτ
)
=
Arxr(ti)⇒
∣∣∣∣xr(ti)dti
∣∣∣∣= |Arxr(ti)|. (64)
Thus, since |xr(ti)| is bounded,
∣∣∣∣xr(ti)dti
∣∣∣∣ is bounded. Because |xr(t+i )| ≤ |Aρ ||xr(ti)|,
|xr(ti)|, and
∣∣∣∣xr(ti)dti
∣∣∣∣ are bounded,
∃ K1 > 0, α > 0 | ∀ ti : |xr(ti)|< K1
(
1− eα(ti−ti−1)
)
. (65)
It implies that all reset instants are distinct and the well-posedness property [34] is con-
cluded. Also, (65) can be concluded when reset instants have well-posedness property.
Since the system has the well-posedness property, (8) has a well-defined solution for
every initial condition and Bohl function input w(t) [34]. The rest of the proof remains
the same as [2].
Appendix: Proof of Corollary 3
In the case of CR =
1
s
, Step1 and Step 4 of Theorem 1 remain the same. For Step
2, considering ωr = 1 (21) and (24) hold. In Step 3, when m−n > 2,
lim
ω→∞ω
2ℜ(H( jω)) = 0, (66)
which implies that H(s) is not SPR in the case of m− n > 2. Whereas in the case of
m−n = 2,
lim
ω→∞ω
2ℜ(H( jω)) =−Ks0β ′ > 0, (67)
and the proof is completed.
Appendix: Proof of Preposition 1
For proving this preposition, consider Q1F1(ω)+Q2F2(ω) > F3(ω) as a scaler
product of two vectors
#»F(ω) and #»Q. Thus, for all ω ∈ R+ :√
Q21+Q
2
2
√
F21 (ω)+F22 (ω)cos(ϑ)> F3(ω). (68)
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u(t)
CR2
y1(t)
y2(t)
Figure 11: Two reset controllers CR1 and CR2 with different realization configurations
When F3(ω)≥ 0, cos(ϑ) must be positive and√
Q21+Q
2
2 > maxω∈ωp
F3(ω)
cos(ϑ)
√
F21 (ω)+F22 (ω)
= η1(
Q2
Q1
). (69)
Positiveness of cos(ϑ) implies
Q2
Q1
∈ gp. When F3(ω) < 0, there are two solutions.
cos(ϑ)≥ 0 which implies Q2
Q1
∈ gN , or
√
Q21+Q
2
2 < minω∈ωN
F3(ω)
cos(ϑ)
√
F21 (ω)+F22 (ω)
η2(
Q2
Q1
). (70)
Therefore, based on (69) and (70) η2(
Q2
Q1
)> η1(
Q2
Q1
) and the proof is finished.
Appendix: Proof of Corollary 4
First, a Lemma which is used in proving the corollary is stated and proved.
Lemma 2. In Fig. 11, suppose CR1 and CR2 have the same the base linear strictly
proper transfer function with different realization configurations. Then if Aρ = γI and
their initial conditions are zero, y1(t) = y2(t).
Proof. Let Ar1 , Br1 , and Cr1 are the dynamic matrices of the CR1 and Ar2 , Br2 , and Cr2
are the dynamic matrices of the CR2 . Since the the base linear transfer function of CR1
and CR2 are the same, based on linear control theory,
Cr1
∫ t
t0
eAr1 (t−τ)Br1u(τ)dτ =Cr2
∫ t
t0
eAr2 (t−τ)Br2u(τ)dτ. (71)
From (71), it is possible to concluded that
Cr1
∫ t2
t1
eAr1 (t−τ)Br1u(τ)dτ =Cr2
∫ t2
t1
eAr2 (t−τ)Br2u(τ)dτ. (72)
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Let tk, k ∈N is reset instants of the system. Since initial condition is zero, the response
of these reset systems are
y1(t) =Cr1
(∫ t
tk
eAr1 (t−τ)Br1u(τ)dτ+ γ
∫ tk
tk−1
eAr1 (t−τ)Br1u(τ)dτ+ · · ·+ γk
∫ t1
t0
eAr1 (t−τ)Br1u(τ)dτ
)
,
(73)
y2(t) =Cr2
(∫ t
tk
eAr2 (t−τ)Br2u(τ)dτ+ γ
∫ tk
tk−1
eAr2 (t−τ)Br2u(τ)dτ+ · · ·+ γk
∫ t1
t0
eAr2 (t−τ)Br2u(τ)dτ
)
.
(74)
Based on (71) and (72), it is obtained that y1(t) = y2(t).
Now, the corollary will be proved. Based on Lemma 2, if Aρ = γI and initial con-
dition of reset part is zero, the linear states ζ (t) are the same for different realization
configurations of reset controllers. Thus, since Theorem 2 holds for the reset control
system (8) with GSORE (5) with controllable realization (6), ζ (t) are also bounded
in the reset control system (8) with GSORE (5) with realization configurations (51)
and (52). Therefore, it is just needed to show that the reset states xr(t) are bounded.
Consider (1). Since u1(t) and ur(t) are bounded and based on Ar, Br, and Cr of config-
urations (51) and (52), xr(t) must be bounded.
References
References
[1] J. Clegg, A nonlinear integrator for servomechanisms, Transactions of the Amer-
ican Institute of Electrical Engineers, Part II: Applications and Industry 77 (1)
(1958) 41–42.
[2] O. Beker, C. Hollot, Y. Chait, H. Han, Fundamental properties of reset control
systems, Automatica 40 (6) (2004) 905–915.
[3] W. Aangenent, G. Witvoet, W. Heemels, M. Van De Molengraft, M. Steinbuch,
Performance analysis of reset control systems, International Journal of Robust
and Nonlinear Control 20 (11) (2010) 1213–1233.
31
[4] F. Forni, D. Nesˇic´, L. Zaccarian, Reset passivation of nonlinear controllers via a
suitable time-regular reset map, Automatica 47 (9) (2011) 2099–2106.
[5] A. F. Villaverde, A. B. Blas, J. Carrasco, A. B. Torrico, Reset control for passive
bilateral teleoperation, IEEE Transactions on Industrial Electronics 58 (7) (2011)
3037–3045.
[6] A. Ban˜os, A. Barreiro, Reset control systems, Springer Science & Business Me-
dia, 2011.
[7] S. Van Loon, K. Gruntjens, M. F. Heertjes, N. van de Wouw, W. Heemels,
Frequency-domain tools for stability analysis of reset control systems, Automat-
ica 82 (2017) 101–108.
[8] S. H. HosseinNia, I. Tejado, B. M. Vinagre, Fractional-order reset control: Ap-
plication to a servomotor, Mechatronics 23 (7) (2013) 781–788.
[9] Y. Guo, L. Xie, Y. Wang, Analysis and design of reset control systems, Institution
of Engineering and Technology, 2015.
[10] I. Horowitz, P. Rosenbaum, Non-linear design for cost of feedback reduction in
systems with large parameter uncertainty, International Journal of Control 21 (6)
(1975) 977–1001.
[11] L. Hazeleger, M. Heertjes, H. Nijmeijer, Second-order reset elements for stage
control design, in: 2016 American Control Conference (ACC), IEEE, 2016, pp.
2643–2648.
[12] Y. Guo, Y. Wang, L. Xie, Frequency-domain properties of reset systems with
application in hard-disk-drive systems, IEEE Transactions on Control Systems
Technology 17 (6) (2009) 1446–1453.
[13] S. Van den Eijnden, Y. Knops, M. F. Heertjes, A hybrid integrator-gain based low-
pass filter for nonlinear motion control, in: 2018 IEEE Conference on Control
Technology and Applications (CCTA), IEEE, 2018, pp. 1108–1113.
32
[14] L. Chen, N. Saikumar, S. H. HosseinNia, Development of robust fractional-order
reset control, IEEE Transactions on Control Systems Technology.
[15] D. Vale´rio, N. Saikumar, A. A. Dastjerdi, N. Karbasizadeh, S. H. HosseinNia, Re-
set control approximates complex order transfer functions, Nonlinear Dynamics
(2019) 1–15.
[16] N. Saikumar, R. Sinha, S. H. Hoseinnia, ‘constant in gain lead in phase’ element-
application in precision motion control, IEEE/ASME Transactions on Mechatron-
ics.
[17] L. Zaccarian, D. Nesic, A. R. Teel, First order reset elements and the Clegg in-
tegrator revisited, in: Proceedings of the 2005, American Control Conference,
2005., IEEE, 2005, pp. 563–568.
[18] A. Barreiro, A. Ban˜os, S. Dormido, J. A. Gonza´lez-Prieto, Reset control systems
with reset band: Well-posedness, limit cycles and stability analysis, Systems &
Control Letters 63 (2014) 1–11.
[19] A. Ban˜os, M. A. Davo´, Tuning of reset proportional integral compensators with
a variable reset ratio and reset band, IET Control Theory & Applications 8 (17)
(2014) 1949–1962.
[20] J. Zheng, Y. Guo, M. Fu, Y. Wang, L. Xie, Improved reset control design for a
pzt positioning stage, in: 2007 IEEE International Conference on Control Appli-
cations, IEEE, 2007, pp. 1272–1277.
[21] H. K. Khalil, J. W. Grizzle, Nonlinear systems, Vol. 3, Prentice hall Upper Saddle
River, NJ, 2002.
[22] D. Nesˇic´, L. Zaccarian, A. R. Teel, Stability properties of reset systems, Auto-
matica 44 (8) (2008) 2019–2026.
[23] A. Ban˜os, J. Carrasco, A. Barreiro, Reset times-dependent stability of reset con-
trol systems, IEEE Transactions on Automatic Control 56 (1) (2010) 217–223.
33
[24] K. Rifai, J.-J. Slotine, Compositional contraction analysis of resetting hybrid sys-
tems, IEEE Transactions on Automatic Control 51 (9) (2006) 1536–1541.
[25] S. Polenkova, J. W. Polderman, R. Langerak, Stability of reset systems, in: Pro-
ceedings of the 20th International Symposium on Mathematical Theory of Net-
works and Systems, 2012, pp. 9–13.
[26] P. Vettori, J. W. Polderman, R. Langerak, A geometric approach to stability of
linear reset systems, Proceedings of the 21st Mathematical Theory of Networks
and Systems.
[27] A. Banos, J. Carrasco, A. Barreiro, Reset times-dependent stability of reset con-
trol with unstable base systems, in: 2007 IEEE International Symposium on In-
dustrial Electronics, IEEE, 2007, pp. 163–168.
[28] D. Paesa, J. Carrasco, O. Lucia, C. Sagues, On the design of reset systems with
unstable base: A fixed reset-time approach, in: IECON 2011-37th Annual Con-
ference of the IEEE Industrial Electronics Society, IEEE, 2011, pp. 646–651.
[29] W. M. Griggs, B. D. Anderson, A. Lanzon, M. C. Rotkowitz, A stability result
for interconnections of nonlinear systems with “mixed” small gain and passivity
properties, in: 2007 46th IEEE Conference on Decision and Control, IEEE, 2007,
pp. 4489–4494.
[30] J. Carrasco, A. Ban˜os, A. van der Schaft, A passivity-based approach to reset
control systems stability, Systems & Control Letters 59 (1) (2010) 18–24.
[31] C. Hollot, Y. Zheng, Y. Chait, Stability analysis for control systems with reset in-
tegrators, in: Proceedings of the 36th IEEE Conference on Decision and Control,
Vol. 2, IEEE, 1997, pp. 1717–1719.
[32] O. Beker, C. Hollot, Q. Chen, Y. Chait, Stability of a reset control system under
constant inputs, in: Proceedings of the 1999 American Control Conference (Cat.
No. 99CH36251), Vol. 5, IEEE, 1999, pp. 3044–3045.
34
[33] C. Hollot, O. Beker, Y. Chait, Q. Chen, On establishing classic performance mea-
sures for reset control systems, in: Perspectives in robust control, Springer, 2001,
pp. 123–147.
[34] A. Banos, J. I. Mulero, A. Barreiro, M. A. Davo, An impulsive dynamical sys-
tems framework for reset control systems, International Journal of Control 89 (10)
(2016) 1985–2007.
[35] A. Palanikumar, N. Saikumar, S. H. HosseinNia, No more differentiator in PID:
Development of nonlinear lead for precision mechatronics, in: 2018 European
Control Conference (ECC), IEEE, 2018, pp. 991–996.
[36] R. M. Schmidt, G. Schitter, A. Rankers, The Design of High Performance
Mechatronics-: High-Tech Functionality by Multidisciplinary System Integra-
tion, IOS Press, 2014.
[37] A. A. Dastjerdi, N. Saikumar, S. H. HosseinNia, Tuning guidelines for fractional
order PID controllers: Rules of thumb, Mechatronics 56 (2018) 26–36.
35
