The Local Linearization (LL) method for the integration of ordinary differential equations is an explicit one-step method that has a number of suitable dynamical properties. However, a major drawback of the LL integrator is that its order of convergence is only two. The present paper overcomes this limitation by introducing a new class of numerical integrators, called the LLT method, that is based on the addition of a correction term to the LL approximation. In this way an arbitrary order of convergence can be achieved while retaining the dynamic properties of the LL method. In particular, it is proved that the LLT method reproduces correctly the phase portrait of a dynamical system near hyperbolic stationary points to the order of convergence. The performance of the introduced method is further illustrated through computer simulations.
Introduction
A number of existing numerical integrators for ordinary differential equations (ODEs), which will be referred to as exponential methods, have in common the explicit use of exponentials in obtaining an approximate solution. Some examples are the methods known as exponential fitting [1] , exponential integrating factor [2] , exponential integrators ( [3] , [4] ), exponential time differencing ( [5] , [6] ), truncated Magnus expansion ( [7] , [8] ), truncated Fer expansion [9] (also called exponential of iterated commutators in [10] ), local linearization (see, e.g., [4] , [11] , [12] , [13] , and references therein), quadrature schemes based on versions of the variation of constants formula (e.g., [14] , [15] , [16] , [17] , [18] , and exponential Runge-Kutta methods [19] , [20] ). The development of exponential methods has been greatly stimulated by their success in preserving stability properties of the underlying systems in cases in which nonlinear implicit schemes are very expensive to implement and standard explicit schemes require extremely small time steps in order to be stable. Furthermore, several algorithmic advances have contributed to make them more feasible even for large systems of differential equations. A number of efficient and stable procedures are now available for computing matrix exponential, e.g. through the Schur decomposition, stable Padé approximations with the scaling and squaring method, Krylov subspace methods and Lie-group based algorithms (see, e.g., [3] , [4] , [21] , [22] , [23] , [24] , [25] ). Fast algorithms for the computation of some integrals that involve matrix exponential have also been elaborated ( [26] , [27] ).
In particular, Local Linearization (LL) for autonomous ODEs is an exponential method that elaborates the following strategy: the vector field of the equation is locally (piecewise) approximated through a first-order Taylor expansion at each time step, so obtaining successive linear equations that are explicitly integrated. This approach has also appeared in the literature under other names, such as matricial exponentially fitted method [28] , exponential Euler method [29] , piece-wise linearized method [12] and exponentially fitted Euler method [4] .
Theoretical and practical results have shown that the LL method has a number of convenient dynamic properties. These include A-stability, lack of spurious equilibrium points under quite general conditions, and conservation of the dynamics of the exact solution around hyperbolic equilibrium points and cycles (see, e.g., [13] ). Another appealing feature of the LL approach is its flexibility to be extended to more general kinds of equations, e.g., stochastic differential equations ( [11] , [30] , [31] ), random differential equations [32] and delay differential equations [33] .
However, a major drawback of the standard LL method is its low order of convergence; namely, order two ( [12] , [13] ). To overcome this, a class of higher order local linearization methods was developed in [34] . These are based on adding a correction term to the LL approximation, which is computed by solving an auxiliary ODE by means of standard explicit integrators. In the present paper an alternative approach is introduced that will be referred to as the Local LinearizationTaylor (LLT) method. This also adds a correction term to the LL approximation but now the correction is determined through a truncated Taylor expansion. It was partially inspired by the purpose of combining the LL method with the well-know Ito-Taylor expansions for the numerical integration of stochastic differential equations [35] . In this sense, the performance of the LLT method for ODEs is also significant as a limit case of its stochastic counterpart when the noise variance goes to zero.
Similarly to the methods in [5] , [14] , [15] , [18] , [19] and [20] , LLT is an A-stable integrator that is derived by inserting a polynomial approximation into the remainder term of the variation of constants formula. Also likewise some other integrators based on versions of this formula (e.g., [15] , [17] ) and classical multiderivative integrators it requires the knowledge of higher order derivatives of the exact solution. On this basis said polynomial is optimally provided by a truncated Taylor expansion but at the expense of computing higher derivatives. For this, there are known recursive algorithms (see, e.g., [36] , [37] , [38] ), and the use of symbolic computing packages may be helpful. The practical scope of the LLT method focuses on systems of equations for which such a computation is feasible with affordable effort.
In comparison with related approaches, the LLT method has a number of distinctive features: i) Its linear term is locally determined at each time step (contrary to the global decomposition into linear and nonlinear parts involved in exponential time differencing [5] and exponential RungeKutta methods [19] , [20] ). ii) Said approximating polynomial is obtained through a truncated Taylor expansion, not by means of multistep interpolation or multistage algorithms as in [5] , [14] , [15] , [18] , [19] , [20] . iii) As a consequence, LLT reduces to the standard LL method when the degree of such a polynomial is zero. iv) Some simplifications in computing this polynomial arise from the fact that its first two coefficients are null. v) LLT is a one-step method, so avoiding the inconvenience of determining starting values (in contrast with the multistep integrators in [5] , [14] , [15] ). vi) It is non-iterative (unlike the method introduced in [18] ). vii) It does not require the previous computation of a first approximation by some other A-stable method (unlike the approach in [17] ). viii) It retains the equilibrium points of the underlying system and does not introduce spurious fixed points when the time step is sufficiently small. Note that without this condition the meaning of the A-stability analysis were not clear. ix) Remarkably, all the numerical work required for computing the integrals of exponential functions involved in the LLT scheme is reduced to evaluate just one matrix exponential. The dimension q of this exponential is slightly greater than the dimension d of the system; namely, q = d + p, where p is the desired order of global convergence of the LLT approximation.
The paper is organized as follows. Section 2 reviews the standard, low order LL method, as well as some discretization schemes that have been proposed for its numerical implementation. Section 3 introduces the LLT method, and discusses its computational aspects. Section 4 deals with its orders of local and global convergence, while Section 5 studies some of its dynamic properties. It is proved that the LLT approach makes possible to achieve an arbitrary order of convergence without losing important dynamic features of the standard LL method. Finally, Section 6 illustrates the performance of the introduced method through some computer simulations.
Standard Local Linearization

Local Linearization method
Consider the (autonomous) initial-value problem
where t 0 , T ∈ R, x 0 ∈ D. Let t 0 < t 1 < ... < t N = T be a time discretization, and denote
The LL method can be derived as follows. Associated with (1) define the local problems
for given constants x tn ∈ D, n = 0, ..., N − 1. These equations are approximated by linear ones on the basis of the first-order Taylor expansion of f around x t n :
where
and f 0 (x) is the derivative of f evaluated at x. Equation (4) has a solution, say y n (t), that is explicit in terms of the fundamental matrix Φ n (t) = Φ (t, t n ) = exp ((t − t n ) L n ) of the associated homogeneous linear system
Namely,
where the matrix function
is determined by the analytic function
The (continuous-time) LL approximation y LL (t) to the solution of (1)- (2) is defined by concatenating the solutions (6) of said local linear problems:
starting at y LL (t 0 ) = x 0 . Correspondingly, the LL discretization is defined by evaluating this approximation at the discrete times t = t n :
starting at y
Local Linearization schemes
A number of schemes have been proposed for the numerical implementation of the LL discretization (10) . For completeness, a summarization of them is presented below. LL scheme I) If the matrix L n is not singular then integration by parts of (6) results in
This expression has been used to compute the LL discretization by some authors ( [11] , [28] , [29] ). However, it is known that formula (11) suffers from cancellation error for nearly singular matrices (t n+1 − t n ) L n (see, e.g., comments in [6] and references therein). Another drawback of (11) is that it requires computation of matrix inverses in addition to the matrix exponential. LL scheme II) (10) can be rewritten
can be approximated with good accuracy by means of the truncation of its Taylor series expansion
and in turns r 0 (L n , h n ) can be obtained from r 0 (L n , τ) through m applications of the recursion
This algorithm is proposed in [16] . A limitation of this implementation is that Taylor polynomials are not stable approximations to matrix exponential ( [39] ). Another one is that a very large number m of scaling steps may be necessary in order to achieve a desired accuracy.
LL scheme III) An algorithm to compute r j (M, h) , j ≥ 0, on the basis of the Schur decomposition of M is elaborated in [30] . The resulting value of r 0 (L n , h n ) can be inserted into (12) to obtain y LL t n+1 . Accuracy and stability properties of this implementation remain to be studied.
In the context of implementing exponential time differencing methods, in [6] it is proposed to take Γ as a suitable circle and to compute this integral by the trapezoidal rule with equally spaced points. Simulation results have shown that the resulting scheme overcomes the poor accuracy of (11) when h n L n is nearly singular. However, this is achieved at the expense of computing inverses of a large number of matrices z j I − h n L n corresponding to the quadrature nodes z j .
Further effort is involved in ensuring that Γ encloses all the eigenvalues of h n L n . On the other hand, stability properties of this implementation remain to be studied. LL scheme V) For systems of large dimension d À 1, subspace Krylov methods for approximating matrix exponential have been introduced in [3] . For any A ∈ R d×d , v ∈ R d , m ∈ N and any analytic function g, they reduced the problem of approximating g (A) v to compute g (H m ) e 1 , where H m ∈ R m×m is the Hessenberg matrix corresponding to the Krylov subspace generated by v, Av, ..., A m−1 v, and e 1 is the first unit vector in R m . High accuracy is achieved even by choosing m ¿ d, which makes computation of g (H m ) e 1 much easier than g (A) v. This makes it feasible to obtain a precise approximation to (10) even for high dimensional systems. Error bounds of this approach are studied in [3] .
LL scheme VI) Denote y
Then, from the theorem 1 in [26] (see [40] ) it follows that the vector g n can be obtained from
In this way the numerical implementation of the LL method is reduced to compute the matrix exponential exp (h n C n ). For this, there are a number of available algorithms, e.g., those based on the Schur decomposition, stable Padé approximations with scaling and squaring strategies or Krylov subspace methods ( [3] , [4] , [21] , [22] , [23] , [24] , [25] ). In addition to the LL schemes just reviewed, other ones could be elaborated by applying any A-stable numerical integrator to solve the linear problems (4). Since standard implicit methods results to be explicit for linear equations, the resulting LL schemes would be A-stable with moderate computational cost. Notice also that (4) can be equivalently expressed as the homogeneous linear problem
with the matrix C n just defined above and
, where z (t) is an auxiliary variable. This system has the exact solution
Thus, the application of any integrator to (4) is equivalent to an approximation to exp (h n C n ), likewise the LL Scheme (VI) above. In particular, implicit Runge-Kutta (IRK) methods lead to stable Padé approximations to matrix exponential [39] . However, from a practical viewpoint it should be taken into account that algorithms specifically designed to compute matrix exponential usually incorporate additional processing routines to improve accuracy and numerical stability, e.g., squaring and scaling, balancing, etc. (see [25] and references therein).
For further information on LL schemes and their error analysis we refer to [41] .
3 Local Linearization with higher order correction
Local Linearization-Taylor method
In order to improve the accuracy of the standard LL method reviewed above, consider the addition of a correction term z (t) to obtain a better approximation to the solution of (1)- (2):
From the variation of constants formula (see, e.g., [42] ) it follows that for each n = 0, ..., N −1 the exact solution x n (t) of (3) can be written
where y LL n (t) is the solution (6) of the local linear problem (4), and for t ∈ Λ n ,
Here, L n and a n are defined by (5) .
, the usual local existence-uniqueness theorem (see, e.g., [43] ) ensures the existence of
In addition, since x (t, a, ξ) is the solution of an autonomous system, its temporal derivatives at t = a do not depend on a. Thus, for all ξ ∈ D, 2 ≤ j ≤ p − 1, the following is well-defined:
Given p ≥ 2, the Taylor expansion of M n (x n (t)) in (14) up to order p − 1 at t = t n results in approximating x n (t) by y n (t) = y LL n (t) + z n (t) , where
, and c j (x t n ) are defined by (15) for j ≥ 2. This motivates to define the following approximation y (t) to the solution of (1)- (2), which will be referred to as the Local Linearization-Taylor (LLT) approximation: for n = 0, ..., N −1, t ∈ Λ n ,
starting at y (t 0 ) = x 0 , where L n = f 0 (y (t n )). Taking into consideration (7), this can also be written
for all ξ ∈ D, h ≥ 0. Correspondingly, the LLT discretization is defined by evaluation at the times t = t n , n = 0, 1, ..., N − 1 :
starting at y t 0 = x t 0 . Given p ≥ 2, the notation LLTp will be used to make explicit that the summation in (16)-(19) is up to p − 1. This will be referred to as the LLT method of order p. Notice that for p = 2 this reduces to the LL discretization, which has (global) order of convergence 2.
Details on the computation of the coefficients c j (y t n ) and the exponential integrals involved in the LLT discretization (19) are discussed in the next Section.
Remark 1 The LLT method just described can be straightforwardly extended to non-autonomous ODE x 0 (t) = f (t, x (t)) just by substituting f (t n , y (t n )) for f (y (t n )) and f 0 (t n , y (t n )) for L n = f 0 (y (t n )) in (16) . A-stability and arbitrary order of convergence can be achieved in this way. However, A-stability is a rather weak concept for non-autonomous systems. Time-varying linear parts L n (t) must be considered in the local linearization if stronger stability properties are desired, such as AN -stability.
Computational aspects
Given p ≥ 3, the LLTp discretization (19) requires the computation of the vectors c j (y tn )defined by (15) for 2 ≤ j ≤ p − 1, i.e., which involve temporal derivatives up to order p of the exact solution x (t, t n , y t n ) evaluated at t = t n . These in turns can be written in terms of derivatives of f evaluated at y t n . Some useful simplifications arise from the fact that c 0 (y t n ) = c 1 (y t n ) = 0. The implementation of the LLT discretization also requires to evaluate integrals involving the matrix exponential in (19) . Remarkably, this can be done exactly by computing just one matrix exponential likewise the implementation of the LL method (VI) discussed in Section 2 (see also [26] and [27] for related results).
For this, define z n (s) = y (t n + s) − y (t n ) for 0 ≤ s ≤ h n , where y (t) is the LLT approximation (17) . Then,
and hence the variation of constants formula implies that
where c j = c j (y (t n )) and z n (0) = 0. Define the auxiliary variable w (s) = (s
starting at u n (0) = (0, ..., 0, 1), where
Define the block matrices
Thus, the LLT discretization can be obtained as
In this way the implementation of the LLTp discretization is reduced to compute just the exponential of a matrix h n A n of dimension (d + p) × (d + p).
Order of convergence
In order to analyze the error of the LLTp method for given p ≥ 3, the following usual assumptions will be referred to:
H2) x 0 ∈ D and t 0 , T ∈ R are such that there exists a solution x (t) in D to the initial-value problem (1)-(2) on the interval t 0 ≤ t ≤ T .
The following basic lemmas will be useful.
.., p − 1, where c j is defined by (15) .
Proof. (H1) implies that for all ξ ∈ D and j = 2, ..., p − 1, c j (ξ) given by (15) is well-defined. By the chain rule of derivation, c j (ξ) can be represented through products and sums of the derivatives f (r) (ξ) , r = 0, 1, ..., j. Thus, the thesis follows from
Lemma 3 If (H1) holds then the function ϕ LLT (s, ξ) defined by (18) satisfies
∂ r ∂s r ϕ LLT (., .) ∈ C (R + ×D) and ∂ ∂ξ ∂ r ∂s r ϕ LLT (., .) ∈ C (R + ×D) for r ∈ Z + .
Proof. For arbitrary s ∈ R + and ξ ∈ D, ϕ LLT can be expressed
where for s ∈ R + , M ∈ R d×d and j ≥ 1,
Setting ϕ 0 (z) = e z , the functions ϕ j (z) , z ∈ C, satisfy ϕ j (0) = 1/j! and the recursion ϕ j+1 (z) = ¡ ϕ j (z) − 1/j! ¢ /z. Thus, they are analytic on C,
and the corresponding matrix functions ϕ j (M) are continuous and have continuous derivatives on R d×d . Thus, the theorem follows from (21), Lemma 2 and the assumed continuity of f and f 0 on D. For simplicity, henceforth it is assumed uniform discrete times, t n = t 0 + nh ∈ [t 0 , T ] , n = 0, 1, ..., N, h = (T − t 0 ) /N. The local error of the LLTp approximation to the exact solution x (t) at time t n+1 is l n+1 = kx (t n+1 ) − x (t n ) − hϕ LLT (h, x (t n ))k .
Theorem 4
Assume the hypotheses (H1)-(H2) hold. Then, there exists a constant C > 0, not depending on h, such that the local error is
for all n = 0, ..., N − 1.
This and the variation of constants formula imply that
for j = 2, ..., p − 1.
Recursive computation of derivatives using (24) and (25) shows that
, the Taylor formula for increments gives
where the sup is over
and so v (s, x (a)) is bounded too. Induction using (24) shows that (26) is finite too. (H1)-(H2) hold. Then, there exist constants h 0 , C > 0 such that, for 0 < h ≤ h 0 , the LLTp discretization y t n+1 given by (19) is well-defined for all times t n+1 = t 0 + nh, n = 0, ..., N − 1, and the global error is e n+1 =°°x (t n+1 ) − y t n+1°°≤ Ch p .
Theorem 5 Suppose conditions
Proof. Denote X = {x (t) : t ∈ [t 0 , T ]} . Since X is a compact set contained in the open set D ⊂R d , there exists ε > 0 such that the compact set
By construction, y t 0 = x t 0 = x (t 0 ) ∈ A ε . Assume y t 0 , ..., y tn ∈ A ε for some 0 ≤ n ≤ N − 1. Then, y t n+1 is well-defined, and
is the local error at time t n+1 , and 
Lemma 3 ensures that
Thus,
and hence
Therefore, in order to guarantee y t n ∈ A ε for all n = 0, ..., N − 1, and so that the LLT discretization is well-defined, it is sufficient that 0 < h ≤ h 0 , where h 0 is chosen in such a way that Ch p 0 ≤ ε. This also ensures that the inequality (28) holds.
Dynamics near stationary points
Our main purpose in what follows is to study the dynamical behavior of the LLT method near stationary points.
The LLT map Ψ h (y) = y+hϕ LLT (h, y)
inherits the regularity and A-stability of the LL discretization [13] because the former reduces to the later in case of linear systems. For general nonlinear systems the next theorem shows that the LLT discretization has no spurious fixed point for step sizes sufficiently small. Theorem 6 Suppose hypothesis (H1) of Section 4 holds. If the stepsize is small enough then a fixed point of the LLT map is an equilibrium point of the continuous-time system, and vice verse.
Proof. The chain rule of differential calculus implies that the coefficients c j (y) in the definition of the LLTp discretization (18)- (19) are linear functions of f (y), say c j (y) = M j (y) f (y) for some matrices M j (y). Thus, using (21) the LLTp map can be written
and ϕ j are defined by (22) . Since ϕ j are continuous functions and ϕ j (0) = I/j!, B (h, y) is a continuous function of h and B (0, y) = I. Therefore, there exists a vicinity of h = 0 such that B (h, y) is an invertible matrix. Thus, for h > 0 small enough, Ψ h (y) = y if and only if f (y) = 0.
We will study the capability of the LLT discretization for approximating the local stable and unstable manifolds at a stationary point following techniques introduced in [44] . For this, some notations are first defined below.
Suppose the following conditions are fulfilled:
, and all the eigenvalues of f 0 (0) have non null real parts. Then 0 ∈ R d is an hyperbolic stationary point of the system x 0 = f (x). Let x (t, x 0 ) be the solution of this equation with x (0, x 0 ) = x 0 and maximal interval of existence [0, T (x 0 )[. Given p ≥ 2 and h > 0, let y (t n , x 0 ) ∈ D be the LLTp discretization starting at y (0, x 0 ) = x 0 and maximal grid of existence
Let X s , X u be the stable and unstable subspace for the hyperbolic linear vector field f 0 (0),
The local stable and unstable manifold at 0 with respect to some ε 0 ≥ ε > 0 are defined by
Here, the solution x (t, x 0 ) for t < 0 is defined via the time reverse system x 0 = e f (x) = −f (x) . It is known that these manifolds can be represented as graphs
where K ε,s = K ε ∩ X s , K ε,u = K ε ∩ X u , and the functions p : K ε,s → K ε,u , q : K ε,u → K ε,s are as smooth as f. Likewise, the local stable and unstable manifold at 0 of the time discretization map are defined by
The points y (t n , x 0 ) for n ∈ −N are defined via the time reverse system corresponding to the LLT map (assuming h small enough to ensure this map be invertible).
The behavior of the LLT method near stationary points is summarized in the next theorem. This shows that the phase portrait of a dynamical system near an hyperbolic stationary point is reproduced correctly by the LLT method. In particular, the stable and unstable manifolds of the LLTp discretization converge to their continuous counterparts with an error of order p. This make it possible to improve the approximation to the local manifolds provided by the standard LL method, which is of order only 2 [13] . 
Correspondingly, for any z 0 ∈ K ε and h ≤ h 0 , there exists
The proof of this theorem will be based on the following lemma.
Lemma 8 Assume that (H3) holds. Then, for some δ > 0 the map ϕ LLT : R + × D of the LLTp discretization (18) satisfies:
Proof. Part (a) follows from lemma 3, ϕ LLT (0, ξ) = f (ξ) and
. Under (H3), the standard existence-uniqueness theorem ensures that for some T > 0 there exists the solution x (t, 0) defined on t ∈ [0, T ]. Theorem 1, pp. 80, in [43] states that there are constants δ > 0, T > 0, such that for any ξ ∈ K δ there exists a (unique) solution x (t, ξ) of (1) on [0, T ] with x (0, ξ) = ξ, and furthermore x (.,
Likewise the proof of Theorem 4 it can be shown that, for r = 0, ..., p,
∂s r ϕ LLT (., .) ∈ C (R + ×D) (lemma 3), and so
Thus, the application of the Taylor formula leads to
This complete the proof of (b).
Proof of theorem 7. Parts (a), (b) of Lemma 8 and the fact that the LLT method retains the stationary points of the continuous system are, respectively, the hypotheses (3.1), (3.2) and (3.3) of Theorem 3.1 in [44] , from which the present theorem directly follows.
Numerical examples
In this section the performance of the LLT3 method (order p = 3) is illustrated by some computer simulations.
Following the algorithm described in Section 3.2, the implementation of the LLT3 discretization reduces to compute y t n+1 by (20) , taking in this equation the vector
where the matrix
Using the rules of matrix differential calculus [45] it can be shown that
where f 00 denotes the Hessian matrix of f. The diagonal Padé approximation with the scaling and squaring strategy was used to compute exp (h n A n ) (see Algorithm 11.3.1 in [21] for more details).
The following example is taken from [44] in order to illustrate not only convergence issues of the LLT discretization but also its dynamics around hyperbolic stationary points.
Example 9
For µ = 15, λ = 57, this system has two stable stationary points and one unstable stationary point in the region 0 ≤ x 1 , x 2 ≤ 1. There is a nontrivial stable manifold for the unstable point which separates the basins of attraction for the two stable points (see [44] ). Figure 1 shows the performance of the LLT3 scheme in this example. For comparison, Figure1(a) presents the phase portrait obtained by the LLT scheme with a very small step-size (h = 2 −13 ), which can be regarded the exact solution of the underlying system for visualization purposes. For comparison, Figures 1 (b)-(c)-(d) show the phase portraits obtained by a third order explicit Runge-Kutta (RK3), the LL and the LLT3 methods with step-size h = 2 −2 . It is observed in Figure 1 that the RK3 discretization fails to reproduce correctly the phase portrait of the underlying system near one of the point attractors. On the contrary, the exact phase portrait is adequately approximated near both point attractors by the LL and LLT3 methods, the latter showing better accuracy. This is in accordance with theorem 7 which states that LL and LLT3 integrators approximate correctly the local manifolds with errors O (h 2 ) and O (h 3 ), respectively. Furthermore, notice that the RK3 and LL discretization do not approximate adequately the basins of attraction in the region shown in Figure 1 . For instance, RK3 trajectories starting near (0, 0.5) and LL trajectories starting near (0, 0.6) go towards wrong point attractors in comparison with exact trajectories. In contrast, the attracting sets are much better represented by the phase portrait of the LLT3 method. This demonstrates that the larger accuracy of the LLTp method in comparison with the LL method can in practice lead to appreciable improvement in dynamical performance even for moderate values of the order p.
For illustrating the order of convergence, the LLT3 discretization y (t n ) of this example was computed for different step sizes h i = 2 −(i+4) , i = 1, ..., 6 in the interval [t 0 , t N ] = [0, 10] with initial condition (0.2, 0.1) . The errors e (h i ) = max
were used for numerically estimating the global order of convergence of the LLT3 discretization.
The estimated order is the slope of the straight line fitted to the set of points (log 2 (h i ) , log 2 (e (h i ))), i = 1, ..., 6. Fig. 2 shows these points and the straight line fitted them. As expected according to the results in Section 4, the fitted line has a slope close to p = 3.
The next example illustrates the performance of the LLT method in a well-known stiff system that is frequently used to test the dynamical behavior of numerical integrators; namely, the Van der Pol equation (see, e.g., [39] , [46] ).
Example 10
where E = 10 3 . Figure 3 shows the approximations obtained for this example by a fourth order Runge-Kutta (RK4), the LL and the LLT3 methods for several step sizes starting at (2, 0). For large step sizes the Runge-Kutta discretization is explosive due to lack of stability of the numerical approximation. The LL method does not explode but shows poor accuracy. Note in particular that the LL trajectory has a range quite outside the range of the exact solution. In contrast, for larger step sizes the LLT3 method achieves more precise approximation in reconstructing the underlying dynamics associated with a limit cycle. Figure 1 . (Example 9). a) Phase portrait obtained by the LLT3 scheme with a very small step-size, h = 2 −13 (which can be thought of as the exact solution for visualization purposes). b), c), d) Phase portraits obtained, respectively, by a third order Runge-Kutta (RK3), the LL and the LLT3 methods with step-size h = 2 −2 (continuous line). For reference, the exact trajectories are also shown in each case as dashed lines. Figure 2 . The points represent (in logarithmic scale) the error of the LLT3 method in example 9 versus stepsize, i.e., (log 2 (h i ) , log 2 (e (h i ))) , for h i = 2 −(i+4) , i = 1, ..6. The straight line fitted to these points is also shown. This has slope close to the order of convergence, p = 3 = [3.01] . 
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