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Abstract
In this thesis, we investigate non-perturbative features of strongly coupled condensed
matter systems, generically, placed at finite temperature, charge density and, possi-
bly, in a magnetic field using the theoretical framework of the gauge/gravity corre-
spondence. According to the dictionary of the duality, such field theories are related
to charged black holes in one dimension higher that emerge from weakly interacting
gravity theories. Following this approach, progress has been made in understanding
some of the universal features of field theories at strong coupling, with new classes
of black holes being discovered along the way.
The bulk of the thesis consists of four interconnected parts. In the first, we study
magnetically charged black holes and we find that, at some critical temperature,
a new branch of spatially modulated branes appears, corresponding to a dual field
theory with a current density wave. In the second part, we investigate the ground
state of strongly coupled field theories placed in magnetic field, within the context of
gauged supergravity in D = 4, 5 dimensions. This analysis revealed a rich structure
of instabilities and, in particular, showed that only the supersymmetric solutions
correspond to stable configurations. In the third part, we consider a generalised
version of local quantum critical points, called ⌘-geometries, in the context of U(1)4
supergravity in D = 4 dimensions. We show that the latter theory admits extremal
black holes carrying three non-zero electric or magnetic charges which approach an
⌘ = 1 geometry in the IR, while a small fourth charge resolves the singularity of the
⌘-geometry replacing it with an AdS2 ⇥ R2 factor in the far IR. Finally, in the last
part, we discuss the possibility of spatially modulated superconductors. We con-
struct electrically charged black holes dual to four dimensional CFTs in a superfluid
phase with either p-wave or (p+ ip)-wave order and we discuss their thermodynamic
properties, the corresponding ground states as well as the competition of the two
types of order.
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1 Introduction and Outline
The AdS/CFT correspondence was introduced by Maldacena in the late 1990s and
it establishes the striking equivalence between a string theory/ M-theory realised
on a d+1 dimensional Anti-de-Sitter(AdS) space and a d dimensional, relativistic,
conformal field theory that lives on the boundary of the AdS space [1]. On the one
hand, the correspondence says that quantum gravity on certain, higher dimensional,
curved backgrounds is actually a quantum field theory; this has lead to important
new insight into black hole solutions for example. On the other hand, the correspon-
dence states that strongly coupled quantum field theories have a weakly coupled de-
scription in terms of gravity on curved spacetime; consequently, AdS/CFT has been
a really powerful tool in investigating the dynamics of strongly coupled field theo-
ries that are not amenable to analysis using conventional perturbative techniques
or lattice simulations. For this reason, applications of this correspondence to QCD
and condensed matter physics attracted a lot of attention over the last few years.
There are two possible ways to tackle such systems holographically: the top-down
and the bottom-up. The top-down approach is when one studies lower dimensional
theories of gravity that emerge as consistent truncations1 of the D=10;11 super-
gravity. In this case, the dual field theory may not be realised in any real world
experiments, but it may capture universal features of strongly coupled theories. On
the other hand, the bottom-up approach is based on constructing phenomenological
theories of gravity that capture the properties of interest. This method is much
easier mathematically, but there is no warranty that the gravity theory has a string
theory embedding and whether the dual field theory is well defined or not. Of course,
some bottom-up gravity theories can be viewed as approximations to theories with
string embeddings.
Before focusing on condensed matter systems, we should briefly mention AdS/QCD
(for a review, see e.g.[2]). Many top-down (e.g. [3]) and bottom-up (e.g. hard- and
soft-wall [4, 5]) models have been constructed over the last decade. These combine
1A truncation is consistent if the solutions to the equations of motion of the lower dimensional
theory uplift to solutions of the higher dimensional theory.
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several features of previous approaches to modelling the spectrum and interactions
of light hadrons, including confinement and chiral symmetry breaking. A big suc-
cess of AdS/QCD is the calculation of the shear viscosity to entropy density ratio,
⌘/s, for quark-gluon plasma. While traditional methods failed to give a result that
agrees with experimental evidence, a simple holographic calculation did. In [6], this
ratio was found to be ⌘/s = 1/4⇡ for a wide class of field theories. The universality
of this result is very important as it suggests that the precise details of each model
are not important.
In what follows, we investigate non-perturbative features of strongly coupled con-
densed matter systems, generically, placed at finite temperature, charge density and,
possibly, in a magnetic field using the theoretical framework of the gauge/gravity
correspondence. In this introduction, we briefly discuss some basic concepts that
will appear later on: in section 1.1, we briefly discuss quantum criticality and in sec-
tions 1.2 and 1.3 we review the main characters of the AdS/CFT correspondence,
namely conformal field theory and the AdS spacetime. Finally, in section 1.4, we
give a very brief introduction to the AdS/CFT duality itself and we discuss some
of its applications within condensed matter physics, namely holographic supercon-
ductivity and spatially modulated phases. We also introduce holographic semi-local
criticality as it will be of interest later on.
1.1 Quantum Phase transitions
In condensed matter systems, it is typical to consider Hamiltonians H(g), whose
degrees of freedom reside on the sites of a lattice and have interactions that are
controlled by a dimensionless parameter g. Examining the evolution of the ground
state energy E(g), we find that for a finite lattice, it will generically be a smooth, an-
alytic function. One important exception is when g couples to a conserved quantity,
H(g) = H0 + gH1, with [H0, H1] = 0. In this case, the eigenfunctions of the Hamil-
tonian are independent of g, even though the eigenvalues, in general, vary with g.
This means that an excited state may become the ground state at a certain critical
value of the coupling constant g = gc and consequently, there may be a qualitative
change of the zero temperature behaviour of the corresponding system as one varies
g signalling a quantum phase transition (QPT). More generically, quantum critical
point (QCP) are points of non-analyticity of the ground state (for an overview of
the topic, see e.g.[7]). In what follows we will be particularly interested in second
order phase transitions. Under such transitions, as one approaches the QCP, the en-
13
ergy scale characterising some significant degrees of freedom,  , and the coherence
length, ⇠, behave as
  ⇠ J |g   gc|z⌫ , ⇠ 1 ⇠ ⇤|g   gc|⌫ , (1.1.1)
where z is the critical exponent and ⌫ is a theory-dependent constant. Consequently,
the theory describing the dynamics of the QCP is invariant under scaling transfor-
mations of the form
t!  zt x!  x. (1.1.2)
QPTs are described by the Landau-Ginzburg-Wilson paradigm, just like their
thermal counterparts. The latter postulates that di↵erent phases are classified by
di↵erent symmetries and consequently, phase transitions are manifestations of sym-
metry breaking. It also assumes the existence of a collective long-wavelength pa-
rameter, called the order parameter, which captures the critical behaviour of the
system. Nowadays, this theory is facing a lot of challenges as, over the last few
years, there was an accumulation of transitions that can not be explained in this
manner. For example, there are quantum phases of matter whose order parame-
ter can not be captured by the symmetries alone (e.g. topological phases such as
the quantum Hall phases); consequently, transitions involving such phases can not
be described in terms of fluctuations of the order parameter. Furthermore, heavy
fermion compounds (e.g. CeIn3 and CePd2Si2 [8, 9]) and high-Tc superconductors
(e.g. BaxLa5 xCu5O5(3 y) [10]) provide examples in which new modes, that are
intrinsically quantum and beyond fluctuations of the order parameter, become crit-
ical at the QCP. These experimental findings inspired the motion of local quantum
criticality, where local and spatially extended critical degrees of freedom co-exist, as
well as deconfined critical points, where the critical theory is expressed in terms of
fractional degrees of freedom. The failure of the Landau-Ginzburg-Wilson paradigm
to describe these systems comes along with the need to develop a new method for
investigating quantum critical systems.
In this thesis we discuss phase transitions within the framework of the AdS/CFT
correspondence. These are deceptively similar to the Landau-Ginzburg-Wilson de-
scription of phase transitions. However, it should be emphasised that the field theory
captured by the AdS/CFT correspondence is not a low energy e↵ective field theory,
but rather a microscopic theory. As we will explain later in this chapter, the classical
nature of the gravity theory is related to the large N limit and not on restrictions
to low energies.
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Figure 1.1: Moving from left to right, the phase diagrams correspond to a typi-
cal QPT, a high-temperature superconductor and a heavy fermion com-
pound.
A typical phase diagram involving a QPT is shown in figure 1.1(a), while figures
1.1(b) and 1.1(c) correspond to QPT in real-world systems. Note that at finite
temperature, quantum fluctuations with an energy scale of ~! (! is the inverse of
the correlation time) compete with classical fluctuations with an energy scale of kBT .
If ~! > kBT , the quantum fluctuations will dominate and consequently, remnants
of the quantum transition will be detected at finite temperature. In other words,
in the proximity of the actual quantum critical point, there may exist a quantum
critical region that separates the two phases of matter.
1.2 Conformal quantum field theories
A classical conformal field theory is a relativistic theory that is also invariant under
the action of dilatations and special conformal transformations defined as
xµ !  xµ ,
xµ ! xµ + bµx
2
1 + 2bx+ (bx)2
., (1.2.3)
respectively. The algebra generating these transformations is isomorphic to SO(2, d)2
and contains the generators of Lorentz transformations {Jµ⌫}, space and time trans-
lations {Pµ}, dilatations D and special conformal transformations {Kµ}. These
generators satisfy the following commutation relations
[D, Jµ⌫ ] = 0 , [D,Pµ] = iPµ , [D,Kµ] = iKµ , [Kµ, P⌫ ] =  2iJµ⌫   2i⌘µ⌫D , (1.2.4)
2Adding an extra discrete transformation xµ ! xµ/x2, one obtains the full O(2, d) group.
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together with the standard ones for {Jµ⌫ , Pµ}. The associated Noether currents are
given by [11]
Jµ = Tµ⌫ x
⌫ , (1.2.5)
where  x⌫ is a coordinate variation under infinitesimal conformal transformations
and is given by
 xµ = {aµ,!µ⌫x⌫ , xµ, bµx2   2xµ(b x)} (1.2.6)
corresponding to {Pµ, Jµ⌫ , D,Kµ} respectively. Here aµ, bµ and !µ⌫ are constant
and !µ⌫ =  !⌫µ. Conservation of the currents (1.2.5) implies that scale invariant
theories have a conserved stress-energy tensor that is also traceless Tµµ = 0.
In what follows, we are interested in conformal quantum field theories. In gen-
eral, in a quantum theory, conformal symmetry is broken by the introduction of a
renormalisation scale, µ, under which all dimensionless couplings, g, run
µ
d
dµ
g =  (g) . (1.2.7)
Equivalently, this statement can be recast in terms of the non-tracelessness of the
stress-energy tensor Tµµ ⇠  (g). As a result, conformality is only restored when
the beta function vanishes. This can happen either at particular points along the
renormalisation flow,  (g⇤) = 0 (fixed points), or when the theory is completely
finite and  (g) = 0 for all values of g, like for example N = 4 SYM - this has been
proved in various ways by now, the initial argument can be found in [12].
A natural question that arises at this point is which quantum numbers are good
for describing observables in conformal field theories. Dilatations make the usual
classification of states in terms of their energy invalid as mass and energy can be
rescaled under conformal transformation at will. Because of this, a di↵erent way of
labelling states is needed. It turns out that fields can be labeled by their conformal
dimension,   (in addition to their Lorentz quantum numbers). This quantity cap-
tures the transformation properties of the field O under dilatations in the following
way: [D,O] = i( + xµ@µ)O.
1.3 AdSd+1 spacetime
The Anti-de-Sitter spacetime, or AdS for short, was studied in the 1970s and 1980s
as a simple solution of gauged supergravity [13, 14]. It also appeared in simple
16
Kaluza-Klein reductions of higher dimensional theories of gravity [15]. However,
after the conjecture of AdS/CFT [16, 17, 18, 19], it received special attention. The
AdSd+1 spacetime is the maximally symmetric solution of the Einstein equations
with negative cosmological constant, ⇤,
Rµ⌫ =
2⇤
d  1gµ⌫ , (1.3.8)
where ⇤ =  d(d 1)2L2 3. AdSd+1 can be easier visualised as a hypersurface embedded
in a d+ 2 dimensional flat spacetime with appropriate signature Rd,2 . To be more
precise, it can be realised as a solution to the quadratic equation
y20 + y
2
d+1  
dX
i=1
y2i = L
2 (1.3.9)
with line element ds2 =  dy20   dy2d+1 +
Pd
i=1 dy
2
i . From the latter, it is easy to
see that the isometry group of this geometry is O(2, d), the same as the conformal
group in d dimensions. A useful coordinate system, labelled by (t, ~x, r > 0), is the
following
y0 =
1
2r
(1 + r2(L2 + ~x2   t2))
yd+1 = Lr t
y1,..,d 1 = Lr x1,..,d 1
yd =
1
2r
(1  r2(L2   ~x2 + t2)) (1.3.10)
with the line element given by ds2 = L2( r2dt2+ dr2r2 + r2d~xd~x) . This metric has r-
slices that are isomorphic to d-dimensional Minkowski spacetime; for this reason, this
set of coordinates is called Poincare coordinates. Note that the Minkowski metric
is warped by an r2 factor; this implies that for an observer living on a Minkowski
slice all lengths are rescaled by a factor of r depending on the location of the slice
along the radial direction4. The slice located at r = 1 is the conformal boundary,
while the r = 0 slice is a Poincare killing horizon: the killing vector @/@t has zero
norm. The coordinate chart (1.3.10) covers only half of the hyperboloid, but it can
be extended through the r = 0 horizon to give global AdS. In what follows, we will
3From (1.3.8) we can infer that AdSd+1 is also an Einstein space.
4This is basically the reason why in holography the extra dimension, r, is considered to realise
geometrically the RG flow of the field theory.
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mostly use the following form of the line element
ds2 = L2
✓ dt2 + dz2 + dxidxi
z2
◆
, (1.3.11)
describing AdSd+1 with radius L, where i = 1..d  1.
1.4 Holography
In its original formulation [16], the AdS/CFT correspondence establishes the re-
markable equivalence between the following theories:
• type IIB superstring theory, with string coupling gs, defined on AdS5 ⇥ S5 of
radius L
• N = 4 super Yang-MIlls theory in four dimensions with gauge group SU(N)
and Yang-Mills coupling gYM
with the parameters of the two theories satisfying
gs = g
2
YM , L
4 = 4⇡gsN(↵
0)2 , (1.4.12)
where ↵0 is related to the string length scale, ↵0 = l2s . A preliminary check of the
duality is the matching of the symmetry groups of the two theories: the isometry
group of AdS5 is simply SO(2, 4) which is the same as the conformal group of
N = 4 super Yang-Mills in four dimensions. Of course, Maldacena’s conjecture
goes beyond this symmetry argument, stating that the two theories are equal at the
level of partition functions for any value of N [16, 17, 18, 19]. However, the lack of
consistent non-perturbative quantisation of string theory in curved spacetime makes
this version of AdS/CFT di cult to handle. For this reason, one usually considers
a weaker form of this duality by focusing on the limit N ! 1 while keeping the
’t Hooft coupling   = g2YMN = gsN finite. In this limit, on the gravity side one
has classical type IIB string theory on a background that asymptotes to AdS5 ⇥ S5
and, since gs =  /N is small, a perturbative expansion is now possible. On the
field theory side, the perturbation theory in 1/N can be organised as a topological
expansion in planar Feynman diagrams with subleading non-planar corrections [20].
The only parameter left in this limit is the ’t Hooft coupling  , which determines
the strength of the interactions on the field theory side: if   >> 1, the field theory
is strongly coupled, while   << 1 corresponds to weak coupling. On the gravity side
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of the duality,   >> 1 corresponds to the geometry being weakly curved L >> ls
and thus, in the bulk we approximately have type IIB supergravity [21]. In the
remaining of this thesis, we will focus on this weaker form of the duality, namely on
the limit N !1 and large  .
Various extensions of the original duality are now known, with the most notable
example being the AdS4⇥S7 M-theory analogue (for a review see [22]). In general,
on the gravity side, the string theory can be defined on a manifold M ⇥ N that
is a product of a generic compact space M and an AdSd+1 space or a deformation
thereof, denoted by N ; some of these extensions were already discussed in [16]. The
field theory is then relativistic and lives on the d-dimensional boundary of the space
N . The matter content and the preserved supersymmetry are determined by the
compact manifold.
Further generalisations involving non-relativistic, scale invariant field theories
have also been constructed, based on the fact that the holographic dictionary re-
lates symmetries of the field theory with the isometries that the manifold N admits
asymptotically. The field theories of interest are now invariant under the trans-
formation t !  zt , x !  x, where z 6= 1 (note that spatial isotropy has been
assumed). The symmetry algebra of such a d-dimensional field theory is called
Lifshitz, Lifz(d), and includes rotations, spacetime translations and dilatation. If
Galilean boosts and a number operator are included, the algebra is extended to
Schz(d). (d + 1)-dimensional metrics realising Lifz(d) were first written down in
[23], where they were also shown to emerge as solutions to the equations of mo-
tion arising from an Einstein-Hilbert action (with negative cosmological constant)
coupled to p-forms. Even though it proved di cult, Lifshitz geometries have also
be found to exist in D =10;11 supergravity in [24, 25]. Geometries with Schz(d)
isometry have been constructed and embedded in (d + 2)-dimensional bottom-up
models in [26, 27], while the first embedding in D =10;11 supergravity was found in
[28, 29, 30]; significant generalisations followed starting with [31, 32]. Note that in
the Schrodinger case there are two additional dimensions in the bulk, corresponding
to the energy scale of the field theory, as always, and the particle number5. The
holographic dictionary for these geometries is much less well established than in the
relativistic case [33, 34].
5The particle number is given by the momentum in a compact, null direction.
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1.4.1 Holographic dictionary
According to the gauge/gravity duality, there is a precise map relating operators,
O, in the QFT and dynamical fields,  , in the bulk. Denoting by  (0) the boundary
value of   and by   (0) a small perturbation around it, the holographic dictionary
states that the bulk partition function equals the generating function of correlators
of O in the field theory [17, 18]
Zbulk[ !  (0) +   (0)]sugra = hei
R
ddx
p g(0)  (0)OiFT . (1.4.13)
For example, if we choose the dynamical bulk field to be the metric, g, and we
consider perturbing it in such a way that the induced boundary value becomes
g(0) +  g(0), then the field theory action, S, will change by
 S =
Z
ddx
p g(0) g(0)µ⌫Tµ⌫ , (1.4.14)
where T is the boundary stress-energy tensor and µ, ⌫ run on the boundary direc-
tions. Equation (1.4.13) becomes
Zbulk[g ! g(0) +  g(0)]sugra = hei
R
ddx
p g(0) g(0)µ⌫Tµ⌫ iFT . (1.4.15)
Based on the above, in the standard terminology, the metric is said to be dual to
the stress-energy tensor. In a similar manner one can consider a dynamical gauge
field, A, in the bulk (in appropriate gauge); this is dual to a current on the field
theory side, Jµ = ( S/ A
µ
(0)).
Relevant Operators
In order to further investigate the holographic dictionary, let us focus for simplicity
on the case where the bulk field is a massive scalar and its dynamics are described
by a simple Einstein-scalar field action
S =
Z
dd+1x
p g
✓
R  2⇤+ 1
2
@µ @
µ +
m2
2
 2
◆
. (1.4.16)
Here m is the mass of the scalar and ⇤ =  d(d 1)2L2 is the cosmological constant. The
equations of motion of this theory are solved by the vacuum AdSd+1 spacetime with
radius L. Linearising around this solution and demanding a non-trivial radial profile
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for the scalar field such that  (z)! 0 close to the boundary introduces backreaction
to the metric and thus leads to deviation from pure AdSd+1; in the region close to
the boundary, the geometry is still AdSd+1 due to the boundary conditions imposed.
As z ! 0, the scalar field equation becomes
z2@2z   (d  1)z@z  = L2m2  . (1.4.17)
It follows that, close to the boundary at z ! 0, the scalar field looks like
  =
⇣ z
L
⌘d  
 (0) +
⇣ z
L
⌘ 
 (1) + · · · , (1.4.18)
where   is a solution of the quadratic equation
L2m2 =  (   d) (1.4.19)
and corresponds to the scaling dimension of the scalar operator O  dual to  ,  (0)
is called the source and  (1) can be shown to be the expectation value hO i; these
conventions are in agreement with equation (1.4.13). Note that equation (1.4.19)
is quadratic in   and thus, has two independent solutions { +,  }. Either of
these can be the scaling dimension, subject to the constraint coming from the CFT
unitarity bound,     (d 2)/2 [35]. If O is relevant or marginal, i.e. d     0, the
bulk field   goes to zero on the boundary, which is consistent with retaining AdS
boundary conditions in the UV. If O is irrelevant, the scalar field will blow up as
z ! 0 and consequently, destroy the UV fixed point of the field theory. Note that
unitarity in the bulk (  ✏R) places a constraint on the mass of the scalar field, via
(1.4.19),
m2L2    d
2
4
. (1.4.20)
From the latter, known as the Breitenlohner-Freedman(BF) bound [13, 36], we infer
that slightly tachionic masses are allowed in AdS spacetime.
Finite Temperature
Finite temperature and charge density can be introduced in exactly the same way
as relevant operators. These additional scales break dilatation invariance, which,
however, is restored at energies well above the characteristic scale of the deformation.
In other words, flowing towards the boundary of the bulk geometry, where the
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UV fixed point is considered to be localised, the spacetime becomes asymptotically
AdSd+1.
In more detail, to include finite temperature, we want to deform our spacetime ge-
ometry away from pure AdSd+1 in such a way to preserve spacetime translations and
rotations. This requirement constrains the spacetime metric to be of the following
form
ds2 = L2
✓
 f(z)dt
2
z2
+
g(z)dz2
z2
+
h(z)dxµdxµ
z2
◆
(1.4.21)
where µ = 1, . . . , d  1. g(z) can be chosen freely due to di↵eomorphism invariance
by reparametrising the radial direction z ! zˆ(z), while AdS asymptotics imply that
f(z), g(z)! const as z ! 0. Plugging this ansatz in the vacuum Einstein equations
with cosmological constant ⇤ =  d(d 1)2L2 , we find the AdS-Schwarzschild black hole
solution, which in a convenient coordinate system reads
ds2 =
L2
z2
✓
 f(z)dt2 + dz
2
f(z)
+ dxµdxµ
◆
, (1.4.22)
where f(z) = 1  (z/z+)d. z+ corresponds to the location of the black hole horizon
and it’s related to the temperature, T , of the black hole as follows
T =
d
4⇡z+
. (1.4.23)
Remember that in order to find the temperature of a black hole, we analytically
continue to Euclidean signature and we demand the spacetime to be regular at
z+; this requires the Euclidean time direction, ⌧ , to be periodic with periodicity
 ⌧ = 4⇡z+/d. The temperature of the black hole is then given by the inverse of the
period, T = 1/ ⌧ . However, the AdS/CFT correspondence relates the bulk metric
with the non-dynamical metric of the field theory in the following way, as z ! 0
gµ⌫(z) =
L2
z2
g(0)µ⌫ + · · · (1.4.24)
and thus, the periodic identification of the Euclidean time in the bulk results in a
periodic time coordinate on the boundary with the same periodicity. This argument
supports the idea that the existence of a black hole with temperature T in the bulk
corresponds to having a thermal field theory with the same temperature on the
boundary.
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Finite charge density and magnetic field
Finite temperature scale invariant theories at equilibrium have no other scale to
compare the temperature with and consequently, all states with T 6= 0 are equiv-
alent. In other words, one can rescale the radial coordinate at will and thus, tune
the temperature freely as long as T is finite. For this reason, when one wants to
study phase transitions at finite temperature it is essential to include (at least) one
additional scale; frequently, this scale is simply a chemical potential or a magnetic
field and it’s related to the asymptotic value of a bulk gauge field.
The simplest way to incorporate a gauge field in the bulk is to assume the existence
of a U(1) gauge symmetry; this will correspond to having a global U(1) on the
boundary. It should be pointed out that global symmetries on the boundary are
always mapped to gauge symmetries on the gravity side. This is in agreement with
the global SO(d-1) rotation symmetry of the boundary theory being mapped to local
SO(d-1) rotations included in the di↵eromorphism of the bulk geometry.
We consider the Einstein-Maxwell theory in the bulk
S =
Z
dd+1x
✓
R+
d(d  1)
L2
  F 2
◆
, (1.4.25)
where F = dA is the field strength related to the U(1) gauge field A, and we search
for solutions to the equations of motion of this theory supported by a non-trivial
gauge field of the form
A = At(z)dt+B(z)x1dx2 . (1.4.26)
As we saw earlier for relevant operators, this will backreact to the spacetime geom-
etry which will deviate from pure AdSd+1 as one moves in the interior of the bulk.
The e↵ect of (1.4.26) on the field theory side boils down to the fact that it now
contains a background Maxwell field, A(0), related to A as follows
A = A(0) + · · · (1.4.27)
as z ! 0. This introduces two additional scales in the field theory: the chemical
potential µ = A(0)t and a background magnetic field B = F(0)x1x2 .
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An explicit solution of (1.4.25) with µ 6= 0 and B = 0 is the simple electrically
charged AdS-Reissner Nordstrom black hole
ds2 =
L2
z2
✓
 f(z)dt
2
z2
+
dz2
f(z)
+ dxµdxµ
◆
,
At = µ
 
1 
✓
z
z+
◆d 2!
(1.4.28)
where
f(z) = 1  (1 + µ
2r2+
 2
)
✓
z
z+
◆d
+
µ2r2+
 2
✓
z
z+
◆2(d 1)
 2 =
(d  1)L2
(d  2) . (1.4.29)
Note that µ in the above expression can not be chosen arbitrarily; it is such that At
is regular at the black hole horizon [37]. The temperature can be found as explained
previously to be
T =
1
4⇡r+
✓
d  (d  2)r
2
+µ
2
 2
◆
. (1.4.30)
The importance of (1.4.30) is that now the temperature depends not only on r+, but
also on the chemical potential µ. The dimensionless ratio T/µ can be continuously
taken to zero.
Black hole solutions supported by magnetic field are also known in the literature;
these include the magnetic AdS-RN black holes in D = 4 dimensions and their
higher-dimensional generalisations discussed in [38]. However, the story there is a
bit more complicated as spatial isotropy of the field theory is broken unless there
are only two spatial dimensions on the boundary.
Computing thermodynamic quantities
Once the temperature is known, thermodynamic quantities can be computed. The
bulk partition function is given by
Z = e IOS (1.4.31)
where IOS is the regularised Euclidean action evaluated on-shell. Regularisation
must take place in order for the on-shell action to become finite and give the cor-
rect variational problem. Usually, this boils down to adding the Gibbons-Hawking
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boundary term and a constant counterterm to the action (extra terms involving the
boundary Ricci scalar and Ricci tensor may be needed in some cases), e.g. [39, 40]Z
ddx
p
 ( 2K + 2(d  1)
L
) (1.4.32)
where   is the induced boundary metric, K = gµ⌫rµ⌘⌫ is the trace of the extrinsic
curvature and ⌘µ is an outwards pointing unit normal vector. It worths pointing out
that, in the case where a Maxwell term is included in the action, no counterterms
containing the gauge field are necessary as Aµ falls o↵ su ciently fast close to the
boundary6. Given the partition function, the free energy,
W =  T logZ = TIOS (1.4.33)
as well as other thermodynamic quantities, like the entropy, magnetisation, etc can
be computed in the standard way.
1.4.2 Holographic phases of matter
Holographic Superconductors
Superconductors constitute a particular class of compounds that exhibit exactly
zero electrical resistivity and expulsion of magnetic field (due to Meissner e↵ect) at
temperatures lower than a critical temperature, Tc. Following an attempt by Landau
and Ginzburg in the early 50’s, in 1957 Bardeen, Cooper and Schie↵er gave an
explanation to this phenomenon by introducing the BCS theory of superconductivity.
They showed that for temperatures T < Tc, interactions with phonons7 can cause
pairs of nearly free electrons with opposite spin to bind (condense) and produce
charged bosons, called Cooper pairs. In other words, at T = Tc, there is a qualitative
change of the degrees of freedom used to describe the ground state of the system.
Using the terminology developed in the previous section, there is a (second order)
phase transition from a normal metallic phase to the superconducting one.
Superconductivity can also be understood from the e↵ective field theory point
of view [41]. Assuming the existence of spin-12 fermionic quasi-particles, one can
6If instead of working in the grand canonical ensemble and holding fixed the chemical potential µ,
we want to work in the canonical ensemble and hold fixed the charge density ⇢, we should add
the boundary term
R
ddx
p
 Fµ⌫⌘
µA⌫ .
7Crystals spontaneously break translation invariance and thus the low energy theory needs to
include Goldstone modes. Such excitations are called phonon in this context.
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write down the most general local e↵ective field theory that is compatible with the
symmetries of the problem and analyse the behaviour of all interaction terms at
low energies. It turns out that due to kinematic constraints from the Fermi surface
almost all interaction terms are irrelevant and consequently the theory becomes
more and more free as E ! 0; this is just a reformulation of Fermi liquid theory.
Special attention has to be given to the term describing quartic interactions of
quasi-particles as this term becomes (classically) marginal at certain points in the
momentum space and thus, quantum corrections need to be analysed. Considering
the four-Fermi vertex and the one-loop correction to it, one finds that the strength
of such interactions, V , under group renormalisation flow is given by
V (E) =
V0
1 +NV0ln(E0/E)
. (1.4.34)
Based on the above equation, we deduce that the coupling grows stronger for at-
tractive interactions and weaker for repulsive interaction. To determine the sign of
V0, one needs to consider Coulomb interactions between the electrons as well as the
marginal phonon-electron interactions. Integrating out the phonons gives an addi-
tional contribution,  Vp, to the coupling of the four-Fermi interaction, Vc, such that
V0 = Vc   Vp. Consequently, for Vc   Vp > 0 the coupling grows at low energies and
thus the theory is unstable in forming condensates. This is the BCS theory.
For almost 30 years after it was first introduced, the BCS theory was thought to be
the full story behind superconductivity. This was proved to be wrong in the late 80’s,
when a cuprate superconductor with a high critical temperature was found not to
follow that theory. Over the years, there was an accumulation of compounds (based
mainly on cuprate and iron) with similar features; such materials are collectively
called unconventional superconductors and they are still not well understood. The
main reason why this is the case is that the onset of superconductivity occurs in
the vicinity of a quantum critical point, where the interactions are strong and thus
traditional techniques, like perturbation theory, break down. One of the very few
tools available for studying such systems is the gauge/gravity correspondence.
Over the last decade, considerable e↵orts have been made in order to construct
gravity theories that capture some of the features of interest. It is natural to ask
what are the minimal ingredients of such a theory. To describe superconductivity,
one needs the notion of temperature and a charged order parameter. As it was
argued earlier, field theories held at finite temperature are dual to black holes with
the same temperature. Focusing on systems with critical exponent z = 1, we will
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be interested in black holes that approach AdS at large radius. Furthermore, for
s-wave superconductors, the order parameter has spin-0 and it is dual to a charged
scalar field in the bulk (p-wave and d-wave superconductor will be discussed in the
sequel). Summarising, the minimal ingredients needed for an s-wave superconductor
in the bulk is a graviton, a charged scalar and a U(1) gauge field. The action
may be a phenomenological theory of gravity as simple as an Einstein-Maxwell
theory coupled to a charged scalar [42, 43, 44] or a more complicated top-down
model, see [45, 46, 47, 48] (a D-brane probes construction was studied in [49]).
One comment is now in order. In gauge/gravity duality, gauge symmetries in the
bulk are dual to global symmetries in the dual field theory. Thus, breaking of the
local symmetry on the gravity side, corresponds to breaking a global symmetry in
the field theory. Strictly speaking, such a phase transition describes a superfluid
and not a superconductor. However, one can still view the dual field theory as a
superconductor in the limit where the U(1) is weakly gauged. This approximation is
not unreasonable, as for most metals the Coulomb interaction between the electrons
is largely screened and a free fermion gas is a good approximation.
An intuitive way to picture the above superconducting phase transition in the
bulk is the following:
Consider initially a black hole with charge Qi. If the charge is strong enough, pairs
of charged particles will be created in the vacuum. Out of those particles, the ones
that are oppositely charged will be absorbed by the black hole, while the others will
be repelled. Since the AdS boundary acts like a confining box, the latter will not be
able to escape to infinity and thus, they will settle somewhere outside the horizon8.
Consequently, we are left with a charged black hole, with charge Qf < Qi and a gas
of charged particles around it.This process resembled condensation.
In order to give some more details on how the calculations are carried out, we
consider the bottom-up theory described by an Einstein-Maxwell theory coupled to
a scalar field,  , with charge q and mass m
S =
Z
d4x
p g(R+ 6
L2
  1
4
Fµ⌫F
µ⌫   |r   iqA |2  m2| |2) . (1.4.35)
This theory was first discussed in [43] in the probe limit, and further explored in
[42, 44, 51, 52]. Di↵erent choices for the scalar potential, like a W-shaped potential,
8This is not true for asymptotically flat spacetimes, where the particles are allowed to escape.
This is just a reformulation of the strong “no hair” theorems for planar spacetimes that do not
allow for a condensate to form.
27
Figure 1.2: Condensation process in holographic superconductors. Figure taken
from [50].
have also been discussed in the literature [53, 54].
The theory described above admits as a solution the AdS4 vacuum with radius
L, which is dual to a three dimensional conformal field theory with a conserved
U(1) current, Jµ, and a charged scalar operator, O , with scaling dimension,  ,
fixed by the mass m (this operator is the order parameter). However, we are more
interested in solutions to the equations of motions that describe charged black holes;
such geometries correspond to field theories at finite temperature and charge density
and/or external magnetic field. One such black holes is the electrically charged AdS-
RN black hole, which we will take to be the gravity dual of the normal metallic phase
of the CFT at high temperatures (T > Tc). Note that, for this black hole, the scalar
field has a trivial profile (the black hole solution has no hair) and consequently
the expectation value of the order parameter on the field theory side vanishes. On
the other hand, in the superconducting phase the order parameter condenses, and
spontaneously breaks the U(1) symmetry of the theory. This procedure corresponds
to the black hole developing scalar hair, which means that the scalar field has to
have a non-trivial profile outside the horizon. In other words, the existence of a
superconducting phase transition is reformulated in the holographic approach as to
whether or not hairy black holes exist and are thermodynamically preferred.
To check for instabilities, we start by analysing linearised perturbations of the
scalar field around the zero-temperature IR geometry of the AdS-RN black hole,
AdS2 ⇥R2. If the perturbations have e↵ective mass squared that violates the AdS2
BF bound m2BF =   14L2 , one can conclude that the AdS-RN black hole is unstable
towards forming scalar hair 9. Such a calculation reveals instabilities for particular
9 In general, modes tend to be more unstable in the region close to the horizon - this is why
we always start our search for instabilities in the near-horizon limit. Considering linearised
perturbations of an electrically charged scalar field, like in the case discussed above, the e↵ective
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values m and q [43]. In order to establish the critical temperature, Tc, at which the
instability appears and allow for the possibility of instabilities not being captured by
the BF bound criterion, one needs to analyse the full finite temperature black hole
solution and explicitly construct the zero modes, which appear exactly at the onset
of the instability. The final step is to construct the fully backreacted black hole
down to very low temperatures and investigate their thermodynamic properties.
These calculations have been done in [42, 44, 51, 52] and it was shown that the
superconducting black holes have smaller free energy than the AdS-RN solutions at
each temperature T < Tc and thus, there is a (second order) phase transition from
the normal metallic phase to a superconducting phase at some critical temperature.
Being interested in the ground state of the system, we consider the T = 0 limit
of the black holes discussed above. At zero temperature, the AdS-RN black hole
flows from AdS4 in the UV to AdS2 ⇥ R2 in the IR region. Such a configuration
has a non-vanishing entropy density and, thus, corresponds to a highly degenerate
ground state, which is problematic from the dual field theory point of view. The
T=0 hairy black holes flow from AdS4 to an IR geometry that depends on the
particular values of m and q. In [52], such geometries were constructed numerically
for the case m2 = 0 and for q2 > |m2|/6(with m2 < 0) and the ground state was
found to be consistent with the idea of a unique ground state. In the first case, the
solution approaches AdS4 close to the horizon and conformal invariance is restored.
In the second case, only Poincare invariance is restored in the IR, as anticipated
in [51]. The IR geometries for other choices of m and q were also presented in
[52], but they didn’t have enough free parameter to adjust to satisfy the asymptotic
boundary conditions. In [53, 54], the T=0 limit of hairy black holes emerging from
a theory with a W-shaped quartic scalar potential was investigated. It was shown
in [54] that if the time component of the dual vector operator, Jµ, is irrelevant in
the IR then relativistic conformal symmetry can be recovered; the ground state is
then described by a domain wall from AdS4 in the UV to (a di↵erent) AdS4 in the
IR. If the operator is relevant, for a broad class of examples, the IR geometry is
Lifshitz-like.
Apart from s-wave superconductors, p- and d-wave superconductors have been
studied holographically. p-wave superconductors are characterised by a spin-1 order
mass of the field receives a negative contribution from the electric flux. Consequently, the
e↵ective mass of the scalar tends to get its smaller value in the region of spacetime where the
flux is bigger - this happens close to the horizon. However, due to non-linearities, there may
also be instabilities that are localised away from the horizon. Such instabilities, e.g. [55, 56],
will not be captured by the near-horizon criterion.
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parameter and thus one needs to consider either charged vector fields in the bulk [57,
58, 59] or, in the case of D = 5, charged two-forms[60]. p-wave superconductivity is
seen in some heavy fermion systems, such as UPt3, in Sr2RuO4, and in some organic
materials, such as the Bechgaard-salt (TMTSF )2PF6. d-wave superconductors have
an order parameter with spin-2, which corresponds to having charged massive spin-
two fields in bulk. Writing down a consistent and causal theory for such fields is
still an open question, even in a bottom-up setting. An attempt to study d-wave
superconductor in the probe limit was made in [61, 62]. Recently, some progress has
been made in top-down set-up[63]. High-Tc superconductors are d-wave.
It is interesting to note that in both p- and d-wave superconductors, the order
parameter is complex and as a result, there are di↵erent patterns for symmetry
breaking. For example, let’s focus on the p-wave case and, in particular, on the
case where the order parameter is given by an SU(2) gauge field. In [57], the
symmetry breaking term in the gauge field ansatz was taken to be w(⌧1dx+ ⌧2dy),
while in [58] the relevant term was w⌧1dx. In both cases, instabilities were found
and the corresponding phases were called p+ip- and p-wave, respectively, and were
qualitatively di↵erent. The main characteristic of p+ip superconductors is that the
isotropy of metric on the x   y plane is retained after symmetry breaking, while
in the p-wave case the isotropy is broken. A detailed analysis of the particular
model showed that the p-wave superconductive phase is dominant over the p+ip-
wave as it has lower free energy for the particular model studied [57, 58]. Note that
in this calculation only spatially homogeneous configurations were considered. We
will return to the competition between p-wave and p+ip-wave superconductors in
chapter 5, where we will see something di↵erent happening in the inhomogeneous
case for a model with a two-form order parameter[64].
Spatially modulated phase transitions
Another focus of activity in AdS/CMT studies is the investigation of phases that
spontaneously break translation invariance. These phases are collectively referred
to as Spatially Modulated phases and are widespread in condensed matter systems,
manifesting themselves in various forms; spin density waves (SDW), charge density
waves (CDW) and current density waves are the most common forms of spatial
modulation, but other more exotic structures, like checkboards, helices etc, have
also been seen in nature. At strong coupling, a lot of progress has been made
in the last couple of years to embed these phases in holography, with the main
results summarised in the sequel. Apart from the richness of this class of phases,
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its connection with the chiral-density wave state of QCD at finite temperature and
intermediate density [65] as well as the conjecture that such phases may be involved
in understanding the physics of the pseudogap region on the phase diagram of high-
Tc superconductors [66] have served as a motivation for further investigation in this
direction.
Holographically, spatially modulated phases are dual to black hole solutions that
spontaneously break translation invariance in one or more directions. Constructing
inhomogeneous black objects is not a new concept, dating back to the non-uniform
strings of [67]. Gregory and Laflamme showed that the uniform black string, de-
scribed by the product of a Schwarzschild solution and a line, becomes unstable to
modes with wave-number smaller than a critical value and, since the critical de-
formation mode is static, they pointed out a new family of black strings without
translation invariance, the non-uniform strings [68, 69, 70]. This new branch of
solutions was constructed in [67] and further explored in [71]. In was shown that
in dimensions smaller that a critical value D < Dc, the non-uniform solutions have
higher mass than the uniform strings and thus they are not thermodynamically
preferred.
In the context of condensed matter physics, phase transitions to spatially mod-
ulated phases are detected in a way similar to their superconducting counterparts:
one has to search for spatially modulated instabilities of the black holes dual to the
high-temperature, spatially homogeneous and isotropic phase of the field theory of
interest; these are usually taken to be the AdS-RN black holes. In more detail, the
above calculation is done in three steps. Initially, the BF bound criterion is used to
investigate the existence of instabilities in the near horizon region. In order to allow
for spatial modulation, one has to take the linearised perturbations around the zero-
temperature IR geometry to depend on the radial coordinate (as usual) and on one
of the spatial directions, say x1. Modes which have mass that violates the BF bound
for a range of non-vanishing momenta, k, indicate that there are associated instabil-
ities of the AdS-RN black branes which set in at some non-zero temperature. The
next step is to considering linearised perturbations around the full AdS-RN black
hole and explicitly construct the normalisable zero-modes in order to determine the
temperature at which the instability first sets in. Typically the zero modes form
an one-parameter family of solutions labelled by the wave-number, k, encoding the
modulation. Plotting the temperature, T , at which each zero-mode appears against
k, one usually obtains a bell-curve (see e.g. figure 1 of [72]) with a maximum at a
temperature Tc and momentum kc. At this temperature, a new branch of spatially
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modulated black branes appears. In order to determine the thermodynamically pre-
ferred phase at temperature T < Tc, one needs to compare the free energies of the
AdS-RN and the spatially modulated black holes and determine the configuration
with the smallest free energy; this calculation requires knowledge of the fully backre-
acted spatially modulated black brane solutions, which are, in general, obtained by
solving a set of partial di↵erential equations. Note that if kc=0, the new branch of
black holes will start o↵ being spatially homogeneous and by symmetry arguments,
as the temperature is reduced, it will remain that way. For this reason, it is crucial
that kc is non-zero; as it will be explicitly shown in chapter 2, this can be achieved
by mixing of modes.
It is well known by now that the electrically charged AdS-RN black branes, in
addition to superconducting instabilities discussed earlier [42, 43, 44, 45, 46, 47,
48], can also have spatially modulated instabilities. Such instabilities have been
investigated for a class of D = 5 gravity theories with a single gauge-field and a
Chern-Simons coupling in [73, 74] (for earlier related work see [75]). It has also
been shown [76] that these instabilities are present in the Sakai-Sugimoto model.
A study of the e↵ect of higher derivative corrections was made in [77]. Similar
instabilities are also present in D = 4 [78, 79, 80, 81, 82]. In this case they are
associated with “striped” black brane solutions which are dual to phases with both
current density waves and charged density waves. The D = 4 theories studied in
[78] have a neutral pseudo-scalar field ' coupled to one or two vector fields and are
of a form that is very natural in the context of N = 2 gauged supergravity. The
key couplings in the Lagrangian that drive the instabilities are either 'F ^ F or
'F ^ G, where F,G are the field strengths of the two vector-fields. Indeed, these
terms give rise to a mixing of the linearised modes via a linear dependence on the
spatial momentum on the black brane. It was also shown in [78] how some of the
D = 4 models which exhibit the spatially modulated instabilities can be embedded
into D = 10, 11 supergravity. Holographic striped instabilities were also studied
in the context of probe-branes in [83] utilising, essentially, the same mechanism.
All the solutions discussed above break parity and time reversal invariance either
because of the existence of the Chern-Simons term or due to the axion fields, but
the holographic charge density waves of [84] do not. Thus, we conclude that the PT
symmetry breaking is not necessary for spatial modulation to be observed. Mixing of
modes is the only needed ingredient for obtaining spatially modulated phases (even
though not su cient).
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Holographic investigations of strongly coupled gauge theories in the presence of
magnetic fields have also be done, starting with [85, 86, 87, 88]. Spatially modulated
phases in magnetic field have been investigated in [72] and they are the main topic
of chapter 2. A D dimensional Einstein-Maxwell theory coupled to a scalar field,  ,
and an additional vector field, G, was studied and it was shown that, for particular
choices of the free parameters appearing in the Lagrangian, the dual field theory can
admit phases that spontaneously break translation invariance via current density
waves but no charge density waves at all orders in perturbation theory. In these
models the key coupling in the Lagrangian that drives the instability is now   ⇤
F ^ G. Unfortunately, for D = 4 and for the particular values of the parameters
obtained from top-down constructions, stabilising the numerics was not possible and
the only conclusion drawn was that, if such instabilities exist, they will be at very
low temperatures. However, we believe that instabilities of this type can be found
in string-/M-theory. Embedding of spatially modulated phase in magnetic field in
top-down models was possible within a di↵erent class of theories, namely U(1)3 and
U(1)4 gauged supergravity, in [72, 89]. In particular, in [89], which will be presented
in chapter 3, we analysed the stability properties of a family of magnetically charged
AdS3⇥R2 solutions of D = 5, U(1)3 gauged supergravity. This revealed a very rich
structure of instabilities, including spatially modulated and superconducting ones,
with only supersymmetric solutions being stable. Similar results were also obtained
for a family of magnetic AdS2 ⇥R2 solutions of D = 4, U(1)4 gauged supergravity.
The ground states of spatially modulated phases are also very interesting. So far,
it has been proven di cult to find such ground states in a closed form and thus, most
of the information we currently have comes from cooling down backreacted black
holes that have been constructed numerically. The black holes dual to helical current
phases were the first such solutions constructed [90] and it was shown that they are
thermodynamically preferred over the AdS-RN black holes. Following the preferred
solutions down to low temperatures, it was shown that the ground state has zero
entropy density at zero temperature, while the system remains spatially modulated.
Similar results were obtained for the striped black holes of [79, 80, 81, 82]. A crystal
structure, spontaneously breaking translational symmetry, was found in a D = 4
Einstein-Yang-Mills-Higgs model in [91]; the crystal is induced by a background
magnetic field and requires no chemical potential. A di↵erent approach to spatially
modulated ground states, based on AdS2 solutions with relevant spatially modulated
modes, was followed in [92]. A discussion of spatially modulated ground states in
the Sakai-Sugimoto model can be found in [93].
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It is natural to ask whether it is possible to have superconducting states that are
spatially inhomogeneous; such phases would be dual to superconducting black holes
that spontaneously break translation invariance. Indeed, the theoretical framework
for such phases at weak coupling has long been known in condensed matter physics.
The ground state of the Fulde-Ferrell-Larkin-Ovchinnikov phase is described by
Cooper pairs consisting of two fermions with di↵erent Fermi momenta10 leading to
an order parameter with non-vanishing total momentum [94, 95]. Experimentally,
it is not clear whether such phases have been observed or not. Possible candidates
include heavy-fermion superconductors (e.g. CeColn5) and organic superconduc-
tors [96]. In the holographic setup, this question was first addressed in [97] in two
di↵erent theories in five dimensions: the first one was an Einstein-Maxwell theory
coupled to a charged SU(2) vector field, while the second model had a coupling to a
self-dual charge two-form. Linearised perturbations around the electrically charged
AdS-RN black holes (which was taken to describe the spatially homogeneous and
isotropic phase of the system) were considered; these captured p-wave helical super-
conducting states as well as p+ip-wave superconductors. Instabilities were indeed
found to exist in bottom-up and top-down theories and it was shown that both p-
and p+ip-wave instabilities set in at the same critical temperature, Tc, and critical
momentum, kc. For the model involving the charged two-form, the fully backreacted
p-wave and (p+ip)- wave black holes were constructed in [98] and [64] respectively;
these will be discussed in detail in chapter 5. Comparison of the free energy of those
configurations with the free energy of the AdS-RN black holes revealed a second
order phase transition from a normal metallic to a superconducting phase at the
critical temperature Tc. The competition between p- and (p+ip)-wave phases was
also investigated in [64] and, in contrast with [58], it was shown that both orders can
be thermodynamically prefer for di↵erent choices of the constants appearing in the
Lagrangian and there may also be first order transitions between the two phases.
Finally, chapter 5 also discusses the ground state of the system and some analytic
IR scaling solutions are presented. It is shown that the ground state always has zero
entropy density, but its precise nature depends on the sign of the wave number, k0,
fixing the modulation at T = 0. For k0 > 0, the calculation revealed new ground
stated with helical structure, first found in [98]. For k0 < 0, evidence was found that
at extremely low temperatures the black holes approach AdS5 in the IR (with the
same radius as the AdS5 in the UV) perturbed by marginal and relevant k-dependent
10In magnetic field, the Zeeman energy leads to di↵erent Fermi surfaces for spin-up and spin down-
particles
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operators. If k0 = 0, the IR is described by an anisotropic scaling solution.
Holographic semi-local quantum critical points
A locally quantum critical fixed point exhibits a scaling of space and time of the
form t !  zt, x !  x in the limit z ! 1. Such scaling arises very naturally
within the context of holography. The simplest example is the standard electrically
charged AdS-RN black brane solution of Einstein-Maxwell theory in D spacetime
dimensions. At zero temperature, T = 0, this solution interpolates between AdSD
in the UV and an AdS2 ⇥ RD 2 fixed point solution in the IR. From the dual
perspective, this AdS-RN black hole solution describes a CFT in D   1 dimensions
at finite charge density and the T = 0 solution, providing it is stable, describes an
emergent locally quantum critical fixed point in the far IR dual to the AdS2⇥RD 2
solution. The correlators obtained from the AdS2 ⇥ RD 2 solution only scale with
energy, but since they still depend on the momentum we will follow [99] and call
this semi-local quantum criticality. In the special case of D = 4 the AdS-RN black
hole geometry can also be supported by magnetic fields or, more generally, by both
electric and magnetic fields, with similar behaviour in the IR.
One interesting feature of the AdS-RN black holes is that they can have fermionic
spectral functions with novel behaviour [100, 101, 102, 103, 104, 105, 106, 107].
Another striking, and related, feature is that they have finite entropy density at
T = 0. A natural interpretation is that this is indicating that the system is be-
coming unstable at low temperatures and indeed, depending on the details of the
gravitational system, there are a variety of possible superfluid and spatially modu-
lated instabilities that can arise, both in bottom-up and top-down settings including
[42, 44, 45, 46, 108, 57, 58, 59, 60, 109, 73, 78, 97]. It is worth noting, however, that it
has recently been shown that there is at least one top-down setting where the semi-
local quantum critical ground state is known to be stable11 via the preservation of
supersymmetry [110].
More recently it has been emphasised in [111] that there is a broader framework
to realise holographically the notion of semi-local quantum criticality. The idea is
to consider geometries that are conformally related to AdS2 ⇥ RD 2. Specifically,
we shall define the ⌘-geometry by the line element
ds2 =
1
⇢2⌘/(D 2)
✓
 dt
2
⇢2
+ `2
d⇢2
⇢2
+ dxidxi
◆
, (1.4.36)
11At least in the strict N !1 limit of the dual CFT.
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where i = 1, . . . , D 2, the number of spatial dimensions in the dual field theory, and
⌘ and ` are constants. Under the scaling t ! ⇣t, xi ! xi, ⇢ ! ⇣⇢ the line element
scales as ds ! ⇣ ⌘/(D 2)ds. The special case when ⌘ = 0 is just AdS2 ⇥ RD 2
with the conformal UV boundary located at ⇢ ! 0. When ⌘ > 0 the geometry is
singular when ⇢!1. Note that when ⌘ = 0, ` is the radius of the AdS2 factor and
that when ⌘ 6= 0, ` can be set to one by scaling the coordinates. One way to think
about these geometries [111] is as a limit of the “hyperscaling violating” geometries
considered in [112, 113, 114] labelled, in the notation of [114], by ✓, z in the limit
that ✓ !  1, z ! 1 with ⌘ ⌘  z/✓ held fixed. Geometries with ⌘ = 1 were also
discussed earlier in [115] and one of our aims in chapter 4 will be to generalise and
extend the results of that pioneering paper (for related early work see [116, 117] and
more recent work [118, 119]).
An interesting property of the ⌘-geometries is that the finite temperature gener-
alisations have an entropy density that depends on the temperature via s / T ⌘ and
hence, when ⌘ > 0, they have s! 0 as T ! 0 [117, 111]. The case of ⌘ = 1 is partic-
ularly interesting since the temperature dependence of s is linear, corresponding to
linear specific heat [115, 111]. Another interesting feature when ⌘   0 is that there
can be spectral weight that is not exponentially suppressed at low-energies and finite
momentum, as one expects for physics associated with Fermi surfaces [111, 120].
⌘-geometries were explored in [121] in a top-down setting; the findings of that
work will be reported in chapter 4. Focussing on the U(1)4 truncation of D = 4
N = 8 gauged supergravity, it was shown that the model admits extremal black hole
solutions carrying three non-zero electric or magnetic charges which approach AdS4
in the UV and an ⌘ = 1 geometry in the IR. Adding a fourth charge provides a
mechanism to resolve the singularity of the ⌘-geometry, replacing it with an AdS2⇥
R2 factor in the IR, while maintaining a large region where the ⌘-geometry scaling
is approximately valid.
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2 Spatially modulated instabilities of
magnetic black branes
In this chapter, we focus on strongly coupled field theories in the presence of magnetic
fields and we show that they can have spatially modulated instabilities. This is
achieved by analysing magnetically charged black brane solutions arising in several
di↵erent models, including some top-down examples.
We will first study black brane solutions of Einstein-Maxwell theory. Recall that
in D = 4 the magnetically charged black brane solutions are again the standard
AdS-RN black brane solutions, while in D = 5 they have only been constructed nu-
merically [38]. In both cases, at zero temperature, the solutions interpolate between
AdSD in the UV and AdSD 2⇥R2 in the IR. It is natural to view the AdSD 2 region
as describing the strongly coupled dynamics of the lowest Landau-level excitations
of the D   1 dimensional dual gauge theory.
We will show that spatially modulated instabilities of the magnetic black branes
of Einstein-Maxwell theory can appear after embedding them in a class of D-
dimensional theories of gravity that involve two vector fields, F and G, and a single
scalar field  . In these models the key coupling in the Lagrangian that drives the in-
stability is  ⇤F ^G. The class of D-dimensional theories that we consider naturally
arises in N = 2 gauged-supergravity; in the sequel, we discuss some specific embed-
dings into D = 10, 11 supergravity. The simplest way to test for instabilities of the
finite temperature black brane solutions is to look for linearised perturbations of the
AdSD 2 ⇥ R2 limiting solution that violate the AdSD 2 BF bound. We investigate
this in section 2.2 and find that spatially modulated instabilities can appear within
the class of models that we consider. We have not yet been able to find examples of
these instabilities within any consistent truncations of D = 10, 11 supergravity, but
we expect that they can be found.
For D = 4, where the magnetic black brane solutions are known analytically,
we go beyond the near horizon AdSD 2 ⇥ R2 region in section 2.3, and analyse
linearised instabilities in the full geometry. More specifically we look for spatially
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modulated zero modes that appear just prior to the appearance of an instability.
For some representative models that have a spatially modulated instability in the
AdSD 2⇥R2 region we determine the critical temperatures at which the zero modes
appear. We will explain how these instabilities are associated with phases that have
current density waves without having charge density waves (in contrast to the D = 4
electrically charged striped black branes of [78]).
For models that do not have a spatially modulated instability in the AdSD 2⇥R2
region, it is possible that there still can be spatially modulated instabilities in the
full black brane geometry. We have analysed a model arising in the SU(3) invariant
sector of D = 4 SO(8) gauged supergravity, but our numerical results only allow us
to conclude that if the black brane has such an instability it will be at a very low
temperature.
In section 2.4, we discuss instabilities of a di↵erent class of magnetic black brane
solutions. They arise in theories of gravity coupled to a scalar field and a single gauge
field but cannot be truncated to Einstein-Maxwell theory. We focus on models that
have AdSD 2 ⇥ R2 solutions and discuss the spatially modulated instabilities.
An interesting class of AdS2 ⇥ R3 and AdS3 ⇥ R2 solutions of D = 5 SO(6)
gauged supergravity, and hence type IIB supergravity, that carry magnetic charges
with respect to U(1)3 ⇢ SO(6) have recently been discussed in [122, 123]. These
include both supersymmetric and non-supersymmetric examples. For the former
class, an investigation of some instabilities, including those of the type discussed
in [124], is carried out in section 2.5. We will first present a new magnetic black
brane solution in closed form that at zero temperature and in the near horizon limit
approaches the AdS2 ⇥ R3 solution of [122]. By considering perturbations about
the AdS2 ⇥ R3 solution, we find spatially modulated modes that violate the AdS2
BF bound. This example thus provides a top-down setting in which magnetic black
branes exhibit spatially modulated instabilities. Interestingly it corresponds to a
phase of N = 4 SYM with both current density waves and charged density waves.
2.1 Models extending Einstein-Maxwell
We start with Einstein-Maxwell theory in D spacetime dimensions with Lagrangian
given by
L = ⇥12R+  2 (D   3)⇤ ⇤ 1  12 ⇤ F ^ F , (2.1.1)
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where F ⌘ dA. The negative cosmological constant has been written in terms of the
constant   for convenience. We are interested in asymptotically AdSD black brane
solutions of this theory that are supported by magnetic flux in a single R2-plane.
When D = 4 these solutions are the standard magnetically charged AdS-Reissner-
Nordstro¨m black brane solutions. When D = 5 the solutions have been constructed
numerically in [38]. The solutions1 have not yet been constructed for D   6.
In both the D = 4 and D = 5 cases, at zero temperature, the near horizon limit
of these black brane solutions approach the magnetically charged AdSD 2 ⇥ R2
solutions of (2.1.1) given by
ds2 = L2 ds2 (AdSD 2) + dx21 + dx
2
2, L
2 =
D   3
2 2
F =
p
2  dx1 ^ dx2 , (2.1.2)
where ds2 (AdSD 2) is the metric on a unit radius AdSD 2 space. We expect that
this will similarly be true in D   6.
We can look for instabilities of the magnetically charged black brane solutions
by analysing linearised perturbations about the AdSD 2 ⇥ R2 solutions. If the
perturbations have mass squared that violate the AdSD 2 BF bound, given by
L2M2    (D   3)
2
4
, (2.1.3)
then we can conclude that the black brane solution is also unstable. In order to
establish the precise temperature at which the instability appears one needs to anal-
yse the full finite temperature black brane solution which, as we mentioned above,
is only known in D = 4, 5. We shall return to this point in section 2.3.
We now embed these solutions in a theory of gravity that has an additional scalar
field,  , and a massive vector field, B, with Lagrangian
L =12R ⇤ 1  V ( ) ⇤ 1  12 ⇤ d  ^ d   12 t ( ) ⇤ F ^ F
  12v( ) ⇤G ^G  12m2v ⇤B ^B   u ( ) ⇤ F ^G (2.1.4)
where G ⌘ dB and m2v is a constant. The corresponding equations of motion are
1When D   6 one can also have magnetic fields switched on in additional planes. The special
case when the skew eigenvalues of the two-form field strength are all equal was discussed in [38]
and the solutions are similar to the D = 4, 5 cases depending on whether D is even or odd,
respectively.
39
given by
Rµ⌫ =
2
D 2V gµ⌫ +m
2
vBµB⌫ + @µ @⌫ + t
⇣
Fµ⇢F⌫
⇢   12(D 2)gµ⌫F⇢ F ⇢ 
⌘
+ v
⇣
Gµ⇢G⌫
⇢   12(D 2)gµ⌫G⇢ G⇢ 
⌘
+ 2u
⇣
G(µ
⇢F⌫)⇢   12(D 2)gµ⌫G⇢ F ⇢ 
⌘
,
d ⇤ (t F + uG) = 0 ,
d ⇤ (vG+ uF )  ( 1)D m2v ⇤B = 0 ,
( 1)D d ⇤ d + V 0 ⇤ 1 + 12 t0 ⇤ F ^ F + 12v0 ⇤G ^G+ u0 ⇤ F ^G = 0 . (2.1.5)
We will assume that the functions V, t, u and v have the following expansion
V ( ) =   2 (D   3) + 12 m2s  2 + · · · ,
t( ) = 1  n 2 + · · · ,
u( ) = s + · · · ,
v( ) = 1 + · · · . (2.1.6)
where  ,ms, n and s are constant. It is then consistent to set   = B = 0 in the
equations of motion to recover the equations of motion of the Einstein-Maxwell
theory (2.1.1). In particular, both the black brane solutions (for D = 4, 5) and the
AdSD 2⇥R2 solutions of Einstein-Maxwell theory are solutions of this more general
class of theories.
The Lagrangian (2.1.4) has been chosen to provide a simple setting to display
spatially modulated instabilities. There are certainly many ways in which additional
fields and interactions can be incorporated which will lead to generalisations of the
instabilities that we describe. Note that we will only be considering configurations
for which F ^F = F ^G = G^G = 0 and hence various terms one might consider,
such as Chern-Simons terms in odd dimensions and coupling to pseudo-scalars in
even dimensions, will not play a role.
The form of (2.1.4) for D = 4 is also rather natural from the point of N = 2
gauged supergravity. Indeed we can make contact with a top-down construction
this way. Recall that D = 4 SO(8) gauge-supergravity is a consistent truncation
of D = 11 supergravity. We then consider the further consistent truncation to the
SU(3) ⇢ SO(8) invariant sector which is described by an N = 2 D = 4 supergravity
theory coupled to a vector multiplet and a hypermultiplet [125, 126]. Restricting to
configurations in which F ^ F = F ^G = G ^G = 0, where F and G are the field
strengths of the two-vector fields, it is consistent to set to zero the four scalar fields
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in the hypermultiplet as well as the imaginary part of the complex scalar field in
the vector multiplet. This leads2 to a theory with two gauge fields and a real scalar
field and we obtain equations of motion as in (2.1.5), (2.1.6) with m2s =  4, m2v = 0,
 2 = 6, n =  1 and s =  p2. This can also be obtained from the semi-consistent
U(1)4 ⇢ SO(8) truncation of [128] and one should be aware that the details will
a↵ect the higher order terms in (2.1.6). For example, the sub-truncation of [128]
considered in section 2.2.2 of [127] has a Z2 symmetry which flips the sign of both
  and B but this symmetry is absent in the SU(3) ⇢ SO(8) invariant case.
In D = 5 the model (2.1.4) also arises in Roman’s N = 4+ SU(2)⇥ U(1) gauged
supergravity theory [129], which is a consistent truncation of type IIB [130] and
D = 11 supergravity [131]. We will use the action for Roman’s theory given in eq.
(2.14) of [131]. We set m = 1, C = F 1 = F 2 = 0 and restrict to configurations in
which the Chern-Simons terms can be set to zero. We then define X = e
1p
3
 
and
also G!
q
2
3
 
F  p2G , F 3 !q23  p2F +G  to obtain equations of motion as
in (2.1.5), (2.1.6) with n =  4/3, m2s =  4, m2v = 0,   =
p
3 and s =  2
q
2
3 . It is
interesting to point out that starting with the consistent truncation of SO(6) gauged
supergravity given in [132], we obtain a model with the same parameters. Indeed,
starting with the action in eq (2.7) of [132], which is only valid for configurations in
which the Chern-Simons terms play no role, one can set 'i = 0 and either   = 0,
A1 = A2 or   = 3↵, A1 = A3.
2.2 Instabilities of magnetic AdSD 2 ⇥ R2
In the models extending Einstein-Maxwell theory with Lagrangian (2.1.4), we con-
sider the following simple perturbation about the AdSD 2 ⇥ R2 solution (2.1.2):
  =    (x↵) cos (kx1) , B =  B (x
↵) sin (kx1) dx2 , (2.2.7)
where x↵ are coordinates on AdSD 2 and k is a constant3. Introducing the vector
v = (  ,  B) we find that, at linearised order, the equations of motion (2.1.5)
expanded around the solution (2.1.2) yield
⇤D 2v   L2M2v = 0 , (2.2.8)
2 e.g. set ⇢ =   = 0 in eq. (2.22) of [127].
3Note that the background has F ^F = 0 and that the perturbation satisfies F ^G = G^G = 0.
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where ⇤D 2 is the Laplacian of the unit radius AdSD 2 and the mass matrix is
given by
M2 =
 
m˜2s + k
2
p
2 s kp
2 s k m2v + k
2
!
, (2.2.9)
with m˜2s ⌘ m2s   2 2n. Let us first consider no spatial modulation i.e. k = 0. We
see that, just as in the D = 4 purely electric case studied in [78], if n is positive and
large enough, the BF bound (2.1.3) can be violated leading to an instability. We
have not been able to find any top-down examples where this occurs.
We now consider k 6= 0. The eigenvalues of the mass matrix (2.2.9) are given by
m2± = k
2 +
1
2
 
m˜2s +m
2
v
 ± 1
2
q
(m˜2s  m2v)2 + 8k2s2 2 . (2.2.10)
We deduce that if
2s2 2 >
  m˜2s  m2v   , (2.2.11)
the branch m2  develops a minimum at
kmin =
1
2
p
2 s 
q
4s4 4   (m˜2s  m2v)2 , (2.2.12)
with
m2min =
1
2
 
m˜2s +m
2
v
   1
8s2 2
 
m˜2s  m2v
 2   1
2
s2 2 , (2.2.13)
and it is possible for this to violate the AdSD 2 BF bound (2.1.3).
We now investigate whether these instabilities of AdSD 2⇥R2 are present in the
top-down models we discussed above. First consider the SU(3) invariant sector of
D = 4 SO(8) gauged supergravity which has m2s =  4, m2v = 0,  2 = 6, n =  1 and
s =  p2. This gives rise to L2m2min =  2/9 (at k 6= 0) which is very close to but
does not violate the AdS2 BF bound of  1/4. For the D = 5 Romans theory we have
n =  4/3, m2s =  4, m2v = 0,   =
p
3 and s =  2
q
2
3 . We find L
2m2min =  3/4 (at
k 6= 0) which again does not violate the AdS3 BF bound of  1. In appendix 2.A
we will discuss some other top down constructions which are similar to (2.1.4) but
involve a second scalar field; we find that they also do not lead to a violation of the
AdSD 2 BF bound (2.1.3).
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2.3 Instabilities of D = 4 magnetic AdS-RN black
branes
In this section we analyse spatially modulated instabilities of the full magnetic black
brane solutions in the models of section 2.1. More precisely, we look for zero modes
that appear at the onset of instabilities. Since the D = 5 magnetic black brane
solutions are only known numerically, we restrict our considerations to D = 4.
Fixing the cosmological constant by setting  2 = 6, the D = 4 magnetic black
brane solution of Einstein-Maxwell theory is the AdS-RN solution given by
ds2 =  f dt2 + dr
2
f
+ r2
 
dx2 + dy2
 
,
F = r+ dx ^ dy , (2.3.14)
where
f = 2r2  
✓
2r2+ +
1
2
◆
r+
r
+
1
2
r2+
r2
. (2.3.15)
The zero temperature limit of this black hole is obtained when r+ = 1/
p
12 and
we note that (2.1.2) can be recovered as the near horizon limit after rescaling the
spatial coordinates by r+.
2.3.1 First order perturbations
For simplicity, we now assume that m2s =  4 and m2v = 0 which covers the case of
N = 8 gauged supergravity. To construct the zero modes, we consider the pertur-
bation
  =    (r) cos (kx) , B =  B (r) sin (kx) dy . (2.3.16)
The equations of motion (2.1.5) then yield
1
r2
@r
 
r2f@r  
 
+

4  k
2
r2
+
nr2+
r4
 
    skr+
r4
 B = 0 ,
@r (f@r B)  k
2
r2
 B   skr+
r2
   = 0 . (2.3.17)
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At the horizon r = r+ we impose the boundary conditions
   =  0 +O (r   r+) ,  B = b+ +O (r   r+) . (2.3.18)
Since we are dealing with a linear and homogeneous system of equations, we can
use a scaling symmetry to set  0 = 1. At infinity, on the other hand, we have the
asymptotic expansion
   =
 1
r
+
 2
r2
+ · · · ,  B = b0 + b1
r
+ · · · . (2.3.19)
We are only interested in zero modes that spontaneously break translation invariance
so we shall demand b0 = 0. Note that since we have chosen m2v = 0, the massless
gauge field is dual to a conserved current jB in the dual field theory. For definiteness,
we will assume that   is dual to an operator O  with dimension   = 1, as it is in
SO(8) gauged supergravity when we quantise with maximal supersymmetry, and
thus we will also demand that  2 = 0.
We have solved numerically the di↵erential equations with these boundary con-
ditions and determined the critical temperature as a function of k at which the
spatially modulated zero modes appear. We have displayed some of our results in
figure 2.1. The first frame has n =  1 and various values of s = 2, 1.9, 1.8, 1.7 and
the second frame has s =
p
2 and various values of n =  2/8, 3/8, 4/8, 5/8.
All of these cases have a violation of the AdS2 BF bound in the IR at finite values
of k. Note that the values n =  1 and s =  p2 are relevant for the magnetic black
brane embedded in the SU(3) invariant sector of D = 4 N = 8 gauged supergravity.
Unfortunately we have not been able to stabilise our numerics for these values. All
that we conclude is that if there is an instability for these values of n, s it will be at
very low temperatures indeed, as indicated by the figures.
For a given model, at the highest critical temperature Tc at which a static nor-
malisable zero mode appears (the maxima of the curves in figure 2.1), a new branch
of black brane solutions appears. This new branch will have a spatial modulation
fixed by kc, where kc is the critical wave-number corresponding to Tc. These black
branes, assuming that they are thermodynamically preferred, describe a spatially
modulated phase in the dual field theory in which, near Tc,
hO i ⇠ cos kcx , hjBy i ⇠ sin kcx , (2.3.20)
where O  is the operator dual to   and jB is the current dual to B. In particular,
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Figure 2.1: Plots of critical temperatures T versus k for the existence of normalisable
zero modes about the D = 4 magnetically charged AdS-RN black brane
solutions in the models of section 2.1. All cases have m2s =  4 and
m2v = 0. The left frame has n =  1 and, from the top going down,
s = 2, 1.9, 1.8, 1.7. The right frame has s =
p
2 and, from the top
going down, n =  0.25, 0.375, 0.5, 0.675. Note that N = 8 gauged
supergravity has n =  1 and s = p2.
there is a current density wave. In [78], spatially modulated instabilities of electri-
cally charged black-branes were studied. At first order, current density waves were
observed and then at second order, CDWs. We now show that this does not occur
for the magnetically charged black branes being considered here.
2.3.2 Second order perturbations
We now consider the second order perturbations. We find that a consistent set of
equations is obtained if we take
  = ✏ [   (r) cos (kx)] + ✏2
h
 (0)(r) +  (1)(r) cos (2kx)
i
,
By = ✏ [ B (r) sin (kx)] + ✏
2
h
b(1)y (r) sin (2kx)
i
,
 gtt = ✏
2
h
h(0)tt (r) + h
(1)
tt (r) cos (2kx)
i
,
 gxx = ✏
2
h
h(0)xx (r) + h
(1)
xx (r) cos (2kx)
i
,
 gyy = ✏
2
h
h(0)yy (r) + h
(1)
yy (r) cos (2kx)
i
,
 Ay = ✏
2
h
a(1)y (r) sin (2kx)
i
, (2.3.21)
where ✏ is a small parameter that can be taken to be ✏ = (T   Tc)/Tc. Expand-
ing the equations of motion (2.1.5) to O
 
✏2
 
, we obtain a set of ordinary di↵erential
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equations. The functions  (↵), b(↵)y , h
(↵)
xx , h
(↵)
yy and a
(↵)
y satisfy a system of inhomoge-
neous second order equations, the function h(0)tt satisfies a first order inhomogeneous
equation while an algebraic equation completely determines h(1)tt .
Thus, at second order, we see that in the dual field theory the stress tensor is
becoming spatially modulated, as expected. Furthermore, the current, jA, dual to
the gauge field A, is also becoming spatially modulated. For the branch appearing
at Tc with modulation fixed by kc we have
hjAy i ⇠ sin 2kcx , (2.3.22)
and hence the current density wave for jA has half the period of that for jB. The
absence of At and Bt terms in (2.3.21) implies that there are no CDWs as commented
above.
2.3.3 The non-linear ansatz
We can also investigate the structure of the spatially modulated black brane solutions
by finding a consistent ansatz that contains the solutions. Concretely, we consider
ds2 =  e2↵(r,x) dt2 + dr2 + e2 1(r,x) dx2 + e2 2(r,x) dy2 ,
A =a (r, x) dy, B = b (r, x) dy,   =   (r, x) . (2.3.23)
This includes the magnetic black brane background (2.3.14) as well as the pertur-
bations considered in (2.3.21) after a simple redefinition of the coordinate r. Note,
in particular, that this anstaz is not associated with CDWs.
To see that it is a well defined ansatz, we proceed as follows. We first find that
the equations of motion for the matter fields lead to three pde’s, second order in r
and x, for the three functions a (r, x) , b (r, x) ,  (r, x). We next observe that if we
write the Einstein’s equations in the form Eµ⌫ = 0, then there are five non-trivial
components. The equations Ett = Exx = Eyy = 0 can also be written as three
pdes, second order in r and x, for the three functions ↵(r, x), 1(r, x), 2(r, x). This
leaves two more equations Err = Erx = 0. However, the Bianchi identities give two
relations
e  1@r
 
e↵+ 1+ 2Erx
 
=  @x
 
e↵ 2 1+ 2Exx
 
+
1
2
e↵+ 2
 
Ett @xe
 2↵   Eyy @xe 2 2
 
@r
 
e↵+ 1+ 2Err
 
=  @x
 
e↵  1+ 2Erx
 
+
1
2
e↵+ 1+ 2
 
Ett @re
 2↵   Eyy @re 2 2   Exx @re 2 1
 
. (2.3.24)
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From these we observe that if the three equations Ett = Exx = Eyy = 0 are satisfied
everywhere, then we also have Err = Erx = 0 everywhere provided that we just
demand that Err = Erx = 0 on a Cauchy surface r = r0. Thus, the ansatz leads to a
well defined set of equations, and in particular, will lead to solutions with spatially
modulated current density waves without charge density waves.
2.4 Instabilities of AdSD 2 ⇥ R2 in other models
We now briefly discuss instabilities of magnetic solutions in models that involve a
scalar field coupled to just a single gauge field which, unlike the models considered
above, cannot be truncated to Einstein-Maxwell theory. We consider the Lagrangian
L =12R ⇤ 1  V ( ) ⇤ 1  12 ⇤ d  ^ d   12 t ( ) ⇤ F ^ F (2.4.25)
and note that the equations of motion can be obtained from (2.1.4),(2.1.5). We
now consider more general V, t than the expansions given in (2.1.6) and we note, in
particular, that if V 0(0) or t0(0) are non-zero then we cannot consistently set   = 0 in
the equations of motion. Particular examples of these models have been considered
in the context of AdS/CMT from a di↵erent point of view in [133, 112, 117].
What is of interest here is that for certain V, t these models can have magnetically
charged asymptotically AdSD black branes that approach AdSD 2⇥R2 in the IR at
zero temperature. It would go beyond the scope of this chapter to make a detailed
analysis of these magnetic black brane solutions. Instead, we will focus on the
AdSD 2 ⇥ R2 solutions and see how spatially modulated instabilities can show up
as perturbations that have imaginary AdSD 2 scaling dimensions.
We first note that the equations of motion related to (2.4.25) admit the magneti-
cally4 charged AdSD 2 ⇥ R2 solution with constant scalar field,   =  0, and
ds2 = L2 ds2 (AdSD 2) + dx21 + dx
2
2, L
2 =   (D   3)t
0 ( 0)
2V 0 ( 0) t ( 0)
,
F =
✓
 2V
0 ( 0)
t0 ( 0)
◆1/2
dx1 ^ dx2 , (2.4.26)
4An analogous analysis can be carried out for electrically charged AdS2 ⇥ RD 2 solutions.
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provided that
t0 ( 0)V ( 0) = (D   3)V 0 ( 0) t ( 0) ,
t0 ( 0)V 0 ( 0) < 0 , t ( 0) > 0 . (2.4.27)
We have not yet found a top-down embedding of such solutions, but we expect that
it can be found.
We next consider spatially modulated instabilities of this solution. Let us write
the metric on the unit radius AdSD 2 space as
ds2(AdSD 2) = ⇢2( dt2 + dyadya) + d⇢
2
⇢2
(2.4.28)
Restricting to D = 4 for simplicity, we consider the time independent linear pertur-
bation given by
 gtt = ⇢
2htt (⇢) cos (kx1) ,  gxixi = hii (⇢) cos (kx1) ,
   = w (⇢) cos (kx1) ,  A = a (⇢) sin (kx1) dx2 . (2.4.29)
After substituting into the equations of motion for (2.4.25), we find that we can solve
an algebraic equation to obtain htt. This then leads to a second order di↵erential
equation for the 4-vector v ⌘ (h11, h22, w, a) whose coe cients involve the data
{t( 0), V ( 0), t0( 0), V 0( 0), t00( 0), V 00( 0)} and k. These equations admit modes of
the form v = v0⇢  where v0 is a constant vector and   is the scaling dimension. By
suitable choice of the data it is simple to obtain complex values for  ,with k 6= 0,
which corresponds to a violation of the AdSD 2 BF bound.
2.5 An instability in type IIB supergravity
We now consider instabilities of magnetic black brane solutions within SO(6) D = 5
gauged supergravity and hence within type IIB supergravity. In fact the solutions
will lie within a consistent truncation of SO(6) gauged supergravity that has two
scalar fields  1, 2 and U(1)3 ⇢ SO(6) gauge fields. For completeness, we review
this construction in the following subsection.
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2.5.1 U(1)3 ⇢ SO(6) gauged supergravity
We start with the U(1)3 truncation of D = 5 SO(6) gauged supergravity [134] that
keeps two neutral scalar fields  a. It is convenient to package the two scalars in
terms of three constrained scalars Xi via
X1 = e
  1p
6
 1  1p2 2 , X2 = e
  1p
6
 1+
1p
2
 2 , X3 = e
2p
6
 1 , (2.5.30)
with X1X2X3 = 1. The Lagrangian is then given by
L = (R  V ) ⇤ 1  1
2
2X
a=1
⇤d a ^ d a   1
2
3X
i=1
(Xi)
 2 ⇤ F i ^ F i + F 1 ^ F 2 ^A3 ,
(2.5.31)
where
V =  4
3X
i=1
(Xi)
 1 . (2.5.32)
Any solution of this theory can be uplifted on an S5 to obtain an exact solution of
type IIB supergravity using the formulae in [134].
This theory can be further truncated to obtain a sector of Romans’ SU(2)⇥U(1)
gauge supergravity theory [129]. This is significant because any solution of Romans’
theory can also be uplifted to D = 11 supergravity using the general class of M6
[135] associated with supersymmetric AdS5 ⇥M6 solutions of D = 11 supergravity
that are dual to N = 2 SCFTs in d = 4 [131]. Specifically, if we set X1 = X2 ! X,
F 1 = F 2 ! F (3)/p2, F 3 !  G we obtain Romans’ theory as in [131], after setting
the two-form to zero and identifying F (3) with one of the SU(2) gauge fields. There
are two other ways of obtaining Romans’ theory: one by setting X2 = X3, F 2 = F 3
and another by setting X1 = X3, F 1 = F 3.
By setting the scalars to zero, X1 = X2 = X3 = 1, and also F 1 = F 2 = F 3
we obtain minimal D = 5 gauged supergravity. Recall that any solution of this
theory can be uplifted to type IIB supergravity using the general class of X5 [136]
associated with supersymmetric AdS5 ⇥X5 solutions of type IIB supergravity that
are dual to N = 1 SCFTs in d = 4 [137] or to D = 11 using the general class of N6
[138] associated with supersymmetric AdS5 ⇥N6 solutions of D = 11 supergravity
also dual to N = 1 SCFTs in d = 4 [139].
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2.5.2 Magnetic solutions and their instabilities
Our first result is that this theory admits the following magnetically charged black
hole solutions
ds25 =  f dt2 +
dr2
f
+ r2
 
dx21 + dx
2
2 + dx
2
3
 
F 1 = ✏1B dx2 ^ dx3, F 2 = ✏2B dx3 ^ dx1, F 3 = ✏3B dx1 ^ dx2 (2.5.33)
where
f = r2   r
4
+
r2
+
B2
2r2
log
r+
r
(2.5.34)
and ✏i = ±1. We choose 0  B  2
p
2r2+ so that the outer event horizon is
located at r = r+ and the temperature is T =
8r4+ B2
8⇡r3+
. At zero temperature, when
B = 2
p
2r2+, the near horizon limit of (2.5.33) approaches the magnetic AdS2 ⇥ R3
solution constructed in [122]
ds25 =
1
8
ds2 (AdS2) + dx
2
1 + dx
2
2 + dx
2
3
F 1 = ✏12
p
2 dx2 ^ dx3, F 2 = ✏22
p
2 dx3 ^ dx1, F 3 = ✏32
p
2 dx1 ^ dx2 (2.5.35)
(after scaling xi ! xi/r+). Note that we can change the signs of two of the spatial
coordinates without changing the D = 5 orientation and this would change the
signs of two of the three F i. Thus, there are two independent solutions, with fixed
orientation, depending on whether ✏1✏2✏3 = ±1. In fact, both solutions have the
same spatially modulated instability as we now show.
We first consider perturbations about the AdS2⇥R3 solution (2.5.35). Specifically,
using the coordinates for AdS2 as in (2.4.28), we take
 gx1x1 =   gx2x2 = h(⇢) cos(k x3)
 A1 = ✏1a(⇢) sin(k x3)dx2,  A
2 = ✏2a(⇢) sin(k x3)dx1,
 A3 = ✏1✏2⇢u(⇢) sin(kx3)dt ,   2 = w(⇢) cos(k x3) (2.5.36)
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for which the equations of motion yield
8
 
⇢2w0
 0    12 + k2  w   8p2h+ 8k a = 0
8
 
⇢2a0
 0   k2 a+ 4k w + 2p2k h  16p2 (⇢u)0 = 0
8
 
⇢2u0
 0   k2 u  4p2⇢ a0 = 0
8
 
⇢2h0
 0    k2 + 8  h  8p2w + 4p2k a = 0 (2.5.37)
Notice that we take into account the mixing of the metric and the scalar even
for k = 0 (in contrast to the analysis of [122]). We now look for solutions of
the form (w, a, u, h) = v ⇢  with v a constant vector. The system of equations
(2.5.37) then takes the form Mv = 0 where M is a 4 ⇥ 4 matrix that depends on
k only. Demanding that non-trivial values of v exist implies that detM = 0 and
this equation specifies the possible values of   as functions of k. In [122], where only
modes with k = 0 were considered, it was argued that the AdS2 ⇥ R3 background
is stable. Here, even after properly taking into account the mixing with the metric,
we still find that for k = 0 the system is stable. However, for general k, a numerical
analysis shows that there is a range of k 6= 0 for which   has a non-zero imaginary
part signalling an unstable background.
We now turn our attention to spatially modulated perturbations about the full
magnetic black brane solution (2.5.31). Specifically we consider
 gx1x1 =   gx2x2 = r2h(r) cos(k x3)
 A1 = ✏1a(r) sin(k x3)dx2,  A
2 = ✏2a(r) sin(k x3)dx1,
 A3 = ✏1✏2u(r) sin(kx3)dt,   2 = w(r) cos(k x3) (2.5.38)
which leads to the linear system of equations
r
 
r3f w0
 0    2B2 + k2r2   4r4 w + 2p2Bk a p2B2h = 0
r
 
rf a0
 0   k2 a+p2Bkw +Bk h  rBu0 = 0 
r3 u0
 0   k2rf 1 u  2Ba0 = 0
r
 
r3f h0
 0   r2  k2 + 8r2   4f   2rf 0 h+ 2Bk a p2B2w = 0 (2.5.39)
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At the black hole horizon we impose the following boundary conditions
w = w(0) + w(1) (r   r+) + · · ·
a = a(0) + a(1) (r   r+) + · · ·
u = u(1) (r   r+) + · · ·
h = h0 + h(1) (r   r+) + · · · (2.5.40)
As usual we are only interested in spatially modulated zero modes that correspond
to spontaneously breaking of translation invariance. Thus, asymptotically as r !1
we impose the boundary conditions
w =
v1
r2
+ · · ·
a =
v2
r2
+ · · ·
u =
v3
r2
+ · · ·
h =
v4
r4
+ · · · (2.5.41)
with the vi fixing the expectation values of the corresponding operators in the dual
N = 4 SYM theory.
Our analysis of the instabilities of the AdS2 ⇥ R3 solution implies that there will
be solutions of the ODEs (2.5.39) with these boundary conditions at a specific tem-
perature for a given value of k. Unfortunately the temperatures are very low and so
we have not been able to stabilise the numerics. The highest critical temperature Tc
will occur for a critical wave-number kc. At Tc a new branch of spatially modulated
black branes will exist with, at leading order,
hO 2i ⇠ sin kcx3 ,
hj1x2i ⇠ sin kcx3 , hj2x1i ⇠ sin kcx3 hj3t i ⇠ sin kcx3 (2.5.42)
where O 2 is the operator dual to  2 and ji are the three U(1) currents dual to Ai
in N = 4 SYM theory. Observe that j1, j2 exhibit current density waves, while j3
exhibits charge density waves and that they are in phase with each other. It would
be interesting to explore what happens at next order in perturbation theory.
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2.6 Discussion
In this chapter, we have shown that magnetically charged black branes can exhibit
spatially modulated instabilities. In the dual field theory, these correspond to the
spontaneous breaking of translation invariance via current density waves, and in
some cases charge density waves, when the field theory is placed in a magnetic field.
It would be very interesting to go beyond our perturbative analysis and construct
the fully back reacted black brane solutions. This calculation is technically di cult
as it requires solving numerically a system of non-linear partial di↵erential equa-
tions, but also very illuminating as it will reveal information about the free energy
of these configurations. If the free energy of these configurations is smaller than
the free energy of the spatially homogeneous and isotropic phase described by the
magnetically charged black hole, then at the critical temperature, Tc, there will be
a phase transition. From intuition obtained form the calculation for the electric
stripes [78, 79, 80, 81, 82], it is expected that there will be a second order phase
transition. Given the full solutions, one could also investigate the zero-temperature
ground state of the system. It is expected that the ground state will be compatible
with a unique ground state, meaning that the entropy will vanish as T ! 0.
For the class of black brane solutions which have an AdSD 2 ⇥ R2 region in the
IR at zero temperature, we have not yet been able to find any top-down model
that exhibits an instability either in the models extending Einstein-Maxwell theory
or those considered in section 2.4. However, we think it is likely that they can
be found. On the other hand for a new class of black brane solutions of D = 5
SO(6) gauge supergravity with an AdS2 ⇥ R3 region at zero temperature that we
constructed in section 2.5 we did find spatially modulated instabilities. It would be
interesting to explore this example further and determine, for example, whether or
not the instability we found is the dominant instability within type IIB supergravity.
Another direction is to extend our analysis to dyonic black brane solutions, car-
rying both electric and magnetic charges; from the phenomenological point of view,
this will correspond to studying a system of electrons in magnetic field. For the
D = 4 case the dyonic black brane solutions of Einstein-Maxwell theory are again
of the AdS-RN form. For the D = 5 case, dyonic black brane solutions have been
constructed numerically for a class of gravity theories, including minimal gauged
supergravity, in [140, 141, 142]. There are a variety of ways in which these theories
can be coupled to additional fields and it is clear that, again, a rich spectrum of
spatially modulated black brane solutions is expected.
53
Appendices:
2.A Top down perturbations of magnetic AdSD 2 ⇥ R2
Here we consider perturbations of magnetic AdSD 2 ⇥ R2 solutions that appear
in some top-down models extending Einstein-Maxwell theory that are similar to
(2.1.4), but involve a second scalar field. In all cases we find that the models do not
have spatially modulated instabilities. As in section 2.3, it is still possible that the
magnetic brane solutions do have them, but we will not investigate this here.
We first consider the consistent truncation of D = 11 supergravity on a SE7
manifold to a D = 4 N = 2 gauged supergravity [32]. It is convenient to use the
Lagrangian given in eq (2.6) of [47] and we then set h =   = a = 0 to obtain
L =R
2
  12@U2   3
4
@V 2   3@U@V   1
8
e6U+3V Fµ⌫F
µ⌫   3
8
e V 2U Hµ⌫Hµ⌫
  9e 12U (B   ✏A)2 + 24e 8U V   3e 10U+V   9e 18U 3V , (2.A.43)
with F = dA, H = dB and ✏ = ±1. Note that this truncation is only valid for
configurations which satisfy F ^ H = 0. The basic AdS4 vacuum uplifts to an
AdS4 ⇥ SE7 solution of D = 11 supergravity: when ✏ = 1, it is the supersymmetric
solution and when ✏ =  1, it is the skew-whi↵ed solution. We now redefine ✏A !
1
2
p
2
A  
p
3
2
p
2
B, B ! 1
2
p
2
A + 1
2
p
6
B and U ! 16
q
1  1p
13
u   16
q
1 + 1p
13
v, V !
1
3
q
4  10p
13
u+ 13
q
4 + 10p
13
v. We can then expand around the AdS2 ⇥ R2 solution
of the model and find that u and v each combine with B as in (2.2.7) to give a mass
matrix as in (2.2.9) with
• m˜2u = 8
 
7 +
p
13
 
, m2vec = 48, s =
q
1 + 1p
13
,   =
p
12 .
• m˜2v = 8
 
7 p13  , m2vec = 48, s =q1  1p13 ,   = p12 .
In both cases we find that the minimum mass-squared eigenvalue of (2.2.9) is at
k = 0 and does not violate the AdS2 BF bound.
We next consider the consistent truncation of D = 11 supergravity on S4 ⇥ H3
to a D = 4 N = 2 gauged supergravity that was derived in [143]. Starting with
the action given in eq. (4.14) of [143], we set l =  1,   = ✓ = ⇠ = a = 0, T =  .
Restricting to configurations in which H˜ ^ H˜ = H˜ ^ F = 0 we can also set   = 0.
We next redefine the scalars via:  0 !  12 ln 2+ 1p15
⇣p
5 +
p
5 0  
p
5 p5 1
⌘
,
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 1 ! 2
✓
1p
5+
p
5
 0 +
1p
5 p5
 1
◆
and the vectors via: A! 21/4  A p3B , B˜ !
2 3/4
⇣
A+ 1p
3
B
⌘
. Focussing on perturbations about the AdS2 ⇥ R2 solution we
find
• m˜2 0 = 3
p
2 +
p
10, m2v = 2
p
2, s =  
q
1 + 1p
5
,   = 3
1/2
21/4
.
• m˜2 1 = 3
p
2 p10, m2v = 2
p
2, s =
q
1  1p
5
,   = 3
1/2
21/4
.
The minimum mass-squared eigenvalue of (2.2.9) for  0 is at k 6= 0, while for  1 it
is at k = 0 and neither violates the AdS2 BF bound.
Finally we consider the consistent truncation of type IIB supergravity on an arbi-
trary SE5 space derived in [30]. We start with the action given in eq. (4.21) of [30].
We then redefine the scalars via: u !   1
5
p
5
 
u  2p6v , v ! 15q 215  2p6u+ v 
and the vectors via A !
q
2
3
 
A p2B , A ! p3B. Expanding about the
AdS3 ⇥ R2 solution, we find
• m˜2u = 36, m2vec = 24, s =  2
p
2
5 ,   =
p
3 .
• m˜2v = 16, m2vec = 24, s = 4p15 ,   =
p
3 .
The minimum mass-squared eigenvalue of (2.2.9) for u is at k 6= 0, while for v it is
at k = 0 and neither violates the AdS3 BF bound.
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3 Top-down magnetic and electric
AdS solutions
The main focus of this chapter will be on AdS3⇥R2 and AdS2⇥R2 solutions of string
or M-theory that are supported by purely magnetic fields in the R2 directions. Such
solutions are of interest because they provide candidate holographic dual descriptions
of the IR limit of the zero temperature ground states of field theories in d = 4 and
d = 3, respectively. For this to be the case, it is certainly necessary that the solutions
are stable and, in particular, do not contain any modes that violate the AdSd 1 BF
bound. Such stability is guaranteed if the solutions are supersymmetric.
As far as we are aware, the first constructions of such supersymmetric AdS3 ⇥
R2 solutions were presented in [131]. The solutions were obtained by uplifting a
“magnetovac” solution of Romans’ D = 5 gauged supergravity [129] either on an
S5, to obtain a solution of type IIB supergravity, or on the general class of M6
[135, 144] associated with AdS5 ⇥ M6 solutions of D = 11 supergravity dual to
N = 2 SCFTs in d = 4 [131].
Subsequently, a non-supersymmetric magnetic AdS3 ⇥ R2 solution of minimal
gauged supergravity was shown to arise as the near-horizon geometry of magnetic
black brane solutions at zero temperature1 [38]. These black brane solutions can
again be uplifted on an S5, to obtain a solution of type IIB supergravity, but also on
general X5 [136] and N6 [138] associated with AdS5 ⇥X5 and AdS5 ⇥N6 solutions
of type IIB and D = 11 supergravity, respectively, dual to N = 1 SCFTs in d = 4
[137, 139]. One of the conclusions of this chapter is that for the special case of
uplifting on the S5, for which the dual field theory is just N = 4 SYM, the AdS3⇥R2
solution studied in [38] is not stable and hence does not describe the zero temperature
ground state.
More recently, it was found that these supersymmetric and non- supersymmetric
magnetic AdS3⇥R2 solutions are members of a more general two-parameter family
of solutions [122], with the supersymmetric solution of [129, 131] forming a one
1Dyonic extensions were studied in [140, 141, 142].
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parameter sub-family, which can be constructed within a U(1)3 truncation of D = 5
SO(6) gauged supergravity. An initial investigation into the stability of the non-
supersymmetric AdS3 ⇥ R2 solutions of [122] was undertaken in [123], within the
context of SO(6) gauged supergravity. Here we will re-examine the analysis of [123]
finding results which di↵er in some respects to those of [123]. In addition, we will
show that a large class of the AdS3 ⇥ R2 solutions also su↵er from a new kind
of instability involving neutral scalar fields that are spatially modulated in the R2
directions similar to [73, 78, 83, 97].
Our results, and those of [123], imply that when the solutions are uplifted on S5 to
give type IIB solutions dual toN = 4 SYM theory, the parameter space of potentially
stable AdS3 ⇥R2 solutions is now very small, but still non-zero (see figures 3.1 and
3.3). While we think it is unlikely that there are any further instabilities within
SO(6) gauged supergravity, it is still possible that there others within the full KK
spectrum. Note that if we consider the one-parameter family of solutions that lie
within Romans’ theory, some of the instabilities that we discuss here, but not all,
involve fields lying outside of Romans’ theory. This is relevant when we uplift the
relevant solutions not an S5 to D = 10, but on the M6 of [135] to D = 11 [131].
Within minimal gauged supergravity, we do not find any instabilities for the unique
magnetic AdS3 ⇥ R2 solution.
We will also construct a supersymmetric domain wall solution that interpolates
between AdS5 in the UV and a particular supersymmetric AdS3⇥R2 solution in the
IR. The example we choose lies within Romans’ theory so this can be uplifted both
on S5 to type IIB and also on the class of M6 of [135] to D = 11. This solution,
being supersymmetric, should describe the stable ultimate zero temperature ground
state of the corresponding d = 4 CFTs when they are placed in a magnetic field.
The instabilities that we find for the non-supersymmetric AdS3⇥R2 solutions show
that these solutions cannot provide the IR ground states of dual d = 4 field theories
when held in a magnetic field. Nevertheless, they are still physically interesting.
In general, extending the work of [38], we expect to be able to construct finite
temperature black hole solutions which at zero temperature interpolate between
AdS5 in the UV2 and a given non-supersymmetric AdS3 ⇥ R2 solution in the IR.
The instability of the latter indicates that there will be a phase transition at finite
temperature described by new types of black hole solutions and the instabilities
that we discuss suggest the types of modes that will be involved in constructing
2In general, in addition to the magnetic field, we expect that some of the scalar fields will also
give rise to deformations of operators of the UV CFT.
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them. Some specific magnetic AdS3 ⇥ R2 solutions have several di↵erent kinds of
instabilities including spatially modulated instabilities, driven by neutral scalars,
and superconducting instabilities driven either by charged scalars, charged vectors3
or combinations thereof. Our results suggests that there is a rich story involving
competing phases that would be interesting to elucidate. It is also worth emphasising
that since the supersymmetric AdS3⇥R2 solutions are at the boundary of unstable
non-supersymmetric solutions (see figure 3.3), the corresponding dual ground states
must abut di↵erent phases and hence have the nature of quantum critical points.
We now turn to top down solutions containing AdS2 factors that are supported
by magnetic fields. Such solutions are particularly interesting since they might
provide dual descriptions of locally quantum critical points, which have been shown
to be associated with interesting non-Fermi liquid behaviour [100, 101, 102, 103] (see
[150, 151] for the inclusion of magnetic fields). For D = 5 it was shown in [122] that
the U(1)3 truncation of SO(6) gauged supergravity admits a non-supersymmetric
magnetic AdS2 ⇥R3 solution which can be uplifted on an S5 to type IIB. However,
it was subsequently shown in [72] that, within the same truncation, this su↵ers from
an instability involving neutral scalar fields that are spatially modulated in the R3
directions.
It has long been known that minimal D = 4 gauged supergravity admits a non-
supersymmetric magnetic AdS2⇥R2 solution (the near horizon limit of the standard
magnetic AdS-RN black brane solution) and that this can be uplifted to obtain
solutions of D = 10, 11 supergravity in a variety of ways [137, 139]. The concluding
section of [123] briefly discussed how this solution can be generalised to form part
of a larger family of magnetic AdS2⇥R2 solutions of the U(1)4 truncation of SO(8)
gauge supergravity which can be uplifted to D = 11 on S7. Here we will flesh out
these constructions in a little more detail. We will find a two-parameter locus of
supersymmetric solutions that includes the specific examples already mentioned in
[123], as special cases. We will also show that a large class of the non-supersymmetric
solutions su↵er from similar instabilities that we find for the magnetic AdS3 ⇥ R2
solutions. In particular, we explicitly discuss an instability involving neutral scalar
fields that are spatially modulated in the R2 directions and a simple instability
involving charged scalars.
We will also construct a supersymmetric domain wall solution that interpolates
3The possibility of charged vectors producing superconducting instabilities in the presence of
magnetic fields has been recently discussed in [124, 145] based on the older work of [146, 147].
This is also reminiscent of “reentrant superconductivity”, reviewed in [148], that is seen in
URhGe [149].
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between AdS4 in the UV and a representative magnetic AdS2 ⇥ R2 solution in the
IR4. This solution, being supersymmetric, should describe the stable ultimate zero
temperature ground state of the corresponding d = 3 CFTs when they are placed
in a magnetic field. This provides the first top down holographic description of a
locally quantum critical point where stability is guaranteed by supersymmetry, and
it will be interesting to investigate the behaviour of fermion response functions for
this background.
In the last part of the chapter, we will briefly discuss AdS2 solutions that are
supported by electric fields. Indeed an electric-magnetic duality transformation for
the U(1)4 truncation of D = 4 SO(8) gauged supergravity provides a simple way
to obtain a three parameter family of electric AdS2 ⇥ R2 solutions. We find that
none of them preserve supersymmetry. Furthermore, we can also use the duality
transformation to find a domain wall solution, solving first order equations, that
interpolates between AdS4 and a non-supersymmetric AdS2 ⇥ R2 solution5. We do
not investigate instabilities for these solutions here, but we expect that there will
be many: for the special case of the electric AdS2 ⇥ R2 solution of minimal gauged
supergravity see [45].
In addition, we also construct a two parameter family of electric AdS2 ⇥R3 solu-
tions of the U(1)3 truncation of D = 5 SO(6) gauged supergravity. These solutions
generalise the solutions of Romans’ theory given in [129]. Once again, none of these
solutions are supersymmetric. We will again leave a detailed analysis of instabili-
ties to future work, but we note that it was already shown in [97] that the electric
AdS2 ⇥ R3 solutions of Romans’ theory su↵er from helical p-wave superconducting
instabilities.
3.1 Magnetic AdS3 ⇥ R2 solutions
In this section we will review the magnetic AdS3 ⇥ R2 solutions of U(1)3 ⇢ SO(6)
gauged supergravity of [129, 122, 123]; U(1)3 gauge supergravity was briefly de-
scribed in the previous chapter in section 2.5.1. We will also construct a super-
symmetric domain wall solution that interpolates between AdS5 in the UV and the
supersymmetric AdS3 ⇥ R2 solution of [129] in the IR.
4Note that in the context of N = 2 D = 4 gauged supergravity, related solutions have been
discussed in [152, 153, 154].
5In the context of AdS4 ⇥ SE7 solutions, a non-supersymmetric flow solution that interpolates
between AdS4 in the UV and an electric AdS2 ⇥ R2 in the IR was constructed in [155] and, as
yet, has not been shown to su↵er from any instabilities.
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3.1.1 The AdS3 ⇥ R2 solutions
We consider the family of magnetic AdS3 ⇥R2 solutions to the equations of motion
for (2.5.31) found in [122], and studied further in [123], given by
ds25 = L
2 ds2 (AdS3) + dx
2
1 + dx
2
2 ,
F i = 2qi dx1 ^ dx2,  1 = f1,  2 = f2 , (3.1.1)
where fa are constants,
L 2 =
3X
I=1
(X¯i)
 1, (qi)2 = X¯i , (3.1.2)
and X¯i are the on-shell values
X¯1 = e
  1p
6
f1  1p2f2 , X¯2 = e
  1p
6
f1+
1p
2
f2 , X¯3 = e
2p
6
f1 . (3.1.3)
The qi can be chosen to have either sign. Notice that when f2 = 0, for example, these
are solutions to Romans’ theory, and actually were already presented in [129] and
uplifted to D = 10, 11 supergravity in [131]. When f1 = f2 = 0 they are solutions
of minimal gauged supergravity.
The supersymmetry of these solutions was analysed in [123] where it was shown
that the sum of the qi, with suitable signs, must vanish. We will review this analysis
in the next subsection where we also show that the locus of supersymmetric solutions
is given by
2
X
i
X¯2i =
 X
i
X¯i
!2
. (3.1.4)
We have summarised the moduli space of solutions in figure 3.1.
The AdS3 solutions, assuming that they are stable, are dual to d = 2 CFTs, and
the radius, L, is proportional to the central charge. We find that L has a global
maximum for the solution with f1 = f2 = 0. Along the supersymmetric branches,
it is a maximum for the three solutions that can be embedded into Romans’ theory
and then decreases monotonically away from them.
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Figure 3.1: The moduli space of magnetic AdS3 ⇥ R2 solutions. Any point in the
(f1, f2) plane, combined with a set of signs for the qi, gives rise to an
AdS3 ⇥ R2 solution. The red lines correspond to the locus of solutions
that can preserve supersymmetry, for particular choices of the signs. The
dashed lines correspond to solutions that can be embedded into Romans’
theory and the origin corresponds to solutions that can be embedded in
minimal gauged supergravity.
3.1.2 Supersymmetric AdS5 to AdS3 ⇥ R2 domain wall
It was already shown in [123] that the magnetic AdS3⇥R2 solutions (3.1.1), (3.1.2)
can be supersymmetric, preserving two Poincare´ supersymmetries (i.e. (0, 2) in
d = 2). Here we would like to show that there are supersymmetric domain wall
solutions that interpolate between AdS5 in the UV and AdS3 ⇥ R2 in the IR. We
thus consider the ansatz
ds2 = e2W ( dt2 + dy2) + d⇢2 + e2U  dx21 + dx22  ,
F i = 2 qi dx1 ^ dx2 ,
 a =  a(⇢) , (3.1.5)
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where W and U are functions of ⇢. We will consider the N = 1 supersymmetry
transformations as given6 in [156]
  µ = rµ"  i
2
X
i
Aiµ "+
1
6
X
i
Xi  µ "+
i
24
X
i
X 1i
⇥
 µ
⌫⇢   4 ⌫µ ⇢
⇤
F i⌫⇢" ,
  a =
24  i
4
/@ a +
i
2
X
j
@ aXj +
1
8
X
j
@ aX
 1
j F
j
µ⌫ 
µ⌫
35 " . (3.1.6)
To preserve these supersymmetries we require that
P
iA
i
µ = 0 and hence the mag-
netic charges qi should satisfy X
i
qi = 0 . (3.1.7)
It was pointed out in [123] that there are another three N = 1 supersymmetries with
di↵erent sign choices for the gauge fields and hence the charges. We expect these to
correspond to the conditions q1+ q2  q3 = 0, q1  q2+ q3 = 0 and  q1+ q2+ q3 = 0.
As noted in [123], this means that extra supersymmetry can be preserved only if one
of the charges is zero: however from (3.1.2) we see that this is not possible, since
Xi > 0.
Turning now to the specific ansatz (3.1.5), choosing qi to satisfy (3.1.7) and im-
posing the projection conditions
 ⇢ˆ" =  ",  xˆ1xˆ2" = i↵", ↵ = ±1 , (3.1.8)
we obtain
 W 0 + 1
3
X
i
Xi   ↵
3
e 2U
X
i
X 1i q
i = 0 ,
 U 0 + 1
3
X
i
Xi +
2↵
3
e 2U
X
i
X 1i q
i = 0 ,
 0a + 2
X
j
@ aXj + 2↵e
 2U X
j
qj@ aX
 1
j = 0 ,"
@⇢   1
6
X
i
Xi +
↵
6
e 2U
X
i
qiX 1i
#
" = 0 . (3.1.9)
From the first and the last equation in (3.1.9) we derive that " = eW/2⌘, with ⌘ a
constant spinor satisfying the projection conditions (3.1.8).
6Note that we should set their g = 1 and identify our Xi with their X
I = 1/(3XI).
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For the supersymmetric AdS3 ⇥ R2 solutions, we should set W = L 1⇢, U = 0
and Xi = X¯i in (3.1.8). We then find the conditions
L 1 =
1
2
X
i
X¯i,  2↵qi = X¯i( 2X¯i +
X
j
X¯j) . (3.1.10)
The latter condition combined with (3.1.7) leads to the condition (3.1.4), that we
mentioned earlier. For the AdS5 vacuum solution we set W = U = R 1 ⇢,  a = 0
and find R = 1.
We now show that there exists supersymmetric solutions that interpolate between
AdS5 in the UV and a supersymmetric AdS3⇥R2 solution in the IR. We do this for
just one representative solution in the IR, namely the one that exists inside Romans’
theory. In fact the entire domain wall solution lies within Romans’ theory and so we
set  2 = 0 and consider the supersymmetric solution with  1 = (2
p
6/3) log 2 and
q1 = q2 =  2 1/3 and q3 = 22/3 (we have chosen ↵ = 1). Within this truncation,
the flow equations (3.1.9) for the non-trivial functions are given by
W 0   1
3
(2e
  1p
6
 1 + e
2p
6
 1)  2
2/3
3
e 2U
⇣
e
1p
6
 1   e  2p6 1
⌘
= 0 ,
U 0   1
3
(2e
  1p
6
 1 + e
2p
6
 1) +
25/3
3
e 2U
⇣
e
1p
6
 1   e  2p6 1
⌘
= 0 ,
 01  
4p
6
(e
  1p
6
 1   e 2p6 1)  2
5/3
p
6
e 2U
⇣
e
1p
6
 1 + 2e
  2p
6
 1
⌘
= 0 . (3.1.11)
Close to the AdS3 ⇥ R2 solution in the far IR the system of equations (3.1.11)
admits the expansion
W = w0 + L
 1⇢+
1
16
⇣
 29 + 3p33
⌘
cIR e
L 1   ⇢ + . . . ,
U = cIR e
L 1   ⇢ + . . . ,
 1 = 2
r
2
3
ln 2 
r
3
2
⇣
 5 +p33
⌘
cIR e
L 1   ⇢ + · · · , (3.1.12)
with w0 and cIR two constants while L 1 = 3/22/3 and   = 13
  1 +p33 . In the
far UV we would like to approach the unit radius AdS5 vacuum. One can easily see
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Figure 3.2: We have plotted U 0 (blue) W 0 (purple) and   (green) as functions of ⇢
for the superymmetric domain wall solution interpolating between AdS5
and AdS3 ⇥ R2 that exists in Romans’ theory.
that the equations (3.1.11) admits the expansion
U = ⇢+ O  e 4⇢  ,
W = ⇢+ O  e 4⇢  ,
 1 = 2
7/6
p
3 e 2⇢⇢+ cUV e 2⇢ + O
 
e 4⇢
 
, (3.1.13)
where cUV is a constant of integration. From the above expansion we see that the
scalar  1, which is dual to an operator with conformal dimension   = 2 in the UV
CFT, has both a VEV and a deformation. Using a shooting method we find that
there is a solution to (3.1.11) with boundary conditions (3.1.12) and (3.1.13) with
w0 ⇡  0.10, cIR ⇡ 0.31 and cUV ⇡  1.97 as we have indicated in figure 3.2. This is
the supersymmetric domain wall solution.
This solution can be uplifted on S5 to type IIB or on the class of M6 [135] to
D = 11 [131]. The solutions then describe the corresponding dual d = 4 CFTs
deformed by the presence of the magnetic field and also by the operator dual to
 1. In particular, the uplifted supersymmetric AdS3⇥R2 solutions describes the IR
ground state at zero temperature.
3.2 Instabilities of magnetic AdS3 ⇥ R2 solutions
In this section we analyse various instabilities of the magnetic AdS3 ⇥ R2 solutions
given in (3.1.1),(3.1.2) within SO(6) gauged supergravity.
64
3.2.1 Spatially modulated instabilities of the neutral scalars
Possible instabilities of the two neutral scalars appearing in the U(1)3 truncation
(2.5.31) of SO(6) gauge supergravity were investigated in [123] and none were found.
In that analysis only fluctuations independent of the x1 and x2 direction were con-
sidered. Here we relax this assumption and find that there are spatially modulated
modes violating the BF bound hence leading to instabilities, as summarised in figure
3.3 (a).
Instabilities of the solutions existing in Romans’ theory
Let us first discuss the instabilities of the three lines of solutions that are solutions
of Romans’ theory (the dashed blue lines in figure 3.1). We should emphasise at the
outset that the unstable modes that we find involve fields lying outside of Romans’
theory and hence the instability is not relevant when we uplift such solutions on M6
to D = 11 but only when we uplift them on S5 to type IIB.
To illustrate, we will consider the line of AdS3 ⇥ R2 solutions with f2 = 0 and
q1 = q2, which arise in Romans’ theory. We consider the field perturbation
 A1 = a(t, y, ⇢) sin(k x1)dx2,  A
2 =  a(t, y, ⇢) sin(k x1)dx2 ,
  2 = w(t, y, ⇢) cos(k x1) , (3.2.14)
where a and w are functions of the AdS3 coordinates and k is a constant. We find
that the linearised equations of motion imply that
(⇤AdS3   L2M2)v = 0 , (3.2.15)
where v = (a,w), ⇤AdS3 is the Laplacian of the unit radius AdS3 and the mass
matrix is given by
M2 =
 
k2 2
p
2q1 k
4
p
2q1(X¯1) 2 k 4(X¯1) 1 + k2
!
. (3.2.16)
Notice for k = 0 there is no mixing at all as seen in [123]. After diagonalizing the
mass matrix, we find the two eigenvalues
m2± =
1
X¯1
⇣
2 + k2X¯1 ± 2
p
1 + 4k2X¯1
⌘
. (3.2.17)
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The minimum mass is achieved on the m2  branch when
kmin = ±1
2
p
15(X¯1)
 1/2 (3.2.18)
giving
m2min =  
9
4(2 + X¯31 )
. (3.2.19)
The AdS3 BF bound L2m2 >  1 is violated for f1 > 2
q
2
3 ln 2. Note that when
f1 = 2
q
2
3 ln 2, we have X¯1 = 2
 2/3 and the solution will satisfy the supersymmetry
condition (3.1.7) provided that q3 has opposite sign to that of q1 = q2. In other
words, the supersymmetric solutions are located right at the boundary of the set of
solutions where the spatially modulated instabilities set in. It is also worth noting
that for the supersymmetric solution the static mode that saturates the BF bound,
given explicitly by
w(⇢) = c1e
  ⇢L cos(|kmin|x1) , a(⇢) = c2e 
⇢
L sin(|kmin|x1) , (3.2.20)
where |kmin| =
p
15/22/3 and c21/c
2
2 = 2
7/33/5, preserves the supersymmetries of the
background. The sign choice of c1/c2 depends on the choice of ↵ in the projector
(3.3.52) and we note that for this solution the sign of ↵ is opposite to that of q1.
More general analysis
We now consider perturbations about the full two parameter family of AdS3 ⇥ R2
solutions (3.1.1),(3.1.2). In general we cannot decouple the metric perturbations
and so we consider the time independent perturbation
 gtt =   gzz = L2r2 h3(r) cos(k x1) ,
 gxaxa = ha(r) cos(k x1), a = 1, 2 ,
 Ai = ai(r) sin(k x1)dx2, i = 1, 2, 3 ,
  a = wa(r) cos(k x1), a = 1, 2 , (3.2.21)
containing eight independent functions, which we take to be functions of the radial
coordinate, r, of AdS3 space when written in Poincare´ coordinates (with boundary
located at r ! 1). Expanding the equations of motion of (2.5.31) around the
solutions (3.1.1), we find a total of eleven di↵erential equations. After a little algebra,
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we can show that for k 6= 0 the independent equations for the radial functions consist
of two first order equations for h1 and h3 and six second order equations for each of
the ai, wa and h2. Note that the equations governing the perturbation (3.2.21) are
independent of the sign choices in (3.1.2).
To find the scaling dimensions of the dual conformal field theory we look for
solutions where the eight functions, as a vector, are of the form vr  where v is a
constant vector and   is a constant that is related to a scaling dimension in the
two-dimensional conformal field theory dual to the AdS3 solution. The system of
equations then takes the formMv = 0 whereM is an 8⇥8 matrix. Demanding that
non-trivial values of v exist implies that detM = 0 and this specifies the possible
values of   as a function of k. In Figure 3.3 (a) we have shaded the region of the
f1   f2 plane for which we find a mode with complex scaling dimension. All the
unstable modes that we find are spatially modulated with k 6= 0.
It is interesting to note that the boundary of the region plotted in Figure 3.3 (a)
(red curve) is the set of points (f1, f2) for which there exists a choice in the signs
of (3.1.2) satisfying the supersymmetry condition. In other words, in the super-
symmetric solutions there always exists a mode which saturates the AdS3 unitarity
bound at finite k. Based on the Romans’ case, we expect that this mode is always
supersymmetric
At the end of the last section we constructed a supersymmetric domain wall
solution interpolating between AdS5 in the UV and AdS3 ⇥ R2 in the IR. These
solutions describe the zero temperature ground states of the dual d = 4 CFTs
when held in a magnetic field and also deformed by the operator dual to the scalar
field. The fact that the supersymmetric AdS3⇥R2 solutions are at the boundary of
unstable AdS3⇥R2 solutions indicates that the supersymmetric ground states must
adjoin di↵erent phases and hence have the nature of quantum critical points.
3.2.2 Instabilities of some charged scalars
We now want to consider possible instabilities of the magnetic AdS3 ⇥ R2 solu-
tions with respect to other fields within SO(6) gauged supergravity. We first re-
call that SO(6) gauged supergravity has 42 scalar fields, parametrising the coset
E6(6)/USp(8) and transforming as 20 + 10 + 1¯0 + 1 + 1 of SO(6). The scalars
in the 20 irrep are described by a unimodular 6 ⇥ 6 matrix T which, as we will
discuss, contains the two scalars in the U(1)3 truncation (2.5.31) that we have been
discussing. In this subsection and the next, we will show that there are additional
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Figure 3.3: The shaded regions in the (f1, f2) plane indicate AdS3 ⇥ R2 solutions
for which we find have identified one or more unstable modes in SO(6)
gauged supergravity. Panel (a) indicates spatially modulated instabili-
ties of neutral scalar fields, discussed in section 3.2.1, panel (b) indicates
instabilities of the charged scalar modes discussed in section 3.2.2 and
panel (c) indicates instabilities of charged vector fields discussed in sec-
tion 3.2.3. Not shown are additional instabilities of mixed charged scalars
and vectors discussed in section 3.2.3 that appear in subsets of the blue
region. The supersymmetric solutions lie on the red lines.
instabilities7 involving the scalar fields in T . Our most general analysis will utilise
the consistent truncation [157] that keeps T and the 15 SO(6) gauge fields. It is
worth noting that when uplifting to type IIB, only the D = 10 metric and five-form
are involved in this truncation.
As the general analysis using the truncation [157] is rather involved, we first
investigate possible instabilities of three of the twenty scalars, 'i, appearing in T ,
using the consistent truncation of SO(6) gauge supergravity [128]. The Lagrangian
is given by
L = (R  V ) ⇤ 1  1
2
2X
a=1
⇤d a ^ d a   1
2
3X
i=1
(Xi) 2 ⇤ F i ^ F i
+ F 1 ^ F 2 ^A3   1
2
3X
i=1
⇤d'i ^ d'i   2
3X
i=1
sinh2 'i ⇤Ai ^Ai , (3.2.22)
7In appendix 3.A we show that there are no instabilities in a truncation of [132] that keeps four
complex scalars in the 10+ 1¯0 irreps (we thank N. Bobev for suggesting this calculation). We
also note that the two singlet scalars comprise the axion and dilaton; the stability of the dilaton
was discussed in [123]. We have not investigated the stability of these or the 12 two-forms of
SO(6) gauged supergravity.
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with
V =  2[2X2X3 cosh'2 cosh'3 + 2X3X1 cosh'3 cosh'1
+ 2X1X2 cosh'1 cosh'2  
3X
i=1
(Xi)2 sinh2 'i] . (3.2.23)
After expanding around the background (3.1.1), the equation of motion for the
charged scalar '1 gives
⇤AdS3'1 + L2⇤R2'1 + 4L2
 
X¯1X¯3 + X¯1X¯2   X¯21   (A1)2
 
'1 = 0 , (3.2.24)
where, again, ⇤AdS3 is the Laplacian of the unit radius AdS3. The equations for
'2,3 are given by cyclic permutations of indices. We now choose a gauge such that
Ai = qi (x1 dx2   x2 dx1) while for the scalar we consider the lowest Landau level
“ground state”
'1 = e
 |q1| (x21+x22)  1(t, r, z) , (3.2.25)
giving
(⇤AdS3   L2m2 1) 1 = 0 , (3.2.26)
where
m2 1 =  4
 
X¯1X¯3 + X¯1X¯2   X¯21   |q1|
 
, (3.2.27)
which agrees with the last line of equation (6.7) in [123] (after setting their g = 1).
In figure 3.3 (b) we have indicated where these modes violate the BF bound. As
one can see from figure 3.3 (b), these modes intersect the locus of supersymmetric
solutions in six places. Using the results of [158] (see eq. (2.24) and set g = 1) one can
check that at these points the modes saturating the BF bound are supersymmetric,
just as we saw in section 3.2.1. The higher Landau levels have mass
m2 1 =  4
 
X¯1X¯3 + X¯1X¯2   X¯21   |q1|(2n+ 1)
 
, (3.2.28)
again as in [123]. These are unstable in sub-regions of figure 3.3 (b), and in particular
do not intersect the supersymmetric locus.
It is interesting to note that all of these instabilities involve electrically charged
fields and hence are associated with new branches of finite temperature supercon-
ducting black brane solutions. As the superconductivity is being driven by a mag-
netic field, it would be interesting to construct and study them further.
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3.2.3 Instabilities of charged scalars and vectors
We will now examine perturbations of SO(6) gauged SUGRA contained in the trun-
cation [157]. This contraction contains twenty scalar fields arranged in a unimodular,
6⇥ 6 symmetric matrix Tij and keeps all of the SO(6) gauge fields. The vector and
scalar equation of motion that we would like to perturbatively expand are
  D ⇤DTij + T 1k1k2 DTik1 ^ ⇤DTk2j =  2
⇣
Tik1T
k1k2Tk2j   Tik1T k1j Tkk
⌘
+ T 1lm ⇤ F li ^ Fmj  
1
6
Tij

 2
✓
TlkT
lk  
⇣
Tk
k
⌘2◆
+ T 1pk T
 1
lm ⇤ F lk ^ Fmp
 
,
D
⇣
T 1ik T
 1
jl ⇤ F kl
⌘
=  2T 1k[i ⇤DT j]k , (3.2.29)
where
DTij = dTij +Ai
kTkj   TikAkj ,
Fij = dAij +Aik ^Akj , (3.2.30)
and we note that the first line of (3.2.29) corrects a sign in [157].
We find it convenient to switch to a complex notation which just keeps the
SU(3) ⇢ SO(6) symmetry manifest. We will write the magnetic AdS3 ⇥ R2 so-
lutions (3.1.1),(3.1.2) as
T˜II¯ = XI , A˜II¯ = qI (z¯ dz   z dz¯) , (3.2.31)
where I, J = 1, . . . 3, are SU(3) indices and z = 1p
2
 
x1 + i x2
 
. Note that XI are
the on-shell values, XI = X¯i, and also qI = qi (hence qI = ±X1/2I ). Consider the
scalar perturbation T = T˜ + t where t is a complex matrix. The perturbations
tII¯ correspond to perturbations of the neutral scalar fields that we considered in
section 3.2.2, while the perturbations tII correspond to the charged scalars8 that we
considered in section 3.2.2. Thus we now consider perturbations tIJ and tIJ¯ with
I 6= J . We note that these modes were considered in [123] but the mixing between
these modes and the charged modes in the gauge fields was overlooked and we will
obtain di↵erent results for the spectrum.
8Note that there are three more scalar fields complementing the real 'i that we didn’t explicitly
consider.
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We thus consider
T = T˜ + t, A = A˜+ a , (3.2.32)
where we are expanding around the background (3.2.31). Furthermore, we find that
it is consistent to set the components of the one-form a along the AdS3 directions
to vanish and so we write
a = a1 dz + a2 dz¯ , (3.2.33)
where ai and t are complex matrices that are functions of both the AdS3 coordinates
and also (z, z¯).
We will first consider the modes aiIJ , tIJ , I 6= J . Linearising the equations of
motion and introducing an appropriate set of ladder operators, we are led to the
following spectrum (see appendix 3.B for details). Here we define
!IJ = qI + qJ , WIJ = sign(!IJ)(q
 1
I   q 1J ), VIJ = XI  XJ . (3.2.34)
(note that W is defined slightly di↵erently in the appendix). When !IJ 6= 0, the
independent modes are labelled by two integers n,m > 0. There is a tower of modes
with n = 0, just involving the charged vector fields aiIJ , which have AdS3 mass given
by
m20,m =  2|!IJ |  2WIJVJI + V 2IJ . (3.2.35)
Also, for each m and n there are mixed modes, involving both aiIJ and tIJ , with
mass matrix
M2n,m =
 
2|!IJ | (2n+ 1)  4q 1I q 1J + 2WIJVJI + V 2IJ 4
p
2|!IJ |WIJ (n+ 1)1/2
2
p
2|!IJ |WIJ (n+ 1)1/2 2|!IJ | (2n+ 1)  2WIJVJI + V 2IJ
!
.
(3.2.36)
In figure 3.3 (c) we have indicated where the zero modes (3.2.35) can violate the
AdS3 BF bound leading to an instability. The modes arising from diagonalising
(3.2.36) can also violate the BF bound, but only in the region outside of the three
supersymmetry lines (in particular there is no overlap with the zero mode instabili-
ties in figure 3.3 (c)). It is straightforward to determine, numerically, which of the
diagonalised modes has the largest violation of the BF bound. The fact that n is an
integer leads to a more elaborate structure as compared to the spatially modulated
modes labelled by a continuous variable in figure 3.3 (a).
When !IJ = 0, which occurs along the three lines with XI = XJ (the dashed
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lines in figure 3.1), we are essentially led back to the mass matrix that we saw for
the spatially modulated neutral scalars in (3.2.16).
The story for the modes ai
IJ¯
, tIJ¯ , with I 6= J is very similar. We now define
!IJ¯ = qI   qJ , WIJ¯ = sign(!IJ¯)(q 1I + q 1J ). (3.2.37)
When !IJ¯ 6= 0, the independent modes are again labelled by two integers n,m > 0.
Again there is a tower of modes with n = 0, again just involving the vector fields,
with AdS3 mass given by
m20,m =  2|!IJ¯ |  2WIJ¯VJI + V 2IJ . (3.2.38)
Then for each m and n there are mixed modes with mass matrix
M2n,m =
 
2|!IJ¯ | (2n+ 1) + 4q 1I q 1J + 2WIJ¯VJI + V 2IJ 4
p
2|!IJ¯ |WIJ (n+ 1)1/2
2
p
2|!IJ¯ |WIJ (n+ 1)1/2 2|!IJ¯ | (2n+ 1)  2WIJ¯VJI + V 2IJ
!
.
(3.2.39)
The instabilities are similar to those we saw above. In particular, the zero modes
(3.2.38) can violate the AdS3 BF bound leading to an instability as indicated in
figure 3.3 (c)), and there can also be BF violating modes in (3.2.39). When !IJ¯ = 0
the situation is again analogous to the spatially modulated neutral scalars in (3.2.16).
Note that the instabilities of these charged modes, mixing vectors and scalars,
are again associated with holographic superconductivity. These instabilities are
somewhat similar to those involving only charged gauge fields in the presence of a
magnetic field that were studied in [124], building on [145, 146, 147]. We also note
that there are various modes which we have studied in this section that saturate
the BF bound and intersect with the locus of supersymmetric solutions. We expect
them to preserve the supersymmetry but we have not checked the details.
3.3 Magnetic AdS2 ⇥ R2 solutions
In this section we construct magnetic AdS2 ⇥ R2 solutions of D = 4 SO(8) gauged
supergravity, which are analogous to the D = 5 solutions of section 3.1. We also
construct a supersymmetric domain wall solution that interpolates between AdS4 in
the UV and a supersymmetric AdS2 ⇥ R2 solution in the IR.
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3.3.1 U(1)4 ⇢ SO(8) gauged supergravity
We consider the U(1)4 truncation of D = 4 SO(8) gauged supergravity that keeps
three neutral scalar fields  a [134]. The Lagrangian is given by
L = 1
2
R  1
4
3X
a=1
(@ a)
2  
4X
i=1
X 2i
 
F i
 
µ⌫
 
F i
 µ⌫   V (Xi) , (3.3.40)
where
X1 = e
1
2 (  1  2  3), X2 = e
1
2 (  1+ 2+ 3),
X3 = e
1
2 ( 1  2+ 3), X4 = e
1
2 ( 1+ 2  3) ,
V (Xi) =  1
2
X
i 6=j
XiXj =  2 (cosh 1 + cosh 2 + cosh 3) , (3.3.41)
and we note X1X2X3X4 = 1. Any solution of this theory that satisfies F i ^ F j = 0
can be uplifted9 to D = 11 using the formulae in [134]; all of the solutions and the
linearised modes that we consider in this section satisfy this condition.
Note that it is consistent to further truncate by setting
 1 =  2 =   3, i.e. X1 = X2 = X3 ,
F 1 = F 2 = F 3 , (3.3.42)
to obtain a theory involving one scalar field and two gauge fields describing a sector
of the SU(3) ⇢ SO(8) gauged supergravity [125][126] and the corresponding uplifted
solutions will have SU(3)⇥ U(1)2 symmetry. This is a case that we will sometimes
focus on in the sequel. Alternatively it is also consistent to set
 2 =   3, i.e. X1 = X2 ,
F 1 = F 2 , (3.3.43)
to obtain a theory with two scalar fields and three vector fields describing a sector
of an SU(2)⇥U(1)2 invariant subsector of SO(8) gauged supergravity. In this case,
the uplifted solutions will have SU(2)2 ⇥ U(1)2 symmetry. Both of these theories
can be further truncated to minimal gauged supergravity by setting all of the scalars
9 To do this we should set g2 = 1/2 in eq. (3.8) of [134] and identify (F i)there = 2
p
2(F i)here. It
is also worth noting that we are using the same conventions as in [159] setting g = 1 there.
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to zero, X1 = X2 = X3 = X4 = 1, and F 1 = F 2 = F 3 = F 4. Solutions of minimal
D = 4 gauged theory can be uplifted to D = 10 and D = 11 using manifolds
associated with general classes of AdS4 ⇥M7 solutions dual to N = 2 SCFTs in
d = 3 [139], including SE7 and also those of section 7.2 of [160].
This theory has an AdS4 vacuum, with  a = 0 and radius squared equal to 1/2,
which can be uplifted to D = 11 to give the AdS4⇥S7 solution. In this AdS4 vacuum
the three neutral scalars have m2 =  4 and hence can be quantised as   = 1 or
  = 2 operators. For the AdS4 ⇥ S7 solution to be consistent with supersymmetry,
they should be quantised so that   = 1 (for more discussion see e.g. [127]). There
may be sub-truncations and/or other uplifts where it is appropriate to quantise as
a   = 2 operator, but we will continue assuming   = 1.
We now look for the most general class of AdS2 ⇥ R2 solutions to the equations
of motion of (3.3.40) that are supported by magnetic fluxes. We thus consider
ds2 = L2 ds2 (AdS2) + dx
2
1 + dx
2
2 ,
F i = 12q
i dx1 ^ dx2 ,
 1 = f1,  2 = f2,  3 = f3 , (3.3.44)
where qi, fa are constants and L is the AdS2 radius. If we define the on-shell
quantities
X¯1 = e
1
2 ( f1 f2 f3) , X¯2 = e
1
2 ( f1+f2+f3) ,
X¯3 = e
1
2 (f1 f2+f3) , X¯4 = e
1
2 (f1+f2 f3) , (3.3.45)
we find that there is a three parameter family of solutions specified by arbitrary
values of (f1, f2, f3) with
 
qi
 2
=
X¯2i
2
X
j 6=k 6=i
X¯jX¯k, L
 2 =  2V  X¯i  , (3.3.46)
and we note that the qi can be chosen to have either sign.
The SU(3) ⇥ U(1)2 symmetric subspace of solutions with f1 = f2 = f3 and
q2 = q3 = q4 gives rise to an one-dimensional family of solutions labelled by X¯ ⌘
X¯2 = X¯3 = X¯4 = (X¯1) 1/3 with
(q1)2 =
3
X¯4
, (q2)2 = (2 + X¯4), L2 =
X¯2
6(1 + X¯4)
. (3.3.47)
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3.3.2 SUSY fixed points
We next want to investigate which of these magnetic AdS2 ⇥ R2 solutions are su-
persymmetric. In the next subsection we will also investigate the possibility of
supersymmetric flows that interpolate between AdS4 in the UV and AdS2 ⇥ R2 in
the IR. We thus consider the ansatz
ds2 =  e2W dt2 + d⇢2 + e2U  dx21 + dx22  ,
F i = 12q
i dx1 ^ dx2 ,
 a =  a(⇢) . (3.3.48)
where W,U are functions of ⇢.
The supersymmetry variations for the U(1)4 truncation of SO(8) gauged super-
gravity were analysed in [159] and it was shown that it is convenient to break up the
N = 8 real Killing spinors into four pairs. We would like to preserve some of the
Poincare´ supersymmetries of AdS4 and a consideration of equations (2.15)-(2.16) in
[159] implies that, depending on which of the four pairs of supersymmetries we want
to preserve, we should impose one of the conditions
q1 + q2 + q3 + q4 = 0, q1 + q2   q3   q4 = 0,
q1   q2 + q3   q4 = 0, q1   q2   q3 + q4 = 0. (3.3.49)
For definiteness, let us choose to preserve the supersymmetries corresponding toX
i
qi = 0 . (3.3.50)
The associated supersymmetry variations were written down in (4.3) of [159]. After
suitably comparing our notation with that of [159], and switching from two real
spinor parameters to a complex spinor parameter ✏, we have
1
2
  µ = rµ"+ i
X
i
Aiµ "+
1
4
p
2
X
i
Xi  µ "  i 1
4
p
2
X
i
X 1i /F
i
 µ" ,
2   a =
24ip2 /@ a   i2X
j
@ aXj + 2
X
j
@ aX
 1
j
/F
j
35 " . (3.3.51)
Turning now to the specific ansatz (3.3.48), choosing qi to satisfy (3.3.50) and
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imposing the projection conditions
 ⇢ˆ" =  ",  xˆ1xˆ2" = i↵", ↵ = ±1 , (3.3.52)
we obtain
 W 0 + 1
2
p
2
X
i
Xi +
↵
2
p
2
e 2U
X
i
X 1i q
i = 0 ,
 U 0 + 1
2
p
2
X
i
Xi   ↵
2
p
2
e 2U
X
i
X 1i q
i = 0 ,
 p2 0a   2
X
j
@ aXj + 2↵e
 2U X
j
qj@ aX
 1
j = 0 ,"
@⇢   1
4
p
2
X
i
Xi   ↵
4
p
2
e 2U
X
i
qiX 1i
#
" = 0 . (3.3.53)
From the first and the last equation in (3.3.53) we derive that " = eW/2⌘ with ⌘ a
constant spinor satisfying the projection conditions (3.3.52).
To determine which of the AdS2 ⇥R2 solutions, summarised in (3.3.44), (3.3.45),
(3.3.46), are supersymmetric, we set W = L 1⇢, U = 0 and Xi = X¯i in (3.3.52).
We find that the magnetic charges are given by
2↵qi = X¯i( 2X¯i +
X
j
X¯j) , (3.3.54)
and (3.3.50) then gives the condition
2
X
i
X¯2i =
 X
i
X¯i
!2
, (3.3.55)
analogous to what we saw in the D = 5 case (3.1.4). One can directly check that
the conditions in (3.3.46) are satisfied (as expected) and that the radius of the AdS2
factor can now also be written
L 1 =
1p
2
X
i
X¯i . (3.3.56)
At this point we have shown that any solutions to the flow equations (3.3.53)
preserve 1/16 of the supersymmetries, i.e. two Poincare´ supersymmetries, which is
enhanced to 1/8 susy for the AdS2 fixed points. For there to be supersymmetry
76
Figure 3.4: The locus of supersymmetric magnetic AdS2 ⇥ R2 solutions in the
(f1, f2, f3) moduli space.
enhancement, one needs to have solutions to another of the conditions in (3.3.49),
but this is not compatible with (3.3.54), (3.3.55).
In the three-dimensional moduli space of solutions, labelled by (f1, f2, f3), we
have a two dimensional locus of supersymmetric solutions fixed by (3.3.55), which
we have plotted in figure 3.4. Let us discuss a few special cases. Firstly, there are
supersymmetric solutions when one of the fa is set to zero. However, there are no
supersymmetric solutions when two of the fa are set to zero. In particular, there are
no supersymmetric solutions with U(1)2⇥SU(2)2 symmetry that have e.g. X1 = X2,
X3 = X4, q1 = q2 and q3 = q4, as noted in [123]. The AdS2 solutions of minimal
gauged supergravity with all fa zero are not supersymmetric, as is well known.
Secondly, there are supersymmetric solutions when we set two of the fa equal.
Furthermore, there is a single supersymmetric solution when we set all of them to
be equal, f1 = f2 = f3. Specifically, in the SU(3) ⇥ U(1)2 invariant class solutions
given in (3.3.47) we should take q1 =  3q2 (a condition that was also noted in [123])
with
X¯ =
✓
 1 + 2p
3
◆1/4
, q2 =
1
3↵
q
9 + 6
p
3, L 1 = 2
⇣
9 + 6
p
3
⌘1/4
. (3.3.57)
We show in appendix 3.C that the uplifted D = 11 metric for this solution, using
the formulae in [134], can be recast in the formalism of [161]. This provides a direct
and very satisfying check on the supersymmetry of the solution.
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3.3.3 Supersymmetric AdS4 to AdS2 ⇥ R2 domain wall
We will be interested in constructing a supersymmetric domain wall solution that
describes a flow from the AdS4 vacuum to the fixed point (3.3.57) which preserves
U(1)2 ⇥ SU(3) in eleven dimensions. To construct the flow, we truncate to the
SU(3) invariant sector by setting  a =   in (3.3.53) to obtain the first order system
of equations
W 0   1
2
p
2
e 2U 
3
2 
✓
e2U (1 + 3e2 ) +
q
9 + 6
p
3(e    e3 )
◆
= 0 ,
U 0   1
2
p
2
e 2U 
3
2 
✓
e2U (1 + 3e2 ) 
q
9 + 6
p
3(e    e3 )
◆
= 0 ,
 0 +
1
3
p
2
e 2U 
3
2 
✓
 3 e2U (1  e2 ) +
q
9 + 6
p
3(e  + 3e3 )
◆
= 0 . (3.3.58)
The expansion close to the AdS2 ⇥ R2 fixed point in the far IR is
W = w0 + L
 1⇢  2 3 +
p
3
3 + 2
p
3
cIR e
L 1⇢ + · · · ,
U = cIR e
L 1⇢ + · · · ,
  =  1
4
ln
h
3
⇣
7 + 4
p
3
⌘i
+
2
2 +
p
3
cIR e
L 1⇢ + · · · , (3.3.59)
with cIR and w0 being constants of integration. Setting the magnetic charges qi = 0
in the flow equations (3.3.53), we recover the AdS4 solution
W = U = R 1 ⇢,   = 0, R 1 =
p
2 . (3.3.60)
Turning on a non-zero qi triggers the following asymptotic expansion to the equations
(3.3.58) given by
W = R 1 ⇢  3
16
c2UV e
 2R 1⇢ + · · · ,
U = R 1 ⇢  3
16
c2UV e
 2R 1⇢ + · · · ,
  = cUV e
 R 1 ⇢ +
 
2
s
1 +
2p
3
  c
2
UV
2
!
e 2R
 1 ⇢ , (3.3.61)
where cUV is a constant of integration. This expansion corresponds to the oper-
ator dual to   having a deformation as well as a VEV, and we see that both the
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Figure 3.5: We have plotted U 0 (blue) W 0 (purple) and   (green) as functions of ⇢
for the U(1)2 ⇥ SU(3) invariant supersymmetric domain wall solution
interpolating between AdS4 and AdS2 ⇥ R2.
deformation and the VEV are fixed by cUV .
Using a shooting method we find that there is a solution to (3.3.53) with boundary
conditions (3.3.59) and (3.3.61) with
w0 =  0.47 . . . , cIR = 0.26 . . . , cUV =  1.71 . . . , (3.3.62)
as we have indicated in figure 3.5. This is the supersymmetric domain wall solution.
This solution can be uplifted on S7, or an orbifold thereof, to D = 11 supergravity
using the formulae in [134]. The uplifted solutions then describe the dual d = 3
SCFTs deformed by the presence of the magnetic field and also by the operators
dual to  . In particular, the supersymmetric AdS2 ⇥ R2 solutions describe the IR
ground state at zero temperature.
3.4 Instabilities of magnetic AdS2 ⇥ R2 solutions
The instabilities for the magnetic AdS2⇥R2 solutions, that we constructed in section
3.3, are very similar to those that we have discussed for the AdS3 ⇥R2 solutions in
section 3.2. In this section, we will just present some illustrative calculations.
3.4.1 Spatially modulated instabilities of neutral scalars
We first investigate the possibility of spatially modulated instabilities of the neutral
scalars,  a, for the magnetic AdS2 ⇥ R2 solutions given in (3.3.46). For simplicity,
we just analyse the one-dimensional subspace of SU(3) ⇥ U(1)2 solutions given in
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(3.3.47). In particular, we focus on the perturbation with
  1 = 0,   2 =    3 =  (t, ⇢) cos(kx1) ,
 A1 =  A2 = 0,  A3 =   A4 = a(t, ⇢) sin(kx1) dx2 . (3.4.63)
Defining the vector v = ( , a), the equations of motion for the Lagrangian (3.3.40)
imply, at linear order,
 
⇤AdS2   L2M2
 
v = 0 , (3.4.64)
where the Laplacian is with respect to a unit radius AdS2 and the mass matrix is
M2 =
 
k2 + 2X2 + 6X 2 8q2X 2 k
q2 k k2
!
. (3.4.65)
The matrix M2 has eigenvalues
m2± =
1
X2

3 + k2X¯2 + X¯4 ±
q
8k2X¯2
 
2 + X¯4
 
+
 
3 + X¯4
 2 
. (3.4.66)
The branch m2  develops a minimum at
k2min =
1
8X¯2
55 + 58X¯4 + 15X¯8
2 + X¯4
, (3.4.67)
with the corresponding minimum satisfying
L2m2min =  
1
48
 
5 + 3X¯4
 2
2 + 3X¯4 + X¯8
. (3.4.68)
For X¯ <
⇣
 1 + 2p
3
⌘1/4
the mass minimum violates the AdS2 BF bound of  1/4
making the solution unstable.
It is worth noting that for the supersymmetric solution with X¯ =
⇣
 1 + 2p
3
⌘1/4
,
the static mode given by
 (⇢) = c1e
  ⇢2L cos(|kmin|x1), a(r) = c2e 
⇢
2L sin(|kmin|x1) , (3.4.69)
with c21/c
2
2 = 8
p
 9 + 6p3, which saturates the BF bound, preserves the super-
symmetries of the background. The sign choice of c1/c2 depends on the choice of ↵
in the projector (3.3.52).
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3.4.2 Instabilities of charged scalars
Recall that SO(8) gauged supergravity has 70 scalar fields, parametrising the coset
E7(7)/SU(8) and transforming as two 35 irreps of SO(8). The scalars in one of these
35 irreps can be described by a unimodular 8⇥8 matrix T . The three neutral scalars
we have been considering lie in this irrep. We next investigate possible instabilities
of four charged fields lying in this irrep using the consistent truncation of SO(8)
gauge supergravity discussed in [128]. We should recall that Athere = 2
p
2Ahere and
set their g = 1/
p
2. We then follow the earlier analysis in section 3.2.2 and for the
scalar '1 (say) we find Landau levels with corresponding AdS2 mass given by
m2 =  2L2  X1X2 +X1X3 +X1X4  X21   (2n+ 1)|q1|  . (3.4.70)
These modes violate the BF bound for a large parameter space of solutions. Indeed,
for the lowest level, n = 0, the unstable regions are, roughly, the obvious generalisa-
tion of figure 3.3(b) to figure 3.4. In particular, these modes now intersect the locus
of supersymmetric solutions on a one-dimensional sub-locus.
Finally, we note that there will be additional instabilities for the other scalars in
the 8 ⇥ 8 matrix T and these will mix with the gauge fields and the analysis will
mirror the analysis that we carried out in section (3.2.3).
3.5 Electric Solutions
In this section we construct new electric AdS2 ⇥ R2 and AdS2 ⇥ R3 solutions.
3.5.1 Electric AdS2 ⇥ R2 solutions
The equations of motion of the U(1)4 truncation ofD = 4 SO(8) gauged supergravity
(3.3.40) are invariant under the electric-magnetic duality transformation
F i ! X 2i ⇤ F i,  a !   a , (3.5.71)
with the metric unchanged. We can use this symmetry to immediately obtain electric
analogues of the magnetic solutions that we presented in section 3.3.
Starting with (3.3.44), (3.3.46), we obtain electric AdS2 ⇥R2 solutions, which we
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can write as
ds2 = L2 ds2 (AdS2) + dx
2
1 + dx
2
2 ,
F i = 12Q
iL2V ol(AdS2) ,
 1 = f1,  2 = f2,  3 = f3 , (3.5.72)
where
 
Qi
 2
= X¯3i
X
j 6=i
X¯j , L
 2 =  2V  X¯i  , (3.5.73)
and, as before,
X¯1 = e
1
2 ( f1 f2 f3), X¯2 = e
1
2 ( f1+f2+f3),
X¯3 = e
1
2 (f1 f2+f3), X¯4 = e
1
2 (f1+f2 f3) . (3.5.74)
None of the solutions preserve the supersymmetry transformations given in (3.3.51).
For the special case of the electric AdS2⇥R2 solution of minimal gauged supergravity
see [45] for a discussion on instabilities. An analysis for other solutions will be carried
out elsewhere.
Starting with the supersymmetric domain wall solution that we presented in sec-
tion 3.3.3, we can use the duality transformation (3.5.71) to immediately obtain an
electric domain wall solution that interpolates between AdS4 in the UV and an elec-
tric AdS2⇥R2 solution in the IR. Note that despite the domain wall not preserving
supersymmetry it solves first order flow equations.
3.5.2 Electric AdS2 ⇥ R3 solutions
We now consider electric AdS2 ⇥R3 solutions of D = 5 SO(6) gauged supergravity.
By direct construction, we find
ds2 = L2 ds2 (AdS2) + dx
2
1 + dx
2
2 + dx
2
3 ,
F i = 2QiL2V ol(AdS2),  1 = f1,  2 = f2 , (3.5.75)
where fa are constants,
(Qi)2 = X¯3i
X
j 6=i
X¯j , L
 2 =  V (X¯i) , (3.5.76)
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and X¯i are the on-shell values
X¯1 = e
  1p
6
f1  1p2f2 , X¯2 = e
  1p
6
f1+
1p
2
f2 , X¯3 = e
2p
6
f1 . (3.5.77)
When f2 = 0, for example, these are solutions to Romans’ theory, and actually were
already presented in [129] and further discussed in appendix B of [97]. When f1 =
f2 = 0, we obtain the standard AdS2 ⇥R3 solution of minimal gauged supergravity
which is the near horizon limit of the usual electrically charged AdS-RN black brane
solution. Note that the solutions do not preserve the supersymmetry (3.1.6); within
Romans’ theory this was shown in [129].
It was shown in [97] that the electrically charged AdS2⇥R3 solutions in Romans’
theory all su↵er from instabilities corresponding to helical p-wave superconductors.
A more detailed stability analysis of all solutions will be carried out elsewhere.
3.6 Discussion
Figure 3.3 summarises most10 of the instabilities that we have found within SO(6)
gauge supergravity which are thus relevant to N = 4 SYM theory after uplifting
on S5. A similar picture is expected to emerge for the instabilities of the magnetic
AdS2 ⇥ R2 found within SO(8) gauge supergravity in four dimensions. We see
that apart from the supersymmetric solutions, there is only a very small range of
parameters for which we have not found an instability. It would be interesting to
know whether or not those solutions are in fact stable within type IIB supergravity
and M-theory. Focusing on the D = 5 case, it is worth discussing which of the
instabilities that we have discussed reside within the truncation to Romans’ theory.
This is relevant if we uplift the solutions not on S5 to type IIB but on the general
class M6 of [135] to D = 11 [131]. To be specific, we consider the truncation  2 = 0,
i.e. X1 = X2 ⌘ X and A1 = A2. As we already mentioned, there is no longer
spatially modulated instabilities of the neutral scalar X. In the language of section
3.2.3, the three SU(2) gauge fields of Romans’ theory can be identified with the real
A11¯ = A22¯ and the complex A12. Recall that Romans’ theory does not have charged
scalar fields. Putting this together, we find that instabilities only arise in (3.2.35)
with IJ = 12 after noting that q1 = q2, W12 = V12 = 0. Indeed we find instabilities
for the solutions in the range  2.00 . f1 . 0.87 (recall that the supersymmetric
10It does not include the instabilities arising from (3.2.36) and (3.2.39) which, as we discussed, lie
in a subset of the cyan coloured regions.
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solution has f1 ⇠ 1.13). Note that none of the instabilities that we have discussed
appear in minimal D = 5 gauged supergravity. This is relevant when we uplift
the single magnetic AdS3 ⇥ R2 solution on the general class X5 [136] to type IIB
supergravity [137] or on the general class of N6 [138] to D = 11 supergravity [139].
The unstable solutions that emerged from this analysis do not provide candidates
for the zero temperature ground state of the system, but they are also physically
relevant as they hint the new branches of black holes that will emerge at finite
temperature. In particular, the instabilities involving charged modes are associated
with superconductivity that is being driven by magnetic field and thus, it would
be interesting to study them further. Another direction worthy of investigation
is to construct all these black hole solutions and study their thermodynamics in
order to draw a plausible phase diagram for D = 5 SO(6) gauged supergravity and
D = 4 SO(8) gauge supergravity. In such an analysis, one should also allow for
the possibility of additional black hole branches being sprout at lower temperature,
as this can e↵ect he phase diagram substantially. Of course, this leaves open the
possibility of additional instabilities in the truncated KK modes, which could in
principle alter the phase diagram.
It would also be interesting to investigate the stability properties of the electric
solutions constructed in this work. As it was mentioned earlier, these families of
solutions do not contain a supersymmetric locus and thus, they are all expected
to be unstable. Focusing on the class of spatially modulated instabilities of the
neutral scalars, the e↵ective mass matrix now depends on the absolute value of the
wavenumber, |k|, and not on k itself. This provides further support to the argument
of [84] that PT invariance needs not be broken for spatial modulation to exist.
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Appendices:
3.A Additional charged mode analysis
A consistent truncation that supplements the U(1)3 ⇢ SO(6) truncation (2.5.31)
with four complex scalars ⇣m, m = 1, 2, 3, 4 was given in [132]. After writing ⇣m =
tanh( m)ei✓m , the Lagrangian is given in eq. (2.7) of [132] and, to make contact with
our notation, one should set 'therem =  
here
m , g
there = 2 and also identify the gauge
fields via Ai(there) = Ai(here)/2. It is straightforward to see that after expanding the
equations of motion around the AdS3 ⇥ R2 solutions (3.1.1), the fields ✓m are all
massless. The analysis for the charged modes  m is very similar to that in section
3.2.2. For example, for m = 1 we find that the lowest mass mode is obtained by
writing
 1 = e
  |q1+q2 q3|4 (x21+x22)  1(t, r, z) , (3.A.78)
giving
(⇤AdS3   L2m2 1) 1 = 0 , (3.A.79)
with
m2 1 = |q1 + q2   q3|+
X
i
X¯2i   2
X
i
X¯ 1i . (3.A.80)
Over the moduli space of AdS3 ⇥ R2 slutions, we find that the minimum value is
L2m2 1 ⇡  0.704 and does not violate the BF bound.
3.B The mixed charged modes
Here we provide some details of the calculations we carried out for section 3.2.3. We
consider the perturbation t, a about the backgroundAdS3⇥R2 solution (3.1.1),(3.1.2)
defined by
T = T˜ + t, A = A˜+ a , (3.B.81)
with
T˜II¯ = XI , A˜II¯ = qI (z¯ dz   z dz¯) . (3.B.82)
It is is useful to note that, at leading order in the perturbation, we have T 1 =
T˜ 1   T˜ 1tT˜ 1. Furthermore, the linearised expression of the field strengths and
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some covariant derivatives are given by
 (FIJ) = daIJ +
⇣
A˜II¯ + A˜JJ¯
⌘
^ aIJ ,
 (FIJ¯) = daIJ¯ +
⇣
A˜II¯   A˜JJ¯
⌘
^ aIJ¯ ,
 (DTIJ) = dtIJ +
⇣
A˜II¯ + A˜JJ¯
⌘
tIJ + g (XJ  XI) aIJ ,
 (DTIJ¯) = dtIJ¯ +
⇣
A˜II¯   A˜JJ¯
⌘
tIJ¯ + g (XJ  XI) aIJ¯ ,
 (D ⇤ FIJ) = d ⇤  (FIJ) +
⇣
A˜II¯ + A˜JJ¯
⌘
^ ⇤ (FIJ) + ⇤
⇣
F˜II¯ + F˜JJ¯
⌘
^ aIJ ,
 (D ⇤DTIJ) = d ⇤  (DtIJ) +
⇣
A˜II¯ + A˜JJ¯
⌘
^ ⇤ (DtIJ) . (3.B.83)
We will only provide details concerning the IJ components of the equations of
motion (3.2.29), with I 6= J . The case of IJ¯ is very similar. At linearised order, we
have
 (D ⇤ FIJ) +
⇣
X 1I ⇤ F˜II¯  X 1J ⇤ F˜JJ¯
⌘
^  (DtIJ) =   (XJ  XI) ⇤  (DtIJ) ,
(3.B.84)
   (D ⇤DtIJ) = 4q 1I q 1J tIJ + ⇤
⇣
X 1J F˜JJ¯  X 1I F˜II¯
⌘
^  (FIJ) . (3.B.85)
For the gauge fields we take
aIJ = a
1
IJ dz + a
2
IJ dz¯ , (3.B.86)
and, after defining
!IJ = qI + qJ , (3.B.87)
we find
 (FIJ) =da
1
IJ ^ dz + da2IJ ^ dz¯   (@z¯   z!IJ) a1IJ dz ^ dz¯ + (@z + z¯!IJ) a2IJ dz ^ dz¯ ,
 (DtIJ) =dtIJ + (@z + z¯!IJ) tIJ dz + (@z¯   z!IJ) tIJ dz¯ + (XJ  XI)
 
a1IJ dz + a
2
IJ dz¯
 
, (3.B.88)
where d is the exterior derivative on AdS3. We can obtain analogous expressions
for  (D ⇤ FIJ) and  (D ⇤ DtIJ) using (3.B.83), which we then substitute into the
equations of motion (3.B.84) and (3.B.85).
From (3.B.84) we are led to impose the constraint
(@z¯   !IJz) a1IJ + (@z + !IJ z¯) a2IJ =   (XJ  XI) tIJ . (3.B.89)
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We also obtain
  L 2⇤AdS3a1IJ + 2
  @z@z¯ + !2IJzz¯ + 2!IJ + !IJ (z@z   z¯@z¯)  a1IJ
+ 2
 
q 1I   q 1J
  ⇥
(@z + !IJ z¯) tIJ + (XJ  XI) a1IJ
⇤
=   (XJ  XI)2 a1IJ , (3.B.90)
and
L 2⇤AdS3a2IJ + 2
 
@z@z¯   !2IJzz¯ + 2!IJ   !IJ (z@z   z¯@z¯)
 
a2IJ
+ 2
 
q 1I   q 1J
  ⇥
(@z¯   !IJz) tIJ + (XJ  XI) a2IJ
⇤
= (XJ  XI)2 a2IJ , (3.B.91)
where ⇤AdS3 is the Laplacian on a unit radius AdS3. Similarly, from (3.B.85), we
obtain
L 2⇤AdS3tIJ + 2
 
@z@z¯   !2IJzz¯ + !IJ (z¯@z¯   z@z)
 
tIJ   (XJ  XI)2 tIJ =
  4q 1I q 1J tIJ + 2
 
q 1I   q 1J
  ⇥
( @z¯ + !IJz) a1IJ + (@z + !IJ z¯) a2IJ
⇤
. (3.B.92)
We now observe that because of the constraint (3.B.89), the three equations (3.B.90)-
(3.B.92) are not independent. Indeed, acting on equation (3.B.90) by ( @z¯ + !IJz),
on equation (3.B.91) by (@z + !IJ z¯) and adding them, one can show that equation
(3.B.92) is satisfied.
To continue with the analysis, we need to fix the sign of ! ⌘ !IJ . We first take
! > 0. For this case, we can keep equation (3.B.91) and (3.B.92) which we write as
L 2⇤AdS3tIJ + 2
 
@z@z¯   !2zz¯ + ! (z¯@z¯   z@z)
 
tIJ   (XJ  XI)2 tIJ =
  4q 1I q 1J tIJ + 2
 
q 1I   q 1J
  ⇥
(XJ  XI) tIJ + 2 (@z + !z¯) a2IJ
⇤
. (3.B.93)
Next, we introduce the ladder operators
a =
1p
2!
(@z¯ + ! z) , a
† =
1p
2!
( @z + ! z¯) ,
b =
1p
2!
(@z + ! z¯) , b
† =
1p
2!
( @z¯ + ! z) , (3.B.94)
which can be checked to satisfy the algebrah
a, a†
i
= 1,
h
b, b†
i
= 1 , (3.B.95)
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and the rest of the commutators being trivial. Note that we have
 @z@z¯ + !2z¯z = !
⇣
a†a+ b†b+ 1
⌘
,
z¯@z¯   z@z = a†a  b†b . (3.B.96)
In terms of these operators, equations (3.B.91) and (3.B.93) take the form
L 2⇤AdS3a2IJ   2!
⇣
2b†b  1
⌘
a2IJ
+ 2
 
q 1I   q 1J
  h p2! b† tIJ + (XJ  XI) a2IJi  (XJ  XI)2 a2IJ = 0 (3.B.97)
and
L 2⇤AdS3tIJ   2!
⇣
2b†b+ 1
⌘
tIJ   (XJ  XI)2 tIJ + 4q 1I q 1J tIJ
  2  q 1I   q 1J   h(XJ  XI) tIJ + 2p2! b a2IJi = 0 . (3.B.98)
To reduce the problem to modes on the AdS3 space, we introduce the ground
state
L0,0 =
⇣!
⇡
⌘1/2
e !zz¯ (3.B.99)
and the complete set of functions
Ln,m (z, z¯) =
 
b†
 n
p
n!
 
a†
 m
p
m!
L0,0 (z, z¯) , m, n > 0 . (3.B.100)
We use these to write the expansions
tIJ =
X
n,m
fn,mIJ Ln,m (z, z¯) , a
2
IJ =
X
n,m
gn,mIJ Ln,m (z, z¯) , (3.B.101)
with f and g defined on AdS3. From equations (3.B.97) and (3.B.98), we see that
the modes g0,mIJ decouple and they have an AdS3 mass
m20,m =  2!   2
 
q 1I   q 1J
 
(XJ  XI) + (XJ  XI)2 . (3.B.102)
For the rest of the modes, we see that gn+1,mIJ mix with f
n,m
IJ for n   0 with mass
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matrix
M2 =
 
2! (2n+ 1)  4q 1I q 1J + 2WIJVJI + V 2IJ 4
p
2!WIJ(n+ 1)1/2
2
p
2!WIJ (n+ 1)
1/2 2! (2n+ 1)  2WIJVJI + V 2IJ
!
,
(3.B.103)
where we set
WIJ = q
 1
I   q 1J , VIJ = XI  XJ . (3.B.104)
Note that our results di↵er from those presented in the first two lines of eq. (6.7)
and eq. (6.12) of [123] because the mixing of the charged scalars and vectors was
not taken into account in that reference11.
When ! < 0, in order to get the zero modes, we should keep equations (3.B.90) and
(3.B.92). For the ladder operators, we should take
p
2! ! p2|!| and ! !  ! in
(3.B.94). A very similar analysis then ensues and we obtain (3.B.102) and (3.B.103)
after substituting ! ! |!| and also WIJ !  WIJ .
Finally, let us consider ! = 0. This occurs along the three lines in figure 3.1 with
XI = XJ . The equations (3.B.89) - (3.B.92) then simplify and we are essentially
led back to the mass matrix that we saw for spatially modulated neutral scalars in
(3.2.16).
3.C Construction of SUSY AdS2 ⇥ R2 solutions
Recall [161] that supersymmetric AdS2 solutions of D = 11 supergravity with purely
electric four-form flux, generically dual to CFTs with two (Poincare´) supersymme-
tries, can be obtained from an eight dimensional Ka¨hler metric, ds28, whose Ricci
tensor satisfies
⇤8R  1
2
R2 +RijR
ij = 0 . (3.C.105)
The D = 11 metric has the form
ds2 = e2A
⇥
ds2(AdS2) + e
 3Ads28 + (dz + P )
2
⇤
, (3.C.106)
with dP = R, where R is the Ricci-form, and e 3A = 12R.
11Our zero modes (3.B.102) only involve the gauge fields and the fact that our results di↵er from
eq. (6.12) of [123] after setting their n = 0, which also just involve the gauge fields, can be
traced back to the fact that our equation of motion (3.B.84) for tIJ = 0 does not come from the
Lagrangian given in eq. (6.11) of [123].
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Following [131], we start with an ansatz for an eight dimensional Ka¨hler metric
given by
ds28 =
dy2
U
+ y2U (D +A)2 + y2 ds2(CP2) +
 
ay2 + b
 
ds2(R2) , (3.C.107)
with dD  = 2 JCP2 , where JCP2 is the Ka¨hler form on CP2, and dA = 2a JR2 ,
where JR2 = V ol(R2) and a is a constant, and U = U(y). For the corresponding
holomorphic 2-form and 1-form on CP2 and R2, we have
d⌦CP2 = i PCP2 ^ ⌦CP2 , dPCP2 = 2l JCP2 ,
d⌦R2 = 0 , (3.C.108)
where l is another (positive) constant. The Ka¨hler-form and holomorphic 4-form for
the eight dimensional space can now be written
J = y dy ^ (D +A) + y2 JCP2 +
 
ay2 + b
 
JR2 ,
⌦4 = e
il y2
p
ay2 + b

dyp
U
+ iy
p
U (D +A)
 
^ ⌦CP2 ^ ⌦R2 . (3.C.109)
We can easily show that
d⌦4 = i P ^ ⌦4, P = l D   g (D +A) , (3.C.110)
where
g = 3U +
ay2U
ay2 + b
+
yU 0
2
. (3.C.111)
The Ricci form for the eight dimensional space is given by
R = dP = 2 (l   g) JCP2   2ag JR2   g0 dy ^ (D +A) . (3.C.112)
In order to get an AdS2 ⇥ R2 factor in (3.C.106), we now require that the Ricci
scalar of the eight dimensional space satisfies
R =
W
ay2 + b
, (3.C.113)
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for some constant W . The resulting second order equation for U gives the solution
U =
1
48
1
ay2 + b
✓
16bl + 8aly2  Wy2 + c1
y6
+
c2
y4
◆
, (3.C.114)
where ci are two constants of integration. One can check that, in order to solve
(3.C.105), we need to set c1 = c2 = 0 and we then find two solutions
W =  4
⇣
1⌥p3
⌘
al ) U = l
12
4b+
 
3⌥p3  ay2
b+ ay2
. (3.C.115)
Let us now continue with the solution with the lower sign. We take a < 0 and
change coordinates via y = 2p
3+
p
3
q
  ba sin ⇠ and we will take 0 < ⇠ < ⇡/2. We
find
U = l
✓
1 +
1p
3
◆
cos2 ⇠
1 +
p
3 + 2 cos 2⇠
,
R8 =  8al
 
3 + 2
p
3
 
b
1
1 +
p
3 + 2 cos 2⇠
,
g =l
3 +
p
3
3
1 + 2 cos 2⇠
1 +
p
3 + 2 cos 2⇠
. (3.C.116)
We can now assemble the D = 11 metric using (3.C.106) and, after setting l = 3,
find
ds2 = e2AL 2
⇢
L2ds2(AdS2) +
L2W
2
ds2(R2)
+ 2X¯2
✓
d⇠2 +
sin2 ⇠
X¯3 
[ds2(CP 2) + (D ˜+
1 +
p
3
4
A)2] +
X¯ cos2 ⇠
 
1
8
p
3X¯4
(dz   3A)2
◆ 
(3.C.117)
where X¯ is as in (3.3.57) and
  =
1
X¯3
(cos2 ⇠ + X¯4 sin2 ⇠) . (3.C.118)
One can now check that, if we set
 a
b
=
4
31/4(1 +
p
3)
(3.C.119)
and rescale (L2W/2)ds2(R2)! ds2(R2), we precisely obtain the uplift of the solution
(3.3.57) using the formulae in [134] (setting g2 = 1/2 in eq. (3.8) of [134] and
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identifying (F i)there = 2
p
2(F i)here).
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4 Semi-local quantum criticality
In this chapter, we will explore several aspects of ⌘-geometries within top-down
settings. The main focus will be on the U(1)4 truncation of D = 4 N = 8 gauged
supergravity [134], studied earlier in this context in [115]. Although this model is not
quite a consistent truncation of D = 11 supergravity on S7, all of the solutions we
consider can be uplifted to obtain exact solutions in D = 11. We show that for the
class of analytic black hole geometries with four electric charges found in [134], or
the magnetic analogues which we write down here, we can obtain an ⌘ = 1 geometry
in the far IR as T ! 0 after setting one of the charges to zero. In addition we show
that introducing a small fourth charge resolves the singularity with an AdS2 ⇥ R2
geometry in the far IR, with an intermediate scaling region associated with an ⌘ = 1
geometry. This is reminiscent of the resolution of singularities in string theory by
the addition of fluxes that have been considered in other contexts [162] and also
analogous to the resolution of the singularities of the Lifshitz geometries discussed
in [163] (related work appears in [164, 165, 166]).
We also consider the solutions after they are uplifted to D = 11 on an S7. For
the uplifted electrically charged solutions we find, the ⌘ = 1 geometry region uplifts
to a D = 11 solution with an AdS3 factor, generalising what was seen in [115]. The
presence of the AdS3 factor provides an understanding of the linear specific heat
[115]. However, this is not the full story since, by contrast, we show that there is no
such AdS3 factor in the uplifted magnetically charged solutions.
Another result discussed in this chapter is that the same D = 4 U(1)4 theory also
admits a new class of solutions carrying purely magnetic charges with analogous
properties to those described above, but preserving supersymmetry everywhere. In
particular, we numerically construct supersymmetric solutions interpolating between
AdS4 in the UV and ⌘-geometries with ⌘ = 1 in the IR. Adding small amounts
of a fourth charge again provides a natural singularity resolution mechanism with
an intermediate ⌘ = 1 geometry scaling region and a supersymmetric AdS2 ⇥ R2
solution in the far IR. A duality transformation maps these supersymmetric magnetic
solutions to a new class of non-supersymmetric electric solutions.
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Finally, in a quite di↵erent direction, we conclude the chapter by briefly showing
that a simple way to construct ⌘-geometries is from the dimensional reduction of the
product of AdS or Lifshitz geometries with some flat directions. Similar observations
were made earlier (independently) in the context of specific classes of models in [117].
The plan of the rest of the chapter is as follows. In section 4.1 we analyse the
analytic class of asymptotically AdS4 black brane solutions carrying electric charges
found in [134]. We discuss the analytic magnetically charged black holes in section
4.2 and the numerically constructed supersymmetric magnetic solutions in section
4.3. We conclude in section 4.4 by obtaining the ⌘-geometries via dimensional re-
duction.
4.1 Electric black hole solutions and ⌘-geometries
We begin with the analytic class of asymptotically AdS4 black brane solutions of
U(1)4 gauged supergravity, briefly discussed in section 3.3.1, that carry four electric
charges [134]
ds2 =  f ⇧ 1 dt2 + f 1⇧ dr2 + r2⇧  dx21 + dx22 
Ai =
"i
2
✓
µi +
1p
2Qi
 
1 H 1i
 ◆
dt, Xi = H
 1
i ⇧
1/2, (4.1.1)
where
f =   b
r
+ 2r2⇧2, Hi = 1 +
bQi
r
, ⇧ = (H1H2H3H4)
1/2 . (4.1.2)
We have Qi   0, b   0 and "i = ±1. As r !1, the solutions approach AdS4. The
black hole event horizon is located at r = rh   0, where rh is the largest root of the
equation
(⇧ 1f)(rh) = 0 . (4.1.3)
The chemical potentials, µi, for the four U(1)’s, are given by
µi =
1p
2Qi
 
H 1i (rh)  1
 
, (4.1.4)
ensuring regularity of the gauge-potentials at the horizon. Note that b is the “em-
blackening” parameter (we will not denote it as µ, as is often done, to avoid confusion
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with the chemical potentials in the dual CFT).
In order to analyse the asymptotic UV behaviour of the scalar fields, it is useful
to introduce a new radial coordinate ⇢2 = r2⇧. We then find as ⇢!1
 1 =
b(Q1 +Q2  Q3  Q4)
2⇢
  b
2(Q1  Q2 +Q3  Q4)(Q1  Q2  Q3 +Q4)
8⇢2
+ . . .
 2 =
b(Q1  Q2 +Q3  Q4)
2⇢
  b
2(Q1 +Q2  Q3  Q4)(Q1  Q2  Q3 +Q4)
8⇢2
+ . . .
 3 =
b(Q1  Q2  Q3 +Q4)
2⇢
  b
2(Q1 +Q2  Q3  Q4)(Q1  Q2 +Q3  Q4)
8⇢2
+ . . .
(4.1.5)
Thus, for the   = 1 quantisation relevant for maximal supersymmetry, we see that,
generically, there are non-zero deformations, corresponding to the 1/⇢2 pieces and
non-zero expectation values, corresponding to the 1/⇢ pieces (assuming that there
is no mixing). It is also worth noting that if the Qi are chosen so that one of the
deformation parameters vanishes, then both of the other two expectation values do
as well.
Notice that these analytic black hole solutions depend on 5 independent parame-
ters: four µi and b (the Qi are fixed by regularity at the black hole event horizon).
If we stay within a static, spatially homogeneous and isotropic context, and with
electric charges only, the most general solutions should depend on 8 parameters (and
there could be discrete families of solutions). These can be viewed as the tempera-
ture, four chemical potentials µi and three deformations for the   = 1 operator (or
the   = 2 operator in the other quantisation). In section 4.3, we will numerically
construct some new solutions outside of the analytic family.
4.1.1 Four Qi 6= 0: AdS2 ⇥ R2 in the IR at T = 0
Let us first consider the generic case when all four of the Qi are non-zero. We
will show that in the extremal, T = 0, limit the black hole solutions all approach
smooth domain wall solutions interpolating between AdS4 in the UV and AdS2⇥R2
in the IR. In particular, all of these black hole solutions have finite entropy at
T = 0. Furthermore, we will see that the entire moduli space of electrically charged
AdS2 ⇥ R2 solutions given in section 3.5.1 can be obtained.
To begin with, we rescale the radial coordinate via r ! b ⇢. For an extremal
black hole event horizon, in addition to (4.1.3), we have (⇧ 1f)0(rh) = 0. These
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conditions imply the relations
b2 =
⇢h
2 (Q1 + ⇢h) (Q2 + ⇢h) (Q3 + ⇢h) (Q4 + ⇢h)
,
Q4 = ⇢
2
h
Q1Q2 +Q1Q3 +Q2Q3 + 2⇢h(Q1 +Q2 +Q3) + 3⇢2h
Q1Q2Q3   ⇢2h (Q1 +Q2 +Q3)  2⇢3h
, (4.1.6)
The second equation fixes Q4 in terms of Q1, Q2, Q3 and also the location of the
extremal horizon at ⇢ = ⇢h. It is convenient now to rescale the charges
Qi = ⇢hq¯
2
i , (4.1.7)
and upon evaluating the scalars on the horizon we find
e 2 1 =
 
1 + q¯23
 2
q¯21 q¯
2
2 q¯
2
3   2  q¯21   q¯22   q¯23
,
e 2 2 =
 
1 + q¯22
 2
q¯21 q¯
2
2 q¯
2
3   2  q¯21   q¯22   q¯23
,
e2 3 =
 
1 + q¯21
 2
q¯21 q¯
2
2 q¯
2
3   2  q¯21   q¯22   q¯23
. (4.1.8)
Notice that the condition for the positivity of Q4 (i.e. the reality of q¯4) is the same
as that for the reality of  a in (4.1.8). It is now easy to invert equation (4.1.8) and
express the constants q¯1, q¯2, q¯3 in terms of the scalars,  a, and we find
q¯21 =
1
X1
(X2 +X3 +X4) ,
q¯22 =
1
X2
(X1 +X3 +X4) ,
q¯23 =
1
X3
(X1 +X2 +X4) . (4.1.9)
Analysing the behaviour of the metric, we obtain
ds2 =  b
2(⇢  ⇢h)2
L2
dt2 +
L2
(⇢  ⇢h)2d⇢
2 +
b⇢1/2hp
2
(dx21 + dx
2
2) , (4.1.10)
with L 2 as in (3.5.73). Analysing the flux in the near horizon limit, we also obtain
the same expression in (3.5.73) after identifying
qi = X
2
1 q¯i . (4.1.11)
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Finally, we can check that the conditions (4.1.9) are now precisely as in (3.5.73).
In other words, we have shown that we can obtain the full moduli space of electric
AdS2 ⇥ R2 solutions of [89].
4.1.2 Three Qi 6= 0: Geometries with ⌘ = 1 in the IR at T = 0
Next we consider the special case that one of the four charges is zero. For definite-
ness, we choose Q4 = 0. As we can see from (4.1.6), the extremal T = 0 limit is
achieved when b = 1p
2Q1Q2Q3
with rh ! 0. In the near horizon limit, as r ! 0, the
geometry now approaches
ds2 ⇡  U0 r3/2 dt2 + U 10
dr2
r3/2
+
r1/2
(8Q1Q2Q3)
1/4
 
dx21 + dx
2
2
 
,
U0 =
Q1Q2 +Q1Q3 +Q2Q3 
1
2Q1Q2Q3
 3/4 , (4.1.12)
while the scalars approach
 1 ⇡ 1
4
ln
✓
Q1Q2
2Q33
◆
  1
2
ln r ,
 2 ⇡ 1
4
ln
✓
Q1Q3
2Q32
◆
  1
2
ln r ,
 3 ⇡  1
4
ln
✓
Q2Q3
2Q31
◆
+
1
2
ln r . (4.1.13)
We also find that the three non-trivial gauge fields can be written
Ai ⇡  "i
2
Q1Q2Q3
Q3/2i
r dt , i = 1, 2, 3 , (4.1.14)
where we have used the fact that when Q4 = 0 the chemical potentials defined in
(4.1.4) are simply µi =  1/(2Qi)1/2. After the coordinate change
t! 8
U20
t, r ! U
2
0
16
⇢ 2, xi ! 2 (8Q1Q2Q3)
1/8
U1/2
xi , (4.1.15)
we see that we get a semi-local quantum critical metric with ⌘ = 1:
ds2 ⇡ 1
⇢
✓
 dt
2
⇢2
+
d⇢2
⇢2
+ dx21 + dx
2
2
◆
. (4.1.16)
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It is worth emphasising that the ⌘ = 1 geometry is not an exact solution of the
equations of motion.
We expect that the Q4 = 0 solutions at finite temperature have an entropy that
behaves as s! T , for low temperatures [111], corresponding to linear specific heat.
We can see this behaviour as follows. For small temperatures, the horizon will be
located at r =  rh. Since we require that the chemical potentials (4.1.4) are fixed,
we deduce that
 Qi =  2
p
2Q1Q2Q3  rh , i = 1, 2, 3 . (4.1.17)
On the other hand, using this and the definition of the location of the black hole
event horizon (4.1.3), we conclude that we should vary b according to
 b =
Q1Q2 +Q1Q3 +Q2Q3
2Q1Q2Q3
 rh . (4.1.18)
Recalling the definitions of the temperature and entropy density (with 16⇡G = 2)
T =
 
f ⇧ 1
 0
4⇡
     
r=rh
, s = 2⇡ r2⇧
  
r=rh
, (4.1.19)
we deduce, at leading order in the variations, that
 T =
Q1Q2 +Q1Q3 +Q2Q3
25/4⇡ (Q1Q2Q3)
3/4
p
 rh ,  s =
21/4⇡
(Q1Q2Q3)
1/4
p
 rh , (4.1.20)
and hence
 s =
2
p
2⇡2
p
Q1Q2Q3
Q1Q2 +Q1Q3 +Q2Q3
 T , (4.1.21)
as claimed.
4.1.3 AdS3 in the uplift
If we uplift this entire class of geometries with Q4 = 0 to D = 11 supergravity using
the formulae of [134], we find that the ⌘ = 1 geometry appearing in the IR at T = 0
uplifts to a locally AdS3 region. This generalises the result of [115] which considered
the special case Q1 = Q2 = Q3. It was also pointed out in [115] that the AdS3
factor provides a natural interpretation of the behaviour s / T that we saw in the
last subsection.
Specifically, if we uplift the ⌘ = 1 limiting IR geometry (4.1.12), (4.1.13), (4.1.14)
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to eleven dimensions using [134] (see footnote 1) we obtain, as r ! 0,
ds211 ⇡
1
(8Q1Q2Q3)
1/12
µ4/34
✓
 U0r dt2 + U 10
dr2
r2
+ 2 (8Q1Q2Q3)
1/4 r d 24
◆
+
µ4/34
(8Q1Q2Q3)
1/3
 
dx21 + dx
2
2
 
+
2µ 2/34
(Q1Q2Q3)1/3
3X
i=1
Qi
⇣
dµ2i + µ
2
i (d i + 2Ai dt)
2
⌘
,
(4.1.22)
where Ai are given in (4.1.14). It is interesting to point out that the chemical
potentials for the gauge fields that we have used, which arose from regularity at
the event horizon at finite temperature, imply that the metrics are free of closed
time-like curves in D = 11, in contrast to the gauge used in [115].
4.1.4 Charge as a resolution mechanism and intermediate scaling
We have shown that the class of solutions withQ4 = 0 at T = 0 all approach an ⌘ = 1
geometry in the IR and hence are singular. On the other hand we showed in section
4.1.1 that when all four charges are non-zero the solutions approach AdS2 ⇥ R2 in
the IR. It is thus clear that adding a small fourth charge, Q4 6= 0, will resolve the ⌘-
geometry singularity. In addition, for small Q4 we expect to obtain an intermediate
scaling regime where the geometry is essentially the ⌘-geometry and then, very far
in the IR, it approaches the AdS2⇥R2 solution. This is analogous to the singularity
resolution of Lifshitz geometries discussed in [163].
To illustrate this point in more detail, for simplicity we now focus on the sub-class
of extremal solutions withQ1 = Q2 = Q3 ⌘ Q/b andQ4 ⌘ q/b, with b = 2 1/2Q 3/21 .
The fourth charge, Q4, will be much smaller than the other three if q << Q. It is
convenient to parametrise the family of solutions in terms of the location of the
extremal horizon, r = rh. Doing so, we obtain the relation
q =
3 r2h
Q  2 rh , (4.1.23)
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while the metric reads
ds2 =  U dt2 + U 1 dr2 +W  dx21 + dx22  ,
W = (Q+ r)3/2
✓
3 r2h
Q  2rh + r
◆1/2
,
U = 2 (r   rh)2 3Q
3 + 3Q2r +Qr (r   4 rh)  r rh (2r + rh)
(Q  2rh) (Q+ r)3/2
⇣
3 r2h
Q 2rh + r
⌘1/2 . (4.1.24)
We see that when rh > 0, we have an AdS2 ⇥ R2 geometry in the IR. On the other
hand when rh = 0, we have Q4 = 0 and we are back in the situation that we
described in section 4.1 for the special case of three equal non-vanishing charges. In
particular, we obtain the ⌘ = 1 geometry (4.1.12) as r ! 0.
In order to illustrate the intermediate scaling region, it is illuminating to define
the functions
p1 = (r   rh) U
0
U
, p2 = (r   rh) W
0
W
, (4.1.25)
and explicitly we have
p1 =2 +
3(Q+ rh)
2(Q+ rh + y)
+
rh(Q+ rh)
2rh(rh   2y) + 2Q(rh + y)
  (Q+ rh)
 
6Q2 + 3Qy   rh(6rh + 5y)
 
3(Q  rh)(Q+ rh)2 + (3Q  5rh)(Q+ rh)y + (Q  2rh)y2 ,
p2 =
y
 
(Q+ rh)2 + 4(Q  2 rh)y
 
2(Q+ rh + y)(rh(rh   2 y) +Q(rh + y)) , (4.1.26)
with y = r   rh. We now focus on three di↵erent scaling regions obtaining
p1 ⇡
8>>><>>>:
2, y ! 0
3/2, rh << y << Q
2, y >> Q >> rh
p2 ⇡
8>>><>>>:
0, y ! 0
1/2, rh << y << Q
2, y >> Q >> rh .
(4.1.27)
For rh 6= 0, as y ! 0 we see the scaling behaviour of the AdS2 ⇥ R2 geometry.
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Similarly, for very large y we see the scaling associated with the asymptotic AdS4
geometry. Finally, when an intermediate region with rh << y << Q exists, the
metric has the scaling behaviour of an ⌘ = 1 geometry (see (4.1.12)). As expected,
such a region exists for q << Q.
Similar observations also hold for the three scalar fields. To see this, we first
recall from (3.3.42) that the sub-class of solutions with three equal charges that we
are focussing on are actually solutions of a consistent truncation of the equations of
motion of (3.3.40) to a theory with a single scalar field:   =  1 =  2 =   3 and
two vector fields. We therefore examine the quantity
p3 = (r   rh)  0 =   (Q  3rh)(Q+ rh)y2(Q+ rh + y)(rh(rh   2y) +Q(rh + y)) , (4.1.28)
which has the behaviour
p3 ⇡
8>>><>>>:
0, y ! 0
 1/2, rh << y << Q
0, y >> Q >> rh .
(4.1.29)
In the intermediate scaling region we again see the behaviour expected for an ⌘ = 1
geometry (see (4.1.12),(4.1.13)).
4.2 Analytic magnetically charged black holes
The magnetic version of the analytic black hole solutions is easily obtained from the
analytic electric solutions (4.1.1) using the duality transformation (3.5.71). Explic-
itly, we have
ds2 =  f ⇧ 1 dt2 + f 1⇧ dr2 + r2⇧  dx21 + dx22  ,
Fi =  "i
p
Qib
2
p
2
dx1 ^ dx2 , Xi = Hi⇧ 1/2, (4.2.30)
where f,Hi and ⇧ are the same as (4.1.2). Since the metric is unchanged, many
of the properties we saw in the previous section for the electric solutions follow
straightforwardly.
In particular, when three magnetic charges are non-zero we obtain ⌘-geometries
with ⌘ = 1 at T = 0 in the far IR. Furthermore, when we switch on a small
fourth magnetic charge we obtain solutions at T = 0 that have an intermediate
101
scaling region associated with an ⌘ = 1 geometry and then in the far IR approach a
magnetically charged AdS2 ⇥ R2 solution of section 3.3.
Using the supersymmetry transformations given in section 4.3, we can deduce
that, as for the electric solutions discussed in the last section, these analytic mag-
netic solutions do not preserve any supersymmetry. However, they can exhibit an
interesting emergent supersymmetry at T = 0 in the far IR as we now explain.
When all four magnetic charges are non-zero, the analysis of the near horizon limit
in the extremal T = 0 case is almost identical to the electric case that we considered
in section 4.1.1. Rescaling r ! b ⇢, the extremal T = 0 limit of the solutions (4.2.30)
again leads to the conditions (4.1.6). We next scale the magnetic charges via
Qi = ⇢hq
2
i , (4.2.31)
where now qi are the magnetic charges appearing in the magnetic AdS2⇥R2 solutions
given in (3.3.44). Evaluating the scalars on the horizon we have
e2 1 =
 
1 + q23
 2
q21q
2
2q
2
3   2  q21   q22   q23
,
e2 2 =
 
1 + q22
 2
q21q
2
2q
2
3   2  q21   q22   q23
,
e 2 3 =
 
1 + q21
 2
q21q
2
2q
2
3   2  q21   q22   q23
, (4.2.32)
and hence
q21 =
X1
X4
+
X1
X2
+
X1
X3
,
q22 =
X2
X1
+
X2
X4
+
X2
X3
,
q23 =
X3
X2
+
X3
X1
+
X3
X4
. (4.2.33)
We observe that these are precisely the same conditions appearing in (3.3.46). Since
the metric is as in (4.1.10), we conclude that we can obtain all the magneticAdS2⇥R2
solutions discussed in the previous chapter [89] in the IR.
In particular, the sub-locus of the magnetic AdS2 ⇥R2 solutions of [89] that pre-
serve supersymmetry, i.e. satisfying (3.3.46) and (3.3.55), can be obtained as near
horizon limits of non-supersymmetric extremal black hole solutions. This emergent
supersymmetry is interesting. One consequence is that the black hole solutions must
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be stable in the IR. While this leaves open the possibility that there are instabilities
not localised in the IR (for example, instabilities of the type studied by Gubser-Mitra
[55, 56]), it is possible that for certain charges these are absent as well. These solu-
tions would then provide the first top-down examples of stable non-supersymmetric
solutions with non-vanishing entropy in the IR. Note also that we can switch o↵ one
of the charges, leading to an ⌘=1 geometry in the far IR in which there is also an
emergent supersymmetry.
4.2.1 Uplifted magnetic ⌘ = 1 geometries
Using the formulae of [134], we can uplift to D = 11 the limiting ⌘ = 1 geometry
that appears at T = 0 in the far IR. We again write Q = Q1Q2Q3 and find that as
r ! 0
ds211 ⇡
 2/3
21/12Q1/4
r1/3
"
 U0r dt2 + U 10
dr2
r2
+
1
(8Q)1/4
 
dx21 + dx
2
2
 
+
23/4Q1/4
 
r 1
 
dµ24 + µ
2
4 d 
2
4
 
+
25/4Q3/4
 
3X
i=1
Q 1i
⇣
dµ2i + µ
2
i (d i + 2Ai)
2
⌘#
(4.2.34)
where we have defined   =
P3
i=1Qiµ
2
i and the three non-vanishing magnetic gauge
fields are given by Ai =  "i Qi8pQ (x1 dx2   x2 dx1) for i = 1, 2, 3. In contrast to the
uplifted electric solutions given in (4.1.22), we no longer see an AdS3 factor.
4.3 Supersymmetric magnetically charged black holes
In this section we will discuss supersymmetric solutions of the U(1)4 theory (3.3.40)
carrying three non-vanishing magnetic charges which approach ⌘-geometries with
⌘ = 1 in the far IR. Furthermore, these geometries can be resolved, while preserving
supersymmetry, by the addition of a fourth magnetic charge. If the fourth charge
is small, the solutions will have a large intermediate ⌘ = 1 geometry scaling regime
before approaching AdS2 ⇥R2 in the far IR. Being supersymmetric, these solutions
are expected to be stable.
We consider magnetically charged solutions within the ansatz
ds2 =  e2W dt2 + dr2 + e2U  dx21 + dx22  ,
F i = 12 qi dx1 ^ dx2 ,
 a =  a(r) , (4.3.35)
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where   is a constant, given below, chosen to simplify some expressions. In order to
obtain supersymmetric solutions, following [159, 89] we will restrict our attention to
solutions with X
i
qi = 0 . (4.3.36)
It will be convenient to write
q1 = Q+ Z   ✏, q2 = Q  Z   ✏
q3 =  2Q  ✏, q4 = 3 ✏ . (4.3.37)
As discussed in [89], the supersymmetry variations lead to the first order system of
equations given by
 W 0 + 1
2
p
2
X
i
Xi +
↵ 
2
p
2
e 2U
X
i
X 1i qi = 0 ,
 U 0 + 1
2
p
2
X
i
Xi   ↵ 
2
p
2
e 2U
X
i
X 1i qi = 0 ,
 p2 0a   2
X
j
@ aXj + 2↵ e
 2U X
j
qj@ aX
 1
j = 0 , (4.3.38)
where ↵ = ±1.
We next recall that when all four charges are non-zero, there is a locus of super-
symmetric magnetic AdS2 ⇥ R2 solutions that we summarised in figure 3.4.
4.3.1 Supersymmetric ⌘ = 1 geometries in the IR
Setting ✏ = 0 in (4.3.37), we have three non-vanishing charges and we can construct
a supersymmetric domain wall that approaches AdS4 in the UV and an ⌘ = 1
geometry in the IR. To see this, we can set up an approximate IR expansion to the
equations (4.3.38) of the form
U = ln r + . . . , W = 3 ln r + . . . ,
 1 = ln
  
3Q2 + Z2
 2
8 (Q2   Z2)2
!
+ 2 ln r + . . . ,
 2 = ln
  
3Q2 + Z2
 2
32Q2 (Q+ Z)2
!
+ 2 ln r + . . . ,
 3 =   ln
  
3Q2 + Z2
 2
32Q2 (Q  Z)2
!
  2 ln r + . . . , (4.3.39)
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where we have chosen the constant  
  =
16Q (Q  Z) (Q+ Z)
(3Q2 + Z2)2 ↵
. (4.3.40)
This expansion yields the approximate metric behaviour
ds24 ⇡  r6 dt2 + dr2 + r2
 
dx21 + dx
2
2
 
, (4.3.41)
and after the coordinate transformation r ! 2⇢ 1/2 we obtain the metric (1.4.36)
with ⌘ = 1.
Using this expansion it is possible to construct supersymmetric solutions that
approach AdS4 in the UV and this ⌘ = 1 geometry in the IR. While this can be
done directly, such solutions can also be obtained as a limit of the solutions that we
construct in the next subsection.
4.3.2 Intermediate scaling in supersymmetric magnetic solutions
We now construct supersymmetric magnetic solutions carrying four magnetic charges
which approach AdS4 in the UV and AdS2⇥R2 in the IR with an intermediate ⌘ = 1
geometry scaling region. We consider flows with the magnetic fluxes constrained as
in (4.3.37) and we take Z = 0 for simplicity. Recall, from (3.3.43), that these solu-
tions lie within a consistent truncation with two scalars  1 and  2 =   3 and three
gauge fields. When ✏ 6= 0, we have four non-vanishing magnetic charges and we ex-
pect supersymmetric domain walls approaching AdS4 in the UV and AdS2 ⇥ R2 in
the IR. When ✏ is small, there should be a large intermediate scaling ⌘ = 1 geometry
regime.
The relevant supersymmetric AdS2 ⇥ R2 solutions are given by
W = r/L, L2 =
2ef2(1  e2f2)2(1 + e2f2)
(3 + 2e2f2 + 3e4f2)2
eU0 =
p
6 Q
ef2/2
p
1  e2f2p
(3 + 6e2f2   e4f2) ,
ef1 = 2
cosh(f2)
sinh2(f2)
, ✏ =
 
3 + e2f2
 
Q
3 + cosh(2f2)  2 sinh(2f2) , (4.3.42)
where L is the radius of the AdS2 and f1, f2 are the constant values of the scalars
 1, 2, respectively. This is a one-parameter family of solutions which we can take
to be specified by f2 (or by ✏). Note that we will focus on f2 < 0. These solutions
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have a “universal” irrelevant operator with dimension   = 2. There is also another
irrelevant operator of dimension
 IR =
6 + 2 cosh(2f2) +
p 26 + 24 cosh(2f2) + 66 cosh(4f2)
4 + 12 cosh(2f2)
. (4.3.43)
We want to construct domain wall solutions that interpolate between these AdS2⇥
R2 solution in the IR and AdS4 in the UV. In the UV we have the expansion
W =
r
LUV
  1
16
 
2 c22 + c
2
1
 
e 2r/LUV + . . .
U =
r
LUV
  1
16
 
2 c22 + c
2
1
 
e 2r/LUV + . . .
f1 = c1 e
 r/LUV + . . .
f2 = c2 e
 r/LUV + . . . (4.3.44)
where LUV = 1/
p
2 and ci are two constants of integration. For the IR expansion
we have
W =W0 + r/L+ c e
r/L + . . .
U = U0   9 + 20 cosh(2f2) + 3 cosh(4f2)
50 + 8 cosh(2f2) + 6 cosh(4 f2)
c er/L + . . .
 1 = f1 +
7 + 28 cosh(2 f2)  3 cosh(4f2)
25 + 4 cosh(2f2) + 3 cosh(4f2)
c er/L + . . .
 2 = f2 + 8 sinh
3(f2)
1 + 3 cosh(2f2)
54 cosh(f2) + 7 cosh(3f2) + 3 cosh(5f2)
c er/L + . . . (4.3.45)
where the constant W0 corresponds to simple scalings of the time coordinate t and
c is a deformation due to an irrelevant operator with   = 2. In this expansion we
have not included the possibility for a deformation of the operator with dimension
given in (4.3.43). Doing this, would give rise to additional domain wall solutions.
We choose ✏/Q = 2 ⇥ 10 10. We have two integration constants in the IR and
two integration constants in the UV. Since we have set  2 =   3 we have four first
order BPS equations to solve, given in (4.3.38), and so we expect to find a unique
solution. Indeed, we constructed such a solution numerically. To discuss the scaling
properties of the solution, it is convenient to define
p1 =
U 0
W 0
, p2 = 1 +
W 00
W 0 2
,
p3 =
 02
W 0
, p4 =
 01
W 0
, (4.3.46)
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and consider the pi to be functions of W , which is natural if we decided to use W as
a radial coordinate instead of ⇢ in our ansatz (4.3.35). Corresponding to the three
di↵erent scaling regimes we expect to see
• AdS2 ⇥ R2
p1 = 0, p2 = 1 p3 = p4 = 0
• ⌘ = 1 geometry
p1 = 1/3, p2 = 2/3, p3 = p4 = 2/3
• AdS4
p1 = 1, p2 = 1, p3 = p4 = 0 . (4.3.47)
In figure 4.1 we have plotted the functions pi(W ), which clearly reveals these three
regimes.
We conclude this section by noting that all of the supersymmetric solutions with
magnetic charges that we have constructed in this section have electrically charged
analogues obtained from the duality transformation (3.5.71). However, these elec-
trically charged solutions will not be supersymmetric.
4.4 ⌘-geometries from dimensional reduction
We finish this chapter by describing some simple ways in which the ⌘-geometries
(1.4.36) can be obtained via Kaluza-Klein reduction. Similar observations were
made earlier (independently) in the context of specific classes of models in [117].
For example, to obtain ⌘ geometries in D = 4, we start with AdS2+k ⇥R2, given in
Poincare´ type coordinates by
ds2 = L2

 dt
2
r2
+
dr2
r2
+
dyadya
r2
 
+ dx21 + dx
2
2 , (4.4.48)
where L is the radius of the AdS2+k and a = 1, . . . , k. We now perform a dimensional
reduction on the k spatial dimensions ya. To do this, we rewrite the metric in the
form
ds2 = rk
✓
1
rk
⇢
L2

 dt
2
r2
+
dr2
r2
 
+ dx21 + dx
2
2
 ◆
+
L2
r2
dyadya . (4.4.49)
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Figure 4.1: A plot of the four functions pi, defined in (4.3.46), as functions of the
radial coordinate W for supersymmetric magnetically charged solutions.
The plots reveal three scaling regimes, corresponding to AdS4 for large
W , an ⌘ = 1 geometry for intermediate W and AdS2 ⇥R2 for small W .
108
A straightforward calculation shows that the metric in the round braces is the D = 4
Einstein-frame metric, and we see an ⌘-geometry with ⌘ = k and ` = L. A simple
extension is to replace AdS2+k with a Lifshitz geometry with dynamical exponent
z. We then have
ds2 = rk
✓
1
rk
⇢
L2

 dt
2
r2z
+
dr2
r2
 
+ dx21 + dx
2
2
 ◆
+
L2
r2
dyadya . (4.4.50)
We again reduce on the k spatial dimensions ya and perform a coordinate transfor-
mation to find an ⌘ geometry in D = 4 with ⌘ = k/z and ` = L/z.
These constructions immediately provide rich top-down constructions. For exam-
ple, we can start with the AdS3⇥R2 solutions ofD = 5 maximal gauged supergravity
that are supported by magnetic fields and, in general, scalar fields which were stud-
ied in [123, 89]. These can be uplifted on an S5 to obtain exact solutions of type IIB
supergravity. A sub-class of solutions are also solutions of Romans D = 5 gauged
supergravity and furthermore there is a unique solution which is a solution of D = 5
minimal gauged supergravity, and these can be uplifted to both type IIB and D = 11
in infinite number of ways [137, 139, 131]. After dimensional reduction on a spatial
dimension contained within the AdS3 factor, we obtain infinite top-down examples
of ⌘-geometries in D = 4 with ⌘ = 1 that are supported by magnetic fields as well as
other scalar fields. Interestingly, for the solutions in maximal gauged supergravity
and in Romans supergravity there is a supersymmetric locus of solutions and this
provides supersymmetric examples of ⌘ = 1 geometries in D = 4.
These constructions might provide a helpful framework for obtaining useful in-
sights into the holographic dictionary for ⌘-geometries along the lines of [167].
4.5 Discussion
In this chapter, ⌘-geometries were discussed in the context of U(1)4 gauged super-
gravity. It was shown that this theory admits analytic black hole geometries with
four electric charges [134] or the magnetic charges [121]. Setting one of the charges
to zero leads to the appearance of an ⌘ = 1 geometry in the IR, while having a very
small fourth charge resolves the singularity of the ⌘-geometry, replacing it with an
AdS2⇥R2 factor in the far IR. We have also constructed a new class of solutions car-
rying purely magnetic charges, with properties analogous to those described above,
that preserve supersymmetry.
A detailed stability analysis of the analytic black hole solutions has not been
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carried out. However, based on [56] and on the analysis of the stability properties
of the AdS2⇥R2 geometries presented in [89] and discussed in chapter 3, we expect
that many of the analytic black hole solutions, carrying either electric or magnetic
charges, are unstable. Such instabilities are certainly interesting since they are
associated with new branches of black hole solutions appearing at finite temperature,
corresponding to new phases. However, such instabilities also mean that many of
the ⌘ = 1 geometries will probably not correspond to the true ground states at zero
temperature.
On the other hand, there is a particularly interesting sub-class of the analytic
black hole solutions where the instabilities are ameliorated by the presence of an
emergent supersymmetry in the IR. This sub-class has four non-vanishing magnetic
charges and while in the extremal T = 0 limit they are not supersymmetric solutions
they nevertheless approach supersymmetric AdS2 ⇥ R2 geometries in the IR of the
type constructed in [89, 168] (building on [123]). This emergent supersymmetry
implies that the near horizon region is free from instabilities. While this leaves
open the possibility that there are instabilities not localised in the IR (for example,
instabilities of the type studied by Gubser-Mitra [56]), it is possible that for certain
charges these are absent as well. If this is the case, the full solutions would be stable
and thus, they would provide the first examples of stable, non-supersymmetric black
brane solutions with finite entropy at zero-temperature. Moreover, these solutions
can exist with an approximate intermediary ⌘ = 1 geometry scaling region which
dominates the IR when one of the charges is set to zero.
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5 Competing p-wave orders
Building on [97, 98], in this chapter we further investigate spatially modulated su-
perconductor [64]. We will study a model in D = 5 spacetime dimensions which
couples the metric to an abelian gauge field and a charged two-form. The two-form,
C, has mass |m|, charge e and is dual to a self-dual tensor operator in a dual d = 4
CFT with scaling dimension   = 2+ |m|. The high temperature phase of the CFT
with non-vanishing chemical potential is spatially homogeneous and isotropic and
is described by the electrically charged AdS-RN planar black hole solution. It was
shown in [97] that the AdS-RN black hole becomes unstable if e2 > m2/2. More
precisely, it was shown that there are linearised perturbations of the charged two-
form labelled by wave-number k, associated with both p-wave and (p + ip)-wave
order, which become tachyonic below some critical temperature. The instabilities
first appear for k 6= 0 and moreover, since the linearised perturbations are governed
by exactly the same ODE, the instabilities for the two types of order appear at the
same critical temperature.
Some fully back-reacted p-wave black hole solutions for this model were con-
structed in [98] and here we will review and extend that work. We will also construct
the first back-reacted (p + ip)-wave black holes for this model. It is natural to ask
which of the two phases is thermodynamically preferred and how they compete1.
For a di↵erent class of models, involving SU(2) gauge fields, and for vanishing wave-
number, it was shown that the p-wave order is preferred over the (p+ ip)-wave order
[58]. By contrast, here we will see that depending on the parameters e,m both the
helical p-wave and the (p + ip)-wave superfluid phases can be preferred and there
can be first order transitions between them.
The p-wave black hole solutions of [98], and those that we construct here, are static
and spatially homogenous with a helical, Bianchi V II0 symmetry. They appear in
a two-parameter family specified by the temperature, T , and the wave-number, k,
which fixes the pitch (i.e. the periodicity) of the helical order to be 2⇡/k. At fixed T
1Some other holographic studies of competing orders appear in [169, 127, 170, 171, 172, 173, 174,
175, 176].
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the thermodynamically preferred black holes are determined by minimising the free
energy density with respect to k. The numerical results in [98] indicated that this
condition is equivalent to a simple constraint on the boundary data. Here we will di-
rectly prove this result, which also follows from the general results recently obtained
in [177] concerning the thermodynamics of periodic black brane solutions. As in
[98], we find that the pitch of the helix monotonically increases as the temperature
is initially lowered away from the critical temperature. For certain values of e,m, we
find p-wave black holes which exhibit the phenomenon of pitch inversion: k starts
o↵ positive, decreases down to zero, changes sign and then increases in magnitude as
the temperature is lowered. Such a phenomenon is seen2, for example, in some chiral
nematic liquid crystals and helimagnets. In the zero temperature limit, T ! 0, the
p-wave black holes approach zero entropy ground states. For k > 0 we find an IR
Bianchi VII0 scaling solution as already seen in [98] (of a very similar type to [178]).
We also find a new type of zero entropy ground state with k = 0 and an IR scaling
symmetry, somewhat similar to some solutions constructed in [34]. Finally, when
k < 0 we find evidence that at extremely low temperatures the black holes approach
AdS5 in the IR, perturbed by marginal and relevant k-dependent operators. This
novel emergence of conformal symmetry in the IR is somewhat reminiscent of the
recent work on periodic potentials in [179].
The (p+ip)-wave black hole solutions are also labelled by the temperature, T , and
a wave-number, k, associated with a direction that we will label x1. The solutions
are stationary and preserve two translations, in the x2, x3 directions, as well as
translations in the x1 direction when combined with a gauge transformation. In
addition they preserve one rotation in the x2, x3 plane. Unlike the p-wave black
holes, the continuous symmetry for the (p+ip)-wave black holes is the same for both
k = 0 and k 6= 0. These black holes obey some novel Smarr formulae, consistent
with the results of [177]. The one-parameter family of thermodynamically preferred
black holes, obtained by minimising the free-energy density with respect to k, are
again specified by simple constraints on the boundary data as expected from [177].
In contrast to the p-wave case, the stress-energy tensor for this one-parameter family
of (p + ip)-wave black holes is that of a spatially homogeneous and isotropic ideal
fluid. In the T ! 0 limit, the entropy density of the (p+ip)-wave black holes goes to
zero; we have not managed to extract from the numerics a simple statement about
the ground states. However, we provide some evidence that for some black holes an
2It is worth pointing out that such a phenomenon is not present in the black holes dual to helical
current phases that were studied in [73, 90].
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emergent conformal symmetry again appears.
The plan of the rest of the chapter is as follows. Section 5.1 introduces the D = 5
gravity model that we study, as well as the p-wave and the (p+ ip)-wave instabilities
of the AdS-RN black hole. The back-reacted p-wave and (p + ip)-wave black holes
are discussed in sections 5.2 and 5.3, respectively. In section 5.4 we compare the
thermodynamics of the two competing orders and we briefly conclude in section 5.5.
In appendix 5.A we provide a derivation of the Smarr formula for the (p+ ip)-wave
black holes.
5.1 The model
We consider a theory of gravity in D = 5 spacetime dimensions coupled to a gauge
field A and a complex two-form C with Lagrangian density given by the five-form
L = (R+ 12) ⇤ 1  1
2
⇤ F ^ F   1
2
⇤ C ^ C¯   i
2m
C ^ H¯ , (5.1.1)
where the bar denotes complex conjugation. The field strengths are given by
F = dA, H = dC + ieA ^ C . (5.1.2)
The corresponding equations of motion are given by
Rµ⌫ =  4gµ⌫ + 12
 
Fµ
⇢F⌫⇢   16gµ⌫F⇢ F ⇢ 
 
+ 12
 
C(µ
⇢C¯⌫)⇢   16gµ⌫C⇢ C¯⇢ 
 
,
d ⇤ F =   e
2m
C ^ C¯ ,
H =  im ⇤ C . (5.1.3)
The equations of motion admit a unique AdS5 solution, with A = C = 0, which
is dual to a class of CFTs labelled by the two parameters e and m. The equations
of motion also admit the electrically charged AdS-Reissner-Nordstrom black brane
solution given by
ds2 =  gdt2 + g 1dr2 + r2(dx21 + dx22 + dx23) , A = adt , (5.1.4)
with C = 0 and
g = r2   r
4
+
r2
+
µ2
3
(
r4+
r4
  r
2
+
r2
) , a = µ(1  r
2
+
r2
) . (5.1.5)
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The AdS-RN black hole has temperature T = (6r2+   µ2)/6⇡r+ and describes the
high temperature, spatially homogeneous and isotropic phase of the dual CFT when
held at finite chemical potential µ with respect to the global abelian symmetry.
It was shown in [97] that when e2 > m2/2 these black holes are unstable3 below a
critical temperature corresponding to the formation of superconducting phases with
either p-wave or (p+ ip)-wave order. In the following sections we will construct fully
back-reacted black hole solutions corresponding to these two phases. For orientation,
let us first recall the linearised static perturbations, which only involve the charged
two-form C, that appear at the onset of the instability.
For the p-wave instability, the key part of the perturbation is given by
C = · · ·+ c3(r) dx1 ^ [sin (kx1) dx2 + cos (kx1) dx3] , (5.1.6)
where the dots refer to terms that are determined from the function c3(r) via the
equations of motion. The boundary conditions that are imposed on c3 at the black
hole horizon, located at r = r+, and at the AdS boundary, located at r ! 1, are,
respectively,
c3(r) ⇠ c3+ +O(r   r+) ,
c3(r) ⇠ cc3r |m| + . . . , r !1 . (5.1.7)
The former ensures regularity at the black hole horizon and the latter ensures that
the symmetry breaking is spontaneous. Indeed, the expectation value of the operator
dual to C, with wave-number k, is proportional to cc3 . Observe that when k = 0, the
perturbation is given by C = · · ·+ c3(r) dx1 ^ dx3, corresponding to a p-wave vector
order parameter pointing in the  x2 direction (after taking a three-dimensional
Hodge dual). This is also called  px2 (or  py) order. This is invariant under
translations in three spatial directions and is also invariant under rotations in the
(x1, x3) plane. When k 6= 0 the order parameter rotates in the (x2, x3) plane as one
moves along the x1 direction and there is a reduced helical (Bianchi VII0) symmetry.
Indeed, there are still translations in the x2 and x3 directions, while translations in
the x1 direction should be supplemented by a rotation in the (x2, x3) plane.
3This was shown by analysing instabilities of the AdS2 ⇥ R3 solution which arises as the near
horizon limit of the T = 0 AdS-RN black hole solution. In principle, there could be additional
instabilities which do not manifest themselves in this way.
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For the (p+ ip)-wave instability, the key part of the perturbation is given by
C = · · ·+ e ikx1ic3(r)dx1 ^ (dx2   idx3) , (5.1.8)
where the dots again refer to terms that are determined from c3(r) from the equations
of motion. The boundary conditions that are imposed on c3 are the same as in (5.1.7)
with cc3 fixing the expectation value of the operator dual to C, with wave-number
k. When k = 0, we have a superposition of the order parameter for  px2 order and
i times the order parameter for px3 order, so this is also called  px2 + ipx3 order,
or p + ip for short. When k = 0 we see that this is invariant under three spatial
translations as well as a combination of rotations in the (x2, x3) plane combined
with a constant gauge transformation. When k 6= 0 we have, essentially, the same
continuous symmetry; the only di↵erence is that the translation invariance in the x1
direction needs to be supplemented with a constant gauge transformation.
As shown in [97], the second order linear di↵erential equation satisfied by c3(r)
is exactly the same for both the p-wave and the (p + ip)-wave linearised pertur-
bation. We can use the linearity of the equation to set c3+ = 1 in the boundary
conditions given in (5.1.7). We then find that the critical temperature at which the
static perturbations exist is a function of wave-number k, giving4 the characteristic
“bell curves” illustrated in figure 5.1 for m = 2 and several values of e. For each
value of k there will be two new branches of black hole solutions appearing at the
temperature at which the static p-wave and (p+ ip)-wave modes appear. This gives
rise to two-parameter families of black hole solutions, labelled by k and T , for both
the p-wave and the (p+ ip)-wave cases. Constructing these solutions and finding the
thermodynamically preferred solutions will be treated in subsequent sections. Ob-
serve that for fixed m = 2, increasing the charge e raises the critical temperature,
as one expects for superconducting instabilities, and also broadens the width of the
curves, as was previously seen in [97]. Note also that for m = 2 and small enough
e, (for example e = 1.7) the bell curves do not cross the k = 0 axis.
4For fixed (m, e), there can be additional curves of zero modes appearing at lower temperatures
as noticed in other contexts e.g. [58]. The zero modes corresponding to the higher critical
temperature, as illustrated in figure 5.1, are the ones that drive the instability towards the black
holes of interest. The other zero modes correspond to branches of black holes which are expected
to be unstable.
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Figure 5.1: Plots of the critical temperature T versus wave-number k for the ex-
istence of normalisable, static perturbations of the two-form about the
AdS-RN black hole solution, for both p-wave and (p + ip)-wave order.
The plots are for m = 2 and, from top to bottom e = 3.5 (blue), e = 2.8
(purple), e = 2 (green) and e = 1.7 (red). We have set the scale via
µ = 1.
5.2 Helical p-wave black holes
In this section we review the construction of [98], expanding on some of the details,
and obtain some new results. The ansatz for the metric, gauge field and two-form
is given by
ds2 =  g f2 dt2 + g 1dr2 + h2 !21 + r2
 
e2↵ !22 + e
 2↵ !23
 
,
A = a dt ,
C = (i c1 dt+ c2dr) ^ !2 + c3 !1 ^ !3 , (5.2.9)
where the one-forms !i are the left-invariant one-form of the Bianchi type VII0 Lie
algebra given by
!1 = dx1 ,
!2 = cos (kx1) dx2   sin (kx1) dx3 ,
!3 = sin (kx1) dx2 + cos (kx1) dx3 . (5.2.10)
The ansatz depends on eight function f , g, h, ↵, ci and a which are all functions
of the radial coordinate, r, and the wave-number, k, is a constant. Notice that
the ansatz is periodic in the x1 direction with period 2⇡/k, a quantity also known
as the pitch of the helix. We are principally interested in the case that all of the
coordinates xi are non-compact; the extension to the case of the coordinates xi
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being compact is straightforward5. Notice that the ansatz is invariant under time
translations associated with the Killing vector @t and the spacetime is static. The
ansatz is also spatially homogeneous with Bianchi V II0 symmetry corresponding
to the Killing vectors @x2 , @x3 , generating translations in the x2, x3 directions, and
@x1   k(x2@x3   x3@x2), generating a helical motion consisting of a simultaneous
translation in the x1 direction with a rotation in (x2, x3) plane. The case of k = 0
will be discussed below, where we will see the appearance of an extra continuous
symmetry.
The equations of motion we are interested in are obtained by substituting the
ansatz (5.2.9) into the D = 5 equations of motion (5.1.3). They can also be obtained
by substituting the ansatz (5.2.9) directly into the D = 5 action (5.1.1) to obtain
S =
Z
d5xr2hf
(
  g00   g0
✓
3f 0
f
+
2h0
h
+
4
r
◆
+ 12
  2g

f 00
f
+
f 0
f
✓
2
r
+
h0
h
◆
+
h00
h
+
2h0
rh
+
1
r2
+ ↵02
 
+
a02
2f2
  2k
2
h2
sinh(2↵)2
  c
2
3
2h2r2
e2↵ +
c21
2f2r2g
e 2↵   gc
2
2
2r2
e 2↵
)
+
1
2m
Z
d5x
(
c1c
0
3   c3c01 + 2eac2c3 + 2kc1c2
)
, (5.2.11)
and then varying with respect to the eight functions, holding k fixed. We find that f
and g satisfy first order di↵erential equations and that h,↵, a and c3 satisfy second
order equations with c1 and c2 determined via
c1 =   e
2↵
e4↵k2 +m2 h2
 
e2↵keac3 +mhfgc
0
3
 
,
c2 =
1
fg
e2↵
e4↵k2 +m2h2
 
meahc3   e2↵kfgc03
 
. (5.2.12)
One can substitute these back into the action (5.2.11) to obtain an action which will
reproduce the equations of motion for f, g, h,↵, a and c3. The ansatz, and hence the
5In the compact case only discrete values of k consistent with the fixed period of x1 are allowed.
Furthermore, to obtain the thermodynamically preferred configurations, discussed below, one
should minimise the free energy as opposed to the free energy density.
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equations of motion, are invariant under the following three scaling symmetries:
r !  r , (t, x2, x3)!   1(t, x2, x3) , g !  2g , a!  a , c3 !  c3 ;
x1 !   1x1 , h!  h , k !  k , c3 !  c3 ;
t!  t , f !   1f , a!   1a ; (5.2.13)
where   is a constant.
5.2.1 Asymptotic and near-horizon expansions
We now discuss the boundary conditions to be imposed for the helical p-wave black
holes solutions. As r ! 1 we demand that we approach AdS5 with asymptotic
expansion
g = r2
 
1 Mr 4 + · · ·   , f = f0  1  chr 4 + · · ·  ,
h = r
 
1 + chr
 4 + · · ·   , ↵ = c↵r 4 + · · · ,
a = f0
 
µ+ qr 2 + · · ·   , c3 = cc3r |m| + · · · , (5.2.14)
which is specified by eight parameters M, f0, ch, c↵, µ, q, cc3 and k. Notice that the
boundary condition h ⇠ r implies that the wave-number k cannot be scaled away via
(5.2.13). However, the scaling symmetries do allow us to set µ = f0 = 1, and we will
do so later (it is helpful to keep them to discuss the thermodynamics). Observe that
the fall-o↵ of c3 is chosen so that the charged operator dual to the two-form C has no
deformation but can acquire, spontaneously, an expectation value proportional to cc3
which is spatially modulated in the x1 direction with period 2⇡/k. The holographic
interpretation of the other UV parameters will be given below.
We also demand that we have a regular black hole event horizon located at r = r+.
As r ! r+, the functions have the analytic expansion
g = g+(r   r+) + · · · , f = f+ + · · · ,
h = h+ + · · · , ↵ = ↵+ + · · · ,
a = a+(r   r+) + · · · , c3 = c3+ + · · · . (5.2.15)
We find that the full IR expansion is fixed in terms of the six constants f+, h+,↵+, a+, c3+
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and r+. In particular, the coe cient g+ is fixed by these constants:
g+ = r+(4  a
2
+
6f2+
)  c
2
3+e
2↵+
12r+h2+
. (5.2.16)
The equations of motion give four second order di↵erential equations for h,↵, a, c3
and two first order equations for g, f and hence a solution is specified by ten integra-
tions constants. On the other hand, we have fourteen parameters in the boundary
conditions minus two for the scaling symmetries. We thus expect a two-parameter
family of black hole solutions that can be specified by temperature, T , and wavenum-
ber k.
5.2.2 Numerical solutions
We have numerically constructed these black holes and have summarised some of
the results in figures 5.2 and 5.3, for m = 2 and various values of e (note that black
holes with m = 1.7 and e = 1.88 were constructed in [97]). Various aspects of these
black holes, including their thermodynamics and ground states, will be discussed
in the following subsections. In figure 5.2 we display the two-parameter family
of p-wave black holes, corresponding to the bell curves in figure 5.1, including the
thermodynamically preferred branch obtained by minimising the free-energy density
with respect to k at fixed T , as we discuss below. Note that all black holes have
smaller free energy than the AdS-RN black hole and that the transition to the p-
wave preferred branch is second order. In figure 5.3 we have plotted various physical
quantities for the preferred branch for the representative case of m = 2, e = 3.5;
other values of e are similar. We discuss the behaviour of solutions as T ! 0 in
section 5.2.7; in all cases it appears that the black holes approach zero entropy
ground states with a behaviour consistent with an emergent scaling symmetry.
5.2.3 Thermodynamics
We analytically continue by setting t =  i⌧ . Regularity of the solution at r = r+
is achieved by making ⌧ periodic with period  ⌧ = 4⇡/(g+f+) corresponding to
temperature T = (f0 ⌧) 1. Note that, to ensure we get a real gauge field and two-
form field near r = r+, we should set a+ = ia¯+ and c1+ = ic¯1+. We can also read
o↵ the area of the event horizon and, since we are working in units with 16⇡G = 1,
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Figure 5.2: p-wave black holes for m = 2 and e = 2 (panel (a)), e = 2.8 (panel
(b)) and e = 3.5 (panels (c) and (d)). Each point under the bell curve
corresponds to a p-wave black hole at temperature T and wave-number k.
All of these black holes have smaller free energy than the AdS-RN black
hole at the same temperature. The red curve in each panel corresponds
to the thermodynamically preferred branch of black holes that minimise
the free energy density with respect to k at fixed T . In panel (d) we
have plotted the free-energy density as a function of T and k for the
representative case of e = 3.5; the slice of k-values is represented by the
grey shaded region in panel (c). For e = 2 we see in panel (a) that
the pitch (2⇡/k) monotonically increases to a constant positive value at
T = 0. For larger values of e, such as e = 3.5 in panel (c), the black
holes exhibit pitch inversion, with k = 0 at some non-zero T . We have
set µ = 1.
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Figure 5.3: Properties of p-wave black holes for m = 2 and e = 3.5 as a function of
the temperature, T , for the thermodynamically preferred branch (the red
lines in figures 5.2(c) and 5.2(d)). Panel (a) plots cc3 which fixes the p-
wave order parameter; panel (b) plots c↵ which fixes spatial modulation
of the stress-energy tensor - observe that it goes to zero at the temper-
ature where the pitch inversion occurs; panel (c) plots q which fixes the
charge density. Note that the thermodynamically preferred black holes
have ch = 0. We have set µ = 1.
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we deduce that entropy density is given by
s = 4⇡r2+h+ . (5.2.17)
We will consider the total Euclidean action, ITot, defined as
ITot = I + Ict , (5.2.18)
where I =  iS and the counter-term action, Ict, is given by an integral on the
boundary r !1:
Ict =
Z
d⌧d3x
p g1( 2K + 6 + · · · ) . (5.2.19)
Here K = gµ⌫rµn⌫ is the trace of the extrinsic curvature of the boundary, where nµ
is an outward pointing normal unit vector, and g1 is the determinant of the induced
metric. The ellipsis refers to terms which will not be relevant for the ansatz and
boundary conditions that we are considering. For our ansatz we have
Ict = V ol3 ⌧ lim
r!1 r
2hfg1/2[6  2g1/2(2
r
+
f 0
f
+
h0
h
)  g 1/2g0] , (5.2.20)
where V ol3 =
R
dx1dx2dx3. We next point out two equivalent ways to write the
bulk part of the Euclidean action on-shell:
IOS =V ol3 ⌧
Z 1
r+
(2rghf)0 ,
=V ol3 ⌧
Z 1
r+
✓
r2hfg0 + 2r2hgf 0   r
2haa0
f
+
c1c3
2m
◆0
, (5.2.21)
where c1 is given in (5.2.12). Notice that the first expression only receives con-
tributions from the boundary at r ! 1 since g(r+) = 0, while the second ex-
pression also receives contributions from r = r+. We next define the free energy
W = T [ITot]OS ⌘ wV ol3. Using the UV and the IR expansions (5.2.14), (5.2.15),
we obtain the following expression for the free energy density:
w =  M ,
= 3M + 8ch + 2µq   sT , (5.2.22)
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and hence the Smarr-type formula:
4M + 8ch + 2µq   sT = 0 . (5.2.23)
An on-shell variation of the total action [ITot]OS , for fixed k, gives
[ ITot]OS = V ol3 ⌧ [ f0(3M + 8ch + 2µq) + 2f0q µ] . (5.2.24)
In this variation we are holding  ⌧ fixed and hence  ⌧ f0 =  T 2 T . We thus
deduce that w = w(T, µ) and the first law
 w =  s T + 2q µ . (5.2.25)
We now compute the expectation value of the boundary stress-energy tensor. The
relevant terms are given by [40]
hTµ⌫i = lim
r!1 r
2[ 2Kµ⌫ + 2(K   3)g1µ⌫ + · · · ] . (5.2.26)
Using the asymptotic expansion (5.2.14), we obtain, after setting f0 = 1,
hTtti = 3M + 8ch ,
hTx1x1i =M + 8ch ,
hTx2x2i =M + 8c↵ cos(2kx1) ,
hTx3x3i =M   8c↵ cos(2kx1) ,
hTx2x3i =  8c↵ sin(2kx1) . (5.2.27)
We easily see that this is traceless with respect to the flat boundary metric. We also
note that, defining the energy density " = 3M+8ch, we can rewrite w = " sT+2µq
and the first law takes the form  " = T  s  2µ q.
The next step is to calculate the expectation value of the current. The relevant
terms are given by
hJµi =   lim
r!1 r
3[Frµ + · · · ] , (5.2.28)
where the ellipsis refers to terms that will not be relevant here. Using (5.2.14), we
find that the only non-zero component is given by
hJti = 2q , (5.2.29)
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where we have again set f0 = 1. As expected, q fixes the charge density.
Variation of w with respect to k
We have constructed two-parameter families of p-wave black hole solutions that can
be labelled by the temperature, T , and wave-number, k (see figure 5.2(d)). For a
given temperature, we are interested in the solution labelled by kmin which minimises
the free energy density (as in figures 5.2(a)-(c)). These black holes are specified by
varying the action ITot with respect to k and setting it to zero on-shell. For the
numerically constructed black holes of [98], it was shown that these solutions have
ch = 0. Here we will directly prove this fact, which also follows from the general
results for periodic black branes obtained in [177], as we will explain.
The variation of the Euclidean action ITot with respect to k, which only gets
contributions from the bulk piece I, gives
k @kITot = V ol3 ⌧
Z 1
r+
dr

  k
m
c1c2 +
4k2r2f
h
sinh2(2↵)
 
, (5.2.30)
where c1, c2 are given in (5.2.12). After imposing the equations of motion, we find
that the integrand can be rewritten as a total derivative leading to
[k @kITot]OS =
IOS + V ol3 ⌧
Z 1
r+
dr

 2r2h0fg   1
2
e2↵hfg
e4↵k2 +m2h2
c3c
0
3  
ke
2m
e4↵a
e4↵k2 +m2h2
c23
 0
,
(5.2.31)
where IOS was given in (5.2.21). Evaluating the two terms on the right hand side
by substituting the UV and the IR expansions (5.2.14), (5.2.15), we find that the di-
vergent pieces cancel leading to the finite result [k @kITot]OS = V ol3T 18ch. Hence,
at constant T , we have
k@kw = 8ch , (5.2.32)
and, consequently, the one-parameter family of thermodynamically preferred black
holes satisfy the necessary condition
@kw = 0 ) ch = 0 , (5.2.33)
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We will see in section 5.2.4 that ch = 0 is not a su cient condition for picking out
the preferred branch. The thermodynamically preferred black holes are labelled by
the red lines in figure 5.2. Note that for this one-parameter family of black holes
(labelled by the temperature) the stress-energy tensor of the boundary CFT given
in (5.2.27) is still spatially modulated in the (x2, x3) plane.
Connection with the results of [177]
A general analysis of the thermodynamics of periodic black branes was carried out
in [177]. It was shown that several results can be immediately obtained from the
boundary stress-energy tensor, Tµ⌫ , and the current, Jµ. Specifically, in the present
set up it was shown6 that
w =  Ts  J¯ tµ+ T¯ tt ,
w =  T¯ x2x2 =  T¯ x3x3
 w =  J¯ t µ  s T +  k
k
(w + T x1x1) , (5.2.34)
where the bars refer to quantities averaged in the x1 direction, e.g. J¯ t = (k/2⇡)
R 2⇡/k
0 dx1J
t.
Note also that we have used the conservation of the stress-energy tensor to deduce
that T x1x1 is constant. Using the expressions for the stress-energy tensor and current
given in (5.2.27), (5.2.28) and substituting into (5.2.34), we find that
w =  Ts+ 2qµ+ 3M + 8ch ,
w =  M ,
 w = 2q µ  s T +  k
k
(w +M + 8ch) . (5.2.35)
We thus recover the two expressions for the action derived earlier (5.2.22) and hence
the Smarr formula (5.2.23). We also obtain the first law given in (5.2.25), (5.2.32). In
particular, for the case that x1 is non-compact, we should impose  w/ k = 0 and we
thus have ch = 0 for the thermodynamically preferred black holes and furthermore
that T x1x1 = T¯ x2x2 = T¯ x3x3 as also noted in [177].
6Note that we have used the fact that there are no source terms for the two-form C.
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5.2.4 Solutions with k = 0
For values of m, e where the bell curves cross the k = 0 axis (see figures 5.1 and 5.2),
there are p-wave black hole solutions with k = 0. These black holes are not thermo-
dynamically preferred, except at the specific temperature at which the red branch
of thermodynamically preferred solutions intersects the k = 0 line, corresponding to
pitch inversion, as in figure 5.2(c) for m = 2 and e = 3.5. For m = 2 and e ⇠ 2.9,
the k = 0 black hole is the T = 0 ground state of the p-wave black holes. In this
subsection we discuss the entire k = 0 branch.
The black holes with k = 0 are translationally invariant in the x1 direction. We
can use the results of [177] to conclude7 that for this branch there will be a Smarr
formula which implies w+M +8ch = 0. Since we also have w =  M from (5.2.22),
we deduce that ch = 0. In addition, we have T¯ xixi = M = T x1x1 for i = 2, 3. On
the other hand, from (5.2.27), we now have T¯ xixi = M ± c↵ for i = 2, 3 and hence
we conclude that for the k = 0 black holes we also have c↵ = 0.
By analysing the equations of motion near r !1, one can see that ch = c↵ = 0
implies that functionally we have h = re ↵. Indeed, one can show that setting
h = re ↵ is a consistent truncation of the equations of motion corresponding to the
following ansatz for the k = 0 p-wave black holes:
ds2 =  g f2 dt2 + g 1dr2 + r2e 2↵(dx21 + dx23) + r2e2↵ dx22 ,
A = a dt ,
C = (i c1 dt+ c2dr) ^ dx2 + c3 dx1 ^ dx3 , (5.2.36)
with
c1 =  e
3↵fgc03
mr
, c2 =
e3↵eac3
mfgr
. (5.2.37)
Notice that c3 in the two-form picks out the x2 direction as being preferred. The
metric ansatz reflects this anisotropic structure, but the specific black hole solutions
have c↵ = 0 leading to an isotropic energy-momentum tensor (see (5.2.27)). We also
note that these k = 0 black holes have more symmetry than those with k 6= 0: the
Bianchi VII0 symmetry is replaced by three spatial translations as well as rotations
7 For these solutions we can define the free energy density in some finite interval x1 2 [0, L] and
then take the limit L!1. The variation of the free energy density with respect to varying L
is given by  (w+M +8ch) [177] and the translation invariance in the x1 direction implies that
this vanishes.
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Figure 5.4: A plot of ch versus k for p-wave black holes with m = 2 and e = 3.5 at
temperature T = 0.117 (panel (a)) and T = 0.11 (panel (b)). The range
of k plotted corresponds to the range of k in the bell curve in figure
5.2(c) for the two temperatures. In panel (a) we see that there is one
zero of ch in the interior, corresponding to the red branch, while in panel
(b) there are two zeroes, one corresponding to the red branch (marked
with the red dot) and the other to the k = 0 branch. We have set the
scale via µ = 1.
in the (x1, x3) plane and this is related to the fact that h = re ↵ is a consistent
truncation of the equations of motion.
It is helpful at this point to address a potential confusion. We have argued that
the thermodynamically preferred black holes which minimise the free energy with
respect to k have ch = 0. The converse is not true. For example, the k = 0 branch
of black holes has ch = 0 but they do not (in general) comprise an extrema of the
free-energy density. It is illuminating to plot the behaviour of ch against k for some
representative temperatures, as in figure 5.4. It is also interesting to observe that
from (5.2.30) we can conclude that at k = 0 we have @kw =  1/m
R1
r+
drc1c2. In
particular, we can establish that the k = 0 solutions are unstable by obtaining a non-
vanishing result for the integral for the k = 0 branch of solutions. Furthermore, by
taking a derivative of (5.2.32) with respect to k, we deduce that, with non-diverging
@2kw, this integral is given by 8@kch at k = 0.
5.2.5 Pitch inversion
In figure 5.2 we see that the value of k for the thermodynamically preferred black
holes monotonically decreases as the temperature is lowered, for m = 2 and various
values of e. When m = 2 and e = 2, for example, k decreases to a value k > 0
at T = 0. As e is increased, we observe the phenomena of pitch inversion. For
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example, when m = 2 and e = 3.5 the pitch (2⇡/k) first increases, becoming infinite
(i.e. k = 0) at T ⇡ 0.053 and then changes sign and increases in magnitude leading
to a value k < 0 at T = 0. It is interesting to note that precisely at the pitch
inversion temperature the symmetry of the black hole solutions is enhanced.
Notice that for m=2 the numerics indicate that if e . 2.9 then the preferred
black holes hit a T = 0 ground state with k > 0, while if e & 2.9 they hit a k < 0
ground state. For the intermediate value8, e ⇠ 2.9, the ground state has k = 0. We
will describe these ground states and their infrared scaling behaviour in the next
subsections.
5.2.6 Scaling symmetry ground states with k 6= 0 and k = 0
In this subsection we present some solutions to the equations of motion with scaling
symmetry. We also discuss the corresponding domain wall solutions which inter-
polate between AdS5 in the UV and the scaling solutions in the IR which provide
putative ground states for the p-wave black holes at T = 0.
There are scaling solutions with k 6= 0 and Bianchi VII0 symmetry that were first
discussed in [98] (and are similar to those in [178]). We will see that these appear to
correspond to the IR behaviour of the T = 0 p-wave black holes which have k > 0
at T = 0 (i.e. e . 2.9). There are also scaling solutions with k = 0 that are new
and share some similarities to the scaling solutions discussed in [34]. These appear
to correspond to the IR behaviour of the T = 0 p-wave black holes which have k = 0
at T = 0 (i.e. e ⇠ 2.9). Interestingly, the p-wave black holes which have k < 0 at
T = 0 (i.e. e & 2.9) appear to approach AdS5 in the IR. We will explain how the
corresponding domain wall solutions can be constructed using k-dependent relevant
perturbations in the IR.
Scaling solutions with k 6= 0 and Bianchi VII0 symmetry
When k 6= 0 the equations of motion admit scaling solutions of the form [98]
g = L 2r2, f = f¯0rz 1, h = kh0, ↵ = ↵0, a = f¯0a0rz, c3 = kc03r ,
(5.2.38)
8It is di cult, numerically, to extract the precise value of e at which this occurs.
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Figure 5.5: The scaling parameter z for helical fixed point solutions with k 6= 0 of
the form (5.2.38), (5.2.39) as a function of e with m = 2 and e & 1.13.
The dashed vertical line is e =
p
2; when e >
p
2 the AdS-RN black hole
solution is unstable.
where z, L, f¯0, h0,↵0, a0 and c03 are constants. For example, the metric for these
solutions reads
ds2 =  (f¯20L 2)r2zdt2 + L2
dr2
r2
+ (k2h20)dx
2
1 + r
2
 
e2↵0 !22 + e
 2↵0 !23
 
, (5.2.39)
where !i are the left invariant Bianchi VII0 one-forms given in (5.2.10). By scaling
t and x1, we can set f¯0 = k = 1. These fixed point solutions are invariant under the
anisotropic scaling
r !   1r, t!  zt, x2,3 !  x2,3, x1 ! x1 . (5.2.40)
After substituting into the equations of motion, we obtain a system of algebraic
equations which can be solved numerically. We find solutions provided e & 1.13
and we have displayed the values of z in figure 5.5. In particular, these fixed point
solutions exist for all of the unstable AdS-RN black holes and hence can provide
the IR limit of the zero temperature ground states of the p-wave black holes when
k 6= 0. In fact this seems to be only true for the p-wave black holes with k > 0 at
T = 0.
To investigate the associated zero temperature domain wall solutions, we need to
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Figure 5.6: The scaling dimensions   with positive real parts, in the perturbations
about the Bianchi VII0 fixed point solution (5.2.38) with k 6= 0 as a
function of e, with m = 2. For 1.24 . e . 1.31 they are all real; for
other values of e, two are real and two form a complex pair, related by
conjugation. There is also one mode with   = 0.
examine perturbations about the fixed point solutions. We consider
g = r2
⇣
L 2 +  w1r 
⌘
, f = f¯0 r
z 1
⇣
1 +  w2r
 
⌘
,
h = k
⇣
h0 +  w3r
 
⌘
, ↵ = ↵0 +  w4r
  ,
a = f¯0a0r
z
⇣
1 +  w5r
 
⌘
, c3 = kc
0
3r
⇣
1 +  w6r
 
⌘
. (5.2.41)
After expanding the equations of motion at first order in  , we obtain a homogeneous
linear system of equations E ·w = 0 where E is a 6⇥ 6 matrix that depends on  .
Demanding non-trivial solutions for w, we determine the values of   by solving the
polynomial equation |E| = 0. The solutions come in five pairs with the sum of each
pair equal to  (2 + z), as expected from a consideration of the scalar Laplacian for
the metric (5.2.39). When m = 2, e = 2 the modes with non-negative real parts
have  1 = 0,  2,3 ⇡ 0.83 ± 1.01i,  4 ⇡ 0.94 and  5 ⇡ 3.12. In particular, there is
a pair related by complex conjugation9. For di↵erent values of e and m = 2 this
structure persists, with  1 = 0 and one complex-pair, except when 1.24 . e . 1.31
when all values of   are real; see figure 5.6.
To construct domain wall solutions with (5.2.38) as the far IR behaviour, one needs
to shoot out using these five modes. Notice that the mode with   = 0 corresponds
to the constant f¯0. This leads to five (real) parameters in the IR. With the eight
parameters mentioned for the UV discussed in (5.2.14) and two scaling symmetries
9Such complex scaling dimensions are analogous to those appearing in [54].
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from (5.2.13), we deduce that the domain wall solutions will be specified by a single
parameter which we can take to be the wave-number k. Note that such domain walls
were constructed in [98] for m = 1.7 and e = 1.88 (a case where all   are real). It
would be interesting to determine whether or not these domain wall solutions exist
for all values of k 6= 0; as we will discuss later, it is possible that they only exist for
k > 0.
Scaling solutions with k = 0
When k = 0 the equations of motion admit scaling solutions of the form
g = L 2r2, f = f¯0rz 1, h = ↵ 10 r
1   , e↵ = ↵0r 
a = f¯0a0r
z, c3 = c
0
3↵
 2
0 r
2(1  ) . (5.2.42)
where z, L, f¯0,  ,↵0, a0 and c03 are constants and we note that we are within the
consistently truncated ansatz with h = re ↵. Explicitly, the full solution reads
ds2 =  (f¯20L 2)r2zdt2 + L2
dr2
r2
+ ↵ 20 r
2(1  )  dx21 + dx23 + ↵20r2(1+ )dx22 ,
C = ( i2(1  )f¯0↵0c03mL2 )rz+1+ dt ^ dx2 + (
ea0↵0c03L
2
m )r
 dr ^ dx2 (5.2.43)
+ (c03↵
 2
0 )r
2(1  ) dx1 ^ dx3 ,
A = (f¯0a0)r
zdt , (5.2.44)
By scaling t, we can set f¯0 = 1 and, by suitably scaling x1, x3 and x2, we can set
↵0 = 1 too. These fixed point solutions are invariant under the anisotropic scaling
r !   1r, t!  zt, x1,3 !  1  x1,3, x2 !  1+ x2 . (5.2.45)
They are also translationally invariant in all three spatial directions and rotationally
invariant in the x1, x3 plane; they are somewhat similar to some solutions constructed
in [34].
After substituting into the equations of motion, we obtain a system of algebraic
equations which can be solved numerically. We find solutions provided e & 1.29
and we have displayed the values of z and   in figure 5.7. In particular, we notice
that these fixed point solutions exist for all of the unstable AdS-RN black holes and
hence can provide the IR limit of the zero temperature ground states when k = 0.
To investigate zero temperature domain wall solutions, we need to examine per-
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Figure 5.7: The scaling parameters z,   for anisotropic fixed point solutions with
k = 0 of the form (5.2.43) as functions of e with m = 2, for e & 1.29.
The dashed vertical line is e =
p
2; when e >
p
2 the AdS-RN black hole
solution is unstable.
turbations about the fixed point solution. We consider
g = r2
⇣
L 2 +  w1r 
⌘
, f = f¯0 r
z 1
⇣
1 +  w2r
 
⌘
,
h = re ↵, e↵ = ↵0r (1 +  w3r ) ,
a = f¯0a0r
z
⇣
1 +  w4r
 
⌘
, c3 = c
0
3↵
 2
0 r
2(1  )
⇣
1 +  w5r
 
⌘
. (5.2.46)
After expanding the equations of motion at first order in  , we obtain a homogeneous
linear system of equations E ·w = 0 where E is a 5⇥ 5 matrix that depends on  .
Demanding non-trivial solutions for w, we determine the values of   by solving the
polynomial equation |E| = 0. The solutions come in four pairs with the sum of each
element of a pair equal to  (3+ z  ), as expected. When m = 2, e = 2, the modes
with non-negative real parts have  1,2 = 0,and  3,4 ⇡ 0.37 ± 0.61i. In particular,
there is a pair related by complex conjugation. The two modes with   = 0 are
associated with the parameters f¯0 and ↵0 in (5.2.43). For di↵erent values of e and
m = 2 this structure persists, with  1,2 = 0 and one complex-conjugate pair, except
when e . 1.36 when all values of   are real; see figure 5.8.
To construct domain wall solutions with (5.2.38) as the far IR behaviour, one needs
to shoot out using these four modes in the IR. With the six parameters mentioned
for the UV discussed in (5.2.14) (recall that for k = we have c↵ = ch = 0) and two
scaling symmetries from (5.2.13), we can deduce that the domain wall solutions, if
they exist, will be unique.
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Figure 5.8: The scaling dimensions   with positive real parts, in the perturbations
about the anisotropic fixed point solution (5.2.43) with k = 0 as a func-
tion of e, with m = 2. For e . 1.36, they are both real and for e & 1.36,
they coalesce to form a complex conjugate pair. There are also two
modes with   = 0.
Domain walls with AdS5 in the IR
We now consider the possibility of constructing domain walls that interpolate be-
tween AdS5 in the UV and the same AdS5 in the IR. Since one usually shoots away
from the UV and IR using relevant and irrelevant modes, respectively, and since we
have the same AdS5 in the UV and the IR, one’s first thought is that this won’t
be possible. On the other hand, a construction was made in [52] using a massless
complex scalar. In that work, the scalar was a constant in the IR and this provided
mass for the gauge field, transforming it into an irrelevant operator and enabling the
construction of superconducting domain walls interpolating between the same AdS
spacetime. Another construction in the context of p-wave superconductors with bulk
SU(2) gauge fields appears in [180].
Here we will describe a new construction that, instead, exploits the k dependence
of the relevant modes. Specifically, we have found that one can build up an expansion
about the AdS5 spacetime as follows. We consider, as r ! 0,
g = r2 +  g, f = f¯0 +  f, h = h0r +  h,
↵ =  ↵, c3 =  c3, a = a0 +  a, (5.2.47)
where f¯0, h0 and a0 are constants, associated with marginal deformations about
the AdS5. After substituting into the equations of motion, at first order in the
perturbation, we find that we need to solve second order linear ODEs for  ↵ and
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 c3. Furthermore, we find that the following solution can be developed:
 ↵ = ↵0
e 2k/h0r
r3/2
(1 +O(r)),  c3 = c03
e kx/h0r
r1/2
(1 +O(r)) , (5.2.48)
where x = (1   a20h20e2/f¯20k2)1/2 and ↵0, c03 are constants. Indeed, going to second
order in the perturbation (i.e. keeping terms with (c03)
2, c03↵0 and ↵0
2), we find
g = r2   (c
0
3)
2
6h0k
x
e 2kx/h0r
r2
(1 +O(r)) + ↵20
e 4k/h0r
r
(1 +O(r)) · · · ,
f = f¯0 +
(c03)
2f¯0x
12h0k
e 2kx/h0r
r4
(1 +O(r))  ↵
2
0f¯0
2
e 4k/h0r
r3
(1 +O(r)) · · · ,
h = h0r   (c
0
3)
2a20h
3
0e
2
8f¯20k
4x2
e 2kx/h0r
r2
(1 +O(r))  ↵
2
0h0
2
e 4k/h0r
r2
(1 +O(r)) + . . . ,
↵ = ↵0
e 2k/h0r
r3/2
(1 +O(r))  (c
0
3)
2
8k2
e 2kx/h0r
r3
(1 +O(r)) + · · · ,
c3 = c
0
3
e kx/h0r
r1/2
(1 +O(r)) + ↵0c03
e kx/h0re 2k/h0r
r2
(1 +O(r)) · · · ,
a = a0   (c
0
3)
2f¯0e
4mk2x
e 2kx/h0r
r2
(1 +O(r)) + · · · . (5.2.49)
Higher order corrections will involve higher powers of the exponential terms. The key
aspect of this expansion is that the k dependent exponentials allow the corresponding
terms to remain small as r ! 0. Notice that the k = 0 limit of this expansion is
not well-defined and this is consistent with the fact that it would not be possible
to develop a k independent expansion in the IR associated with  ↵ and  c3 which
are dual to relevant operators. Note also, that in contrast to [52], the function c3
governing the superconductivity is going to zero as r ! 0. Finally, we comment
that a related expansion was, independently, recently used in a di↵erent context in
[179].
Observe that this expansion has five IR parameters and so we expect that when
combined with the eight UV parameters in (5.2.14) and the two scaling symmetries
from (5.2.13), there will be a one-parameter family of domain wall solutions, which
can be labelled by k.
5.2.7 The T ! 0 limit of the p-wave black holes
For a given temperature T 6= 0, the properties of the p-wave black holes depend
continuously on k. For example, one can see this in the behaviour of the free-energy
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plot in figure 5.2(d). As T ! 0, all of the p-wave black holes appear to approach
zero entropy ground states, s! 0. However, the precise domain wall solutions that
the black holes approach at T = 0 depends on the sign of k, as we shall discuss.
We note at the outset that in many cases the T ! 0 behaviour only manifests
itself at extremely low temperatures, which becomes very challenging to analyse
numerically. The main strategy is to seek evidence that the entropy density scales
with temperature in a way that is consistent with the scaling expected from a domain
wall solution that hits a scaling solution in the far IR.
k > 0:
For m = 1.7 and e = 1.88 it was shown in [98] that at T = 0 the black holes
with k > 0 approach domain wall solutions which in the far IR approach scaling
solutions with a Bianchi VII0 symmetry (5.2.38). More precisely this was shown
for the preferred branch of black holes, which had k > 0 at T = 0, and it was also
shown for black holes with slightly smaller and also larger values of k. In particular,
explicit domain wall solutions were constructed in detail for these values of k but
smaller values of k, including k  0, were not studied.
For m = 2 we again seem to find that for k > 0 the black holes approach similar
domain wall solutions with the Bianchi VII0 fixed points (5.2.38) in the IR. Amongst
other things, we have checked for the thermodynamically preferred branch black
holes with e = 2, which have k = 0.30 at T = 0, that the temperature dependence
of the entropy has the appropriate scaling behaviour. Explicitly, if the black hole
solutions approach the fixed points (5.2.38) in the IR, then a simple argument based
on dimensional analysis (e.g. see [181]) shows that the entropy density should obey
the scaling
s / T 2/z , (5.2.50)
where the factor of two arises because only two of the spatial directions are involved
in the scaling (5.2.40). For e = 2 the appropriate value of z is given by z ⇠ 1.99 (see
figure 5.5). We have plotted our results in figure 5.9(a), and we note that we went
down to temperatures of the order 3⇥ 10 8.
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Figure 5.9: The low temperature behaviour of the entropy density, s, for the p-wave
black holes for m = 2 and e = 2. The blue line in panel (a) is for
the thermodynamically preferred branch (the red line in figure 5.2a). It
is consistent with the solutions approaching k > 0 domain walls with
Bianchi VII0 fixed points in the IR (5.2.38) with s / T 2/z and z = 1.99
(marked by the red dashed line). The blue line in panel (b) is for the
non-preferred k = 0 branch, consistent with the solutions approaching
the scaling behaviour s / T (3  )/z and z ⇠ 1.40,   ⇠ 0.0302 associated
with the scaling solution (5.2.43) (marked by the red dashed line). We
have set µ = 1.
k = 0:
If the T ! 0 black hole solutions approach k = 0 domain walls with fixed points
(5.2.43) in the IR, then dimensional analysis implies that the entropy density should
behave like
s / T (3  )/z . (5.2.51)
For m = 2 and e = 2 we have found that the k = 0 branch of black holes (which
is not thermodynamically preferred) does in fact approach such scaling behaviour,
as illustrated in figure 5.9(b). For this case, the scaling behaviour again starts to
manifest itself at very low temperatures.
k < 0:
The T ! 0 limit of the p-wave black holes with k < 0 are the most di cult to
analyse numerically. Nevertheless, our analysis of the behaviour of the functions
near the horizon indicate that the black holes approach the AdS5 vacuum in the
far IR, but the temperatures are extremely low. Indeed, we have constructed black
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holes with temperatures of the order 10 8 where some evidence of an AdS5 region
appears to be building up near the black hole horizon. However, to get a conclusive
picture one needs to go to even lower temperatures and this will be left for future
work. The fact that we have provided evidence that there are appropriate domain
wall solutions, using the expansion (5.2.49), lends support to the conclusion that an
AdS5 appears in the far IR at T = 0.
Summary
Our results indicate the following picture for the T ! 0 limit of the p-wave black
holes. For k > 0, they approach domain walls with Bianchi VII0 scaling in the IR.
For k = 0, they approach domain walls with anisotropic scaling (5.2.43) in the IR.
For k < 0, they approach AdS5 in the IR.
It seems reasonable to conjecture that the domain walls with Bianchi VII0 fixed
points in the IR in fact only exist for k > 0 and similarly the domain walls with
AdS5 in the IR only exist for k < 0. It will be interesting to investigate this further.
@Tk = 0 as T ! 0
A feature of the thermodynamically preferred red branches in figure 5.2, is that
@Tk = 0 as T ! 0. To conclude this section, we explain this fact using the following
simple argument. The free energy density w is a function of T, k and µ. However,
we are interested in holding µ fixed and, indeed, we have set µ = 1 in our plots. The
thermodynamically preferred black hole solutions satisfy @kw = 0 at fixed T (giving
the condition ch = 0) and this specifies k = k(T ) along this branch. Thus, along
this branch we compute
0 =
d
dT
(@kw) = @
2
Tkw + @
2
kw@Tk ,
=  @ks+ @2kw@Tk . (5.2.52)
Since the thermodynamically preferred branch minimises the free energy, we have
(generically) @2kw > 0. As T ! 0, if the preferred solutions have @ks = 0 (for
example, if s! 0 in some open subset as we have for the p-wave black hole solutions),
then we can conclude that @Tk = 0 as T ! 0.
Clearly this argument applies more generally and, indeed, the behaviour @Tk = 0
as T ! 0 can be observed for the preferred branch of striped black holes constructed
in [79, 80, 81, 82, 182] (see figure 4 of [82]). We also note that the argument can
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be easily extended to black holes that are spatially modulated in more than one
direction.
5.3 (p+ ip)-wave black holes
The ansatz we shall consider for the black holes describing holographic (p+ ip)-wave
superconductors is given by
ds2 =  gf2dt2 + g 1dr2 + h2(dx1 +Qdt)2 + r2(dx22 + dx23) ,
A = adt+ bdx1 ,
C = e ikx1(ic1dt+ c2dr + ic3dx1) ^ (dx2   idx3) , (5.3.53)
where f, g, h,Q, a, b and ci are nine functions of the radial coordinate r and k is a
constant corresponding to the wave-number of the (p+ ip)-wave order. The ansatz
is invariant under time translations and, when Q 6= 0, the spacetime is stationary
but not static. The ansatz is invariant under translations in the x2, x3 directions
and also in the x1 direction when combined with a constant gauge transformation:
x1 ! x1+c, C ! eikcC. The ansatz is invariant under rotations in the (x2, x3)-plane
when combined with a gauge transformation or, when k 6= 0, a translation in the x1
direction. Observe that a gauge transformation can be used to eliminate the phase
eikx1 appearing in C by making the shift b! b  k/e. We will return to this point
later.
The equations of motion we are interested in are obtained by substituting the
ansatz (5.3.53) into (5.1.3). They can also be obtained by substituting the ansatz
(5.3.53) directly into the action (5.1.1) to obtain
S =
Z
d5xr2hf
(
  g00   g0
✓
3f 0
f
+
2h0
h
+
4
r
◆
+ 12 +
h2Q02
2f2
  2g

f 00
f
+
f 0
f
✓
2
r
+
h0
h
◆
+
h00
h
+
2h0
rh
+
1
r2
 
+
a02
2f2
  1
2
✓
g
h2
  Q
2
f2
◆
b02
  Qa
0b0
f2
+
c21
r2f2g
  gc
2
2
r2
+
1
r2
✓
Q2
f2g
  1
h2
◆
c23  
2Qc1c3
r2f2g
)
+
1
m
Z
d5x
(
c1c
0
3   c3c01 + 2e(ac2c3   bc1c2) + 2kc1c2
)
, (5.3.54)
and then varying with respect to the nine functions, holding k fixed. We find that
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f and g satisfy first order di↵erential equations and that h,Q, b, a and c3 satisfy
second order equations, with c1 and c2 completely determined in terms of c3 via
c1 =
[ea(eb  k) +m2h2Q]c3  mhfgc03
m2h2 + (eb  k)2 ,
c2 =
[ea Q(eb  k)]mhc3 + fg(eb  k)c03
fg[m2h2 + (eb  k)2] . (5.3.55)
We observe that our ansatz, and hence the equations of motion, are left invariant
under the following three scaling symmetries:
r !  r , (t, x2, x3)!   1(t, x2, x3) , g !  2g , Q!  Q , a!  a , c3 !  c3 ;
x1 !   1x1 , h!  h , Q!   1Q , k !  k , b!  b , c3 !  c3 ;
t!  t , f !   1f , a!   1a , Q!   1Q ; (5.3.56)
where   is a constant.
5.3.1 Asymptotic and near-horizon expansions
We will be interested in black hole solutions that asymptotically approach AdS5 in
the UV and are dual to d = 4 phases where the symmetry breaking is spontaneously
generated. By analysing the equations of motion, we can construct the following
asymptotic expansion as r !1:
g = r2(1 Mr 4 + · · · ) , f = f0(1  chr 4 + · · · ) ,
h = r(1 + chr
 4 + · · · ) , Q = cQr 4 + · · · ,
a = f0(µ+ qr
 2 + · · · ) , b = cbr 2 + · · · ,
c3 = cc3r
 |m| + · · · . (5.3.57)
At a convenient juncture we will use the symmetries (5.3.56) to set f0 = µ = 1.
The UV data is then specified by seven parameters M, ch, cQ, q, cb, cc3 and k. Note
that we have fixed the asymptotic fall-o↵ of h in (5.3.57) so we can no longer use
(5.3.56) to scale k. The fall-o↵ of cc3 and b is appropriate for the spontaneous
appearance of the (p + ip)-wave order, labelled by wave-number k. In particular,
the fall-o↵ of b corresponds to the absence of a source for the global U(1) symmetry
in the boundary field theory. Observe, however, that if we implement the gauge
transformation mentioned above to eliminate the phase e ikx1 appearing in the two-
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form C, then we should instead impose the UV boundary condition b =  k/e+cbr 2.
The holographic interpretation of the other parameters appearing in the ansatz will
become clear when we derive the holographic stress-energy tensor and current, below.
At the black hole horizon, located at r = r+, the functions have the analytic
expansion
g = g+(r   r+) + · · · , f = f+ + · · · ,
h = h+ + · · · , Q = Q+(r   r+) + · · · ,
a = a+(r   r+) + · · · , b = b+ + · · · ,
c3 = c3+ + · · · . (5.3.58)
Regularity of the metric at the black hole horizon can easily be seen by using the
in-going Eddington-Finkelstein coordinates v, r, where v ⇡ t+ (g+f+) 1ln(r   r+).
The full IR expansion is fixed in terms of the seven constants f+, h+, Q+, a+, b+, c3+
and r+. In particular, the coe cient g+ is fixed by these constants:
g+ = r+(4  a
2
+
6f2+
)  c
2
3+
6r+h2+
. (5.3.59)
After fixing the symmetries (5.3.56), we have seven UV parameters and seven IR
parameters. We have two first order di↵erential equations and five which are second
order, so a solution is fixed by twelve integration constants. Thus, generically, we
expect a two-parameter family black hole solutions, which we will label by the wave-
number, k, and temperature, T .
5.3.2 Numerical solutions
We have numerically constructed these black holes for m = 2 and various values
of e, and we have summarised some of the results in figures 5.10 and 5.11. Some
properties of these black holes, including their thermodynamics, will be discussed
in the following subsections. In figure 5.10 we display the two-parameter family of
(p + ip)-wave black holes, corresponding to the bell curves in figure 5.1, including
the thermodynamically preferred branches obtained by minimising the free-energy
density with respect to k at fixed T , as we discuss below. Note that all black holes
have smaller free energy than the AdS-RN black hole and that the transition to the
(p+ip)-wave preferred branch is second order. In figure 5.11 we have plotted various
physical quantities for the preferred branch for the representative case of m = 2,
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Figure 5.10: (p + ip)-wave black holes for m = 2 and e = 2 (panel (a)), e = 2.8
(panel (b)) and e = 3.5 (panel (c)). Each point under the bell curve
corresponds to a (p+ ip)-wave black hole at temperature, T , and wave-
number, k. All of these black holes have smaller free energy than the
AdS-RN black hole at the same temperature. The red curve in each
figure corresponds to the thermodynamically preferred branch of black
holes that minimise the free energy density with respect to k at fixed
T . For e = 3.5 the k = 0 axis is crossed by the red line at T ⇠ 0.015.
We have set µ = 1.
e = 3.5; other values of e are similar. We will discuss the behaviour of the solutions
as T ! 0 in section 5.3.4 below, where we will see that the black holes have zero
entropy ground states.
It appears from the figures that the thermodynamically preferred black holes do
not cross the k = 0 axis, except possibly at T = 0. However, for the case e = 3.5 the
detailed numerics show that the k = 0 axis is crossed at temperatures of the order
T ⇠ 0.015 and we expect this phenomenon to persist for larger values of e.
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Figure 5.11: Properties of (p + ip)-wave black holes for m = 2 and e = 3.5 as a
function of T for the thermodynamically preferred branch (the red line
in figure 5.2(c)). Panel (a) plots cc3 which fixes the (p+ ip)-wave order
parameter and panel (b) plots q which fixes the charge density. Note
that these black holes have cb = cQ = ch = 0 and the entropy density
is displayed in figure 5.12. We have set µ = 1.
5.3.3 Thermodynamics
We analytically continue by setting t =  i⌧ . Near r = r+, the Euclidean solution
takes the approximate form
ds2E ⇡ g+f2+(r   r+)d⌧2 +
dr2
g+(r   r+) + h
2
+(dx1 + Q¯+(r   r+)d⌧)2
+ r2+(dx
2
2 + dx
3
3) ,
A ⇡ a¯+(r   r+)d⌧ + b+dx1 ,
C ⇡ e ikx1(ic¯1d⌧ + c2+dr + ic3+dx1) ^ (dx2   idx3) , (5.3.60)
where we have defined Q+ = iQ¯+, a+ = ia¯+ and c1+ = ic¯1+ so that the metric,
gauge field and two-form are real. Regularity of the solution at r = r+ is easily
seen by making the coordinate change ⇢ = 2g 1/2+ (r  r+)1/2 and making ⌧ periodic
with period  ⌧ = 4⇡/(g+f+) corresponding to temperature T = (f0 ⌧) 1. We can
also read o↵ the area of the event horizon and, since we are working in units with
16⇡G = 1, we deduce that entropy density is given by
s = 4⇡r2+h+ . (5.3.61)
The total Euclidean action is ITot = I + Ict where I =  iS and the counter-term
action Ict is given in (5.2.19). In fact, the expression (5.2.20) for the p-wave ansatz
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is also valid for the (p+ ip)-wave ansatz. There are two equivalent ways to write the
bulk part of the Euclidean action on-shell:
IOS =V ol3 ⌧
Z 1
r+
(2rghf)0 ,
=V ol3 ⌧
Z 1
r+
✓
r2hfg0 + 2r2hgf 0 + r2
ha
f
(Qb0   a0)  r
2h3
f
QQ0
+ c23
 eka+m2h2Q+ e2ab
m[m2h2 + (eb  k)2]   c3c
0
3
fgh
[m2h2 + (eb  k)2]
!0
. (5.3.62)
Notice that the first expression only receives contributions from the boundary at
r !1 since g(r+) = Q(r+) = a(r+) = 0, while the second expression also receives
contributions from r = r+. The free energy is defined by W = T [ITot]OS ⌘ wV ol3.
Using the UV and the IR expansions (5.3.57), (5.3.58), we obtain the following
expression for the free-energy density
w =  M , (5.3.63)
as well as the Smarr formula:
4M + 8ch + 2µq   sT = 0 . (5.3.64)
Interestingly, there are two further Smarr-type formulae that all of the (p+ ip)-wave
black holes satisfy, given by
4ch   ke cb = 0 ,
2cQ + cbµ = 0 . (5.3.65)
A direct derivation is presented in appendix E. We can also obtain them using the
results of [177], as we discuss below.
A variation of the total on-shell action [ITot]OS , for fixed k, gives
[ ITot]OS = V ol3 ⌧ [ f0(3M + 8ch + 2µq) + 2f0q µ] . (5.3.66)
In this variation we are holding  ⌧ fixed and hence  ⌧ f0 =  T 2 T . We next
define the free energy W , and a corresponding density w, for the grand canonical
ensemble via W = T [ITot]OS = wV ol3. We deduce that w = w(T, µ) with the first
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law given by
 w =  s T + 2q µ . (5.3.67)
We now compute the expectation value of the boundary stress-energy tensor.
The relevant terms are again given by (5.2.26) and, using the asymptotic expansion
(5.3.57), we obtain
hTtti = 3M + 8ch ,
hTtx1i = 4cQ ,
hTx1x1i =M + 8ch ,
hTx2x2i =M ,
hTx3x3i =M , (5.3.68)
where we have set f0 = 1. One can easily check that this is traceless with respect to
the flat boundary metric. We also notice that unlike the p-wave black holes, there
is no spatial modulation of the stress-energy tensor while on the other hand there
is, in general, momentum density in the x1 direction. Defining the energy density
" = 3M + 8ch, we can rewrite w = "  Ts+ 2µq and thus the first law (5.3.67) can
be written as  " = T  s  2µ q.
The relevant terms for calculating the expectation value of the current are as in
(5.2.28) and, using (5.3.57), we obtain
hJti = 2q ,
hJx1i = 2cb , (5.3.69)
where we set f0 = 1. From the temporal component we see that the constant q fixes
the charge density and that, in general, there is current density in the x1 direction.
Variation of w with respect to k
For a given temperature, we are interested in the solution labelled by kmin which
minimises the free energy. These black holes are specified by varying the action ITot
with respect to k, putting it on-shell and then setting it to zero. We first note that
k @kITot =  V ol3 ⌧
Z 1
r+
dr
2k
m
c1c2 . (5.3.70)
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One of the components of the gauge field equation of motion, given in (5.A.85), im-
plies that this integrand is a total derivative with respect to r, and hence can be easily
evaluated. Substituting the asymptotic and near horizon expansions (5.3.57),(5.3.58),
we find that at constant T we have
k@kw =
2k
e
cb . (5.3.71)
We thus deduce that
@kw = 0 ) cb = ch = cQ = 0 . (5.3.72)
where we used the Smarr formulae (5.3.65). In particular we see from (5.3.68) that
the dual stress-energy tensor for this one-parameter family of black hole solutions
is homogeneous and isotropic with no momentum density in the x1 direction. In
addition, from (5.3.69) we see that the current density in the x1 direction vanishes.
Connection with [177]
The general results of [177] for the thermodynamics of periodic black holes imply,
in the present set-up, that
w =  Ts  J¯ tµ+ T¯ tt ,
w =  T¯ x2x2 =  T¯ x3x3 ,
w =  T x1x1   Jx1 a¯x1 ,
0 =  T x1t + µJ¯x1 ,
 w =  J¯ t µ  s T +  k
k
(w + T x1x1) , (5.3.73)
where ax1 is a source term for the current and the bars refer to quantities averaged
over a period in the x1 direction, as in section 5.2.3, and we have used the fact
that stress-energy conservation and current conservation imply T x1x1 , T tx1 and Jx1
are constants. Using the actual expressions for the stress-energy tensor and current
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given in (5.3.68), (5.3.69) and substituting into (5.3.73), we find that
w =  Ts+ 2qµ+ 3M + 8ch ,
w =  M ,
w =  M   8ch + ke 2cb ,
0 = 4cQ + 2cbµ ,
 w = 2q µ  s T +  k
k
(w +M + 8ch) , (5.3.74)
thus recovering various expressions that we derived earlier. It is worth noting that
in obtaining the third expression, which when combined with the second gives one of
the Smarr-type formula in (5.3.65), we worked in the gauge where there was no phase
in the two-form C but a source term appearing in the gauge field: i.e. ax1 =  k/e.
If we wanted to work in the original gauge, with ax1 = 0, we would need to extend
the formalism of [177] to suitably take into account gauge-invariant variables.
Solutions with k = 0
We briefly comment on the k = 0 branch of black holes. Recall that for suitably
large e, such as e = 3.5, the thermodynamically preferred branch seems to cross the
k = 0 axis at low temperatures. When k = 0, we deduce from (5.3.65) that ch = 0.
On the other hand, we find from our numerical results that cQ and cb are non-zero.
In particular, from (5.3.71) we see that cb 6= 0 for the k = 0 branch means that the
corresponding black holes are unstable. Unlike the p-wave case, there is no enhanced
symmetry for the k = 0 black holes and there is no additional consistent truncation.
5.3.4 Behaviour as T ! 0
For all of the (p + ip)-wave black holes we find that s ! 0 as T ! 0, as we see in
figure 5.12. It is worth noting that in some cases, for example m = 2, e = 2, one
has to go to temperatures of the order 10 3 to see that the entropy density is in fact
going to zero.
As yet, we have not been able to elucidate the nature of the ground state solutions
as T ! 0. In particular, there do not seem to be analogues of the scaling solutions
that we saw in the p-wave case, that we discussed in sections 5.2.6. However, it
seems to be possible to construct domain wall solutions interpolating between AdS5
and itself using a similar expansion to what we considered in section 5.2.6, and these
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Figure 5.12: The low temperature behaviour of the entropy density, s, for the (p+ip)-
wave black holes. The plots are for the thermodynamically preferred
black holes in figure 5.2 with m = 2 and e = 2 (figure a), e = 2.8 (figure
b) and e = 3.5 (figure c). Observe that for e = 2 the zero entropy
ground state behaviour only starts to appear for temperatures of the
order 10 3. We have set µ = 1.
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may play a key role. Indeed, as r ! 0, we consider
g = r2 +  g, f = f¯0 +  f, h = h0r +  h,
Q = Q0 +  Q, c3 =  c3, a = a0 +  a, b = b0 +  b0 , (5.3.75)
where f¯0, h0, Q0, a0 and b0 are constants. After substituting into the equations of
motion, we find that at first order in perturbation we just need to solve a second
order linear ODE for  c3. We find that the following solution can be developed
 c3 = c
0
3
e kx/h0r
r1/2
(1 +O(r)) , (5.3.76)
where
x =
(k   w0e)
k
s
1  h
2
0 (a0e+Q0(k   b0e))2
f20 (k   b0e)2
. (5.3.77)
At next order in the perturbation we will get terms with e 2kx/h0r appearing. This
expansion is specified by six IR parameters. Combined with the seven UV pa-
rameters and two scaling symmetries from (5.3.56), we expect to find domain wall
solutions that depend on one-parameter which can be taken to be k.
Finally, we point out that we can use the argument presented in section 5.2.7 to
conclude that @Tk = 0 as T ! 0. Indeed this is the behaviour we see in figures
5.10(b) and 5.10(c). This is not so immediate for figure 5.10(a) but further evidence
can be obtained using a more detailed analysis of the low temperature limit.
5.4 p-wave versus (p+ ip)-wave order
We have constructed p-wave and (p + ip)-wave black holes for m = 2 and various
values of e. In both cases the black holes have smaller free energy than that of the
AdS-RN black holes and the transition from the AdS-RN phase to the thermody-
namically preferred phase is second order, in each case.
We now compare the free energies for the p-wave and the (p+ip)-wave black holes.
For e = 2, we see in figure 5.13 that the p-wave black holes are preferred all the way
down to zero temperature. As the value of e is increased, the (p+ ip)-wave become
more favourable. Our numerical results indicate that at some critical value of e,
whose precise value is hard to establish, the branches meet at T = 0 (i.e. they have
the same free energy - the solutions seem to be distinct). Increasing e a little further
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we get to the situation exemplified by e = 2.8 in figure 5.13. In this case, there is
a second order phase transition from the AdS-RN black holes to the p-wave black
holes, followed by a first order transition to the (p + ip)-wave black holes. Beyond
another critical value of e, the p-wave branch is never preferred and there is just
a second order transition from the AdS-RN black holes to the (p + ip)-wave black
holes. This is illustrated for e = 3.5 in figure 5.13.
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Figure 5.13: A plot of the di↵erence,  w, of the free energy density of the p-wave and
the (p+ ip)-wave branches of thermodynamically preferred black holes
(the red lines in figures 5.2 and 5.10). The plots are for m = 2. The
blue curve is for e = 2 and shows that the p-wave order is preferred for
all T  Tc. The purple curve is for e = 2.8 and shows that the p-wave
order is initially preferred and then there is a first order transition at
T ⇠ 0.245Tc to the (p+ ip)-wave order. The green curve is for e = 3.5
and shows the (p+ ip)-wave order is preferred for all T  Tc. We have
set µ = 1.
The phase structure that we have found for m = 2 and various e implies that the
phenomenon of pitch inversion that we saw for the p-wave branches is not thermo-
dynamically preferred. Furthermore, for m = 2 we find that of the three types of
T = 0 ground states for the p-wave black holes which we discussed in sections 5.2.6
and 5.2.7, only the Bianchi VII0 scaling solutions are preferred. It is quite possible
that the situation changes for di↵erent values of m. Another open issue is whether
the p-wave and (p+ ip)-wave black holes themselves are unstable. If they are, then
they will sprout additional black hole branches (as in [127]) which could modify the
conclusions concerning the phase structure.
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5.5 Discussion
In this chapter, building on [97, 98], we have investigated in further detail the p-
wave and (p+ ip)-wave superconducting black holes that arise in a D = 5 theory of
gravity coupled to a gauge field and a charged two-form. The model depends on two
parameters, m and e, and we focussed on the case m = 2 and then varied e. For the
p-wave black holes, for some values of e we again saw some of the features seen in
[98] for m = 1.7 and e = 1.88. For example, when e = 2 the zero temperature black
holes approach ground states which are domain walls interpolating between AdS5 in
the UV and a Bianchi VII0 scaling solution in the IR. For other values of e, we saw
some new features. Firstly, when e & 2.9 the thermodynamically preferred black
holes exhibit the phenomenon of pitch inversion. Secondly, when e ⇠ 2.9 the zero
temperature limits of the black holes appear to approach domain walls interpolating
from AdS5 in the UV and a novel anisotropic scaling solution in the IR with k = 0.
For larger values of e, the ground state solutions appear to interpolate between AdS5
in the UV and AdS5 in the IR. It will be particularly interesting to explore this latter
class of domain walls in more detail. The mechanism giving rise to an AdS space
in the IR with the same radius as in the UV appears to be very generic, covering
both the case of spontaneous breaking of translation invariance as well as explicit
breaking due to the existence of a lattice. Based on [52], one might expect that they
will have conductivities with novel properties. The back-reacted (p+ ip)-wave black
holes that we constructed here are new. The (p+ ip)-wave black holes also approach
zero temperature ground states with vanishing entropy. While we have not been
able to identify the ground states that occur in this case, we argued that there are
possible domain wall solutions interpolating between the same AdS5 in the UV and
the IR, which may play an important role. We analysed the competition between
the di↵erent orders and found that for low values of e the p-wave order is preferred,
but for higher values (p+ ip)-wave order is preferred. For intermediate values of e,
there is a first order transition from the p-wave to the (p+ ip)-wave order. It would
be interesting to carry out similar investigations into the p-wave and (p+ ip)-wave
black holes that arise in theories of gravity coupled to SU(2) gauge fields extending
[57, 58, 59, 183]. In particular, we expect that analogously rich classes of black hole
solutions and ground states will be present for the D = 5 models studied in [97] (that
developed the work of [184]). Other directions of further study include computation
of the transport properties of spatially modulated phases, like for example the p-
wave black holes discussed here, as well as an investigation of the interplay of helical
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magnetic orders and superconductivity, that have been discussed in [185], within a
holographic context.
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Appendices:
5.A Smarr formulae for the (p+ ip)-wave black holes
For an arbitrary Killing vector ⇣a we have
Rab⇣
b = rbra⇣b . (5.A.78)
Since the metric ansatz (5.3.53) depends only on the radial coordinate r, this can
be rewritten
Rab⇣
b =   1p g@r[
p grr⇣a] , (5.A.79)
and we obtain
p gRtt =  @r(r2ghf 0 + 1
2
r2fhg0   r
2h3QQ0
2f
) ,
p gRx1 t = @r(r2ghQf 0 + 1
2
r2fhQg0   r2fgQh0   1
2
r2fghQ0   r
2h3Q2Q0
2f
) ,
p gRx1x1 =  @r(r2fgh0 +
r2h3QQ0
2f
) ,
p gRx2x2 =  @r(rfgh) , (5.A.80)
where the first two equations arise from the Killing vector @t and the next two
equations arise from the Killing vectors @x1 and @x2 , respectively. As in [186], the
strategy to obtain the Smarr formula is to use the equations of motion (5.1.3) to
find linear combinations of these four equations so that the left hand side is also a
total derivative.
We first write the Einstein equations appearing in (5.1.3) as
Rµ⌫ =  4gµ⌫ +X(F )µ⌫ +X(C)µ⌫ , (5.A.81)
where
X(F )µ⌫ =
1
2
 
Fµ
⇢F⌫⇢   16gµ⌫F⇢ F ⇢ 
 
,
X(C)µ⌫ =
1
2
 
C(µ
⇢C¯⌫)⇢   16gµ⌫C⇢ C¯⇢ 
 
. (5.A.82)
Let us focus on the componentsX(F )ij where i, j run over the coordinates t, x1, x2, x3.
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Since the gauge field in our ansatz has the form A = ai(r)dxi, we have
p gX(F )ij = 12
p g
⇣
F ri kj   13F rk ij
⌘
@rak ,
= @r
h
1
2
p g
⇣
F ri kj   13F rk ij
⌘
ak
i
  12
h
@r
 p gF ri   kj   13@r ⇣p gF rk⌘  iji ak . (5.A.83)
We can then rewrite the last line using the following equations of motion for the
gauge field
@r
 p gF ri  =   e
4m
p g✏irjkl ⇥CrjC¯kl + C¯rjCkl⇤ . (5.A.84)
The right hand side of this expression contains terms that are quadratic in the
functions c1, c2 and c3, as does
p gX(C)ij . In fact the only non-trivial relations in
(5.A.84) are given by
@r
 p gF rt  =  2e
m
c2c3 ,
@r
 p gF rx1  = 2e
m
c1c2 . (5.A.85)
The last step is to use the equation of motion for the two-form C to find linear
combinations where the terms that are quadratic in the ci can be expressed as a
total derivative with respect to r. The (r, t, x2) and (r, x1, x2) components of the
equation of motion H =  im ⇤ C can be written as
@rc1 = eac2   m
fgh
 
h2Qc1 + (f
2g   h2Q2)c3
 
,
@rc3 = (eb  k)c2   mh
fg
(c1  Qc3) . (5.A.86)
It is also useful to note that the equation of motion for C also implies that c2 can
be solved algebraically in terms of c1 and c3:
c2 =
1
mfgh
(eac3   (eb  k)c1) , (5.A.87)
as one can deduce from (5.3.55).
After combining these ingredients, it is straightforward to show that the relevant
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linear combinations are given by
p g(Rtt  Rx2x2) = @r
✓
1
2
p gaF rt + 1
2m
c1c3
◆
,
p g(Rx1x1  Rx2x2) = @r
✓
1
2
p g(b  k
e
)F rx1   1
2m
c1c3
◆
,
p gRx1 t = @r
✓
1
2
p gaF rx1   1
2m
c1c1
◆
. (5.A.88)
Combining equations (5.A.80) with (5.A.88), we can then integrate from r = r+
to r = 1. After substituting in the asymptotic (5.3.57) and near horizon (5.3.58)
expansions, we obtain three Smarr-type formulae given by
4M + 8ch + 2µq   sT = 0 ,
4ch   ke cb = 0 ,
2cQ + cbµ = 0 . (5.A.89)
where we have set f0 = 1. These are the formulae (5.3.64) and (5.3.65) stated in
the main text for the (p+ ip)-wave black holes.
154
6 Overview and outlook
The original work described in this thesis touched upon four interconnected areas of
holographic studies, revealing some interesting results. In chapter 2, we discussed
spatially modulated instabilities of field theories in magnetic field in various models
(including top-down constructions), while chapter 3 focussed on possible ground
states of such theories; this calculation revealed a very rich structure of instabilities
including spatially modulated and superconducting ones. Chapter 4 is about semi-
local quantum critical points in four bulk dimensions and chapter 5 investigates the
possibility of spatially modulated p-wave superconductors within a D = 5 Einstein-
Maxwell theory coupled to a charged two-form; the competition of p-wave orders
as well as the ground state of the system are discussed. However, holographic
endeavours do not stop here. There has recently been progress in various other
directions, some of which are very briefly mentioned here.
Even though not discussed in this thesis, explicit breaking of translations is also of
interest in holographic studies, as it corresponds to the incorporation of a “lattice”.
The main motivation for these studies is the need of a more realistic modelling of the
optical conductivity1 as well as the interest in metal-insulator transitions [92] that
are present in many complex systems like, for example, the cuprate high-temperature
superconductors. Recently, a lot of progress has been made in this direction and
many di↵erent black hole solutions explicitly breaking translation invariance were
constructed using various methodologies; these include explicit solving of partial
di↵erential equations in two variable like for example in [187, 188]2, exploiting the
Bianchi VII0 symmetry group leading to a helical lattice [92], utilising the massive
gravity framework introduced in [190] and further explored in [191, 192], using the
Q-lattice construction of [193] or the method developed in [194]. Novel results for
1 Without the lattice, the optical conductivity exhibits a delta function at zero-frequency because
of translation invariance. The presence of the lattice introduces momentum dissipation and
thus, the delta function is resolved to a Drude-peak.
2The partial di↵erential equations obtained by evaluating the equations of motion on the ansatz
of interest are weakly elliptic, meaning that they have elliptic nature only for the gauge invari-
ant degrees of freedom. For this reason, the so-called De Turck trick, developed by Headrick,
Kitchen, Wiseman, is used in these calculations to dynamically fix the gauge [189].
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the transport coe cients as well as interesting ground states have been reported in
this program. Studying phase transitions in theories with a holographic lattice is
also a direction to be further pursued; some result along this line can be found in
[195].
A lot of progress has been achieved on holographic s- and p-wave superconduc-
tors. However, the holographic treatment of d-wave superconductors still remains
problematic. In this case, the bulk order parameter is a charged spin-2 field. The
first attempt to embed them in holography was made in [61, 62], where a minimal
set of equations for the charged spin-2 particle were written down and it was shown
that a condensate indeed forms. The problem is that the equations of motion for the
massive spin-2 field have issues with consistency, causality and hyperbolicity, and
they do not follow from a consistent truncation of top-down models. Subsequent
work [63] exploited the fact that massive spin-2 particles are generic in compactifi-
cations and, by focusing on temperatures close to the critical temperature (in order
to suppress the backreaction to other KK fields), the authors managed to make
the problem tractable and showed that condensation does occur. However, working
near the critical temperature does not allow checking whether the condensed phase
is thermodynamically favoured. This can be checked only if backreaction, both on
the metric and on the other fields, is considered. Even though this is a very tedious
calculation, it would be a big success of the holographic approach. Note that high-Tc
superconductors are of d-wave type.
Another direction of further investigation is to understand better the dynamics of
ground states of strongly coupled theories at finite chemical potential. With this in
mind, a lot of e↵ort has been made in realising holographically Fermi and non-Fermi
liquids3. Evidence for Fermi surfaces in holography have been recently reported;
these include the logarithmic violation of the entanglement entropy [113, 114], a
certain singular behaviour of the current-current correllator [120] as well as results
from explicit calculations of spectral functions of fermionic operators showing gap-
less excitations located at discrete shells in moment space [101, 102]. In some of
these cases, the Fermi surface was found to be related to a non-Fermi liquid be-
haviour, either by checking that the residue of the Green’s function vanishes close to
the Fermi surface or by calculating transport properties of these systems and finding
3Non-Fermi liquids, like the normal state of high-Tc superconductors, are characterised by a Fermi
surface, but their low energy properties are significantly di↵erent from those predicted by the
Landau-Fermi theory. This is thought to be a result of the strongly coupled nature of these
systems, which is supported experimentally by the absence of a sharp quasiparticle peak in the
spectral function of non-Fermi liquids.
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a behaviour not compatible with the Landau-Fermi theory. Gravity duals of “elec-
tron stars” have also been investigated. It was found that the fermionic spectral
function of these systems exhibit multiple Fermi surfaces with exponentially sup-
pressed decay rates [196, 197]. Understanding the dynamics behind the emergence
of superconductivity from Fermi and non-Fermi states is another challenge.
Holography has also been employed to study far-from-equilibrium phenomena.
The reason for this is two-fold. On the one hand, in condensed matter physics there
is a genuine interest in understanding the time evolution of a system following a
quench. On the other hand, from the QCD side, there is a need for insight for the
strongly coupled Quark-Gluon plasma produced at RHIC. Many attempts in this
direction have been done in [198, 199, 200, 201, 202, 203] and [204, 205]. Focusing
on condensed matter applications and in particular on superconductors, physical
phenomena associated with rapidly-cooled superconductors were studied in [204],
while [205] focused on the dynamics of a superfluids under a uniform quench. Much
more can be learned following similar considerations; studying non-uniform quenches
is an obvious starting point.
Application of holographic techniques to condensed matter systems and QCD have
attracted a lot of attention in the last decade and a lot of interesting results emerged
from these studies. In view of the fascinating potentials of this approach, it is useful
to always have in mind its limitations too. Its main weakness is that strongly cou-
pled field theories with gravitational duals are generically considered to be exotic in
condensed matter and thus, not of direct relevance for real-world systems. Theoret-
ically, the only well-understood examples of field theories with gravitational duals
are supersymmetric large N theories. On the other hand, in condensed matter, even
theories with emergent SU(2) fields are considered speculative. Furthermore, for
realistic values of N , 1/N corrections are important and can change significantly
numerical values obtained by holographic considerations; one such quantity is the
universal ratio of shear viscosity to entropy density, ⌘/s = 1/4⇡, that was briefly
mentioned in the introduction. The usefulness of this approach lies on the fact that
field theories with gravitational duals are computationally tractable examples of
field theories at strong coupling and, as such, they capture the universal features of
this class of theories. In other words, holography will not yield quantitative results
that can be tested in experiments (at least, in the near future), but it can help us
build-up an intuition and test expectations that emanate from the weakly coupled
setting.
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