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The application of a general locally convex differentiation theory (Stroyan, 
Trans. Amer. Math. Sot. 240 (1978), 363-383) to the interesting special case of I” 
in its Mackey topology is shown. Calculus on non-Banach spaces is sometimes 
awkward because the spaces of multilinear maps over a non-Banach space cannot 
inherit suitable topologies. Despite the nontopological nature of this theory it is 
shown how simple finite-dimensional coordinate calculations tend to derivatives on 
I” exactly when the functions do not “depend on the infinite coordinates too 
much.” These calculations would be intractable with classical estimates. 
Our general theory is a “strong” differentiation similar in many respects to 
continuous total derivatives in a Banach space norm. This theory is weaker 
than @)-space calculus in matters related to the implicit function theorem 
(or equivalently, the Q’ existence theorem for ODES). However, this theory 
is stronger than @)-space calculus in some respects such as the Peano 
existence theorem (which fails in @)-spaces) when it is specialized to the 
class of (HM)-spaces introduced by Henson and Moore [8]. In fact, a 
“uniform” Peano theorem characterizes (H&f)-spaces (Stroyan [ 16, (4.5)]). 
Since (I”O, Mackey) is a “natural” (HM)-space, this is one reason to study its 
differentiation in detail. 
Brown and Lewis [4] relate Mackey continuity to short-sighted economic 
behavior. Stroyan [ 171 shows that their theory overlaps the earlier theory of 
Koopmans, Diamond, and Williamson [ 121. We believe that the specific 
computational features of our theory in this and related sequence spaces will 
prove useful in mathematical economics. Example 14 is a utility function 
which Bewley [3] shows is Mackey continuous and which we differentiate. 
Finally, after the norm structure, the Mackey topology is the “most 
common” locally convex structure on I” in the sense described in Section 1. 
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1. RUBEL’S LAW APPLIES TO I”’ 
We le: I’ = f’(N) denote the absolutely summable (countable) sequences 
of real numbers (a E I’ implies CEO la(t)] < co). We let I” = P(N) denote 
the unifclrmly bounded sequences. Of course, I’ is a @)-space with norm 
lb-II, = 22 Mt)l and ‘t 1 s continuous dual is (isomorphic to) I* with norm 
llallm = I up, la(t)]. Since I” is not reflexive (i.e., since its norm dual is not 
I’), we mow that the finest locally convex linear topology m such that 
(P, m)’ = 1’ is coarser than the norm topology. The celebrated Mackey- 
Arens tlieorem goes on to say that the Muckey topologJ1 m is given by 
uniform convergence (of I”O sequences treated as functionals) on weakly 
compact convex subsets of I’. 
The !#chur property of I’ says weak o(f’, /“)-compactness and norm 
compact less are the same. Hence the Mackey uniformity of I” is given by 
either UI iform convergence on weakly compact sets or norm compact sets. 
The latt :r is called the bounded weak-star topology (cf. Rubel and Ryff 
[ 131). III general the bounded weak-star topology is the finest that agrees 
with the weak-star on bounded sets (Schaefer [14, p. 15 11). It also is given in 
general >y uniform convergence on norm null 1’ sequences (Dunford and 
Schwart:: [7, p. 4271). 
Conway [6] showed that the Mackey topology equals Buck’s strict 
topology obtained from considering lm as continuous functions on the 
paracompact space N (we describe this below). 
We slrall make use of the techniques of Abraham Robinson’s theory of 
infinitesimals (so called nonstandard analysis). Specifically, we take a *-map 
which is polyenlurging, that is, whose image is a polysaturated nonstandard 
model o‘ the logical theory of classical analysis (based on a superstructure 
or type :heory) and which satisfies Henson’s [9] isomorphism property (cf. 
Stroyan and Luxemburg [ 18, Chap. 71). 
A COI strained infinitesimal relation 2;” related to the Mackey topology 
may be defined by: x 2’ y if and only v x(t) zz y(t) when t is finite, while 
x(t) - y t) is alwaysfinite even when t is infinite in *N. The connection with 
the Ma,:key topology (see Benninghofen and Stroyan [ 11) is this: A 
(stunduld) function f: I” -+ R is Muckey continuous on I” if and only iffor 
all a E 1 m, x G’ a implies *f(x) =: f(a). Stroyan [ 15 ] showed this result for 
general jinite-measure L O” -spaces, but only when f is a seminorm. This result 
is usefu in parts of our computations of derivatives, but cannot be used 
directly in differentiation because ?’ IS not the same as the (unconstrained) 
Mackey infinitesimal relation z”’ given in the next section. (This also means 
that the result above is not the standard translation of continuity in terms of 
infinitesrmals. That condition is: x z”’ a implies *f(x) z j(u).) The 
constrailed result makes it easy to see that y(t) = eX”’ and y(t) = Ix(t)\ p, 
p > 0 from I” to itself are continuous while y(t) = log Ix(t)/ and y(t) = l/x(t) 
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are discontinuous. (The classical estimates even for these simple results are 
rather awkward.) 
The constrained infinitesimal characterization easily implies that a 
sequence (x, ) c I” converges to zero in the Mackey topology if and only if 
x, 9 0 whenever v is infinite. This is equivalent o the condition of bounded 
pointwise convergence of the sequence: x, dB 0 if and only if ]]x,,]]~ is 
uniformly bounded and for each fixed f in N, x,(t) + 0. Sequential 
convergence notions do not always give topologies, but Rubel and Ryff [ 131 
show that there is a topology of bounded pointwise sequential convergence 
and it equals the Mackey topology in this case. 
It is not very difficult to prove the equality of the six topologies above on 
I”. We have omitted the proof because there are standard references and 
parts of the equivalence are more general. 
To summarize, we have seen six interesting ways to define a locally 
convex linear topology on I”, since they are all the same, we have a nice 
instance of Rubel’s law of conservation of (interesting) topologies: Each 
(interesting) space has oni-v a few (inferesting) topologies-on I”, most roads 
lead to the Mackey topology. 
2. INFINITESIMAL LEMMAS 
This section gives some results which are useful in the computation of 
derivatives. We give direct elementary proofs in order to keep the paper self- 
contained. (The Schwartz space result of Berenzanskii [2] and the well- 
known fact that (P, m) is a topological algebra could be quoted to imply 
our results.) Theorem 6 summarizes our lemmas and is stated to emphasize 
the connection between (HM)-spaces and calculus. The (HM)-spaces satisfy 
a strong kind of Monte1 property (but this class of spaces is different from 
the Monte1 spaces). We believe this is one main general reason why we can 
show so simply how to extend finite-dimensional calculations to I”. 
We need to consider the finite points of *l”O in the sense of Stroyan and 
Luxemburg [18, Chap. lo] in the cases of the norm and Mackey unifor- 
mities. We will use fin(P) for the norm, FIN(P) for the Mackey: 
llxllm = suP[lx(~)l: t E NIV 
fin(P) = (x E *P: llxllrn is finite in *lR}, 
fin(P) = {internal sequences, x(t): x(r) E 0 for all t E *N } 
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and 
ir fsml(f”) = {x E *Ico: llxllrn z 0) 
= 0 . fin(lm) = (6 . x: 6 25 0 & x E fin( 
= (internal sequences, x(l): x(f) z 0 for all t E *IN } 
x zn y 0 x - 4’ E infsml(lW). 
Suppose that P = (p} is a fundamental set of seminorms for the Mackey 
unif0rmi.y so NpVE= (x E Z”O: p(x) < E} is a neighborhood basis for the 
origin. By definition, 
FIN(I”O) = (x E *loo: p(x) E 0 for each p E “P) 
and 
INFSML(lW) = {x E *I*: p(x) z 0 for each p E “P) 
= o . FIN(I”O) = (6 . x: 6 z 0, x E FIN(f”)}. 
x z? y ox - -V E INFSML(Z”). 
The norm-null description of the Mackey uniformity above gives us the 
useful fitct that x is Mackey-finite, x E FIN(lm), if and only if for each 
standarl’ sequence (a,} E I’ such that 11 a, /I, -+ 0, xp=, a,(t) x(t) is Jinite (in 
0 E *R lfor all n E *N. 
For example, the I’ sequence a,(t) = 0 for I < n and a,(r) = a’ for t > n 
has I’ ni)rm (0 < a ( 1 ), 
(la,ll, = z a’=.n 
t>n l-a’ 
so a,-+ 3 in 1’ and 
(a,, x) = 1 a’x(t) E 0 for all n E *N. 
t>fl 
In gejleral, a fundamental family of seminorms for the strict topology is 
given b) 
Id, = sup[lx(t) PWIL 
where v; is a function that tends to zero off compact sets. In our special 
setting, this means that x is Mackey finite x E FIN(I”O) if and only if for 
each stcndurd sequence (c(t): t E IN) that sarisfies c(t) + 0, x(t) c(t) is finite 
for all t in *IN. 
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Warning. Any internal sequence x such that x(t) z 0 for finite I E ?N 
and x(t) E 0 for all t E *lN must be an element of INFSML(*P). Moreover, 
if c E INFSML(P) and t E “N is finite, then x(t) z 0 (because a(t) = Sf is in 
OZ’). But there are Mackey infinitesimals with infinite I”O norm, i.e., 
x(7) E *R\O for some infinite 7 E *N, and yet x E INFSML(f”). This is 
the difference between the standard unconstrained infinitesimal relation 
x - y E INFSML(P) and the constrained relation z?’ given in Section 1 
( i.e., xz”y75xxM y). The reader can easily construct a Mackey 
infinitesimal, x z? 0, which has x(7) infinite for some infinite 7 by use of a 
saturation argument. The existence of such an x follows from 
Theorem 10.1.24, p. 274 of Stroyan and Luxemburg [ 181, or see 
Benninghofen and Stroyan [ 1 ] for explicit examples. 
Despite the fact that x z”’ 0 does not imply x z” 0 and the fact that 
constrained infinitesimals (z~ ) alone are inadequate for proving the “small 
oh” formulas of differentiation, the continuity results of Benninghofen and 
Stroyan [ 1 ] together with Lemma 5 are a useful adjunct to our methods for 
the computation of derivatives. This will be clear if the reader works through 
some of our examples below. 
LEMMA 1. If a is a standard 1’ sequence (in Ol’) and E is Mackey finite 
(in FIN(P)), then the sequence 6, 
B(t) = s a(s) E(S) 
S>I 
is uniformly bounded, i.e., 6 E fin(P). 
Proof: The standard sequence 
b,(O = 0, i < 7, 
= a(r), t > 7, 
tends to zero in 1’ norm. Hence 
B(7) = (b,, E) = x a(t) c(t) 
t>r 
is finite(in 0 c *IF?) 
for every 7 E *N. Hence, sup(6(7)) is finite. 
LEMMA 2. Let a be a standard scalar with ( a 1 < 1. If E is Mackeyfinite, 
E E FIN(P), then 
1 a’&(t) z 0 for every infinite 7. 
I>T 
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Proof. Let u(t) = a”*, so a E “I’, and apply Lemma 1 to (a, E). We 
know C, ,= ]al”* R 0 by S-convergence of the standard sequence, hence 
I I r d&(f) < sup la”*E(t)l x 1 a (1’2 Z 0. t>r I>7 
LEMMA 3. Let c(t) be standard with lim,,, c(t) = 0 and suppose x is 
Muckey j’nite, in FIN( *loo). Then c(r) x(r) z Ojbr infinite r. 
Proof. By the coincidence of the Mackey and Buck strict topology, for 
each standard b(t) with lim,+, b(t) = 0, b(t) x(t) is finite for all t (pb(x) = 
sup (b(t) ::(t)l is a strict seminorm). Suppose r is infinite so c(r) z 0 but 
assume x(r) c(r) & 0. Thus Ix(r)\ > l/]c(r)j and b(t) = m is a standard 
sequence, lim b(t) = 0 yet Ix(r) b(r)1 > l/m c r is infinite. This contradicts 
Mackey (or strict) finiteness of x. 
LEMMP 4. If x is Muckey finite, in FIN(Y), then Z(t) = St@(t)) is a 
standard I”O sequence, for t in “IN. 
Proof: When t is a finite index in “N, x(t) is finite since c(s) = Ss is in UI’ 
(and lim :(s) = 0), so C c(s) x(s) = x(t) ( or sup c(s) x(s) = x(f)). Thus Z(t) is 
an externally defined standard sequence. 
Suppose 2 @ I”, so Ix(tJ + co for some subsequence t,. Let c(t) = 0 if 
t@ M ald &) = l/m so c(t) -+ 0. The strict seminorm 
sup ]I c(t) x(t)l J 2 I x(t!Jl &3(ipgm- 
forcing x to not be finite. The contradiction proves 2 is bounded. 
LEMMA. 5. If x is Mackeyfinite, in FIN(Y), and <G(t) = st(x(t))forfinite 
t, then x - 1 E INFSML(f”), that is, x z”’ f. 
ProoJ For finite t, x(t) z a(t) by definition. Since 2 is standard in 
L7 m 1 3 it is Mackey finite, so x -2 is Mackey finite. By Lemma 3, 
sup 1 c(r)( x(t) - J(t))1 =: 0 for any standard c such that lim,,, c(t) = 0. This 
shows that x is strictly infinitesimally close to x, but the strict and Mackey 
coincide. 
THEOPEM 6. The inJnitesima1 hull FIN(l”)/=“’ is isomorphic to (I”, m) 
under trre map ,6+ st(x(t)) for finite t E “IN. Hence, (I”, m) is a 
(nonbarr illed, nonmetrizable) (HIM)-space. The mixed hull tin(fm)/=m also 
equals (Ix), m). 
Proof. Lemmas 4 and 5, see Stroyan and Luxemburg [ 18, (10.6)], and 
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the original source Henson and Moore [8]. This observation is “new,” but 
does follow from Henson and Moore’s machinery because Berenzanskii [2] 
shows that (P, m) is a Schwartz space and Henson and Moore [8] show 
that Schwartz spaces are (HM). (The converse fails. Also see Jarchow [ 10, 
p. 2061.) 
For x, y E *lm, let (xy)(t) =x(t) y(t). 
LEMMA 7. If x is a Mackey infinitesimal, in INFSML(f”), and y is 
Mackeyfinite, in FIN(P), then xq’ is a Mackey infinitesimal, 
INFSML x FIN = INFSML. 
Prooj Let b(t) be standard with lim,,, b(t) = 0. We know from the 
strict characterization that m x(t) z 0 and my(t) - 0 for all t. 
Thus b(t)x(t) y(t) =: 0 for all t. 
LEMMA 8. If x and y are Mackey finite, x zm z, and y zm w, then 
xy z m zw and both are Mackeyfinite. 
ProoJ 
xy = xy - yz + yz = y(x - z) + yz 
ZmyZ=yZ-zw+zw=z(y-w)+zw 
z* zw. 
If b(t) is a given standard null sequence we know m x(t) and 
v@@/ y(t) are finite for all t, hence b(t)x(t) y(t) is also always finite. 
3. DIFFERENTIATION ON (P, m) 
Now we apply our lemmas to the computation of some derivatives. An 
internal linear transformation L is “finite” if L(FIN(E)) s FIN(F). When IE 
and F are normed this means the operator norm of L is finite. 
The next definition is taken from Stroyan [ 161. An equivalent classical 
(noninfinitesimal) nontopological formulation is the notion “%?&” from 
Keller [ 111. 
DEFINTION 9. A function u: E + F is (strongly) dl@?rentiable at x if 
there is a finite linear transformation D, u: E + F such that for every finite 
z E FIN(E) and 6 z 0, 
u(x + 6~) = u(x) + D,u * 6z + 6~ 
for some infinitesimal q E INFSML(F). 
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Remark 10. For us E = (*I*, m) and either [F = *loo or *I?. 
EXAMPLE 11. Let U(X) =x” = y, where y(t) =x(f)” for a finite positive 
integer ,I. Then D,u = nx”-’ by an easy computation based on Lemma 8. 
EXAM PLE 12. Let x E *I” satisfy x(t) > E % 0 for all t. The Mackey 
derivatisle of U(X) = (x+)r’“, [U(X)](~) = (x(f)+)““, exists for finite n E *N, 
(D,u * z](t) = z(t) nx+(t)‘“-l’l” - 
The reader should observe that this does nol mean that u is differentiable 
on an ‘Ipen set. For example, the sequence 11 = (1, 1, l,...) has points x 
satisfyir g x Zrn 1, yet x(r) < 0 when r is infinite. (The positive “orthant” is 
not Mac:key open.) This in turn means that one gets some infinite difference 
quotients (at infinite t’s) in verification of the “small oh” formula of a 
derivatrle. However, it is routine to use Lemma 3 to show that even those 
infinite quantities are Mackey infinitesimals. We recommend that the reader 
try u(x) = fi first. 
Cons der the case where x(t) + 6z(r) < 0 for some infinite t. In this case 
the rem iinder 
= _ \/x+(0 _ 44 
6 wm 
is infinite. 
Let c(t) be a standard positive null sequence lim,,, c(t) = 0. We only have 
x(t) + lz(t) < 0 for 161 > x(t)/]z(t)] and in the case where sign[6z(f)] = (-). 
BY hlma 3, 44 40 = 0 and c(r) a/l 6 I < 40 ~/(W/lz(~N = 
c(t) ]z(t)]/m zz 0. Hence, the remainder is a Mackey infinitesimal. The 
rest is i. routine computation. 
LEMFIA 13. Suppose u: *l”O+ *I* is Mackey dlflerentiable at x and 
u(x) is Mackey Jnite. If a is a standard 1’ sequence, in Ol’, then T(x) = 
CEO al t)[u(x)](t) has Mackey derivative 
5 a(t)[D,u * z](t) = D,T * z. 
I=0 
Proq 1 The linear map y + (a, y) = CEO a(f) y(f) is Mackey finite, so it 
equals ts derivative. Apply the chain rule from Stroyan [ 161. 
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EXAMPLE 14. T(x) = CEO a(t) \/x+(t) for x(t) ) E % 0, 
D,T*z= F 40 
t% 2\/x,o z(0* 
This is a derivative of a myopic utility function, see Brown and Lewis [4] 
and Bewley [3]. 
Remark 15. Notice that the strict characterization of the Mackey 
topology says every neighborhood of a sequence b contains one of the form 
(x: ][x(l) - b(t)] c(t)] < 1). We translated to b = 0 for convenience in the 
statement of Theorem 16. 
One example of an internal family would be to take U,(T) = W(I) for all t, 
where w is a standard continuously differentiable function defined on 
(-1, 1). This satisfies the uniform differentiability condition by the standard 
infinitesimal form of Taylor’s theorem, e.g., Stroyan and Luxemburg [ 18, 
(5.7.9)]. 
Theorem 16 may be combined with Lemma 13 to give a host of Mackey- 
differentiable functionals. 
THEOREM 16. Let {u,(r): t E *N } be a standard family of functions 
defined on the open unit interval, II,: (-1, 1) + *IR. Let c(t) be any standard 
null sequence, c(t) + 0. Suppose that the family is k-equidifferentiable and 
finite for some fixed integer k, that is, for every 1 r I& 1, 1 r 1 < 1, and A z 0 
and h < k, we have 
oih’(r + A) - vi”(r) = u!‘+‘)(r) . A + A . 6 
for some 6 FZ 0 and also ~~“‘(0) is finite for all t. Then the function u(x) given 
sequentially by 
u(x)(t) = ~,(C(O x(O) 
is defined, Mackey finite and k-d@erentiable on the neighborhoods 
(x E *loo: It(t) x(t)] < E} 
for each standard E < 1, with derivatives Dtu given by 
(D;u[z,r...r Zh])(C) = 2(t) lp(c(t) x(t)) Zl(f) . . . z&). 
Proof (Case 1, k = 1). Let z E FIN(P), 6 z 0 and Ix(t) c(t)] < E + 1. We 
must show that the sequence 
v(t) = + ~~l(c(o[x(o +wol) - u,(c(t) x(t)> - W) u;(C(f) x(t)) z(t)} 
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is a Mal:key infinitesimal. We may estimate s(t) using the uniform differen- 
tiability condition as follows: 
I ~rl(Ol< W) Z(f) e, w> z(O), 
because ,x(t) c(t)] < E and finiteness of z(t) means c(1) z(t) is always finite so 
&(t) z(t: = d(f) is always infinitesimal. This means that 
I ml G 0) z(t) 4&v A 0)) 
is actually a norm infinitesimal. 
Next we show that D,u is a Mackey-finite linear transformation. It 
follows liom Stroyan [ 16, (4.2) and Remark (2.5)] in the scalar case, that 
each scalar derivative u;(r) is a finite S-continuous function of r on (-1, 1). 
Hence, f3r each standard E < 1, sup[l u;(r)]: Irl < a] = b(t) is finite and being 
internal thus is uniformly standardly bounded, Iv:(r)1 <B for all f and 
Irl < a. l’his means that v;(c(f)x(f)) is b ounded by B, so c(t) u;(c(f) x(f)) z(f) 
is finite ‘or all f when z E FIN(P). 
Final1 v’, I u,(r) - u,(O)1 < I tl;(s)rl < B when ] r I < E, hence / vl(c(f) x(f))1 < 
B + I~l,((l)l and since ~~(0) is finite and internal, ut(c(t) -u(t)) is uniformly 
bounded when ]c(t) x(f)] < a. This completes the proof of case 1. 
(Case 2, k > 1). We may appeal to the converse of Taylor’s theorem, 
Stroyan [ 16, (3.3)] and show that when Ix(f) c(t)1 < E, z E FIN(P) and 
6 z 0, tt en there is an infinitesimal r] so that 
u(x + 62) = + ” D;u[z]~ + &I. 
,,,. h! 
Solve this equation for rl and apply the uniform scalar Taylor formula for 
] r/ < E < 1 to estimate 
I Pq(t)l < iwyf) zk(f) Z(&, k(f) z(f)) 
for a furction I(&, A) z 0 (the *-sup in Taylor’s formula for all t and ] r-1 < E) 
whenever A z 0 and E < 1. Since c(t) z(f) is bounded and k(f) z(f) zz 0, 
q E infsrnl(l”) E INFSML(P). 
Finiteness of the derivatives and functions follows from their S-continuity 
(Stroyar [ 16, (3.2)]) and the finiteness of all bjh)‘s in a manner similar to 
case 1. 
Now et us consider functions built coordinatewise from functions defined 
on the v.hole line, uI: (-a~, co)-+ IR, 
W)(f) = utw>* 
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(For infinite t, arbitrarily large perturbations in x(t) must be allowed for 
continuity so we take domains all (-co, co) for simplicity.) We want to 
allow variation from one “time” to the next, but some “growth” restrictions 
are essential. For example, u(x)(t) = erX”’ sends (0, 0,O ,...) to (1, 1, l,... ), but 
has its range outside I”. One example of the estimator from the next theorem 
is 
e(r, 6) = &‘r’+‘e’ 
which can be used in Mackey differentiation of u(x)(t) = eX”‘. Benninghofen 
and Stroyan [ 1 ] easily show that erx’ is continuous at each standard point. 
(It is awkward, but not difficult to verify this classically.) Since (I”, m) is an 
(HM)-space, we see that e Ix’ E FIN(P) for every x E FIN(P). Lemma 7 
proves that y(t)e’X”“+ly”” E INFSML(P) whenever x E FIN(P) and 
y E INFSML(P). Finally, our next theorem says that eX is Mackey-smooth. 
The moral of this remark is that e(r, 13) can grow very fast as 1 rl or 119/+ co. 
(Remember that y(t) may be infinite for a Mackey infinitesimal when t is 
infinite.) In explicit examples, e(r, 8) can be calculated as a maximum of 
Taylor formula estimates in the scalar case. Our seemingly more restricted 
estimates just reflect this idea. 
We wish to allow each coordinate of u to depend on a growing finite 
sequence of variables. We introduce the following notation to express the 
formulas in a simple way. 
Let (u, : t E N } be a standard sequence of real-valued functions such that 
for each t, ut is a function of (s(t) + 1) variables, ur@) E %Y7k(lR’S”‘f1’). We 
assume that s(t) > t. Let underlined variables (e.g., r) represent (s(t) + l)- 
tuples (with t suppressed). We let 
the maximum norm of r = (r(O),..., r(s(t))) E DC’(‘)+ I’. We also denote the 
operator norm relative to )I . [I1 of an h-linear form L by the same symbol, 
IIL III = S~PUW , ,...,rJ/: Il_rilll < 1 for 1 < .i < hl. 
Finally, when x E I” we let 
Zc(s(t)) = w-%.., x(Q))) 
denote the (s(t) + 1)-initial tuple of x. With this notation we may define a 
function u: I” + I” by 
W))(t) = ~,(_xW))> 
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which rreans that the tth component of U(X) is a function 
u,(m), x(1 h..., x@(t))) 
of the components of x up to the s(t)th. 
THEOIEM 17. Let k be a fixedfinite integer. Suppose that the standard 
sequenas (v,, s(t)} above satisfy the following conditions. There is a 
standart’function e(q, 19) such that 
II 
u~~~+~)-,~~~~~~,[ill’~1 ~Il~ll~ ~llrll,~Il~lls~ for s=s(th . - s 
where e(q, 0) z 0 whenever q is finite and 6’ is infinitesimal. Whenever 
x E FIN (I”) and y E INFSML(P) the sequence 
f (x7 y)(t) = e(ll~W)II,~ II yW)Il,)~ for s = s(t), 
belongs to INFSML(I”). Finally, for each 0 < h ( k, whenever x E FIN(P) 
the sequence 
IID &fH Of IIS 9 for s = s(t), 
also belamgs to FIN(P). Then the function u: I” + I” given by? 
W))(t) = ~fCx(W)) 
is Mackey k-dtfirentiable at all points of FIN(P) with 
(D:uk, --- z,,])(t) = D” ,,s,r,,~fk,wN *** _zn(W)l. 
The I roof of Theorem 17 will be deferred for the following preliminaries: 
LEM~ A 18. Let p(t) be any positive doubly bounded standard sequence, 
0 < E < p(t) < 19 < co. Then x E FIN(P) if and only if IIx(s(t))II1p(‘) E
FIN(P 1. Moreover, x E INFSML(P) if and only if ]lx(s(t))(l,P”’ E 
INFSM L(P). 
Proof: First, the function [u(x)](t) = ]jx(s(t))]]P”’ is Mackey continuous. 
We omit the details since .we only use the other implication. This is easy to 
prove \Ath the result of Benninghofen and Stroyan [ 1 ] mentioned in 
Section 1. (Moreover, the upper bound on p(t) is needed to keep 2p”’ finite 
when t s infinite, for example.) Since 1 O” is an (HM)-spaced we know that if 
xEFIb(P), xz”’ a for some standard a, so U(X) z”’ u(a) by monadic 
continuity. Since u is standard, u(x) E FIN(P). Finally, if 
x E INI’SML(P), x zm 0 and u(0) = 0. This establishes the two forward 
implical ions. 
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Let c(t) be a standard null sequence, c(t) -+ 0. We must show that 
x(t) c(t) E 0 (resp. o) for all t given this property for Ilx(s(t))jl,““‘. Let 
II xW)ll, = I -WI f or some choice rl, 0 < rt (s(t). We know that Ix(r,)l > 
Ix(t)1 because s(t) > t by hypothesis (see above). Now, 0 < E < p(f) < B < co 
so d(f) = C(fp is a standard null sequence and therefore d(f) Ix(f)Ip”’ < 
d(t) Ix(rI)IPCt) E 0 (resp. 0). Using the bounds on p(f) again and taking the 
p(t)th roots we obtain c(f) x(f) E 0 (resp. 0). 
Proof of Theorem 17. The definition of operator norm relative to 1) III 
means that 
ID; x(s(t)) ~tk*(w)~...~ _znW)ll 
< lPh zgs,t)ptlls . Il~,M~)>ll, -*. Il_zw)x* 
Therefore, Lemmas 18 and 8 show that each multilinear 
D;U is Mackey-finite. 
Next, we use the converse of Taylor’s theorem from Stroyan [ 16, (3.3)]. 
Solve for the sequence q in 
k 1 
u(x+dz)= -s hco jp14wh + akrl. 
By hypothesis 
and by Lemmas 8 and 18, 1~1 is in INFSML(P) whenever z, x E FIN(P) 
and 6 z 0. This proves the theorem. 
EXAMPLE 19. Let 
The derivatives 
(u(x))(f) = x(O) x( 1) .-. x(t)/(f + l)!, when s(f) = t. 
1 t 
(D:uk 19-*-v z,l)(O = ct; 1)! L -i- z,(s,) *-* Z&h) n x(r) 
r=0 
r f Sj 
are Mackey finite multilinear mappings because 
Therefore, we may take 
e(q, 0) = I4 SyP 
t+l I( ) 1 k (f + l)! max[lqlj: 0 <j< f + 11 t 
14 K. D. STROYAN 
and use Lemma 18 and the scalar Taylor formula to verify the hypotheses of 
Theoren I 17. 
Examples similar to the above are important in mathematical economics. 
(They are “temporally inseparable.“) Stroyan [ 161 gives continuous nondif- 
ferentiable averaged Cobb-Douglass-like utility functions and discontinuous 
infinite Cobb-Douglass functions that are natural extensions of classical 
econom c examples. Our reader will be able to modify easily the first type in 
order to make it smooth like the examples above and still have some of the 
Cobb-Tlouglass-like properties. The Cobb-Douglass functions could also be 
treated like Example 12 using Lemma 13 to obtain a weaker elative differen- 
tiability 
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