The development of new ways to probe samples for the three-dimensional (3D) structure of DNA paves the way for in depth and systematic analyses of the genome architecture. 3C-like methods coupled with highthroughput sequencing can now assess physical interactions between pairs of loci in a genome-wide fashion, thus enabling the creation of genome-by-genome contact maps. The spreading of such protocols creates many new opportunities for methodological development: how can we infer 3D models from these contact maps? Can such models help us gain insights into biological processes? Several recent studies applied such protocols to P. falciparum (the deadliest of the five human malaria parasites), assessing its genome organization at different moments of its life cycle. With its small genomic size, fairly simple (yet changing) genomic organization during its lifecyle and strong correlation between chromatin folding and gene expression, this parasite is the ideal case study for applying and developing methods to infer 3D models and use them for downstream analysis. Here, I review a set of methods used to build and analyse three-dimensional models from contact maps data with a special highlight on P. falciparum's genome organization.
Introduction
With more than 216 millions cases and nearly 445 000 deaths in 2016, malaria remains a major disease burden in tropical and subtropical countries and an impediment to economic development. In Africa, where more than 90% of the cases and deaths occur, the effects of malaria extend far beyond direct measures of mortality; the disease is thought to cost more than US$21 billion a year [1] . The disease is caused by a small unicellular protozoan parasite Plasmodium that infects its host through a mosquito bite. Out of the 5 species that can infect humans, P. falciparum is by far the deadliest with 99% of all malaria-related deaths associated with it. The parasite has a complex life cycle, with multiple stages both in the human and mosquito hosts (see Figure 1 ).
Figure 1:
The life cycle of P. falciparum. The human host is infected by sporozoites through the bite of a infected female Anopheles mosquito. The sporozoites quickly migrate to the liver, where they start a two week-long multiplication process. Merozoites are then released in the bloodstream and proceed to infect red blood cells. The parasites then start their "erythrocytic" cycle (through rings, trophozoites and schizonts stages), via another round of replication in red blood cells. This replication occurs via an unusual process of cell division called schizogony. In schizogony replication, the parasite first undergoes multiple rounds of nuclear replication involving division into 13 to 32 daughter cells, until the red blood cell bursts and provokes the release of merozoites and the infective cycle starts anew. This asexual replication cycle is responsible for the symptoms and the complications of the disease: anemia, tertian fever, … While effective vaccines still remain a hope and resistance to anti-malaria drugs continues to rise, the focus of many recent genomic-based research studies in malaria have been in the development of novel therapies [2] . However, one of the limiting factors in the development of new drugs is our poor understanding of the mechanisms underlying the parasite's complex life cycle. While the development of P. falciparum through the different stages of its life is thought to be driven by coordinated changes in gene expression, the relative paucity of transcription factors points to unusual gene regulatory mechanisms. Meanwhile, the relative abundance of proteins related to chromatin structures, mRNA decay, and translation rates suggest alternative mechanisms of gene regulation at the epigenetic and post-translational levels [3] [4] [5] [6] [7] . Thus an improved understanding of the P. falciparum genome architecture, at both local and global scales, will provide clues for developing new therapies.
In recent years, chromosome conformation capture-like methods, broadly referred to as Hi-C, have allowed for the identification of physical interactions between two regions in a genome-wide fashion, yielding information on their relative spatial distance in the nucleus [8] . Hi-C has opened new avenues for more systematic analyses of the three-dimensional folding of the genome, paving the way for a better understanding of the relations between 3D structure and gene regulation, replication timing, epigenetic changes, as well as many other biological processes [9] [10] [11] .
With the aid of these techniques, researchers have undertaken a wide variety of studies examining the 3D genomic structure of many different organisms, including those on several species of yeast [12] [13] [14] , bacteria [15] , flies [16] , plants [17, 18] and numerous human and mouse cell lines [8, 10, 11] . Moreover, there have been two recent studies specifically focusing on the three-dimensional structure of the P. falciparum genome. [19] probed several strains of P. falciparum to understand the link between 3D structures and the complex regulation of var genes, a family of genes involved in the invasion of red blood cells and also responsible for the parasite's great capacity to evade our immune system. [20] assayed the 3D structure of the genome of the parasite during three key stages of the erythrocytic cycle. The relatively small size of the genome yet relatively complicated genome architecture, the complex life cycle, and the strong link between chromatin folding, gene regulation, and epigenetics makes P. falciparum a case of choice for the study of genome folding and its link to gene regulation [19, 20] . [21] .
The inference of accurate 3D models plays an essential role in the study of the structure of the genome of P. falciparum, as well as that of many other organisms [13, 20, 22] . While these models are interesting as standalone entities, they are actually more useful when provided as inputs into various analyses, such as identifying colocalized elements, or distinguishing between open and closed chromatin. One particularly notable use of these 3D models is in their integration with other sources of data such as gene expression or chromatin modi-fication [13, 20, 22] . In recent years, many methods have been developed for creating such 3D models, either as standalone methods [23, 24] or as context-specific methods whose goal might be to better understand a specific organism [13, 15, 21] or biological process (such as the inactivation of chromosome X) [22, 25] .
The methods for creating 3D models broadly fall into two categories: "model-based" and "data-driven." The former ("model-based") methods consider the polymer nature of DNA to leverage the theoretical and computational work done in statistical physics of polymers, to build with as few assumptions as possible, many chromosome conformations. Those chromosome conformations are then used to stand against experimental data, such as Hi-C contact count matrices, in order to iteratively improve the models. These models offer mechanistical insights into the folding of DNA. In contrast, the latter ("data-driven") approaches use the experimental data to infer 3D models, typically by minimizing a cost function ensuring the models are as consistent with the data as possible.
This paper reviews the developments of 3D models using contact maps to better understand genomic and epigenetic processes, with a particular highlight on the P. falciparum. It dwells on modeling challenges: why and how to construct 3D models from contact maps, and explains what 3D models can teach us about biological processes. The first and second sections of this paper discuss respectively existing data-and model-driven methods for building 3D structures of DNA using contact maps (see Figure 2) . The final section reviews how these models can be used to uncover key roles of genome architecture in biological processes, with a particular focus on uncovered features of P. falciparum genome architecture. Understanding 3D genome structure using contact maps. Approaches to studying the 3D structure of the genome broadly fall into two categories. The first uses contact count data to infer 3D models, while the second creates models, and validates those using contact count data. The 3D structures can then be used to gain biological insights on the organism of interest.
Inferring three-dimensional models of DNA from contact maps
The development of genome-wide and high-throughput protocols to probe samples for their 3D genome architecture naturally paved the way to systematic and in depth studies of the folding mechanisms of DNA. Over the past 10 years, the challenge of building 3D models from contact maps has been tackled by a plethora of methods, some developed for a particular organism, others with the aim of being generalizable to any data sets [13, 15, 20, 22, 24, [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] . These methods model chromosomes as a series of beads, and attempt to place the beads in a 3D Euclidean space to accurately represent the contact map. While the methods overall fall into two categories "model-driven" and "data-driven," each of these categories can itself be broken down further. "Data-driven" methods broadly fall into two groups: (i) consensus approaches, that aim at inferring a unique mean structure best representing the contact count data; (ii) ensemble methods that yield a population of structures.
Both consensus and ensemble methods have benefits and drawbacks. Ensemble approaches are more biologically accurate: Hi-C data are derived from a population of cells, each of those with a uniquely folded 3D structure. The variability of structures among our cells may thus be better represented by a population of structures. Yet, in addition of being more complex and computationally intensive, ensemble approaches raise the question of interpretability. Often, one has to fall back on interpreting the mean structure [36] , or a reduced set of struc-tures [31] . Consensus approaches yield a single structure recapitulating the rich information provided by Hi-C data, including hallmarks of genome architecture shared across all cells despite the cell-to-cell variability [37] . More amenable to visualization and analysis, this average structure can be easily integrated with other sources of data, such as RNA-seq, chip-seq etc, which are also population-based. However, interpretation of consensus model needs to be handled with care: these structures should not be considered as a true representation of the chromatin folding in the nucleus, but as a summary model of the contact maps. Table 2 presents a summary of 3D inference methods.
Notations
In most methods, chromosomes are modeled as a serie of beads in 3D, each bead representing a loci or genomic window of given length. I denote by X ∈ ℝ 3× the coordinate matrix of the 3D model, where denotes the number of beads in the genome (for example, for P. falciparum at 20 kb resolution, = 1173). I denote by ∈ ℝ 3 the i-th bead's coordinates, and by the euclidean distance between bead and The contact map can be summarized by an -by-matrix C ∈ ℝ × , where each row and each column corresponds to a genomic locus, and each entry to the number of times loci and have been seen interacting. Note that the matrix is by construction square and symmetric (See Figure 3) . 
Consensus models
Consensus methods aim at inferring a model X ∈ ℝ 3× that best represents the contact count matrix C ∈ ℝ × , usually through the minimization of an objective function (X, C), sometimes under constraints.
The objective function , sometimes called the "scoring function," can be derived from known embedding algorithms (such as multidimensional-scaling methods), from statistical modeling of contact counts, or simply constructed in an ad hoc manner to fulfill a set of desirable properties.
Metric MDS-based methods
Early methods cast the 3D inference problem as a multidimensional scaling (MDS) problem: chromosomes are modeled as a chain of beads positioned in 3D such that the distance between bead and bead matches as closely as possible a "wish-distance" derived from contact counts [13, 20, 27, 32] . Such problem can be formulated as follows:
where the subset of indices to consider (typically interacting pairs of loci), is the euclidean distance between bead and , is a weight, assessing the confidence of the interaction between loci and The first step is thus to find an adequate count-to-distance mapping to convert contact counts into pairwise wish-distances . Dekker et al. [27] model the 78 pairwise contact counts of S. cerevisiae's chromosome III as a Worm-like chain polymer, Duan et al. [13] use a linear mapping between contact counts and wish distances, Ay et al. [20] rely on the biophysical properties of fractal globule polymers, Tanizawa et al. [32] infer the count-todistance mapping by fitting the relationship using known pairwise distances obtained through high-resolution FISH measures. In truth, there are as many ways to derive the count-to-distance mapping as there are studies, although many count-to-distance mappings rely on a power-law relationship between contact counts and wish distances: ∼ 1 .
Lesne et al. [29] , Hirata et al. [38] , propose a different approach to convert counts into distances: they borrow concepts from graph theory to create a distance matrix (either using a shortest-path algorithm or the Djikstra algorithm). A graph is constructed from the contact map by considering each locus as a node. Loci seen interacting are connected through an edge of weight 1 . The authors then compute wish-distances as the shortest path between node and node in the graph. Constructing wish-distances in such a way has two advantages: (i) low contact counts do not contribute much to the wish-distances; (ii) the resulting wish-distances form a distance matrix, and thus an optimal solution to the MDS can be found.
In addition to having subtle differences in the derivation of wish distances (which can have important effects on the resulting structures), the different methods also vary by the inclusion of weights to reflect confidence in "wish-distances" [20] , or constraints to reflect prior knowledge on the structure [13, 20, 27 ] (see Table 1 for a summary of the characteristics of each method).
Another approach consists in handcrafting an ad hoc optimization function designed to fulfill a number of properties (adding penalization terms on adjacent beads, replacing the least squares with another more complicated form, …) [33] [34] [35] . 
Publication Name Consensus or Ensemble

MDS-based Statistical model Available
In this table, we summarize properties of published methods to infer the 3D structure of the genome: (1) is it a consensus or a ensemble based inference? (2) is it an MDS based method? (3) or does it rely on a statistical modeling? (4) is the software available or not (to the best of our knowledge)?
Non-metric MDS-based method
A crucial step of MDS-based methods is the conversion of counts into wish-distances. As described earlier, doing so requires strong assumptions that may not be met in practice. For example, this mapping changes from one organism to another [39] , from one resolution to another [24] , or even from one time point to another during the cell cycle [20, 40] . To alleviate this problem, after filtering interaction counts based on significance and interpolation of missing values, Ben-Elazar et al. [26] cast the inference as a non-metric MDS [41] , where the 3D structure is inferred jointly with the wish-distances. Another idea is to parametrize the count-to-distance mapping as a power-law ( = ) and to infer parameters and jointly with the structure [23, 24] .
Statistical models for contact counts
Another approach consists in modeling contact counts as random variables, with the 3D model being a latent variable. For example, Varoquaux et al. [23] propose an approach, called Pastis, that models contact counts as independent random Poisson variables where the intensity of the process between and is a function of the distance: ∼ Poisson( ). The inference can thus be cast as maximizing the likelihood:
Pastis can automatically adjust the parameters of the counts-to-distance transfer function and infer a genome structure that best explains the observed data. The strength of this method comes from the robustness to low signal-to-noise ratio, thanks to a direct modeling of the noise through the statistical model (see Figure 4 ). Using pastis-mds [23] (that implements a weighted MDS model) (A and B) and pastis-PO [23] (the Poisson modeling presented section 2.2.3) (C and D) on two Hi-C data sets of P. falciparum: a low signal-to-noise ratio data set at a Ring stage [19] (A and C) and a high signal-to-noise ratio data set at the Trophozoite stage [20] (B and D). pastis-MDS recovers a plausible structure for the high quality data set, but the non-uniform distribution of beads on low quality data set suggests that the method is not adequate on such a data set. In contrast, pastis-PO recovers plausible structures both on the high and low quality data sets. Each color corresponds to a chromosome. Large white beads mark centromeres, small blue beads telomeres and green beads VRSM clusters. Centromeric cluster is marked with a black line, telomeric cluster is marked with a dashed line.
Ensemble methods as a means to infer population of structures
Ensemble approaches aim at inferring a population of structures representative of the contact count map. The methods fall into two distinct categories: the first type casts the problem as a restraint-based optimization and samples local minima of the function [15, 22] , whereas the second type proposes a statistical modeling of the problem and samples the posterior distribution [28, 31] . In short, the former is the ensemble version of MDSbased and ad hoc methods, while the latter is the ensemble version of statistical based methods.
Sampling local minima
Umbarger et al. [15] , Bau et al. [22] , Kalhor et al. [36] model chromosomes as a series of beads, linked by restraining oscillators. These oscillators can be thought of as a "force" between beads so that they come into contact or ensure a minimal or maximal distance between those. The model includes two different types of restraints: (i) beads seen interacting are restrained with harmonic oscillators of strengths derived from the contact counts; (ii) adjacent beads are ensured to be neither too close nor too far from one another. This yields an optimization problem with a large number of local minima, which the authors sample from by running 50,000 minimizations starting from random initializations.
Estimating the posterior distribution of a statistical model
Hu et al. [28] , Rousseau et al. [31] propose to model contact counts with a formal probabilistic model. Rousseau et al. [31] model observed contact counts as a Gaussian random variable of mean , ≤ 0 and variance estimated directly from the contact count data, whereas Hu et al. [28] model contact counts as random Poisson variables of mean . The authors then sample from the posterior using MCMC. Obtaining a consensus structure from such a method can be accomplished by selecting the maximum a posteriori.
Single-cell models
The last category of data-driven methods to infer the 3D architecture of the genome rely on a new protocol to probe single-cells for their 3D structures [37, 43] . Single-cell Hi-C is still in its early days, and, despite potential for assessing the variability of cell-to-cell genome architecture in a genome-wide fashion, only a handful of data sets are today publicly available. The contact maps originating from these data sets are very sparse, and specific methods to infer 3D structures need to be developed specifically for sc-HiC.
Akin to ensemble-local minima methods, the first approach is to consider each contact as a constraint and to formulate an under-constrained optimization problem. A population of structures satisfying the constraints can be found by sampling local minima [37] . Akin to consensus method, one can attempt to construct a distance matrix, either through manifold-based optimization [42] (by finding a low rank PSD approximation of the sparse contact map) or akin to Lesne et al. [29] , by considering the weighted graph of interactions [38] . A classical MDS method applied to such a distance matrix then yields a consensus 3D model of the genome.
Model evaluation and comparison
A substantial difficulty in modeling the 3D structure of the genome is that model evaluation tends to be subjective. What is the relevant measure? "Truth" is generally not fully available, except for a few pairs of loci or in simulations. Is validating the colocalization of a pair or a few pairs of loci via FISH experiments enough? Are fit to the contact maps or agreements between modeling techniques relevant? Are the conclusions drawn from 3D models in agreement when these are inferred from different methods?
First, methods can be validated and compared against contact maps simulated from a known ground truth [23, 24, 29, 35] . Note that while this is a simple and natural first step for methods inferring a consensus structure, comparing and assessing robustness and accuracy of an ensemble of 3D models is much more challenging: in fact, it is still an untackled problem. Second, one can assess the stability and robustness of the inference with respect to (1) data bootstrapping; (2) contact map resolution (the models should not change as the resolution of the data varies) [23, 24] ; (3) and in between biological replicates [23, 24] . As a cautionary remark, it is important to stress that it is not because a method is very stable that it is "good" with respect to any criterion: I can imagine a number of very stable methods, that would yet provide absolutely no insights on genome organization. Third, models can be compared to other sources of data, such as FISH [13, 20] . Fourth, biological plausibility of the resulting models can be considered: are the beads uniformly distributed in the cell [20] ? Are known hallmarks of the genome architecture such as centromeres clustering preserved?
These are a handful of ways to assess plausibility and accuracy of 3D reconstruction, but many avenues in model evaluation and comparison are yet to be explored.
The art of modeling genome architecture
"Data-driven" methods, as presented in the previous section, use the experimental contact maps to infer models as consistent as possible with the data. "Model-driven" methods tackle the 3D-modeling challenge exactly in the opposite manner: model in some way a population of structures, and validate this population using the contact map. Consider the following task. You have tens of thousands of randomly placed beads-on-astring. Can you find the smallest sets of constraints such that these beads interact in overall the same way as a given contact map? This is the daunting task accomplished by "model-driven" approach: chromosomes are modeled as polymers (or random self-excluding fibers) under a small number constraints such that contact maps generated from these models match as closely as possible the observed contact maps. These "modeldriven" approaches offer powerful mechanistical insights into the genome architecture, but are difficult to build in practice: each organism, cell type, and time point require hand crafted sets of constraints, built by iteratively improving models.
Building a yeast nucleus
The budding yeast S. cerivisiae's 3D structure has been extensively studied, both through 3C-type studies [12, 13, 27] and through bio-imaging experiments [44] . The small size of its genome, the well-known hallmarks of its genome architecture and the availability of high resolution contact maps and FISH data set quickly led several teams to investigate the minimal set of constraints needed to reproduce the hallmarks of its genome architecture.
Tjong et al. [45] and Tokuda et al. [46] model S. cerevisiae's chromosomes as flexible random fibers under a small set of constraints. While the exact modeling proposed by the three groups differ, the set of constraints can roughly be summarized as: (i) the chromosomes are constrained into a spherical ball representing the nucleus; (ii) centromeres are constrained into a spherical ball tethered to the nuclear membrane; (iii) telomeres are tethered to the nuclear membrane; (iv) rDNA is constrained into the nucleolus, represented as a spherical ball opposite to the centromeres, (v) a volume-exclusion constraint, preventing the fiber from occupying a space already occupied by the polymer. One can then simulate a large set of random structures fulfilling the constraints, and generate a "volume-exclusion contact map", or "VE map", from this population of structures, considering that two beads that are less then 45 nm apart in any of the structures form a contact. The Pearson correlation of the volume-exclusion contact map and the Hi-C one are highly correlated, demonstrating this small set of constraints fully explains the observed counts. In addition, the population of structures also explains FISH experiments previously published.
Building a P. falciparum nucleus?
For at least some stages, P. falciparum has a lot of genomic architectural features in common with the budding yeast: the centromeres are strongly co-localized at one end of the nucleus, telomeres are in physical contacts with one another, … Could these primary architectural features also arise from a population of constrained but otherwise random of structures? Adapting the set of constraints to match biological knowledge of P. falciparum, Ay et al. [20] showed that the resulting simulated VE map not only yielded lower correlations, but also failed to show the same features as the original contact count matrix. In particular, the VRSM genes which display domain-like enrichment in interactions do not appear in the simulated VE map (see Figure 5 ). Can we add constraints on VRSM gene clusters to improve correlations between true and generated contact maps? Adding a constraint on all beads considered as VRSM clusters is not enough: running 100 experiments yielded structures that did not fulfill all the constraints, demonstrating VRSM genes cannot all cluster together in a cell. 4 Downstream analysis using 3D models: a highlight of the study of P. falciparum's 3D structure
In section 2, I have reviewed data-driven methods to infer either consensus or ensemble models of the 3D structure. But why go through the effort to obtain such models and not directly study the contact maps? In this section, I will review a number of downstream analyses one can perform on 3D models, highlighting, but not limiting myself to, results on the 3D structure of P. falciparum. See Table 3 for a list of available P. falciparum Hi-C datasets. Note that while the results presented on P. falciparum have been obtained using consensus models, the methods presented here can be applied both on models obtained through consensus or ensemble approaches. 
Structure stability across time points, clustering and other variance analysis
The reader may well ask: "how sensitive are the resulting 3D models to initialization?" Taking the case of the P. falciparum, one may wonder whether structures from the same time points but from a different initialization are more alike than structures from different time points. A natural way to answer this question is to perform some dimensionality reduction technique, such as PCA and visualize whether structures from the same time points cluster with one another. Typically, features would then be the pairwise Euclidean distance of each structure, possibly subsampled to ease computation. Performing such an experiment on 1000 consensus structures inferred using the statistical model proposed by Varoquaux et al. [23] , and available in the package pastis as pastis-PO, demonstrates that the results are more stable across initialization than time points (see Figure 6 ). PCA analysis of the population of structures obtained by running 1000 Pastis-PO on the three data sets of Ay et al. [20] , corresponding to the Ring (Ay-Rin), Schizont (Ay-Sch), and Trophozoite (Ay-Trop) stages and the B15C2 data set of Lemieux et al. [19] , at the ring stage (Lemieux-Rin) demonstrates that structures are more stable across initialization than across time points. Note that the Ring stages of Ay et al. [20] and Lemieux et al. [19] do not cluster, reflecting the centromeres strong colocalization in one of the data sets and not the other.
The second question is: "are models locally consistent?" A possible answer to this questions is to divide the structures into overlapping sub-structures ranging from 5 to 20 beads, and to compute the pairwise root mean squared deviation between segments across all structures [22] . Segments overlapping within a certain range for a large number of models can be assessed as locally consistent, while others should be labeled as highly variable.
The last question one can ask is: "how do the structures differ?" Tackling this question is very challenging, but can be reformulated to "are the hallmarks of interest conserved across structures of the same stage?" Ay et al. [20] and Lemieux et al. [19] both identified P. falciparum folded in very specific ways, with VRSM genes highly interacting. Ay et al. [20] also observed strong clustering of the centromeres, and enrichment in interaction at the telomeres. These observations can lead to a rigorous approach to identifying and quantifying whether families of loci cluster in the structures.
Chromatin compaction and chromosome entanglement
3D models can be used to estimate chromatin compaction and chromosome entanglement: distinguishing between open and close chromatin allows to relate the models to gene expression, open region being more accessible to the transcription machinery and thus genes more likely to be expressed. Chromatin compaction can be estimated by looking at the number of base pairs in a region defined either by volume if the scale of the structure is known, or by a percentage of the size of the structure if it is not [22] . Another idea is to sample random beads of a certain diameter, and assess how many loci are seen interacting. Applying this latter method on the three models of P. falciparum, Ay et al. [20] show that the trophozoite stage exhibits a more open chromatin than the ring and schizont stages. This finding is consistent with the transcriptionally active state of the parasite during this moment of the life cycle. A similar analysis, but counting the number of inter-chromosomal interactions, can help to assess the chromosome entanglement of the structure.
3D gene set enrichment
To assess whether groups of genes are colocalized in a 3D model, Ay et al. [20] leverage a statistical method developed by [47] , which requires labeling each pair of loci in two groups: "close" or "far." The authors used varying distance thresholds (10%, 20% and 40% of the nuclear diameter) to deem a locus pair "close" and labeled all remaining pairs in the set as "far." The authors then compared the enrichment of loci pairs of a group being "close" and "far" by resampling loci among a same chromosome.
This approach dichotomizes loci pairs into two groups, and checks for the enrichment of a label in one of the two groups. Capurso and Segal [48] present an approach, called MPED, that avoids this step, and instead directly estimates the significance within the 3D model. Briefly, for a group , MPED computes a test statistic:
where is the Euclidean distance between bead and bead . The null distribution is estimated empirically by resampling 10 5 times with preservation of the chromosome structure. If the statistic is smaller than the mean of the null distribution, it is compared to the lower tail of the distribution and indicates co-localization. If the statistic is larger than the mean of the null distribution, then it is compared to the upper tail of the distribution, and indicates dispersion.
Applying MEPD to the Trophozoite stage, Capurso and Segal [48] confirm that centromeres, telomeres, VRSM genes (both overall, subtelomeric and internal) colocalize.
Integrative analysis of gene expression and 3D structure using KernelCCA
Last but not least, an exciting contribution of Ay et al. [20] is the integrative analysis of gene expression and 3D structure using an unsupervised learning technique called "kernel Canonical Correlation Analysis" (kCCA) [49] . The goal of this analysis is to explore the relationship between gene expression and 3D structure, by extracting a set of gene expression components that exhibit coherence with respect to the 3D structure. While the components aren't necessarily an actual gene expression profile, the genes of interest must somehow either be highly positively or negatively correlated with a component, and those genes should exhibit some form of coherence in terms of their 3D structure, like co-location. It can be helpful to think of this procedure as performing a principal component analysis (PCA) gene expression components extracted are correlated with the 3D structure.
Let us take a closer look at how kCCA is formally used in this context. Consider the set of genes ∈ . Each gene is represented on the one hand by its gene expression profile ( ) ∈ ℝ and on the other hand by its 3D position ( ) ∈ ℝ 3 . Assume the set of gene expression profiles is mean-centered and of unit variance.
The goal is to extract a gene expression component ∈ ℝ , ‖ ‖ = 1 such that it is both representative of set of gene expression profiles but also correlated with the 3D structure.
First, let's tackle the question of representativeness of the set of gene expression profiles. We can identify a component with such properties as to compute the percentage of variance explained by this component as follows:
Note that maximizing ( ) results in finding the first principal component of the PCA. We can then define a score ∈ ℝ for each gene by computing the projection of each gene expression profile onto the component: ( ) = ( ). Any gene important to component will by highly negatively or positively correlated with that component and thus either have a strongly negative or positive score ( ). Now, let's turn to the question of assessing coherence with respect to the 3D structure. Given a vector of scores ∈ ℝ , how can we assess the smoothness of these scores along the 3D structure? Ay et al. [20] leverage a standard approach in kernel methods, in which the smoothness of a score is quantified by the function:
where 3 is the Gaussian kernel matrix of the genes' 3D coordinates. The smaller ( )is, and the more smoothly is distributed in 3D.
So far, the two measures of representativeness and smoothness are independent from one another. However, if the scores and are required to be as correlated as possible, any genes highly correlated with each gene component will also be co-localized in space.
To solve this problem, a common trick is to leverage reproducible kernel Hilbert space (RKHS) theory and cast the optimization in dual form. First, it can be shown that any candidate component can be written as a linear combination of the gene expression profile: = ∑ ∈ ( ) ( ) ∶ is called the dual coordinate of . Let ∈ ℝ × be the gram matrix of the gene expression profile, obtained by computing the inner product between all expression profiles: ( , ) = ( ) ( ). We can thus rewrite equation 3 as:
As 3 is invertible of dimension × , any score can be written as = ∑ ∈ 3 , and the measure of smoothness as:
The optimization problem can now be cast in dual form as follows:
where is a penalization parameter. Solving this optimization problem identifies and such that; (1) the two scores are correlated with one another; (2) maximizes ( ); and (3) minimizes ( ). These optimization problems can then be solved efficiently using a generalized eigenvalue decomposition. Ay et al. [20] apply this method using gene expression profiles and genes' location extracted from the 3D models of the genome architecture and find gene expression profiles highly correlated with the 3D structure. Ranking the genes with their projections onto the gene components, Ay et al. [20] demonstrate that several gene families and Gene Ontology (GO) terms are enriched both close to the telomeres and at the opposite end of the nucleus. This method could easily be extended to other data set such as histone modifications, ATAC-seq, and beyond.
Discussion
A plethora of methods for inferring 3D models from contact maps has been developed: some are very specific to an organism or a region of the genome, while others are generalizable easily to many different organisms. As 3C-type methods are democratized, a wider audience of researchers are in need of robust and well-implemented algorithms for building models. Surprisingly, only a handfull of methods are publicly available, generalizable, and well-validated. While ensemble methods offer a more biologically accurate view of the variety of chromatin folding in a population of cells, their use is more challenging, both as a result of a lack of comparison and validation of the methods, but also as a large body of structures is less amenable to exploration and visualization than consensus structures. Yet consensus structures need to be interpreted with care, as they best represent a mean of structures and are very unlikely to be a true representation of the chromatin folding.
At the other end of the spectrum, model-driven methods are organism and study specific, and require good understanding of both polymer physics and of the particular organism studied: for each data set, the set of constraints to apply on the structure needs to be revisited. Yet, once built, they provide extensive insights in the average location of genes and may constitute a way to replace high throughput FISH experiments at low cost as a first exploration tool.
While downstream analysis of the P. falciparum gave important insights in the relation between gene regulation and genome architecture of the P. falciparum, the use of 3D models for downstream analysis remains scarce in the literature and many avenues are left opened to methodological development. For instance, a meaningful comparison of structures from different time points at a genome-scale level is still an open problem.
Code and data availibility
All the figures of this paper can be reproduced using the code and instructions at https://github.com/NelleV/takefive.
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Glossary
3C or Chromosome conformation capture Experiment to quantify the number of interactions between a pair of loci. The technology is based on cross-linking the DNA with formaldehyde to "freeze" interactions, digesting the DNA with a restriction enzyme to cut into small fragments, a ligation step favoring ligation of cross-linked DNA, followed by reverse crosslinking. Ligated fragments are then detected using PCR with known primers.
4C
or Chromosome conformation capture-on-chip Experiment to quantify the number of interactions between a locus and all the other loci. 4C experiments typically use the same procedure as 3C experiments, with an additional ligation step and inverse PCR. The inverse PCR step allows to amplify the locus of interest as well as the unknown sequences ligated to it.
5C
or Chromosome conformation capture carbon copy Experiment to quantify the number of interactions between a all loci in a given region, typically less than 1Mb long. The steps to perform a 5C experiments are similar to a 3C experiments, but uses many known primers to ligate to all the fragments in order to identify the loci of interests.
Consensus method
Method that aims at inferring a unique mean structure.
Contact count
The number of times two genomic windows have been seen interacting in a Hi-C or 3C experiment.
Contact map or contact count matrix A map or a matrix where each row and column corresponds to a genomic loci and each entry to the number of times these two regions have been seen interacting with one another.
Count-to-distance mapping or count-to-distance function A function that takes in input a contact count and returns a wish-distance. The function is often derived from relationships between expected contact counts and euclidean distances, obtained from polymer physics.
Data-driven method
Method that uses experimental data to infer 3D models, typically by minimizing a cost function.
Ensemble method Method that aims at inferring a population of structures.
Fluorescence In Situ hybridization (FISH) Bio-imaging technique used to localize specific DNA sequences. It uses fluorescent probes that bind to parts of the chromosomes with very high degree of sequence similarity.
Fractal globule polymer A polymer that folds by creating crumpled globules, folded in a hierarchical fashion. This polymer has been proposed as a model for DNA.
Hi-C Experiment to quantify the number of interactions between pairs of loci, in a genome-wide manner. A Hi-C experiment uses the same step as a 3C experiment (crosslinking, digestion, ligation, reverse crosslinking), but identifies the interaction through high-throughput sequencing, hence consider all possible interacting pairs.
Markov chain Monte Carlo (MCMC)
Class of algorithms used to sample from a probability distribution.
Model-based method Method that considers the polymer nature of DNA to build, with as few constraints and assumptions as possible, many chromosome conformations.
Multidimensional scaling (MDS) Dimensionality reduction techniques, that aim at placing object in such a way that the distances between each object is preserved as much as possible.
Var genes Family of roughly 60 genes used by the Plasmodium parasite to interact with the human host.
Volume-exclusion (VE) models Models simulated from a constrained flexible random polymer model, with volume-exclusion constraints.
Wish-distance A "wish" distance derived from a contact count, usually using a count-to-distance function estimated from polymer physics.
