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Decoupling in a Class of Nonlinear Systems 
by Output Feedback 
SAHJENDRA N.  SINGH 
Control, Guidance and Instrumentation Division, Vikram Sarabhai Space Centre, 
!sro, Trivandrum-22, India 
For a class of nonlinear plants which can be decoupled by state variable 
feedback, the problem of decoupling by output feedback is considered. A 
necessary and sufficient condition for the existence of state variable feedback 
decoupling control aw for a system composed of a nonlinear compensator in 
cascade with the plant is derived. The use of compensator allows decoupling by 
the feedback of the output and its time derivatives. Using some results on the 
existence and uniqueness of solutions of nonlinear equations two sufficient 
conditions for the decoupling by output feedback are presented. 
1. INTRODUCTION 
Many results concerning the decoupling problem of nonlinear systems by 
state variable feedback have appeared in recent years (Porter, 1970, Nazar and 
Rekasius, 1971, and Singh and Rugh, 1972). In these papers necessary and 
sufficient conditions for the existence of a decoupling state variable feedback 
control law as well as some conditions which characterize the class of 
decoupling control aws have been derived. For a class of nonlinear systems 
which cannot be decoupled by state variable feedback, the problem of weak 
decoupling has been considered in Singh and Rugh (1973). For linear systems 
results concerning the decoupling problem by state variable feedback and 
output feedback are also available (Falb and Wolovich, 1967, Gilbert, 1969, 
Silverman and Payne, 1971, Morse and Wonham, 1971, Hoze and Pearson, 
1970 and Singh and Rugh 1973). 
In many practical situations all the states of the plant are not measurable, 
therefore, the existing results for decoupling and weak decoupling in nonlinear 
systems by state variable feedback cannot be used. In this paper for a class of 
nonlinear systems we consider the decoupling problem using the feedback 
of the output and its time derivatives. 
The approach taken here is similar to that taken for linear systems (Howze 
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and Pearson, •970 and Singh and Rugh, •973). The idea is to place a com- 
pensator in cascade with the plant. A necessary and sufficient condition is 
derived for the decoupling of such a composite system by state variable 
feedback. Then by using some results on the existence and uniqueness of 
solutions for nonlinear equations equivalent control law is derived which is 
a function only of the output and its derivatives. Two sufficient conditions 
for the decoupling by output feedback are presented. 
2. SOME DEFINITIONS AND DECOUPLING RESULTS 
The systems of interest are those described by 
2(t) = A(x, t) + B(x, t) u(t), 
y(t) = C(~, t). (1) 
The state x(t) is an n-vector and the plant input u(t) and output y(t) are 
m-vectors. The elements of various matrices are real functions of variables 
x and t. For simplicity we assume that elements of A, B, and C have con- 
tinuous partial derivatives with respect o x and t for any finite number of 
times and continuous mixed partial derivatives of same order, defined on a 
domain 
D a =X× [ t0 , ta]CR ~ × [t0,t~] 
where X is an open set. (The precise number of continuous derivatives 
required will be stated later). We also assume that for any admissible control 
u(t) a unique solution of (1) exists in D 1 . 
For decoupling of (1) we wish to choose a control aw 
u(t) = F(x, t) -{- G(x, t) w(t) (2) 
such that in the closed-loop system, the value of the i th output yi(t) is inde- 
pendent of the jth input wj(t), i ~ j, i, j = 1,..., m, where w is an m-vector 
external input. In considering this problem the following operator is useful: 
La(')(x , t) = -~ (') @ [~x (')] A(x, t), (3) 
where 
and LO(.) = (.). 
K ~ (.)] ~(.)= ~ (.)... . 
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In this expression A(x, t) is the given plant matrix and the arguments of the 
operator are taken to be any matrices such that the indicated expressions 
are conformable. We define LA~(')(x, t) as LAL~-:(')(x, t). 
To each component ci(x , t) of the m-vector function C(x, t) defined on D 1 , 
we associate a parameter di(x , t), i ~- 1,..., m. At each point (x, t) G D: ,  di(x , t) 
is defined as the smallest' nonnegative integer j such that 
[~xLA~(c,)(x, t)] B(x, t) y= O. (4) 
Thus each di(x, t) is a nonnegative integer-valued function defined on D 1 . 
We assume that each di(x, t), i = 1,..., m, is constant for all (x, t)G D a . 
That is, C(x, t) is d-invariant on D 1 and the associated parameters will be 
written as d: ,..., dm and we .let d* = rain (d~), i ---- 1,..., m. 
A necessary and sufficient: condition for the existence of a deeoupling 
control aw is that the m × m matrix (Singh and Rugh, 1972) 
t) = 
l 
(5) 
be invertible at each (x, t) G D 1 . Also the invertibility of B*(x, t) in D: 
implies that m + Y~i=: di ~< n, and thus we have that d* <~ (n -- m)/m. 
For weak decoupling we seek a control law (2) for the plant (1) such that 
in the closed-loop system, the value of yi(t:) at the termination of any trajec- 
tory in D:  is independent of w~(t), j ~ i, i, j ~ 1 ..... m (Singh and Rugh, 
1973). A sufficient condition for the existence of state variable feedback 
control law which accomplishes weak decoupling is that the m × m matrix 
Bv*(X, t) be invertible at each (x, t) E D : ,  where 
t) = 
7 ,)j .(x ,, 
(6) 
where V(x, t) is a d-invariant m-v6ctor function defined on D 1 such that 
V(X(tl), (11) = --C(X(tl) , t:) at each (x(t,), t:) G D: .  
643126/:-5 
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3. DECOUPLING OF COMPOSITE SYSTEMS 
We shall consider compensators which are m-input, m-output systems of 
order n o and are described by 
~(t) = D(z, t) + E(z, t) r(t), 
s(t) = H(z,  t), (7) 
where D, E, and H are n~ × l, n c × m, and m × 1 matrices, respectively. 
The domain of definition of the system is 
D 2 = Z × [to, tl] CR "" × [to, tl] , 
where Z is an open set. This system is assumed to have the same differen- 
tiability assumptions with respect o z and t for all (z, t) 6 D~ as the plant (1). 
Define the operator L 9 by 
LD(')(z , t) = -~i (') + (8) 
where the argument of the operator is any suitable matrix. We associate the 
compensator parameter hi(z , t) at each (z, t) ~ D 2 as the smallest nonnegative 
integer j such that 
[~--~ LD~(hi)(z, t)] E(z, t) # O, 
where hi(z, t) is the ith element of H(z,  t), i = 1,..., m. We assume that 
H(z , t )  is d-invariant on D2. That is, ki(x,t)  =k i ,  i=  1 .... ,m for all 
(z, t) ~ D~. Let k* = mini= 1..... ~ (ki). For the system (7) define the m × m 
matrix 
The necessary and sufficient condition for the existence of a state variable 
feedback decoupling control law for (7) is that the maxtrix E*(z, t) be in- 
vertible at each (z, t) e D~. 
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Suppose that the compensator (7) is put in cascade with the plant so that 
u(t) = s(t). The resulting system can be described as 
~(t) = ~i(~, t) + ~(~, t),,(t) 
t) + t) o 
D(z, t )  t)] + [E(z, t)] r(t), 
y(t) = C(~, t) = C(x, t), (10) 
where 
IX(t) l
2(t) = /z(t)l 
and(£ , t )~D o=X×z × [to,t1]. 
Define the operator L~r by 
and we associate the parameters di(~ , t) at each (~, t)¢ D O as the smallest 
nonnegative integer j such that 
Define the m × m matrix 
/~*(2, t) = • . (11) 
We shall consider the existence of state variable feedback law for the 
composite system (10) which accomplishes decoupling. To form the matrix 
/~*(~, t) we are interested in computing the parameters di(2, t), i = 1,..., m. 
We need the following results which will be useful ater. (All proofs have been 
collected in the appendix). 
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LEMMA 1. For any nonnegative integer j 
LXJ(ci)(~, t) = LAJ(C,)(X, t) 
÷ ~-a,-1 L~ z-a'-l-~ [~ OL~ ~k ~' k\ Ox (ci)(x, t)) B(x, t) H(z, t)) (~, t), 
le=O 
(12) 
where it is understood that the negative sum is zero. 
COROLLARY l .  For any nonnegative integer j 
t 
o, j<d ,+ l ,  
= ~-~-~ [~ ~ ~ ~ ((~x'A'+~(~')( x  ~))'(x' ~).(o..))(~..)1 ~(~..). 
(~=o j~d,+ ~. 03) 
LEMMA 2. 
3" T 
where T denotes the transpose of a matrix. 
For a p × r matrix M and a p vector N define ( , )  by 
For any nonnegative integer j and for all nonnegative integers p
(14) 
(M, N}  = (N, M} = ~ NiM~ , 
i=1 . ,  
where M i and Ni denote the i tn row of M and N, respectively. 
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COROLLARY 2. For any nonnegative integer j and for all nonnegative 
integers p 
[-~L~ ((~xLAv(Q)) B(x, t)H(z,  t)) (2, t)] E(z, t) 
× (2, t), (~LD~(H)(z, t))E(z, t)). (15) 
LEMMA 3. For any nonnegative integer p 
[~zLy ((~---~L ff(c,)(x, t)) B(x, t))r(2, t)] E(z, t) ~ 0 (16) 
fo rk  ~k* . i=-  1 ..... m. 
THEOREM 1. Suppose that C(x, t) is d-invariant on D1, H(z, t) is d- 
di+le +1 invariant on Dz , and L y (ci)(2, t) is twice continuously differentiable in all 
arguments for each (2, t) H Do, i = 1 .... , m. Also suppose that E*(z, t) is 
invertible for each (z, t) H Dz , and k 1 = kz -- -- k,~ ~- k*. Then 
and 
di(2, t) = d~ = d~ + k* + l, i = l ..... m. 
B*(2, t) -~ B*(x, t) E*(z, t), (2, t) H D O . 
(17) 
(18) 
Thus the composite system can be decoupled if and only if B*(x, t) is invertible 
for each (x, t) H D 1 . 
The compensator condition k 1 ~ k2-  - -km at first glance seems 
rather restrictive. However, if this condition is not assumed then it can be 
shown that the possibility of decoupling the composite system depends upon. 
the particular form of B*(x, t). 
Suppose that k* = kl = "- = k~ does not hold and suppose for simplicity, 
thatk* ~---k 1 -  - -kq ,q  <m.  
THEOREM 2. Suppose (as in Theorem 1) that E*(z, t) is invertible in D2 . 
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I f  any q + 1 rows of the m X q matrix Bl*(x , t) are nonzero for some (x, t) E D1, 
then the composite system cannot be decoupled, where 
B*(x, t) = [Bl*(x, t) ! B2*(x, t)]. 
Since we are interested in compensators which can be used under general 
conditions, we shall assume throughout this paper that the parameters k i 
are all equal. 
According to Theorem 1, if the plant can be decoupled by state variable 
feedback, then there exists a control aw 
r(t) = f'(2, t) + ~(~, t) w(t), (19) 
which decouples the composite system. In particular a decoupling pair 
(_#(~, t), ~(2, t)) is given by 
[L~'+~*+2(q)(~, t) ]
P(~, t) = -~* -~(~,  t) " . (20) 
[ Ldm+lC*+2"tC ~.~ . .  k ~ t ~tx ,  t ) j  
~(~,  t) - ~*-~(~, t) 
4. SUFFICIENT CONDITIONS FOR DECOUPLING BY OUTPUT FEEDBACK 
Taking the derivatives of y(t) along the trajectory of (10) and using the 
definition of t/i, i = 1,..., m, gives 
9(0  = C(x, t), 
~C (x, t) + t) + t)r) = t), ym(t) = 
=Lz~(C)(~,t), O <~j <~ d* + k* + l, 
(21) 
where y(°)(t) = y(t) and y(J)(t) = (dJy/d#)(t). 
Let 
Tt(~ , t) -~ [(Lff(C)(2, t)) r (Lz(C)(~, t)) r'-" (L~r°(C)(~, t))r] r 
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and 
y(t) = [(y(°)(t))r (y(1)(t))r "" (y(rP(t))r]r, 0 <~ K o <~ d* + k* -}- 1. 
Then we can write (21) for j -~ K o as 
T1(2, t) =- y, (~7, t) e D O . (22) 
For any given (z, t) E D~, (22) can be considered as a mapping from R ~ 
into R'~(~:o +x). Let for any fixed (z, t) ~ D 2 
T~(x) = T~(~, t) = 5,(t). (23) 
LEMMA 4. Suppose that for a d-invariant C(x, t), B*(x, t) is invertible at 
each (x, t) ~ D a . Then the nonnegative integer K o such that the set 
K 0 ~ 0 N (L~(Cl)(~ , t),...,L~ (q)(x, t),...,Lx (%(x, t) ..... L~°(%)(~,t)) 
contains largest number of functionally independent functions of independent 
variables x 1 ,..., Xn , satisfies the inequality 
Ko~n--m+d o-  ~ d~, 
i=1 
provided for any dependent function on a subset of D o single functional relation 
exists at each (x, t) ~ Do(d o = max(d/)). 
This lemma implies that no more than - -  m derivatives of the output 
y(t) will be necessary to form (22) which will be used later in Theorems 4 
and 6. 
We are interested in solving (23) for x for each (z, t) ~ D2. We shall use 
some results on the existence and uniqueness of the solutions for nonlinear 
equations. These results are based on the Jacobian matrix 
eT1 J(x) =-~--(x). 
THEOREM 3 (Fuj isawa and Kuh, 1971). Suppose that m(K o + 1) = n, 
(z, t) is a given element in D2 and T 1 is a continuously differentiable mapping 
from R n into itself and let J~ be the matrix consisting of the first k rows and the 
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first k columns of the Jacobian matrix J(x) for k = 1,..., n. I f  there exists a 
positive constant ~ > 0 such that 
] det J11/> ~, ] det J2 det 
det J~_~ I/> E (24) 
uniformily in all x ~ R ~, then T a is univalent from R n onto R ~. 
If condition (24) is satisfied then the mapping Ta is invertible. The condition 
(24) is called ratio condition. 
We shall use Theorem 3 to derive a decoupling feedback law which is a 
function of the state z(t) of the compensator and the plant output y(t) and its 
time derivatives. 
THEOREM 4. Suppose that C(x, t) and H(z, t) are d-invariant on D O and 
Ld i+k*+l .  . .  ~ y (cO(x , t) is twice continuously differentiable for all arguments in 
Do, i -- 1 .... , m. Suppose also that B*(x, t) and E*(z, t) are invertible at each 
(~, t) ~ D O . Then there exists a control law 
r(t) = P(y,  y(1) ..... y(~O), z, t) ÷ O(y, y(1),..., y(~Co), z, t) w(t), (25) 
which &couples the composite system (10) i f  there is a continuously differentiable 
mapping T2 from R 'n(xo+l) into R ~ and an integer Ko such that 
and 
k* />K o -d* - l ,  
det J,, det Jn 
'det J1 ]>~'  det J  1 >~'"" [~[>/~ 
for all (re, t) E Do, where J = (b/ax)(T2T,(~ , t)). 
Remark 1. If m(K o -}- 1) : n, choose T 2 as an identity map. In this case 
J = ~Tl(~)/~x should satisfy the ratio condition in Theorem 4. 
Under the requirement of Theorem 4 we have that 
K o -d* -  1 ~k*~(no--m)/m. 
Thus a lower bound on the order of the compensator in Theorem 4 is given by 
no ~ m(Ko -- d*). (26) 
We shall derive another sufficient condition for the decoupling of the 
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composite system by output feedback which uses a result based on the positive 
definiteness of the Jacobian matrix. 
THEOREM 5 (Kou, Elliott, and Tam, 1973). Suppose m(K o + 1) = n, 
(z, t) is a given element in Dz and T 1 is a continuously differentiable mapping with 
domain X ,  an open convex bounded subset of R ~. I f  J(x) = 3T~Tl(x)/~x 
satisfies (1) det J(x) > O, for all x ~ X and (2) J(x) + (j(x)) r has nonnegative 
principal minors for all x ~ X then T1 is a univalent map from X onto T I (X ). 
THEOREM 6. Suppose that C(x, t) and H(z, t) are d-invariant on D O and 
d~ ~ 
LA-(C,)(x , t) is twice continuously differentiable for all arguments in Do, i =- 
1,..., m. Suppose also that B*(x, t) and E*(z, t) are invertible at each (~, t) ~ D o 
and X is an open convex bounded set in R ~. Then there exists a control law (25) 
which decouples (10) i f  there is a continuously differentiable mapping T 2 from 
R m(Ko+l) into R ~ and an integer K o such that the Jacobian matrix J(~, t) = 
3T2Tl(2, t)/3x satisfies (1) det J(~) > O, for all ~ ~ Do, and (2) 
](~, t) + (](~, t)y 
has nonnegative principal minors for all ~ E D O and k* ~ K o --  d* --  1. 
Under the hypothesis of this theorem X is an open convex bounded set. 
For a given set X which is not convex, suppose X'  C X, and X'  is an open 
convex bounded set. If the coupling on the set X -- X '  can be neglected then 
Theorem 6 can be used to obtain the decoupling control law. Of course, in 
a physical system X is bounded. 
For linear systems the Jacobian matrix ~Tl(x)/~x is completely defined by 
the matrices C(x, t) and A(x, t) and it takes the familiar form 
In this case invertibility of T~T 1 does not depend on the compensator state 
z(t). However, for nonlinear systems in general the Jacobian matrix is function 
of z(t). Thus for the invertibility of map T~T 1 the system description of the 
compensator is important. 
These results are also applicable for the weak decoupling problem using 
output feedback. 
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5. AN EXAMPLE 
Consider the system (n = 4, m = 2) 
~(t) = [ + ,,(t), 
X4 
X4 + f4(Xl)J 
y(t) = x3, 
where f l ,  fe and f4 satisfy the differentiability assumptions and 
(oA/~x~)(xl) >1 ~ > o for aU xl .  
/)1 = R 4 × [to, ta]. 
Computing the d~ parameters gives 
d 1 = 0, d.z = 1, and 
A state variable feedback law which decouples (27) is given by 
(27) 
(28) 
s(t) = z[z12], 
D 2 = R 4 × [to, tl], 
where gl(za) and g2(z4) are differentiable functions and 
egg I c~g~ 
8z--~ @ 0 and c% 4 @ 0. 
form 
F( . ,  ,) ----- r - s : ( .o )  +.,<,~ +i : ( -1 ) l ,  G, _- [~ - 
[ - -x  4 --  A(xl) J 1]" (29) 
Since the states x 1 and x 4 are not available, we introduce compensator f the 
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Thus we have 
[ux] 
U2 Z 2 
Using (21) the derivatives ofy(t) with r -~ 0 gives 
[ Xg ym = f2(x3) + z~ + z2kyC2)j x~ (31) 
Choosing a mapping 7'2 which sets the third and fifth rows of (31) to zero 
gives 
TOT1(2 ) = xa = Y2 - x~ y~l~ , (32) 
x,  + f4(x~) + z 2 [y~) J  
0 
~-~ T2T~(~) = 
0 
0 
0 
~f4(xl) 
lo!] 
0 1 
0 0 . 
0 0 
(33) 
It can be shown that the ratio condition in Theorem 4 is sufficient for the 
univalence of T2T 1 if it is satisfied for any matrix obtained by applying 
interchange of rows and columns to the Jacobian matrix (33) (Fujisawa and 
Kuh, 1971). Interchanging the columns in (33) gives 
j = 
! 0 0 0 
1 0 0 
0 1 0 
o 1 of,(x~) 
cqx 1 
(34) 
and det J1 = 1, det J2 -~ 1, det J2 = 1, det J4 = 3f4(xl)/gxl. Since 
I 0A(Xx)/~xl I >/,~ > o, 
ratio condition is satisfied and we can take K o = 2. 
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It is easy to compute that k* = 1, at1 = 2, at2 = 3 
= 
Since k* = K o - -d* - -  1, according to Theorem 4 there exists a control 
law (25) which decouples the composite system. 
Solving (32) gives 
xl  = f ; l (y~,  _ z., - -  y~') 
and 
x 4 = (35)  
The state variables which are explicit functions of output variables can be 
substituted in (20) to get he desired decoupling control aw. 
6. CONCLUSIONS 
The problem of decoupling a nonlinear plant using output feedback and a 
compensator has been considered. For linear systems an output feedback 
decoupling control law exists if (C(t),  A( t ) )  is uniformly observable. 
In nonlinear systems for the existence of output feedback decoupling law we 
need the univalence of the mapping T~ T 1 which also depends on B(x,  t) and 
the compensator state z(t) .  It should also be pointed out that there is no 
implication between Theorems 4 and 6. It should be noted that T2 may be 
taken as a function of time in general. 
In this paper approach to the solution has been taken with considerable care 
in order to obtain rather general results without undue complexity. For 
example, compensators of lower order than those discussed here could be 
used in particular cases. However, we have opted for general applicability 
as illustrated by Theorems 1 and 2. 
We have obtained decoupling control law which uses the output of the 
plants and its time derivatives. This control aw can be applied only when the 
derivatives of output exist. To make the results practically more useful we 
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would like to have control aws which do not use the derivatives of the output. 
In linear systems a similar approach as been taken (Singh and Rugh, 1973) 
in which the control law containing the derivatives of the output are 
transformed to give an equivalent control aw which uses only the output of 
the plant. Further work is needed to solve this problem for nonlinear systems. 
Also it is of interest o obtain feedback law which decouples the system as 
well as stabilizes it. 
APPENDIX 
In this appendix we have collected all the proofs. The arguments x, z, and t 
have been suppressed for simplicity. 
Proof of Lemma 1. We shall prove the result by induction onj. It is easy 
to check that (12) holds for j = 0, 1,..., di. Assume that (12) holds for j = 
O, 1,.., J ~ di. Then forj  = J q- 1, operating (12)byL~r gives 
t) 
J-d'-lnj-di-l-k ((~.~LdAi÷k(Ci)) B.  ~- L~(L ff(ci) ~- ~ -~  
k=O 
--- ~igA (Ci) -t- [(~--~LAJ(£i))(~LAJ(£i))][  ~n ss] 
÷ 
k=O 
-~ L A (q) + LaS(q) BH + 
J--di--1 
L s-e~-~ (( ~ L'~+z~( ^ ~ BH) 
= LA G)+ Lx k=O 
(36) 
This completes the proof by induction. 
The proof of Corollary 1 is straightforward. 
Proof of Lemma 2. This proof is also by induction onj. For all integers p, 
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(14) holds forj = 0. Suppose that (14) holds forj : 0, 1,..., J. Then operating 
(14) by L• gives 
\ T\ T le 
~ [ j~[SL J _k i [8  L ~tc~ ~ \Tlr 
[{ ~ L J-7~ r 
] J+l-k xr~r k 
: ~0 (~)l[ ~ ( (~:~) ) '~ J ~° (') 
+ [L~ -k ((~-~LA~°(£i))B)T]TL~I(H)I 
\7~r o 
\ T'I T 7c 
k=l 
~- E [n~ -k LA)(¢i))B) ] L~+x(H) 
k~o 
J 
k=o 
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Rearranging, collecting similar terms and changing variables in the second 
sum gives 
\r l  r 
~ "T~I [L~-"I-Ic ((~-~LA~°(cI)).~)T]TLDIC(H) ('~ ~k l). (38) 
k~o 
This completes the proof. 
The proof of Corollary 2 follows easily by differentiating (14) with respect 
to z and by postmultiplying by E. 
Proof of Lemma 3. 
which is a function of LD°(hj), j = 1,..., m. Operating continuously by L~r it is 
straightforward to see that each element of L~r~((~/~x La~(c,))B) ~ is a function 
of Lb'(h,); s = 1,..., m,j = 0, 1 .... , k -- 1. Thus differentiating 
by z and postmultiplying it by E gives (16) by the definition of k*. 
Proof of Theorem 1. Using Corollary 1 and Corollary 2 gives 
8=0 k=0 
78 SAHJENDRA N. SINGH 
Forj  ~< di + k*, the first part of this equation iszero in view of Lemma 3 and 
the second part is zero by the definition of k*. Thus 
Lj(c~) ~ = O, j < 4 + k* + 1, i = 1,..., m. 
For j  = di + k* + 1, using Lemma 3 the first part of the sum in (40) gives 
zero and the second part gives 
[ ~ Lai+7¢*+ltc )]/~ 
~ ~J  
k*  k* - - s  k:¢: - T 
: L ( - ' ) ( ' : : '  
Using the definition of k*, (41) gives 
0 La~+k*+l, 1/~ ~ [k*]/rk._o_k. B) r, 
i = 1 .... ,m. (42) 
Thus [(O/~)L)+l~*+l(ci)]JB =7£ 0 at each (~, l) + D O by the nonsingularity of 
E*(z, t) and the definition of d i . The results (17) and (18) follow directly. 
Theorem 3 is straightforward generalization f the result reported in Singh 
and Rugh (1973). 
Proof of Lemma 4. In the following derivation we shall assume that z(t) is a 
. . . . . . . .  d 
given functmn of Ume. Since B* is revertible m D1, L,r°(q),..., L2(c~),..., 
Lx°(c~),..., Lax~(%) are functionally independent functions of the independent 
variables x1 ,..., x~ in D a (Singh and Rugh, 1972). Without loss of generality 
suppose that 
4 =4 ~>d=>~..- >~d~. 
Also suppose that there exists nonzero functional ¢i, i = 2,..., m, such that 
La'+I(" ,~iJ = ¢,(Lx°(q),..., L~(q),..., L°(c,~),..., Lea~(c )). (43) 
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Suppose also that for some nonnegative ntegerj 
r S(q) 
L o L a~+~-I c L a2 o am = ¢1( ~ (q) ' " "  ~r ( 1)' ~r o(q),-..,L~(q) ..... L 2 (c), . . . ,Lr (%)). 
(44) 
Operating (44) by L,~ gives 
dl+J--12 [ -~ (~ Lie(el)) L  +j+lff )
1 =  , , a t  k=0 
- -  Z L]-+a(q)) + ~ ~rx~(c,) (L~+l(c,)). (45) 
~=o '4 ~ "= k=o 
Substituting L~A2+J(q) and L~+~(c~), i = 2. . .  m from (44) and (43) into (45) 
gives 
La~+J+l(q) = ¢l(Ld(q)  ..... L~-~+¢-~(q),..., L~(%),..., r~"(%)), (46) 
where ~b 1 is some nonzero functional. 
• 0 a~+i 0 L y (%) are functionally dependent Thus ff L~r (q),..., L,~ (q) ..... Lx (%) ..... % 
• d l+ j+ 
then those functions and L 2 (q), k ~ 1 are also functionally dependent. 
However, there can be atmost n functionally independent functions in n 
independent variables x 1 ,..., xn, we have that 
m + ~ 4 + 1<2o -- do <~ n, (47) 
i~l 
where K o q- 1 - -  d o is the first nonnegative integer j such that (44) holds. 
The result follows from (47)• 
Proof of Theorem 4. Under the hypothesis of Theorem 4 there exists a 
control law (19) 
r(t) = P@, t) + G(2, t) w(t), (48) 
which decouples the composite system (10). Since det (~/8x) T2TI(~ , t) ~ O, 
the n element of the vector T~TI(~ , t) are n functionally independent functions 
of the independent variables x 1 ..... xn which also implies that there are n 
6431261~-6 
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functionally independent functions in the vector functions TI( ;  , t). (Using 
Lemma 4 gives 
i=1 
By the hypothesis of Theorem 4, k* ~> K o - -  d - -  1, which gives 
K 0 ~< k* + d* + 1. (49) 
Thus the derivatives ofy(t) along the trajectory of (10) are given by (21). By 
applying operator T 2 to (22) gives 
T2Tl(2, t) = T~( y). (50) 
For a given (z, t) E D2, (50) can written as 
T~TI(x ) = T~( :~). (51) 
Under the hypotheses of Theorem 4using Theorem 3gives that T2TI is 
invertible and (51) has a unique solution 
x = (T2T~) -1 T2(y ) (52) 
for all 2~ E R "(leo+l). Since TeT 1 is univalent, it implies that T 1 is univalent 
which can be proved easily. For, suppose TeT 1 is univalent but T~ is not 
univalent. Then for x 1 ~ x2 we have that Tl(xl) -~ Tl(xe) which implies 
T2TI(xl) ~ T2TI(x). But this is a contradiction. Thus for each y ~ Tl(X ) 
(Tl(x) is the range of T1), there exists a unique x~X given by (52). 
Substituting x from (52) into (48) gives the desired decoupling control law. 
Theorem 6 can be similarly proved using Theorem 5. 
ACKNOWLEDGMENTS 
I am indebted to Dr. S. C. Gupta and Dr. W. J. Rugh for the encouragement a d 
advice. I also thank the reviewer for the suggestions to improve the reading of 
this paper. 
RECEIVED: November 17, 1973; REVISED: April 18, •974 
REFERENCES 
FALB, P. L. AND WOLOVICH, W. A. (1967), Decoupling in the design and synthesis of 
multivariable control system, 1EEE Trans. Auto. Contr. AC-12, 651-659. 
FUJISAWA, T. AND KUH, E. S. (1971), Some results on existence and uniqueness of 
solutions of nonlinear networks, IEEE Trans. Circuit Theory CT-18, 501-506. 
NONLINEAR SYSTEMS BY OUTPUT FEEDBACK 81 
GILBERT, E. G. (1969), The decoupling of multivariable systems by state variable 
feedback, S lAM J. Contr. 7, 50-63. 
HowzE, J. W. AND PEARSON, J. B. (1970), Decoupling and arbitrary pole placement in 
linear systems using output feedback, IEEE Trans. Auto. Contr. AC-15, 660-663. 
Kou, S. R., ELLIOTT, D. L., AND TARN, T. J. (1973), Observability of nonlinear 
systems, Inform. Contr. 17, 89-99. 
MORSE, A. S. AND WONHAM, W. M. (1971), Status of noninteraeting control, 1EEE 
Trans. Auto. Contr. AC-16, 568-581. 
NAZAR, S. AND REKASIUS, Z. V. (1971), Decoupling in a class of nonlinear systems by 
state variable feedback, IEEE Trans. Auto. Contr. AC-16, 257-260. 
PORTER, W. A. (1970), Diagonalization and inverses for nonlinear systems, Int. 
J. Contr. 11, 67-:76. 
SILVERMAN, L. M. AND PAYNE, H. J. (1971), Input output structure of linear systems 
with application to the decoupling problem, S IAM J. Contr. 9, 199-233. 
SINGH, S. N. AND RUGH, W. J. (1972), Decoupling in a class of nonlinear systems by 
state variable feedback, Trans. ASME,  Ser G 94, 323-329. 
SINGH, S. N. AND RUOH, W. J. (1973), Decoupling in linear time variable systems by 
output feedback, Int. J. Contr. 17, 321-336. 
SINGtt, S. N. AND RUTH, W. J. (1973), Weak deeoupling in linear and nonlinear systems, 
Automatica 9, 731-738. 
