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We give uniform estimates in the whole complex plane of entire functions of
exponential type less than a certain numerical constant (approximately equal to
0.44) having sufficiently small logarithmic sums. In these estimates the entire
dependence on the function is through its type and logarithmic sum. This result
extends a theorem of Koosis about polynomials and gives a new proof of that
theorem. The proof is based on material related to multiplier theorems, first
obtained by Beurling and Malliavin.  1997 Academic Press
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1. INTRODUCTION
It is well-known that the size of a polynomial p is controlled in the whole
complex plane by the logarithmic integral
|
log+ | p(t)|
t2+1
dt.
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The logarithmic sum
:
log+ | p(n)|
n2+1
can be used, with suitable precautions, for the same purpose (here and
throughout the paper integrals with no limits denote integrals over the
whole real line. Similarly, a sum with no indices denotes a sum over all
integers). The following theorem holds.
Theorem 1.1 [7, p. 520]. There are positive numerical constants ’0 and
} such that for any ’ # [0, ’0] there exists C’>0 with the property that
| p(z)|C’ exp(}’ |z| ), z # C,
for all polynomials p satisfying
:
log+ | p(n)|
n2+1
’.
A special case of this theorem (for even polynomials having real zeros)
was published by Koosis in 1966, see [5], and displays the main difficulties
of the proof. Notice that the restriction to polynomials having (very) small
logarithmic sums is really necessary. Indeed, it is possible to construct a
sequence of polynomials whose logarithmic sums remain bounded and yet
that is not a normal family in the complex plane, see [7, p. 446]. Up to
now only one proof of Theorem 1.1 is known and it is very difficult and
technical. One of the purposes of this paper is to present another and more
transparent proof. See the remarks following the proof of Theorem 1.7,
given in Section 8. The problem of finding a new proof of Theorem 1.1 is
listed as Problem 14.5 in [4].
A generalization of Theorem 1.1 (based on that theorem) to functions of
very small exponential type has been obtained recently.
Theorem 1.2 [10]. There are positive numerical constants ’0 and } such
that for any :, ’ # [0, ’0] there exists C:, ’>0 with the property that
| f (z)|C:, ’ exp(}(:+’) |z| ), z # C,
for all entire functions f of exponential type : satisfying
:
log+ | f (n)|
n2+1
’.
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We shall improve and extend this result to functions of larger exponen-
tial type; see Theorem 1.7.
We conclude this paper by giving an application to weighted approxima-
tion by imaginary exponentials on the integers.
The general problem of describing the behaviour of (analytic) functions
knowing the behaviour on certain subsets has attracted much attention.
See for example [3] or [11]. We also mention the approach of Malliavin
[12].
Definition 1.3. An entire function f is said to belong to the Cartwright
class if it is of exponential type and satisfies
|
log+ | f (t)|
t2+1
dt<.
This class is of fundamental interest in the theory of entire functions and
in numerous applications, such as weighted approximation theory,
quasianalyticity and moment problems. See [11] and the two volumes of
‘‘The Logarithmic Integral’’ by Koosis.
A very deep result about the Cartwright class is a so-called multiplier
theorem of Beurling and Malliavin. Given an entire function f, a multiplier
associated with f is an entire function {0 of exponential type making the
product f bounded on the real axis. What Beurling and Malliavin proved
in 1961 was that if f is of Cartwright class then there exist multipliers of
arbitrary small exponential type associated with f. They also proved a
similar result about weights with finite logarithmic integrals and whose
logarithms are uniformly continuous on the real line. See [1] and also the
later paper [13] by Malliavin.
Theorem 1.2 can be used to deduce the multiplier theorem for functions of
Cartwright class, see [10]. The object of this paper is to show how to deduce
an extension of Theorem 1.2 from a suitable multiplier theorem. Thus, in a
sense, the results of Beurling and Malliavin and of Koosis are equivalent.
As I was told by Professor Koosis, it was Carleson who suggested this.
The main results presented here are based on a quantitative version of
a multiplier theorem. The specific version that we shall apply is due
to Koosis and is obtained by harmonic estimation in slit regions and
investigation of least superharmonic majorants. See [6], [7, Chapter VIII,
Sections A and C] and [8, Chapter XI, Sections B and C].
We shall, given f of Cartwright class of special form and a parameter
A>0, indicate how to obtain a certain pre-multiplier g with the property
that
g+log f0
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on the real line. (In the notation of Malliavin [13], g is called a multiplier
in the wide sense.) The function g is subharmonic. A suitable discretization
of its Riesz measure followed by exponentiation yields a multiplier  of
type A associated with f. We shall not discretize the measure, but study
g in detail. We shall see that the behaviour of g to a large extent depends
only on the parameter A and the type of f. The Riesz measure associated
with g has density w.r.t. Lebesgue measure. There is a uniform bound of
this density on the whole real line given in terms of A and the type of f.
This fact, which we shall make heavy use of, implies the zeros of  to be
separated by a fixed amount. Separation of zeros goes back to [2].
We describe the result of this paper. We mention two relatively easy
results, proved in the next section.
Proposition 1.4. The logarithmic sum converges for any function of
Cartwright class. Moreover, if B0 and [ fk ] is any sequence of functions
of Cartwright class and of exponential type B for which
|
log+ | fk (t)|
t2+1
dt w
k
0,
then
:
log+ | fk(n)|
n2+1
w
k
0.
Proposition 1.5. Any entire function f of exponential type less than ?
having finite logarithmic sum is of zero exponential growth on the real line.
Before stating our main results we need to specify a certain numerical
constant T
*
, approximately equal to 0.4422. We put
T
*
=?M
*
,
where
M
*
= inf
s>0 {
1
s |
?2
0
exp(s(1+sin %)) d%= .
Theorem 1.6. Any entire function f of exponential type <T
*
satisfying
:
log+ | f (n)|
n2+1
<,
belongs to the Cartwright class.
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This theorem is proved in Section 7. In Section 8 we prove the promised
extension of Theorem 1.1.
Theorem 1.7. Given B0<T* and #>0 there is ’0>0 such that for any’’0 there is C’>0 with the property that
| f (z)|C’ exp(B | y |+# |z| ), z # C,
for all entire functions f of exponential type BB0 satisfying
:
log+ | f (n)|
n2+1
’.
The overall strategy we follow is to compare logarithmic sums and
integrals. It turns out to be convenient to work with the following subset
of the Cartwright class.
Definition 1.8. The class A(B) denotes the set of even entire functions
f of Cartwright class and of exponential type B, with f (x)1 on the real
line and with f (0)=1. By A we denote the union of all A(B) for B>0.
For f # A we put
I( f )=|

0
log f (t)
t2
dt
and
S( f )= :

n=1
log f (n)
n2
.
The following comparison theorem (proved in Section 6) is our fundamental
result.
Theorem 1.9. Let B<2T
*
and let [ fk ] be a sequence from A(B) for
which S( fk ) k 0. Then I( fk ) k 0.
2. PRELIMINARY RESULTS
In this section we shall give a few preliminary and basic results. We let
f be of Cartwright class and of exponential type B. A standard
Phragme nLindelo f argument yields the estimate
log | f (z)|B | y |+
1
? |
| y | log+ | f (t)|
|z&t| 2
dt.
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If we substitute z=s+i (s # R) in this relation and integrate on both sides
w.r.t. the Poisson kernel y((x&s)2+y2) it follows that (after a change of
variable)
log | f (z)|B( | y |+2)+
1
? |
| y |+2
(x&t)2+( | y |+2)2
log+ | f (t)| dt. (1)
This, combined with a Phragme nLindelo f argument (as in [7, p. 159162]),
gives:
Proposition 2.1. Let f be of Cartwright class and of exponential type
B. Let m0 and put Cf, m=sup[ | f (x)| | &mxm]. Then
log | f (z)|2B+log+ Cf, m+
9
? ||t|m
log+ | f (t)|
t2+1
dt
+\B+9? ||t|m
log+ | f (t)|
t2+1
dt+ |z|, z # C.
When m=0, the term log+ Cf, m is not needed. As a consequence, any set
of entire functions of Cartwright class for which the types and logarithmic
integrals remain bounded forms a normal family in the complex plane.
Proof of Proposition 1.4. Relation (1) gives us that
:
log+ | f (n)|
n2+1
:
2B
n2+1
+| \: 2(n&t)2+4 }
1
n2+1+ log+ | f (t)| dt
Const \B+| log
+ | f (t)|
t2+1
dt+ .
We have used the estimate
:
1
(n&t)2+1
}
1
n2+1

C
t2+1
,
where C is some numerical constant (this may be verified by replacing the
sum by integrals and using the convolution of Poisson kernels). Therefore
the logarithmic sum converges for any function of Cartwright class. If [ fk ]
is a sequence of functions of Cartwright class and exponential type B for
which
|
log+ | fk(t)|
t2+1
dt w
k
0,
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then [ fk] forms a normal family (by Proposition 2.1) and any subsequence
contains a further subsequence which tends u.c.c. to some entire function h.
Thus, for m>0,
|
m
&m
log+ |h(t)|
t2+1
dt=0,
so we must have |h|1 on the real line. This yields, for any m>0,
:
|n|m
log+ | fk(n)|
n2+1
w
k
0.
As in the above estimate for the logarithmic sum we get
:
|n|>m
log+ | fk (n)|
n2+1
B :
|n|>m
2
n2+1
+C |
log+ | fk(t)|
t2+1
dt
and therefore we see that
:
log+ | fk(n)|
n2+1
w
k
0.
The proposition is proved.
We turn to prove Proposition 1.5. If 4 is a subset of the complex plane
we denote by n4(r) the number of points of 4 having absolute value less
than or equal to r.
Lemma 2.2. Suppose that f : Z  C satisfies
:
log+ | f (n)|
n2+1
<.
Let =>0 and put
4=[n1 | log+ | f (n)|=n].
Then
n4(r)r  0 as r  .
Proof. If the assertion does not hold there is a positive $ and an
increasing sequence [rk] tending to infinity such that n4(rk)$rk for all k.
The assumption on f makes it possible to find N1 such that
:
n>N
log+ | f (n)|
n2+1
<
=$
4
. (2)
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Since rk  , we must have an index k0 such that
n4(rk)&n4(N )
rk

$
2
for all kk0 . This implies, for any kk0 ,
:
n>N
log+ | f (n)|
n2+1
 :
n # 4 & (N, rk ]
log+ | f (n)|
n2+1

=
2
:
n # 4 & (N, r k ]
1
n

=
2
:
n # 4 & (N, rk ]
1
rk

=
2
}
n4(rk)&n4(N )
rk

=$
4
,
contradicting (2). We are done.
Proof of Proposition 1.5. Let =>0 be given and put
4=[n1 | log+ | f (n)|=n].
We construct a sequence [*k] in the following way: we start by taking
*1=inf[m1 | log+ | f (m)|<=m],
and then obtain *k+1 from *k by putting
*k+1=inf[m*k+1 | log+ | f (m)|<=m].
We note that each *k is well-defined because of Lemma 2.2 above. We have
n4(*k)=*k&k.
If we divide by *k on both sides of this equation and use the lemma again,
we see that k*k  1 as k  . We are now set up to apply a theorem of
V. Bernstein (see [3, p. 185]), which gives us
lim sup
x  
log | f (x)|
x
=lim sup
k
log | f (*k )|
*k
=.
But =>0 was arbitrary, and therefore f is of zero exponential growth on
the positive axis. To estimate the growth on the negative axis we repeat the
argument only this time for the function z [ f (&z). The proposition
follows.
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3. CONSTRUCTION OF PRE-MULTIPLIERS
We shall briefly indicate how to construct certain pre-multipliers
associated with a function of Cartwright class. The construction depends
on harmonic estimation in slit regions and investigation of least superhar-
monic majorants. We investigate some of the fundamental properties of the
pre-multipliers.
We fix in all of this section an entire function f # A(B). For each A>0
we consider
F(z)=
1
? |
| y |
|z&t| 2
log f (t) dt&A | y |, z # C. (3)
This is a continuous function in the whole complex plane and its restriction
to the real line is log f (x). It is possible to find a condition on A depending
only on B and the integral I( f ) such that F has a finite superharmonic
majorant in the whole complex plane. The least superharmonic majorant of
F is denoted by MF. For general properties of MF, see [8, p. 363376].
The following fundamental theorem is proved in [8, p. 407409], though it
is not stated exactly in this way.
Theorem 3.1. When
A>I( f )+2eI( f ) \I( f )+?4 B+ ,
F given in (3) has a finite superharmonic majorant in the whole complex
plane and the least superharmonic majorant MF takes the value 0 at the
origin:
MF(0)=0.
Definition 3.2. When A>I( f )+- 2eI( f )(I( f )+B?4),
g(z)#&MF(z)
is called the pre-multiplier associated with f and the parameter A.
In Sections 3, 4 and 5 we shall investigate the properties of g. As pointed
out earlier, it turns out that its behaviour to a large extent depends only
on B and A (or, equivalently, B and I( f )) and not on f.
The pre-multiplier g has the following global Riesz representation.
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Proposition 3.3. We have
g(z)=|

0
log } 1&z
2
t2 } d\(t),
where \ is a positive measure on [0, ) satisfying \(t)Const. t for t0.
Noting that g is even and zero at the origin, the proposition is a conse-
quence of well-known facts about subharmonic functions with Riesz mass
concentrated on the real line and with positive harmonic majorants in the
upper and lower half-planes (for a direct proof, see Problem 57 in [8] and
[8, p. 401]).
By general properties of superharmonic majorants, the function &g is
harmonic where F is harmonic as well as where it is strictly greater than
F (see [8, p. 366, p. 368]). Therefore the support of the Riesz measure \
is contained in the closed set
E=[x0 | g(x)+log f (x)=0].
Since &g is a majorant of F we have
g(x)+log f (x)0 (4)
on the whole real line.
Lemma 3.4. The function
z [ A | y |&g(z)
is non-negative and y [ g(x+iy ) is increasing for y>0 and even.
Proof. Inspection of the integrand log |1&z2t2 | yields everything but
the inequality A | y |&g(z)0. That, however, follows from the fact that
&g is a majorant of
F(z)=
1
? |
|y |
|z&t| 2
log f (t) dt&A | y |.
We are done.
Proposition 3.5. We have, for h>0,
Ah&g(t0+ih)(Ah&g(t+ih))3
for all real t, t0 with |t&t0 |h2.
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Proof. This is a standard application of one of Harnack’s inequalities to
the function z [ Ay&g(z), harmonic and positive in the upper half-plane.
The proposition follows.
Proposition 3.6. The measure \ is absolutely continuous with respect to
Lebesgue measure and
d\(t)
A+B
?
dt.
This proposition is set as Problem 58 in [8]. The assertion is much
stronger than the estimate of \ in Proposition 3.3. More delicate arguments
are required. The proposition will be very important for us.
Corollary 3.7.
g(x+iy)&g(x)(A+B) y, for y0.
Proof. We consider the symmetric extension of \ to the whole real line.
We get
g(x+iy )&g(x)=|

0
log } 1&z
2
t2 } d\(t)&|

0
log }1&x
2
t2 } d\(t)
=
1
2
lim
K   |
K
&K
log \1+ y
2
(x&t)2+ d\(t)
=(12) | log \1+ y
2
(x&t)2+ d\(t)(A+B) y,
and the corollary follows.
We are now going to investigate the behaviour of g(iy)y as y tends to
infinity and as y tends to zero. By Tauberian arguments we then obtain
information about \(t)t as t tends to infinity and as t tends to zero. This
we shall use later on, when estimating the integral 0 (&g(t)t
2) d\(t) from
below. Considering the positive harmonic function Ay&g(z) in the upper
half-plane and recalling that &g is a least superharmonic majorant it is
easy to obtain the following Poisson representation of g (see e.g. [8,
p. 375]):
g(z)=
1
? |
yg(t)
|z&t| 2
dt+Ay. (5)
From this it follows immediately that g(iy )y  A as y  . We need
another simple fact which we shall use several times in this paper.
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Lemma 3.8. The integral
|

0
(&g(t))
t2
dt
is convergent and
lim
y  0+
g(iy)
y
=A&
2
? |

0
(&g(t))
t2
dt.
In particular
1
? |

0
(&g(t))
t2
dt
A
2
.
Proof. By (5),
1
? |
(&g(t))
t2+y2
dt=A&
g(iy )
y
.
Now take any sequence [ yn] decreasing to zero. Monotone convergence
implies that
1
? |
(&g(t))
t2
dt= lim
n  
1
? |
(&g(t))
t2+y2n
dt
= lim
n   \A&
g(iyn )
yn + .
Since g(iy )y0, the limit on the right-hand side (whicha prioricould
be infinite) is finite. Thus 0 (&g(t)t
2 ) dt< and
0 lim
y  0+
g(iy )
y
=A&
2
? |

0
(&g(t))
t2
dt.
The lemma is proved.
Lemma 3.9.
1
y |
y
0
\(t)
t
dt 
A
?
&
2
?2 |

0
(&g(t))
t2
dt as y  0.
Proof. To ease notation we put
C=A&
2
? |

0
(&g(t))
t2
dt.
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Integration by parts and the substitutions y=exp(&x), t=exp(&s) give
us
g(iy )
y
=|

0
2y
t2+y2
\(t)
t
dt
=|
2 exp(&x)
exp(&2s)+exp(&2x)
}
\(exp(&s))
exp(&s)
exp(&s) ds
=| K1(x&s) h(s) ds,
where K1(s)=2(exp(s)+exp(&s)) is integrable w.r.t. Lebesgue measure
on the real line and h(s)=\(exp(&s))exp(&s) is bounded on the real line.
We have
K1@(*)=|
2 exp(i*s)
exp(s)+exp(&s)
ds
=|
2 exp(2s(1+i*)2)
exp(2s)+1
ds
=|

0
t(12)+i (*2)&1
t+1
dt
=1 \12+i
*
2+ 1 \
1
2
&i
*
2+<1(1){0.
Furthermore, K1@(0)=1(12)21(1)=?. Therefore, and by Lemma 3.8,
| K1(x&s) h(s) ds 
C
?
K1@(0) as x  .
Wiener’s Tauberian theorem (see e.g. [14, Theorem 9.7]) now implies that
| K2(x&s) h(s) ds 
C
?
K2@(0) as x  , (6)
where K2 can be any integrable function on the real line. We choose
K2(s)={0exp s
if s>0
if s<0.
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Then K2@(0)=1 and (6) reads
|

0
exp(x&s)
\(exp(&s))
exp(&s)
ds 
C
?
as x  .
The result follows by substituting back y and t.
Proposition 3.10. \ is differentiable at the origin:
\( y )
y

A
?
&
2
?2 |

0
(&g(t))
t2
dt as y  0.
Proof. Let = be a small positive number. We have
=
(1&=)
\( y )
y

1
y |
y
(1&=) y
\(t)
t
dt
=
1
y |
y
0
\(t)
t
dt&
1
y |
(1&=) y
0
\(t)
t
dt.
Therefore (with C having the same meaning as above)
lim inf
y  0
\( y )
y

1&=
=
(1&(1&=))
C
?
=(1&=)
C
?
.
But = was arbitrary, so we must have lim infy  0 \( y )yC?. Similarly
lim sup
y  0
\( y )
y

C
?
,
and we are done.
Proposition 3.11. We have
\(t)
t

A
?
as t  .
Proof. This is a Levinson theorem in a subharmonic setting. It can be
proved by arguing as in the proof of Lemma 3.9.
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4. LOWER BOUNDS
By construction of the pre-multiplier g associated with f # A(B) and the
parameter A we have an upper bound on log f+g on the whole real line.
We need first of all a lower bound in a neighbourhood of the set E, where
log f+g is equal to zero. The lower bound we obtain depends only on B
and A. We recall that A should be greater than the quantity
I( f )+- 2eI( f )(I( f )+B?4),
which depends on both B and the integral I( f ). It is going to be important
for us that it is small when the integral is small and B remains bounded.
We take a harmonic conjugate g~ of g in the upper half-plane and an
entire function q of Cartwright class and exponential type B2 with
q(z) q(z )=f (z).
This is possible because f is non-negative on the real axis (see e.g. [8,
p. 397] or [11, p. 437]). We put
|(z)=exp(( g(z)+ig~ (z))2)
and, for H>0, |H (z)=|(z+iH ). Finally we consider H=|H q. This
function is analytic in the half-plane [ y>&H] and it is readily seen that
|H (x&iy )||H (x+iy )| (7)
for 0< y<H.
Lemma 4.1. We have
- f (x) ||(x)||H (x)|exp((A+B) H2) - f (x) ||(x)|, x # R.
Proof. This follows at once from Corollary 3.7 and Lemma 3.4.
Lemma 4.2. For real x we have the following estimate
|$H (x)|
2
?H
} |
?2
0
exp \(A+B) H(1+sin %)2 + d%.
Proof. This is based on Cauchy estimates. The function log |H (z)| is
subharmonic in the half-plane [ y>&H] and is bounded by (A+B) H2
on the real line (Lemma 4.1 above). Since also
lim sup
y  
log |H (iy)|
y

A+B
2
,
531ENTIRE FUNCTIONS AND LOGARITHMIC SUMS
File: 580J 304616 . By:DS . Date:20:05:97 . Time:08:13 LOP8M. V8.0. Page 01:01
Codes: 2225 Signs: 1064 . Length: 45 pic 0 pts, 190 mm
a standard Phragme nLindelo f argument yields the estimate
log |H (z)|(A+B) H2+(A+B) y2, y0.
Cauchy’s theorem and this relation yield, for 0<r<H and x # R,
|$H (x)|
1
2? |
?
&?
|H (x+r cos %+ir sin %)|
r
d%

exp((A+B) H2)
?r |
?
0
exp \(A+B)r sin %2 + d%.
Letting r  H we obtain the lemma.
We are interested in a good upper bound on |$H (x)|. From this bound
we shall, as will become clear later, obtain the upper bound on the type in
Theorem 1.7. As mentioned in Section 1 we put
M
*
= inf
s>0 {
1
s |
?2
0
exp(s(1+sin %)) d%= ,
and
T
*
=?M
*
.
A numerical approximation of M
*
(using a computer program of Anton
Jensen) yielded the value M
*
r7.1047 so that T
*
is about 0.4422.
Proposition 4.3. Given any number B less than 2T
*
, we have, for suf-
ficiently small values of A, a positive constant C only depending on A and B
such that
log f (x)+g(x)&C
for all real x with |x&E |12.
Proof. Pick x0 # E and suppose that |x&x0 |12. The estimate of
|$H | above yields
|H (x)&H (x0)|
A+B
2?
}
2
(A+B)H |
?2
0
exp \(A+B)H2 (1+sin %)+ d%.
By choosing H=H
*
, the value of H which makes
2
(A+B)H |
?2
0
exp \(A+B)H2 (1+sin %)+ d%=M* ,
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we obtain
|H
*
(x)||H
*
(x0)|&
A+B
2?
M
*
and hence by Lemma 4.1
|H
*
(x)|1&
A+B
2?
M
*
.
We see that we have a strictly positive lower bound provided B<2T
*
and
A is sufficiently small. In that event, Lemma 4.1 shows that we also have
a strictly positive bound on - f (x) |(x). The proposition follows.
Theorem 4.4. Suppose that B<2T
*
and let f # A(B). If A is sufficiently
small there is a positive constant C, depending only on A and B such that,
for m>0,
:
nm
log f (n)
n2
&
C
m
+
1
24 |

m
(&g(t))
t2
d\(t).
Proof. We fix an n with |n&E |12. Since the support of \ is un-
bounded there exist arbitrarily large positive integers n with this property.
When B<2T
*
and A is sufficiently small there is (Proposition 4.3) a con-
stant C, only depending on A and B, such that
log f (n)&C+(&g(n)).
The measure \ has, by Proposition 3.6, density w.r.t. Lebesgue measure,
bounded by (A+B)?, so
log f (n)
n2
&
C
n2
+
?
2(A+B) |
n+12
n&12
(&g(n))
t2
d\(t).
In this estimate we would like to replace &g(n) by &g(t). There is a trick for
this. Since y [ g(n+iy ) is increasing for y0 we have &g(n)&g(n+i ).
The values &g(t+i ), |t&n|12 are controlled by Proposition 3.5 and
we get
A&g(n+i )(A&g(t+i ))3,
so that &g(n)(A&g(t+i ))3&A. Corollary 3.7 then gives
&g(n)(&B&g(t))3&A.
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Therefore
log f (n)
n2
&
C
n2
+
?
2(A+B) |
n+12
n&12
1
t2 \&
B
3
&A&
g(t)
3 + d\(t)
=&
C
n2
+
?
6(A+B) |
n+12
n&12
(&g(t))
t2
d\(t),
with some other constant C, depending only on A and B. We now estimate
the sum
:
nm
log f (n)
n2
from below by using the estimate we have just obtained on those terms for
which |n&E |12. In this way we get
:
nm
log f (n)
n2
& :
nm
C
n2
+
?
12T
*
:
nm
|
n+12
n&12
(&g(t))
t2
d\(t)
=&
C
m
+
?
12T
*
|

m&12
(&g(t))
t2
d\(t),
with some constant C depending only on A and B. We have used that \
has no mass on those intervals (n&12, n+12) where |n&E |>12. Since
T
*
2?, the theorem is proved.
What this theorem gives us is a lower bound on the logarithmic sum of
f in terms of an integral involving the associated pre-multiplier g. For this
reason we study the integral
|

0
(&g(t))
t2
d\(t)
in the next section.
5. ENERGY
In this section we obtain a lower bound on the integral 0 (g(t)t
2) d\(t).
This bound depends only on B and I( f ), and not on the particular
function f.
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Theorem 5.1. For the pre-multiplier g we have
|

0
(&g(t))
t2
d\(t)
AI( f )
2?
.
The procedure we follow uses a so-called energy integral associated with
certain real Green potentials. It was Beurling and Malliavin who first used
energy in similar settings. For an introduction to these energy integrals we
refer to [7, pp. 484485, pp. 566568] (and [8, Chapter XI, Section C.4]).
We consider the space G of real Radon-measures { on the half-line
[0, ), without point mass at the origin, making the integral
|

0
|

0
log }x+tx&t } |d{(x)| |d{(t)|
convergent. When { # G we put
u{(z)=|

0
log } z+tz&t } d{(t). (8)
This function is defined a.e. on the real line. If u{#0 then { must vanish
identically. In fact,
(u{ 1 , u{2 ) [ |

0
|

0
log }x+tx&t } d{1(x) d{2(t)
defines a non-degenerate inner product on the real Green potentials formed
by the functions (8). We denote by H the abstract completion of this inner
product space in the corresponding metric.
Returning to the pre-multipliers, integration by parts shows (see e.g. [7,
p. 474])
g(x)=|

0
log } 1&x
2
t2 } d\(t)=&x |
 
 0
log }x+tx&t } d \
\(t)
t + .
Here we have used arrows to denote an improper integral, defined by
taking limits. The above implies, at least formally, that
|

0
(&g(x))
x2
d\(x)=|

0
(&g(x))
x {d \
\(x)
x ++
\(x)
x2
dx=
=|

0
|
 
 0
log } x+tx&t } d \
\(t)
t + d \
\(x)
x +
+|

0
(&g(x))
x2
\(x)
x
dx.
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We are going to show that the first term in the last expression is 0, in
this way obtaining a lower bound for the integral 0 (&g(x)x
2 ) d\(x).
The second term in the last expression can be computed refering to the
appendix.
The Hilbert space H is used when we want to assign an ‘‘energy’’ to the
‘‘measure’’ d( \(t)t) on the positive axis. Here ‘‘measure’’ and ‘‘energy’’ are
put in quotation marks because the positive and negative parts of d( \(t)t)
both have infinite total variation and especially because
|

0
|

0
log }x+tx&t } } d \
\(t)
t +} } d \
\(x)
x +}
diverges. We argue as follows.
Denote by \n the restriction of \ to the interval [1n, n],
\n(t)=|
[0, t] & [1n, n]
d\(s),
and take
Qn(t)=
1
t |
n
1n
log } 1& t
2
x2 } d\(x) (9)
=
1
t |

0
log } 1& t
2
x2 } d\n(x) (10)
=&|

0
log }x+tx&t } d \
\n(x)
x + . (11)
Lemma 5.2. The measure
d \\n(x)x +
belongs to G.
Proof. This is not difficult and only makes use of the fact that
0, t<1n,
} d \\n(t)t +}{c dt, t # [1n, n],(ct2) dt, t>n,
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for some positive constant c. Using this we see that
|

0
|

0
log }x+tx&t } } d \
\n(x)
x +} } d \
\n(t)
t +}
is bounded by
|
n
1n
|
n
1n
log }x+tx&t } c dt c dx+|
n
1n
|

n
log }x+tx&t }
c
t2
dt c dx
+|

n
|
n
1n
log }x+tx&t } c dt
c
x2
dx+|

n
|

n
log }x+tx&t }
c
t2
dt
c
x2
dx.
Each of these integrals is easily seen to be finite, e.g. by using the fact
that
|

0
log }x+tx&t }
dt
t
=
?2
2
.
The lemma is proved.
Lemma 5.3. There exists a constant K>0 such that
|Qn(t)|K
for all t>0 and n1.
Proof. We have by (9), combined with Proposition 3.6
|tQn(t)|= } |
n
1n
log } 1& t
2
x2 } d\(x) }

A+B
? |

0 } log } 1&
t2
x2 } } dx
=
(A+B) t
? |

0 } log } 1&
1
s2 } } ds=Kt.
The lemma follows.
We shall now show that the energy associated with d( \n(x)x) remains
bounded as n tends to infinity. The method used to prove the above
Lemma 5.2 is not going to give us anything; we have to take into account
all the cancellation that takes place.
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Lemma 5.4. &Qn& remains bounded as n tends to infinity.
Proof. By (11),
&Qn&2=|

0
|

0
log }x+tx&t } d \
\n(x)
x + d \
\n(t)
t +
=|

0
(&Qn(t)) d \\n(t)t +
=|

0
(&Qn(t))
t
d\n(t)+|

0
Qn(t)
\n(t)
t2
dt.
We have used Lemma 5.3 in order to split the integral into two parts.
Proposition A.3 (in the appendix) can be applied for computing the
second term, which comes out to be zero. The first term is equal to
n1n (&Qn(t)t) d\(t). Note that
&tQn(t)=&|
n
1n
log } 1& t
2
x2 } d\(x)
=&|

0
log }1& t
2
x2 } d\(x)
+|
1n
0
log } 1& t
2
x2 } d\(x)+|

n
log } 1& t
2
x2 } d\(x).
When tn and xn, |1&t2x2 |1. Thus (for tn)
&tQn(t)&g(t)+|
1n
0
log } 1& t
2
x2 } d\(x).
This implies
|
n
1n
(&Qn(t))
1
t
d\(t)|
n
1n \&g(t)+|
1n
0
log } 1& t
2
x2 } d\(x)+
1
t2
d\(t)
|

0
(&g(t))
t2
d\(t)+|
n
1n
|
1n
0
log }1& t
2
x2 } d\(x)
1
t2
d\(t).
Here the first term is finite and independent of n because of Lemma 3.8 (or
simply because \ is supported on the set where &g(x)=log f (x) and has
a bounded RadonNikodym derivative) and we turn to the second,
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|
n
1n
|
1n
0
log } 1& t
2
x2 } d\(x)
1
t2
d\(t)
|
n
1n
|
1n
0
log \1+ t
2
x2+ d\(x)
1
t2
d\(t)
\A+B? +
2
|
n
1n
|
1n
0
log \1+ t
2
x2+ dx
1
t2
dt
=\A+B? +
2
|
n
1n
|
1nt
0
log \1+ 1s2+ ds
1
t
dt
=\A+B? +
2
|
1
1n2
|
y
0
log \1+ 1s2+ ds
1
y
dy
\A+B? +
2
|
1
0
|
y
0
log \1+ 1s2+ ds
1
y
dy
=\A+B? +
2
|
1
0
|
1
s
log \1+ 1s2+
1
y
dy ds
=\A+B? +
2
|
1
0
log(1+s&2) |log s| ds,
a finite quantity. The lemma is proved.
Proposition 5.5. We have the inequality
|

0
(&g(t))
t2
d\(t)|

0
(&g(t))
t2
\(t)
t
dt.
Proof. By the lemma above and weak compactness, a subsequence
[Qnk ] tends weakly to some element Q in our Hilbert space H. Therefore,
&Q&2=lim
k
(Q, Qnk ). (12)
Weak convergenceagainand relation (11) imply
(Q, Qnk ) =lim
l
(Qnl , Qnk )
=lim
l |

0
(&Qnl (t)) d \\nk(t)t + .
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As noted before (Lemma 5.3) |Qnl (t)|K for all positive t and all l.
Dominated convergenced(\nk(t)t) is a finite measureyields
lim
l |

0
(&Qnl(t)) d \
\nk(t)
t +=|

0
(&g(t))
t
d \
\nk(t)
t + .
Therefore
|

0
(&g(t))
t
d \
\nk(t)
t +=(Q, Qnk ) ,
and hence
|

0
(&g(t))
t2
d\nk(t)=|

0
(&g(t))
t
d \
\nk(t)
t ++|

0
(&g(t))
t2
\nk(t)
t
dt
=(Q, Qnk )+|

0
(&g(t))
t2
\nk(t)
t
dt.
If we let k tend to infinity, the integral in the first expression tends to
|

0
(&g(t))
t2
d\(t)
(monotone convergence) and by the same token the integral in the last
expression tends to
|

0
(&g(t))
t2
\(t)
t
dt.
Relation (12) then yields
|

0
(&g(t))
t2
d\(t)=&Q&2+|

0
(&g(t))
t2
\(t)
t
dt.
We are done.
Proof of Theorem 5.1. By combining Proposition 5.5 and Proposition
A.3 we get
|

0
(&g(t))
t2
d\(t)
1
? |

0
(&g(t))
t2
dt {A&1? |

0
(&g(t))
t2
dt= .
Since &g(t)log f (t), the first integral on the right hand side is greater
than I( f ). The expression inside the brackets is, by Lemma 3.8, greater
than A2. The theorem is proved.
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6. COMPARISON OF SUMS AND INTEGRALS
In this section we prove Theorem 1.9. This is the main ingredient in
proving (a generalization of ) Theorem 1.1. We shall investigate sequences
of entire functions whose types remain bounded and whose logarithmic
sums tend to zero. We need some lemmas.
Lemma 6.1. Let [ fk] be a sequence from A and suppose that fk k f
u.c.c. for some entire function f. Then, for m>0,
|
m
0
log fk(t)
t2
dt w
k |
m
0
log f (t)
t2
dt.
Proof. Since fk&1 is non-negative on the real axis, we can take an
entire function qk of Cartwright class without zeros in the upper half-plane
such that
fk(z)=1+z2qk(z) qk(z )
(see [7, p. 55] or [11, p. 437]). Notice that
qk(z) qk(z ) wk h(z)#
f (z)&1
z2
u.c.c.
(z=0 does not give any problems because of the maximum principle and
because the right side, like the fk(z), must also be entire). In particular
|qk(t)|2 k h(t) uniformly for t # [0, m]. Therefore, and because
|log a&log b||a&b|
for all a, b1,
} |
m
0
log fk(t)&log f (t)
t2
dt }|
m
0
| fk(t)&f (t)|
t2
dt
=|
m
0
| |qk(t)| 2&h(t)| dt wk 0.
The lemma is proved.
Lemma 6.2. Suppose B<2T
*
. There is no sequence [ fk] from A(B)
satisfying S( fk ) k 0 and for which all integrals I( fk ) have a common
strictly positive value, provided that value is sufficiently small.
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Proof. Suppose that we have such a sequence [ fk ]. Let a denote the
common value of all the integrals,
I( fk )=a
for all k. As mentioned in Section 2 the sequence [ fk] forms a normal
family and any subsequence of these contains a further subsequence
tending u.c.c. to some entire function of exponential type B+9a?<?.
This limit function takes the value 1 at all integers. Application of Carlson’s
theorem (see [11, p. 168]) shows that the limit function equals 1 identi-
cally. Therefore,
fk wk 1 u.c.c.
and also, by Lemma 6.1,
|
m
0
log fk(t)
t2
dt  0 (m>0). (13)
We choose now
A=A(a, B)=2a+2ea \a+?4 B+2a,
where a is the common value of all the integrals I( fk ) and we construct
the pre-multipliers gk from fk and this A. We note that A only depends on
a and B, and hence not on k. When A, or equivalently a, is small enough
there is by Theorem 4.4 a positive constant C, depending only on a and B,
such that
:
nm
log fk(n)
n2
&
C
m
+
1
24 |

m
(&gk(t))
t2
d\k(t).
We have from Theorem 5.1
|

m
(&gk(t))
t2
d\k(t)=|

0
(&gk(t))
t2
d\k(t)&|
m
0
(&gk(t))
t2
d\k(t)

aA
2?
&|
m
0
(&gk(t))
t2
d\k(t).
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The integral in the last expression tends to zero as k tends to infinity.
Indeed, \k is supported on the set where &gk(t)=log fk(t) and (as used
many times) d\k (t)((A+B)?) dt, so that
|
m
0
(&gk(t))
t2
d\k(t)
A+B
? |
m
0
log fk(t)
t2
dt.
Then we refer to the relation (13). Choosing m very large, it now follows
that
lim inf
k
S( fk)>0.
The lemma is proved.
Proof of Theorem 1.9. We argue by contradiction and suppose that we
have a sequence [ fk] from A(B), B<2T* , for which S( fk) k 0 and yet
I( fk) some positive =. We put
fk, m(z)=1+(zm)2 fk(z).
We take a positive number a<=2, so small that there is no sequence from
A(B) whose logarithmic sums tend to zero and whose logarithmic integrals
all take the value a (Lemma 6.2). Fixing k we adjust m=mk so as to have
I( fk, mk )=a.
This is possible because m [ I( fk, m) is a continuous function for m>0,
tending to 0 as m   (and to infinity as m tends to zero). We claim that
the sequence [mk] must tend to infinity. Suppose that some subsequence
remains bounded. We may assume (by relabeling) that mkm for all k.
Then fk, mk (x)fk(x) for |x|m, so that
|

m
log fk(x)
x2
dxI( fk, mk )=a.
Furthermore, fk, mk(x)fk, m(x) for real x, so, since [ fk, mk ] forms a normal
family in the complex plane, there is a constant C such that
Cfk , m=sup[ | fk(x)| | &mxm]C
for all k. From Proposition 2.1 we obtain the following estimate
log | fk(z)|B( |z|+2)+log+ C+(9?) a( |z|+1).
Therefore [ fk ] is a normal family in the complex plane and a certain sub-
sequence (which we relabel as [ fk]) tends u.c.c. to some entire function h
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of exponential type B+(9?)a. The conditions on B and a imply that h
is of type less than ?. Since S( fk) k 0, h takes the value 1 at all integers.
By Carlson’s theorem, h#1. By Lemma 6.1 we see that
|
m
0
log fk(t)
t2
dt w
k
0.
For all large k we will then have
I( fk )=|
m
0
log fk(t)
t2
dt+|

m
log fk(t)
t2
dt2a<=.
This contradicts the supposition that I( fk)= for all k. The claim follows
and then Lebesgue’s theorem on dominated convergence gives
S( fk, mk ):

1
log(1+(nmk)2)
n2
+S( fk) wk 0.
By construction, I( fk, mk )=a for all k, and this contradicts, as noticed
earlier, Lemma 6.2. The theorem is proved.
7. FUNCTIONS OF EXPONENTIAL TYPE HAVING
FINITE LOGARITHMIC SUMS
To recall, Theorem 1.6 says that any entire function f of type less than
T
*
with finite logarithmic sum belongs to the Cartwright class.
Proof of Theorem 1.6. We suppose on the contrary that there is an
entire function f of type B<T
*
having finite logarithmic sum and infinite
logarithmic integral. We put fk(z)=f (z)k and obtain in this way a
sequence [ fk] of entire functions of exponential type B<T* with the
following properties (without loss of generality),
:
log+ | fk(n)|
n2+1
1k
and
|
log+ | fk(x)|
x2+1
dx=
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for all k. By Proposition 1.5 we see that each fk is of zero exponential
growth on the real axis. A standard Phragme nLindelo f argument yields
the estimates (for each k and each =>0)
| fk(z)|Ck, = exp(B | y |+= |z| ), z # C. (14)
Choosing D strictly between B and T
*
, we claim that there is a sequence
of entire functions [.k] belonging to A(2D) with S(.k)  0 and
I(.k)   as k tends to infinity. Let us proceed to construct those func-
tions. Fixing k we note that at least one of the following two integrals is
divergent (for any M>0):
|
log(1+x2 | fk(x)+fk(&x)| 2M 2)
x2+1
dx, (15)
|
log(1+| fk(x)&fk(&x)|2M2)
x2+1
dx. (16)
We construct the weight
Wk(x)=(1+x2)(1+x2 | fk(x)| 2).
Note that fk # CWk (R)=[h # C(R) | h(x)Wk(x)  0 as x  \], because
| fk(x)|
Wk(x)
=
1
(x2+1) 2 |x|
}
2 |x| | fk(x)|
1+x2 | fk(x)| 2

1
(x2+1) 2 |x|
.
Choose now any D strictly between B and T
*
. Because of relation (14), the
theorem on p. 215 of [7] (which goes back to L. de Branges) gives us a
sequence [ gn] of entire functions gn , of type D and bounded on the real
axis, such that
sup
x # R {
| gn(x)&fk(x)|
Wk(x) = 0 as n  . (17)
First of all (17) implies that gn  fk u.c.c. on the real line as n tends to
infinity and also (by dominated convergence)
:
log+ | gn(m)|
m2+1
 :
log+ | fk(m)|
m2+1
as n tends to infinity. Knowing this we may choose a positive integer nk
such that for all nnk ,
:
log+ | gn(m)|
m2+1
2k.
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The elementary lemma on p. 519 in [7] (which is really only about
sequences of numbers) now gives us an Mk>0 such that
:

m=1
1
m2
log \1+ m
2
M2k
| gn(m)+gn(&m)| 2+12k
and
:

m=1
1
m2
log \1+ 1M2k | gn(m)&gn(&m)| 2+
12
k
for all nnk . We put, with gn*(z)=gn(z ),
in(z)=1+z2( gn(z)+gn(&z))( gn*(z)+gn*(&z))M2k ,
jn(z)=1+( gn(z)&gn(&z))( gn*(z)&gn*(&z))M2k
and note that they belong to A(2D). Returning to (15) and (16) we see
that we can choose Ck>0 such that one of the following two integrals
|
Ck
&Ck
log(1+x2 | fk(x)+fk(&x)|2M2k)
x2+1
dx,
|
Ck
&Ck
log(1+| fk(x)&fk(&x)| 2M 2k)
x2+1
dx
is k+1. Since
in(x)  1+x2 | fk(x)+fk(&x)| 2M2k u.c.c. on R
and
jn(x)  1+| fk(x)&fk(&x)| 2M2k u.c.c. on R
as n tends to infinity, we may choose Nknk such that one of the integrals
|
Ck
&Ck
log iNk (x)
x2+1
dx,
|
Ck
&Ck
log jNk (x)
x2+1
dx
is k. We take .k to be iNk or jNk according to which of these logarithmic
integrals is k. By construction, .k # A(2D), S(.k)12k and I(.k)k.
No such sequence [.k] exists by Theorem 1.9, and we have obtained a
contradiction. In this way the theorem follows.
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8. UNIFORM ESTIMATES BY LOGARITHMIC SUMS
Theorem 1.9 can be reformulated as follows: given B<T
*
and =>0
there is ’>0 such that for all f # A(B) satisfying S( f )’ we have
I( f )=. We shall use this formulation in the proof of Theorem 1.7 below.
First, a simple lemma:
Lemma 8.1. Let f # A(B), BB0 . Then the following estimate holds, for
any $ # (0, ?2),
log | f (z)|B | y |+(B0 tan $+I( f ) L($)) |z|.
Here L($)=(2?)(sin $)&2 (1+tan $).
Proof. We have
log | f (z)|B | y |+
1
? |
| y | log f (t)
|z&t| 2
dt.
Put
S1=[z # C | arg z # [&$, $]],
V1=[z # C | arg z # [$, ?&$]]
and S2=&S1 , V2=&V1 . When z # V1 _ V2 , |z&t||t| sin $, so that
log | f (z)|(B+(2?)(sin $)&2 I( f )) | y |. (18)
On the boundary of S1 we will then have
log | f (z)|(B+(2?)(sin $)&2 I( f )) (tan $)x. (19)
An application of Phragme nLindelo f ’s principle gives us that (19) holds
throughout S1 . A similar estimate holds throughout S2 , so that
log | f (z)|(B+(2?)(sin $)&2 I( f )) (tan $) |x|
throughout S1 _ S2 . Taking into account the relation (18) we see that
log | f (z)|B | y |+(B tan $+(2?)(sin $)&2 (tan $+1) I( f )) |z|
for all z # C. The lemma is proved.
Proof of Theorem 1.7. Theorem 1.6 shows that any entire function of
type less than T
*
having finite logarithmic sum belongs to the Cartwright
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class. We are able to reduce the problem to functions in the class A.
Indeed, given f of Cartwright class and of type BB0 , with
:
log+ | f (n)|
n2+1
’,
there is positive constant M’ , depending only on ’, such that the two func-
tions in A(2B),
f1(z)=1+(zM’ )2 ( f (z)+f (&z))( f (z )+f (&z )),
f2(z)=1+(1M’)2 ( f (z)&f (&z))( f (z )&f (&z ))
satisfy S( f1)6’, S( f2)6’. From uniform estimates of f1 and f2 it is
not difficult to obtain similar estimates of f (z)\f (&z) and hence of f, see
[7, pp. 521522].
We thus restrict ourselves to functions f belonging to A(D), D
2B0<2T* and for any such function we shall obtain
| f (z)|exp(D | y |+# |z| ).
Let # be given. Choose $>0 and then ’0>0 such that
B0 tan $+I( f ) L($)#
for any f # A(D) with S( f )’0 . This is where we use the comparison
theorem Theorem 1.9. By the lemma above this yields
| f (z)|exp(D | y |+# |z| ).
The theorem is proved.
Remark 8.2. The best upper bound one can hope for in Theorem 1.7 is
? (consider fk(z)=k sin(?z) as k tends to infinity). The bound T* obtained
here comes from the Cauchy estimates in Lemma 4.2.
Since polynomials are a special kind of entire functions of exponential
type zero, Theorem 1.1 easily follows. To see that the # above can be
replaced by }’ (} being an absolute constant), we go back to polynomials
in A. We claim that there are positive constants ’0 and } such that for any
polynomial p in A with S( p)’0 we have
I( p)S( p)}.
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If not, we have a sequence [ pk] satisfying S( pk) k 0 and I( pk)kS( pk).
Putting
qk(z)=(pk(z))[1(kS( pk ))]
(the square brackets denoting the integer part) we obtain S(qk) k 0 and
I(qk)1&I( pk).
Therefore not both sequences I(qk) and I( pk) can tend to zero, contra-
dicting Theorem 1.9. Then one applies an integral estimate like the one
given in Proposition 2.1.
Theorem 1.6 is not needed to treat the polynomial case. The comparison
theorem, Theorem 1.9, is somewhat easier to obtain for polynomials. This
is mainly because a polynomial is of exponential type zero, making it
possible to bring in large powers of the polynomial.
9. WEIGHTED APPROXIMATION ON THE INTEGERS
The main result of this paper makes it possible to obtain a discrete
analogue of Akhiezers theorem about approximation by sums of imaginary
exponentials, see [7, p. 174].
Given a function W1 defined on the integers, we consider the Banach
space
CW=[.: Z  C | |.(n)|W(n)  0 as |n|  ]
with norm &.&=supn |.(n)|W(n). We shall assume that W(n)   as
|n|  .
Let EB denote the set of entire functions of exponential type B, bounded
on the real axis. Since W(n)   as |n|  , (the restrictions of) functions
in EB belong to the space CW . When B<T* it is possible to give a complete
solution to the question about density of the linear span of imaginary
exponentials [exp(i*x) | &B*B], or, what is the same, density of EB in
terms of the Akhiezer function
W
*
(n)=sup[ |h(n)| | h # EB and &h&1].
The result about polynomials (Theorem 1.1) implies a similar result about
density of polynomials, see [7, p. 522].
Theorem 9.1. For B<T
*
, the space EB is dense in CW if and only if
:
log W
*
(n)
n2+1
=.
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Proof. This is similar to the one for polynomials. The ‘‘if ’’ part does not
depend on Theorem 1.7 and is not difficult. It holds for any positive B. For
the ‘‘only if ’’ part we assume that
:
log W
*
(n)
n2+1
<
and show that the Kronecker delta (1 at the origin and 0 elsewhere) cannot
be approximated by functions of EB . Suppose that we have a sequence of
entire functions [ fk ] from EB tending to the Kronecker delta in CW . From
this, and the assumption on W
*
, it is easy to see that
:
log+ | fk(n)|
n2+1
w
k
0.
Therefore, by Theorem 1.7, we have the estimate (for any given #)
| fk(z)|C’ exp((B+#) |z| ),
whenever
:
log+ | fk(n)|
n2+1
’’0 .
Thus the sequence [ fk ] forms a normal family in the complex plane and
a subsequence converges u.c.c. to some entire function f of exponential type
less than or equal to B+#. This function takes the value one at the origin
and vanishes at all other integers. An application of Carlson’s theorem (to
zf (z)) yields f#0. That is a contradiction and (this part of ) the theorem
is proved.
When EB is not dense in CW , de Branges has found a beautiful description
of the so-called extremal annihilating measures in terms of entire functions
of Cartwright class (see [7, p. 192]). It is in fact a characterization, see [9].
De Branges’ theorem together with Theorem 1.7 lead to the following:
Theorem 9.2. If B<T
*
and
:
log W(n)
n2+1
<,
then there exists an entire function S of Cartwright class with the property
that
:
*
W(*)
|S$(*)|
<.
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Here [*]Z denotes the zeros of S, all of which are simple. Furthermore,
lim
y  \
log |S(iy)|
| y |
=B.
An application similar to Theorem 9.1 is the following
Theorem 9.3. Let W1 and suppose that  (log W(n))(n2+1)<.
For each B<T
*
there is a non-zero infinitely differentiable 2?-periodic
function f of the form
f (t)=: cneint,
where  |cn | W(n)<, with the property that f#0 on [&B, B].
Proof. We put M(n)=max[W(n), exp - |n|] and note that we still
have
:
log M(n)
n2+1
<.
As in the proof of Theorem 9.1 we see that $ (the Kronecker delta) cannot
be approximated in CM by functions from EB . Therefore the HahnBanach
theorem gives us an integer indexed sequence [#n] with  |#n |< such
that
#0
M(0)
=:
$(n)
M(n)
#n>0,
while, for any t # [&B, B],
:
eitn
M(n)
#n=0.
Put cn=#n M(n). Since W(n)M(n) and also |n|kConst M(n) for any
k0, the theorem follows.
10. APPENDIX: A COMPUTATION
This appendix is devoted to the computation of a certain integral. That
makes it sound quite technical and so it is.
551ENTIRE FUNCTIONS AND LOGARITHMIC SUMS
File: 580J 304636 . By:DS . Date:20:05:97 . Time:08:13 LOP8M. V8.0. Page 01:01
Codes: 1976 Signs: 816 . Length: 45 pic 0 pts, 190 mm
We let + denote a positive measure on [0, ), absolutely continuous
w.r.t. Lebesgue measure. Its RadonNikodym derivative should be bounded
on finite intervals and + should further satisfy
+(t)Ct
for all t0 and some constant C. When = and R are positive we put
F=, R(t)=|
R
=
log } x+tx&t }
+(x)
x2
dx
=|
Rt
=t
log } !+1!&1 }
+(t!)
t!
d!
!
.
Lemma A.1. The function F=, R is absolutely continuous on the positive
real line, meaning that
F=, R(t)=|
t
=
f (s) ds+F=, R(=),
where f is the following locally integrable function
f (s)=
1
s |
R
=
log }x+sx&s } d \
+(x)
x +&
1
s
log }R+sR&s }
+(R)
R
+
1
s
log } =+s=&s }
+(=)
=
.
Proof. By inspection we see that f is locally integrable on (0, ). Let
us compute
|
t
=
1
s |
R
=
log }x+sx&s } d \
+(x)
x + ds.
By Fubini’s theorem this equals
|
R
=
|
t
=
log }x+sx&s }
ds
s
d \+(x)x +=|
R
=
|
tx
=x
log } 1+s1&s }
ds
s
d \+(x)x + .
The function
G(u)=|
u
1
log } 1+s1&s }
ds
s
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is absolutely continuous on (0, ), so it is possible to perform integration
by parts on the last integral. We thus get
_+(x)x |
t
=
log }x+sx&s }
ds
s &=
R
&|
R
=
+(x)
x {
&t
x2
log } 1+tx1&tx }
1
tx
&
&=
x2
log } 1+=x1&=x }
1
=x= dx
=
+(R)
R |
t
=
log }R+sR&s }
ds
s
&
+(=)
= |
t
=
log } =+s=&s }
ds
s
+|
R
=
log }x+tx&t }
+(x)
x2
dx&|
R
=
log }x+=x&= }
+(x)
x2
dx,
and the lemma follows.
Lemma A.2 (Integration by parts).
|
R
=
|
R
=
log }x+tx&t } d \
+(t)
t +
+(x)
x2
dx=
+(R)
R
F=, R(R)&
+(=)
=
F=, R(=).
Proof. To ease notation we write F instead of F=, R . Fubini’s theorem
and integration by parts give
|
R
=
|
R
=
log }x+tx&t } d \
+(t)
t +
+(x)
x2
dx
=|
R
=
|
R
=
log }x+tx&t }
+(x)
x2
dx d \+(t)t +
=|
R
=
F(x) d \+(x)x +
=_+(x)x F(x)&=
R
&|
R
=
+(x)
x
f (x) dx
=2
+(R)
R
F(R)&2
+(=)
=
F(=)
&|
R
=
|
R
=
log }x+tx&t } d \
+(x)
x +
+(t)
t2
dt.
The integral in the last expression is, however, the same as the one we
started computing, and we are done.
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Proposition A.3. If
x [ \& 1x2 |

0
log } 1&x
2
t2 } d+(t)+
+(x)
x
is integrable w.r.t. Lebesgue measure on the positive line and if
+(t)
t
{c0c1
for t  0
for t  ,
we have the formula
|

0 \&
1
x2 |

0
log } 1&x
2
t2 } d+(t)+
+(x)
x
dx=
?2
4
(c21&c
2
0).
Proof. For =, R>0 the assumed integrability implies that
|

0 \&
1
x2 |

0
log } 1&x
2
t2 } d+(t)+
+(x)
x
dx
=|
R
= \&
1
x2 |

0
log } 1&x
2
t2 } d+(t)+
+(x)
x
dx+$(=)+$(R), (20)
where $(=)  0 as =  0 and $(R)  0 as R  . Integration by parts gives,
&
1
x2 |

0
log } 1&x
2
t2 } d+(t)=
1
x |
 
 0
log }x+tx&t } d \
+(t)
t + .
Here we have used ‘‘  0’’ and ‘‘  ’’ to indicate that the integral is
improper, and thus is defined by taking limits. Therefore,
|
R
= \&
1
x2 |

0
log } 1&x
2
t2 } d+(t)+
+(x)
x
dx
=|
R
= \|
=
 0
+|
R
=
+|
 
R + log }
x+t
x&t } d \
+(x)
x +
+(t)
t2
dt. (21)
The function of x equal, for =<t<R, to log(|x+t||x&t| ) decreases for
xR, so, for each K>R and such t there is, by the second mean value
theorem (see e.g. [15, Section 12.3]), a !#!K, R, t # [R, K] such that
|
K
R
log } x+tx&t } d \
+(x)
x +=log }
R+t
R&t } \
+(!)
!
&
+(R)
R + .
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Thus
} |
K
R
log }x+tx&t } d \
+(x)
x +}log }
R+t
R&t } supsR }
+(s)
s
&
+(R)
R } ,
so that
} |
R
=
|
 
R
log }x+tx&t } d \
+(x)
x +
+(t)
t2
dt }
C |
R
=
log }R+tR&t }
dt
t
sup
sR }
+(s)
s
&
+(R)
R }

?2
4
C$(R). (22)
where $(R)  0 as R   (by assumption). A similar argument shows that
} |
R
=
|
=
 0
log }x+tx&t } d \
+(x)
x +
+(t)
t2
dt }?
2
4
C$(=), (23)
where $(=)  0 as =  0.
By combination of the relations (20), (21), (22), (23) and Lemma A.2
we get
|

0 \&
1
x2 |

0
log } 1&x
2
t2 } d+(t)+
+(x)
x
dx
=
+(R)
R
F=, R(R)&
+(=)
=
F=, R(=)+$(=)+$(R).
If we put R=n, ==1n and let n  , dominated convergence yields
+(R)
R
F=, R(R) 
?2
4
c21 ,
and
+(=)
=
F=, R(=) 
?2
4
c20 .
The proposition is proved.
Remark A.4. This proposition can be used for solving Problem 28b in
[7]. The hint given there for that problem does not work.
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