Employing two state-of-the-art methods, multiconfiguration Dirac-Hartree-Fock and second-order many-body perturbation theory, the excitation energies and lifetimes for the lowest 200 states of the 2s 2 2p 4 , 2s2p 5 , 2p 6 , 2s 2 2p 3 3s, 2s 2 2p 3 3p, 2s 2 2p 3 3d, 2s2p 4 3s, 2s2p 4 3p, and 2s2p 4 3d configurations, and multipole (electric dipole (E1), magnetic dipole (M1), and electric quadrupole (E2)) transition rates, line strengths, and oscillator strengths among these states are calculated for each O-like ion from Cr XVII to Zn XXIII. Our two data sets are compared with the NIST and CHIANTI compiled values, and previous calculations. The data are accurate enough for identification and deblending of new emission lines from the sun and other astrophysical sources. The amount of data of high accuracy is significantly increased for the n = 3 states of several O-like ions of astrophysics interest, where experimental data are very scarce.
INTRODUCTION
There is a wealth of observations from missions such as Chandra, XMM-Newton and Hinode. These observations require theoretical studies to supply more extensive atomic data of high accuracy. Considering this, we have recently provided accurate atomic data for L-shell ions, including the beryllium, boron, carbon, nitrogen, fluorine, and neon isoelectronic sequences Ekman et al. 2014; Wang et al. 2014 Wang et al. , 2015 Wang et al. , 2016a Radžiūtė et al. 2015; Si et al. 2016) . In this paper, systematic calculations for oxygen-like ions from Cr XVII to Zn XXIII are reported.
Spectra of O-like ions, including the ions of the iron period, have been observed in various kinds of astronomical objects such as the sun, distant stars, and the Milky Way (Fawcett et al. 1987; Feldman & Doschek 1991; Landi et al. 1997; Feldman et al. 1998; Feldman et al. 2000; Behar et al. 2001; Dere et al. 2001; Mewe et al. 2001; Kaastra et al. 2002; Curdt et al. 2004; Landi & Phillips 2005 Raassen & Pollock 2013) , as well as in laboratory plasmas (Brown et al. 2002; Fournier et al. 2003; May et al. 2005; Chen et al. 2007; Träbert et al. 2014; Yang et al. 2016) . By analyzing lines of the spectra, properties of the plasmas, such as elemental abundances, electron density and temperature, can be determined. The n = 3 → 2 emission lines of Fe XIX from the accumulated Chandra High Energy Transmission Grating (HETG) observations of Capella, for instance, were used for temperature and density diagnostics of the corona of Capella (Canizares et al. 2000; Kotochigova et al. 2010) . Ni lines have been identified in the solar X-ray spectra (Phillips et al. 1982) , and in the central region of the Perseus cluster (Tamura et al. 2009 ), and offer additional information on the emission measure distribution and density.
Many calculations have been performed for O-like ions. Most of them targeted atomic data for low-lying states of the (1s 2 )2s 2 2p 4 , 2s2p 5 , and 2p 6 config-urations (the n = 2 complex) (Baluja & Zeippen 1988a,b; Galavis et al. 1997; Vilkas et al. 1999; Zhang & Sampson 2002; Gu 2005a; Hu et al. 2011; Rynkun et al. 2013; Fontes & Zhang 2015) . Because of their wide applications for analyzing new observations of astrophysical sources, as well as for modeling and diagnosing a variety of plasmas, energy and transition data for higher-lying states of the n ≥ 3 complexes are also eagerly needed (Phillips et al. 1982; Acton et al. 1985; Landi & Phillips 2005; Kotochigova et al. 2007 Kotochigova et al. , 2010 Raassen & Pollock 2013) . Among the studies of the n ≥ 3 states of Fe XIX we mention the calculations of Jonauskas et al. (2004) using the multiconfiguration Dirac-Hartree-Fock (MCDHF) method, the calculations of Landi & Gu (2006) using the standard relativistic configuration interaction (RCI) method, the AUTOSTRUCTURE calculations of Butler & Badnell (2008) , and the relativistic Breit-Pauli calculations of Nahar (2011) . MCDHF calculations for Ni XXI were performed by Fan et al. (2013) for the lowest 86 states of the n ≤ 3 configurations using the GRASP89 code (Dyall et al. 1989) , and by Aggarwal et al. (2014) for the lowest 200 states of the n ≤ 3 configurations using the GRASP0 code (Grant et al. 1980) . Using a configuration interaction Dirac-Fock and Dirac-FockSturm method combined with second-order BrillouinWigner perturbation theory, Kotochigova et al. (2007 Kotochigova et al. ( , 2010 computed the wavelengths and oscillator strengths for the 2s 2 2p 3 3s, 3d → 2s 2 2p 4 and 2s2p 4 3p → 2s 2 2p 4 emission lines in the wavelength range from 12Å to 16Å with high accuracy. Excitation energies of the 2l 6 and 2l 5 3l ′ states for Fe XIX and Ni XXI, and wavelengths of the 2l 5 nl ′ , n → 2 (with 3 ≤ n ≤ 7) transitions for the same ions were reported by Gu (2005b Gu ( , 2007 using a combined RCI and many-body perturbation theory (MBPT) method.
Energy and transition data of the n = 2 states provided by Vilkas et al. (1999) ; Gu (2005a) ; Rynkun et al. (2013) are of high accuracy and can be used to identify observed spectral lines among the n = 2 states. The data sets of the n ≥ 3 states reported by Gu (2005b Gu ( , 2007 ; Kotochigova et al. (2007 Kotochigova et al. ( , 2010 are also of high accuracy. However, Gu (2005b Gu ( , 2007 provided energy data for O-like Fe and Ni but not transition rates, and Kotochigova et al. (2007 Kotochigova et al. ( , 2010 only reported transition wavelengths and rates in the range from 12 A to 16Å in Fe XIX. In comparison, the calculations by Landi & Gu (2006) , Butler & Badnell (2008) , and Nahar (2011) are quite inaccurate because of limited configuration interaction effects, though they provide complete sets of data including transition rates. For example, the energy values of Landi & Gu (2006) , Butler & Badnell (2008) , and Nahar (2011) for Fe XIX depart from the compiled values in the Atomic Spectra Database (ASD) of the National Institute of Standards and Technology (NIST) (Kramida et al. 2015 , http://physics.nist.gov/asd), as well as the present calculated values, by up to 1.2 %, 1.1 %, and 2.9 %, respectively. These gaps are too large for identification and deblending of emission lines in collisionally ionized plasmas such as the solar corona.
The present work provides consistent data sets of energy structures and transition characteristics with high accuracy for O-like ions in the range of nuclear charges 24 ≤ Z ≤ 30. Employing two state-of-the-art methods, the MCDHF and RCI method implemented in the latest version of the GRASP2K code , and a combined RCI and MBPT approach in the FAC package (Gu 2008) 4 3d configurations, and multipole transition rates (electric dipole (E1), magnetic dipole (M1), and electric quadrupole (E2)) among these states are calculated for each ion from Cr XVII to Zn XXIII. The data sets obtained by the two theoretical methods are in excellent agreement. Compared with previous studies of O-like ions, our calculations result in a significant extension of accurate energy and transition data for higher-lying states of the n = 3 configurations, which will greatly improve the assessment of blending for diagnostic lines of interest, and aid the analysis of new spectra from astrophysical sources.
THEORY AND CALCULATIONS

MCDHF
In relativistic theory an atomic state is described by a wave function, which is a solution to the wave equation based on the Dirac-Coulomb Hamiltonian. In the MCDHF method, the wave function Ψ(γP JM ) for a state labeled γP JM with γ being the orbital occupancy and angular coupling tree quantum numbers, P the parity, J the total angular momentum quantum number, and M the total magnetic quantum number, is expanded over configuration state functions |γ r P JM (CSFs)
The CSFs are antisymmetrized and symmetry-adapted many electron functions built from products of oneelectron Dirac orbitals (Grant 2007) . Based on the extended optimal level (EOL) scheme, the radial parts of the Dirac orbitals and the expansion coefficients of the targeted states are optimized to self-consistency by solving the MCDHF equations, which are derived using the variational approach. The Breit interaction and lead-ing QED effects (vacuum polarization and self-energy) are included in subsequent RCI calculations, where the best expansion coefficients are determined for the frozen one-electron orbital set. Transition parameters such as transition rates A, line strengths S or weighted oscillator strengths gf between two states γP JM and
are expressed in terms of the submatrix element of the transition operator
where T is the transition operator (Cowan 1981) . The evaluation of the matrix elements follows the prescription given in Olsen et al. (1995) .
The MCDHF and RCI calculations for the O-like ions were based on a multireference single and double (MR-SD) process for generating CSF expansions and a systematic procedure for monitoring convergence of computed excitation energies and transition parameters (Froese Fischer et al. 2016; Ekman et al. 2014 4 4f configurations. The CSFs were obtained by allowing SD substitutions from the subshells of the configurations in the MR to an active set of orbitals that was extended to orbitals with quantum numbers up to n = 8 and l = 6. The substitutions were limited so that at most one substitution was allowed from the 1s 2 core. For the even states there were 6 787 000 CSFs distributed over the different J symmetries whereas for the odd states there were 7 130 000 CSFs. The calculations where done by parity meaning that all the even parity states where determined together in one set of calculations and all odd parity states where determined together in another set of calculations. All calculations were performed with the GRASP2K code (Jönsson et al. 2007; ).
MBPT
A detailed description of the combined RCI and MBPT method can be found in Lindgren (1974) ; Safronova et al. (1996) ; Vilkas et al. (1999) . Gu (2008) implemented this method in the FAC package, which has successfully been used to calculate atomic data of high accuracy (Gu 2005b (Gu , 2007 Wang et al. 2014 Wang et al. , 2015 Wang et al. , 2016a Si et al. 2016) . In this method, the Hilbert space of the system is divided into two subspaces, including a model space M and an orthogonal space N . By means of solving the eigenvalue problem of a nonHermitian effective Hamiltonian in the space M , we can get the true eigenvalues of the Dirac-CoulombBreit Hamiltonian. The configuration interaction effects in the M space is exactly considered, and the interaction of the spaces M and N is accounted for with the many-body perturbation theory up to the second order. Table 1 . In relativistic calculations the wave functions for the states are given as expansions over jjcoupled CSFs. To provide the LSJ labeling system used in databases such as the NIST ASD (Kramida et al. 2015) and CHIANTI (Del Zanna et al. 2015; Dere et al. 1997) , the wave functions are transformed from a jjcoupled CSF basis into a LSJ-coupled CSF basis using the methods developed by Gaigalas et al. (2004) . For each state numbered by a key (#), the configuration and LSJ designation, the compiled values from the NIST ASD when available, the radiative lifetime estimated from the theoretical transition rates (see section 3.2) and the eigenvector composition (largest expansion coefficients) are also included in Table 1 for the seven ions considered.
Since in astrophysics iron is of most concern, energies for all the 200 states from our MCDHF/RCI and MBPT calculations in Fe XIX are compared with the compiled data from the NIST and CHIANTI databases in Table 2. The previous theoretical values involving both the n = 2 and n = 3 states provided by Landi & Phillips (2005) , Butler & Badnell (2008) and Nahar (2011) are also included. Due to the use of the same method and code, the MBPT energy data reported by Gu (2005b Gu ( , 2007 have a similar accuracy as our MBPT values, and they are therefore not listed in Table 2 . Our MCDHF/RCI and MBPT excitation energies for Fe XIX are in very good agreement. Defining ∆E i ≡ (E i MBPT − E i MCDHF/RCI ) for each of the N energy levels that can be compared (i = 1, . . . , N ), the average absolute difference between the two sets calculated from
with the standard deviation
is found to be ∆E ± σ 1 = −566 ± 548 cm −1 . That corresponds to an average relative difference of ∆x ± σ 2 = −0.009% ± 0.016%, with
and
The maximum difference is −2496 cm −1 for state #183/2s2p 4 ( 2 P )3p 1 P 1 corresponding to about −0.03%. The previous theoretical energies of Landi & Gu (2006) , Butler & Badnell (2008) and Nahar (2011) Table 3 .
To further assess the accuracy of our calculated energies, a comparison between the present MCDHF/RCI and MBPT values is carried out along the sequence with Z = 24 − 30. The compiled values from the NIST ASD are also included in the comparison. Good agreement between the present MCDHF/RCI and MBPT data is obtained, and the absolute average differences with the standard deviations decrease from −623 ± 606 cm −1 for Cr XVII to −397 ± 536 cm −1 for Zn XXIII, corresponding to the average differences from −0.012% ± 0.021% to −0.009% ± 0.016%. Looking more carefully at the differences between the present two energy sets, we can observe that they are large for the 2s2p 4 ( 2 P )3p Table 3 . These NIST compiled results should be reevaluated and used with care. As an example, in Figure 1 (a) we show the deviations of the NIST energies to the present MCDHF/RCI results for some states as a function of Z. The deviations between the MBPT and MCDHF/RCI values for the same states along the sequence are shown in Figure 1 (b) . A few of the NIST compiled values depart from the MCDHF/RCI data by over than 10 000 cm −1 , while good agreement is obtained between the present two data sets. Moreover the differences of two data sets vary smoothly along the isoelectronic sequence. Therefore, these values compiled by the NIST ASD, which have been listed in Table 3 , seem to be wrong or at least are affected by large errors.
Radiative Rates
In Table 4 , transition wavelengths, transition rates A, weighted oscillator strengths gf , and line strengths S are reported for O-like ions from Cr XVII to Zn XXIII. Transition data in the length form for the present MCDHF/RCI and MBPT calculations are listed for the E1, M1, and E2 transitions connecting the present 200 levels with A values larger than a fraction 10 −3 of the sum of the A values for the transitions from the upper level, i.e., radiative branching ratios (BRs) larger than 0.1 %.
Since the transition data for iron are of particular interest in astrophysics, we compare the present MCDHF/RCI and MBPT rates for Fe XIX with rates from the CHIANTI and NIST databases. In Figure 2 (a) the percentage deviations from the MBPT and CHI-ANTI A values to the MCDHF/RCI rates for the transitions with BRs greater than 1 % are shown. Many CHIANTI values differ from the MCDHF/RCI rates by 10%-100%, whereas the MBPT values agree with the MCDHF/RCI calculations to within 10%. The average difference and standard deviation of the MBPT and MCDHF/RCI calculations is −1 % ± 2 %. The corresponding result from the CHIANTI values to the MCDHF/RCI rates is 2 % ± 15 %. The results of the comparisons can explained by the fact that the MBPT and MCDHF/RCI calculations consider more electron correlation effects than the CHIANTI values, which are reported by Landi & Gu (2006) using the standard RCI method. The CHIANTI values are considered to be less accurate compared with the present two data sets.
In Figure 2 (b), transition rates recommended by the NIST ASD and the corresponding MBPT rates are also compared with the MCDHF/RCI A values. The rates of the present calculations agree within 1 % for most of the transitions, whereas the NIST rates differ from the present calculations by 10 %-90 % for many transitions. For example, the MCDHF/RCI and MBPT rates for the 2s 2 2p 3 ( 2 D)3s
4 3 P 1 transition are 2.66 × 10 11 s −1 and 2.64 × 10 11 s −1 , respectively, while the corresponding NIST value is about one order of magnitude smaller (2.7 × 10 10 s −1 ). The above analysis leads us to the conclusion that compared with the CHIANTI and NIST transition data, our MCDHF/RCI and MBPT transition data are more accurate. As seen in Figure 2 , the CHIANTI and NIST values differ from the MCDHF/RCI and MBPT rates relatively significantly, even for many strong transitions. Using many A values with less accuracy, particularly for strong transitions, to perform line identification or plasma modeling in astrophysics, quite different or even wrong results may be obtained. We highly recommend that the present MCDHF/RCI and MBPT transition data are used to update the CHIANTI and NIST data sets.
To further estimate the uncertainty of our transition data, the line strengths from our MCDHF/RCI calculations (S MCDF/RCI ) for the E1 transitions are compared with the present MBPT line strengths (S MBP T ) in Figure 3. Our two data sets agree within 10 % for most of the transitions. According to the uncertainty estimation method suggested by Kramida (2014) we have the following averaged uncertainties for the S values of E1 transitions in various ranges of the line strengths: 2 % for S ≥ 10 −1 ; 4 % for 10 −1 > S ≥ 10 −2 ; 6 % for 10 −2 > S ≥ 10 −3 ; 11 % for 10 −3 > S ≥ 10 −4 ; 22 % for 10 −4 > S ≥ 10 −5 ; and 30 % for 10 −5 > S ≥ 10 −6 . Considering the contribution from the uncertainty of the wavelengths, about 11.1 % transitions included in Table 4 have A-value uncertainties of ≤ 3 % (categories A + ≤ 2 % and A ≤ 3 % in the terminology of the NIST ASD), 61.3 % have uncertainties of ≤ 7 % (category B + ), 2 % have uncertainties of ≤ 10 % (category B), 15.5 % have uncertainties of ≤ 18 % (category C + ), 7.3% have uncertainties of ≤ 25 % (category C), 2.5 % have uncertainties of ≤ 40 % (category D + ), and only 0.3 % have uncertainties of > 40 % (categories D and E). The uncertainty estimates of A values for each transition are listed in the last column of Table 4 .
Again, using the method suggested by Kramida (2014) , the uncertainties of the A values for the M1 and E2 transitions have been estimated. They are listed in Table 4 for each transition with BRs larger than 0.1 %.
Lifetimes
Our MCDHF/RCI and MBPT lifetimes are reported in Table 1 , including the contribution from all possible E1, M1, and E2 radiative rates from the corresponding states.
Lifetimes There is a very good agreement between our MCDHF/RCI and MBPT results, and the absolute average energy differences with the standard deviations decrease from −623 ± 606 cm −1 for Cr XVII to −397 ± 536 cm −1 for Zn XXIII, corresponding to the average differences from −0.012% ± 0.021% to −0.009% ± 0.016%. Lifetimes agree to within 5% for most states. Observed values listed in Table 3 compiled by the NIST ASD seem to be wrong or at least are affected by large errors. The present calculations provide a consistent and accurate data set for line identification and modeling purposes, which can also be considered as a benchmark for other calculations.
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