We considered the local Markov approximation method for the definition of the precision characteristics of statistical analysis algorithms of information processes with unknown discontinuous parameters in the presence of Gaussian distortions
Introduction
The problem of the statistical analysis of information processes under conditions of parametrical prior uncertainty has wide appendices in radio engineering, medicine, technical diagnostics, financial statistics etc. As is well known [1-3 et al.] , the optimal (according to the maximum likelihood method) processing algorithm of the information process (signal)   
or a task of measuring of information signal parameter 0 l , having accepted as its estimate the position of the greatest maximum of solving statistics
However, for the problem solution of the applicability of one or another processing algorithm it is not enough to define the degree of algorithm optimality. The final decision should be made on the basis of the concrete algorithm performance analysis with the assistance of the quantitative characteristics of its functioning. Besides, in the majority of real situations some of prior data can appear inexact, and real working conditions of devices can deviate from the established prior data. Working capacity of the synthesized processing algorithms under changed conditions can be estimated by the analysis of algorithms only.
If the unknown parameter 0 l is continuous [2] (i.e. logarithm of FLR is mean square differentiable at least twice), then characteristics of processing algorithm
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can be found by means of a small parameter method [3] . However, in some practical tasks more adequate description of real information processes can be specified with the assistance of discontinuous models [2, 4, 5 et al.] . In this case realizations of the logarithm of FLR will be non-differentiable with respect to current value of unknown parameter in any probability meaning. Consequently, it is not possible to calculate even the potential accuracy of the processing algorithm (for example, Cramer-Rao bound).
The purpose of the present work is to illustrate a technique of the statistical analysis of the signals processing algorithms with unknown discontinuous parameters in the presence of random distortions.
Definition of Characteristics of Signal Detection and Discontinuous Parameter Estimation by the Local Markov Approximation Method
When quasideterministic [1] [2] [3] or random (Gaussian) [4, 5] signal with unknown discontinuous parameter against Gaussian distortions is observed, the logarithm of FLR   l M is Gaussian or asymptotically Gaussian (with increasing a signal-to-noise ratio (SNR)) random process [2, 3, 5] . We designate as According to [2, 5] for signal function the following approximation is valid
where components 0 S and N S characterize the accumulated (output) energy of a useful signal and distortions accordingly. Noise function   l N , as well as   l M , is Gaussian or asymptotically Gaussian centered random process which 0  ,  1   ;  0  ,  ,  min  g  1   ,  ,  0  max  ,  ,  0  min  1  ,  0  max   1  ,  0  max  ,  B   0  2  0  1  2  1   0  2  0  1  0  2  0  1  2  1  2  S   0  2  0  1  0  2  0 
where 
to be signal and noise areas within which the signal function (4) is distinct from N S (i.e., depends on true value of unknown signal parameter 0 l ) or is equal to N S (i.e., does not depends on value 0 l ). To start with we consider characteristics of the measurer (2). According to [3] the most general and full (in a probability sense) characteristic of the estimate m l is its conditional (under fixed 0 l ) probability density   0 x w l which can be written down in terms of
is the reliable-estimate probability, 
Then, according to [2] , the estimate m l converges in mean square to the true value of the estimated parameter 0 l with increasing 
is some value, limiting the neighborhood of the point 0 l l  . Taking the last remark into account, we introduce the functional
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and present the distribution function
The probability
in Eq. (13) 
Here it has been taken into account that
by definition. Really, comparing Eqs. (13) and (14) we get
According to Eqs. (4)- (6), (12) 
is Gaussian or asymptotically Gaussian random process with covariance function in form of
Here 
We calculate the probabilities
, using Markov properties of the process   l  . For this purpose we introduce the random process
within the interval
and express the probability
as follows
is the probability density that the process   , y w l can be found from the solution of the direct Fokker-Planck-Kolmogorov equation [7, 8] 
with starting condition
and boundary conditions 
The solution of Eq. (25) can be received by the method of characteristic function [7, 8] . Taking into account the starting condition (23), we have as a result
or substituting an explicit form of coefficients 1 K and 2 K from Eq. (17)
The upper index "0" of the probability density (26) means that boundary conditions (24), while solving Eq. (25), were not imposed so far. In order to find the solution for Eq. (25) with boundary conditions, we use a reflection method with sign inversion [7, 8] . According to this method, the solution of Eq. (25), with an absorbing barrier arranged in point C y  (that corresponds to the condition 
, and having carried out integration, for probability
we get
is probability integral [9] . 
and carrying out integration on a variable y, we have for probability
Here the index «'» of the integration variable is omitted.
In consequence of the symmetry of the signal function   in mind, it can be written down with
and with (19), we get
where
which is received from Eq. (19) by its integration by parts. Then, substitution of probabilities   
Uniting Eqs. (35) and (38), we can definitively write down
Let us consider behavior of the distribution function
. In Eq. (36) we use the asymptotic formula for probability integral [9] :
and neglect higher-order infinitesimal terms compared with z. Then, for function (36), the following approximation is valid
or after integration operation completed:
According to Eq. (41), the function
is distinct from zero in a small neighborhood of the point 0 v  . Similarly [2] it allows to extend approximation (39), (41) to the total number axis, sacrificing no accuracy:
We use Eq. 
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The accuracy of formulas (41)- (45) increases with z. Now let us calculate the probability 0 P (9) of the reliable estimate m l . For this purpose we introduce the functional
where N S , S  , N  are defined from Eqs. (4), (7) . Then the probability 0 P (9) can be presented as
According to Eqs. (5), (6) 
. (50) O. V. Chernoyarov et al.
is Gaussian (asymptotically Gaussian) stationary random process with zero mathematical expectation and covariance function (6) . Then on the basis of the results [2, 10] can be presented in a form of 
According to Eqs. (2)- (5) and as the functional
is Gaussian (asymptotical Gaussian), the random variable 0  (53) is Gaussian (asymptotically Gaussian) random value with mathematical expectation z and unit dispersion. We designate 
Owing to symmetry of statistical properties (4), (5) and neglecting higher-order infinitesimal terms compared with z, we have
or after integration is carried out -
Substituting Eqs. (51), (60) in Eq. (49), for the probability 0 P of the reliable estimate m l , we find
Now we can write down the expressions for the characteristics of the signal parameter estimate m l with anomalous errors. According to [2, 3] , when condition (10) 
Here   [1, 2, 5, 10] will be used by us as detection characteristics. We are limited to a practically important case, when the prior interval length m essentially exceeds the range of the reliable estimate interval S  (7), i.e. the condition (10) is satisfied.
Firstly, we believe that the useful signal   0 , t s l is absent. Then the false-alarm probability α can be presented in a form of
and, taking into account Eqs. (3), (4), (6) 
(65) in place of κ. Therefore, for false-alarm probability we have
Now let us believe that the useful signal   0 , t s l is present on the detector input. Then the missing probability will be determined as 
In Eq.
(79) it is designated:
independent Gaussian random numbers with characteristics 0
time, and Δ -sampling step chosen so that mean square error of stepwise
Here
The inequality (80) 
Samples k ν of the process   t  were formed on the basis of the sequence of independent Gaussian random numbers by a moving summation method [5, 13] :
where j β are independent Gaussian random numbers with zero mathematical expectations and unit dispersions. In the sum (82) number of summands was chosen proceeding from a condition [5, 13] 
Here [14] :
where i  is one of sequences k α , j β , and n  is sequence n  , n  corresponding to it. The number of summands N in the sum (85), following [14] , was chosen equal to 5. Thus the mean square error of the step approximation ( 
Thus with probability of 0.9 confidence intervals boundaries deviate from experimental values no more than for 10...15 %.
In Fig. 1 Ṽ are designated by squares and crosses accordingly. In Fig. 2 the theoretical dependence of false-alarm probability (66), where u is normalized threshold (77), is traced by solid line. The length of the reduced interval m (76) is taken equal to 20. By squares the experimental values of false-alarm probability are designated here. In Fig. 3 the theoretical dependence of missing probability (78) is plotted for 20 m  . The threshold c was defined from Eqs. (66), (77) by Neumann-Pirson criterion, according to the specified level of false-alarm probability 01 . 0   . Experimental values of missing probability are designated by squares. (90) with the threshold c, determined on the basis of the accepted optimality criterion. It is easy to see that (local Markov approximation method) can be used. With the help of the given approach the closed analytical expressions for characteristics can be found of detectors and measurers of discontinuous quasidetermined and Gaussian random signals, which well describe corresponding experimental data in a wide range of output signal-to-noise ratios. The received results make it possible theoretically to estimate practical application appropriateness of one or another processing algorithm of discontinuous signals in each specific case.
