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Estimating multiparamter simultaneously as precise as possible is an important goal of quantum metrology.
As a first step to this end, here we give a condition determining whether two arbitrary parameters can be esti-
mated simultaneously for a qubit in the mixed state. An application of this condition is shown.
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I. INTRODUCTION
Quantum metrology [1], which exploits the quantum re-
source to significantly enhance the sensitivity, is an active field
in recent years. It has wide application in enhancing time stan-
dard [2, 3], probing gravitational waves [4], and magnetome-
try [5]. Most problems in quantum metrology can be casted
into the parameter estimation. In the single parameter case,
according to quantum Crame´r-Rao inequality, quantum Fisher
information (QFI) plays a central role [6–11]. The QFI is also
closely connected with other quantities, especially entangle-
ment [12], non-Markovianity [13], and spin squeezing [14].
For most system, the property is usually related to the mul-
tiple parameters. In this case, it is reasonable to only estimate
one parameter by preparing the independently probe state in
each run. However, this scheme, which needs a quite a lot of
resource, is not an optimal one to estimate the multiple param-
eters, as one should adjust a different experimental setup for
each parameter. Principally, this drawback can be overcome
by estimating the parameters simultaneously, and the problem
changes to multiparameter estimation [15, 16]. In this case,
quantum Fisher information matrix (QFIM) [17, 18] plays the
equivalently key role as the QFI in the single parameter esti-
mation.
In this paper, we theoretically study the quantum multipa-
rameter estimation making use of a qubit, as it is a well-known
basic element in the field of quantum information and quan-
tum metrology. Our study is also motivated by recent exper-
imental achievement on a qubit [19]. The main result of this
paper is that based on the invertibility of the QFIM, a condi-
tion is given to determine whether two (arbitrary) parameters
can be estimated simultaneously for a qubit in the mixed state.
We also investigate the QFIM of a dissipative qubit as an ex-
ample for applying the invertible condition.
This paper is organized as follows. The basic properties of
the QFI and the QFIM are reviewed in Sec. II. In Sec. III, we
give a condition determining whether two arbitrary parame-
ters can be estimated simultaneously for a qubit in the mixed
state. We also show an example as an application of this con-
dition. Finally, a summary is provided in the last section.
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II. QFI AND QFIM
In this section, we will review the main aspects of QFI and
QFIM. Let ϕ denote a single parameter to be estimated, and
pi(ϕ) be the probability density with measurement outcome
{xi} for a discrete observable X conditioned on the fixed pa-
rameter ϕ. The classical Crame´r-Rao inequality [20] gives the
bound of the variance Var(ϕˆ) for an unbiased estimator ϕˆ
Var(ϕˆ) ≥ 1Hϕ , (1)
where the classical Fisher information is defined as [21]Hϕ =∑
i pi(ϕ)[
∂
∂ϕ ln pi(ϕ)]
2
.
Extending to quantum regime, in order to determine the ul-
timate bound to precision posed by quantum mechanics, the
Fisher information must be maximized over all possible mea-
surements [22]. By introducing the symmetric logarithmic
derivative Lϕ, which is determined by
∂
∂ϕρϕ =
1
2 (ρϕLϕ + Lϕρϕ), (2)
the so-called quantum Crame´r-Rao inequality gives a bound
to the variance of any unbiased estimator [23]:
Var(ϕˆ) ≥ 1Hϕ ≥ 1Fϕ . (3)
Here, the QFI of a quantum state ρϕ with respect to the pa-
rameter ϕ is defined as [24]
Fϕ = Tr(ρϕL
2
ϕ). (4)
Moreover, the QFI is also related to the Bures distance
through
D2B[ρϕ, ρϕ+dϕ] =
1
4
Fϕdϕ
2, (5)
where the Bures distance is defined as [25] DB[ρ, σ] =
[2(1 − Tr
√
ρ1/2σρ1/2)]1/2, which measures the distance be-
tween two quantum states ρ and σ.
In the scenario that a set of parameters Φ = {ϕj} is in-
volved, the QFI is replaced by the QFIM [26, 27], which is
defined as
FΦ,ij = 12Tr(ρΦ{Li, Lj}). (6)
2Here Li is the symmetric logarithmic derivative correspond-
ing to the parameter ϕi, and {A,B} = AB +BA is the anti-
commutator. It is apparent that FΦ is a real symmetric matrix
and its diagonal element should reduce to the single-parameter
QFI.
With the spectrum decomposition ρϕ =
∑
k λk|k〉〈k|, the
element of the QFIM can be explicitly expressed as
FΦ,ij = FCΦ,ij + F
Q
Φ,ij (7)
with the classical Fisher information matrix
FCΦ,ij =
∑
k,λk>0
(∂iλk)(∂jλk)
λk
, (8)
and the quantum part of the information matrix (the summa-
tion only for the terms with λk + λk′ > 0)
FQΦ,ij =
∑
k,k′
(λk − λk′ )2
λk + λk′
×
(〈k|∂ik′〉〈∂jk′|k〉 + 〈k|∂jk′〉〈∂ik′|k〉). (9)
Here |∂ik〉 represents the partial derivative of |k〉 with respect
to ϕi.
The precision of the estimation of Φ is governed by the co-
variance matrix of parameters Θij = 〈ϕiϕj〉− 〈ϕi〉〈ϕj〉. The
quantum Crame´r-Rao bound of single parameter transfers to
matrix inequality [28, 29]
Θ ≥ F−1Φ . (10)
Generally speaking, this bound cannot be achieved. The at-
tainability of quantum Crame´r-Rao bound Eq. (10) has been
extensively discussed recently [30]. Taking the trace of two
sides of Eq. (10), a lower bound on the total variance of all the
estimated parameters follows as [31, 32]
|∆Φ|2 ≡ Tr[Θ] ≥ Tr[F−1Φ ]. (11)
According to Eq. (11), if the inverse matrix of FΦ does not
exist, that is Det(FΦ) = 0, the error of the joint estimation
of the parameters Φ is unbounded. It should be noted that
the invertibility of the QFIM is only a necessary condition for
joint estimability of the corresponding parameters.
III. INVERTIBLE CONDITION OF QFIM FOR A QUBIT
As shown by Eq. (11), the lower bound on the total vari-
ance of all the estimated parameters is related to the inverse
matrix of QFIM. Thus, the invertibility is an basic property
of the QFIM. In the section, we give a condition to determine
whether an inverse matrix of QFIM for a mixed qubit state
with two arbitrary parameters exists. Denoting the two arbi-
trary parameters as x and y (for simplicity, we assume they
are real numbers), the mixed state of the qubit can be gener-
ally expressed as
ρ = λ(x, y)|φ1〉〈φ1|+ (1− λ(x, y))|φ2〉〈φ2| (12)
with the constraints 0 < λ(x, y) < 1 and 〈φi|φj〉 = δij . Thus,
the eigenvectors of ρ can be generally expressed as
|φ1〉 = [cos(h(x, y)) exp(iθ(x, y)), sin(h(x, y))],
|φ2〉 = [− sin(h(x, y)), cos(h(x, y)) exp(−iθ(x, y))].
(13)
Here h(x, y) and λ(x, y) are two arbitrary real functions.
In this paper, we only consider a simple case θ(x, y) ≡ θ0,
where θ0 is an arbitrary real function independent of x and
y. After some straightforward calculations, the QFIM of ρ in
terms of x and y is obtained as
Fx, y =
(
F11 F12
F21 F22
)
(14)
with the elements
F11 =
(∂xλ)
2
λ−λ2 + Λ(x, y, θ0)(∂xh)
2,
F12 = F21
=
(∂xλ)(∂yλ)
λ−λ2 + Λ(x, y, θ0)(∂xh)(∂yh),
F22 =
(∂yλ)
2
λ−λ2 + Λ(x, y, θ0)(∂yh)
2.
(15)
It is clear that the determinant of the matrix Fxy is given as
Det(Fxy) = Λ(x,y,θ0)λ−λ2 (∂xλ∂yh− ∂yλ∂xh)2 (16)
with function Λ(x, y, θ0) = (3 + cos(2θ0) +
2 cos(4h) sin(θ0)
2)(1 − 2λ)2 6= 0 in general, and the
factor in the parentheses determining whether Det(Fxy) = 0.
Recalling that the density matrix of the qubit can be written
as
ρ =
1
2
(I +
−→
W · ~σ)
with the Pauli matrix ~σ = (σx, σy, σz). Therefore, the two
functions λ(x, y) and h(x, y) can be expressed in terms of W
as
λ(x, y) = (1− |W|)/2,
h(x, y) = arcsin[
√
(|W| + w3)/(2|W|)],
(17)
with ~W = (w1, w2, w3) being the real Bloch vector and
|W| =
√
w21 + w
2
2 + w
2
3 . Here wi ≡ wi(x, y) are also the ar-
bitary functions of x and y. Substituting Eq. (17) into Eq. (16),
one can easily show that as long as the condition
∂x|W|∂yw3 − ∂y|W|∂xw3 = 0 (18)
is satisfied, the inverse matrix of the QFIM F does not exist.
Therefore, the error of the joint estimation of the two param-
eters x and y is unbounded. Eq. (18) is the main result of this
paper.
3IV. EXAMPLE: A DISSIPATIVE QUBIT
As an application of the invertible condition Eq. (18), we
consider a dissipative qubit. It has the two levels |e〉 and |g〉,
and its spontaneous emission rate of the excited state is γ.
With the Born-Markov approximation, the time evolution of
the system is (h¯ = 1)
dρ
dt = −i[H, ρ] + γD[σ−]ρ. (19)
Here the Hamiltonian is given as H = Ωσz , the superoperator
is defined as D[c]ρ ≡ cρc† − 12 (c†cρ + ρc†c), and the Pauli
operators σz = |e〉〈e| − |g〉〈g|. We set the time t and the
decay rate γ are dimensionless parameters by scaling them
with a time unit t0.
For the initial state ρ0 = x|e〉〈e| + (1 − x)|g〉〈g|, the state
of the qubit at any time t is solved as
ρ(t) =
(
ρ11(t) 0
0 1− ρ11(t)
)
(20)
with the element ρ11(t) = e−tγx.
As an example, we study the QFIM in terms of two pa-
rameters: the initial probability in the excited state x and the
decay rate γ. For the state in Eq. (20), it’s easy to check that
the condition Eq. (18) is satisfied. According to the multiple-
parameter quantum Crame´r-Rao inequality, it is impossible to
precisely estimate x and γ simultaneously.
Actually, it is easy to obtain its QFIM with respect to x and
γ
Fγ, x =

 Fγγ Fγx
Fxγ Fxx

 (21)
with the elements
Fγγ = t
2x/(etγ − x), Fγx = Fxγ = t/(x− etγ),
Fxx = 1/(xe
tγ − x2).
(22)
It is easy to check that
Det(Fx, γ) = 0, (23)
which implies the inverse matrix of Fx, γ does not exist.
Although the parameters x and γ can not be estimated
jointly, it is interesting to study whether there are combina-
tion of the two parameters which can indeed be estimated. We
consider this question as following. The QFIM Fγ, x can be
transformed to the diagonal form
Fλ1, λ2 =

 Fλ1λ1 0
0 0

 = RFγ, xRT . (24)
Here the combined new parameters are determined
[λ1, λ2]
T = R [γ, x]T with the orthogonal matrix
R =

 −tx 1
1 tx

 /√1 + (tx)2. (25)
Thus, only the combined new parameter λ1 = x(1 −
tγ)/
√
1 + t2x2 can be estimated, with the corresponding QFI
Fλ1λ1 = (1 + t
2x2)/(etγx− x2). The new parameter λ2 can
not be estimated completely.
V. CONCLUSION
Generally speaking, the property of a realistic system is
determined by the multiple parameters. It is expected that
taking advantage of quantum metrology, these parameters
can be simultaneously estimated. According to the quantum
Crame´r-Rao bound, the lower bound on the total variance
of all the estimated parameters is related to the inverse
matrix of QFIM. Based on the invertibility of the QFIM, a
condition, which determines whether two parameters can be
estimated simultaneously for a qubit in the mixed state, is
given in this paper. We also give an example to show the
application of this condition. In future, it’s an interesting
topic to explore the multi-qubits to multiparameter estimation.
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