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En la actualidad, la mayoría de los procesos cuentan con información histórica lo suficientemente grande como para 
que sea difícil procesarla en forma manual. 
La Minería de Datos, una de las etapas más importantes del proceso de Extracción de Conocimiento, cuenta con un 
conjunto de técnicas capaces de modelizar y resumir esos datos históricos, facilitando su comprensión y ayudando a 
la toma de decisiones en situaciones futuras. 
Esta tesina presenta una nueva técnica de Minería de Datos, lamada SOM+PSO, capaz de construir, a partir de la 
información disponible, un conjunto reducido de reglas de clasificación sencilas de cuya lectura se desprenden las 
relaciones más importantes entre las características registradas. 
También se detalan los resultados obtenidos y se los compara contra un método existente en la literatura, el cual fue 
seleccionado por considerarlo un referente en el tema. 
 
Minería de Datos, Reglas de Clasificación, Estrategias 
Adaptativas, Optimización mediante Cúmulo de 
Partículas, Mapas Auto-Organizativos. 
 
− Esta tesina presenta un nuevo método capaz de 
generar en forma automática, a partir de la 
información disponible, un conjunto de reglas de 
clasificación de fácil lectura e interpretación. 
− Los resultados obtenidos al aplicarla sobre 19 
bases de datos han sido satisfactorios. 
− Su comparación con otro método existente permite 
afirmar que el modelo generado es más simple. 
 
− Análisis de los conceptos principales de la Minería 
de Datos. 
− Descripción de los problemas de clasificación y de 
las técnicas utilizadas para obtener reglas. 
− Estudio de técnicas aplicables a problemas de 
agrupamiento y de optimización. 
− Definición, desarrolo e implementación del método 
SOM+PSO y análisis de los resultados obtenidos. 
 
 
− Identificar las características comunes en los datos 
de entrada utilizando una red neuronal SOM 
dinámica. De esta forma no sería necesario 
especificar  de  antemano  la  cantidad  de  
agrupamientos a formar. 
− Utilizar una función multi objetivo para medir el 
desempeño de las reglas durante el proceso de 
obtención. Esto permitiría contar con un conjunto 
de soluciones óptimas (según algunos criterios) en 
lugar de disponer de una única opción. 
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2Resumen
En la actualidad, la mayorı´a de los procesos cuentan con informacio´n histo´rica lo
suficientemente grande como para que sea difı´cil procesarla en forma manual.
La Mineria de Datos, una de las etapas ma´s importantes del proceso de Extraccio´n
de Conocimiento, cuenta con un conjunto de te´cnicas capaces de modelizar y resumir
esos datos histo´ricos, facilitando su comprensio´n y ayudando a la toma de decisiones en
situaciones futuras.
Esta tesina presenta una nueva te´cnica de Minerı´a de Datos capaz de construir, a partir
de la informacio´n disponible, un conjunto reducido de reglas de clasificacio´n sencillas
de cuya lectura se desprenden las relaciones ma´s importantes entre las caracterı´sticas
registradas.
Tambie´n se detallan los resultados obtenidos y se los compara contra un me´todo existente
en la literatura, el cual fue seleccionado por considerarlo un referente en el tema.
Palabras Claves: Minerı´a de Datos, Reglas de Clasificacio´n, Estrategias Adaptativas,
Optimizacio´n mediante Cu´mulo de Partı´culas, Mapas Auto-Organizativos.
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Educacio´n en Tecnologı´a (TE&ET 2010). ISBN 978-987-1242-42-9, pp. 365-372.
Mayo de 2010.
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Computer Science & Technology Series: XVI Argentine Congress of Computer
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3Prefacio
LaMiner´ıadeDatosesun´areadeinvestigaci´onqueenlosu´ltimosa˜noshalamadola
atenci´ondedistintossectores.Empresariosyacad´emicos,pormotivosmuydiferentes
hancontribuidoaldesarolodedistintast´ecnicascapacesderesumirlainformaci´on
disponibleconelobjetivodeextraerconocimientonuevo.
Sibienexistendistintosmodelos,aquelosqueposeanlacapacidaddeexplicarseasi
mismos,ser´anloselegidosporquienesdebentomardecisiones.
Portalmotivo,lasreglas,esdecir,aﬁrmacionesdeltipo:
SI(ocurreesto)ENTONCES(pasaaquellootro)
sonlaspreferidasalahoradecaracterizaresaenormecantidaddedatoshist´oricosque
fueronguardadosautom´aticamente.
Lamentablemente,lamayor´ıadelosm´etodosexistentes,cubrelosejemplosdeunabase
dedatosconunconjuntodereglastanextensoycomplejoquepeseatenerlaforma
SI-ENTONCES,setornapr´acticamenteilegible.
Portalmotivo,estatesinaproponeunm´etododeobtenci´ondereglasdeclasiﬁcaci´onque
poseedoscaracter´ısticasfundamentales:esdecardinalidadbajaylasreglasgeneradas
poseenunantecedentereducido.Losresultadosobtenidosalaplicarelm´etodopropuesto
sobreunconjuntodebasesdedatosdepruebamostrar´anqueestascaracter´ısticassiempre
severiﬁcanaunqueenalgunaocasioneslasreglasobtenidaspierdenligeramentesu
precisi´on.Sehaconsideradoquedichap´erdidaesuneroraceptabledadalasimplicidad
delmodeloobtenido.
Estatesinaest´aorganizadadelasiguienteforma:
Enelcap´ıtulo1sedesarolanlosconceptosm´asimportantesdelaMiner´ıade
Datosylosprincipalesmodelosquepuedenobtenerse.Elobjetivoesdesarolar
unmarcote´oricom´ınimodentrodelcualseencuentrainmersalapropuestadeesta
tesis.
Luego,enelcap´ıtulo2sedesarolas´olounodelosmodelosdescriptosenforma
generalenelcap´ıtuloanterior:lasreglasdeclasiﬁcaci´on.Estotienequevercon
queelassoneltipodemodeloquesecreaconelm´etodopropuestoenestatesina.
Portalmotivo,estecap´ıtuloresumeelestadodelarteeneltemaeincluyeundetale
delm´etodoseleccionadopararealizarlascomparacionesﬁnales.
Loscap´ıtulos3y4introducenlostemasrelacionadosconRedesNeuronalesy
T´ecnicasdeoptimizaci´on.Enespecialelcap´ıtulo3describeunaarquitecturade
RedNeuronalcompetitivayelcap´ıtulo4enfatizaenlaoptimizaci´onporc´umulos
depart´ıculas.Delacombinaci´ondeambasestrategiassurgeelm´etodopropuestoy
portalmotivofuerondesaroladosenestatesina.
Elcap´ıtulo5exponeelm´etodopropuesto.Setratadeunnuevom´etodoadaptativo
capazdeextraerunconjuntodereglasreducidoconpocascondicionesensus
antecedentesyconunacoberturaaceptableparaunacotadeerorpreestablecida.
4Tambi´ensedetalanlosresultadosobtenidosyseloscomparacontraelm´etodo
detaladoenelcap´ıtulo2.
Finalmenteelcap´ıtulo6contienelasconclusionesﬁnalesyalgunasl´ıneasdetrabajo
futuras.
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Cap´ıtulo1
Extracci´ondeConocimiento
1.1. Introducci´on
ElprocesodeExtracci´ondeConocimientoapartirdeBasesdeDatos(KDD,porlas
siglaseningl´esdeKnowledgeDiscoveryfromDatabases),en[1]sedeﬁnecomoel
procesonotrivialdeidentiﬁcarpatronesv´alidos,novedosos,potencialmenteu´tilesy
comprensiblesapartirdelosdatos.
Setratadeunprocesoque,adiferenciadelossistemastradicionalesdeexplotaci´onde
datosbasadosenlaexistenciadehip´otesisomodelosprevios,buscaeldescubrimiento
delconocimientosinunahip´otesispreconcebida.
Esimportanteremarcarquebajoelenfoquetradicional,generalmenteestad´ıstico,es
precisodeﬁnirlaship´otesisquesedeseanveriﬁcar.Enotraspalabras,habitualmente
alguiendebesugerirlarespuestaesperadaparaluegocontrastarlaconlainformaci´onde
labasededatos.Estenoeselenfoquedeseadoenestatesina.
Porejemplo,supongaquedisponedeinformaci´onacad´emicaypersonaldelosalumnos
deciertaUniversidadyest´ainteresadoenidentiﬁcarlascaracter´ısticasprincipales
quedeterminanladeserci´ondurantelosprimerosa˜nosdeunacarera.Elenfoque
convencionaloperasobrelaveriﬁcaci´ondesupuestosestablecidosdeantemano.Por
ejemplo,luegoderealizarvariasconsultasSQLsobrelainformaci´ondisponible,
utilizandoesteenfoquepodr´ıaconcluirqueunciertoporcentajedelosalumnosque
trabajanyqueluegodeunciertotiemponohanlogradounsigniﬁcativoavanceensu
carera,abandonansusestudios.Ladeterminaci´ondelavanceacad´emicodelalumnono
esalgosimpledeestablecerapriori.PorsuparteelprocesodeKDDpodr´ıapermitirle
obtenerunaexpresi´ondelaforma“SI(TRABAJA=SI)Y(ESTADOCIVIL=
CASADO)Y(%MATERIASAPROBADAS <0,3)ENTONCES(ABANDONA)”.
Ma´sal´adelasimilitudconelan´alisisconvencional,esimportantedistinguirquela
elecci´ondelascondicionesatenerencuentaquedandeterminadasporelm´etodoyno
porcriteriospreestablecidosqueseesperaveriﬁcar.Amedidaqueseavancesobrela
descripci´ondelast´ecnicasinvolucradas,lasventajasdelaaplicaci´ondelprocesode
KDDir´antomandoimportancia.
Esimportanteremarcarquecontarconheramientasquepermitandetectarautom´atica-
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mentenuevasasociacionesentrepatronesyqueayudenavisualizarlamaneraenlaque
seorganizanlosdatosser´adesumautilidadencualquierprocesodetomadedecisiones.
1.2. Miner´ıadeDatosyKDD
ElprocesodeKDDconstadeunaseriedefasesquedeﬁnenlametodolog´ıaautilizar
paradescubrirconocimiento´utildesdelasbasesdedatos.Lasecuenciadeestasfasesno
esestrictayfrecuentementehayretroalimentaci´onentreelas,dependiendodelresultado
decadafase.Laﬁgura1.1muestralasinterelacionesentrelasfasesylosresultadosdelas
mismas,dejandoenclarolanaturalezac´ıclicadelproceso.Lametodolog´ıadelproceso
globaldeKDDproveeunarepresentaci´oncompletadelciclodevidadeunproyectode
Minerı´adeDatos.
La Miner´ıadeDatos(DM,delingl´esData Mining)eslaetapa m´asrelevantedel
KDDeinvolucralast´ecnicasnecesariasparalaconstrucci´ondemodelosapartirdela
informaci´ondisponible.Dichast´ecnicastienenlaprobadacapacidaddedescubrirreglas
y/opatronessigniﬁcativosdeinformaci´onquepuedanayudartantoeneldiagn´ostico
corectodeunproblemacomoenlaformulaci´ondelasestrategiasparasusoluci´on[2].
Laimportanciaquetienelaetapadegeneraci´ondelmodelodentrodetodoelproceso
halevadoaque,engeneral,sedenomineMiner´ıadeDatosalprocesocompletode
Extracci´ondeConocimiento.Sibienestonoescorecto,esunainterpretaci´onquelas
empresashanimpuestoenreferenciaaestetema.
1.3. Disciplinasrelacionadasyaplicaciones
Lasa´reasenlasqueseemplean m´etodosdeDM soncadad´ıa m´asvariadas.Se
encuentranejemplosdecasosde´exitoenaplicacionesbancarias,ﬁnancieras,cient´ıﬁcas,
empresariales,econ´omicas,industriales,entretantasotras[3].Laﬁgura1.2muestralas
disciplinasm´asinﬂuyentesalrededordelascualeslaMiner´ıadeDatossehadesarolado.
Desdehaceyavariosa˜nos,enelInstitutodeInvestigaci´onenInform´aticaLIDI,selevan
acabotrabajos,ensumayor´ıabasadosenRedesNeuronalesyT´ecnicasdeOptimizaci´on,
loscualesdemuestranlavinculaci´onentrelaMiner´ıadeDatosydistintasdisciplinas
relacionadas.Acontinuaci´onsedescribenalgunosdeelos:
Sedesarolo´paralaFacultaddeCiencias M´edicasdelaUNLPunsistema
dereconocimientode movimientoocular[4],elcualfuncionaactualmente
enconsultoriosprivados.Estesistemadeapoyoparalatomadedecisiones
deespecialistasenladisciplinapermitedetectaralteracionesdelequilibrio
favoreciendoeldiagn´osticosatisfactoriodelapatolog´ıadelpaciente.
EnelmarcodelProgramaProSanEimpulsadoporel MinisteriodeSaludde
laNaci´on,seanaliz´oinformaci´onreferidaalestadodesaluddealumnosde
distintasescuelasdelaprovinciadeBuenosAires.Utilizandot´ecnicasdeDM
sedetectaronpatronessobreloscualesseelabor´ouninformeysehicieronalgunas
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Figura1.1:FasesquecomponenelprocesodeKDD
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Figura1.2:DisciplinasquecontribuyenalaMiner´ıadeDatos
recomendacionestalescomosiexistelanecesidaddecrearunasalitadeprimeros
auxiliosendeterminadoscentrosgeogr´aﬁcos.
Utilizandounat´ecnicadeoptimizaci´on,sedesarolo´laasignaci´onautom´atica
dem´ovilesparalaUnidadCoronariadeQuilmes,conelobjetivodemejorarlas
prestacionesdeloperadordecabinaalmomentodeasignarlosm´ovilesparalas
emergenciasm´edicas[5].Deestamanerasedisminuyeronlostiemposdeesperay
seminimizaronloscostos,haciendom´aseﬁcienteelservicioofrecido.
Encuantoalarecuperaci´ondeinformaci´onsetrabaj´oconelProgramaPACENI,
aplicandot´ecnicasdeDM paraprocesarlascomunicacionesentrealumnosy
tutoresatrav´esdeunaplataformaadistancia[6][7].Estopermiti´odetectarlos
temasquemotivaronlasconsultasm´asfrecuentesconelobjetivodemejorarla
atenci´ondelosalumnos.
Enaprendizajeautom´atico,setrabaj´oenbiometr´ıareconociendopersonasatrav´es
desuvoz[8]outilizandoim´agenesdesurostro[9],enreconocimientodeobjetos
envideo[10],enobtenci´ondea´rbolesyreglas[11][12],enrob´oticaevolutiva
construyendocontroladores[13].
Sibienesenvidentequela Miner´ıadeDatostieneaplicacionesdiversasalrededor
deela,enlosu´ltimosa˜noshaevolucionadohaciaunadisciplinaqueseencarga
delamodelizaci´onpredictiva,forecasting(usodedatoshist´oricosparadeterminar
tendenciasafuturo)yoptimizaci´ondetodotipodefen´omenosyproblemas.Setratade
construirmodelosapartirdegrandescantidadesdedatos,an´alisisinteligente,aprendizaje
autom´aticoym´etodosestad´ısticosmultivariados,quepermitenanalizarbasesdedatoscon
muchasvariables(altadimensionalidadycomplejidaddelosdatos).
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Last´ecnicasdeDM apuntanatransformardatoseninformaci´onparalatomade
decisiones.Dependenengranmedidadelosdatosdisponiblesydelapreparaci´on
adecuadaqueselesd´ealosmismos,demaneradepoderutilizardiferentesalgoritmosy
metodolog´ıasdedescubrimiento.
Elobjetivodelast´ecnicasdeDM esextraerconocimientodesdelosdatosyese
conocimientoconstituyeel modelodelosdatosanalizados.Lospatronespueden
serutilizadosparapredecirobservacionesfuturasoexplicarobservacionespasadas,
capacidadesfundamentalesparamejorarelcomportamientoenrelaci´onaunfen´omeno
comoladeserci´onuniversitaria,laproducci´ondeinfartoscard´ıacos,etc.
1.4. FasesdelprocesodeKDD
Talcomosevi´oenlaﬁgura1.1,elprocesodeKDDseorganizaenunasecuenciaiterativa
deetapas.Enestasecci´onsepresentacadaunadeelasintroduciendosusprincipales
conceptos.
1.4.1. Comprensi´ondelDominio
UnafaseimportantedecualquierproyectodeDMconsisteenentendersusobjetivos
desdeunaperspectivadelaorganizaci´onparapoderdesarolarunplanpreliminarenpos
delosmismos.
Paraentenderqu´edatosdebenseranalizadosydequ´emanerahayquehacerlo,es
vitalposeeruncompletoentendimientodelproblemaparaelcualseest´abuscandouna
soluci´on.Estafaseinvolucrapasosclavecomodeterminarlosobjetivos,comprenderla
situaci´on,determinarelpapeldelaMiner´ıadeDatosenelproyectoyvisualizarunplan
detrabajo.
U´ltimamentelaimportanciadeestafasesehaincrementadodebidoalatendenciaa
acercarlast´ecnicasdeDMalarealidaddelosnegocios,aprovechandoelconocimiento
delosexpertossobreeldominio.Estametodolog´ıa,conocidacomoDomainDrivenData
Mining[14],permitereconocersubjetivamentelosmodelosdeinter´esparalosusuarios.
1.4.2. Recopilaci´oneintegraci´ondedatos
Estafaseseiniciaconlaobtenci´ondelosdatos.Unavezconseguidalainformaci´onse
procedeafamiliarizarseconelaeidentiﬁcarsuprocedencia.Enestaetapasetrabajaen
recolectarlosdatos,describirlos,explorarlosyveriﬁcarsucalidad.
Comenzandoconlatareaderecopilaci´onpuededecirseque,lasbasesdedatosylas
aplicacionesbasadasenelprocesamientotransaccionaldedatosenl´ınea(OLTP,del
ingl´esOnLineTransactionProcessing)cubrenlasnecesidadesdiariasdeinformaci´on
deunaorganizaci´on,peronosiempresonsuﬁcientesparafuncionescomoelan´alisis,
planiﬁcaci´onypredicci´on.Porelo,enalgunoscasosesnecesarioobtenerdatosdeotras
a´reasdelaorganizaci´on.Inclusopuedeocurirquealgunosdatosnecesariosparael
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Figura1.3:Integraci´onenunalmac´endedatos
an´alisisnohayansidorecolectadoshastaelmomentoyenestoscasos,puedesernecesario
obtenerdatosdesdebasesdedatosp´ublicas(datoscensales,datosdemogr´aﬁcos,etc.)o
privadas(debancos,compa˜n´ıasdeservicios,etc.).Cuandoseutilizanfuentesdedatos
dediferentesor´ıgenes,seenfrentannuevosproblemasentrelosqueseencuentran,por
ejemplo,losdiferentesformatosderegistro,losdistintosgradosdeagregaci´onenlos
datos,lasclavesprimariasnocoincidentes,etc.
Deestoshechossedesprendeentonces,lanecesidaddeintegrartodoslosdatosdelos
quesedispone,dandolugaratecnolog´ıasdealmacenesdedatos(DataWarehouses).
Unalmac´endedatos(verﬁgura1.3)recopilainformaci´ondediferentesfuentesylas
uniﬁcaenun´unicorepositorioconundise˜noqueseadaptaperfectamentealasconsultas
estad´ısticasyalan´alisisdedatos.Losalmacenesdedatossemodelanconunaestructura
debasededatosmultidimensional,dondecadadimensi´oncorespondeaunatributoo
conjuntodeatributosquecaracterizanunoshechosomedidasagregadascomopuedeser,
porejemplo,lacantidaddeproductoscompradosporunapersonaenundeterminadomes.
Estarepresentaci´onmultidimensionaleslaadecuadaparaelprocesamientoanal´ıticoen
l´ınea(OLAP,delingl´esOn-LineAnalyticalProcessing).
Losalmacenesdedatospermitenalusuarioobtenerinformesagregadospordiferentes
dimensionesentiemporeal,apartirdelainformaci´ondetaladaalmacenadaenlos
mismos.LasheramientasOLAPpuedenutilizarsetambi´enparacomprobarpatrones
medianteunprocesodeductivo,encambiolaMiner´ıadeDatosesunprocesoinductivo
quepermiteencontrardichospatrones.Unalmac´endedatosesunaheramientamuy´util
parasuusoenlasprimerasetapasdelprocesodeKDD,paraexplorarycomprender
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losdatos,favoreciendoelprocesodedescubrimientodeconocimientodelasetapas
posteriores.Sepuededecirqueunalmac´endedatosesmuyaconsejableparalaMiner´ıa
deDatos,peronoimprescindibleenalgunoscasos,enparticularcuandoelvolumende
datosnoesmuygrandeyaquesepuedetrabajardirectamenteconlosdatosoriginales.
Tambi´enesenestaetapadondeelanalistadebesopesarelniveldeagregaci´ondelosdatos
yanalizarlalegalidaddelusodelosmismos,paratomardecisionesalrespecto.
1.4.3. Preparaci´ondelosdatos
Lacalidaddelconocimientodescubiertonodependeu´nicamentedelalgoritmodeDM
utilizado,sinotambi´endelacalidaddelosdatosinvolucrados[2].Poreso,despu´esde
larecopilaci´on,elpr´oximopasoenelprocesodeKDDesseleccionaryprepararel
subconjuntodedatosquesevanaminar,loscualesconstituyenloqueseconocecomo
vistaminable.
Lanecesidaddeconstruirunavistaminablesurgeprincipalmentedelhechoquela
mayor´ıadelosm´etodosdeDM s´olotrabajanconunau´nicatabla.Tambi´ensedebe
considerarquedadaunabasededatosrelacionalconmuchastablasvinculadasatrav´es
declavesfor´aneas,existenmuchasmanerasderelacionarlas.Lavistaminabledejaen
clarolasrelacionesquesequierendeﬁnirparatrabajarsobreelas.
Estafasequecubretodaslasactividadesparaconstruirelconjuntoﬁnaldedatosque
ser´autilizadoenlasheramientasdemodelado,incluyelaselecci´ondelastablas(o
archivos),registrosyatributos,as´ıcomolatransformaci´onylimpiezadelosdatos.
Lasoperacionesdellenguajedeconsultaestructurado(SQLdelingl´esStructuredQuery
Language)sonunest´andarqueseadaptaperfectamenteparaestatarea.
Enestaetapaseutilizant´ecnicasdelimpieza,transformaci´onyreducci´ondedimensio-
nalidadqueasegurenlacalidaddelosdatosysuadecuaci´onparaserutilizadosporlas
heramientasdemodelado.
Algunosdelosproblemasqueseatacanenestafaseson:
Presenciadevaloresquenoseajustanalcomportamientogeneraldelosdatos
(outliers)
Puedendeberseaeroresono,siendovalorescorectosmuydiferentesalresto.
AlgunosalgoritmosdeDM losignoran,otroslosdescartanyotrossonmuy
sensiblesaeloscuyoresultadoseveperjudicadopordichosvalores.Detodas
formas,esnecesariounan´alisisdelosvaloresextremosantesdetomarladecisi´on
deeliminarlos,yaqueenalgunoscasossonjustamentelosvaloresan´omaloslos
quesequieredetectar.Porejemplo,puedeencontrarseunfraudeenlascompras
realizadascontarjetadecr´editoanalizandoobservacionesdecomprasporvalores
extremadamentemayoresalamediadelatarjetautilizadaporuncliente.
Presenciadedatosfaltantesoperdidos(missingvalues)
Laausenciadeinformaci´onpuedelevararesultadospocoprecisos.Antesdetomar
unadecisi´onsobrec´omotratarlosatributosconvaloresfaltantesesnecesario
entendersusigniﬁcado.Losmotivosparaelfaltantededatospuedeteneror´ıgenes
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muydispares,pudiendodeberseaeroresenlaaplicacio´ndecargadedatosobien
provenirdelaintegraci´ondediferentesfuentes.
Transformaci´onyselecci´ondeatributos
Esimportantequelosatributosseleccionadosseanrelevantesparalatareade
DM.Porejemplo,siseincluyeenlosdatoselatributocorespondientealn´umero
depaciente,unalgoritmodegeneraci´ondereglaspodr´ıaobtenerunmodelo
corectoperoconpocageneralizaci´on.Queriendopredecirladrogaqueseledebe
suministraraunpaciente,laobtenci´ondelaregla
SI(nrodepacientees247)ENTONCES(suministrarladrogaY)
enlaquesehacereferenciaaunpacientedeterminadonoesrelevanteparalatarea
quesedesealevaracabo.
Enlapr´actica,sibienexistelaposibilidadderecuriralconocimientodeldominio
pararealizarelprocesodeselecci´onenformamanual,sueletratarsedeunproblema
complejo.Porlotantoesnecesariorecurirnuevamenteat´ecnicasdeDMlas
cualesproveenmecanismosdeselecci´ondecaracter´ısticasrelevantesqueoperan
utilizandodiferentescriterios.
Construcci´ondeatributos
Sepuedenconstruiratributosquefacilitenelprocesode miner´ıaaplicando
operacionesofuncionesalosatributosoriginales.Enloscasosenquesedetecteque
losatributosoriginalesnoposeenunaltopoderpredictivopors´ısolos,esdeseable
buscarexpresionesquecalculennuevosvaloresconmayorcapacidaddepredicci´on
odescripci´on.Porejemplo,paraanalizarladeserci´onuniversitariaelpromediode
notasdeunalumnopareceserunatributom´asricoquelasnotasindividualesque
hayaobtenidoencadamateria.
Modiﬁcaci´ondetiposdedatos
Parafacilitarelusodet´ecnicasquerequierentiposdedatosespec´ıﬁcossepueden
numerizardatosnominalesodiscretizardatosnum´ericosseg´unseanecesario.En
elprimercasoseasignaunn´umeroenterodistintoacadavalornominal.Por
ejemplo,elatributoreferidoalm´aximoniveldeestudiosalcanzadoporelpadre
delalumnopuedeconvertirseenn´umerosenterosquerepresentenelordendelos
t´ıtulosposibles.Elsegundocasoconsisteentomarvaloresnum´ericoscontinuos,
determinarlosrangosyluegoasignarunvalordiscretoacadaunodeelos,como
selohaceenlaﬁgura1.4.ElejemplocorespondealatributoNota,paraelquese
determinaronlosrangos0a3,4a7y8a10cuyosvaloresdiscretosasociadosson
“desaprobado”,“bueno”,“muybueno”respectivamente.
Selecci´ondelamuestradedatos
Lacaracter´ısticafundamentalquedebereunirlamuestradedatosautilizaresser
representativadelprocesoquesequieremodelizar.Generalmentesedisponedeun
n´umerodeejemplosmuchom´asgrandequelosestrictamentenecesarios.Comoen
elcasodelosatributos,podr´ıaconstruirseelmodeloapartirdetodoslosdatos
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Figura1.4:Ejemplodediscretizaci´ondelatributoNota
disponiblesobienpuedeutilizarseunsubconjuntodeelos.Estou´ltimopuede
realizarseatrav´esdedistintast´ecnicasypermitiendo,enunaprimerainstancia,
disminuirlostiemposdeprocesamiento.
1.4.4. Modelado
Enlafasede modelado,tambi´endenominada Miner´ıade Datosporserla m´as
caracter´ısticadelKDD,esdondeseproduceconocimientonuevo,construyendomodelos
basadosenlosdatosrecopilados.Elmodelodescribelospatronesyrelacionespresentes
enlosdatos,loscualespuedenutilizarseparapredecircomportamientofuturo,entender
mejorlosdatosoexplicarsituacionesobservadas.
Enestafaseseseleccionanyaplicandiferentest´ecnicasdemodeladoconﬁgurandosus
par´ametrosparalaobtenci´onderesultados.Usualmenteexistenvariast´ecnicasaplicables
alosmismosproblemasdeDM.Algunasdeelastienenrequerimientosespec´ıﬁcosen
elformatodelosdatos,porloquedebenserpreparadoslosdatospreviamente.
Enestaetapasedebentomarlassiguientesdecisiones:
ElegirlatareadeDMapropiadaparaelobjetivodelproyectoyparalosdatos
involucrados.Porejemplo,sepuededecidirusarunatareadescriptivaqueayude
aconocerconm´asprecisi´onlascaracter´ısticasdelosalumnosqueabandonansus
estudios.
Elegireltipodemodelo.Porejemplo,sepodr´ıaelegirelagrupamientopara
obtenergruposdealumnosconcaracter´ısticassemejantesquepuedanserdescriptos
apropiadamente.
ElegirelalgoritmodeDMqueresuelvalatareayofrezcaunmodeloresultante.Por
ejemplo,elalgoritmoK-medias[15].Sinembargo,parapodertomarcorectamente
estadeterminaci´on,hayqueconocerendetalelosalgoritmosposiblesdeser
seleccionadosparaelobjetivoplanteado.
Last´ecnicasdeDMutilizadasparaestafasesondecar´acterinterdisciplinar.Existen
a´rbolesdedecisi´on,redesneuronales,reglasdeasociaci´on,algoritmosevolutivosy
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muchasm´as.Cadaunodeestosparadigmasincluyeasuvezdiferentesalgoritmosy
variacionesdelosmismos,conrestriccionesquehacenquelaefectividaddelalgoritmo
elegidodependadeldominiodeaplicaci´on.Noexisteun m´etododeDM universal
aplicableacualquiertipodeproblema.
Enlaconstrucci´ondelmodeloesdondesevereﬂejado,conmayorclaridad,elcar´acter
iterativodelprocesodeKDD.Lab´usquedadelat´ecnicaqueresulteu´tilparala
resoluci´ondelproblemaquesepresenteeslaquemuchasveceshacenecesarioretroceder
afasesanterioresyhacercambiosenlosdatosoinclusomodiﬁcarelplanteodel
problema.
1.4.5. Interpretaci´onyevaluaci´on
Losmodelosobtenidosenlafaseanteriordebenserinterpretadosyevaluados.Serevisa
suconstrucci´onaﬁndecomprobarquesecumplenlosobjetivosplanteadosenlasfases
preliminares.Esindispensableenestaetapaencontrarunamanerademedirlacalidad
delosmodelosobtenidos.Deladeﬁnici´ondeMiner´ıadeDatossepuedeverquelos
modelosdescubiertosdebenserprecisos,comprensibles,u´tilesynovedosos.Deestas
caracter´ısticasdeseables,sepriorizanunasuotrasdependiendodelaaplicaci´onyeluso
delosmismos.
Unaformadeabordarestaetapaesdividirlosdatosendossubconjuntos:elconjunto
deentrenamiento,queseutilizaparaconstruiryentrenarunmodelo,yelconjuntode
prueba,queesusadoparavalidarsuefectividad.Laseparaci´onpermitegarantizarque
lavalidaci´ondelaprecisi´ondelmodeloesunamedidaindependiente.Existendiferentes
t´ecnicasparaefectuarladivisi´onensubconjuntos,dependiendodelacantidadtotalde
datosquesedisponga.
Unat´ecnicab´asicadeevaluaci´oneslavalidaci´onsimplequereserva,medianteuna
selecci´onaleatoria,unporcentaje(normalmenteentreun5yun50%)deobservaciones
delavistaminablecomoconjuntodeprueba.Estosdatosnointervienenenlageneraci´on
delmodelo.
Enelcasoquelosdatosseanescasos,sepuedeutilizarelm´etododevalidaci´oncruzada
quedividelosdatosaleatoriamenteendosconjuntosequitativos,luegoutilizaelprimer
conjuntoparalaconstrucci´ondelmodeloyelsegundoconjuntoparavalidarlo,y
posteriormenterealizalamismatareaconlossubconjuntoscambiadosderol.Unm´etodo
muyutilizadoeslavalidacio´ncruzadadekpliegues(verﬁgura1.5),quedividelosdatos
enkgrupos,reservaunodelosgruposparalapruebayconlosotrosk−1grupos
restantes(todosjuntos)construyeelmodeloqueluegousaparapredecirlosdatosdel
gruporeservado.Esteprocesoserepitekveces,dejandocadavezungrupodiferente
paralaprueba.Ambosm´etodosdevalidaci´oncruzadacalculanlatasadeerorencada
pasadayﬁnalmenteconstruyenunmodelocontodoslosdatoscuyatasadeerorseestima
promediandolasobtenidasencadapasada.
Existeotrat´ecnicadeevaluaci´onconocidacomobootstrappingqueconstruyenumerosos
conjuntosdedatospormuestreoconreemplazo,esdecirquesevanseleccionando
observacionesdelconjuntooriginalpudiendorepetirse.Luegoconstruyeunmodelocon
1.4.FASESDELPROCESODEKDD 19
Figura1.5:M´etododevalidaci´oncruzadadekpliegues
cadaconjuntoyloeval´uacontraelconjuntodeprueba,quesonlosdatossobrantesde
cadamuestreo.Elerorﬁnalsecalculapromediandoloseroresparacadamuestreo.
Unavezaplicadalat´ecnicadeevaluaci´on,existendiferentesmedidasparaevaluar
losmodelos,dependiendodelatareadeDM.Porejemplo,paraalgunastareasde
tipopredictivo(versecci´on1.5.1)sepuede medirlaprecisi´onpredictiva,quese
calculacomoeln´umerodeinstanciasdelconjuntodepruebaqueelmodelopredice
corectamentedivididoporeln´umerodeinstanciastotalesdelconjuntodeprueba.Para
tareasdescriptivas(versecci´on1.5.2)comoelagrupamiento,lasmedidasdeevaluaci´on
suelendependerdelm´etodoutilizado.Engeneral,seutilizanmedidasdedistanciaparala
cohesi´ondecadagrupo(distanciamediadelosmiembrosdecadagrupoasurespectivo
centro)ylaseparaci´onentregrupos(distanciamediaentregrupos).
Enestaetapaescr´ıticodeterminarsipartesimportantesdelarealidadhansido
losuﬁcientementeconsideradas.Adem´assedebedecidirsobrelautilizaci´ondelos
resultadosdelprocesodeDM.Lastareasinvolucranevaluarlosresultados,revisarlos
procesosydeterminarlospasosaseguirbasadosenelmodeloobtenido.
LanaturalezaiterativadelaMiner´ıadeDatospuedelevarenestaetapaalarevisi´onde
etapasanterioresypuedensurgirnuevaspreguntasaresponderquehaganqueelproyecto
retornealafasedeconocimientodeldominioaﬁndepoderresponderlas.
1.4.6. Difusi´onyusodelosresultados
Lacreaci´ondelmodelonoimplicalaﬁnalizaci´ondelproyecto.Elconocimientoobtenido
debeserorganizadoypresentadodemaneraquepuedasercomprendidoyutilizadopor
elusuarioﬁnal.
Los modelosconstru´ıdospuedenutilizarseparadecidiraccionesbas´andoseensus
resultados.Tambi´ensepuedenutilizarparaaplicarlosanuevosconjuntosdedatose
inclusoincorporarlosaaplicacionesqueutilicelaorganizaci´on.
Estafasepuedesertansimplecomolageneraci´ondeuninformeotancomplejacomo
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la aplicacio´n del modelo a diferentes juegos de datos, de manera que de lugar a fases
complementarias que implementen un proceso iterativo de DM repetible tantas veces
como sea necesario para concretar los objetivos.
Tambie´n es relevante medir la evolucio´n del modelo, au´n cuando e´ste funcione bien.
Continuamente se debe comprobar su efectividad, principalmente debido a que la realidad
puede cambiar con el tiempo.
La importancia de esta fase consiste en que el usuario entienda los resultados
y pueda utilizar los modelos creados. Es en este punto donde esta tesina hace
incapie´ proporcionando un me´todo capaz de obtener un modelo reducido fa´cilmente
interpretable.
1.4.7. Implementacio´n de medidas
Cuando la fase de uso de resultados genera una clase de conocimiento que habilita al
usuario a ejecutar acciones en pos de resolver el problema planteado originalmente, se
produce una etapa de implementacio´n de medidas que debe llevar a cabo la organizacio´n
basadas en el conocimiento obtenido. Estas medidas tendra´n como objetivo mejorar o
corregir la realidad descubierta a trave´s del modelado, actuando directamente sobre la
organizacio´n.
Si bien estas tareas pueden no considerarse parte de la metodologı´a interna del DM,
siendo la implementacio´n de decisiones generadas por el resultado de los modelos, deben
ser tenidas en cuenta para retroalimentar el ciclo completo de resolucio´n del problema.
1.4.8. Medicio´n de resultados
Luego de la implementacio´n de las medidas de la fase anterior, es posible la utilizacio´n
delDM para medir los resultados alcanzados por esas acciones.
En esta fase se pueden volver a ejecutar los modelos para compararlos con los obtenidos
en la primera iteracio´n y de esa manera conseguir mediciones concretas del e´xito o fracaso
de las medidas tomadas.
1.5. Tareas de Minerı´a de Datos
Como se dijo con anterioridad en la presentacio´n de las fases del KDD, existen
dos tipos de tareas: las predictivas que tienen que ver con la necesidad de predecir
un comportamiento y las descriptivas que tienden a mostrar co´mo esta´ organizada la
informacio´n. A continuacio´n se mencionan las ma´s importantes de cada una de ellas.
1.5.1. Tareas Predictivas
Se consideran predictivas a aquellas tareas que requieren de la obtencio´n de un modelo
capaz de dar una respuesta, en una etapa posterior, ante la presencia de informacio´n nueva.
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Segu´n si la respuesta esperada es discreta o continua, se considera que la tarea predictiva
es una clasificacio´n o una regresio´n, respectivamente. Un ejemplo de tarea de clasificacio´n
es obtener un modelo que dado un nuevo producto pueda clasificarlo como “Ba´sico”,
“Esta´ndar” o “De lujo”. Un ejemplo de tarea de regresio´n es obtener un modelo que
dado un paciente nuevo determine la probabilidad de que tenga cierta enfermedad.
La clasificacio´n es una de las tareas ma´s utilizadas. En ella, cada ejemplo o registro
de la vista minable, pertenece a una clase la cual se indica mediante el valor de un
atributo nominal que se denomina etiqueta. Esta caracterı´stica permite obtener el modelo
a trave´s de una estrategia supervisada que, operando sobre el resto de los atributos de cada
instancia, buscara´ maximizar la tasa de acierto sobre el conjunto de ejemplos de entrada.
Al finalizar el proceso, el clasificador obtenido sera´ capaz de determinar la clase para cada
nuevo ejemplo sin etiquetar. Entre las tareas de clasificacio´n hay distintas variantes:
Clasificacio´n suave
Segu´n la te´cnica utilizada para la construccio´n del modelo puede incorporarse a la
clasificacio´n una funcio´n que determine el grado de certeza de la prediccio´n. De
esta forma, podrı´a permitirse que un clasificador etiquetara un mismo ejemplo con
ma´s de una clase asignando a cada una de ellas un valor de certeza diferente y
serı´a la persona encargada de tomar las decisiones quien deberı´a decidir entre las
opciones presentadas.
Estimacio´n de la probabilidad de clasificacio´n
Es una generalizacio´n de la clasificacio´n suave que provee para cada valor de
la clase la probabilidad de que un ejemplo sea de dicha clase. A diferencia del
clasificador suave, en este caso las opciones serı´an excluyentes ya que se basan en la
teorı´a de la probabilidad y la cantidad de ejemplos requeridos para su construccio´n
debe ser grande.
Categorizacio´n
A diferencia de la clasificacio´n, se trata de aprender una correspondencia pudiendo
asignar ma´s de una categorı´a a cada ejemplo.
Las tareas de regresio´n tambie´n utilizan conjuntos de ejemplos etiquetados y tienen
como objetivo aprender una funcio´n que represente la correspondencia existente entre
los atributos considerados en cada ejemplo y la clase indicada. Su diferencia con respecto
a la clasificacio´n es que la salida es nume´rica mientras que en la clasificacio´n es nominal.
1.5.2. Tareas Descriptivas
Este tipo de tareas busca mostrar nuevas relaciones entre las variables y generalmente son
utilizadas para mejorar el modelo. Su objetivo es describir los datos existentes. Entre las
tareas descriptivas ma´s frecuentes, pueden mencionarse las siguientes:
Agrupamiento (clustering)
El objetivo de esta tarea es obtener grupos o conjuntos entre los ejemplos, de manera
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que los elementos asignados al mismo grupo sean similares. A priori no se sabe ni
co´mo son los grupos ni cuantos hay, eso se determina con el proceso de aprendizaje.
Una utilidad del agrupamiento reside en que utilizando la funcio´n obtenida con
nuevos ejemplos se puede determinar a que´ grupo pertenece un nuevo elemento
y con eso indicar su comportamiento. La tarea de agrupamiento tambie´n suele
utilizarse con el objetivo de reducir un gran nu´mero de ejemplos a so´lo algunos
grupos que sirvan como resumen de los datos originales.
Correlaciones y factorizaciones
Se centran en atributos nume´ricos. Su objetivo es detectar si dos atributos nume´ricos
esta´n correlacionados linealmente o relacionados de algu´n otro modo. Su utilidad
es la deteccio´n de atributos redundantes o dependientes, permitiendo analizar la
relevancia de atributos y hacer una seleccio´n entre ellos.
Reglas de asociacio´n
Es un estudio similar al de correlaciones pero para atributos nominales, muy
frecuentes en las bases de datos. Una regla de asociacio´n se define generalmente
de la forma
SI (atrib1 = valor1) Y (atrib2 = valor2) Y...Y (atribk = valork) ENTONCES
(atribr = valorr) Y (atribs = valors) Y...Y (atribz = valorz)
donde todos los atributos son nominales y las igualdades se definen utilizando algu´n
valor de los posibles para el atributo.
1.6. Conclusiones
La Extraccio´n de Conocimiento a partir de la informacio´n disponible no es una tarea
ma´gica.
En este capı´tulo se han resumido las distintas etapas que forman el proceso deKDD con
el objetivo de acercar al lector al esfuerzo que representa la obtencio´n de patrones que la
mayorı´a de las definiciones describe como “... novedosos, u´tiles y comprensibles”.
La primera tarea consiste en decidir cua´les son los datos a procesar. En ocasiones, esto
esta´ limitado a los datos histo´ricos previamente recolectados pero en otros casos, es
posible elegir y es allı´ donde surgen las primeras dudas tratando de identificar cua´les son
los atributos o caracterı´sticas importantes para el problema. En esta etapa hay distintas
te´cnicas que pueden resultar de utilidad. No´tese que la seleccio´n realizada en esta etapa
tendra´ una fuerte incidencia en los resultados obtenidos ya que en Informa´tica, los datos
pueden procesarse pero no inventarse. Si un atributo relevante para el problema no hubiera
sido registrado, sera´ imposible que el modelo final lo tenga en cuenta en su construccio´n.
Luego debe realizarse el preprocesamiento de los datos. Este es el proceso que requiere
la mayor cantidad de tiempo y tiene por resultado la obtencio´n de la “vista minable”.
Estas etapas so´lo han sido mencionadas en este capı´tulo por una cuestio´n de completitud
ya que no han sido tenidas en cuenta en el me´todo propuesto en esta tesina. El lector
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notar´aquetodoslosresultadoshansidomedidossobrebasesdedatosexistentesen
repositoriosampliamenteconocidosenlaliteratura.
Siguiendoestamismal´ınea,eltipodeproblemaquesebuscaresolverenestatesinaes
laclasiﬁcaci´ondelainformaci´ondisponible.Esdecirquenotodaslast´ecnicasdeDM
puedenseraplicadas.Enparticularaqu´ıseproponecombinarunaarquitecturadeRed
NeuronalconunaT´ecnicadeOptimizaci´on.Comoellectorimaginar´a,existent´ecnicas
yadeﬁnidaspararesolverestetipodeproblemasyporesemotivo,enelsiguientecap´ıtulo
serealizaunadescripci´ondelasm´asusadas.Enparticular,alﬁnalizarelcap´ıtulo2,el
lectorencontrar´aunadescripci´ondelm´etodocontraelcualserealizanlascomparaciones
delat´ecnicapropuesta.
Lasetapassiguientesalaextracci´ondelmodeloserelacionanconlainterpretaci´on
ypresentaci´ondelconocimientoadquirido.Enestecaso,esotienequeverconla
simplicidaddelmodeloyesteestambi´enunaspectoimportanteenelcualsehapuesto
ungrancuidado.Lasmedicionesefectuadasenel´ultimocap´ıtulopermitenaﬁrmarqueel
modeloobtenidoporelm´etodopropuestoenestatesinaesm´asf´acildeinterpretardebido
asureducidotama˜no.
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Capı´tulo 2
Te´cnicas deDM para Clasificacio´n
2.1. Introduccio´n
Esta tesina propone una nueva te´cnica para resolver una de las tareas ma´s importantes que
puede realizarse utilizandoDM: la clasificacio´n de la informacio´n disponible.
Este capı´tulo tiene como objetivo presentar y ejemplificar brevemente las te´cnicas
existentes que permiten obtener los modelos ma´s populares basados en a´rboles y reglas
de clasificacio´n.
Dichos modelos se construyen a partir del ana´lisis automa´tico de la informacio´n
disponible la cual esta´ formada por instancias o registros de valores de distintos atributos
o caracterı´sticas del problema. Estos atributos o caracterı´sticas pueden ser: nume´ricos (ej:
cantidad de empleados, edad, sueldo, metros cuadrados, promedio de notas, etc.) o bien
catego´ricos o nominales (ej: estado civil, raza, idioma, etc.).
Por otro lado, frente a un problema de clasificacio´n, generalmente uno de los atributos
catego´ricos presentes en los datos es considerado la etiqueta, es decir, la clase que le
corresponde a cada una de las instancias. Sin embargo esta informacio´n no siempre
esta´ disponible o es conocida. Por tal motivo, existen te´cnicas deDM que so´lo se aplican
cuando se dispone de ejemplos etiquetados y otras que pueden operar au´n sin contar con
esta informacio´n.
Dada una instancia en particular, clasificarla significa determinar entre todas las clases
posibles, a cua´l pertenece. Por ejemplo, a partir de los sı´ntomas de un paciente decidir
la droga a suministrar o en base la informacio´n personal y acade´mica de un alumno
determinar su probabilidad de continuar con sus estudios universitarios.
Para responder lo pedido, es preciso identificar los atributos relevantes para medir
la desercio´n universitaria o para representar la patologı´a del paciente. Esto lleva a
la necesidad de identificar y seleccionar los atributos que participara´n del modelo
descartando los que sean irrelevantes para la decisio´n. El problema es, por supuesto,
decidir cua´les pueden dejarse de lado sin afectar la decisio´n final.
La caracterı´stica ma´s importante de la clasificacio´n es que asume que las clases son
disjuntas y por ello, un registro es de una u´nica clase.
Ante un problema que requiere clasificacio´n existen distintos modelos que cumplen dicho
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objetivo,entreloscualesseencuentranlos´arbolesdedecisi´onylasreglasdeclasiﬁcaci´on.
Estosmodelos,cl´asicosdelaMiner´ıadeDatos,sonlosm´asusadosporquienestoman
decisionesporresultarf´acilesdeutilizaryentender.
Ambosmodelosaprendendelosdatosdemanerasupervisaday,adem´asdeserutilizados
paraclasiﬁcar,puedendeterminarlascaracter´ısticasrelevantesdelproblemaseg´unlos
datosaprendidos.
Acontinuaci´onser´andesaroladosambostiposdemodelosyseproporcionar´anejemplos
realizadosconRapidMiner(verap´endiceA).Finalizandoelcap´ıtulo,seprofundizar´ael
funcionamientodelm´etodoPART[16].
2.2. Arbolesdeclasiﬁcaci´on
Losa´rbolesdedecisi´onsonunadelast´ecnicas m´asutilizadaparaclasiﬁcaci´on.El
enfoque“divideyvencer´as”atrav´esdelcualseconstruyenestetipodemodelosyel
hechodequelosproblemasdeclasiﬁcaci´onasumenclasesdisjuntas,levannaturalmente
alestiloderepresentaci´ondeuna´rbolparadichosproblemas.Porejemplo,recoriendo
seg´unloss´ıntomasdeunapersona,laramadel´arboldelaﬁgura2.1quecoresponda,la
estructurarecomendar´asuministrarunadeterminadadroga.
Una´rboldedecisi´onesunconjuntodecondicionesorganizadasenunaestructura
jer´arquica.Cadanododela´rbolinvolucraunatributoycadaunadesusramasuna
condici´onsobredichoatributo,lascualesconsistennormalmenteenlacomparaci´on
condeterminadasconstantessielatributoesnominal.Ladecisi´onatomarapartirde
unregistro,sedeterminasiguiendolascondicionesqueaquelcumpledesdelara´ızdel
a´rbolhastaunadesushojasasociadaaalgunadelasclasesposibles.Losnodoshoja
proporcionanlaclasiﬁcaci´onqueseaplicaatodaslasinstanciasquealcanzancadauna
deelas.Estaesprecisamenteunadelasventajasqueposeenlosa´rboles:conducenel
ejemplohastauna´unicahoja,asignandoportanto,una´unicaclasealejemplo.
Laﬁgura2.1muestrauna´rboldeclasiﬁcaci´onquepermitediagnosticarladrogaque
debesersuministradaaunpacientecons´ıntomasderinitisal´ergica.Comoseobservaen
laﬁgura,existencincodrogasposibles:A,B,C,XeY.Sielatributoquesecomparaenun
nodoesnominal,eln´umerodehijosesigualalacardinalidaddelatributo(amenosque
endeterminadoniveldel´arbolnohayaejemplosparaalgunodesusvalores).Enestecaso
elatributonoser´acomparadonuevamentem´asabajoenel´arbol,dadoqueseagotaron
todossusposiblesvaloresenestacomparaci´on.TaleselcasodelatributoPresionenla
ﬁgura2.1quepuedetomarunodelossiguientesvalores:“Alta”,“Normal”y“Baja”.En
cambio,losvaloresdeunatributonum´ericopuedendividirseensubconjuntos,enesecaso
elatributopodr´ıaserutilizadoenotronodoconunanuevacomparaci´onm´asespec´ıﬁca.
Estoocureporejemploenelnodora´ızdel´arbol,formadoporelatributoPotasio,elcual
vuelveautilizarseenelprimerniveldelaramaizquierda.Comoyasedijoanteriormente,
laaparici´ondeunmismoatributom´asdeunavezsobrelamismaramadel´arbols´oloes
v´alidoparalosatributosnum´ericos.
Dadoquelosalgoritmosb´asicosdeaprendizajedea´rbolesdedecisi´onsebasanenla
disyunci´ondelasclases,lasparticionesdedatospresentesenlos´arbolestambi´endeben
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serdisjuntas.Deestamaneraelespaciodeinstanciassevapartiendodearibahacia
abajomediantecondicionesexcluyentesyexhaustivas.Portalmotivo,esimportante
laselecci´onde“buenas”particiones,seleccionandoparacadanodoelatributoque
mejorseparelosejemplosentretodossushijos.Unamalaeleccio´ndelapartici´on
(especialmenteenlaspartessuperioresdel´arbol)generar´aun´arbolmalo.
Losatributosqueproporcionanbuenasparticionessonaquelosrelevantesparael
problema,de maneraquelosa´rbolesproveentambi´enunasoluci´onalastareas
descriptivas,mostrandojer´arquicamentelaorganizaci´ondelainformaci´on.Esporeso
queconociendolamaneraenqueseorganizanlosatributosenela´rboldelaﬁgura
2.1,porejemplo,sepuedenconocerloss´ıntomasgeneralesquepermitendiagnosticar
determinadadroga.
Elalgoritmo1indicalamaneradeconstruiruna´rboldeclasiﬁcaci´onutilizandoelm´etodo
ID3diﬁnidoporQuinlanen[17].Endichoalgoritmo,el´arbolseconstruyeenforma
recursiva,dearibahaciaabajo.Alcomienzo,todoslosejemplosdelconjuntodedatos
est´anenelnodora´ızyseparticionanrecursivamenteseg´unelatributoseleccionadoen
cadamomento.Elparticionamientosedetienecuandotodaslasmuestrasparaunnodo
dadocorespondenalamismaclase,cuandonohaym´asatributosparaparticionar,o
cuandonoquedanm´asejemplos.Cuandotodaslasmuestrasparalahojacorespondana
lamismaclase,dichaclaseser´alautilizadaporlahojaparaclasiﬁcar.Casocontrario,se
utilizar´alaclaseconmayorrepresentantesparaclasiﬁcarlahoja.Elalgoritmo1genera
un´arboldedecisi´onparaunconjuntodeejemplosEsiguiendoesteprocesopartitivo.
Algoritmo1:Algoritmogen´ericodeconstrucci´ondeun´arboldedecisi´on
FunctionParticion(E:conjuntodeejemplos)
begin
if(todoslosejemplosdeEsondelamismaclasec)or(sonmuypocoscomo
paradividirlos)then
N←Generarunnodohoja
N.clase←laclasemayoritariadeE
else
Seleccionarelatributoconmenordesorden
N←Generarunnodocontantasramascomovalorestengaelatributo
seleccionadoenE
fori=1toCantidaddevaloresposiblesparaelatributoseleccionadodo
/EisonlosejemplosquecorrespondenalaramaidelnodoN
N.rama(i)← Particion(Ei)
returnN
2.2.1. Criteriodeselecci´ondeatributos
Comoyasedijoanteriormente,laformadeseleccionarlosatributosesimportanteparala
creaci´onyposteriorfuncionamientodel´arbol.Estatareapuedeserheur´ısticaomediante
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unamedidaestad´ıstica.Laideaesdisponerdeunam´etricaparadecidircu´alesatributos
ubicanmejorlosdatosdentrodela´rbol.Haydistintasvariantesdeestasmedidasypor
eloconstituyenunpar´ametrodelm´etodoautilizarparalaconstrucci´ondel´arbol.
ElcriterioquehabitualmenteseutilizasedenominaTasadeGanancia(eningl´esGain
Ratio).Esunam´etricaquetieneencuentanos´ololacapacidaddelatributoparaseparar
losejemplossinotambi´enlacantidaddevaloresposiblesquepuedetomar.Elc´alculode
laTasadeGananciadeunatributorequieredeladeﬁnici´ondealgunosconceptosprevios.
SeanDelconjuntodedatosquesedeseaevaluaryClacantidaddeclasesdistintasalas
quepuedenpertenecerlosejemplosdeD.Sedenominar´acomop(D,j)alaproporci´on
deejemplosdeDquepertenecenalaj-´esimaclase.Laincertidumbrereferidaalaclase
alacualperteneceunejemplodeDpuedeexpresarsecomo
Info(D)=−
C
j=1
p(D,j)∗log2(p(D,j) (2.1)
UnatributoTconopcionesmutuamenteexcluyentesT1,T2,...,Tk,alseraplicadosobre
losejemplosdeDdar´alugaralossubconjuntosD1,D2,...,DkdondeDicontiene
aquelosejemplosqueveriﬁcanlacondici´onTidelatributo.
PorejemploparaunatributoEdadqueposeas´olodosopciones(T1:Edad≤45)y(T2:
Edad>45)dividir´aalconjuntodeejemplosdeentradaDendossubconjuntosdeacuerdo
alvalordeedadquecadaunodeelosposea.ElsubconjuntoD1estar´aformadoporlos
quetenganunavalordelatributoEdadpordebajode45yelconjuntoD2contendr´ael
restodelosejemplos.Puedeversequelaaplicaci´ondelasopcionesdeunatributoT
permiteobtenerunapartici´ondeD.
Lainformaci´onganadaporunatributoTqueposeekopcionessedeﬁnedelasiguiente
forma:
Gain(D,T)=Info(D)−
k
i=1
|Di|
D ∗Info(Di) (2.2)
Lagananciadeﬁnidaen2.2seencuentrafuertementeinﬂuenciadaporlacantidadde
opcionesdelatributoTytomasuvalorm´aximocuandocadasubconjuntoDiest´aformado
porun´unicoelemento.Estoquieredecirqueporejemplo,siDtuvierainformaci´ondelos
alumnosdelaFacultaddeInform´aticayparacadaunodeelosseencontraracodiﬁcado
eln´umerodelegajo,eseser´ıaprecisamenteelatributoqueposeer´ıalamayorgananciaya
quenoesposibletenerdosalumnosconelmismovalor.
Espreciso,porlotanto,contarconalgunam´etricaquepermitapenalizaraaquelos
atributosqueposeanmuchasopciones.Paraeloseutilizar´alaentrop´ıarelacionadacon
lacantidaddeparticionesqueunatributoefect´uasobrelosdatosdeentrada.Estam´etrica
sedenominaSplitInformationysecalculadelasiguienteforma:
Split(D,T)=−
k
i=1
|Di|
D ∗log2
|Di|
|D| (2.3)
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N´otesequeelincrementodelvalordeSplit(D,T)esproporcionalalacantidaddeopciones
quetieneelatributoparasepararlosdatos.
Finalmente,laTasadeGananciadeunatributoTparaunconjuntodedatosDsecalcula
como
GainRatio(D,T)=Gain(D,T)Split(D,T)) (2.4)
Porlotanto,cuandosetratadeseleccionarunatributodeunconjuntodeatributos
posibles,seeval´ualaecuaci´on2.4paracadaunodeelosyseseleccionaaquelqueposea
elmayorvalor.
2.2.2. Podayreestructuraci´on
Losalgoritmosdeaprendizajedea´rbolesdedecisi´onobtienenunmodeloquecubretodos
losejemplosdelconjuntoutilizado.Estasituaci´on,quepuedeparecerideal,esunajuste
demasiadoestrictoysueleprovocarqueelmodelotrabajemalparanuevosejemplos.La
soluci´onaesteproblemaseresuelveconladenominada“poda”dela´rbolobtenido.La
podaeliminanodosinferioresdeun´arbolqueseconsiderandemasiadoespec´ıﬁcos.
Lapodapuederealizarseduranteelprocesodeconstrucci´on(prepoda)oluegodee´ste
(pospoda).Enelprimercasosetratadedeterminarelcriteriodeparadaalmomento
deseguirespecializandounarama,ysebasaeneln´umerodeejemplosenunnodo,
eneln´umerodeexcepcionesrespectoalaclasemayoritaria(eroresperado)uotras
t´ecnicas m´assoﬁsticadas.Lapospodatratadeeliminarnodosdeabajohaciaariba
hastaunl´ımite,basadoenlasmismasmedidasquelaprepoda.Ladiferenciaesquela
pospodaserealizaconunavisi´oncompletadelmodelo,pudiendoporesoobtenermejores
resultados.Cuandosepodaseconsiguennodosimpuros(conelementosdediferentes
clases),eligiendonormalmentelaclasemayoritariaparaetiquetarelnodohoja.
Esunatareadif´ıcildeterminarelniveldepodaconexactitud,dadoquedependeengran
medidadelosdatosespec´ıﬁcosdecadaproblema.Esporestoquesueleutilizarseel
conjuntodedatosdevalidaci´onparaesclarecerestepunto,sisedisponedeelos.
2.2.3. Calidaddelmodelo
Lacalidadpredictivadeuna´rboldeclasiﬁcaci´onpuedeexpresarseenunatabladenxn
siendonlacantidaddeclases,comosemuestraenlaﬁgura2.2.Estatabla,lamada
matrizdeconfusio´n,tienedistribuidoslosejemplospermitiendoversobresudiagonalla
cantidaddeejemplosquefueroncorectamenteclasiﬁcadosyfueradeelalosqueno.
Lascolumnasrepresentanlaclasedelosejemplosylasﬁlaslasprediccionesrealizadas
porelmodelo.Losejemplossedistribuyenenlasceldasseg´unsuclaseylaclasiﬁcaci´on
quelesproporcionael´arbol.Enlaﬁgurapuedeobservarsequeest´ancalculadasparacada
clase,laprecisi´ondelapredicci´on(proporci´ondelosejemplosquefueronclasiﬁcados
comodeunadeterminadaclase,predecidoscorectamente)ysualcance(proporci´onde
ejemplosdeunadeterminadaclasecorectamenteclasiﬁcados).
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Figura2.2:Matrizdeconfusi´onobtenidaapartirdelresultadodeaplicarela´rboldela
ﬁgura2.1alabaseDrugY
Figura2.3:A´rboldedecisi´onparadeterminarsisejuegaonoalgolf
2.2.4. Algoritmosprincipales
Existenvariosalgoritmosespec´ıﬁcosparalaconstrucci´ondea´rbolesdedecisi´on.Estos
m´etodosrespetanelalgoritmo1ydeﬁnenlosaspectosdesaroladosanteriormente.
Loscriteriosqueutilizancadaunodeelosparaelaprendizajedela´rboldanlugara
determinadasrestricciones.
Cadam´etodotienecapacidadesespec´ıﬁcasparaelmanejodelconjuntodedatos.Algunos
algoritmosnosoportanqueexistandatosfaltantes.Otrosnecesitanquetodoslosatributos
seandiscretosysiexistenatributosconvalorescontinuosdebenserdiscretizados
previamente.Taleselcasodelm´etodoID3deﬁnidoen1986porJ.RossQuinlan[17].La
ﬁgura2.3muestrauna´rboldedecisi´ongeneradoconID3enbasealosdatosdelatabla
2.1.
A˜nosm´astarde,elalgoritmoID3fuemejoradoparaconvertirseenelalgoritmoC4.5
incorporando,entreotrascosas,lacapacidaddeoperarconatributosnum´ericos.Paraelo,
porcadaunodelosatributosnum´ericosseordenandemenoramayorsusvalores,semide
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Ambiente Temperatura Humedad Viento Juega?
soleado alta alta d´ebil No
soleado alta alta fuerte No
nublado alta alta d´ebil Si
luvioso media alta d´ebil Si
luvioso baja normal d´ebil Si
luvioso baja normal fuerte No
nublado baja normal fuerte Si
Soleado media alta debil No
Soleado baja normal d´ebil Si
luvioso media normal d´ebil Si
Soleado media normal fuerte Si
Nublado media alta fuerte Si
Nublado alta normal d´ebil Si
luvioso media alta fuerte No
Tabla2.1:Conjuntodedatosdecondicionesclim´aticasparajugaralgolfformados´olo
poratributoscateg´oricos
elvalordedesordendelospuntosintermediosentrepardevaloresyseeligeelpuntode
corteconmenordesordenparaquecompitaconelrestodelosatributos,nominalesy/o
num´ericos.
Paraunadescripci´ondetaladadelm´etodoC4.5serecomiendaleer[18].Tambi´ense
encuentradisponibleparadescargarenformagratuitalaimplementaci´ondelm´etodoC4.5
suministradaporelautoren[19].
2.3. Modelosbasadosenreglas
Losmodelosbasadosenreglasaligualquelosa´rbolesdedecisi´ondescribenlosdatosde
losqueaprenden.
Lossistemasdereglassonunageneralizaci´ondelos´arbolesdedecisi´onenlaquenose
exigeexclusi´onniexhaustividadenlascondicionesdelasreglas(esdecir,podr´ıaaplicarse
m´asdeunareglaoninguna).
Losm´etodosdeconstrucci´ondereglastienenunconceptomuydiferentedelosque
generana´rboles:cadareglasegeneranconelobjetivodecubrirunsubconjuntode
ejemplosmientrasqueenela´rbol,cadanodoesseleccionadoporsucapacidadpara
particionarlosejemplos.Podr´ıandecirseentoncesquelos´arbolessonpartitivosmientras
quelasreglasbuscancobertura(ﬁgura2.4).Porestemotivo,los´arbolesdeclasiﬁcaci´on
s´olopuedenasignarunaclaseaunmismoejemplomientrasqueunconjuntodereglas
podr´ıaasignarm´asdeuna(encasodeexistirreglassolapadas).Unacaracter´ısticaquese
observaenlaﬁgura2.4esqueel´arbolcubretodoelespaciodeentradamientrasqueel
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Figura2.4:Clasiﬁcaci´ondeejemploscondosatributos.Alaizquierdaseencuentrala
partici´onquecadanododela´rbolrealizasobrelosatributosyaladerechasemuestran
dosreglasquepermitencubrirlossinsuperposici´on
conjuntodereglaspuedepresentar“huecos”.
2.3.1. Reglasdeasociaci´on
Lasreglasdeasociaci´on,talcomosemencion´oenlasecci´on1.5.2,sonexpresionesdela
forma
SI(condicion1)ENTONCES(condicion2)
dondeambascondiciones,antecedenteyconsecuenterespectivamente,sonconjunciones
deproposicionesdelaforma“atributo=valor”ycuya´unicarestricci´onesquelos
atributosqueintervienenenelantecedentedelareglanoformenpartedelconsecuente.
Unaregladeasociaci´onesunaproposici´onsobrelaocurenciadeciertosestadosen
unabasededatosoasociacionesdevaloresdeatributos.Porejemplo,enunservidor
webpermitir´ıanconocercu´alessonlositinerariosm´asseguidosporlosvisitantesdeun
sitioweboenunsupermercadolarelaci´onenlacompradeproductosdeterminando
qu´eproductossecompranconjuntamente.Suponiendounabasededatoscompuestapor
una´unicatablacomola2.2,unaregladeasociaci´ont´ıpicaser´ıa
SI(Bizcochos)Y(Miel)ENTONCES(Galetas)
dondetantoelantecedentecomoelconsecuentedelareglasereﬁerenaproductosdeun
supermercado.LaregladicequecadavezquesecompranBizcochosyMieltambi´ense
compranGaletas.Puedeapreciarsequelatablas´olocontienevaloresbinariosindicando
“1”sielclientecompradeterminadoproductoy“0”sinolohace.Sibiensonvalores
num´ericos,representanlosvaloresnominales“Compra”o“Nocompra”.Adem´as,no
necesariamentedebentenerdosvaloresposiblesyserlosmismosvaloresparatodos
losatributos.Taleselcasodelatabla2.1queposee(dejandodeladolaclasedelos
datoscorespondientealatributoJuega?)cuatroatributoscuyosvaloressoncategor´ıas
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Vino Gaseosa Leche Miel Bizcochos Galetas Jugo
1 1 0 0 0 1 0
0 1 1 0 0 0 0
0 0 0 1 1 1 0
1 1 0 1 1 1 1
0 0 0 0 0 1 0
1 0 0 0 0 1 1
0 1 1 1 1 0 0
0 0 0 1 1 1 1
1 1 0 0 1 0 1
0 1 0 0 1 0 0
Tabla2.2:Tablacuyasﬁlassereﬁerenacomprasrealizadasenuncomercioylascolumnas
acadaunodelosproductosenventaendichocomercio
simb´olicasenlugarden´umerosydeloscualesalgunosdeelosposeenm´asdedosvalores
posibles.
Elaprendizajedeestetipodereglasrequierequeseestablezcanrequisitosm´ınimos,
comoporejemplounsoportemayora0.02(versecci´on2.3.5).Lametodolog´ıaconsiste
enextraerelconjuntode´ıtemsquecumplanconlascondicionesestablecidas(parael
ejemplo,elsoporterequerido)ygenerarlasreglasapartirdelositemsconseguidos.Por
ejemplo,latabla2.1conelatributoAmbientequepuedeser“soleado”,“nublado”o
“luvioso”,elatributoTemperaturaquepuedetomarlosvalores“alta”,“media”y
“baja”,laHumedad“alta”o“baja”yelVientoquepuedevaler“fuerte”o“d´ebil”,
crea36combinacionesposibles(3∗3∗2∗2)delascuales14est´anpresentesenelconjunto
dedatos.Deestosdatossurge,entreotras,lasiguienteregla:
SI(Temperatura=baja)ENTONCES(Humedad=normal)
SibienelatributoJuega?,porserlaclasedelosdatos,fuedejadodeladoparael
desarolodelconceptoderegladeasociaci´on,puedeformarpartedeunareglade
asociaci´on.Porejemplo,laregla
SI(Viento=debil)Y(Juega?=No)ENTONCES
(Ambiente=soleado)Y(Humedad=Alta)
enlaqueformapartedelantecedenteolaregla
SI(Humedad=normal)Y(Viento=debil)ENTONCES(Juega?=Si)
enlaqueformapartedelconsecuente.Cuandoelconjuntodereglasdeasociaci´on
obtenidopresentaenelconsecuenteelmismoatributosedicequesetratadeunconjunto
dereglasdeclasiﬁcaci´on[20][2].Unaregladeasociaci´on,adiferenciadeunade
clasiﬁcaci´on,puede“predecir”cualquieradelosatributoseinclusom´asdeunocomo
sehavistoenlosejemplossuministradosenestasecci´on.
2.3. MODELOSBASADOSENREGLAS 35
Ambiente Temperatura Humedad Viento Juega?
soleado 85 85 no No
soleado 80 90 si No
nublado 83 86 no Si
luvioso 70 96 no Si
luvioso 68 80 no Si
luvioso 65 70 si No
nublado 64 65 si Si
Soleado 72 95 no No
Soleado 69 70 no Si
luvioso 75 80 no Si
Soleado 75 70 si Si
Nublado 72 90 si Si
Nublado 81 75 no Si
luvioso 71 91 si No
Tabla2.3:Versi´ondelatabla2.1conalgunosatributosnum´ericos
2.3.2. Reglasdeclasiﬁcaci´on
Lasreglasdeclasiﬁcaci´onsonunaalternativapopularalosa´rbolesdedecisi´on.El
antecedenteoprecondici´ondeunareglaesunaseriedeveriﬁcacionescomolasdelos
nodosdela´rbolyelconsecuenteoconclusi´on,proporcionalaclasequeseaplicaalos
ejemploscubiertosporlaregla.Unejemploderegladeclasiﬁcaci´ones
SI(Ambiente=soleado)Y(Humedad=alta)ENTONCES(Juega?=No)
lacualcorespondealosdatosdelatabla2.1yprediceent´erminosdejugaronoalgolf.
La2.3esunaversi´onlevementem´ascomplejaquela2.1yaquedosdelosatributos,
TemperaturaylaHumedad,tienenvaloresnum´ericos.Estosigniﬁcaquecualquier
m´etododeaprendizajedereglasdebecreardesigualdadesqueinvolucrenestosatributos
enlugardesimplesveriﬁcacionesdeigualdad,comoenelcasoanterior.Paralegar
areglasqueimplicancondicionesnum´ericas,aligualquesucedeconlosa´rboles,se
requiereunprocesounpocom´ascomplejo.Ahora,laprimeraregladadaanteriormente
puedetomarlasiguienteforma:
SI(Ambiente=soleado)Y(Humedad>83)ENTONCES(Juega?=No)
Engeneral,lascondicionesdelantecedenteest´antodasconectadasatrav´esdeunAND
l´ogico,ytodaslasveriﬁcacionesdebentenere´xitosilareglasedispara.Sinembargo,
algunasreglassonformuladasconexpresionesl´ogicasm´asgeneralesenelantecedente
quesimplementeconjunciones.UtilizandoORl´ogicoparaconectarlascondicionesde
unaregla,siunadeelasseveriﬁca,laclasequeﬁguraenelconsecuenteseaplicar´aa
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Figura2.5:Listadeclasiﬁcaci´onobtenidaapartirdelatabla2.1
lainstancia.Sibienseganageneralizaci´on,estoprovocaconﬂictocuandodadauna
instancia,variasreglassepuedenaplicaryelasvar´ıanensuconsecuente.Estonoocure
cuandoseobtieneunalistadeclasiﬁcaci´on(versecci´on2.3.3),cuyasreglasformanparte
deungrupoynoresultanserindependientes.
2.3.3. Listadedecisi´on
Unalistadedecisi´onesunaseriedereglasdeclasiﬁcaci´onquedebenserinterpretadas
enordenysusigniﬁcadodependede´esteportenerunlugarestablecido.Paraclasiﬁcar
unejemplo,lasreglassonaplicadasenelordenenquefueronobtenidasyelejemplo
ser´aclasiﬁcadoconlaclasecorespondientealconsecuentedelaprimerareglacuyo
antecedenteseveriﬁqueparaelejemploencuesti´on.Esdecirque,enprimerlugarse
analizalaprimeraregla,sielejemplonocumpleconsuantecedenteacontinuaci´onse
analizalasegunda,yas´ısucesivamentehastaquecumplaconelantecedentedealgunade
elas,clasiﬁcandoelejemploconsuconsecuente.Lasreglasdelaﬁgura2.5constituyen
unalistadeclasiﬁcaci´onparalatabla2.1.
Queunejemplocumplaconelantecedentedeunareglasigniﬁcacumplirconloquee´sta
pideynocumplirconlascondicionesdetodaslasreglasqueseencuentranantesque
ela.Laconstrucci´ondeunalistadedecisi´onbuscacaracterizarexactamentealosdatos.
Paraobtenerlasegeneranlasreglasunaaunaylosejemplossonretiradosdelconjunto
dedatosdeentradaamedidaquesoncubiertosporcadauna(ﬁgura2.6).Estosigniﬁca
quesegeneraunaregla,seeliminanlosejemplosquedichareglacubreysecontin´ua
generandoreglasconlosejemplosrestanteshastaquenoquedenejemplosporcubrir.
Estemecanismodeconstrucci´onquesigueelenfoque´ separayvencer´as”(diferenteal
utilizadoporuna´rbol),eselquelevaaobtenerunalistadedecisi´on,enlugardeun
conjuntodereglasdeclasiﬁcaci´onindependientes,dadoqueelordendeejecuci´ondelas
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Figura2.6:Procesodeconstrucci´ondeunalistadeclasiﬁcaci´on
reglasquedapredeterminado.Indefectiblemente,consider´andolasindividualmente(fuera
deunciertocontexto)tendr´anmenordesempe˜noqueinterpret´andolasjuntasyenorden.
Unalistadedecisi´ontienelaimportanteventajadequenogeneraambig¨uedadescuando
seinterpretansusreglascomos´ıpuedesucederdesafortunadamenteconreglasde
clasiﬁcaci´onindependientes.
2.3.4. Relaci´onentrereglasy´arboles
Losa´rbolesdedecisi´onpuedenconsiderarseunaformadeaprendizajedereglasyaquesu
estructurapuedeleersecomotaless´olorecoriendosusramas.Cadaramadel´arbolpuede
interpretarsecomounaregla,dondelosnodosinternosenelcaminodesdelara´ızala
hojadeﬁnenlosterminosdelaconjunci´onqueconstituyeelantecedenteyelconsecuente
laclaseasignadaalahoja.Esteprocesoproducereglasnoambiguasenlascualeselor-
denenelqueseejecutannoesrelevante.Sinembargo,engeneral,lasreglasquederivan
deun´arboldedecisi´onsonmuchom´ascomplejasdelonecesario,yporelo,suelenser
podadas.Porejemplo,elsiguienteconjuntodereglascorespondeal´arboldelaﬁgura2.3:
SI(Ambiente=luvioso)Y(Viento=debil)ENTONCES(Juega?=Si)
SI(Ambiente=nublado)ENTONCES(Juega?=Si)
SI(Ambiente=soleado)Y(Humedad=normal)ENTONCES(Juega?=Si)
ENOTROCASO(Juega?=No)
Sibienlasreglasoperansobreatributoscateg´oricosporderivardeun´arbolID3,sepuede
utilizarC4.5paraconstruiruna´rbolyobtenerreglasconatributosnum´ericos.Notar
tambi´enquesehanagrupadoenlareglapordefecto“ENOTROCASO”todaslasramas
dela´rbolcuyahojaasignalaclase“No”yelconjuntodereglasconstituyeunalistade
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decisi´onenlaqueelordenimporta.Laslistasdedecisi´onsonsimilaresalos´arbolesya
quecubrentodoslosejemplos,pretendenserperfectosydadounejemplohayuna´unica
reglaorama,seg´uncoresponda,que´estecumple.
Engenerallasreglassonm´ascompactasquelos´arboles,especialmentesipuedeusarse
unareglapordefectocomoseacabadever.Cuandosetratadereglasindependientes
cadaunadeelaspuederepresentarunconceptodistinto,loquepermiteagregaroquitar
reglasf´acilmente,algoquenoesf´acildehacerenun´arbolounalistadedecisi´on.Pero
porotrolado,distintasreglaspuedenconduciraconclusionesdiferentesparalamisma
instancia.Estasituaci´onnosucedeparareglasqueseleendirectamentedeuna´rbolde
decisi´onoquepertenecenaunalistadeclasiﬁcaci´onyaquequesuestructuraevitacual-
quierambig¨uedadenlainterpretaci´on.Porotraparte,debidoaquelos´arbolesdedecisi´on
nopuedenexpresarlaseparaci´onimpl´ıcitaentrelasdiferentesreglasenunconjuntode
reglasindependientes,latransformaci´ondeunconjuntodereglasenuna´rbolnoestan
sencilaygeneraredundancia.Estoseveenel´arboldelaﬁgurareﬃg:ArbolRedundante
enelquesedebereplicarundeterminadosub´arbolparapoderclasiﬁcardemaneraequi-
valenteacomolohacenlassiguientesdosreglas:
SI(a)Y(b)ENTONCES(clase=x)
SI(c)Y(d)ENTONCES(clase=x)
2.3.5. M´etricasparareglas
Existendistintasm´etricasparadeterminarlaimportanciaocalidaddeunareglayaseade
asociaci´onoclasiﬁcaci´on.Lasm´ashabitualesson:
Soporteocobertura:proporci´ondeejemplosquecumplenconlaregla.Porejemplo,
deltotalde14registrosdelatabla2.1en4deelosseveriﬁcaquelahumedad
esnormal,elvientoesd´ebilys´ısejuega,porloqueelsoportedelaregla
“SI(Humedad =normal)Y(Viento=debil)ENTONCES(Juega?=Si)”
ser´a4/14.
Conﬁanzaoprecisi´on:eselcocienteentrelacantidaddeejemplosquecumplen
conlareglaylacantidaddelosquecumplenu´nicamenteconelantecedente.
Porejemplo,laregla“SI(Temperatura=baja)Y(Humedad =normal)
ENTONCES(Juega?=Si)”veriﬁcadapor3delos14registrosdisponiblesy
habiendo4quetienenlatemperaturabajaylahumedadnormal,tieneconﬁanza
3/4.
Silareglaesdeclasiﬁcaci´on,surendimientopredictivopuederesumirsemediantela
siguientematriz:
Clasereal
C noC
Clase C TP FP cumplenA
predecida noC FN TN nocumplenA
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Figura2.7:A´rboldedecisi´onredundanteparaunadisyunci´onsimple
Enelasondistribuidostodoslosejemplos,seg´unlaclasequelareglapredice(ﬁlasde
latabla)ylaclaserealdelosejemplos(columnasdelatabla).SiendoAelantecedente
delareglayCdenotandolaclasedesuconsecuenteelsigniﬁcadodesucontenidoesel
siguiente:
-TP(delingl´esTruePositives)eseln´umerodeejemplosquesatisfacenAyC.
-FP(delingl´esFalsePositives)eseln´umerodeejemplosquesatisfacenAperono
-FN(delingl´esFalseNegatives)eseln´umerodeejemplosquenosatisfacenAperosiC.
-TN(delingl´esTrueNegatives)eseln´umerodeejemplosquenosatisfacenAniC.
Apartirdeestosconceptoselsoporteylaconﬁanzadeunareglapuedenexpresarse
utilizandolasecuaciones2.5y2.6respectivamente.Evidentemente,paraqueunaregla
seabuena,´estadeber´ıatenervaloresaltosdeTPYTN,ybajosdeFPyFN.
Soporte(reglai)= TPTP+FP+FN+TN (2.5)
Confianza(reglai)= TPTP+FP (2.6)
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Hastaahorasehasupuestoques´olohaydosclases(CynoC),produciendounamatrizde
confusi´onde2x2.Encasodehabernclasessetendr´ıaunamatrizdeconfusi´ondenxn.Sin
embargo,parasimpliﬁcarlaevaluaci´ondelasreglas,cuandoexistenm´asdedosclases
a´unas´ıseutilizanmatricesdeconfusi´onde2x2,siempreycuandoseeval´ueconlamatriz
unau´nicareglaalavez.Enestecaso,laclaseCpredecidaporlareglaesconsideradala
clasepositiva,ytodaslasotrasclasessonconsideradasclasesnegativas.
Cuandosetratadeunalistadeclasiﬁcaci´on,sedebenevaluartodaslasreglasalavezy
porelosudesempe˜nogeneralserepresenta,aligualqueselohaceconun´arbol,atrav´es
deunatablacomola2.2.
2.3.6. M´etodoscl´asicos
Existendiversosm´etodosdeconstrucci´ondereglas.Cuandosetratadeobtenerreglas
deasociaci´onelm´etodoquem´asseutilizaeselApriori[21]oalgunadesusvariantes
generalmenteorientadasareducireltiempodec´alculo.Encualquieradeloscasos,setrata
deidentiﬁcarlosconjuntosdeatributosm´asfrecuentesparaluegocombinarlosdetodas
lasmanerasposiblesyformarlasreglas.Paraelo,estem´etodotienecomopar´ametrosla
m´etricaaconsiderar(soporte,conﬁanza,etc.)yelumbralautilizar(1,0.8,etc.).Silas
reglas,porejemplo,semidenporconﬁanzaconunumbral0.75elm´etodoretornar´atodas
lasreglasconconﬁanzasuperioradichovalor.
Pararealizarclasiﬁcaci´on,elm´etodom´assimpleesZeroRqueclasiﬁcatodoslosejemplos
comopertenecientesalaclasemayoritaria.Porejemplo,paralosdatosdelatabla2.1,
seg´unlaclasemayoritarialarespuestasiemprees(Juega?=Si)conunatasadeacierto
del64.3%.Estem´etodosibiennoesmuyprecisoenalgunasocasionespuededarbuenos
resultados.
Elm´etodo1R[22],adiferenciadeZeroR,clasiﬁcaenbaseaunu´nicoatributo.Para
elo,porcadaatributoycadaunodesusvalorescreaunaregladelaforma“SI
(atributo=valor)ENTONCES(clasemasfrecuente)”alaqueselecalculasueror.
Finalmente,seleccionalasreglasdelatributoconelerortotalm´asbajo.Estem´etodo
esf´acildeaplicarperotiendeaobtenermuchasreglasquenonecesariamentedanuna
clasiﬁcaci´onexacta.Puedetrabajarcondatosfaltantesyatributosnum´ericos.
Otraopci´onparaobtenerreglasdeclasiﬁcaci´oneslautilizaci´ondelm´etodoApriori
aunquecomopudoverseesunm´etodom´asgeneral.Paraelo,deber´ıanﬁltrarselasreglas
queposeanundeterminadoconsecuenteoutilizarsuversi´onpredictiva[23].
Sienvezdeobtenerreglasindependientes,sequiereobtenerunalistadeclasiﬁcaci´on,el
algoritmoPRISM[24]puedeserusadosiempreycuandosetratedeatributosnominales.
Conestem´etodofueronobtenidaslasreglasdelaﬁgura2.5.
Enmuchasocasionesesnecesarioreorganizaryreﬁnarlasreglasobtenidasparamejorar
elmodelo.Hay m´etodoscomoRIPPER[25]queoptimizanelconjuntodereglas
constru´ıdoconelﬁndereducirsutama˜noymejorarsuajuste,descartandoreglasque
juntasfuncionanmejorqueporseparado.
Hayotrosm´etodosdeconstrucci´ondelistasquesebasanen´arbolesyadem´asoptimizan
lasreglas.Elm´etodoPART[16],deﬁnidoporFrankyWitenen1998,esunodeelos
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queobtienereglasapartirdelamejorhojadeun´arbolC4.5parcial.Porderivardedicho
a´rbol,adiferenciadePRISM,trabajaconatributosnum´ericos.
Acontinuaci´onsedescribeelm´etodoPARTporserelm´etodocontraelcualsecomparan
losresultadosobtenidosporelm´etodopropuestoenestatesina.
PART
Elm´etodoPART,deﬁnidopor Witenen[16],permiteobtenerunalistadereglasde
clasiﬁcaci´on;esdecir,unconjuntodereglasquealahoradeaplicarseaunejemplo,
debenejecutarsedemaneraordenadahastaencontrarlaprimerareglaqueelejemploen
cuesti´onveriﬁque.Dichareglatendr´aensuconsecuentelaclaseaasignar.
Esimportantenotarladiferenciaentreunconjuntodereglasindependientesyunalista
declasiﬁcaci´on.Silasreglassonindependientes,podr´ıansuperponerseenelespacio
deentradapermitiendoqueunmismoejemplopertenezcaadosclasesdistintas.Porel
contrario,enunalistadeclasiﬁcaci´on,lasreglasseanalizandeunaporvezcomenzando
porlaquesegener´oprimerohastahalarunaquecumplaconelejemplo.Lalistaincluye
unaclasepordefectolacualser´aasignadaalosejemplosquenocumplanconninguna
regla.Esdecirquealutilizarunalistadeclasiﬁcaci´on,unejemplodados´olopuedeser
asignadoaunaclase.
Porotrolado,lasreglasquecomponenlalistadeclasiﬁcaci´onquesegeneraconelm´etodo
PARTnosonperfectas.Suconstrucci´onrequieredeladeﬁnici´onpreviadeuna´rbol
declasiﬁcaci´onparcial.Sedijopreviamentequelasramasdeuna´rboldeclasiﬁcaci´on
puedenversecomoreglassiserecorentodassusramasdesdelara´ızhastalashojas;
sinembargoelcostodeconstruirel´arbolcompletosuelesercomputacionalmentealto.
PortalmotivoPARTutilizaun´arbolconstru´ıdoparcialmente.Esto´ultimoimplicaqueen
ciertopuntodelproceso,el´arboldejadeconstruirseyapartirdelasramasqueterminen
enhojassedecidelareglaquesevaagenerar.Laramaelegidaser´alaquepresentemayor
cobertura.
Elalgoritmodeconstrucci´ondela´rboliniciaseleccionandoelatributoque mejor
particionalosejemplos.ParaeloseutilizalaTasadeGananciadeﬁnidaen2.4.Luego,
paracadaramadelatributoseleccionado,secalculasuentrop´ıautilizandolaecuaci´on
2.1.Comoresultadosetendr´aunvalorparacadasubconjuntodeejemplosylaexpansi´on
del´arbolsehar´aenordencomenzandoporelsubconjuntodemenorvalor,esdecir,por
laramam´asprometedora.Estoserepiterecursivamentehastaquetodoslossubconjuntos
expandidosseanhojas.
Elalgoritmo2describeelprocesodeexpansi´onmencionado.
Enestepuntoseiniciaunprocesodepodadelsub´arbolgeneradocomenzandoporlas
hojasyendirecci´onalara´ız.Lapodas´oloselevar´aacabosielerorenelsub´arbol
essuperioralerorenelnodo.Deseras´ı,laexpansi´onrealizadaseanulayelnodose
convierteenhojaasignandolosejemplosalaclasemayoritaria.
Esteprocesoserepiterecursivamentehastaquetodoslossubconjuntosexpandidosse
conviertanenhoja.Esdecirquesienalg´unmomentoelprocesodepoda´estanoseleva
acabo,laconstrucci´ondel´arboltermina.
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Algoritmo2:Expansi´ondeconjuntodeejemplosparaformarun´arbolparcial
FunctionExpandirSubconj(S)
begin
SeleccionarunatributoutilizandolaTasadeGanancia
Utilizarelatributoseleccionadoparadividirlosejemplos
while(hayaunsubconjuntoXsinexpandir)and(todoslossubconjuntos
expandidoseanhojasdo
ExpandirSubconj(X)
if(todoslossubconjuntosexpandidossonhojas)and(elerrorestimadodel
sub´arbolesmayoralestimadoenelnodo)then
Deshacerlaexpansi´onensubconjuntosyconvertirelnodoenhoja
Unavezﬁnalizadalaconstrucci´ondela´rbolparcial,seseleccionalaramaconmayor
coberturaqueﬁnalizaenunahoja.
Luegodehaberobtenidolaregla,losejemplosqueelacubreseeliminandelconjuntode
datosdeentradayel´arbolsedescarta.Esteprocesoserepitehastaalcanzarlacobertura
deseada.
Conrespectoalam´etricautilizadaparaestimarelerorcometidoenunnodoalconsiderar
laclasemayoritaria,seutilizaunc´alculobasadoenunrazonamientoestad´ıstico.Setrata
deunaheur´ısticayaquevariosaspectosmatem´aticosnohansidotenidosencuentaal
momentodesuaplicacio´n.
Consid´eresequealclasiﬁcarunconjuntodeejemplosdetama˜noNutilizandosuclase
mayoritariaseproducenEerores.Silaclasiﬁcaci´ondelosejemplosselevaacaboen
formaindependiente,esdecirsilaprobabilidadpdequesecometauneroressiempre
lamisma,estasituaci´onpuedeversecomounexperimentobinomialdondeeltama˜no
demuestraesNylacantidadde´exitos(enestecasosonlosejemplosmalclasiﬁcados)
dentrodelamuestrapuedeversecomounavariablealeatoriaXcondistribuci´onbinomial
convaloresperadoµX=Npydesviaci´onσX= Np(1−p).
Dadoqueseest´atrabajandosobrelosejemplosdeentrenamiento,seutilizar´auna
estimaci´onpesimistadelatasadeerorutilizandoell´ımitesuperiordeunintervalode
conﬁanza.
Paraunvalorcindicadoapriori,losl´ımitesdelintervalodeconﬁanzaparalaverdadera
proporci´onpseobtienencalculandolasiguienteprobabilidad
P
−z< pˆ−pp(1−p)/N<z
=1−c (2.7)
siendoˆplaproporci´onobservadaenlamuestra.Enestecaso,ˆp=E/N.Laecuaci´on2.7
surgealaproximarladistribuci´onbinomialdeXporunadistribuci´onnormal.Estos´olo
puedehacersebajoalgunascondicionesdelamuestraqueenestecasonoest´ansiendo
consideradas.
Bajoestassuposiciones,ell´ımitesuperiordelintervalodeconﬁanzaqueseutilizar´apara
estimarelpeorerorequesepuedecometerenelnodoes
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e=pˆ+
z2
2N+z pˆN−pˆ
2
N+ z24N2
1+z2N
(2.8)
Enbasealadistribuci´ondeX,apartirdelaecuaci´on2.7seobtieneelvalordezautilizar.
Porejemplo,enelm´etodoC4.5yelPARTseutilizac−0,25yz=0,69.
Acontinuaci´onsemuestraunejemploconcretoparaobtenerlaprimerareglaaplicando
elm´etodoPARTalosejemplosdelatabla2.4.Elprocesocomienzaconlaelecci´on
delatributoqueseubicar´aenlara´ızdel´arbolparcial.Paraeloesprecisocalcularla
tasadegananciaparacadaunodelosatributosposiblesytomareldemayorvalor.
Estaeslainformaci´onquesemuestraenlatabla2.5.Elatributoseleccionadoes
“%materiasaprobadas”yela´rbolparcialhastaelmomentoeselquesemuestra
enlaﬁgura2.8(a).
Luegodeelegirelnodora´ız,sehanformado4ramasdondes´olounadeelasespura.El
an´alisiscontinuaporlaprimeraramanopuraconlamenorentrop´ıa.Enestecasoesla
rama“(%materiasaprobadas=[0,0.25])”.
Paralos9ejemplosquelaforman,sedebevolveraseleccionarelatributoconmayor
ganancia.Latabla2.6muestralosvaloresobtenidosyelatributoseleccionado.Alagregar
al´arbolelatributoTrabajaseseparanlosejemploscomoseobservaenlaﬁgura2.8(b).
Secontinuahaciaabajoenel´arbolseleccionandolaramaconmenorentrop´ıa.Elproceso
sigueporlarama“(%materiasaprobadas=[0,0.25])AND(Trabaja=SI)”
yelnuevoatributoseleccionadoesel“Promedio”(verﬁgura2.8(c).Estaeslamayor
profundidadquealcanzar´aestaramaporqueaunqueunadelahojasnoespura,elm´etodo
PARTaligualqueelm´etodoC4.5aplicauncriteriodeprepodaexigiendoquecadahoja
tengaunn´umerom´ınimodeejemplos(enestecaso2).
Eselmomentodedecidirsiseproduceunretrocesoono.Paraelodebecalcularseel
erorenelnodoantesydespu´esdegenerarelsub´arbol.Laﬁgura2.9muestraambas
opcionesconsucorespondientevalordeeror.Puedeobservarsequeesmenoreleror
antesdehaberelegidoelatributo“Promedio”yporlotanto,elsub´arbolesdescartado
considerandoalsubconjuntodeejemploscomosifueraunahoja.Losejemplosque
pertenecenaelaser´anetiquetadosconlaclasemayoritaria.
Laﬁgura2.10(a)ilustraela´rbolparcialconstruidohastael momento.Restaana-
lizarlos4ejemplosdelarama“(%materiasaprobadas=[0,0.25])AND
(Trabaja=NO)”.Elc´alculodeentrop´ıaparalosdosatributosquequedansemues-
traenlatabla2.7ynuevamenteelatributo“Promedio”esseleccionadodandolugaral
a´rbolparcialdelaﬁgura2.10(b).
Esteu´ltimoatributoclasiﬁcacorectamentelos4ejemplosinvolucradosyporlotantoel
procesodeexpansi´onterminar.
Nuevamenteenestepuntocorespondeanalizarsilapostpodadebelevarseacabo.Para
elo,secalculanloserorescometidosantesydespu´esdeagregarelu´ltimosub´arbol.
Dichosvaloresson0.4203y0.1834respectivamenteyseencuentranindicadosenlaﬁgura
2.11.Porlotanto,comoelsub´arboltienemenoserorqueelnodooriginal,lapostpoda
noserealizayelprocesodeconstrucci´ondel´abrolparcialﬁnalizaenestepunto.
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Trabaja EstadoCivil %materiasaprobadas Promedio Alumnoregular
NO Casado (0.25,0.5] [0,4) NO
NO Casado (0.25,0.5] [0,4) NO
SI Casado (0.25,0.5] [0,4) SI
SI Casado (0.25,0.5] [0,4) SI
NO Soltero (0.5,0.75] [4,6) SI
SI Casado (0.5,0.75] [4,6) SI
NO Casado (0.5,0.75] [6,10] SI
SI Casado (0.75,1) [0,4) SI
SI Soltero (0.75,1) [4,6) NO
NO Soltero (0.75,1) [6,10] NO
SI Soltero (0.75,1) [6,10] SI
NO Soltero [0,0.25] [0,4) SI
NO Casado [0,0.25] [0,4) SI
NO Soltero [0,0.25] [0,4) SI
SI Casado [0,0.25] [0,4) NO
SI Soltero [0,0.25] [0,4) NO
NO Casado [0,0.25] [4,6) NO
SI Casado [0,0.25] [4,6) NO
SI Soltero [0,0.25] [4,6) SI
SI Soltero [0,0.25] [6,10] NO
NO Casado (0.75,1) [6,10] NO
SI Soltero (0.75,1) [4,6) SI
Tabla2.4:Informaci´onreferidaa24alumnosqueesperaserutilizadaparadeterminarlas
caracter´ısticasprincipalesquedeterminansucondici´onderegularidad
Atributo Tasadeganancia
Trabaja 0.005041
EstadoCivil 0.007278
%materiasaprobadas 0.071381 (ATRIB.SELECC)
Promedio 0.012127
Tabla2.5:Tasadegananciacalculadaparacadaatributodelatabla2.4conelobjetivode
determinarlara´ızdel´arbolparcial
2.3. MODELOSBASADOSENREGLAS
%materiasaprobadas
(10:12)
[NO=5;SI=4]
Info(5:4)=0.991
[0,0.25]
[NO=2;SI=2]
Info(2:2)=1
(0.25,0.5]
[NO=0;SI=3]
Info(0:3)=0
(0.5,0.75]
[NO=3;SI=3]
Info(3:3)=1
(0.75,1]
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%materiasaprobadas
(10:12)
Trabaja
(5:4)
[NO=1;SI=3]
Info(1:3)=0.811
NO
[NO=4;SI=1]
Info(4:1)=0.722
SI
[0,0.25]
[NO=2;SI=2]
Info(2:2)=1
(0.25,0.5]
[NO=0;SI=3]
Info(0:3)=0
(0.5,0.75]
[NO=3;SI=3]
Info(3:3)=1
(0.75,1]
(a)Nodora´ız
%materiasaprobadas
(10:12)
Trabaja
(5:4)
[NO=1;SI=3]
Info(1:3)=0.811
NO
Promedio
(4:1)
[NO=2;SI=0]
Info(2:0)=0
[0,4)
[NO=1;SI=1]
Info(1:1)=1
[4,6)
[NO=1;SI=0]
Info(1:0)=0
[6,10]
SI
[0,0.25]
[NO=2;SI=2]
Info(2:2)=1
(0.25,0.5]
[NO=0;SI=3]
Info(0:3)=0
(0.5,0.75]
[NO=3;SI=3]
Info(3:3)=1
(0.75,1]
(b)Arbolparcialdenivel1
(c)Arbolparcialdenivel2
Figura2.8:Construcci´ondelaregla1
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Atributo Tasadeganancia
Trabaja 0.231503 (ATRIB.SELECC)
EstadoCivil 0.091911
Promedio 0.107691
Tabla2.6:Selecci´ondelatributoquemejorseparalosejemploscorespondientesalarama
“(%materiasaprobadas=[0,0.25])AND(Trabaja=NO))
Trabaja
(5:4)
[NO=1;SI=3]
Info(1:3)=0.811
NO
[NO=4;SI=1]
Errordelnodo=0.3469
SI
”.Esteatributose
ubicar´aenelnivel2del´arbolparcial
Trabaja
(5:4)
[NO=1;SI=3]
Info(1:3)=0.811
NO
Promedio
(4:1)
[NO=2;SI=0]
Errordelnodo=0.1923
[0,4)
[NO=1;SI=1]
Errordelnodo=0.7192
[4,6)
[NO=1;SI=0]
Errordelnodo=0.3225
[6,10]
SI
Errordelsubarbol=0.4291
(a)
(b)
Figura 2.9: El eror corespondiente a los datos de la rama
“(%materiasaprobadas=[0,0.25]) AND (Trabaja=SI)” es 0.3469
mientrasqueelcorespondientealsub´arbolgeneradoapartirdelatributo‘Promedio”es
0.4291.Porsereste´ultimomayor,elsub´arbolsedescarta
2.3. MODELOSBASADOSENREGLAS
%materiasaprobadas
(10:12)
Trabaja
(5:4)
[NO=1;SI=3]
Info(1:3)=0.811
NO
[NO=4;SI=1]
Errordelnodo=0.3469
SI
[0,0.25]
[NO=2;SI=2]
Info(2:2)=1
(0.25,0.5]
[NO=0;SI=3]
Info(0:3)=0
(0.5,0.75]
[NO=3;SI=3]
Info(3:3)=1
(0.75,1]
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%materiasaprobadas
(10:12)
Trabaja
(5:4)
Promedio
(1:3)
[NO=0;SI=3]
Info(0:3)=0
[0,4)
[NO=1;SI=0]
Info(1:0)=0
[4,6)
NO
[NO=4;SI=1]
Errordelnodo=0.3469
SI
[0,0.25]
[NO=2;SI=2]
Info(2:2)=1
(0.25,0.5]
[NO=0;SI=3]
Info(0:3)=0
(0.5,0.75]
[NO=3;SI=3]
Info(3:3)=1
(0.75,1]
(a)Arbolparcialdenivel2consub´arbolpodado
(b)Arbolparcialdenivel3consub´arbolpodado
Figura2.10:Construcci´ondelaregla1
Atributo Tasadeganancia
EstadoCivil 0.311278
Promedio 1.000000 (ATRIB.SELECC)
Tabla2.7:Selecci´ondelatributoquemejorseparalosejemploscorespondientesalarama
“(%materiasaprobadas=[0,0.25])AND(Trabaja=NO)”.Esteatributose
ubicar´aenelnivel2del´arbolparcial
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Trabaja
(5:4)
[NO=1;SI=3]
Errordelnodo=0.4203
NO
[NO=4;SI=1]
Errordelnodo=0.3469
SI
PARACLASIFICACI´ON
Trabaja
(5:4)
Promedio
(1:3)
[NO=0;SI=3]
Errordelnodo
=0.1370
[0,4)
[NO=1;SI=0]
Errordelnodo
=0.3225
[4,6)
NO
[NO=4;SI=1]
Errordelnodo=0.3469
SI
Errordelsubarbol=0.1834
(a)
(b)
Figura 2.11: El eror corespondiente a los datos de la rama
“(%materiasaprobadas=[0,0.25]) AND (Trabaja=NO)” es 0.4203
mientrasqueelcorespondientealsub´arbolgeneradoapartirdelatributo“Promedio”es
0.1834.Porsereste´ultimomenor,elsub´arbolnosedescarta
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Hanquedadoentonces4ramasqueterminanenhojayporlotanto,puedenser
seleccionadascomolaprimeraregla.Lasopcionesson:
1.SI(% materiasaprobadas=(0,5,0,75])
ENTONCES(Alumnoregular=SI)
2.SI(% materiasaprobadas=[0,0,25])
AND(Trabaja=SI)
ENTONCES(Alumnoregular=NO)
3.SI(% materiasaprobadas=[0,0,25])
AND(Trabaja=NO)
AND(Promedio=[0,4))
ENTONCES(Alumnoregular=SI)
4.SI(% materiasaprobadas=[0,0,25])
AND(Trabaja=NO)
AND(Promedio=[4,6))
ENTONCES(Alumnoregular=NO)
Enlaﬁgura2.12puedeversequelacoberturadelasopciones1y3esde3ejemploscada
una,laopci´on4s´olocubre1ejemplomientrasquelaopci´on2cubre4ejemplosyporlo
tantoeslaramaseleccionadacomoprimeraregla.
Acontinuaci´onsequitandelconjuntodeejemplosoriginales(tabla2.4)los5casos
cubiertosporlareglarecientementecreada(opci´on2)yserepiteelprocesonuevamente.
Lapr´oximareglaqueseobtendr´adelaconstrucci´ondelsiguientea´rbolparcialesSI
(Trabaja=SI)ENTONCES(Alumnoregular=SI).
2.4. Conclusiones
Dadoqueelm´etodopropuestoenestatesinasereﬁerealamodelizaci´ondelainformaci´on
disponibleutilizandounconjuntodereglasdeclasiﬁcaci´on,enestecap´ıtulosehan
descriptobrevementelosm´etodosm´asutilizadosenlaliteratura.
Secomenz´opresentandounadelasalternativas m´ascomunesqueconsisteenla
transformaci´ondeun´arboldeclasiﬁcaci´onenunconjuntodereglasatrav´esdelrecorido
decadaunadesusramas.
Seanalizaronb´asicamentedosm´etodosdeconstrucci´ondea´rboles,ambospropuestos
porQuinlan:ID3yC4.5.Laelecci´ondeestosm´etodosradicanos´oloensupopularidad
sinoqueadem´as,constituyenlabasedelm´etodoPARTdeﬁnidoporWitencontraelcual
secomparalapropuestadeestatesina.
Elm´etodoPARTproponeunaalternativainteresanteparalaconstrucci´ondereglasyesel
usode´arbolesparcialmenteconstruidos.Estotienecomoﬁnalidadprincipallograrreglas
m´asgeneralesenuntiempomenor.
Elejemplodesaroladoenlasecci´onanteriorilustraclaramentelospasosaseguirpara
obtenerelmodelobuscado.Aunques´olosedetalo´laprimerapartedelproceso,puede
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verse que se trata de un me´todo totalmente determinı´stico que si bien no requiere construir
el a´rbol de clasificacio´n completo insume un costo de ana´lisis considerable.
2.4.CONCLUSIONES
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Cap´ıtulo3
ClusteringconRedesNeuronales
3.1. Introducci´on
Lat´ecnicadeDMpropuestaenestatesinacombinaunaRedNeuronalconunaT´ecnica
deoptimizaci´onparaobtenerunmodelodeclasiﬁcaci´on.
Enparticular,laRedNeuronalutilizadapermiteagruparlainformaci´ondisponibleseg´un
unamedidadesimilituddada.
Last´ecnicasdeagrupamientoot´ecnicasdeclusteringbuscanqueloselementosdeun
mismogruposeanlom´ashomog´eneosposibleyalavezmuydistintosdeloselementos
contenidosenlosclustersrestantes.
Setratadeunatarearelevanteparala Miner´ıadeDatosyaquepermiteencontrar
caracter´ısticasgeneralesapartirdelascualespuedegenerarseunmodelodescriptivode
losdatos.Porejemplo,utilizandoagrupamientospuedenencontrarselascaracter´ısticas
comunesdelosalumnosqueapruebanuncursoolascaracter´ısticasprincipalesque
permitenidentiﬁcarunatransacci´oncomofraudulentaono.
Adem´as,seesperaquelosclustersseanhaladossininformaci´onpreviaysugeridos
u´nicamenteporlapropiaesenciaonaturalezadelosdatos.Esporesoquelaobtenci´on
deestosgrupossebasaenlaproximidadolejan´ıadelosdatosyporlotanto,resulta
importanteelusoadecuadodelconceptodedistancia.
Enestecap´ıtuloseintroduceelan´alisisdeclusters,sedetalanalgunasmedidasde
distanciaysepresentanformasdeclasiﬁcarlast´ecnicasdeclustering.Deentretodoslos
algoritmosexistentes,alﬁnaldeestecap´ıtuloser´adesarolado,enespecial,SOM(del
ingl´esSelf-OrganizingMaps)[26]porpresentarnotoriasventajasfrenteaotrosm´etodos,
raz´onporlacualesutilizadoenestatesinaparaeldesarolodelm´etodopropuesto.
3.2. Problemadeclustering
Clasiﬁcarcasosuobjetosendiferentesgruposesunanecesidadcotidianadondehace
faltaponerordenyagrupar,porejemplo,desdepacientes,libros,alumnoshastaanimales,
organismosylainformaci´onquetantasvecesbuscamoseninternet.
53
54 CAP´ITULO3.CLUSTERINGCONREDESNEURONALES
Nro.deEjemplo Cant.deMaterias Antiguedad(a˜nos) Promedio
1 20 4 7.56
2 7 8.5 7.2
3 8 9.5 8.25
4 2 1 6.4
5 0 0.5 6
6 2 1.5 5.5
7 3 1.5 7
8 14 5.5 5.25
9 12 6 6
10 3 9 9
11 18 3.5 8.2
12 9 8.5 7.6
13 19 4 9
14 15 4 5.6
15 10 5 7
16 10 10 8
Tabla3.1:Informaci´onnoetiquetadade16alumnosdeunaunidadacad´emica
LaMiner´ıadeDatospresentaunavariedaddem´etodoscapacesdeagruparlainformaci´on
disponibledemaneraqueaqueloscasosquepresentencaracter´ısticasmuysimilares
formenunmismogrupo.Cuantom´ascompactosseanlosagrupamientosym´asseparados
est´enentreelos,mejorser´alat´ecnicadeclusteringutilizada.
Porejemplo,supongaquedisponedeinformaci´onreferidaaldesempe˜noacad´emicode
losalumnosdeciertaunidadacad´emicayquelascaracter´ısticasrelevadasson:cantidad
demateriasaprobadas,promediogeneralyantiguedaddelalumnoenlacarera(cantidad
dea˜nostranscuridosdesdequecomenz´o).Latabla3.1contieneunconjuntoreducidode
ejemplosconestascaracter´ısticas.
N´otesequenosehaasociadoaprioriningunaetiquetaoclaseacadaalumnosinoquese
esperaquesealat´ecnicadeKDlaquelosrelacionesenbaseaunamedidadesimilitud
odistancia.
Paralevaracaboestatareashaydistintosenfoquesseg´unlaformaenqueserepresenta
lacercan´ıaoparecidoentreejemplosysedividenendosgrandescategor´ıas:
Jer´arquicas:Resultanapropiadascuandosedesconocelacantidaddegruposque
sedeseanformar.Sufuncionamientosebasaenrelacionarlosejemplosutilizando
unamedidadedistancia.Puedenlevaracaboestatareaconsiderandoinicialmente
acadaejemplocomounagrupamientoaislado,luegolosagrupamientossevan
uniendodeaparesamedidaqueasciendenenlajerarqu´ıa.Elotroenfoqueopera
ensentidoinverso,considerandoquetodaslasobservacionespertenecenaun´unico
grupoelcualsevadividiendorecursivamenteamedidaquebajaenlajerarqu´ıa.El
primerenfoqueseconocecomoagrupamientojer´arquicoaglomerativoyelsegundo
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Figura3.1:Agrupamientojer´arquicoaglomerativorealizadosobrelosdatosdelatabla
3.1.Losn´umerossobreelejehorizontalrepresentaneln´umerodeejemplo
agrupamientojer´arquicodivisorio.
Elresultadodeestetipodeagrupamientoserepresentageneralmenteenforma
dedendrograma(“dendrogram”).Laﬁgura3.1ilustraunagrupamientojer´arquico
aglomerativorealizadosobrelosdatosdelatabla3.1.
Partitivo:enlosqueeln´umerodegrupossedeterminadeantemanoylas
observacionessevanasignandoalosgruposenfunci´ondesucercan´ıa.Aesta
categor´ıaspertenecent´ecnicascomoK-medias[15]ylasredesneuronalesSOM.
Cadagrupotieneunrepresentanteocentroidequepermiteresumirlainformaci´on
delgrupo.Laﬁgura3.2ilustraestetipodeagrupamiento.
N´otesequeenamboscasos,elmodeloobtenidoseresumeatrav´esderelacionesentrelos
ejemplosapartirdeunamedidadeparecidoespeciﬁcadaapriori.Luegodehaberformado
losagrupamientos,eselexpertoquienpuedeasignarleunaetiquetareconociendoenelos
unasituaci´onespec´ıﬁca.Porejemplo,eldendrogramadelaﬁgura3.1indicaquelos
ejemplos2,3,12,16y10sonsimilares.Siseobservalatabla3.1puedeversequesetrata
dealumnosconbuenpromedioquehanrendidopocasmateriasyquehacemuchoque
est´aninscriptosenlacarera.Tambi´ensepuedeverlarelaci´onentrelosejemplos1,11y
13corespondienteaalumnosquelevanlacareraald´ıaconbuenascaliﬁcaciones.
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Figura3.2:Agrupamientopartitivorealizadosobrelosdatosdelatabla3.1.Cadagrupo
poseeuncentroidequeresumelascaracter´ısticasdeloselementosqueloforman
3.3. Distanciasysimilitudes
Last´ecnicasdeagrupamiento,adiferenciadelasdeclasiﬁcaci´on, modelizanla
informaci´onsinnecesidaddecontaraprioriconejemplosetiquetados.Esdecirqueel
modeloseobtienedemaneranosupervisadayaqueparaunejemplosuministradose
desconoceapriorilaclasealaquepertenece.Estacarenciadeetiquetadoinicialse
reemplazaporunamedidadesimilitudodistancia,esdecirque,esnecesarioincorporar
uncriterioquedeterminecu´andodosejemplossonparecidosycu´andonoloson.
Esteesprecisamenteunodelosaspectosm´asinteresantedelast´ecnicasdeagrupamiento:
elmismom´etodopuedefuncionardemaneradiferente,variandolam´etricadedistancia.
Dichodeotramanera,lafunci´ondedistanciaautilizarpuedeconsiderarseunpar´ametro
delat´ecnicaaaplicar(aligualqueocureconelcriterioconelqueseeligenlosatributos
quecomponenun´arboldedecisi´onseg´unlovistoenlasecci´on2.2.1).
Acontinuaci´on,sever´anlosconceptosypropiedadesreferidosaunamedidadedistancia.
3.3.1. Propiedadesgenerales
Teniendoencuentaqueelobjetivoprincipaleshalarclustersquecontengancasos
similares,vaasernecesariomedirlassimilitudesobienlasdistanciasquehayentre
loscasos.
3.3. DISTANCIAS Y SIMILITUDES 57
Para poder operar matema´ticamente con los ejemplos es necesario contar con una
representacio´n para cada uno de ellos.
Sea X el conjunto de ejemplos sobre el cual se realizara´ el agrupamiento. X esta´ra´ formado
por m ejemplos de n atributos cada uno. Es decir que cada ejemplo sera´ representado como
un vector nu´me´rico n-dimensional.
Existen varias formas de considerar la distancia que separa dos vectores del espacio de
datos n-dimensional. Matema´ticamente hablando, se consideran funciones de distancia
so´lo las funciones definidas adecuadamente d : X × X → R y que cumplen las siguientes
propiedades:
d(i, j) ≥ 0
d(i, i) = 0
d(i, j) = d( j, i)
La primera de las propiedades dice que la distancia entre dos elementos i y j cualesquiera
de los 1, 2, · · · ,m disponibles en X debe ser positiva. La segunda que cada caso no puede
distar de sı´ mismo. Finalmente la u´ltima propiedad establece simetrı´a lo que equivale a
decir que la distancia de i a j es la misma que la de j a i.
Cuando adema´s de las tres propiedades anteriores se cumple la desigualdad triangular,
d(i, j) ≤ d(i, k) + d(k, j), se dice que la distancia es me´trica y que (X,d) forma un espacio
me´trico. Esta propiedades significa que la distancia entre dos ejemplos cualesquiera, i y
j, es menor o igual que la suma de la distancia de i a un tercer ejemplo k, ma´s la distancia
de k a j.
Como el nu´mero de casos m es finito, es posible ordenar las interdistancias en una matriz
sime´trica mxm, denominada matriz de distancias D sobre X donde d(i, j) = di j:
D =

d11 d12 d13 · · · d1m
d21 d22 d23 · · · d2m
d31 d32 d33 · · · d3m
...
...
dm1 dm2 dm3 · · · dmm

El concepto dual a la distancia es la similaridad. Al igual que una funcio´n de distancia,
una funcio´n de similaridad s sobre un conjunto X es una funcio´n s : X × X → R que
verifica ciertas propiedades:
0 ≤ s(i, j) ≤ 1
1 = s(i, i) ≥ s(i, j)
s(i, j) = s( j, i)
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Laprimerapropiedaddicequelasimilaridaddebesernonegativayestableceunaescala.
Lasegunda,quecadacasosepareceas´ımismom´asqueacualquierotrocasoyla´ultima
establecesimetr´ıa.Encuantoalainterpretaci´onsepuededecirquecuantomayorseala
similaridads(i,j),m´asparecidosentres´ıser´anloscasosiyj.Delamismamaneraque
seconstruy´olamatrizdedistanciassepuedeconstruirlamatrizdesimilaridadessobreX:
S=

s11 s12 s13 ···s1m
s21 s22 s23 ···s2m
s31 s32 s33 ···s3m.. ..
sm1 sm2 sm3 ···smm

UnavezconstruidaunamatrizdesimilaridadesShayvariasformasdepasaraunamatriz
dedistanciassobreXyviceversa.Dadosdoscasosiyj,latransformaci´ondeGower[27]
aseguraquesecumplelasiguienterelaci´on:
d2ij=si+sjj−2sij (3.1)
N´otesequecomosi = sjj = 1,esequivalenteadij = 1−sij.Existenotras
tansformacionescomoladistanciacomplementodij=1−sijolara´ızdelcomplemento
alcuadradodij= 1−s2ij.
Laspropiedadesgeom´etricasdelasdistanciaspuedenser,enalgunoscasos,deutilidad
parasumanejoeinterpretaci´on.
Unapreguntaquesurgeapartirdetantosconceptosdesaroladosescu´antasfuncionesde
distanciaysimilitudhay.
SobrecadacasodeXsehanmedidonvariablesyportanto,cadacasopuedeser
representadocomounvectorx=(x1,···,xn)deRn,demaneraquecadaxiesel
valorquetomalai-´esimavariablemedidasobreelcaso.Dependiendodelanaturaleza
delasvariablesquesehayanconsiderado(variablescontinuas,binariasomixtas),se
debenutilizardiferentestiposdedistanciasosimilaridades.Adem´as,elusodeuna
medidauotratambi´endependedelanaturalezadelosdatos,esdecir,siprovienende
unestudiogen´etico,ecol´ogico,industrial,etc.As´ıpueshayunaenormevariedadde
diferentesfuncionesdedistanciasysimilaridad.Acontinuaci´onsedescribenlasmedidas
dedistanciam´ashabituales.
3.3.2. Medidasdedistancia
Comosever´aacontinuaci´on,adem´asdeladistanciaeucl´ıdeaocl´asica,existenotras
funcionesquetambi´encumplenlosrequisitosdeunafunci´ondedistancia(lamada
entonces m´etrica)yquepuedenfuncionar mejorenciertoscontextos. M´asa´un,
dependiendodelaaplicaci´on,sepuedendeﬁnirfuncionesad-hocqueact´uencomo
m´etricadedistancia.
Lasmedidasdedistancia m´astradicionalessonaquelasqueseaplicansobredos
instanciasoejemplos,talesquetodoslosatributossonnum´ericos.Porejemplo,sepueden
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deﬁnirlasdistanciasentredosvectores,puntosoinstanciasxeydedimensi´onndemuy
distintasformas.Acontinuaci´onsepresentanalgunasdeelas:
DistanciaEucl´ıdea.Esladistanciacl´asica,comolalongituddelarectaqueune
dospuntosenelespacioeucl´ıdeo:
d(x,y)=
n
i=1
(xi−yi)2
DistanciadeManhatan.Tambi´enlamadadistanciaporcuadras(city-block).Tal
comosunombreindica,hacereferenciaarecoreruncaminonoendiagonal(por
elcaminom´ascorto),sinozigzagueando,comosehar´ıaenManhatan:
d(x,y)=
n
i=1
|xi−yi|
Distanciade Minkowsky(q≥1).Cuandoq=2e´stasereducealadistancia
Eucl´ıdeaycuandoq=1,seobtieneladistanciadeManhatan:
d(x,y)=

n
i=1
|xi−yi|q

1q
DistanciadeChebychev.Simplementecalculaladiscrepancia m´asgrandeen
algunadelasdimensiones:
d(x,y)=maxi=1.n|xi−yi|
Distanciadelcoseno.Considerandoquecadaejemploesunvector,ladistancia
ser´ıaelcosenodel´anguloqueforman:
d(x,y)=arccos x
Ty
x.y (3.2)
Distanciade Mahalanobis.Todaslasdistanciasanterioresasumen,encierto
modo,quelosatributossonindependientes(esdecir,considerancadaatributouna
dimensi´onortogonalalasdem´as).Estadistanciaesm´asrobustayutilizalamatriz
decovarianzasS:
d(x,y)= (x−y)TS−1(x−y) (3.3)
3.4. Clasiﬁcaci´onatrav´esdelagrupamiento
Comoyasehavisto,yenespecialenelcap´ıtulo2,cuandoseaprendedeejemplos,casos
odatosconocidos,generalmenteloquesebuscaespodertomarunadecisi´onsobrenuevos
casos.
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Parecedesentidocom´unpensarqueanteunanuevasituaci´onsedeber´aactuarcomo
sehizoensituacionesanterioresparecidasosimilares,siene´stassetuvoe´xito.En
consecuencia,pareceunareglabastanteclaraynaturalquepuedeseraplicadaamultitud
detareasdeminer´ıadedatos.
Tantolaclasiﬁcaci´oncomoelagrupamiento,sontareasquebasansufuncionamientoen
laidentiﬁcaci´ondecaracter´ısticascomunesenlosdatosdeentrada.
Sumayordiferenciaradicaenlaposibilidaddecontarconunaetiquetaparaelgrupo.
Estaetiquetaesrequeridas´oloenlast´ecnicasdeclasiﬁcaci´onypuedeserobtenidaenel
momentodelarecoleccio´ndelosdatosoaposterioriatrav´esunprocesomanuallevado
acaboporunexperto.
Antelalegadadeunnuevoejemplo,e´steser´aasignadoalgrupom´asparecidoysidicho
grupoposeeunaetiquetaasignada,podr´aserclasiﬁcadoatrav´esdeela.
N´otesequeelmodeloobtenidoatrav´esdelagrupamientocumpleunrolnetamente
descriptivoyaqueresumedealgunaformalarelaci´onentrelosejemplosqueledieron
origen.
3.5. RedesNeuronalesyclustering
LasRedesNeuronalesArtiﬁcialesosimplementeRedesNeuronales,buscanemular
elcomportamientodelcerebrohumanoenloquesereﬁerealprocesamientode
informaci´onimprecisayalacapacidaddeaprendersininstruccionesexpl´ıcitas
creandorepresentacionesinternasadecuadas.Suestructuraest´aformadab´asicamente
porneuronasartiﬁcialesyconexionesentreelas,dondeunaneuronaartiﬁcialalser
“activada”env´ıase˜nalesalasneuronasartiﬁcialesalascualesest´aconectada,lamadas
neuronasvecinas.Desdeelpuntodevistadelaimplementaci´onlaestructuradelaredes
ungrafodirigidocuyosarcosalmacenanelconocimientoadquirido.
ExistendistintostiposdeRedesNeuronalesseg´unlaclasedeproblemaquesebusque
resolver.
LasRedesNeuronalescompetitivassonlasadecuadaspararesolverunproblemade
agrupamiento.Lasiguientesecci´ondeﬁnelaarquitecturam´aspopularenestatem´atica.
3.6. Mapasauto-organizativos
Losmapasauto-organizativosoredesSOM(delingl´esSelf-OrganizingMaps)fueron
deﬁnidosporKohonenen1982[26].Suaplicaci´onprincipaleselagrupamientodela
informaci´ondisponibleysecaracterizaporsucapacidadparapreservarlatopolog´ıade
losdatosdeentrada.
Esunat´ecnicadeclusteringpartitivayaqueasociacadaejemploaunvectorpromedio
ocentroide.Adem´asposeelacapacidadderelacionarloscentroidesdemanerade
indentiﬁcarsimilitudesentreelos.Esto´ultimoesunacaracter´ısticapropiadeestared
quenoest´adisponibleenlamayor´ıadelast´ecnicasdeclusteringbasadasencentroides.
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Figura3.3:Estructuracl´asicadeunaredSOM
Porestemotivosuelenutilizarsecomoheramientadevisualizaci´onyparareducirla
dimensionalidaddelespaciodeentrada.
3.6.1. Descripci´ondelmodelo
Puedeserrepresentadacomounaestructuradedoscapas:lacapadeentradacuyafunci´on
ess´olopermitirelingresodelainformaci´onalaredylacapacompetitivaqueesla
encargadaderealizarelagrupamiento.Lasneuronasqueformanestasegundacapase
encuentranconectadasyposeenlacapacidaddeidentiﬁcarlacantidadde”saltos´ o
conexionesquelaseparandecadaunadelasrestantesdentrodeestenivel.Cadaneurona
competitivalevaasociadounvectordepesosocentroiderepresentadoporlosvalores
delosarcosqueleganaeladesdelacapadeentrada.Deestaforma,laredSOM
manejadosestructurasdeinformacio´n:unareferidaaloscentroidesasociadosalas
neuronascompetitivasyotraencargadadedeterminarlaproximidadentreneuronas.Esto,
adiferenciadeunm´etododelestilo”winner-take-al´ comoelm´etodoK-medias,brinda
informaci´onadicionalconrespectoalosagrupamientosyaqueneuronascercanasdentro
delaarquitecturarepresentar´anagrupamientossimilaresenelespaciodelosdatosde
entrada.
Laﬁgura3.3muestralaestructuradeunaredSOMdondelacapadeentradaest´aformada
porunvectordendimensionesylacapacompetitivaposee5x6=30neuronas.Cada
neuronadeestasegundacapaposee8vecinosdirectos(conexionesinmediatas).Esta
formadeconexi´onpuedecambiarseg´unelproblemaaresolver.
Inicialmentelospesosdelared,cuyosvaloresseencuentranrepresentadosenlaﬁgura
mediantelamatrizW,sonaleatoriosyseadaptanconlassucesivaspresentacionesdelos
vectoresdeentrada.Seutilizar´awijparadenotarelpesodelarcoquevadesdelaj´esima
neuronadeentradahastalai´esimaneuronacompetitiva
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Portratarseunaestructuracompetitiva,cadavectordeentradaseconsiderarepresentado
por(oasociadocon)laneuronacompetitivaqueposeaelvectordepesosm´asparecido
seg´ununamedidadesimilituddada.ElvalorﬁnaldeWseobtienemedianteunproceso
iterativoqueserepitehastaquelosvectoresdepesosnopresentenmodiﬁcaciones
signiﬁcativasoloqueeslomismo,hastaquecadavectordeentradasearepresentado
porlamismaneuronacompetitivaqueenlaiteraci´onanterior.
DuranteelentrenamientodelaredSOM,encadaiteraci´on,paracadavectordeentrada
X=(x1,x2,..,xn),sedeterminalaneuronaquelorepresenta,esdecir,laneuronam´as
parecidahastaelmomento.Aestaneuronaselelamaneuronaganadorayaquegana
lacompetenciaporlarepresentaci´ondelvectorporserlam´ascercanautilizandouna
medidadedistancia.Esdecirquesiendo(wi1,wi2,..,win)elvectordepesosdelai-´esima
neuronacompetitiva,SOMidentiﬁcaalaneuronaganadoracomoaquelaquecumple
conlaecuaci´on3.4
Wganadora−X =min(Wi−X) i=1.N (3.4)
dondeganadoraeslaneuronaganadora,|.|esunamedidadedistancia,generalmente
distanciaeucl´ıdea(ecuaci´on3.3.2)yNeslacantidadtotaldeneuronascompetitivas.
Luego,SOMs´oloactualizaelvectordepesodedichaneuronaydesuvecindadseg´unla
ecuaci´on3.5
Wij=Wij+α∗(Xi−Wij) j=1.n (3.5)
siendonladimensi´ondelespaciodeentrada,ilaneuronacompetitivacuyovectorse
deseaactualizaryαunvalorentre0y1querepresentaunfactordeaprendizaje.Los
vectoresdepesosdelasrestantesneuronascompetitivaspermanecensincambios.La
ecuaci´on3.5tienevariantesquepuedenconsultarseen[28].
Elconceptodevecindadesutilizadoparapermitirquelaredseadapteadecuadamente.
Estoimplicaqueneuronascompetitivasvecinasrepresentanpatronesdeentradasimilares.
Portalmotivo,duranteelprocesodeentrenamiento(obtenci´ondelosvaloresdeW)se
comienzaconunavecindadampliaparaluegoirreduci´endolaalolargodelasiteraciones.
Elalgoritmo3describeelpseudoc´odigocorespondientealprocesob´asicodeadaptaci´on
delaredSOM.
Algoritmo3:Pseudoc´odigob´asicodeentrenamientodelaredSOM
W←valoresinicialesaleatorios;
Vecindad←ﬁjareltama˜nodevecindadinicial;
NroIteReduccion←ﬁjarlacantidaddeiteracionesquedebentranscurirpara
reducirlavecindad;
whilenosealcanceelcriteriodeterminaci´ondo
forcadavectordeentradado
Ingresarelvectoralaredycalcularlaneuronaganadora;
Actualizarlaneuronaganadoraysuvecindad;
ReducirVecindadsicorespondeseg´unNroIteReduccion;
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3.7. Mapasauto-organizativosdin´amicos
LagrandesventajadelSOMradicaenladeﬁnici´onest´aticadesuarquitecturayaquela
cantidadymododeconexi´ondelasneuronasquelaformandebenserdeﬁnidosapriori,
antesdecomenzarconelentrenamiento,condicionandodeestamaneralaeﬁcienciay
eﬁcaciadelared.
Comoformaderesolverestosehanpropuestosolucionesalternativasdenominadas
Mapas Auto-organizativos Dina´micosloscualespermitenincorporary/oeliminar
neuronasduranteelentrenamiento.Enestoscasos,elcrecimientodelaestructurase
realizaenfunci´ondelacantidaddevecesqueganacadaneurona.Aquelasquelohacen
unmayorn´umerodevecessonreforzadasconnuevasvecinasconelobjetivodedistribuir
demaneram´asadecuadalosvectores.Unmapaauto-organizativodin´amico(ocreciente)
esunaversi´onextendidadelcl´asicoSOMdeKohonenconlacapacidaddeexpandirsu
estructurademaneracontrolable.
Paratrabajarconestetipodearquitecturaslasneuronasdelareddebentenerposibilidad
deincorporaroeliminarvecinosdin´amicamente.Estogeneralanecesidaddeidentiﬁcar
ellugardondedebeninsertarsenuevoselementosenlaarquitectura.Esteaspecto,sumado
alhechodequelasobrecargadelasneuronasesmedidaenformaaisladapuedelevar
alap´erdidadepreservaci´ondelatopolog´ıa.Estosemaniﬁestaenlaubicaci´onde
representantesdeagrupacionessimilares(neuronascompetitivas)enposicionesmuy
distantesdentrodelaredneuronal.
Engeneral,la mayor´ıadelasestrategiasexistentesparaladeﬁnici´onde mapas
autoorganizativosdin´amicos,poseenlascaracter´ısticasprincipalesdelSOMdeﬁnidopor
Kohonenyutilizanunamedidadeerordependientedelproblemaparadeterminarcu´ando
debeninsertarsenuevasneuronas[29].
Paraelo,encadapasodeadaptaci´onlainformaci´ondelerorlocalesacumuladaenla
neuronaganadora,evitandoqueunmismoelementodelaredacumulelarepresentaci´on
delamayor´ıadelospatronesdeentradaysiendoutilizadaparadeterminard´ondedeben
insertarsenuevasunidadesenlared.Cuandoserealizaunainserci´on,lainformaci´ondel
eroresredistribuidalocalmenteevitandonuevasinsercionesenelmismolugar.
3.7.1. M´etodosexistentes
Sehanpropuestounacantidadimportantedem´etodosbasadosenlaﬁlosof´ıadelosmapas
auto-organizativosdin´amicos.Acontinuaci´onsedescribir´anbrevementealgunosdelos
m´etodosexistentes:
Growingcelstructure(GCS)
En1993,BrendFritzkedesarolo´unaarquitecturaderedneuronalauto-organizativa
din´amicaque,adiferenciadelamayor´ıadelosm´etodosexistentes,poseedosvariantesde
aprendizaje:no-supervisadoysupervisado.Esta´ultimaesunacombinaci´ondelavariante
deaprendizajeno-supervisadoconunafunci´onbaseradial[30].
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Estemodeloutilizalaﬁguradehipertetraedrodeunadimensionalidadkdeﬁnidaapriori.
Unhipertetraedrodedimensi´onkeselpoliedrom´assimplequepuedeformarseconk+1
v´ertices.Ejemplodehipertetraedrosparak∈1,2,3sonl´ıneas,tri´angulosytetraedros.
EnGCS,laarquitecturacomienzaconunu´nicohipertetraedro.AligualqueelSOM
propuestoporKohonen,paracadavectordeentradaseeligelaneuronam´ascercana.La
neuronaganadoraysusvecinasformanpartedelaprendizaje.LadiferenciaconSOMes
quesololasvecinasdirectasformanpartedelaprendizaje.Adem´as,elpesodeadaptaci´on
esconstanteentodoelentrenamiento.
Luegodeunn´umeroλdepasosdeadaptaci´on,sedeterminalaunidadqqueposeala
m´aximafrecuenciadese˜nalrelativayseinsertaunanuevaneuronadividiendoelarcoque
separaaqdesuvecinodirectom´aslejano.Luegoseagreganlasconexionesnecesarias
parapreservarlaformadelaarquitecturademaneraquesiempreest´eintegradapor
hipertetraedrosdedimensi´onk.Esteprocesodereconexi´onesmuysencilo.Silanueva
neuronafueinsertadaentreqyf,susvecinosdirectosser´anq,fytodoslosvecinos
comunesdeqyf.
DadoqueGCSposeeunadimensionalidaddeﬁnidaaprioripuedeemplearsecomo
heramientadevisualizaci´onutilizandokconvalor2o3.
Unadescripci´ondetaladadeestaarquitecturaysum´etododeentrenamientosepueden
encontraren[31].
Growingneuralgas(GNG)
Elm´etodoGNGnoimponeningunarestricci´onsobrelaformadeconexi´onentrelas
neuronascompetitivas.Sufuncionamientocombinaelmecanismodecrecimientode
GCSylageneraci´ondelatopolog´ıaatrav´esdeCHL(CompetitiveHebbianLearning),
propuestoporMartinetz[32][33].
Estem´etododeaprendizajenocambialosvaloresdelosvectoresdereferencia;s´olo
generaconexionesentreneuronasvecinasdemaneradeconstruirungrafoquepreserva
o´ptimamentelatopolog´ıa.Enparticular,lasconexionesﬁnalesdelgrafosecoresponden
conlatriangulaci´ondeDelaunaydelconjuntodevectoresdereferenciadados.
Paracombinarambastareas,GNGproponeaplicarlageneraci´ondeconexionesseg´un
CHLincorporandoelconceptodeedadacadaconexi´on.Encadapasodeadaptaci´on,
adem´asdecoregirelvectorprototipoasociadoalaneuronaganadoraydeincrementar
suvalordeerorcomosedescribi´opreviamente,seincrementanlasedadesdelosarcos
quelaconectanconsusvecinosdirectos.Cuandolaedaddeunaconexi´onalcanza
undeterminadoumbrallaconexi´onseelimina.Lasneuronasquepierdentodassus
conexionestambi´ensoneliminadas.
Elprocesodecrecimientodelaestructuraest´areguladoporunpar´ametroλquerepresenta
elumbraldepasosdeadaptaci´onquedebeesperarseparainsertarunanuevaneuronaa
laestructura.Alcanzadoesteumbralsedeterminalaneuronaqqueposeaelmayoreror
acumulado.Luego,sedeterminaentrelosvecinosdeqlaneuronafconmayorvalorde
eroracumulado.Secreaentoncesunanuevaneuronarentreqyf.Seconectarconqyf
yseeliminalaconexi´ondirectaentreqyf.Finalmentesereducenloseroresacumulados
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deqyfenunafracci´onindicadaaprioriysecalculaelerordercomoelpromediode
loseroresdeqyf.
Elprocesocompletoserepitehastaquesehayaalcanzadoeln´umerom´aximodeneuronas
permitidasdentrodelaredohastaquecumplaalg´uncriteriodeﬁnalizaci´onestablecido
previamente.
Serecomiendalalecturade[34]paracontarconunconocimientodetaladodec´omo
funcionaestem´etodo.
Growingselforganizingmap
Estem´etodoorganizalasneuronasenunagrilabidimensionalpermitiendoquecada
elementodelaredpuedateneralosumocuatrovecinadirectas[35].
Laestructurainicialest´aformadaporneuronasconectadasdemaneraquecadaunade
elass´oloposeadosvecinas.Antesdecomenzarconelentrenamiento,sedetermina
elumbralGTquedebealcanzareleroracumuladodeunaneuronaparaconsiderarla
necesidaddeagregarleunvecinoinmediato.
Elprocesodeentrenamientoconstadedospartes:laprimerageneratodaslasneuronasde
laestructuraylasegundaacomodalosvectoresdepesoscorespondientesacadaunidad
delared.
Laetapadegeneraci´onrespeta,enl´ıneasgenerales,elprocesodescritoinicialmenteya
queencadapasodeadaptaci´onserecalculanlosvectoresdepesoscorespondientesyse
incrementaelerordelaneuronaganadora.Cuandodichoerorsuperaelumbralindicado
porGT,seagregaunanuevavecinadelaneuronaganadora.Estoocuresiemprequetenga
menosdecuatrovecinos;sinoesas´ı,s´olosedistribuyenlospesos.Estaetapaﬁnaliza
cuandoselograuncrecimientom´ınimoocuandoyanoseproducennuevasneuronas.
Finalmente,unavezobtenidalaarquitecturadelared,serealizaunaetapadesuavizado
reduciendolavelocidaddeaprendizajeyeltama˜nodelavecindad.
UnconceptoimportantequeAlahakoonpresentaensum´etodoeselusodeunpar´ametro
lamadofactordedispersi´on(spreadfactor)quepermiteindicarlealaredenquemedida
debedispersarseocrecer.Deesamanera,laredpuedecrecerpocoparatenerunavisi´on
ampliadecualessonlosprincipalesclustersqueseformanconlosdatosdeentrada,o
dispersarsemuchom´asobteniendoas´ıunmayordetaledecadaagrupamiento.
Laorganizaci´onbidimensionaldelasneuronaspermiteunaf´acilvisualizaci´ondelos
agrupamientosobtenidosluegodelentrenamientoindependientementedeladimensiona-
lidaddelospatronesdeentrada.
3.8. Conclusiones
Estecap´ıtulodedicadoalast´ecnicasdeclusteringresumebrevementeelconceptogeneral
deagrupamientoysucapacidaddescriptivadelconjuntodedatos.
Elmodeloobtenidoenestecasonoseresumeenunconjuntodereglassinoenunamanera
derelacionarlainformaci´onatrav´esdeunamedidadesimilituddadadeantemano.
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En el capı´tulo anterior, donde se presentaron alternativas para la obtencio´n de reglas de
clasificacio´n se trabajo´ con informacio´n etiquetada. Por el contrario, en este capı´tulo se
mostraron te´cnicas alternativas para construir modelos sin contar con esta informacio´n.
En el contexto de esta tesina, se utilizo´ una red SOM para determinar, a trave´s de los
centroides de cada neurona, las caracterı´sticas ma´s representativas de los datos de entrada.
Luego, utilizando medidas de tendencia central sobre cada uno de los componentes de los
centroides fue posible estimar la importancia que cada uno de los atributos posee a la hora
de definir el antecedente de una regla. Esta informacio´n resulta de suma utilidad para la
te´cnica de optimizacio´n encargada de conducir la bu´squeda hacia el conjunto de reglas
adecuado. Gracias a la red SOM, este proceso comienza en zonas prometedoras, cercanas
al o´ptimo, mejorando la respuesta obtenida y reduciendo el tiempo de ca´lculo.
La arquitectura utilizada en esta tesina para la red SOM surguio´ luego de diferentes
pruebas realizadas sobre los conjuntos de datos disponibles. En el futuro, esto podrı´a
automatizarse utilizando una red competitiva dina´mica la cual determinarı´a la cantidad
de neuronas o´ptima en cada situacio´n. Por este motivo se incluyo´ en la parte final del
capı´tulo algunas soluciones existentes en la literatura sobre esta tema´tica aunque no se
han realizado au´n las implementaciones y pruebas correspondientes.
Capı´tulo 4
Te´cnicas de Optimizacio´n
4.1. Introduccio´n
En general, cuando se busca resolver un problema, se desea hacerlo de la mejor manera
posible. En algunas ocasiones puede alcanzarse la mejor solucio´n existente y en otras,
so´lo una aproximacio´n de ella.
En Informa´tica se han desarrollado diversos me´todos, denominados te´cnicas de optimiza-
cio´n, que han demostrado ser capaces de encontrar soluciones cercanas al o´ptimo.
Este capı´tulo introduce este tema haciendo hincapie´ en la optimizacio´n mediante cu´mulos
de partı´culas ya que es de gran importancia para el me´todo propuesto en esta tesina. Antes
de llegar a ella, se hara´ una clasificacio´n de las te´cnicas existentes para dar un contexto
donde pueda apreciarse la diversidad de opciones disponibles en esta tema´tica.
Es importante considerar que las te´cnicas aquı´ expuestas pueden aplicarse a una amplia
variedad de situaciones. Para ello, so´lo es necesario comprender los aspectos principales
del problema a resolver y encontrar la manera de describirlos en te´rminos de la te´cnicas
de optimizacio´n a aplicar. Cada te´cnica se diferencia en la manera de encontrar el o´ptimo.
Si el planteo del problema en los te´rminos de la te´cnica es el adecuado y la te´cnica
seleccionada es la correcta, la obtencio´n de una solucio´n aproximadamente optima es
posible.
4.2. Clasificacio´n
Primeramente, las te´cnicas de optimizacio´n pueden clasificarse en exactas (o enumerati-
vas, exhaustivas, etc.) y te´cnicas aproximadas. Las te´cnicas exactas garantizan encontrar
la solucio´n o´ptima para cualquier instancia de cualquier problema en un tiempo acota-
do. El inconveniente de estos me´todos es que el tiempo necesario para llevarlos a cabo,
aunque acotado, crece exponencialmente con el taman˜o del problema, ya que la mayorı´a
de e´stos son NP-Completos. Esto provoca en muchos casos que el tiempo necesario para
la resolucio´n del problema sea inaceptable. Debido a estas limitaciones surgen los algo-
ritmos aproximados o heurı´sticas. Estos me´todos sacrifican la garantı´a de encontrar el
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Figura4.1:Clasiﬁcaci´ondelast´ecnicasdeoptimizaci´on
o´ptimoacambiodeencontrarunabuenasoluci´onenuntiemporazonable.Enalgunos
casos,nisiquierapuedendeterminarqu´etancercadel´optimoseencuentraunasoluci´on
factibleenparticular.
Dentrodelosalgoritmosnoexactosexistenmuchosm´etodosheur´ısticosdenaturaleza
muydiferente,porloqueescomplicadodarunaclasiﬁcacio´ncompletadelosmismos.
Adem´as,muchosdeeloshansidodise˜nadosparaunproblemaespec´ıﬁcosinposibilidad
degeneralizaci´onoaplicaci´onaotrosproblemassimilares.Deacuerdoalodicho
anteriormente,comoseobservaenlaﬁgura4.1,elsiguienteesquemarealizauna
categorizaci´ongeneralparaubicaralosm´etodosheur´ısticosm´asconocidosseg´unla
formadebuscaryconstruirlasoluci´on[36]:
M´etodosconstructivosotambi´enlamadosvoraces
Losheur´ısticosconstructivossuelenserlosm´etodosm´asr´apidos.Consistenen
construirliteralmentepasoapasounasoluci´ondelproblema.Generanunasoluci´on
partiendodeunavac´ıaalaqueselesvaa˜nadiendocomponenteshastateneruna
soluci´oncompleta,queeselresultadodelalgoritmo.Usualmentesonm´etodos
deterministasysuelenestarbasadosenlamejorelecci´onencadaiteraci´on.
M´etodosdeb´usquedalocalotambi´enlamadosdeseguimientodelgradiente
Partendeunasoluci´onyacompletajuntoconelusodelconceptodevecindario,
recorenpartedelespaciodeb´usquedahastaencontraruno´ptimolocal.Enesa
deﬁnici´onhansurgidodiferentesconceptos,comoeldevecindarioy´optimolocal.
Elvecindariodeunasoluci´ons,denominadoN(s),eselconjuntodesolucionesque
sepuedenconstruirapartirdesaplicandounoperadorespec´ıﬁcodemodiﬁcaci´on
(generalmentedenominadomovimiento).Un´optimolocalesunasoluci´onmejor
oigualquecualquierotrasoluci´ondesuvecindario.Estosm´etodos,partiendode
unasoluci´oninicial,examinansuvecindarioyeligenelmejorvecinocontinuando
elprocesohastaqueencuentranun´optimolocal.Elprocedimientorealizaencada
pasounmovimientodeunasoluci´onaotraconmejorvalor.Enmuchoscasos,la
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exploraci´oncompletadelvecindarioesinabordableysesiguendiversasestrategias,
dandolugaradiferentesvariacionesdelesquemagen´erico.Seg´uneloperadorde
movimientoelegido,elvecindariocambiayelmododeexplorarelespaciode
b´usquedatambi´en,pudiendosimpliﬁcarseocomplicarseelprocesodeb´usqueda.
Elm´etodoﬁnalizacuando,paraunasoluci´on,noexisteningunasoluci´onaccesible
quelamejore.
M´etodosdedescomposici´on
Elproblemaoriginalsedescomponeensubproblemasm´assencilosderesolver,
siendolasalidadeunolaentradadelsiguiente.
M´etodosinductivos
Laideadeestosm´etodosesgeneralizardeversionespeque˜nasom´assencilasal
casocompleto.Propiedadesot´ecnicasidentiﬁcadasenestoscasosm´asf´acilesde
analizarpuedenseraplicadasalproblemacompleto.
M´etodosdereducci´on
Consisteenidentiﬁcarpropiedadesquesecumplenmayoritariamenteporlas
buenassolucioneseintroducirlascomorestriccionesdelproblema.Elobjetoes
restringirelespaciodesolucionessimpliﬁcandoelproblema.Elriesgoobvioes
dejarfueralassoluciones´optimasdelproblemaoriginal.
Metaheur´ısticas
Enlosa˜nossetentasurgi´ounanuevaclasedealgoritmosnoexactos,cuyaidea
b´asicaeracombinardiferentes m´etodosheur´ısticosaunnivel m´asaltopara
conseguirunaexploraci´ondelespaciodeb´usquedadeformaeﬁcienteyefectiva.
Estast´ecnicassehandenominadometaheur´ısticas,t´erminoutilizadoporprimera
vezporGloveren[37].Antesdequeestet´erminofueseaceptadocompletamente
porlacomunidadcient´ıﬁcaestosm´etodoserandenominadoscomoheur´ısticos
modernos[38].
Elm´etodopropuestoenestatesinahaceusodeunametaheur´ısticayportalmotivo,se
analizar´aestacategor´ıaconunpocom´asdedetale.
Podemosdescribirlaspropiedadesprincipalesquecaracterizanlasmetaheur´ısticascomo
[39][40][41]:
Estrategiasoplantilasgeneralesquegu´ıanelprocesodeb´usqueda.
Exploraci´ondelespaciodeb´usquedaeﬁcienteconelobjetivodeencontrar
soluciones(casi)´optimas.
Sonalgoritmosnoexactosygeneralmentesonnodeterministas.
Puedenincorporarmecanismosparaevitarlasa´reasdelespaciodeb´usquedano
o´ptimas.
Elesquemab´asicodecualquier metaheur´ısticaesgeneralynodependedel
problemaaresolver.
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Hacenusodeconocimientodelproblemaquesetrataderesolverenforma
deheur´ısticosespec´ıﬁcosquesoncontroladosdemaneraestructuradaporuna
estrategiadem´asaltonivel.
Utilizanfuncionesdeaptitudparacuantiﬁcarelgradodeadecuaci´ondeuna
determinadasoluci´on.
Haciendounresumendelospuntosanteriores,sepuededecirqueunametaheur´ısticaes
unaestrategiadealtonivelqueexploraelespaciodeb´usquedapormediodediferentes
m´etodos.Enotraspalabras,unametaheur´ısticaesunaplantilageneralnodeterminista
quedebeserrelenadacondatosespec´ıﬁcosdelproblemaadaptadosparalamisma:
representaci´ondelassoluciones,operadoresparamanipularlas,funci´ondeadecuaci´on
paraelprocesodeoptimizaci´on,etc.Permiteabordarproblemasconespaciosdeb´usqueda
degrantama˜no,dondeeln´umerodeposiblessolucionesesextremadamentegrande.
Porlotantoesdeespecialinter´eselcorectoequilibrioquehayaentrediversiﬁcaci´on
eintensiﬁcaci´on.Elt´erminodiversiﬁcaci´onsereﬁerealaexploraci´ondelespacio
deb´usqueda,mientrasqueintensiﬁcaci´onsereﬁerealaexplotaci´ondealg´una´rea
concretadeeseespacio.Elequilibrioentreestosdosaspectoscontrapuestosesdegran
importancia,yaqueporunladodebenidentiﬁcarser´apidamentelaregionesprometedoras
delespaciodeb´usquedaglobalyporelotroladonosedebemalgastartiempoenlas
regionesqueyahansidoexploradasoquenocontienensolucionesdealtacalidad.
Existendiversasformasdeclasiﬁcarydescribirlast´ecnicasmetaheur´ısticas[42].Depen-
diendodelascaracter´ısticasqueseseleccionensepuedenobtenerdiferentestaxonom´ıas:
basadasenlanaturalezaonobasadasenlanaturaleza,basadasenmemoriaosinmemo-
ria,confunci´onobjetivoest´aticaodin´amica,etc.
Enloquecontin´uadelcap´ıtulosehaelegidoclasiﬁcarlasdeacuerdoasien
cadapasomanipulanunu´nicopuntodelespaciodeb´usquedaotrabajansobreun
conjunto(poblaci´on)deelos.Esdecirque,sedetalar´alaagrupaci´onquedividealas
metaheu´ısticasenaquelasbasadasenlatrayectoriayaquelasbasadasenlapoblaci´on,
comosemuestraenlaFigura4.2.Endichaﬁgurasepuedenobservarlasprincipales
metaheur´ısticasquesedecribir´anbrevementeenlassiguientessubsecciones.
4.2.1. Metaheur´ısticasBasadasenTrayectoria
Laprincipalcaracter´ısticadeestosm´etodosesquepartendeunpuntoymediantela
exploraci´ondelvecindariovanactualizandolasoluci´onactual,formandounatrayectoria.
Lamayor´ıadeestosalgoritmossurgencomoextensionesdelosm´etodosdeb´usqueda
localsimplesalosqueselesa˜nadealgunacaracter´ısticaparaescapardelosm´ınimos
locales.Estoimplicalanecesidaddeunacondici´ondeparadam´ascomplejaquelade
encontrarunm´ınimolocal.Normalmenteseterminalab´usquedacuandosealcanzaun
n´umerom´aximopredeﬁnidodeiteraciones,seencuentraunasoluci´onconunacalidad
aceptableosedetectaunestancamientodelproceso.
ElEnfriamientoSimuladooSimulatedAnnealing(SA)esunadelasm´asantiguas
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Figura4.2:Clasiﬁcaci´ondelasmetaheur´ısticas
entrelasmetaheur´ısticasyseguramenteeselprimeralgoritmoconunaestrategia
expl´ıcitaparaescapardelos´optimoslocales.ElSAfueinicialmentepresentado
en[43].LaideadelSAessimularelprocesoderecocidodelmetalydelcristal.
Paraevitarquedaratrapadoenuno´ptimolocal,elalgoritmopermiteelegiruna
soluci´onpeorquelasoluci´onactual.Encadaiteraci´onseelige,apartirdela
soluci´onactuals,unasoluci´onsdelvecindarioN(s).Sisesmejorques(es
decir,tieneunmejorvalorenlafunci´ondeﬁtness),sesustituyesporscomo
soluci´onactual.Silasoluci´onsespeor,entoncesesaceptadaconunadeterminada
probabilidadquedependedelatemperaturaactualTydelavariaci´onenlafunci´on
deﬁtness,f(s)−f(s)(casodeminimizaci´on).Estaprobabilidadgeneralmentese
calculasiguiendoladistribuci´ondeBoltzmann:
p(s|T,s)=ef(s)−f(s)T
LaB´usquedaTab´uoTabuSearch(TS)esunadelasmetaheur´ısticasquese
hanaplicadocon m´ase´xitoalahoraderesolverproblemasdeoptimizaci´on
combinatoria.Losfundamentosdeestem´etodofueronintroducidosen[37].La
ideab´asicadelab´usquedatab´ueselusoexpl´ıcitodeunhistorialdelab´usqueda
(unamemoriadecortoplazo),tantoparaescapardelos´optimoslocalescomopara
implementarsuestrategiadeexploraci´onyevitarbuscarvariasvecesenlamisma
regi´on.Estamemoriadecortoplazoesimplementadaenestat´ecnicacomounalista
tab´u,dondesemantienenlassolucionesvisitadasm´asrecientementeparaexcluirlas
delospr´oximosmovimientos.Encadaiteraci´onseeligelamejorsoluci´onentrelas
permitidasylasoluci´onesa˜nadidaalalistatab´u.
ElProcedimientodeB´usquedaMiopeAleatorizadoyAdaptativooTheGreedy
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RandomizedAdaptiveSearchProcedure(GRASP)[44]esunametaheur´ıstica
simplequecombinaheur´ısticosconstructivosconb´usquedalocal.GRASPesun
procedimientoiterativocompuestodedosfases:primerounaconstrucci´ondeuna
soluci´onydespu´esunprocesodemejora.Lasoluci´onmejoradaeselresultadodel
procesodeb´usqueda.
LaB´usquedaenVecindarioVariableoVariableNeighborhoodSearch(VNS)es
unametaheur´ısticapropuestaen[45],queaplicaexpl´ıcitamenteunaestrategiapara
cambiarentrediferentesestructurasdevecindariodeentreunconjuntodeelas
deﬁnidasaliniciodelalgoritmo.Estealgoritmoesmuygeneralyconmuchos
gradosdelibertadalahoradedise˜narvariacioneseinstanciacionesparticulares.
LaB´usquedaLocalIteradaoIteratedLocalSearch(ILS)[46]esunametaheur´ıstica
basadaenunconceptosimpleperomuyefectivo.Encadaiteraci´on,lasoluci´on
actualesperturbadayaestanuevasoluci´onseleaplicaunm´etododeb´usqueda
localparamejorarla.Estenuevo´optimolocalobtenidoporelm´etododemejora
puedeseraceptadocomonuevasoluci´onactualsipasauntestdeaceptaci´on.
4.2.2. Metaheur´ısticasBasadasenPoblaci´on
Los m´etodosbasadosenpoblaci´onsecaracterizanportrabajarconunconjuntode
soluciones(poblaci´on)encadaiteraci´on,adiferenciadelos m´etodosobservados
anteriormentequeu´nicamenteutilizanunpuntodelespaciodeb´usquedaporiteraci´on.
Elresultadoﬁnalproporcionadoporestetipodealgoritmosdependefuertementedela
formaenquemanipulalapoblaci´on.
LosAlgoritmosEvolutivosoEvolutionaryAlgorithms(EA)[47]est´aninspirados
enlacapacidaddelanaturalezaparaevolucionarseresadapt´andolosalos
cambiosdesuentorno.Estafamiliadet´ecnicassiguenunprocesoiterativoy
estoc´asticoqueoperasobreunapoblaci´ondeindividuos.Cadaindividuorepresenta
unasoluci´onpotencialalproblemaqueseest´aresolviendo.Inicialmente,la
poblaci´onesgeneradaaleatoriamente(quiz´asconayudadeunheur´ısticode
construcci´on).Cadaindividuoenlapoblaci´ontieneasignado,por mediode
unafunci´ondeaptitud(ﬁtness),una medidadesubondadconrespectoal
problemabajoconsideraci´on.Estevaloreslainformaci´oncuantitativaqueel
algoritmousaparaguiarsub´usqueda.Enlosm´etodosquesiguenelesquema
delosalgoritmosevolutivos,lamodiﬁcaci´ondelapoblaci´onselevaacabo
mediantetresoperadores:seleccio´n,recombinaci´onymutaci´on.Estosalgoritmos
establecenunequilibrioentrelaexplotaci´ondebuenassoluciones(fasede
selecci´on)ylaexploraci´ondenuevaszonasdelespaciodeb´usqueda(fasede
reproducci´on),basadossobreelhechodequelapol´ıticadereemplazopermite
laaceptaci´ondenuevassolucionesquenomejorannecesariamentelaexistentes.
Enlaliteraturasehanpropuestodiferentesalgoritmosbasadosenesteesquema
general.B´asicamente,estaspropuestassepuedenclasiﬁcarentrescategor´ıasque
fuerondesaroladasdeformaindependiente.Estascategor´ıassonlaProgramaci´on
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EvolutivaoEvolutionaryProgramming(EP)desaroladaporFogel[48],las
EstrategiasEvolutivasoEvolutionStrategies(ES)propuestasporRechenbergen
[49],ylosAlgoritmosGen´eticosoGeneticAlgorithms(GA)introducidospor
Holanden[50].
LaB´usquedaDispersaoScaterSearch(SS)[41]esunametaheur´ısticacuyos
principiosfueronpresentadosen[51]yqueactualmenteest´arecibiendounagran
atenci´onporpartedelacomunidadcient´ıﬁca.Elalgoritmosebasaenmantener
unconjuntorelativamentepeque˜nodesolucionestentativas(lamadoconjuntode
referencia)quesecaracterizatantoporcontenerbuenassolucionescomosoluciones
diversas.Esteconjuntosedivideensubconjuntosdesolucionesalascualesse
lesaplicaunaoperaci´onderecombinaci´onymejora.Pararealizarlamejorao
reﬁnamientodesolucionessesuelenutilizarmecanismosdeb´usquedalocal.
LossistemasbasadosenColoniasdeHormigasoAntColonyOptimization(ACO)
[52]sonunasmetaheur´ısticasinspiradasenelcomportamientodelashormigas
realescuandorealizanlab´usquedadecomida.Estecomportamientoeselsiguiente:
inicialmente,lashormigasexploranel´areacercanaasunidodeformaaleatoria.
Tanprontocomounahormigaencuentralacomida,lalevaalnido.Mientrasque
realizaestecamino,lahormigavadepositandounasustanciaqu´ımicadenominada
feromona.Estasustanciaayudar´aalrestodelashormigasaencontrarlacomida.
Estacomunicaci´onindirectaentrelashormigasmedianteelrastrodeferomona
lascapacitaparaencontrarelcaminom´ascortoentreelnidoylacomida.Esta
funcionalidadeslaqueintentasimularestem´etodopararesolverproblemasde
optimizaci´on.Enestat´ecnica,elrastrodeferomonaessimuladomedianteun
modeloprobabil´ıstico.
LosAlgoritmosBasadosenC´umulosdePart´ıculasoParticleSwarmOptimization
(PSO)[53]sont´ecnicasmetaheur´ısticasinspiradasenelcomportamientosocial
delvuelodelasbandadasdeavesoelmovimientodelosbancosdepeces.Se
fundamentaenlosfactoresqueinﬂuyenenlatomadedecisi´ondeunagenteque
formapartedeunconjuntodeagentessimilares.Latomadedecisi´onporparte
decadaagenteserealizaconformeaunacomponentesocialyunacomponente
individual,mediantelasquesedeterminaelmovimiento(direcci´on)deesteagente
paraalcanzarunanuevaposici´onenelespaciodesoluciones.Simulandoeste
modelodecomportamientoseobtieneun m´etodopararesolverproblemasde
optimizaci´on.
4.3. PSO-ParticleSwarmOptimization
Laoptimizaci´onmedianteelc´umulodepart´ıculasoPSO(ParticleSwarmOptimization)
esunametaheur´ısticapoblacionalpropuestaporKennedyyEberhart[53].Est´abasada
enlasimulaci´ondemodelossocialessimpleseinspiradaenelcomportamientosocialdel
vuelodelasbandadasdeavesoelmovimientodelosbancosdepeces(Figura4.3).
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Figura4.3:EjemplosdeInteligenciadeC´umuloenlanaturaleza
PSOutilizaloqueseconocecomoInteligenciadeC´umuloyplanteauna“met´afora
social”quesepuederesumirdelasiguienteforma:losindividuosqueconvivenenuna
sociedadtienenunaopini´onqueespartedeun“conjuntodecreencias”(elespaciode
b´usqueda)compartidoportodoslosposiblesindividuos.
EllibrodeKennedyyEberhart[54]describemuchosaspectosﬁlos´oﬁcosdePSOyla
inteligenciadec´umulo.PolihizounacoberturaexhaustivadelasaplicacionesdePSOen
[55]y[56].
Cadaindividuopuedemodiﬁcarsupropiaopini´onbas´andoseentresfactores:
Suconocimientosobreelentorno(suvalordeaptitudoﬁtness).
Suconocimientohist´oricooexperienciasanteriores(sumemoriaoconocimiento
cognitivo).
Elconocimientohist´oricooexperienciasanterioresdelosindividuossituadosensu
vecindario(suconocimientosocial).
esdecirqueintervienenaspectossociales,culturalesydeimitaci´on.
Lossereshumanostambi´enutilizanlainteligenciadec´umuloenlaresoluci´onde
problemasdeoptimizaci´on.Porejemplo,enunincendio,antelaimposibilidadde
encontrarunav´ıadeescaper´apida,loshumanostiendenaseguirelcomportamientode
lamayor´ıa;portalmotivo,sialguienadviertequetodoscorenendeterminadadirecci´on
ynodisponedeconocimientociertoquelepermitesalvarse,lonaturalesqueadopte
elcomportamientodelamayor´ıasinsaberefectivamentesiesadirecci´oneslacorecta.
N´otesequeelconocimientoactualdecadaindividuoseveafectadoporelentorno.
Seg´unsedeﬁneen[53],PSOutilizaunapoblaci´ondetama˜noﬁjo.Cadaelementode
lapoblaci´on,denominadopart´ıcula,esunasoluci´ondelproblemaysusmovimientos
seencuentranacotadosalespaciodeb´usqueda.Esteespacioseencuentradeﬁnidode
antemanoynosepermitequelaspart´ıculassedesplacenfuerade´el.
EnPSO,cadaindividuoopart´ıculaest´asiempreencontinuomovimientoexplorandoel
espaciodeb´usquedaynuncamuere.
Cadapart´ıculaest´acompuestaportresvectoresydosvaloresdeﬁtness:
VectorXi=(xi1,xi2,...,xin)almacenalaposici´onactualdelapart´ıculaenel
espaciodeb´usqueda.
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Figura4.4:Movimientodeunapart´ıculaenelespaciodesoluciones
VectorpBesti=(pi1,pi2,...,pin)almacenalamejorsoluci´onencontradaporla
part´ıculahastaelmomento.
VectorvelocidadVi=(vi1,vi2,...,vin)almacenaelgradiente(direcci´on)seg´unel
cualsemover´alapart´ıcula.
Elvalorﬁtnessfitnessxialmacenaelvalordeaptituddelasoluci´onactual(vector
Xi).
ElvalorﬁtnessfitnesspBestialmacenaelvalordeaptituddelamejorsoluci´on
localencontradahastaelmomento(vectorpBesti)
Enlaﬁgura4.4sedetalaunarepresentaci´ongr´aﬁcadelmovimientodeunapart´ıcula
enelespaciodesoluciones.Lasﬂechasdel´ıneapunteadarepresentanladirecci´ondelos
vectoresdevelocidadactual.Laﬂechadel´ıneacompletarepresentaladirecci´onquetoma
lapart´ıculaparamoversedesdelaposici´onXi(t)hastalaposici´onXi(t+1).Elcambiode
direcci´ondeestaﬂechadependedelainﬂuenciadelasdem´asdireccionesqueintervienen
enelmovimiento.
Lapoblaci´onseinicializagenerandolasposicionesylasvelocidadesinicialesdelas
particulasaleatoriamente.Unavezquelapoblaci´onest´ainicializada,losindividuos
comienzanamoverseporelespaciodeb´usquedapormediodelprocesoiterativo.
Conlanuevaposici´ondelindividuo,secalculayactualizasuﬁtness(fitnessxi).Adem´as,
sielnuevoﬁtnessdelindividuoeselmejorencontradohastaelmomento,seactualizan
losvaloresdemejorposici´onpBestiyﬁtnessfitnesspBesti.
Comoseexplic´oanteriormente,elvectorvelocidadesmodiﬁcadotomandoencuentasu
experienciaysuentorno.
Laexpresi´ones:
Vi(t+1)=w.Vi(t)+ϕ1.rand1.(pBesti−Xi(t)+ϕ2.rand2.(gi−Xi(t) (4.1)
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dondewrepresentaelfactorinercia[57],ϕ1yϕ2lasconstantesdeaceleraci´on,rand1y
rand2sonvaloresaleatoriospertenecientesalintervalo(0,1)ygirepresentalaposici´on
delaparticulaconelmejorpBestenelentornodeXi(lBestolocalbest)odeltodoel
c´umulo(gBestoglobalbest).Losvaloresdew,ϕ1yϕ2sonimportantesparaasegurarque
converjaelalgortimo.Param´asdetalessobrelaelecci´ondeestosvaloresconsultar[58]
y[59].
Finalmente,seactualizalaposici´ondelapart´ıculadelasiguienteforma:
Xi(t+1)=Xi(t)+Vi(t+1) (4.2)
Elalgoritmo4describeelpseudoc´odigodelalgoritmodeb´usquedadePSO
Algoritmo4:AlgoritmoPSOB´asico
Pop=CrearPoblacion(N);
whilenosealcancelacondici´ondeterminaci´ondo
fori=1tosize(Pop)do
EvaluarPart´ıculaXidelc´umuloPop;
iffitness(Xi)esmejorquefitness(pBesti)then
pBesti←Xi;
fitness(pBesti)← fitness(Xi);
fori=1tosize(Pop)do
Elegirgideacuerdoalcriteriodevecindariousado;
Vi←w.Vi+(ϕ1.rand1.(pBesti−Xi)+ϕ2.rand2.(gi−Xi);
Xi←Xi+Vi;
Result:lamejorsoluci´onencontrada
EsimportantenotarquePSOesunametaheur´ısticaquehacemuypocassuposicionescon
respectoalproblemaquesebuscaresolveryescapazdebuscarenespaciosdesoluciones
muygrandes.
Comocontrapartida,debemencionarseque,metaheur´ısticascomoPSOnogarantizan
quelasoluci´on´optimaseaalcanzada.PSOnoutilizalainformaci´ondening´ungradiente
pararealizarlab´usqueda,estoimplicaquelafunci´ondeaptitudautilizarnonecesitaser
diferenciablecomoesrequeridoporlosm´etodosdeoptimizaci´oncl´asicos,comodescenso
degradienteylosm´etodoscuasi-Newton.
Estou´ltimopermitequePSOseautilizadoenproblemasdeoptimizaci´oncuyafunci´onde
aptitudsearuidosaoseencuentreparcialmentedeﬁnida.
Existendiferentesversionesquefuerondesaroladasapartirdelaideaoriginal,la
mayor´ıadeelasrelacionadasconlavariaci´ondediversospar´ametrosdelalgoritmooa
lacombinaci´ondevariastopolog´ıas,tama˜nosyn´umerodepoblaciones[60][61][62][63].
Tambi´ensehanpropuestocambiosenlavelocidaddelaspart´ıculasconelﬁndelograr
diversidadyevitarelestancamientoenelprocesodeb´usqueda[64][65][66].
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4.3.1. TiposdeAlgoritmosbasadosenPSO
ElalgoritmoPSOoriginalpuedealterarsemodiﬁcandosuconﬁguraci´onoriginaly,de
estamanera,darorigenanuevasaproximaciones.Acontinuaci´onsedetalanvariaciones
cl´asicasbasadasenalteracionessobreeltama˜nodelavecindadyotrasbasadasen
alteracionesdelospesosdelconocimientocognitivoysocial.
Dependiendodelainﬂuenciadelospesoscognitivoysocial(valores ϕ1 yϕ2
respectivamente)sobreladirecci´ondelavelocidadquetomaunapart´ıculaenel
movimiento(ecuacio´n4.1),Kennedy[67]sepuedendistinguircuatrotipodealgoritmos:
ModeloCompleto:ϕ1>0yϕ2>0.Tantoelcomponentecognitivocomoelsocial
intervienenenelmovimiento.
Modeloso´loCognitivo:ϕ1>0yϕ2=0.U´nicamenteelcomponentecognitivo
intervieneenelmovimiento.
Modeloso´loSocial:ϕ1=0yϕ2>0.U´nicamenteelcomponentesocialinterviene
enelmovimiento.
Modeloso´loSocialexclusivo:ϕ1=0,ϕ2>0ygi xi.Laposici´ondelapart´ıcula
ens´ınopuedeserlamejordesuentorno.
Lospar´ametrosϕ1yϕ2ponderanlaimportanciaqueseleotorgaalconocimiento
adquiridoporlapart´ıculaoporelmejordelentornorespectivamente.Amayorvalorde
ϕ1oϕ2mayorpresi´onserealizaparaquelapart´ıculaseaatra´ıdaporsumejorsoluci´on
encontradaoporelmejordelentorno,respectivamente.
Porotrolado,desdeelpuntodevistadelvecindario,elalgoritmopuedeserclasiﬁcadoen
dostiposdealgoritmos:PSOLocalyPSOGlobal.
Enlavariaci´onPSOLocal,elconocimientosocialdelapart´ıculaesevaluados´oloenel
entornoinmediatamentepr´oximoalamisma.Encambio,paralavariaci´onPSOGlobal,
elconocimientosocialparacadapart´ıculaesevaluadoenlapoblaci´oncompleta.
Eltama˜nodelavecindadinﬂuyeenlavelocidaddeconvergenciadelalgoritmoas´ıcomo
enladiversidaddelosindividuosdelapoblaci´on.Amayortama˜nodevecindad,la
convergenciadelalgoritmoesm´asr´apidaperoladiversidaddelosindividuosesmenor.
4.3.2. Topolog´ıasdeC´umulosdePart´ıculas
Unaspectomuyimportanteaconsiderareslamaneraenlaqueunapart´ıculainteracciona
conlasdem´aspart´ıculasdesuvecindario.Lastopolog´ıasdeﬁnenelentornodeinteracci´on
deunapart´ıculaindividualconsuvecindario,porloquelosentornospuedenserdedos
tipos[68]:
Geogr´aﬁcos:secalculaladistanciadelapart´ıculaactualalrestoysetomanlasm´as
cercanasparacomponersuentorno.
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Figura4.5:Ejemplosdeentornossocialesygeogr´aﬁcosenunespaciodesoluciones
Sociales:sedeﬁneaprioriunalistadevecinasparacadapart´ıcula,independiente-
mentedesuposicio´nenelespacio.
Enlaﬁgura4.5semuestrangr´aﬁcamenteejemplosdeentornosgeogr´aﬁcosysociales
4.4. PSOBinario
Endiversasaplicacionespr´acticascadavezesm´asfrecuentelapresenciadeproblemas
deoptimizaci´onqueinvolucranvariablesquedebentomarvaloresdiscretos.Setrata
deproblemasdenaturalezacombinatoriadondeunadelasformasderesolverlos
esladiscretizaci´ondevalorescontinuos.Considerandoquecualquierproblemade
optimizaci´on,discretoocontinuo,puedeserexpresadoennotaci´onbinaria,Kennedy
yEbertharten[69],considerarondeutilidadelpoderdisponerdeunaversi´onbinaria
discretadePSOparaproblemasdeoptimizaci´ondiscretosquedenominaronPSOBinario.
Enunespaciobinario,unapart´ıculasemueveenlasesquinasdeunhipercubo,cambiando
losvaloresdelosbitsquedeterminansuposici´on.Enestecontexto,lavelocidadde
unaparticulapuedeservistacomolacantidaddecambiosocuridosporiteraci´onola
distanciadeHammingentrelasposicionesdelapart´ıculasenelinstantetyelt+1.Una
part´ıculacon0bitscambiados,deunaiteraci´onalaotra,nosemuevemientrasqueotra
part´ıculaquecambiaporelvalorcontrariotodossusbits,sedesplazaavelocidadm´axima.
A´unnosehadichoenqueconsisteelvectorvelocidad.Repitiendolanotaci´ondelcap´ıtulo
anterior,lapart´ıculadePSObinarioest´aformadapor
VectorXi=(xi1,xi2,...,xin)almacenalaposici´onactualdelapart´ıculaenel
espaciodeb´usqueda.Esdecirquesetratadeunvectorbinario.
VectorpBesti=(pi1,pi2,...,pin)almacenalamejorsoluci´onencontradaporla
part´ıculahastaelmomento.Porlotanto,tambi´enesbinario.
VectorvelocidadVi=(vi1,vi2,...,vin)esunvectordevaloresreales.
Elvalorﬁtnessfitnessxialmacenaelvalordeaptituddelasoluci´onactual(vector
xi).
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ElvalorﬁtnessfitnesspBestialmacenaelvalordeaptituddelamejorsoluci´on
localencontradahastaelmomento(vectorpBesti)
Elvalordelavelocidadparalapart´ıculaienladimensi´ondseactualizaseg´un(4.3)
vid(t+1)=w.vid(t)+ϕ1.rand1.(pid−xid(t)+ϕ2.rand2.(gid−xid(t) (4.3)
N´otesequesibienlasecuaciones(4.3)y(4.1)coinciden,ahorapidyxidsonenterosen
{0,1}yvidesutilizadacomoargumentodelafunci´onsigmoidede(4.4)aﬁndeobtener
unvaloracotadoen[0,1]equivalentealaprobabilidaddequelaposici´ondelapart´ıcula
tomeelvalor1.
sig(vid(t)= 11+e−vid(t) (4.4)
Luego,elvectorposici´ondelapart´ıculaseactualizadelasiguienteforma
xid(t+1)= 1 ifrand()<sig(vid(t+1)0 ifnot (4.5)
donderand()esunn´umerorandomcondistribuci´onuniformeen[0,1]distintoparacada
dimensi´on.
Elalgoritmo5detalaelpseudoc´odigocorespondiente.
Enlaversi´oncontinuadePSOelvalordevidtambi´enseencontrabaacotadoaunintervalo
cuyosvaloreseranpar´ametrosdelalgoritmo.
Enelcasodiscreto,elvalordelavelocidadesacotadoseg´un(4.6)
|vid|<Vmax (4.6)
siendoVmaxunpar´ametrodelalgoritmo.EsimportantenotarqueVmaxdebetomar
valoresadecuadosparapermitirquelaspart´ıculassiganexplorando m´ınimamente
alrededordelo´ptimo.Porejemplo,siVmax=6lasprobabilidadesdecambiosig(vid)
estar´anlimitadasa0,9975y0,0025.Estopermiteunareducidaprobabilidaddecambio.
PerosiVmaxtomaraunvalorextremo,porejemplo50,ser´ıamuypocoprobablequeuna
part´ıculacambiesuposici´onluegodealcanzarun´optimo(quetalvezsealocal).
Esimportanteremarcarquelaincorporaci´ondelafunci´onsigmoidecambiaradicalmente
lamaneradeutilizarelvectorvelocidadparaactualizarlaposici´ondelapart´ıcula.EnPSO
continuo,elvectorvelocidadtomavaloresmayoresalinicioparafacilitarlaexploraci´on
delespaciodesolucionesyalﬁnalsereduceparapermitirquelapart´ıculaseestabilice.
EnPSObinarioocureprecisamentetodolocontrario.Losvaloresextremos,alser
mapeadosporlafuncio´nsigmoide,producenvaloresdeprobabilidadsimilares,cercanos
a0oa1,reduciendolachancedecambioenlosvaloresdelapart´ıcula.Porotrolado,
valoresdelvectorvelocidadcercanosaceroincrementanlaprobabilidaddecambio.Es
importanteconsiderarquesilavelocidaddeunapart´ıculaeselvectornulo,cadaunode
losd´ıgitosbinariosquedeterminasuposici´ontieneprobabilidad0.5decambiara1.Es
lasituaci´onm´asaleatoriaquepuedeocurir.
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Algoritmo5:AlgoritmoPSOBinario
Pop=CrearPoblacion(N);
whilenosealcancelacondici´ondeterminaci´ondo
fori=1tosize(Pop)do
EvaluarPart´ıculaXidelc´umuloPop;
iffitness(Xi)esmejorquefitness(pBesti)then
pBesti←Xi;
fitness(pBesti)← fitness(Xi);
fori=1tosize(Pop)do
Elegirgideacuerdoalcriteriodevecindariousado;
Vi←w.Vi+(ϕ1.rand1.(pBesti−Xi)+ϕ2.rand2.(gi−Xi);
ford=1tondo
ifrand()<sig(Vid)thenXid=1
else
Xid=0
Result:lamejorsoluci´onencontrada
Cadapart´ıculaincrementasucapacidadexploratoriaamedidaqueelvectorvelocidad
reducesuvalor;esdecirque,cuandovidtiendeacero,l´ımt→∞sig(vid(t)=0,5,permitiendoquecadad´ıgitobinariotomeelvalor1conprobabilidad0,5.Esdecirquepuedetomar
cualquieradelosdosvalores.
Porelcontrario,cuandolosvaloresdelvectorvelocidadseincrementan,l´ımt→∞sig(vid(t)=1,yporlotantotodoslosbitstiendena1,mientrasquecuandoelvectorvelocidad
decrece,tomandovaloresnegativos,l´ımt→∞sig(vid(t)=0ytodoslosbitscambiana0.Esimportanteremarcarquelimitandolosvaloresdelvectorvelocidadentre−3y3,
sig(vid)∈[0,0474,0,9526],mientrasqueparavaloressuperioresa5,sig(vid) 1ypara
valoresinferiora−5,sig(vij) 0.
4.5. PSOBinarioconcontroldevelocidad
Cuandosebuscaunasoluci´ono´ptimautilizandoc´umulosdepart´ıculas,elvector
velocidadeselencargadoderealizarlosdesplazamientosdentrodelespaciodeb´usqueda.
Cuandosetrabajasobreunespaciodiscretoresultadesumointer´esevitarposiciones
extremasquediﬁcultenlaconvergencia.
Estasecci´ondescribeunavariantedel m´etodoPSOBinarioquemodiﬁcaelvector
velocidadutilizandounaversi´onmodiﬁcadadelalgoritmogBestPSOcontinuo.Esdecir
que,bajoestapropuestacadapart´ıculatendr´adosvectoresvelocidad,V1yV2.Elprimero
seactualizaseg´un(4.7).
V1i(t+1)=w.V1i(t)+ϕ1.rand1.(2∗pBesti−1)+ϕ2.rand2.(2∗gBest−1) (4.7)
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dondelasvariablesrand1,rand2,ϕ1yϕ2funcionandelamismaformaqueen(4.3).Los
valorespiygicorespondenali-´esimod´ıgitobinariodelosvectorespBestiygBest,
respectivamente.
Ladiferenciam´asimportanteentre(4.3)y(4.7)esqueenlasegunda,eldesplazamiento
delvectorV1enlasdireccionescorespondientesalamejorsoluci´onencontradaporla
part´ıculayalmejorglobalnodependendelaposici´onactualdedichapart´ıcula.
Luego,cadaelementodelvectorvelocidadV1escontroladoseg´un(4.8)
v1ij(t)=

δ1j ifv1ij(t)>δ1j
−δ1j ifv1ij(t)≤−δ1j
v1ij(t)ifnot
(4.8)
donde
δ1j=limit1upperj−limit1lowerj2 (4.9)
Esdecirque,elvectorvelocidadV1secalculaseg´un(4.7)ysecontrolaseg´un(4.8).Su
valorseutilizaparaactualizarelvalordelvectorvelocidadV2,comoseindicaen(4.10).
V2(t+1)=V2(t)+V1(t+1) (4.10)
ElvectorV2tambi´ensecontrolademanerasimilaralvectorV1cambiandolimit1upperjylimit1lowerjporlimit2upperjylimit2lowerjrespectivamente.Estodar´alugaraδ2jqueser´autilizadocomoen(4.8)paraacotarlosvaloresdeV2.Luegoseleaplicalafunci´on
sigmoideysecalculalanuevaposici´ondelapart´ıculaseg´un(4.5).
Elconceptodecontroldevelocidadsebasaenelm´etododescriptoen[70]dondese
utilizauncontrolsimilarparaevitarlasoscilacionesﬁnalesdelaspart´ıculasalrededordel
o´ptimo.
Losresultadosobtenidosaplicandoestem´etodoparalaoptimizaci´ondeunconjuntode
funcionesmatem´aticasdepruebahansidomuysatisfactorios[71].
4.6. Conclusiones
Estecap´ıtulohapresentadodistintast´ecnicasinform´aticasquepuedenserutilizadaspara
halarlasoluci´oncasi´optimadeunproblema.
Algoquecaracterizaalconjuntode m´etodosdescriptosesquebrindansoluciones
aproximadamenteo´ptimas.Estou´ltimonoesunadesventajayaque,enlamayor´ıade
loscasos,lab´usquedadel´optimorequiereuntiempodec´alculomuygrandeylasoluci´on
provistaporlast´ecnicasaproximadasesm´asqueadecuadaparalosl´ımitesdetolerancia
deerordelproblema.
Enespecialsehahechohincapi´eenlametaheur´ısticaPSOporserlabasedelat´ecnica
utilizadaenelm´etodopropuestoenestatesina.Setratadeunmecanismodeb´usqueda
queapartirdeunconjuntodesolucionesaleatorias,lasmejoraiterativamenteutilizando
elconocimientopropiodecadasoluci´onyelconocimientodelc´umulo.
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Esta tesina combina dos de las variantes de PSO explicadas previamentes, para dar lugar
a un nuevo me´todo capaz de encontrar reglas de clasificacio´n operando con atributos
nominales y nume´ricos. Esto u´ltimo requiere de algunas adaptaciones que sera´n descriptas
con detalle en el siguiente capı´tulo.
Cap´ıtulo5
SOM+PSO:m´etodopropuesto
Estecap´ıtuloconstituyeelaportecentraldeestatesinaypresentaunnuevom´etodo
deobtenci´ondereglasdeclasiﬁcaci´oncapazdeoperarsobreatributosnominalesy
num´ericos.
Sufuncionamientosebasaenlacombinaci´ondeunaRed Neuronalcompetitiva
SOM(Self-organizaingMaps)conunat´ecnicadeoptimizaci´onPSO(ParticleSwarm
Optimization).
Ele´nfasisest´apuestoenalcanzarunabuenacoberturautilizandounn´umeroreducido
dereglasdondecadaunadeelasposeaunn´umero m´ınimodeconjuncionesensu
antecedente.
Acontinuaci´onsedescribelarepresentaci´onelegidaparalasreglasylasadaptaciones
realizadassobrelasvariantesdePSOexistentesaﬁndepoderobtenerelconjuntode
reglasbuscado.
5.1. Representaci´ondeReglas
5.1.1. Enfoqueseleccionado
Comoseexplic´oenelcap´ıtulo4,PSOesunat´ecnicadeoptimizaci´onpoblacionalque
partedeunconjuntodesolucionesaleatoriasylasmejorautilizandounprocesode
b´usquedabasadoeneldesempe˜nodelgrupo.Porlotanto,laprimeratareaquedebe
levarseacaboparaaplicarestat´ecnicaesconstruirelconjuntodesolucionesaleatorias
inicial,tambi´endenominado“poblaci´on”inicial.
Enestepuntodebeanalizarsequeinformaci´onsealmacenar´aencadaindividuode
lapoblaci´on.Aqu´ıexistendosopciones:cadaindividuopuedecoresponderseconel
conjuntodereglascompleto(enfoquePitsburgh[72])ocadaindividuopodr´acontenerla
informaci´ondeuna´unicaregla.Adem´as,sisedecideutilizarindividuosquerepresenten
una´unicaregla,haydosposibilidadesseg´unlamaneraenqueseobtengaelresultado:
EnelenfoqueMichigancadaindividuocodiﬁcaunau´nicareglaperolasoluci´on
ﬁnalser´alapoblaci´onﬁnalounsubconjuntodelamisma[73].
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EnelenfoqueIRL(porsussiglasdelingl´esIterativeRuleLearning)nuevamente
cadaindividuorepresentaunareglaperolasoluci´ondelaestrategiapoblacional
eselmejorindividuoylasoluci´onglobalest´aformadaporlosmejoresindividuos
obtenidosenunasecuenciadeejecuciones[74].
Disponerdeindividuosqueposeanensurepresentaci´onelconjuntodereglascompleto
facilitalaevaluaci´ondelresultadoobtenidoyaqueestodoelconjuntoelqueseeval´ua
enformasimult´anea.Porelcontrario,sicadaindividuodelapoblaci´ons´olorepresenta
unaregla,sudesempe˜noestar´acondicionadoaldeotrosindividuos(estodepender´adel
enfoqueseleccionado).
Sinembargo,bajoelenfoquePitsburgh,losindividuostendr´anunarepresentaci´onm´as
extensa(inclusopodr´ıaservariable)locualimplicaunmayorcostoensuevaluaci´on
yenlaaplicaci´ondelat´ecnicadeoptimizaci´on.Porsuparte,unesquemaMichigano
IRL,poseer´aindividuosm´ascortosyporconsiguientem´asf´acilesdeevaluarydeser
modiﬁcadosporlat´ecnicaseleccionada.
Sisedecideutilizarindividuosformadosporunau´nicaregla,esimportanteconsiderar
lapresi´onselectivaejercidaporlat´ecnicaaaplicaryaqueenlamayor´ıadeloscasos,la
poblaci´ontiendealaconvergenciaprematurayporlotantoelmejorindividuoserepite
enunporcentajeimportantedelapoblaci´on.
Enestatesinasedecidi´outilizarelenfoqueIRL(IterativeRuleLearning)porconsiderarlo
adecuadoparaunat´ecnicadeoptimizaci´onadaptativa.Elproblemadelaconvergencia
prematuraaunu´nicoindividuoseresolver´amedianteejecucionessucesivasdelmismo
proceso.Encadapasodeiteraci´on,seobtendr´aunau´nicareglaequivalentealmejor
individuodelapoblaci´onylosejemplosquedichareglacubracorectamenteser´an
suprimidosdelosdatosdeentrada.Conlosejemplosrestantesserepetir´anuevamente
todoelproceso.Estoseaplicar´ahastaterminardecubrirlosdatosdisponiblesohasta
alcanzarunacoberturam´ınima.N´otesequeesteeselenfoque´ separayvencer´as”visto
enlasecci´on2.3.3atrav´esdelcualseconstruyeunalistadedecisi´on.
Decididoelenfoquedelarepresentaci´on,seproceder´aaanalizarlamaneradecodiﬁcar
elantecedenteyelconsecuentedelasreglas.
5.1.2. Opcionesparalarepresentaci´ondeunaregla
Cadaunadelasreglasquesedeseanobtenertendr´alasiguientesforma
SI<condici´on1>Y<condici´on2>Y...Y<condici´onN>entonces
<consecuente>
donde:
Lascondicionesimplicanatributosnominalesonum´ericos.Paraestosu´ltimoses
precisodeterminarelrangodevaloresquedar´alugaradichacondici´on.Dicho
rangopuedeobtenerseatrav´esdeunprocesodediscretizaci´oninicialobien,como
seproponeenestatesina,puedeserlamismat´ecnicadeoptimizaci´onlaquese
encarguededeterminarcualessonlosintervalosadecuadosenlosquedebeubicarse
cadaatributonum´erico.
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Figura5.1:Codiﬁcaci´onenteradelantecedentedeunaregladelongitudvariable
Lacantidaddecondicionesqueformanelantecedentecambiadeunareglaaotra.
Cadacondici´onpodr´ıaestarformadaporunadisyunci´ondecondicionesindivi-
duales.Esteaspectodependedelaﬂexibilidadquesebusquedaralareglaydela
capacidaddelat´ecnicaautilizarparaoperarconestarepresentaci´on.Enestatesina,
comoel´enfasisest´apuestoenlaobtenci´ondereglassencilasyconantecedentes
cortosnosepermitenlasdisyuncionesentrevaloresdeunmismoatributo.
Dadoquelareglaquesedeseaobteneresdeclasiﬁcaci´onelconsecuenteesun´unico
atributoqueindicalaclaseresultado,elcualnopuedeestarenelantecedente.
Secomenzar´atrabajandoconlacodiﬁcaci´ondelantecedentedelareglayluegose
discutir´asiesconvenienteonoconsiderarendicharepresentaci´onelconsecuente.
Codiﬁcaci´ondelantecedente
Dadoqueelantecedentedeunareglatieneunacantidadvariabledecondiciones,una
primerarepresentaci´onaconsiderareslailustradaenlaﬁgura5.1.
Enela,losatributosnominalessecodiﬁcanconenterosdondecadaunorepresentaun
posiblevalordelatributo.Losnum´ericos,comoseobservaenlaﬁgura,puedenser
discretizadospreviamenteasign´andoleacadarangodevaloresunn´umeroentero.Deesta
manerasepuedentrataruniformementetantolosatributosnominalescomolosnum´ericos.
Elusodeunarepresentaci´ondelongitudvariablecomoelejemplodelaﬁgura5.1requiere
det´ecnicasadecuadasparapoderoperarconela.
Unaformadesimpliﬁcarestoesutilizarunarepresentaci´ondelongitudﬁjaformadapor
tantoselementoscomoatributosexistanenlosdatosdeentradayparacadaunodeelos
seindicar´aunn´umeroenteropositivorepresentandoelintervaloautilizar.Elvalor0
representar´aqueelatributonoformapartedelantecedente.Estoseilustraenlaﬁgura
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Figura5.2:Ejemplodecodiﬁcaci´onenteradelongitudﬁjaparaelantecedentedeuna
regla
5.2.Deestamaneralacodiﬁcaci´ondelantecedenteconlasvariablesalineadasfacilitala
aplicaci´ondelat´ecnicadeoptimizaci´on.
Enlacodiﬁcaci´onanteriorposeelalimitaci´ondenopermitirqueunmismoatributosea
consultadoporm´asdeunvaloratrav´esdeunaovariasdisyunciones.Paraelosepuede
utilizarunesquemadecodiﬁcaci´onbinaria,enelquecadaatributotieneunconjuntode
bitsasociadosporcadavalorposibledelmismo.Sielbittienevalor0implicaqueno
participaenlareglaysitienevalor1s´ıpertenecealaregla.Laﬁgura5.3muestraun
ejemplodeunareglaconcodiﬁcaci´onbinaria.
Enestatesinasehaoptadoporutilizarunarepresentaci´onbinariadelongitudﬁjaque
diferencialosatributosnominalesdelosnum´ericos.Enelcasodelosatributosnominales
utilizatantosd´ıgitosbinarioscomovaloresdiferentespuedatomarcadaatributonominal
yenelcasodelosatributosnum´ericosutilizasiempredosbitsaﬁndeidentiﬁcarsidebe
usarseell´ımiteinferiory/osuperiordeunintervalo.Elobjetivodetrataralosatributos
num´ericosdeestaformaesevitartenerquediscretizarlospreviamente.Esimportante
destacarqueeslat´ecnicadeoptimizaci´onlaqueestablecer´alosl´ımitesdelintervaloa
utilizar.
Porlotanto,seagregar´aalarepresentaci´onbinariaunasecuenciadevaloresrealesque
tendr´alamismacantidaddeelementosquelabinariaperoques´oloser´autilizadaparalos
atributosnum´ericos.Mantenerlaigualdadenladimensi´ondeambassecuenciasfacilita
elfuncionamientodelalgoritmo.
Laﬁgura5.4ejempliﬁcalarepresentaci´ondescriptaparauncasodeseisatributosdelos
cualestressonnum´ericos(v1,v5yv6)ytressonnominales(v2,v3yv4).N´otesequeen
elcasodeV1s´oloseutilizaell´ımiteinferiordelintervalomientrasqueenV5seutilizan
ambos.Igualqueenloscasosanteriores,elvalornuloindicaqueelatributonoparticipa
enlaconstrucci´ondelantecedente.Esto´ultimosecumpleparaambostiposdeatributos.
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Figura 5.3: Ejemplo de codificacio´n binaria de longitud fija para antecedentes de una regla
Figura 5.4: Ejemplo de codificacio´n utilizada en esta tesina. No´tese el agregado de un
vector real a fin de no forzar la discretizacio´n inicial de los atributos nume´ricos. El vector
binario identifica los atributos que componen el antecedente y el vector real determina los
intervalos a considerar (si corresponde)
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Codiﬁcaci´ondelconsecuente
Conrespectoalconsecuente,sisebuscaobtenerreglasdeclasiﬁcaci´onsepuedeoptarpor
algunodeestostresenfoquesdecodiﬁcaci´on:
Codiﬁcarloenelindividuo[75][76].
Elegirlaclasem´asadecuadaparaelantecedentedelaregla.Porejemplosepuede
seleccionarlaclasequetengamayorcantidaddeejemplosqueveriﬁcanlaregla
[77].
Asociartodoslosindividuosdelapoblaci´onconlamismaclaseyejecutarel
algoritmotantasvecescomoclasesexistan[78][79].
Lasdosprimerasclasespermitenencontrarreglasparadistintasclasessintenerque
ejecutarelalgoritmotantasvecescomoclasesexistenenelproblema.
Enestatesina,sehadecididoutilizarunarepresentaci´ondelongitudﬁjadondes´olo
secodiﬁcar´aelantecedentedelareglaydadoqueseaplicar´aelenfoqueIRL,se
efectuar´aunprocesoiterativoafectandotodoslosindividuosdelapoblaci´onaunaclase
predeterminadalocualnorequieredelacodiﬁcaci´ondelconsecuente.
5.2. Obtenci´ondereglasdeclasiﬁcaci´onconPSO
Laobtenci´ondereglasdeclasiﬁcaci´onutilizandoPSO,capacesdeoperarsobre
atributosnominalesynum´ericos,requieredeunacombinaci´ondelosm´etodoscitados
anteriormente(secciones4.5y4.3)yaqueesprecisodecircu´alesser´anlosatributos
queformar´anpartedelantecedente(discreto)yparalosatributosnum´ericosespreciso
determinarelintervaloautilizar(continuo)
Lai-´esimapart´ıculadelapoblaci´onserepresentar´adelasiguienteforma:
pBini=(pBini1,pBini2,...,pBinin)almacenalaposici´onactualdelapart´ıcula.
v1i=(v1i1,v1i2,...,v1in)yv2i=(v2i1,v2i2,...,v2in)secombinanparadeterminarladirecci´onenlacualsemover´alapart´ıcula.
pBestBini=(pBestBini1,pBestBini2,...,pBestBinin)almacenalamejorsoluci´onencontradaporlapart´ıculahastaelmomento.
fitnessieselvalordeaptituddelindividuo.
fitnesspBestieselvalordeaptituddelamejorsoluci´onlocalencontrada(vector
pBestBini)
pReali=(pReali1,pReali2,...,pRealin)s´oloseutilizaparalosatributosnum´ericosycontienelosl´ımitesactualesdelosintervalos.
v3i=(v3i1,v3i2,...,v3in)indicaladirecci´ondecambiodepReali.
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pBestReali=(pBestReali1,pBestReali2,...,pBestRealin)almacenalamejorsolu-ci´onencontradaporlapart´ıculaparalosl´ımitesdelosintervalos.
Cadavezquelai-´esimapart´ıculasemuevesemodiﬁcasuposici´onactualylosintervalos
corespondientesalosatributosnum´ericosdelasiguienteforma:
Partebinaria
v1ij(t+1)=wbin·v1ij(t)+ϕ1·rand1·(2pBestBinij−1)+ϕ2·rand2·(2lBestBinij−1)(5.1)
donde,wbinrepresentaelfactordeinercia,rand1yrand2sonvaloresaleatorioscon
distribuci´onuniformeen[0,1]yϕ1yϕ2sonvaloresconstantesdeindicanlaimportancia
quesedeseadarlealasrespectivassolucioneshaladaspreviamente.LosvalorespBinij
ylBestijcorespondenalj-´esimod´ıgitodelosvectoresbinariospBestBiniylBestBinirespectivamente.Enelm´etodopropuesto,cadapart´ıculatendr´aencuentalaposici´onde
suvecinom´ascercanoconunvalordeaptitudsuperioralsuyo;porlotantoelvalorde
lBestBinicorespondealvectordepBinjdelapart´ıculam´ascercanaapBinisiempreque
fitnessjseamayorquefitnessiusandodistanciaeucl´ıdea.
N´oteseque,adiferenciadelPSOBinariode[12],eldesplazamientodelvectorv1ienlas
direccionescorespondientesalamejorsoluci´onencontradaporlapart´ıculayalmejor
localnodependendelaposici´onactualdedichapart´ıcula,comoseindicaen[13].Luego,
cadaelementodelvectorvelocidadv1iescontroladoseg´un5.2
v1ij(t)=

δ1j siv1ij(t)>δ1j−δ1j siv1ij(t)≤δ1jv1ij(t)encasocontrario
(5.2)
donde
δ1j=limite1superiorj−limite1inferiorj2 (5.3)
Esdecirque,elvectorvelocidadveloc1isecalculaseg´un5.1ysecontrolaseg´un5.2.Su
valorseutilizaparaactualizarelvalordelvectorvelocidadv2i,comoseindicaen5.4.
v2ij(t+1)=v2ij(t)+v1ij(t+1) (5.4)
Elvectorv2itambi´ensecontrolademanerasimilaralvectorv1icambiandolimite1superiorjylimite1inferiorjporlimite2superiorjylimite2inferiorjrespectivamente.Estodar´alugaraδ2jqueser´autilizadocomoen5.2paraacotarlosvaloresdev2i.Luegoseleaplicalafunci´on
sigmoide5.5ysecalculalanuevaposici´ondelapart´ıculaseg´un(7).
sig(x)= 11+e−x (5.5)
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pBinij(t+1)= 1 sirand
ij<sig(v2ij(t+1)0 sino (5.6)
donderandijesunn´umeroaleatoriocondistribuci´onuniformeen[0,1].
Partecontinua
pRealij(t+1)=pRealij(t)+v3ij(t+1) (5.7)
v3ij(t+1) = wReal·v3ij(t)+ϕ3·rand3·(pBestRealij−pRealij)+
ϕ4·rand4·(lBestRealij−pRealij) (5.8)
dondenuevamente,wRealrepresentaelfactordeinercia,rand3yrand4sonvalores
aleatorioscondistribuci´onuniformeen[0,1]yϕ3yϕ4sonvaloresconstantesdeindicanla
importanciaquesedeseadarlealasrespectivassolucioneshaladaspreviamente.Eneste
caso,lBestRealicorespondealvectorpRealjdelapart´ıculam´ascercanaapRealidonde
fitnessjesmayorquefitnessiusandodistanciaeucl´ıdea.Estaeslamismapart´ıculadela
quesetom´oelvectorpBinipararealizarelajustedev1ien5.1.Losvaloresasignadosa
wReal[15],ϕ1,ϕ2,ϕ3yϕ4sonimportantesparagarantizarlaconvergenciadelalgoritmo.
Puedeencontrarinformaci´onm´asdetaladareferidaalaselecci´ondeestosvaloresen[53]
y[54].Adem´as,esimportanteremarcarquelaincorporaci´ondelafunci´onsigmoide4.4
cambiaradicalmentelamaneradeutilizarelvectorvelocidadparaactualizarlaposici´on
delapart´ıcula.EnPSOcontinuo,elvectorvelocidadtomavaloresmayoresaliniciopara
facilitarlaexploraci´ondelespaciodesolucionesyalﬁnalsereduceparapermitirquela
part´ıculaseestabilice.EnPSObinarioocureprecisamentetodolocontrario.Losvalores
extremos,alsermapeadosporlafunci´onsigmoide,producenvaloresdeprobabilidad
similares,cercanosa0oa1,reduciendolachancedecambioenlosvaloresdelapart´ıcula.
Porotrolado,valoresdelvectorvelocidadcercanosaceroincrementanlaprobabilidad
decambio.Esimportanteconsiderarquesilavelocidaddeunapart´ıculaeselvector
nulo,cadaunodelosd´ıgitosbinariosquedeterminasuposici´ontieneprobabilidad0.5de
cambiara1.Eslasituaci´onm´asaleatoriaquepuedeocurir.
Enestetrabajo,losvaloresdelimite1ylimite2sonigualesparatodaslasdimensiones;
estosson[0,1]y[0,6]respectivamente.Porlotanto,losvaloresdelosvectoresvelocidad
v1yv2fueronlimitadosalosrangos[-0.5,0.5]y[-3,3]respectivamente.Esdecirque
puedenobtenerseprobabilidadesenelintervalo[0.0474,0.9526].Losvaloresparaϕ1,
ϕ2,ϕ3yϕ4fueronestablecidosen0.25,0.25,0.5y0.25respectivamente.Losvalores
dewbinywRealfueronestablecidosentre1.25y0.25demaneralinealyproporcionalala
cantidaddeiteracionesrealizadas,enformaascendenteparawbinyenformadescendente
parawReal.Elﬁtnessdecadapart´ıculasecalculaenbasealsoporte,laconﬁanzadela
reglaylacantidaddeatributosutilizadosenelantecedentecomoseindicaen5.9
Fitness=penalizacion∗soporteL ∗confianza−factor∗
NumAtribs
MaxAtribs (5.9)
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dondesoporteyconfianzasonlasm´etricascorespondientesalareglaquerepresenta
lapart´ıcula,Leslacantidaddeejemplosaconsiderar,factoresunaconstanteque
cuantiﬁcalaimportanciaqueseledaalalongituddelantecedente,NumAtribsesla
cantidaddecomparacionesqueintervienenenelantecedentedelaregla(unaporatributo)
yMaxAtribseslam´aximacantidaddecomparacionesquepodr´ıanpresentarse.
Lapenalizacionesunvalorentre0.1y1quereduceelproductodesoporteyconﬁanza
siesnecesario.Elalgoritmo6indicalaformadecalcularlo.
Algoritmo6:Pseudoc´odigocorespondientealc´alculodelapenalizaci´ondelaregla
FunctionPenalizar(valor,Umbral1,Umbral2,Min,Max)
begin
ifvalor<Umbral1then
Factor=Min
else
ifvalor<Umbral2then
Factor=Min+(Max−Min)∗ valor−Umbral1Umbral2−Umbral1+Umbral
else
Factor=1
return(Factor)
C´alculodelaPenalizaciondelaregla
SOPMIN1=max(2,5%delosejemplosdelaclase)
SOPMIN2=max(4,7.5%delosejemplosdelaclase)
PenaSOP=Penalizar(soporte,SOPMIN1,SOPMIN2,0.1,0.75)
CONFMIN1=l´ımitedeconﬁanzainferior(ej:0.4)
CONFMIN2=l´ımitedeconﬁanzasuperior(ej:0.7)
PenaCONF=Penalizar(conﬁanza,CONFMIN1,%CONFMIN2,0.1,0.7)
Penalizacion=min(PenaSOP,PenaCONF)
Amododeejempliﬁcarlodichoanteriormente,seutilizar´alainformaci´ondepacientes
afectadosconrinitisal´ergica,contenidaenlabaseDrug5,paraloscualessehanrelevado
lossiguientesatributos:Edad(Age),Sexo(Sex),Presi´onarterial(BP),Niveldelcolesterol
(Cholesterol),Niveldesodio(Na).Enbasealoss´ıntomasobservados,lospacienteshan
sidodiagnosticadosconunadecincodrogasporsibles:DrugA,DrugB,DrugC,DrugX,
DrugY.Estau´ltimainformaci´onseencuentraalmacenadaenelcampoClase.
Laﬁgura5.5muestralosmetadatoscorespondientes.Enelapuedenobservarselosseis
atributosquecontienenlainformaci´onrelavadadelpacienteyunoquecontieneladroga
suministrada.Tambi´enpuedeversequenohaydatosfaltantesyquelosrangosdelos
atributosnum´ericosson:[15;74]paralaedad,[0.5;0.896]paraelniveldesodioensangre
y[0.02;0.08]paraelniveldepotasio.Losdem´asatributossonnominales.Elsexotoma2
valoresposibles,lapresi´on3valoresdistintos(high,normalyLow)yelcolesteroltoma
2valoresposibles(high,normal).
Seg´unloexplicadoanteriormente,elvectorpBindeunapart´ıculadeterminada,utilizauna
representaci´onbinariadelongitudﬁja.Enestecaso,lostresatributosnominalesrequieren
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Figura5.5:MetadatosdelabasededatosDrug5
Figura5.6:VectorpBincorespondienteaunapart´ıculagen´ericaparalosdatosdelabase
Drug5
7d´ıgitosbinarios(2paraelsexo,3paraelniveldepresi´ony2paraelniveldecolesterol)
ylostresatributosnum´ericosrequierenotros6d´ıgitosbinariosm´as(2paracadauno)
dandolugaraunvectordelongitud13.Laﬁgura5.6ejempliﬁcaestasituaci´on.
Laﬁgura5.7ejempliﬁcaunindividuocompletodelapoblaci´onaevolucionarutilizando
PSOdondelasecuenciabinariaindicadaenlaﬁgura5.6eselcontenidodelvector
indivBinario.
ElvectorindivRealcontienelosl´ımitesdelosintervalosdelosatributosnum´ericos.
Esdecirquesiguiendolaubicaci´ondelosatributosindicadaenlaﬁgura5.6delas13
posicionesdeestevectors´oloseutilizanlasdosprimerasparalimitarelatributoAgey
las4´ultimasparalosatributosNayKrespectivamente.
Losvaloresalmacenadosseencuentranescaladoslinealmenteentre0y1.Porejemplo,
lasdosprimerasposicionesdelvectorindivRealcontienenlosvalores0,06y0,45como
l´ımitesparalaedad.Recu´erdesequeelrangooriginaldeesteatributoeselintervalo[15;
74].Esdecirquesiel0corespondealvalor15yel1alvalor74,elvalor0.06coresponde
aunaedadde15+0,06∗(74−15)=18,54a˜nos.Deigualforma,elvalor0.45coresponde
a41,75a˜nos.
N´otesequelainformaci´onalmacenadaenloscamposindivSoporte,soporteyconfianza
noest´aninclu´ıdosenladescripci´ondelainformaci´ondelapart´ıculadadaaliniciodeesta
secci´on.Estosedebeaquesetratadeinformaci´onadicionalalmacenadas´oloparaahorar
tiempodec´alculoyaqueserequierealmomentodevisualizarlareglaobtenida.
EnelcasoparticulardelcampoindivSoportesuvaloremplealamismarepresentaci´on
quepBinperos´oloutilizaelvalor1paraaquelosvaloresdeatributosorangosde
intervalosquetienenunaprobabilidaddeserinclu´ıdosdentrodelantecedentesuperior
al80%.Estou´ltimosecontrolaatrav´esdelrespectivovalordelvectorv2elcualse
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Figura5.7:Informaci´onalmacenadaenunapart´ıcula
utilizacomoargumentoparalasigmoideindicadaen5.5.
EsprecisamenteelvectorindivSoporteelquedeterminalareglacorespondienteal
individuoyelcualsecalculaelﬁtnessalmacenadoenlapart´ıcula.
5.3. M´etododeobtenci´ondereglaspropuesto
Lasreglasseobtienenatrav´esdeunprocesoiterativoqueanalizalosejemplosno
cubiertosdecadaclasecomenzandoporlasm´asnumerosas.Cadavezqueseobtiene
unaregla,losejemploscubiertoscorectamentepordichareglasonretiradosdelconjunto
dedatosdeentrada.Elprocesocontin´uahastalograrcubrirtodoslosejemplosohasta
quelacantidaddeejemplosnocubiertosdecadaclaseseencuentrepordebajodel
respectivosoportem´ınimoestablecidoohastaquesehayanrealizadolam´aximacantidad
deintentosporobtenerunaregla,loqueocuraprimero.Esimportantetenerencuentaes
que,dadoquelosejemplossonretiradosdelconjuntodedatosdeentradaamedidaque
soncubiertosporlasreglas,lasmismasconstituyenunalistadeclasiﬁcaci´on.Esdecir
que,paraclasiﬁcarunejemplonuevo,lasreglasdebenseraplicadasenelordenenque
fueronobtenidasyelejemploser´aclasiﬁcadoconlaclasecorespondientealconsecuente
delaprimerareglacuyoantecedenteseveriﬁqueparaelejemploencuesti´on.
Antesdecomenzarconelprocesoiterativodeobtenci´ondereglas,elm´etodoiniciacon
elentrenamientonosupervisadodeunaredSOMutilizandoelconjuntocompletode
ejemplosqueseesperacubrir.Laredseentrenademaneranosupervisadasiguiendo
elalgoritmo3ysufunci´onesidentiﬁcarlaszonasm´asprometedorasdelespaciode
b´usqueda.
DadoquelaredSOMs´olooperacondatosnum´ericos,losatributosnominales
sonrepresentadosenformabinaria.Adem´as,antesdeiniciarelentrenamiento,cada
dimensi´oncorespondienteaunatributonum´ericoesescaladalinealmenteen[0,1].La
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medidadesimilitudutilizadaesdistanciaeucl´ıdea.Unavezﬁnalizadoelentrenamiento,
cadacentroidecontendr´aaproximadamenteelpromediodelosejemplosquerepresenta.
Paraobtenercadaunadelasreglassedetermina,enprimerlugar,cualeslaclase
corespondientealconsecuente.Buscandoobtenerreglasconsoportealto,elm´etodo
propuestocomenzar´aaanalizarprimerolasclasesqueposeanunmayorn´umerode
ejemplosnocubiertos.Elsoportem´ınimoquedebecumplirunareglaesproporcionalala
cantidaddeejemplosnocubiertosdelaclasealmomentoenquefueobtenida.Esdecir,
queelsoportem´ınimorequeridoparacadaclasedisminuyealolargodelasiteraciones,
amedidaquelosejemplosdelaclasecorespondientesevancubriendo.Deestaforma,
esdeesperarquelasprimerasreglasposeanmayorsoportequelas´ultimas.
Unavezseleccionadalaclase,quedadeterminadoelconsecuentedelaregla.Paraobtener
elantecedenteseoptimizar´a,utilizandoelalgoritmodescriptoen3.6.1,unapoblaci´onde
part´ıculasinicializadaconlainformaci´ondetodosloscentroidescapacesderepresentar
unn´umerom´ınimodeejemplosdelaclaseseleccionadaysusvecinosinmediatos.La
informaci´ondelcentroideseutilizaparadeterminarelvectorv2descriptoenlasecci´on
5.2.Sisetratadeunatributonominal,lainformaci´ondelcentroideseescalalinealmente
alintervalo[limite2inferiorj,limite2superiorj]perosisetratadeunatributonum´ericoelvaloraescalares(1−1,5∗desviacionj)siendodesviacionjlaj-´esimadimensi´onde
ladesviaci´ondelosejemplosrepresentadosporelcentroide.Enamboscasossepretende
operarconunvalorentre0y1quemidaelgradodeparticipaci´ondelatributo(sies
num´erico)odelvalordelatributo(siesnominal)enlaconstrucci´ondelantecedente
delaregla.Cuandosetratadeatributosnominalesesclaroqueelpromedioindicala
proporci´ondeelementosrepresentadosporelcentroidequecoincidenenelmismovalor
perocuandosonnum´ericos,estaproporci´onnoseencuentrapresenteenelcentroide
sinoenladesviaci´ondelosejemplos(siempreconsiderandounadimensi´onespec´ıﬁca).
Siladesviaci´onenciertadimensi´onescero,todoslosejemploscoindicenenelvalor
delcentroideperosiesdemasiadoamplia,deber´ıaentendersequenoesrepresentativo
delgrupoyporlotantonoser´ıaconvenienteincluirloenelantecedentedelaregla.
Utilizando(1−1,5∗desviacionj)siladesviaci´onesalta,elvalordelavelocidadv2,
argumentodelafunci´onsigmoide,ser´amenorysereducir´alaprobabilidaddequeel
atributoseautilizado.Entodosloscasoslavelocidadv1seinicializaenformaaleatoria
en[limite1inferiorj,limite1superiorj].Elalgoritmo7muestraelpseudoc´odigodelm´etodopropuesto.
5.4. Resultadosobtenidos
Enestasecci´onsecomparalaperformancedelm´etodopropuestoconelm´etodoPART
[16]enlaobtenci´ondelasreglasdeclasiﬁcaci´onparaunconocidoconjuntode17bases
dedatosdelrepositorioUCI[80]ylasbases“Drug”s[81].
Enlatabla5.1seindicaparacadaunadeelaslacantidaddeejemplosquecontiene,la
cantidaddeatributosqueposeendecadatipoylacantidaddeclasesenlasquedichos
ejemplospuedenserclasiﬁcados.
Paraelo,serealizaron30coridasindependientesdecadam´etodoyseutiliz´ounared
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Algoritmo7:Pseudoc´odigodelm´etodopropuesto
EntrenarlaredSOMutilizandotodoslosejemplosdeentrenamiento;
Calcularelsoportem´ınimoparacadaclase;
whilenosealcanceelcriteriodeterminaci´ondo
Elegirlaclaseconmayornrodeejemplosnocubiertos;
Construirunapoblacionreducidadeindividuosapartirdeloscentroides;
Evolucionarlapoblaci´onutilizandoPSOseg´unlovistoenlasecci´on5.2;
Obtenerlamejorregladelapoblaci´on;
iflareglacumpleconelsoporteylaconﬁanzapedidosthen
Agregarlareglaalconjuntodereglas;
Considerarcomocubiertoslosejemploscorectamenteclasiﬁcadosporla
reglaanterior;
Recalcularelsoportem´ınimoparaestaclase;
BasedeDatos #Ejemplos #Atrib.Num´ericos #Atrib.Nominales #Clases
Adult 32561 6 8 2
Balancescale 625 4 0 3
Breastcancer 286 0 9 2
Breastw 683 9 0 2
Credit-a 653 6 9 2
Credit-g 1000 7 13 2
Diabetes 768 8 0 2
Drug5 400 3 3 5
DrugY 200 3 3 5
Heart-c 296 6 7 2
Heart-statlog 270 13 0 2
Iris 150 4 0 3
Krvskp 3196 0 36 2
Mushroom 5644 0 21 2
Promoters 106 0 57 2
Soybean 562 0 35 15
Slice 3190 0 60 3
Wine 178 13 0 3
Zoo 101 1 16 7
Tabla5.1:Caracter´ısticasdelasbasesdedatosutilizadasparamedireldesempe˜nodel
m´etodopropuesto.
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SOMde30neuronasorganizadasen6ﬁlasy5columnascon4vecinosporneurona.
Elm´etodoPARTfueejecutadoconunfactordeconﬁanzade0.3paraelpodadodel´arbol
yconelrestodesuspar´ametrosconsusvalorespordefecto.
LaTabla5.2resumelosresultadosobtenidosalaplicarambosm´etodos.Encadacasose
haconsideradonos´ololaprecisi´ondelacoberturadelconjuntodereglassinotambi´en
laclaridaddelmodeloobtenido;esto´ultimosereﬂejaenlacantidadpromediodereglas
obtenidasyenlacantidadpromediodet´erminosutilizadosparaformarelantecedente.
Seharealizadoencadacasountestdediferenciademediasdedoscolasconunnivel
designiﬁcaci´onde0.05dondelahip´otesisnulaimplicaquelasmediassoniguales.Dado
queencadacasosedisponende30coridasindependientesdecadaunodelosm´etodos,
porelteoremacentraldell´ımitesehaasumidoqueladistribuci´ondecadamuestraes
normal.Enbasealosresultadosobtenidos,cuandoladiferenciaessigniﬁcativa,seg´unel
nivelindicado,sehamarcadoenlatablalamejoropci´onennegrita.
Comopuedeobservase,enlos6casosenlosquelaprecisi´ondePARTessuperior
aladelm´etodopropuesto,lacoberturaobtenidaporSOM+PSOesmuybuenasise
tieneencuentaelreducidon´umerodereglasqueutiliza.Porejemplo,paralabase
“balancescale”,SOM+PSOtieneunaprecisi´oninferioraPARTenaproximadamente
un8%peroutilizaunquintodelacantidaddereglasconmenosconsultasencada
antecedente.Algoparecidoocureenlosotros5casosdondePARTposeeunaprecisi´on
superioraSOM+PSO.Estosedebeale´nfasispuestoenlasimpliﬁcaci´ondelmodelo.
Enlos13casosrestantesonohaydiferenciassigniﬁcativasenlaprecisi´onalcanza
oSOM+PSOesmejor.Independientementedelaprecisi´on,lalongitudpromediodel
conjuntodereglassiemprehasidomenorenelm´etodopropuesto.
5.5. Conclusiones
SehananalizadodistintasvariantesdePSOysepropusounarepresentaci´onparaobtener
reglasdeclasiﬁcaci´onqueposeenlacapacidaddeoperarconatributosnum´ericosy
nominales.
Enlarepresentaci´onelegidasecombinaunarepresentaci´onbinariaquepermite
seleccionarlosatributosqueintervienenenlareglaconunarepresentaci´oncontinua
s´oloutilizadaparadeterminarlosl´ımitesdelosatributosnum´ericosqueintervienenenel
antecedente.
Seutiliz´ounaredneuronalSOMparainicializaradecuadamentelapoblaci´ondereglas.
Loscentroidesobtenidosalagruparlosdatosdisponiblesdemaneranosupervisada
permitenidentiﬁcarlarelevanciaquecadaatributotieneparaelc´umulodeejemplosque
loforman.Detodasformas,estam´etricanoessuﬁcienteparaseleccionarlosatributosque
formar´anunareglayesaqu´ıdondeelPSOtomaelcontrolparalevaracabolaselecci´on
ﬁnal.
Lasmedicionesrealizadaspermitenaﬁrmarqueelm´etodoSOM+PSOobtieneunmodelo
m´assimpleyaqueenpromedioutilizaaproximadamenteel20%delacantidaddereglas
quegeneraPART,conantecedentesformadosporpocascondicionesyunaprecisi´on
aceptable.
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98 CAPI´TULO 5. SOM+PSO: ME´TODO PROPUESTO
Capı´tulo 6
Conclusiones generales y trabajos
futuros
La Minerı´a de Datos es un tema de sumo intere´s en la actualidad. Todo aquel que
disponga de informacio´n histo´rica de su proceso ya sea industrial, comercial, acade´mico
o educativo, estara´ interesado en obtener informacio´n que le ayude a tomar decisiones.
Esto ha hecho que el te´rmino Minerı´a de Datos sea uno de los que ma´s ha crecido en
popularidad en los medios de difusio´n escrita y oral durante los u´ltimos 7 an˜os.
Dentro de la Minerı´a de Datos, las reglas de clasificacio´n constituyen un modelo
generalmente aceptado ya que de su lectura se obtiene una justificacio´n inmediata de
las decisiones sugeridas.
Es importante recordar que, generalmente, quienes obtienen el o los modelos sobre los
datos y quienes deben hacer uso de ellos para tomar decisiones son grupos de personas
diferentes, no so´lo por su composicio´n sino por los intereses que tienen al respecto. Es por
esto que resulta importante que las reglas sean fa´ciles de leer y que el conjunto de reglas
tenga una cardinalidad baja. Esto u´ltimo fue el objetivo central perseguido por el me´todo
presentado en esta tesina donde el e´nfasis estuvo puesto en la obtencio´n de un pequen˜o
grupo de reglas sencillas capaces de describir la informacio´n disponible.
El me´todo propuesto en esta tesina comenzo´ utilizando u´nicamente la te´cnica de
optimizacio´n para obtener el conjunto de reglas que operaban sobre atributos nume´ricos.
Los inconvenientes aparecieron cuando se incorporaron los atributos nominales. El
problema central de este enfoque es que para operar sobre atributos nominales se requiere
de un gran nu´mero de ejemplos dentro de la base que permitan calificar a las reglas
en formacio´n (partı´culas). En este punto, el uso de la red SOM para inicializar las
partı´culas permitio´ establecer un punto de partida favorable y ası´ evitar explorar opciones
no contempladas en la informacio´n disponible,
Una caracterı´stica interesante de la combinacio´n de SOM y PSO, que se ha observado a
lo largo del proceso adaptativo, es la reducida cantidad de iteraciones que la te´cnica de
optimizacio´n requiere para mejorar el conjunto de reglas iniciales sugerido a partir de los
agrupamientos generados con la red SOM. Si bien no han sido incluı´das en esta tesina, las
mediciones realizadas aplicando el me´todo propuesto pero omitiendo la optimizacio´n que
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introducePSOhadadolugaraunconjuntodereglasdeprecisi´onsimilarperoconuna
cardinalidadligeramentesuperioraPART.Estodemuestraquelaspocasiteracionesque
serealizanconPSOalainformaci´ondeloscentroidesesfundamentalparadeterminarun
adecuadoconjuntodereglas.
Porotrolado,sibienenbasealaspruebasrealizadasnosehaevidenciadoninguna
dependenciaentrelosresultadosobtenidosyeltama˜noinicialdelaredSOM,seconsidera
deinter´esrepetirlasmedicionesutilizandounaredSOMdin´amica.
Sinduda,elcoraz´ondeestetipodet´ecnicasdeb´usquedaresideenlafunci´ondeaptitud.
Elaeslaencargadadedecidircuandounindividuoesmejorqueotro.Enestatesina,se
decidi´oenfrentarelproblemadesdeelpuntodevistamonoobjetivo.Estolevaaresolver
duranteelproceso,situacionesdecompromisoquebajootroenfoquepodr´ıanseranaliza-
dasdemaneraindependiente.Laexpresi´onactualdelafunci´ondeﬁtnesscombinaunpar
dem´etricasdelareglaconlalongituddesuantecedente.Bajounenfoquemultiobjetivo,
podr´ıancoexistirsolucionesm´aseﬁcientesycomplejasconotrasdemenorcalidadyma-
yorsimplicidad.Luego,analizandoelespaciodesolucionespodr´ıasurgirunconjuntode
reglasdemejorcalidadqueelobtenidohastaelmomento.
Losresultadosdeestainvestigaci´onhansidopresentadosporelautordeestatesinaen
elXIIWorkshopdeAgentesySistemasInteligentesrealizadoenelmarcodelXVII
CongresoArgentinodeCienciasdelaComputaci´onrealizadoenBah´ıaBlancaen
Octubrede2012ypublicadosbajoelt´ıtuloObtenci´ondereglasdeclasiﬁcaci´onusando
SOM+PSO[82].
Ap´endiceA
RapidMiner
RapidMiner[83],esunasoluci´oncompletadeInteligenciaEmpresarialquehacefoco
enlaminer´ıadedatosyan´alisispredictivo.Utilizaunaampliavariedaddet´ecnicas
descriptivasypredictivasparaayudarenlatomadedecisiones.Sedistribuyebajolicencia
dec´odigoabiertoAGPL(AﬀeroGeneralPublicLicense),unalicenciaderivadadela
LicenciaP´ublicaGeneraldeGNU.Suprimeraversi´onfuecreadaporlaUniversidad
deDortmund(Alemania)en2001.Est´adesaroladoenJavaaligualqueWeka[84],su
predecesor.
Elproductoest´adisponibleenlaversi´onlibreRapidMinerCommunityEdition(utilizada
enestetrabajo)puedeserdescargadadesdesusitiowebdeformagratuitaytambi´en
enlaversionRapidMinerEnterpriseEdition(nogratuita),quecombinalasventajasde
laCommunityEditionconelsoporteprofesionalcongarant´ıadetiempoderespuesta
ofrecidoporlaempresa.
Parautilizarlaversi´onlibres´oloesnecesariodescargarelpaquetedeinstalaci´on
apropiadoparaelsistemaoperativodelquesedispone,einstalardeacuerdoalas
instruccionesprovistasenelsitioweb.Sesoportantodaslasversionesde Windows,
Macintosh,LinuxyUnix.Tambie´nesnecesariaunamaquinavirtualjavaactualizada.
Lainterfazgr´aﬁcadeusuariodeRapidMinerpermiteeldise˜nodeprocesosanal´ıticos
auto-documentadosquepuedenactualizarseyre-utilizarsef´acilmenteparanuevos
problemas.Proveegrancantidaddem´etodosdeintegraci´onytransformaci´ondedatos,
selecci´ondeatributos,an´alisisymodelado,conheramientasparavisualizaci´ondelos
resultados.LaFiguraA.1presentalainterfazgr´aﬁcadeRapidMinerconelproyectode
clusteringdealumnosqueabandonaron,desaroladoenelpresentetrabajo.
Laheramientadisponedeunamplion´umerodeextensionesquepuedeninstalarse,entre
elassedestaca Weka,c´odigoabiertoconlicenciaGNU,queofreceunacolecci´onde
algoritmosdeaprendizajeparatareasdeminer´ıadedatos.Otrasextensionesincluyen
Text(paraan´alisisestad´ısticodetextos), WebMining(paraan´alisisdep´aginasweb),
R-connector(integraci´onconellenguajeRdeprogramaci´ondean´alisisestad´ıstico).
RapidMinerproveeaccesoabuenacantidaddetiposdearchivosybasesdedatos
(MicrosoftExcel,MicrosoftAccess,Oracle,IBMDB2,MicrosoftSQLServer,MySQL,
Postgres,Teradata,Ingres,VectorWise,SAP,paginasweb,pdf,html,xml,etc.).
101
102 APE´NDICE A. RAPIDMINER
Tambie´n ofrece ma´s de 500 operadores para una amplia cantidad de tareas de minerı´a de
datos y otras caracterı´sticas relacionadas como entrada, salida y procesamiento de datos.
Entre ellas:
Muestreo de datos
Particionamiento de conjuntos de datos
Transformaciones de datos
Seleccio´n de atributos
Generacio´n de atributos
Estadı´sticas descriptivas
Gra´ficos y visualizacio´n
Agrupamiento
Reglas de asociacio´n
Arboles de decisio´n
Reglas de induccio´n
Modelos Bayesianos
Regresio´n
Redes Neuronales
Ma´quinas de soporte vectorial
Combinacio´n de modelos
Evaluacio´n de modelos
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