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ABSTRACT
We consider a Riemannian manifold M with no focal 
points such that the universal cover contains a geodesic 
which does not bound a flat totally geodesically embedded 
half plane. It is shown that
(i) If the non-wandering set of the geodesic flow is 
the whole of SM , then the closed orbits are dense in SM .
(ii) If M is compact then the geodesic flow is 
ergodic and Bernoulli with respect to the Liouville measure
INTRODUCTION
Anosov [1] showed in the early 1960's that the geodesic 
flow on the unit tangent bundle of a compact manifold of neg­
ative curvature has the following properties:
(i) There is a dense orbit.
(ii) The closed orbits are dense.
(iii) The flow is ergodic.
This raised the question of whether these properties could 
be proved under less restrictive conditions. The natural 
starting point was to seek reasonable conditons under which 
they hold for a manifold with non-positive curvature. For 
the moment suppose that M is such a manifold.
In [19] Eberlein and O'Neill introduced the axiom of 
uniform visibility. If M is compact, it satisfies this 
axiom if and only if its universal cover contains no total­
ly geodesically embedded flat plane; for the general def­
inition see (8.11). Eberlein showed [5, 16, 17] that if 
M satisfies uniform visibility and the non-wandering set 
of the geodesic flow is the whole of SM , then the geo­
desic flow has a dense orbit and is topologically mixing. 
Further, any geodesic which does not bound a totally geo-
vi
desically immersed flat strip is a limit of closed geodesics.
Ballmann [4, 5] subsequently considered the weaker 
property that there be at least one geodesic in M which 
does not bound a flat totally geodesically immersed half 
plane. He showed that all of Eberlein's results carry over 
to this case.
Pesin [38,39] almost proved that the geodesic flow of a 
compact uniform visibility manifold is ergodic. What he 
showed was that if the set A , where the characteristic 
exponents of the geodesic flow (except in the flow direction) 
are all non-zero, has positive measure, then it has full 
measure and the geodesic flow is ergodic and Bernoulli. 
Ballmann and Brin [6] have shown that Pesin's theorem is 
still true if uniform visibility is weakened to Ballmann's 
condition that some geodesic not bound a flat half plane.
In this thesis we will consider a wider class of
Riemannian manifolds than those with non-positive curvature 
—  namely, those with no focal points. A manifold has no 
focal points if for any initially vanishing Jacobi field Y , 
| Y (t) || is strictly increasing for t>0 . Geometrically 
this means that the universal cover has two properties. 
Firstly any two points are joined by a unique geodesic 
(an equivalent statement is that the manifold has no con­
jugate points, i.e. any Jacobi field that vanishes twice 
is identically zero). Secondly every geodesic ball is 
strictly convex. All of the results described above remain
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true for manifolds with no focal points. Most of Eberlein's 
results about uniform visibility were in fact proved for the 
wider class of manifolds with no conjugate points [14, 15, 
pp. 508-509]. To extend Ballmann's results requires a new 
lemma which we prove here and some other changes; see §7A. 
Pesin's theorem was already proved for manifolds with no 
focal points. Ballmann and Brin's extension of it can still 
be proved with essentially the same argument.
The main result of this thesis is that if M is compact, 
has no focal points, and satisfies Ballmann's condition, then 
the set A has positive measure. It follows immediately 
that the geodesic flow is ergodic and Bernoulli. The same 
result has been proved independently by Ballmann and Brin.
A weaker result appears in [6]. One of the steps in our 
argument will be to show that the closed orbits of the geo­
desic flow are dense in SM when M satisfies Ballman's 
condition and ft = SM .
Thus, if M has no focal points and satisfies Ballmann's 
condition, properties (i), (ii) and (iii) above all hold if 
M is compact, and (i) and (ii) hold if ft = SM . I do not 
know whether (iii) still holds if ft = SM . Nor do I know 
whether these results extend to manifolds with no conjugate 
points. This seems likely for surfaces: then the geodesic 
flow is known to be ergodic and Bernoulli unless its measure 
entropy is 0 [39, Theorem 9.4]. In higher dimensions,
however, there appear to be grave difficulties. It is not
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even clear whether horospheres can be constructed without 
some extra hypothesis.
For a comprehensive survey of results related to the 
geodesic flow on manifolds with no focal points, see [41].
Since the research in this thesis was done, great 
progress has been made in a joint work by Ballmann, Brin, 
Eberlein and Spatzier. They studied a compact manifold M 
with non-positive curvature. They showed that for such a 
manifold the closed orbits of the geodesic flow are always 
dense, and that Ballmann's condition, topological transitiv­
ity of the geodesic flow, and ergodicity are equivalent. 
Furthermore their results suggest that M can only fail 
to satisfy Ballmann's condition if it is a symmetric space 
or a product. It seems very likely that their results will 
extend to manifolds with no focal points.
*  *  *
Now an outline of the thesis. I aim to give a fairly 
detailed account of the geometric aspects of geodesic flows. 
Geometrical methods alone are sufficient to prove topological 
dynamical properties such as transitivity and density of 
closed orbits. Even the proof that the set A has positive 
measure requires only elementary ideas about characteristic 
exponents. Of course, the theorem of Pesin stated above 
requires a very difficult idea (absolute continuity) from 
ergodic theory.
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The first three sections are introductory; they con­
tain no new results. § § 1 and 2 contain basic facts about 
geodesics and Jacobi fields. §3 is an exposition of the 
theory of Jacobi tensors that has been developed by Eschenburg 
and O'Sullivan [20, 21, 22, 23], based on results of Green [28] 
and Eberlein [17]. I have made a change in the definition 
of a Jacobi tensor, and to avoid confusion the objects studied 
here will be called Jacobi maps. The change is superficial, 
but I prefer the form in which the theory is presented here. 
Green's original idea was to replace the normal Jacobi equation 
with an analogous matrix equation. Jacobi tensors and Jacobi 
maps are closely related objects which in appropriate coordinate 
systems are represented by Green's matrices. The difference 
is in the choice of coordinate system. See Remark (3.1 iv).
The point of the theory is to simultaneously study all the 
Jacobi fields belonging to a subspace of the space J^(y ) of 
orthogonal Jacobi fields along a geodesic y . A Jacobi map 
is a family of maps J(t): y (0)^ Y(t)^ ( J. denotes
orthogonal complement) such that t -*■ J(t)v is a Jacobi 
field for each fixed v e Y(O)"*” • Each (non-degenerate)
Jacobi map corresponds to a basis for an (n-1)-dimensional 
subspace of J^(y ) • The subspaces that are most interesting
geometrically arise in the following way. Suppose we have 
a family of hypersurfaces orthogonal to y whose orthogonal 
curves are unit speed geodesics (e.g. the spheres centered at 
a point on y )• Then consider the space of Jacobi fields 
that can be obtained by varying y through the geodesics
Xorthogonal to this family. The subspaces of this form are 
precisely the Lagrangian subspaces of JX(y) with respect to 
the natural symplectic structure; the corresponding Jacobi 
maps are called Lagrange maps. Given a Lagrange map, one 
can easily determine the second fundamental tensors of the 
hypersurfaces from which it was obtained; see §3D.
It is possible to calculate with Lagrange maps. In 
§ § 3D and 3E we present two comparison theorems of Sturmian 
type and apply the method of reduction of order to obtain 
a formula expressing one Lagrange map in terms of another. 
These results will be applied later to three special Lagrange 
maps. The first, defined in § 3C , describes the initially 
vanishing Jacobi fields along a geodesic. The other two, 
introduced in §5, correspond to the stable and unstable 
Jacobi fields.
§§4, 5 and 6 study the geometry of simply connected 
manifolds with no focal points. The theory we are interest­
ed in was developed for manifolds of non-positive curvature 
by Eberlein and O'Neill [19] . Their idea was to construct, 
for an arbitrary, simply connected manifold with non-positive 
curvature, analogues of the boundary circle and the horo- 
cycles of the Poincare disc. One defines geodesics y and 
6 in H to be asymptotic if d(y(t),6 (t)) is bounded for 
t > 0 . One can show that if p e H and y is a geodesic 
in H , then there is a unique geodesic 6 through p asymp­
totic to y . Using this one can identify the set H(°°) of 
all equivalence classes of asymptotic geodesics with a sphere
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and construct a natural topology (the cone topology) on 
H = H {J H(°°) so that it is a closed disc with H(°°) as 
boundary. It can be shown that each family of asymptotic 
curves has a family of orthogonal hypersurfaces: these 
are the horospheres.
Results of Eberlein [14], Eschenburg and O'Sullivan 
[20, 21, 22, 23], Pesin [39], and Goto [25,26] have shown 
that this theory extends intact to manifolds with no focal 
points, although some of the results are harder to prove.
What is different is that in the non-positive curvature 
case the length of any Jacobi field is convex, and so is 
<3 (y (t) , 6 (t) ) for any two geodesics y and 6 . These 
results are no longer true for manifolds with no focal points 
[37, p. 325]. It is still true, however, that geodesic balls 
are strictly convex. It follows from this that if y and 
<5 are unit speed geodesics with y(0) = 6 (0) , then 
<3 (y (t) , 6 (t) ) is increasing for t > 0 , and if y and 6 
are asymptotic, then d(y(t),6 (t)) is non-increasing for 
all t . In most situations these are adequate replacements 
for convexity. What is more difficult to show is that two 
different geodesics with the same initial point cannot be 
asymptotic.
We give an exposition of this work; with the two exceptions 
noted below the results were not proved by the present author.
§ 4 contains the basic properties of manifolds with no con­
jugate and no focal points. We show that these are closed 
conditions on Riemannian metrics. This must be well-known
xii
but seems not to have been explicitly formulated before.
At the end we give some simple consequences of convexity 
of geodesic balls in manifolds of no focal points, in part­
icular that the distance between intersecting geodesics 
increases as one moves away from the intersection point.
§5 introduces the stable Jacobi fields. They are 
defined as certain limiting solutions of Jacobi's equation.
In §6 it will be seen that they are the Jacobi fileds ob­
tained by varying a geodesic through geodesics asymptotic 
to it, see (6.19). The main result (5.13) is that if differ­
ent geodesics y and 6 have y(0) = 6 (0) then 
d(y(t),6 (t)) -*■ 00 as t -*■ °° , and so y and 6 cannot 
be asymptotic. This follows from the corresponding result 
for Jacobi fields (5.11) which is proved by calculations 
using the techniques from §3. The argument is due to Goto; 
we have slightly sharpened her result.
§6 develops the theory of points at infinity and horo-
spheres for manifolds with no focal points, using the results
of §§4 and 5. We emphasize (6.18) and (6.20) which show that
2horospheres are C -hypersurfaces and vary continuously with 
the family of asymptotic geodesics defining them.
The last three sections study manifolds satisfying 
Ballmann's condition. §7 contains technical results of 
Ballmann which are needed in §§8 and 9 where the results 
discussed in the first half of the introduction are proved.
For a more detailed survey of the contents of these sections, 
the reader should consult i7A and the introduction to §§8 and 9.
xiii
CONTENTS
§1. GEODESIC FLOW AND THE UNIT TANGENT BUNDLE 1
A. The geodesic flow 1
B. Classical mechanics 3
C. Geodesics as extremal curves 7
D. The vector field which generates
the geodesic flow 8
E. The Sasaki metric and invariant
measures 1 1
F. The universal cover 14
G. The second fundamental tensor of
a hypersurface 14
§2. JACOBI'S EQUATION AND THE DERIVATIVE OF
THE GEODESIC FLOW 15
A. Jacobi fields 15
B. Orthogonal and tangential Jacobi
fields 20
C. The geodesic flow on SM 22
D. A convention about geodesics 23
»g .. .  m i  •- * «*■» • iK '+ '.ts * . > •. ..v h - ' T — • ' " ' T t  r »  i~** ■ • -•
xiv
§3. JACOBI MAPS 24
A. y - maps 24
B. Jacobi and Lagrange maps 28
C. The Lagrange map A 36
D. A Riccati equation 39
E. Reduction of order 45
F. Fields of Jacobi maps 47
§4. METRICS WITH NO CONJUGATE AND NO FOCAL POINTS 49
A. Conjugate points 49
B. Metrics with no conjugate points 54
C. Metrics with no focal points 59
D. Geometry with no focal points 67
§5. THE STABLE JACOBI MAP 70
A. Construction of the stable Jacobi map 70
B. The stable Jacobi map in manifolds
with no focal points 77
C. Divergence of geodesics in manifolds
with no focal points 85
§6 . THE SPHERE AT INFINITY AND HOROSPHERES 88
A. Asymptotic geodesics and points at infinity 88
B. The cone topology 94
C. Busemann functions and horospheres 99
D. Biasymptotic geodesics 107
E. Angles, cones and flat half planes 112
X V
AXIAL ISOMETRIES 1 1 7
A. Isometries 1 1 7
B. Geodesics with no flat half plane 120
C. Hyperbolic axial isometries 124
DYNAMICAL PROPERTIES OF THE GEODESIC FLOW 129
A. Duality and dynamics 130
B. Ballmann's condition 134
C. Applications to dynamics 138
D. Discussion 142
ERGODICITY OF THE GEODESIC FLOW 146
A. Characteristic exponents 147
B. Pesin's theorem 151
C. A has positive measure 154
•MW • VMBNl e*i
§1. GEODESIC FLOW AND THE UNIT TANGENT BUNDLE
This section summarizes some basic facts about geodesic 
flows. It is based on [8 , Chapter 1], [34, Chapter 3.1],
[3] and [35].
A. THE GEODESIC FLOW
Let M be a Riemannian manifold. Our manifolds will always
be complete, connected and smooth (= C°°) . For conventions in
differential geometry regarding differential forms and the sign
of the curvature tensor, we follow [1]. Let n denote the
dimension of M, and d the distance function. If v, w £ T MP
are both non-zero, the angle (v,w) is the unique number 
between O and tt such that cos fcp(v,w) = <v,w>/(|| v|| . ||w||) ,
Define G :TM -*■ T*H by
G(v) = <»,v>.
If a(t) is a curve (in M or TM), a(t) will denote its tangent
vector. We will use D , or a dash ' to denote covarianta at
differentiation along a curve o(t) in M.
A geodeaia of M is a parametrized curve y in M such that
D^ y = 0. (G)
A geodesic is the path of a particle moving in M without 
acceleration. Clearly ||y(t)|| is constant, and y is parametrized 
'by arclength when ||y(t)|| = 1. For any v 6 TM there is a unique
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geodesic y^ with Yv (0) = v. The Hopf-Rinow theorem tells 
us that, since M is complete, yv (t) is defined for all t.
Thus there is a flow $ defined on the tangent bundle TM by
$t(v) = yv (t)•
The flow leaves invariant all of the sets {v € TM: ||v|| = c}. 
Its action is the same on each of them, apart from a uniform 
change of speed. Thus it is natural to study acting on the 
unit tangent bundle SM = {v 6 TM: ||v|| = 1 >, rather than all 
of TM.
1.1 DEFINITION
The geodesic flow of M is the restriction to SM of the 
flow 4>t.
This section considers some basic properties of <j>t. The 
main observation is that is generated by a Hamiltonian 
vector field on TM, and so leaves invariant a certain 2-form 
on TM. This leads to natural invariant measures for <t>t on 
TM and SM.
For later use we will now make some definitions and con­
ventions. If p € M, the exponential map expp :TpM + M is 
defined by expp (v) = yv (1). The geodesic sphere S(p,r) and 
the geodesic ball B(p,r) are the images under expp of
| v 11 = r} and {v € TpM: ||v|| < r} respectively. There 
is a fundamental result, known as Gauss' Lemma.
{v € TpM:
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1.2 THEOREM [35, Lemma 10.5]
For each p € M there is r > 0 such that
exp :{v € TM: ||v|| < r) -*• B(p,r) is a diffeomorphism. TheIt
geodesics through p are orthogonal to the geodesic spheres 
S(p,s) for 0 < s < r.
To avoid inconvenience we assume henceforth that geodesics 
are non-constant: if y is a geodesic, then y (t) t 0 .
B. CLASSICAL MECHANICS
At this point let us recall some basic results of classical 
mechanics. Later we shall interpret them in the case of the 
geodesic flow. Consider a particle with unit mass moving in M 
under the influence of the potential U:M -*• IR. The trajectory 
Y(t) of the particle satisfies Newton's second law of motion
Dy y(t) = -G~ 1 (dU(y(t) ) ). (N)
The geodesic equation (G) is the special case when U = 0.
Define the Lagrangian L:TM ■* H  by
L(v) = i <v,v> - U(ttv),
so L(v) is the difference between the potential and kinetic 
energies of the particle. If q : [a,b] -*■ M is a piecewise smooth 
curve, define the action of L along a,
fb
)dt.A (a)
a
-4-
The methods of the calculus of variations show that Newton's 
law (N) is the Euler-Lagrange equation for A. This is the 
principle of least action: -*• M is a trajectory of
the particle if and only if it is an extremal curve for A 
(with respect to variations fixing the endpoints).
Now turn to the Hamiltonian viewpoint. Newton's equation 
(N) is a second order differential equation on M, so it defines 
a vector field = on TM. To describe 5 one introduces the 
Hamiltonian function H:TM 3R and a sympleatic structure 
(closed, non-degenerate 2-form) w on TM. The Hamiltonian is 
the total energy of the particle:
H (v) = i <v,v> + U(irv).
To define uj recall that the cotangent bundle T*M has a 
canonical symplectic structure
£2 = -d0 ,
where 0 is the canonical 1-form on T*M. To define 0, think 
of the commutative diagram
TT*M — Tiit *m > TM
UTT*M
V
T*M
IT
"t*M V> M
71 TM
If X € TT*M, 0 (X) = (ttt t*m X) (Ttt^ A )  .
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Now define
6 = G*0
and a) = -de = G*n.
Finally the vector field s is defined by Hamilton's equation 
i_ a) = dH, (H)
where
i_ w = u)(S, •) .
It is a theorem that the integral curves of E are the 
curves formed by the tangents to the extremal curves of A, 
and so give the velocity of the particle as it moves under 
the potential U.
Both the Hamiltonian and the symplectic structure are 
invariant under the flow defined by E.
1.3 PROPOSITION
(i) L= H = 0. (Conservation of energy)
(ii) L_ oII3
Proof
(i) By (H) , L_ H = a)(S,H) = 0 .
(ii) By [1, Theorem 2.4.13], L„ co = i„ dco + di„co
=-i_dd0 + ddH 
= 0 . □
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In particular the measure defined on TM by u>n is 5-invariant. 
Remark
Hamilton's equation is usually developed in a slightly 
different way that does not require M to have a Riemannian 
metric. Also the Lagrangian L:TM -*• 2R does not have to be of 
the special form i<v,v> - U(ttv) that we had above.
For v £ TpM» define the fibre derivative of L at v,
FL(v) = d(LIT M)(v) £ T*M.P P
The map FL is called the Legendre transform. Define a function 
H and 2-form go on TM by
H (v) = (FL(v))(v) - L(v)
and
go = (FL)*«.
Then an extremal curve, y, of the action integral A 
satisfies
i-o) = dH.Y
If FL is a local diffeomorphism (e.g. if L is convex on each 
fibre T M as in our situation), go will be non-degenerate andr
one can define the vector field 5 as before. For a full account 
see Chapter 1 of [8 ].
When L(v) = è <v,v> - U(ttv), this approach is the same as 
our earlier treatment because
FL ( v) = G ( v) .
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C. GEODESICS AS EXTREMAL CURVES
Let us return to geodesics and the flow on TM. This
is the special case of the theory in paragraph B when the 
potential U vanishes. Both L(v) and H(v) are equal to
We consider first the properties of geodesics as extremal 
curves.
(this gives the potential energy stored in a uniform spring 
stretched to lie along o) and its aralength 
,b
The energy integral is just the action integral with 
U = 0. Thus geodesics are the extremal curves for the energy 
integral by the least action principle (for a direct proof 
see [35, Corollary 12.3]). Geodesics are also extremal curves 
for £,. In fact the extremal curves for 1 are precisely all 
possible reparametrizations of geodesics; see the discussion 
after Theorem 12 of Chapter 9 in [42].
In particular, suppose yi[a,b] + M is parametrized by 
arclength and there is no shorter curve joining y(a) to y(b).
e(v) = i <v,v>
If o: [a,b] -*■ M is a piecewise smooth curve, define its
energy
a
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Then Jt(y) = d(y(a), y(b)), and y must be a geodesic. A 
geodesic which is the shortest path between its endpoints 
is called minimal. Short enough geodesic segments are 
always minimal. The proof is based on Gauss' Lemma (1.2); 
see [35, Theorem 10.4]. Since M is complete, the Hopf-Rinow 
theorem guarantees that any two points of M are joined by a 
minimal geodesic.
D. THE VECTOR FIELD WHICH GENERATES THE GEODESIC FLOW
It follows from the general theory outlined in paragraph 
B that the flow 4>t on TM is generated by the vector field = 
defined by Hamilton's equation with Hamiltonian function 
H(v) = e(v) = J <v,v>. We now verify this directly, by 
giving an explicit description of =•
Let K:TTM -*■ TM be the connector map for the Levi-Civita 
connection. If £ e TyTM and W is any curve in TM with 
W(0) = £, then K£ = D w(0) € T M. It can be verified
that 5 = 0 if and only if Ttt£ = 0 = K£. It follows that for 
each v € TM, the map i :T TM T M ® T M, i (£) ■ (Tir£,Kr) 
is a linear isomorphism. The vectors Ttt£ and K£ are called 
the horizontal and vertical components of £ respectively; 
ker Ttt and ker K are called the vertical and horizontal 
8ubspacee of TvTM. For a detailed account see I29, §2.4],
If y(t) is a geodesic, the horizontal component of the 
acceleration vector y(t) is y(t) (this much is true for any 
curve) and the geodesic equation (G) tells us that the vertical 
•component of y(t) is O. In other words, 4>t is the flow of the
vector field v •+ i 1 (v,0). We now verify that this is the 
same as the vector field E defined by Hamilton's equation.
1.4 PROPOSITION
If £, n £ TvTM, then
(i) 6 (C) = <Ttt£ , v > j
(ii) 0)(5 ,n) = <TirC,Kn> - <Tttd • K£ > I
(iii) de(£) = <v,K£>.
Proof
(i) 0 (£) = 0 (TG£ )
TG? ) (TTTrp*j|TG5 )
= G(v) (T7rT*MTG?)
= G (v) Ttt£ (since ttt *m  ° G = tt)
= <Tir£,v>.
'Xj  *X/(ii) Choose vector fields on TTM, £ and ri, with
'Xf r\,
5 (v) = £ and n(v) =n* that are vertically constant (i.e. their 
vertical and horizontal components are constant on each fibre 
of TTM) . Define the vector fields on M, X = Ttt£ and 
Y = TTirr
Now w(£,n) = -«50 (£ >n)
f\, f\j ^  *Xj  'Xi 'Xj
= - {C0 (n> - n9(£> - 0 ([£»nJ)} (v) •
Let V(t) be the integral curve of £ starting at v. Then by
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C6 (n> = d/dt <Tirn(V(t)), V(t)>|t = 0
= d/dt <Y<7T°V(t) ) , V(t)>|t = 0
= <0^^ Y(0),V(0)> + <Y (tt°V (0) ) ,
D „ V(0)>7T ° V
= <Vx Y ( t t v) , v > + < Ti:n  , K£>.
Similarly,
r\, 'Xn < 0 <C >) = <VYx(nv),v> + <Ttt£ , Kn >.
'X* f\jSince £ and n are Tir-related to X and Y respectively,
e([£,n]) = <Ttt [^ ,n] (v) ,v> 
= < [X, Y] (ttv) ,v >.
Hence
a>(£,n> = <TTrC,Kn > -  <TTrn/K£>
+ <(VyX - VXY + [X,YJ)(uv),v>, 
which completes the proof, since [X,Y] = vxY - vyX. 
(iii) Choose £ and V as in (ii) . Then
de(£) = d/dt J <V(t), V(t)>|t=Q
« <V(0 ), D^#v V (0 )>
= <v,K£;>. □
(i.e
Note that it is clear from (ii) that u is non-degenerate 
. w(£,-) = 0 if and only if £ = 0 ) and so w is a 
symplectic form.
1.5 COROLLARY
E (v) = i"1(v,0 ).
Proof.
Substituting the results of (1.4) into Hamilton’s equation
gives
<Ttt5 (v ) , K£> - <Ttt£ , KE (v) > = <v,K£> 
for every £ € TvTM. □
Thus E defines the geodesic flow 4>fc on TM. It follows 
from Proposition 1.2 that the symplectia structure o is 
4> ^/-invariant. This will be important in the study of the 
derivative of 4>t in §2. Also it leads to natural ^-invariant 
measures on TM and SM as we now see.
E. THE SASAKI METRIC AND INVARIANT MEASURES
There is a natural Riemannian metric on TM known as the
Sasaki metric
<£,n> = <Ttt£, Tirn> + <K£,Kn>
for £, n € TvTM. This definiton makes iv an isometry. A 
'basic result is that the volume forms V0LTM and v®Lsm ^ef^ne<^
-12-
by the Sasaki metric on TM and SM respectively are both 
invariant. To prove this we shall express them in terms of 
the invariant symplectio form w.
1 .6  LEMMA
VOI^ ,M = ± 1 /n! wn.
Proof
Let v £ T M. Choose an orthonormal basis u.,...,u p 1 ' ' n
for TpM. Write = i^iu^jO) and = iv 1 (O/U.^ ) . Then
{£.]»•••, £n» is an orthonormal basis for TyTM.
Let {X ^ ^ ,•..,X > y ^ ^ ,...,y } be the dual basis for
n (i) (i)T*TM. A computation gives ui = £ X a. y . Hence
But this is VOL^ j^, up to sign. n
It follows immediately that VOl*^ is 4>t~invariant.
1.7 LEMMA
vo l sm - * (U À T !  9 A un_1*
Proof
For v € SM, let N(v) = iv 1 (0,v). Note that N(v) has 
unit length and is orthogonal to SM in the Sasaki metric.
-13-
1.8 LEMMA
L_ 9 = de.
Proof
Note that i_0(v) = <v,v> = 2e (v) .
Hence
L_0 = i_ d0 + di_0
-i_w + 2 de
-14-
Since e is constant on SM, it follows that 0 is 4>t-
invariant on SM. It now follows from (1.7) that Vo l „„. isSM
■^-invariant. See also (2.4ii).
We will use y to denote the invariant measure defined
on SM by VO L . Vie call this measure the Liouville measure. SM
F. THE UNIVERSAL COVER
Usually H will denote the Riemannian universal cover 
of M (sometimes M = H). The geodesics of H are the lifts
of geodesics in M. Many other objects, for example the
Jacobi fields and Jacobi maps considered in § § 2 and 3 also 
lift naturally to H. This presents no difficulty and will 
not be discussed in detail. Normally the same symbols will 
be used for corresponding objects in M and H.
G. THE SECOND FUNDAMENTAL TENSOR OF A HYPERSURFACE
We will use the definition of [29, p. 104J. Suppose S 
2is a C hypersurface embedded in M and v is a unit normal to
S at p. The second fundamental tensor of S relative to v is
the symmetric map II:TpS -*■ TpS defined as follows. Let N be
a.the field of unit normals on S with N(p) = v, and let N be any 
C 1 extension of N to M. If v £ T^S,
II(v) = P(VvN),
where P:T^M T^S is orthogonal projection. With this 
definition, the more positive the eigenvalues of II are, the 
more S bends away from v.
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§2. JACOBI'S EQUATION AND THE DERIVATIVE OF THE GEODESIC FLOW
Jacobi's equation is the differential equation satisfied 
by the vector fields along a geodesic obtained by variations 
through geodesics. Its solutions, the Jacobi fields, determine 
the derivative of the geodesic flow. References are [35, §14] 
and [29, §4.2].
A. JACOBI FIELDS
Let y be a geodesic in a manifold M. A C  (1 < k < °°)
Jç
variation of y through geodesics is a C map a:(-e,e) x 1R -*■ M 
such that a(s,t) is a geodesic for each fixed s and ct(0 ,t) = y (t)
2.1 PROPOSITION [35, §14]
If a is a C" variation of y through geodesics, then the 
vector field Y(t) = -f-SL (0,t) satisfies Jacobi's equationd S
Y"(t) + R(Y (t), Y(t))Y(t) = 0. (J)
Conversely, every solution of (J) is of the form -|^ (0,t)d S
for some C° variation a(s,t) of y through geodesics.
A solution of (J) is called a Jacobi field along y. A 
Jacobi field Y(t) is uniquely determined by Y(0) and Y'(0).
The set of all Jacobi fields along y is a 2n-dimensional vector 
space, which we denote by J(y).
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2.2 REMARKS
(i) If y is a geodesic, so is the curve y(t) = y(-t) .
The geodesics y and y have the same Jacobi fields. This 
follows because the geodesic and Jacobi equations contain 
only even order derivatives.
(ii) It is clear from the geodesic equation, y ’ =0, 
that Y<fc) and tY(t) are both Jacobi fields along y.
(iii) Jacobi's equation is easy to solve if M has constant 
curvature K. Assume for simplicity that y has unit speed.
Let u 1 ,...,un _ 1 be parallel vector fields along y such that 
y it) , u. (-t) ,... ,u i  (t) are orthonormal. Define
C„(t) = cos /K t , Sv (t) = sin /Kt if K > 0lx I\
=1 = t if K = 0
= cosh t = sinh t if K < 0.
Then y (t) , t-y (t) and CR (t) uA (t) , SK (t) uA (t) ( 1 < i < n-1)
are 2n independent Jacobi fields.
2.3 PROPOSITION
Suppose y is a geodesic in M. For each £ € T ^ q jTM 
there is a unique Jacobi field Y^along y such that
T* t < 0  - «V** * Y|<fc) > *
The map 5 + is a linear isomorphism between 
.T^(0)TM and J(Y) .
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Proof
Uniqueness of is clear. We prove existence. Choose 
a c" curve W(s) in TM with W(0) = y(0) and W(0) = £. Define 
the C°° variation of y through geodesics
a(s,t) =YW (S) •
Then the Jacobi field Y(t) = -|^(0,t) has the desired properties.o S
For -|^(s,t) = $t (W(s)) and so T4>t <£) is the derivative at s = 0 
of the curve in TM, s -*■ -|^(s,t). ThusO t
Tit o T4>t (5) = -||(0,t) = Y(t)
and
K • T*t <5) = ¿ff<0,t) = £ff(0,t) = V(t).
Finally, it is clear that £ -► Y is injective and linear; 
it is an isomorphism because T ^ q jTM and J(y) both have 
dimension 2n. □
2.4 EXAMPLES
(i) If v / 0, and H(v) = i“1(v,0) as in §1, then 
Y=(v) = Yv*
(ii) Suppose v € SM. If N(v) = i~1(0,v) as in (1.7), 
then Yn(v) = tyv and Y^(v) = yv- It follows that in the 
Sasaki metric
<T4>t (N (v) ) , N($t(v))> = <Yv (t), Yv (t)> = 1 <*>
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for all t. This leads to an alternative proof of the 
i>t- invariance of VOLgM to that in (1.7) and (1.8). Since 
VOLgM = iN VOLtm and VOLTM is «^-invariant by (1.6), all we 
need to show is that the component of T$fc(N(v)) orthogonal to 
SM has constant length. Since N is a unit vector field 
orthogonal to SM, this is immediate from (*).
We now make two applications of (2.3). Firstly we observe 
that Jacobi fields can be constructed from variations through 
geodesics that are only C^; this will be needed later.
2.5 LEMMA
Suppose y is a geodesic in M and V: (-e,e) -*■ TM is a 
curve with V(0) = y(0). Let
a (s,t) = Yv(sj (t).
Then -§^ 7 (0,t) is a Jacobi field alona y - Also -P- anc*
d S  ~ CIS d u
^  If (°,t) are defined and equal for all t.
Proof
Clearly a(s,t) = (V(s)). Hence -|%(0,t) = T tt *Tt, (V (0 ) ) ,
t  a S  u
which is a Jacobi field by (2.3).
It follows that K®T<t>t (V (0) ) = ^  -|^ -(0,t). On the other 
hand, Vfc = is a C1 curve in TM and it is clear that
^  ff<0,t) =K(Vfc(0)) = K»T4>t (V(0) ) . □
Remark
It is not difficult to show that any C* variation of y
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through geodesics is of the form considered in (2.5). See (3.4).
Secondly, we express in terms of Jacobi fields the 
T4>t~invariance of the symplectic form co on TM.
2.6 LEMMA
Let Y and Z be Jacobi fields along a geodesic y. Then
(i) <Y(t), Z'(t)> - <Z(t), Y'(t)> is constant;
(ii) <Y'(t), y (t)> is constant.
Proof
(i) Choose n, C €  ^q j TM with Y^ = Y and Y^ = Z. By
(2.3) and (1.4ii)
<Y(t), Z'(t)> - <Z(t), Y'(t)> = U)(T4>tn, T*tC),
which is constant since we saw at the end of §1D that u> is 
T4>fc-invariant.
(ii) By (2.2i), y is a Jacobi field. Take Z = y in (i). °
We shall write w(Y,Z) for the constant in (i) above.
Observe that w is a symplectic form on J(y ).
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B. ORTHOGONAL AMD TANGENTIAL JACOBI FIELDS
Each Jacobi field splits uniquely into a linear part 
tangential to the geodesic and a part orthogonal to it.
2.7 LEMMA
Let Y be a Jacobi field along the geodesic y. Let 
Y^(t) and Y j | (t) be the components of Y(t) orthogonal and 
parallel to y (t) respectively.
(i) Y± and Y 11 are both Jacobi fields along y.
(ii) Y || (t) = (a + bt)y(t) for some constants a and b.
(iii) YJ^ (t) is orthogonal and Y j | (t) is parallel to y(t)
for all t.
Proof
Since Jacobi's equation is linear, Y is a Jacobi field 
if Y 11 is. Since y’ « 0, <Y,y>'(t) = <Y'(t), y(t)>, which is 
constant by (2.6ii). Hence Y|| (t) = (a + bt)y(t) for some 
constants a and b. We saw in (2.2ii) that this is a Jacobi 
field. This proves (i) and (ii) ; (iii) follows easily from 
y ' = 0. □
Call a Jacobi field orthogonal if Y(t) 1 y(t) for all t 
and tangential if Y(t) is parallel to y(t) for all t. Usually 
we shall study only orthogonal Jacobi fields, since it is clear 
from (ii) above that tangential Jacobi fields are the same on 
any geodesic.
-21-
2.8 LEMMA
The following properties of a Jacobi field Y along y 
are equivalent.
(i) Y is orthogonal.
(ii) Y(t) 1 y(t) and Y'(t) 1 y(t) for all t.
(iii) Y(tQ) X y (tQ) and Y'(tQ) X y(tQ) for some t .
(i) - (ii). By (2.7iii) . (ii) -» (iii). Trivial.
(iii) ** (i) . Clearly Y|| (tQ) = 0 = (Y11 ) * <tQ) » and so 
Y | | =0. □
The analogous lemma holds for tangential Jacobi fields. 
We now introduce some terminology that will be used
These spaces are orthogonal complements in TyTM. If y is a
and tangential Jacobi fields along y. We see from (2.8) that
Proof
later. If v  ^ 0, let v'l be the subspace of T M spannedttv
by v and v^" its orthogonal complement. Define
II
TvTM » i
and
geodesic, let J (y) and J^(y) denote the spaces of orthogonalX II
if 5 6 T.(0)TM, then Y? € J1 (y) if and only if ( £ t| (0)TM. 
Also T^TM is T$fc-invariant. Analogous properties hold for
Tll TM.
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are 2-dimensional. It is clear that the 2-forms u> and w
these symplectic vector spaces.
C. THE GEODESIC FLOW ON SM
Since we will eventually study the geodesic flow on 
SM, we reformulate some of the above remarks to apply to 
SM rather than TM.
If v € SM, v"*" is the tangent space at v to the unit 
sphere in T M, translated to the origin. It follows that
TT V
K:TvSM ■+• v* 1 and
spanned by the vector field 5 which generates the geodesic 
flow.
by varying yv through unit speed geodesics. Since iv (TvSM) = 
T^vM 0 v1, we see from (2.3) that £ € TvSM if and only if 
*Y£ (0) 1  v.
i :T SM •* T v v TTV
is a linear isomorphism. Define
i~1(v± ® vl)
and
© {0})
These spaces are orthogonal complements in T SM.
Clearly T^SM = T^TM and T11 SM is the subbundle of TSM
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The next lemma will be used later to show that certain 
Jacobi fields are orthogonal.
2.9 LEMMA
Suppose y is a unit speed geodesic and Y is a Jacobi 
field along y obtained by varying y through unit speed 
geodesics. Then Y is orthogonal if and only if Y(0) i y(0).
Proof
By (2.8), Y is orthogonal if and only if Y(0) ± y(0) 
and Y1(0) i y(0). we see from the above that Y = Y^ for 
some £ € T.jqjSM and s o Y ' ( 0 ) i y ( 0). □
Remark
When we restrict from TM to SM we lose one dimension 
of tangential Jacobi fields, namely those of the form 
bty(t), where b is a constant. They arise from variations 
a(s,t) = y(t + sbt) in which y is reparametrized at different 
speeds.
D. A CONVENTION ABOUT GEODESICS
From now on we will use only unit speed geodesics. The 
word geodesic will be understood to mean unit speed geodesic.
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§3. JACOBI MAPS
This section continues the study of Jacobi fields.
The method used goes back to the 1958 paper of Green [28] 
where he rewrote Jacobi's equation in matrix form. The 
results we present are due originally to Green [28] and 
Eberlein [17]. Later Eschenburg [20, 21] introduced Jacobi 
tensors, which are a coordinate free formulation of Green's 
matrix technique. They have been applied by Eschenburg and 
O'Sullivan [22, 23]. The Jacobi maps that we will introduce 
are almost identical to Eschenburg's Jacobi tensors; see 
(3.1 iv).
The idea behind all these techniques is to study spaces 
of Jacobi fields, rather than individual Jacobi fields. Vie 
will consider orthogonal Jacobi fields; a Jacobi map represents 
a subspace of Recall that J^ty) is a 2(n-1)-dimensional
symplectic vector space. The subspaces that will be most 
interesting are the Lagrangian subspaces, the (n-1)-dimensional 
subspaces on which the symplectic form w vanishes.
This section contains the basic facts about Jacobi maps 
that will be needed later. Particularly important are the 
comparison theorems in §3D and the reduction of order formula 
in §3E.
A .  y - M A P S
First a summary of the formalism that will be used. Let 
y be a geodesic and let N be the normal bundle of y. Thus 
N(t) * y(t)"*". Let Horn (N,N) be the bundle over with fibre
mlTXt~"Zr' ■': •JOrW EPE •%-
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Horn (N(s), N(t)) over (s,t). Let
tt^ :N(s ) -*■ N (t)
denote parallel translation along y.
DEFINITION
A y-map X is a smooth map XdR ■+• Horn (N,N) .
Associated with X are smooth functions av and u such
If X and Y are y-maps with ax = u>yr let XY denote the y-map 
t X(t) o Y(t) .
Suppose X is a y-map with ax = a and cox = w. Define
X(s't) = H )  ° x(s) ° ^ i n ­
observe that for any s
X (s , t) € Horn (N (ot (t) ) , N (or (t) ) ) .
We see that we can define the derivative of X by
that
X(t) :N(a (t)) + N(w(t))
Given functions a(t) and b(t), we define
X (s)ds =
b (t)
a (t)
Note that both of the maps we have just defined are in 
Horn (N(a(t)), N (a) (t) ) ) . Also define the adjoint of X
-26-
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If X(t) is non-singular,
( (X(t) ) ) = I X-1 (t) || "1
If X(t) is symmetric,
| X (t) || = sup { <X (t) u , u> :u £ N (cxx (t) ) and ||u || = 1 }
= max { | X|: X is an eigenvalue of X(t)},
and there is an analogous result for ( (X(t))).
If X(t) is positive definite, then ||X(t)|| = X+ (X(t)) 
and ((X(t))) = X- (X(t)).
Most of the y-maPs that we encounter will be of two 
types:
(i) y-waps with g(t) = t = co (t) .
These are sections of End (N). The derivative defined 
above is the covariant derivative along y.
(ii) Y-maps with g(t) = 0 and oj(t) = t.
If X ia such a y-map and v € N (0), let Xv denote the 
vector field
(XV) (t) = X (t) (V) .
Then X'v is the covariant derivative of Xv along y.
To help distinguish the two types: script letters will 
always be of type (i), and A, D, J, L of type (ii).
The curvature tensor defines a Y“maP R(t):N(t) <■ ■> ,
•
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R (t) v = R(v,y (t) ) y (t) .
It follows from the symmetries of the curvature tensor that 
R* = R.
Remarks
(i) If we choose parallel vector fields that form an 
orthonormal basis along y (Fermi coordinates), we can represent 
Y~maps by (n-1) x (n-1) matrices. The derivative that we 
defined above corresponds to differentiating each entry of
the matrix. It was in this form that the theory described 
in this section was first developed by Green [28].
(ii) If we wanted to include tangential Jacobi fields
in the discussion, we would replace N by y *(TM). This is 
done in matrix form by Pesin in [39, 40, 41].
B. JACOBI AND LAGRANGE MAPS
Jacobi's equation can be written in terms of Y_maPs-
DEFINITION
A Jacobi map along y is a Y-maP J(t) :N(0) -#• N(t) with 
the property that Jv is a Jacobi field for every v € N (0).
The Jacobi maps are the solutions of the Jacobi map 
equation
J” + RJ = 0, (JM)
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where R is the Y“maP defined in §3A.
Clearly a Jacobi map J is uniquely determined by J(0) and 
J* (0) .
3.1 REMARKS
(i) The geodesics y  and y  share the same Jacobi maps 
(cf. 2.2i).
(ii) We say that a sequence {Jn> of Jacobi maps converges
to the Jacobi map J if there is a sequence (sn> with sn s,
J  ( s ) -*■ J  ( s)  and J ' ( s  ) -► J ' ( s ) .  Then J  (t ) -*• J  (t) and n n n n n
J^(t) -*■ J'(t) for any t (uniformly on bounded intervals).
(iii) If M has constant curvature K, every Jacobi map 
has the form
J(t) = CK (t) TIq » A + SK (t)7TQ ° B
where the functions and SR are defined in Remark 2.2 (iii) 
and A, B € End (N(0) ) .
(iv) Eschenburg [20, 21] has defined Jacobi tensors
in almost the same way as we defined Jacobi maps. A Jacobi
tensor is a y-map J(t):N(t) <- ■> such that J°v is a Jacobi
field for every parallel section vof N. If J is a Jacobi map,
0t -*• J(t) • it is a Jacobi tensor. Jacobi tensors have the 
advantage that all the objects considered in the theory are 
sections of End (N). On the other hand, they make some 
results (notably Lemma 5.5) more complicated by introducing 
extraneous parallel translations which will not appear in 
our formulation. It should be emphasized that the differences 
between the two formulations are very minor.
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A Jacobi map J is non-degenerate if the map 
N (0) -* v ■+• Jv, is non-singular. Clearly J is non­
degenerate if J(t) is non-singular for some t, and degenerate 
if ker J(0) n ker J ’(0) ¿ {0}.
A Jacobi field Y belongs to J if Y = Jv for some 
v € N (0). Then Y'(t) = J'J ^J(t)v = J'J ^(t)Y(t) whenever 
J(t) is non-singular. Conversely, if J(tQ) is non-singular
and Y is a Jacobi field with Y(t ) = J'J "* (t )Y(t ), then Yo o o
belongs to J. The Jacobi fields belonging to J form a 
subspace of J^fy) which has dimension n-1 when J is non­
degenerate .
Define the Wronskian of two Jacobi maps J^  and J2:
W(J1f J2) = J} *j2 - j .,*j¿.
We see that W(J^,J2)(t) 6 End(N(0)) for all t. The Wronskian 
is constant.
W(J1fJ2)' = + Ji*J2 " JÍ'J2 “ J1J2
= -(RJ1)*J2 + J* rj2
= -J* r*j2 + J* rj2 
■= 0
since R* = R. The Wronskian is the analogue for Jacobi maps 
of the symplectic form w on J(y) defined at the end of §2A.
If v € N (0 ) ,
<W(Ji,J2 )v,v> = w<J1v, J2v>.
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We call and dual if =0. A Jacobi map
L that is self-dual and non-degenerate is called Lagrangian 
or a Lagrange tensor. It can be checked that L is Lagrangian 
if and only if the Jacobi fields belonging to it form a 
Lagrangian subspace of J"*"(y ). The self-duality of L means 
that L*L'(t):N(0) <-  ^ is always symmetric and
L'L 1(t):N(t) <—  ■ "s is symmetric when L is non-singular. 
Conversely, if a Jacobi map L has L(tQ) non-singular and 
L'L "* (tQ) symmetric for some tQ , then L is Lagrangian.
A Lagrange map is non-singular except at isolated points.
I give Eschenburg's proof.
3.2 PROPOSITION [20, p. 11; 23, Lemma 2]
Suppose L is a Lagrange map with L(0) singular. Then 
L(t) is non-singular for small nonzero t.
Proof
Choose an orthonormal basis u1,...,un_1 for N(0) so 
that u1,...,uJt is a basis for ker L(0). For 1 < i < n-1, 
let be the Jacobi field Lu^. The result will follow if 
we show that
d(t) = Y 1(t) a ... a Yn-1(t) + 0
for all small enough non-zero t. Since Y^(0) = ... = Y^iO) = 0, 
it is clear that d(0) = d'(0) = ... = d ^   ^{0) = 0. Thus it 
will suffice to show that d ^   ^ 0.
rmair ■»wp^cs
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Now
d (k)(0) = Y’(0) a a Y£(0) a Yk+1 (0) A Y . (0) n-1
The vectors Yk+^(0),...,Y ^(0) are independent, because
be in ker L(0). The vectors Y^(0),...,Y£(0) are also 
independent because otherwise there would be a non-zero 
combination v of with L'(0)v = 0. Since L(0)v = 0,
we would have L(t)v = 0, and L would be degenerate. Finally, 
since L is self-dual, whenever 1 < i < k and k + 1 < j < n-1, 
we have
Eschenburg [20, §1.4] has given a geometrical characteri­
zation of Lagrange maps. I follow the account in [23] . The 
idea is that a Lagrange map is related to a family of hyper­
surfaces in a natural way. If 4> :X x n  -+ M we will write
otherwise some non-zero combination of u. »un _ 1 would
0 = <Y|(0), Y..(0)> - < Y± (0 ) , Y ^ ( 0 ) >
<Y|(0), Y j (0)>
It follows that d (k)(0) t 0 □
<|> (x, t)
3.3 DEFINITION
A map 4> :X x ]R -*■ M is a normal family of hypersurfaces
along the geodesic y if:
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(NF1 ) dim X = n-1.
(NF2) xt}> is a geodesic for every x € X, and
some x . o
(NF3) For every (x,t),
Tx $fc:TxX - (^ x)X.
(NF4 ) T (x j (¡i is non-singular for some tQ
(NF5) (x,t) 0X (t) is C1 .
3.4 REMARK
(NF5) actually follows from (NF2) and the C1-ness of <(>. 
The idea is that for small enough z, <pX is the shortest 
geodesic joining ij>(x,t) and <{>(x,t + e). If two points are 
close enough then the shortest geodesic joining them depends 
smoothly on them [35, Lemma 10.3]. Since (x,t) -*• <j>(x,t) 
and (x,t) -*■ <{> (x, t + e) are both C1, we see that (x,t) -*• <|>x (t) 
is C1.
Clearly T. . . <J> is non-singular if and only iflxo,tj
T sT X -♦ N (t) is non-singular. For such t there is ax t x o o
neighbourhood Ufc of xq such that an embedded hyper-
2 1surface in M. It is C since it has a C field of unit 
normals defined by 4>(x,t) "* 4iX (t). Let IIfc be the second 
fundamental tensor of relative to y(t); see §1G for
^he definition that we use.
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3.5 LEMMA
Suppose w £ T X and Y(t) = T <j> (w) . Then Y is anX X to o
orthogonal Jacobi field along y and Y'(t) = II (Y(t))
Call a Jacobi field of the above form a <f>-Jaaobi field. 
A Jacobi map is related to <f> if it is non-degenerate and 
every Jacobi field belonging to it is a <|>-Jacobi field.
3.6 LEMMA
Let J be a Jacobi map related to a normal family of 
hypersurfaces Then J(t) is non-singular if and only if
T. 4-» <t> is non-singular, and for all such tl X f u )
whenever T, . <j> is non-singular.
lxo' '
Proof
Consider a variation of y
a (s, t) = <(>(a(s) ,t)
where a is a C curve in X with o(0) = xQ and a(0) = w. 
Clearly a is C1 and -|^  (0,t) = Y(t). We see from (NF3) thata S
Y (t) 1 y(t). By (NF5) , is C1 > and so we can apply (2.5). 
It follows that Y(t) is a Jacobi field along y and
(0,t). Since (s,t) is always a unit normal 
to <j>t (Ut) on the same side as y (t) , it is clear that
Y* (t) = H t (Y ( t) ) whenever IIfc is defined. □
o
j ’j-1(t)
*w!t*r*
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Proof
We saw above that T. . . is non-singular if and only
lxo' '
if T (|>. is non-singular. If J is related to $, 
xo
im(J(t)) c im (T <().). Since both J(t) and T $ are maps 
o o
between (n-1)-dimensional vector spaces, T $ must be non-
xo t
singular if J(t) is.
Conversely, suppose T <}>. is non-singular for some t.
xo
Then J‘(t) = IIfc » J(t) by (3.5). If J(t) were singular, we
would have ker J(t) n ker J'(t) = ker J(t) f {0}, and J would
be degenerate. Hence J(t) is non-singular and J'J-1(t) = IIfc. o
Since IIt is always symmetric we see that any Jacobi map 
related to <j> is Lagrangian. There is a converse. Any Lagrange 
map L is related to a normal family of hyper surfaces. We now 
construct such a family.
By (3.2) there is tQ with L(tQ) non-singular. Assume for
2simplicity that tQ = 0. Let S be a C hypersurface embedded 
in M, orthogonal to y at y(0). If p 6 S, let p be the unit 
normal to S on the same side as y(0). Let II(p,*) be the
second fundamental tensor of S relative to p. We can and do
choose S so that
II(y (0) , . ) = L'L-1 (0) .
<t> (P,t) * y* (t) .
P
Define
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Then 4> is a normal family of hypersurfaces. It is clear
that <(> satisfies NF1,2,4 and 5. To prove (NF3) it will
suffice to show that if w £ T S, then Y(t) = T d>. (w) is anP Pyt
orthogonal Jacobi field along Let a be a C1 curve in
P
S with o(0) = p and o(0) = w. Consider the C1 variation of
through geodesics 
P
a(s,t) = yS(s )(t).
Clearly T <)>. (w) = -|^ (0,t) which is a Jacobi field by (2.5) and is 
orthogonal by (2.9), since w 1 p.
Now we show that L is related to <}>. In the above we have by 
(2.5), V  (0) = £  f§<0,0) = ^  ||(0,0) =n(p,w). By taking 
P = y(°)i we see that if Y is a <f>-Jacobi field,
Y'(0) = L'L 1(0)(Y(0)>, and so Y belongs to L.
Many of the later geometrical results will be based on 
the study of three Lagrange maps and their related hyper­
surfaces. The first of these is introduced in the next 
paragraph, and the others in §5.
C. THE LAGRANGE MAP A
Let A be the Jacobi map along Y defined by A (a) = 0cl 3
and A'(a) = I. Here, and elsewhere, I:N(C) -*• N(0) is the a
identity map. Clearly W(A ,A_)(a) = 0, so A is a Lagrangecl cl cl
map. Write A = A^. The Jacobi fields belonging to A are the 
initially vanishing orthogonal Jacobi fields. If Y is such
a Jacobi field
,V.
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Y(t) = A(t)Y'(0).
A is important because it is related to the geodesic 
spheres S(y(0),t) with centre y (o). Define
eiS^gjM x R  + M by e(u,t) = exp^^jtu. In the notation of 
§3B, S(y(0),t) is the image under efc of and the
curves eu are the geodesics through y(0). It is clear from 
Gauss' Lemma (1.2) that e is a normal family of hyper­
surfaces along y, and the e-Jacobi fields are the initially 
vanishing orthogonal Jacobi fields. Thus A is related to e. 
From this and (3.6) we obtain
3.7 PROPOSITION
A(t) is non-singular if and only if TtÇ (0)expy (0) is 
non-singular, and for all such t the second fundamental 
tensor of S(y(0),t) relative to y(t) is A'A~1(t).
For small t, A(t) and A'A (^t) behave as they do in 
Euclidean space.
3.8 LEMMA
For any geodesic, lim t-1 A(t) = I = lim tA'A(t).
t-*-0 t-*-0
Proof
•1 ,lim t A(t) 
t-*-0
Using this,
= I follows from A(0) = 0 and A'(0 ) = I.
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lim t A'A-1(0) = lim A'(0) lim [t“1A(t)]“1 = I.
t+0 t-*-0 t-*-0
This leads to a test for detecting singularities of 
Lagrange maps.
3.9 COROLLARY
Suppose L is a Lagrange map with L (0) singular. Then
lim X+ (L(t) ) =<»> 
t->-0 +
and
lim X (L (t) ) = -oo. 
t-0"
For the definition of X+ and see §3A.
Proof
Let Y be a non-zero Jacobi field belonging to L which
has Y(0) =0. Clearly Y(t) / 0 for small non-zero t. Since
Y(0) = 0, Y belongs to A as well as L. By (3.2), both
A(t) and L(t) are non-singular for small t t 0, and so for
such t, L'L-1(t)Y(t) = Y'(t) = A'A-1(t)Y(t). Since
lim t A'A 1(t) = I, it follows that
t-*-0
lim t<L'L_1(t) --X11L
t-0 || Y (t) ||
Y (t) >
II V(t> || 1 ,
from which the result is obvious. a
m*cry**~
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D. A RICCATI EQUATION
Suppose J is a Jacobi map along y. When J(t) is non­
singular, let U(t) = J'J "* (t) . Then li(t) 6 End(N(t)), and 
if Y is a Jacobi field belonging to J,
Y'(t) = U(t)Y(t).
We have
U'(t) = j"j-1(t) + J'(j"1)'(t)
= -RJJ-1(t) - J'J-1J'J-1(t)
= -R - U2(t).
Thus U satisfies the Riooati equation
U’ + Li2 + R = 0. (R)
(Note that all the terms appearing here are sections of 
End(N(t)).)
Conversely, if U is a solution of (R) defined on the 
interval (a,6) then U = J'J 1 for some Jacobi map J that is 
non-singular on (a,8)s solving the equation J' = UJ gives 
us a family of such Jacobi maps which differ only by a 
constant factor. We saw in §3B that U is symmetric if and 
only if J is a Lagrange map, and then U gives the second 
fundamental forms of the hypersurfaces related to J.
We will prove some comparison results for symmetric 
solutions of (R). They will be used later when we study
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Jacobi fields in manifolds with no conjugate and no focal 
points.
If and t¡2 are symmetric endomorphisms of an inner 
product space, write U > U2 (resp. >, < , <) if U - U2 is 
positive definite (resp. positive semi-definite, negative 
definite, negative semi-definite).
3.10 LEMMA (12, p.50]
Let U and L¡2 be symmetric solutions of the Riccati 
equation (R) on the (possibly unbounded) interval (a,8).
If U1 (a) > U2 (a) for some a € ( a» 6) / then (t) > L¡2 (t) for
all t € (a,8). If (a) > U2 (a) then (t) > U2 (t) for all
t € (a, 6) .
Proof
Write D(t) = li1 (t) - U2(t) and M(t) = i {U1 (t) +
(i2 (t) }. Then 0(t) is symmetric and
O' + VM + MV = 0.
Let X(t):N(t) N (t) be a solution of the linear equation 
X' = MX
with X(a) non-singular. Then X(t) is non-singular for all 
t £ (a,8) and, since M is symmetric
(X*VX)' = X*(V * VM * MV) X = 0.
•Thus X*DX(t) is constant. It follows that the signature of 
V(t) is constant. o
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3.11 LEMMA
Suppose U is a symmetric solution of the Riccati 
equation (R) on the interval (a,B), and B is a Lagrange map 
with B(b) non-singular for some b € (ct,B). If 
B'B (b) < U(b), then B(t) is non-singular for a < t < b.
If B’B  ^(b) > U(b), then B(t) is non-singular for b < t<(3.
Proof
We prove the first claim. Let a = sup {t: a < t < b 
and B(t) is singular}. By (3.10), B'B 1 (t) < U(t) for 
a < t < b.
Suppose a >a. Then B(a) is singular. By (3.9),
lim X+ (B(t)) = co, which contradicts the above inequality. □ 
t-*a+
The next two propositions involve a Lagrange map L that 
is non-singular on an interval. The first compares L with 
the Lagrange maps that vanish at the endpoints.
3.12 PROPOSITION
Suppose the Lagrange map L(t) is non-singular for 
a < t < b. Then Aa (t) and A^ft) are both non-singular for 
a < t < b, and for such t
A^a ”1(t) > L'L~1(t) > A¿A"1(t).
These inequalities are both strict if L(t) is also non-singular
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Proof
We prove the inequality for A . The inequality for 
A^ then follows by thinking of L as a Lagrange map along y.
Assume for simplicity that a = 0.
First we show that if 0 < s < b, then Ag (t) is non­
singular and AgAg1(t) > L'L 1(t) for s < t < b. Since L is 
non-singular on (0,b) , L'L 1 is continuous at s. We see 
from (3.8) that for small enough e > 0, AgA~1(s + e) > L'L~1(s+e). 
It follows from (3.11) (with U = L’L-1) and (3.10) that 
Ag (t) is non-singular and AgAg1(t) > L'L-1 (t) for s + e < t < b. 
Letting e 0 proves the above claim about Ag.
Clearly Ag A as s -*• 0. We see from (3.1ii) that 
AgAg^(t) -*■ A'A  ^(t) whenever A(t) is non-singular. It 
follows that A'A 1(t) > L'L ^(t) whenever 0 < t < b and A(t) 
is non-singular. Now we show that A(t) is non-singular for 
0 < t < b. By (3.2), A(t) is non-singular for any small 
enough e > 0. It follows from the above inequality and 
(3.11) (with U = L'L )^ that A(t) is non-singular for e < t < b. 
Now let e -*■ 0.
Finally, if L(t) is non-singular for 0 < t < b, there 
are a' < 0 and b' > b such that L(t) is non-singular for 
a' < t < b'. The argument of the third paragraph shows 
that A(t) is non-singular and A'A (^t) > L'L ^(t) for 0 < t < b'. □
REMARK
It is essential in the above that L be a Lagrange map.
•For example, let y be a great circle in S3 with the metric of
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curvature 1. Choose u and v so that iy(0),u,v} is an 
orthonormal basis of Ty(0)S3. The Jacobi map J defined by
J(t)u = costu + sintv,
J(t)v = -sintu + costv
is never singular, even though A(mr) is singular for every
integer n. To visualize J, think of y as a fibre of the 
3 2Hopf map S -*■ S . The Jacobi fields obtained by varying 
y through fibres will belong to J.
The second proposition considers the effect on L of a 
curvature bound on M.
3.13 PROPOSITION [17, Proposition 2.7]
Suppose that the Lagrange map L(t) is non-singular for 
2a < t < b. Suppose -k is a lower bound for the sectional 
curvature of any plane containing y(t) for a < t < b. Then 
for a < t < b,
k coth k(t-b)I(t) < L'L_1(t) < k coth k(t-a)I(t),
where I(t):N(t) -*> N(t) is the identity map.
The left and right hand terms are the solutions of 
2 2U' + U - k I = 0 corresponding to the Lagrange maps A and 
A^ along a geodesic in a manifold with constant curvature
Proof
We prove the right hand inequality. The left hand one 
then follows by thinking of L as a Lagrange map along y.
Write U = L'L . It will be enough to show that for 
any parallel, orthogonal unit vector field u along y,
f(t) = <U(t)u(t),u(t)> < k cothk(t-a)
for a < t < b. It follows from the Riccati equation (R) that
<(/'(t)u(t) ,u(t) > + <U(t)2u(t),u(t)> + <R(t)u(t),u(t)> = 0
for a < t < b. Since u is parallel, <U'(t)u(t),u(t)> = f'(t). 
Since U (t) is symmetric, <U (t) 2u (t) ,u (t) > = | U (t) u (t) || 2 > f(t) 
Since it is the sectional curvature of the plane spanned by 
Y (t) and u(t), <R(t)u(t), u(t)> > -k2. Thus f(t) satisfies
f'(t) + f(t)2 - k2 < 0
for a < t < b. For each s € (a,b), gg (t) = k cothk(t-s) is 
a solution of
g’ (t) + g (t)2 - k2 = 0
and gg (t) «> as t -*• s+. Since f is continuous on (a,b) ,
we have gg(s+e) > f(s + e) for any s £ (a,b) and for all
small enough e > 0. It follows, using (3.14) below that
f(t) < g_ (t) for s < t < b. Since g (t) -»• k coth k(t-a) as s s
s -► a we are done. □
3.14 LEMMA
Suppose k(t) is a continuous function and f(t) and g(t)
satisfy
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f' (t) + f (t)2 + k(t) < 0, 
g ’ (t) + g (t)2 + k (t) = 0, 
g(t) > 0
for c < t < d. If f(c) < g(c), then f(t) < g(t) for 
c < t < d.
Proof
Suppose not. Then there is s e (c,d) with f(s) - g(s) > 0. 
Let r be the largest number less than s with f(r) - g(r) < 0. 
Then c < r < s. For r < t < s, we have f(t) > g(t) > 0, and 
so for such t
f’(t) - g ' (t) = f'(t) + g (t) 2 + k (t)
< g (t)2 - f(t)2 < 0.
Hence f(s) - g(s) < f(r) - g(r) < 0, contrary to the choice 
of s. □
E. REDUCTION OF ORDER
As well as using the comparison theorems of §3D we will 
need to be able to express one Lagrange map in terms of 
another. Suppose L is a Lagrange map such that L(t) is non­
singular for all t in the (possibly unbounded) interval (a»S)» 
The method of reduction of order enables us to express any 
Jacobi map in terms of L along (a#6)«
-46-
3.15 LEMMA
A y-map J satisfies the Jacobi map equation (JM) for 
t € (a,6) if and only if W(J,L)(t) is constant for t € (a,Bi-
Proof
We already know the only if result from §3B. Conversely, 
if W(J,L) is constant,
0 = (J'*L - J*L')'
= J" *L - J*L"
= J"*L + J*RL
= (J" + RJ)*L, since R* = R.
Since L(t) is non-singular for t € (a,8) we are done. o 
Now we solve the equation W(j ,l ) = constant. Suppose
W(J,L) (t) = B 6 End (N (0) )
for t € (a, B) • Put J - LX, where X(t)sN(0) -«■ N(0). Then
- B = W(L,J)
= L '*LX - L*(LX)'
= (L'*L - L*L')X - L*LX'
= -L*LX,
since L is Lagrangian. Thus X' = (L*L)-1B. From this and 
the above lemma, we easily obtain
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3.16 PROPOSITION [22, Proposition 2]
Suppose J is a Jacobi map. Given s € (a,0) there 
are B, C € End (N(0)) such that
J(t) = L(t) {[ (L*L)"1(x)dx B + C},
j s
for any t € (a,$). In fact
B = W (J,L) and C = L~1J(s).
Conversely, any y-map J of the above form is a Jacobi map 
with W(J,L) = B.
Note that the integrand (L*L) "* is symmetric and positive 
definite. An analogous formula can be derived even when L is 
not a Lagrange map by writing J = KX, where K is a Jacobi 
map dual to L. However, the integrand corresponding to 
(L*L)  ^ is not symmetric.
F. FIELDS OF JACOBI MAPS
So far we have considered Jacobi maps along a single 
geodesic y. Later we will also encounter fields of Jacobi 
maps which assign to each v € SM a Jacobi map along yv< To 
illustrate the notation we will use: A(v,t) is a field of 
Jacobi maps, with A(y(0),t) the Jacobi map A along y defined 
in §3C. The dependence on v will be suppressed whenever 
possible. j.
A field^of Jacobi maps is continuous if (v,t) -*■ J(v,t) 
is continuous. We see that J is continuous if and only if
both v -*• J(v,0) and v -*• J' (v,0) are continuous. If J is 
continuous so is (v,t) -*■ J'(v,t). These properties follow 
because Jacobi maps satisfy the differential equation (JM). 
Example: A(v,t) is continuous.
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§4. METRICS WITH NO CONJUGATE AND NO FOCAL POINTS
This section introduces the class of Riemannian metrics 
- those with no focal points - that will be studied in the 
remainder of this thesis. The theory described there was 
originally developed for manifolds with non-positive 
curvature [19, 4, 5]. Later work [20, 21, 22, 25, 26, 39] 
has made it possible to extend the results to a wider class 
of metrics.
The theory requires the study of geodesics and spheres 
of large radius in the universal cover. For the constructions 
involved one needs the property that any two points are 
joined by a unique geodesic. We will see (4.8) that this is 
equivalent to a condition on Jacobi fields: namely that there 
be no conjugate points.
It has not, however, been possible to construct a 
satisfactory theory without assuming the stronger condition 
that the metric have no focal points. Geometrically, this 
means assuming that geodesic balls in the universal cover are 
convex (4.14).
A. CONJUGATE POINTS
The points y(a) and are conjugate along the geodesic
y if a / b and there is a non-trivial Jacobi field Y along y 
such that Y(a) = 0 and Y(b) = 0. The multiplicity with
which they are conjugate is the number of independent Jacobi 
fields with these properties.
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REMARKS
(i) This is ambiguous if y intersects itself. Strictly, 
it should be a and b that are conjugate.
(ii) It is clear from (2.7) that the Jacobi field Y 
above must be orthogonal.
Example
If y is a great circle on the unit sphere Sn (n > 2), 
y(0) and y(kTf) are conjugate with multiplicity n-1 for any 
k t 0.
We will use Lagrange maps to study conjugacy.
4.1 PROPOSITION
If a / b the following are equivalent.
(i) y(a) and y(b) are conjugate.
(ii) A (b) is singular.
cl
(iii) exp^aj is singular at (b-a)y(a).
Proof
(i) —  (ii). Obvious. (ii) «—  (iii). Use (3.7). □
It follows from (ii) and (3.2) that the points along y 
conjugate to y(a) are isolated.
We now present two lemmas to detect the presence and 
absence of conjugate points.
4.2 LEMMA
Suppose that a < 0 < b and y(0) is not conjugate to 
y(a) or y(b). Then y(a) and y(b) are conjugate if and only 
if D = A^A^1 (0) - A^Aa1 (0) is singular.
This means that y(a) and y(b) are conjugate when the 
spheres S(y(a), -a) and S(y(b),b) make second order contact 
at y (0).
Proof
If D is singular, there is a non-zero v 6 ker(D).
Since y(a) is not conjugate to y(0), A (0) is non-singular 
by (4.1), and so there is a Jacobi field Y belonging to Ad
with Y (0) = v. Then Y'(0) = A.jA~1(0)(v) = A£A~1(0)(v) since 
v C ker(D). Thus Y also belongs to A^. It follows that Y(a) 
and Y(b) = 0, and so Y(a) and Y(b) are conjugate.
Conversely, if y(a) and y(b) are conjugate, there is 
an orthogonal Jacobi field Y with Y(a) = 0, Y(b) = 0 
and Y(0)  ^0. Since Y belongs to both A and A. ,
d  D
A^Aa (0)(Y(0)) = Y'(0) = 1(0)(Y(0)), and so
D(Y(0)) = 0. □
4.3 LEMMA
Suppose the Lagrange tensor L(t) is non-singular for 
a < t < b. Then the only points of y|[a,b] which can be 
conjugate are y(a) and y(b).
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Proof
We use (4.1). By (3.12), A^lt) and A^it) are non­
singular for a < t < b, and so, for such t, y(t) is not 
conjugate to y(a) or y(b). Similarly, if a < s < t < b,
Ag(t) is non-singular and so y(s) is not conjugate to y(b). a 
If I c K  is an interval, the geodesic segment y|l has 
no conjugate points if y(s) and y(t) are not conjugate for 
any s,t £ I.
4.4 COROLLARY
Suppose a < b. The following are equivalent.
(i) y|(a,b) has no conjugate points.
(ii) y(a) is not conjugate to y(t) for a < t < b.
(iii) y(b) is not conjugate to y(t) for a < t < b.
(iv) y(r) is not conjugate to y(s) if a < r < b and a < s < b.
Proof
(i) ■* (iii). Choose r so that a < r < t. Since y(r)
is not conjugate to y(s) for r < s < b, Ar (s) is non-singular 
for r < s < b. By (4.3), y(b) is not conjugate to any y(s) 
with r < s < b, in particular not to y(t).
(iii) -* (ii) . A^ft) is non-singular for a < t < b.
Apply (4.3) with L = Aj^ .
(ii) -* (iv) . A (t) is non-singular for a < t < b.
Apply (4.3) with L = A .
cl
(iv) • (i). Trivial. a
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Conjugate points are related to the index of a geodesic 
segment when it is considered as a critical point of the 
energy function on curves joining its endpoints. The 
Morse Index Theorem [35, Theorem 15.1] states that the index 
of yI [a,b] is the number of points of y| [a,b] conjugate to 
y(a) counted according to multiplicity. We prove a simpler 
result.
4.5 PROPOSITION
Suppose a < b and y(a) is conjugate to y(b). Then 
y| [a,s] is not a minimal geodesic for any s > b.
Proof
If yj [a,s] is not minimal, neither is y|[a,s'] for 
any s' > s. Thus we can assume that y(a) is not conjugate 
to y(t) for a < t < b, and need only consider values of s 
slightly bigger than b. By reparametrizing if necessary, we 
can assume that a < 0 < b. By (4.4iv), y(0) is not
conjugate to y(t) for a < t < b. Clearly there is c > b
such that y (0) is not conjugate to y(t) for a < t < c. We
will show that if b < s < c the open geodesic balls
B(y(a), -a) and B(y(s),s) intersect, which proves that 
y|[a,s] is not minimal. To do this, we compare the second 
fundamental tensors IIa and IIs of S(y(a), -a) and S(y(s),s) 
respectively relative to their common normal y(0). Since 
y (0) points into B(y(s),s), B(y(a),-a) and B(y(s),s) will 
intersect if IIs - IIa has a positive eigenvalue (see S1G).
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Clearly A (0) and A (0) (for 0 < s < c) are non-
cl S
singular. By (3.7) we have
IIs - Ila = A'A-1(0) - A'A-1(0)
S  S cl 3.
for 0 < s < c. By (4.2) , this has 0 as an eigenvalue when 
s = b. It follows immediately from (4.6) below that IIs - Ila 
has a positive eigenvalue for b < s < c. □
4.6 LEMMA
Suppose -y(O) is not conjugate to y (t) for 0 < t < c.
If 0 < r < s < c,
A ’A -1(0) < A ’A-1(0). r r s s
Proof
By (4.4), y (s) is not conjugate to y(t) for 0 < t < c. 
Hence Ag(t) is non-singular for 0 < t < s. It follows that 
there is a < 0 such that Ag (t) is non-singular for a < t < r. 
Proposition (3.12) (with L = A ) tells us that A (t) is non-
S  1C-1 _ 1singular and A'A (t) > A'A (t) for a < t < r; in particular
S  S  1C 1C
for t = 0. □
B. METRICS WITH NO CONJUGATE POINTS
A Riemannian manifold has no son jugate points if no two 
points are conjugate along any geodesic. It is clear from 
(3.1iii) that manifolds with constant curvature <0 have no
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conjugate points. We will see in §4C that any manifold 
with curvature <0 has no conjugate points. We obtain the 
following characterization of manifolds with no conjugate 
points from (4.1).
4.7 PROPOSITION
A Riemannian manifold M has no conjugate points if and 
only if the exponential map exp^ is a local diffeomorphism 
for every p £ M.
4.8 PROPOSITION
Let H be a simply connected Riemannian manifold. Then 
the following are equivalent.
(i) H has no conjugate points.
(ii) exp :T H -*• H is a diffeomorphism for every p e H.P P
(iii) There is a unique (up to reparametrization) geodesic 
passing through any two distinct points of H.
(iv) Every geodesic segment in H is minimal: if y is a 
geodesic, d(y(s), y(t)) = |t-s|.
Proof
(i) -» (ii). Use (4.7). (ii) ■* (iii). Obvious.
(iii) -* (iv). By the Hopf-Rinow theorem, any two points 
are joined by a minimal geodesic. Thus, if there is only 
one geodesic joining two points, it is minimal. (iv) (i).
If H has conjugate points, there will be non-minimal geodesic 
segments by (4.5). □
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Part (iii) of the above will be used extensively.
It allows the following definitions.
4.9 DEFINITION
Let H be simply connected with no conjugate points.
If p and q are distinct points in H, let y  be the geodesicPq
with
Ypq(°) = P and YpgidiP/q)) = q- 
Let V (p,q) = Ypq<°>- If v € TpMMO}, *p (v,q) = *p (v,V(p,q))
if q, p / q2 , *p (qi'q2) = ,v(p,q2)) • if
A c H, *p (A) = sup {):p (q1 ,q2) :q1 ,q2 € AMp}}.
We will often study the function which gives distance 
from a fixed point pQ .
4.10 LEMMA
Let H be as in (4.9). Let p € H and write f = d(p ,•) 
Define the vector field on H^{pQ}, W = -V(-,po). Suppose 
P £ H^{po}.
(i) f is smooth at p and grad f *> W(p).
(ii) Vw p^jW = 0, and for v € W(p)1
the map v VvW is the second fundamental tensor of the 
sphere S(p ,f(p)) relative to the outward unit normal W(p).
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Proof
Write v = y
Pop
(i) Since exp is a diffeomorphism by (4.8ii), it is
po
clear from (4.8iv) that f = ||exp 1(*)|| , which is smooth
po
except at pQ. It is clear from the triangle inequality 
that || grad f || < 1 . Since f (y (t) ) = 111 and p = y (f (p) ) , 
we see that grad^f = y(f(p)) = W(p).
(ii) Vw p^jV7 = 0 is clear, since W(y(t)) = y(t) for
t > 0. The other claim follows because, on S(pQ,f(p)), Vi 
is the field of outward unit normals. o
We see from (4.8ii) that the universal cover of a 
manifold M which admits a metric with no conjugate points 
is diffeomorphic to ]Rn. In particular, (M) = 0 for k > 2. 
This means that on many manifolds - spheres for example - 
there is no metric without conjugate points. On the other 
hand every manifold has metrics with conjugate points. If we 
deform a small disc until it is almost a sphere, antipodal 
points on this sphere will be conjugate.
I Ml— F1 «tas:- <’&*»
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We can show that having no conjugate points is a closed 
condition on Riemannian metrics in the following sense.
4.11 PROPOSITION
Let M be a manifold. The set of Riemannian metrics on 
M with conjugate points is open in the Whitney c"' topology 
on the space R(M) of smooth, symmetric, positive definite 
sections of T*M ® T*M. (The definition of this topology is 
clear from pp. 531-532 of [1]).
Proof
Let H be the universal cover of M. Suppose g is a metric 
on M with conjugate points. Then its lift to H (again 
denoted by g) has conjugate points, and so by (4.8) there 
is a g-geodesic y in H which is not minimal. Thus there 
are a and b with d^(y(a), y(b)) < |b-a|.
Now suppose that h is another metric on M. Let 6 be 
the h-geodesic with 6(0) = ||y(0)|| y(0). In local
coordinates the geodesic equation is
n.,u ) du^dt 0.
The Christoffel symbols r^j are continuous functions of the 
metric and its first order derivatives. We see from this that 
if we make g and h close enough in the Whitney C1 topology, 
then we can make y(a) and 6(a) and also y(b) and 6(b) as close 
'as we please. We can make g and h so close that
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dh (6(a), 6(b)) < |b-a|. It follows from (4.8) that h has
conjugate points on H and hence also on M. o
A similar argument shows that if we fix a metric on M, 
then {v € SM:yv (a) and yv (b) are conjugate along yv for some 
a and b} is open; this fact is stated on p.7 of [33].
There are two main classes of manifold that are known 
to have no conjugate points. The first is compact manifolds 
whose geodesic flow is Anosov; see [33]. The second is 
manifolds with no focal points, which we consider next. See 
especially (4.12) and the subsequent discussion.
C. METRICS WITH HO FOCAL POINTS
We say that y(a) is a focal point of y(b) along the 
geodesic y if there is a Jacobi field Y such that Y(a) = 0,
Y(b)  ^0 and <Y,Y>'(b) = 0. Note that this relation, unlike 
conjugacy, is not symmetric. It is clear from (2.7) that 
Y must be orthogonal. If y has self intersections there is 
the same ambiguity as for conjugacy.
The usual definition of a focal point is that a sub­
manifold S which is orthogonal to y(b) has a focal point at 
y(a) if there is a Jacobi field, obtained by varying Y through 
geodesics orthogonal to S, which vanishes at a but not at b. 
This is related to our definition as follows. Let 6 be the 
(non unit speed) geodesic with 6(0) = Y(b). Then, according 
to the usual definition, 6 has a focal point at y(a). To prove 
this, we show that Y can be obtained by varying y in the above
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manner. Since y(b) , Y'(b) and 6(0) = Y(b) are all orthogonal 
to one another, there is a C°° unit vector field u along 6 with 
u(0) = Y<b>* D^uiO) = Y'(b) and u(s) X 6(s) for all s. Then 
a(s,t) = Yu (s)(t) is a c” variation of y through geodesics 
orthogonal to 6 and Y = -|^  (0, - ) , since Y(b) = |^(0,b) and 
YMbI . ¿ff(0,b).
A Riemannian manifold has no focal points if no point 
is a focal point of another along any geodesic.
4.12 PROPOSITION
Each of the following properties of a Riemannian manifold 
M implies the following ones.
(i) M has sectional curvature <0.
(ii) M has no focal points.
(iii) M has no conjugate points.
Proof
(i) *► (ii) . If Y is any Jacobi field along a geodesic y 
in a manifold of non-positive curvature, <Y,Y>(t) is a convex 
function of t. For
J <Y,Y>" = <Y1,Y>•
= <Y",Y> + <Y',Y’>
= -<R(Y,y)y,Y> + <Y',Y '>
> 0.
■
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Now suppose that Y is a non-trivial Jacobi field with 
Y(a) = 0. Then <Y,Y>'(a) = 0 and <Y,Y>"(a)= 2 <Y',Y'>(a) t 0. 
It follows from the convexity property that if b / a, then 
<Y,Y>'(b)  ^0 and so y(a) is not a focal point of y(b).
(ii) -* (iii) . Suppose M has conjugate points. Then 
there are a < b and a non-trivial Jacobi field Y along a 
geodesic y with Y(a) = 0 and Y(b) = 0. Choose c € (a,b) 
with 11V(c)|| as large as possible. Then y(a) and y(b) are 
both focal points of y(c). o
Gulliver [30] has constructed examples to show that the 
converses of both the above implications are false. His 
simplest examples are 'formed by "raising a blister" on 
compact manifolds of constant negative curvature'. He also 
has an example of a manifold with focal points and Anosov 
geodesic flow. Eberlein [17, 18] and Bolton [9] have given
conditions for a manifold with no conjugate points to have 
Anosov geodesic flow.
The next result is a set of variations on the theme 
that in a manifold with no focal points most Jacobi fields 
Y with Y(0) = 0 have 11Y (t) || increasing for t > 0.
4.13 PROPOSITION
The following three properties of a Riemannian manifold 
M are equivalent.
(i) M has no focal points.
(ii) Let Y be a non-trivial, initially vanishing, 
’orthogonal Jacobi field along a geodesic y in M. Then
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<Y,Y>'(t) > 0 for t > 0. (We shall see in (5.11) that 
| Y (t) || + « as t + ®. )
(iii) Along any geodesic y in M, A(t) is non-singular 
and A'A (^t) > 0 for all t > 0.
Any of the above implies that along any geodesic y in 
M
(iv) A*A(r) < A*A(s) when 0 < r < s;
(v) || A (t) || and ( (A(t) )) are both strictly increasing 
for t > 0.
This result is contained in Theorem 11 of [20],
Proof.
(i) - (ii). Since <Y,Y>’(0) = 0 and <Y,Y>" = 2<Y',Y'>(0) 
we have <Y,Y>'(t) > 0 for small positive t. Now suppose (ii) 
is false. Then there is s > 0 with <Y,Y>'(s) = 0 and 
<Y,Y>'(t) > 0 for 0 < t < s. Clearly Y(0) is a focal point 
of Y(s).
(ii) ■* (iii) The Jacobi fields belonging to A are the 
initially vanishing orthogonal Jacobi fields. Thus (ii)
• Isays that for any non-zero v £ y(0) and any t > 0, we have 
0 < <Av,Av>'(t) = 2<A'(t)v,A(t)v>. It is clear from this 
that when t > 0 we have A(t) non-singular and
— 1 • I<A1A (t)w,w> > 0 for all non-zero w e y(t) .
(iii) ■* (i). Suppose (i) is false. Then we can find 
a geodesic y and b > 0 such that y(0) is a focal point of 
y(b) along y. There is a Jacobi field Y with Y(0) = 0,
’Y(b) + 0 and <Y,Y>'(b) = 0. It is clear from (2.7) that Y
is orthogonal. We see that Y belongs to A and so 
Y' (b) = A'A-1(b) (Y(b)). Hence
<A'A_1(b)(Y(b)),Y(b)> = i<Y,Y>'(b) = 0, 
contrary to (iii).
(iii) (iv). It will suffice to show that for any 
non-zero v £ y (O)"1", the function fv (t) = <A*A(t)v,v> is 
strictly increasing for t > 0. Since f = <A(t)v,A(t)v>,
f^(t) = 2<A'(t)v,A(t)v>,
= 2<A'A ^(t)w,w>,
where w = A(t)v € y(t)'L. We see from (lii) that 
f^ .(t) > 0 when t > 0.
(iv) ■* (v). Since A*A(t) is symmetric and positive
definite, we know from §3A that ||A*A(t)|| = X+(A*A(t)).
By (iv), this is strictly increasing when t > 0. Since 
<A*A (t) v, v> = <A(t)v,A(t)v> for all v € •y(0)J'/ we have
| A*A (t) || = | A (t)|| 2 . The argument for ((A(t))) is 
similar. □
Geometrically, the no focal points property says that 
distance functions and geodesic balls in the universal cover 
H are convex. We call a function f dR ]R convex if 
f(Aa ♦ (1-X)b) < Af(a) + (1-X)f(b) for any X € (0,1) and 
a,b € 1R, and strictly convex if this inequality is always 
strict when a / b. A real valued function f on a Riemannian
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manifold H is (strictly) convex if f°Y is (strictly) convex
2for every geodesic y. If f is C , it is convex if and only 
if its Hessian V f is positive semi definite. A subset C 
of H is convex if any geodesic segment joining two points 
of C lies in C. Sublevel sets of convex functions are 
convex. If C is convex( p £ C is extreme if p does not lie 
in the interior of a geodesic segment contained in C. A 
convex set C will be called strictly convex if it is the 
closure of an open set and every point of 3C is extreme. 
Clearly C is strictly convex if 3C is a smoothly embedded 
hypersurface whose second fundamental tensor relative to 
the outward unit normal is everywhere positive definite.
4.14 PROPOSITION
Assume M has no conjugate points. Then the following 
properties of its universal cover H are equivalent.
(i) H has no focal points.
(ii) For any given pQ € H the distance function
f = d(pQ,*) is convex, and is strictly convex along any 
geodesic which does not pass through pQ.
(iii) For any pQ £ H and any r > 0, the closed geodesic 
ball B(pQ,r) is strictly convex.
(iv) For any pQ £ H and any r > 0, B(po,r) is convex. 
Compare Lemma 1 of [18] and Theorem 11 of [20],
Proof.
(i) ■* (ii). Firstly, f is convex along geodesics 
through pQ. For if y is a geodesic with y (0) « pQ, we see
from (4.8iv) that f(y(t)) = |t|.
We know from (4.10) that f is smooth at any point 
p t pQ. If y is a geodesic and y(t) = p, then 
(f°y)"(t) = V2f(p)(y(t), y(t)). We are led to study 
V2f(p). Define the vector field on H^{po}, W = -V(-,po).
It will suffice to prove the following claim: for all 
w € TpH,
V2f(p)(w,w) > 0,
with equality only if w = W(p).
By (4.10i), grad f = W on H^ip^. Hence
V2f(p)(w,w) = <VwW,w>
for any w e TpH. By (4.10ii), Vw jpjW = 0. Also on 
WCp)1, w ■+■ VwW is the second fundamental tensor, II, of 
the sphere S (pQ, f(p)) relative to W(p). The claim will 
be proved if we show that II is positive definite. By 
(3.7), II = A'A 1(f(p)), where A is the Lagrange map along 
y with A(0) = 0 and A'(0) = I. It now follows from
P0P
(4.13iii) that II is positive definite.
(ii) -* (iii) . B(pQ,r) is convex because it is a 
sublevel set of the convex function f. It is clear that 
B(pQ,r) is strictly convex, unless there is a geodesic y 
and a < b < c with f(y (t)) < r for a < t < c and f(y(b)) = r. 
Since f«y is convex, this is impossible unless f(y(t)) = r
-65-
* Ml*
- 6 6 -
for a < t < c and f(y(t)) > r for all t. But this means 
that f °Y is not strictly convex and y  does not go through 
PQ , which is impossible.
(iii) -» (iv) . Trivial.
(iv) -> (i) . By (4.13iii), it will suffice to show that 
along any geodesic y  we have A(t) non-singular and A'A ”* (t) > 0 
for any t > 0. Since H has no conjugate points, A (r) is 
non-singular whenever r > a. It is clear from (3.7) that
if A'A 1 (r) has a negative eigenvalue for some r > a, then
a a
B(y(a),r-a) is not convex. Hence A'A 1(r) > 0 for all r > a.d d
Now if t > 0, we know that A_^(r) is non-singular and 
A^^A_](r) > 0 for 0 < r < 2t. We see from (3.12) (with 
L = A_1) that A'A 1 (r) > A^_A~■] (r) for 0 < r < 2t. Taking 
r = t gives us A'A (t) >0. a
Like having no conjugate points, having no focal points 
is a closed condition on Riemannian metrics.
4.15 PROPOSITION
Let M be a manifold. The set of Riemannian metrics 
on M with focal points is open in the Whitney topology
on R(M).
Proof
Since every metric with conjugate points has focal 
points (4.12) and the set of metrics with conjugate points 
is open (4.11), all we need to prove is that having focal 
•points is an open condition on metrics with no conjugate
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points. This follows from (4.14iv). The argument is 
similar to the proof of (4.11) and will not be given. o
D. GEOMETRY WITH NO FOCAL POINTS *I
Let H be a simply connected manifold with no focal 
points. We prove some simple results which follow from 
the convexity of distance functions on H.
I
4.16 LEMMA
Suppose p 6 H and y is a geodesic that does not pass 
through p. Then the function 9(t) = fc ^  (p,y(t)) is
strictly increasing.
Proof.
Write g(t) = d(p,y(t)). By (4.101),
g' (t) = <y (t) , -V (p,y (t) ) > = - cos 6 (t) .
Since g is strictly convex (by 4.14ii), it follows that 0 is 
strictly increasing. □
4.17 LEMMA
Suppose p £ H and y is a geodesic that does not pass 
through p. Then there is a unique perpendicular from p to y. 
Its foot is the unique point on y closest to p.
-6 8 -
Proof.
Again write g(t) = d(p,y(t)). It is clear from (4.10i) 
that Y(t) is the foot of a perpendicular from p to y if and 
only if g'(t) = 0. It is clear that g has a minimum, which 
is its only critical point, since g is strictly convex (by 
4.14ii). 0
In fact the above property is equivalent to the no 
focal points property [18, Proposition 2; 20 Theorem 11].
4.18 LEMMA I
The sum of any two angles in a geodesic triangle is < tt 
(unless all three vertices lie on a single geodesic).
Proof.
a < tt-6 by (4.16) . o
4.19 PROPOSITION
Let y and 6 be geodesics that intersect at 
p = Y(t^) * 6(t2). If Y(t.j) = 6 (t2) , then d(y(t),6(t)) is 
constant. Otherwise it is strictly increasing when 
t > M = max (t^,t2) and strictly decreasing when 
t < m » min (t^,t2).
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Compare Proposition 2 of [37].
Proof.
Write f (t) = d(y(t),6(t)).
If ylt,) = 6 (12), then f(t) = 111-t2|. if 
y(t.|) = - 6(t2), then f (t) = | (t—t^) + (t—12) j ^ which is 
strictly increasing if t > M and strictly decreasing if
t < m . ? - -
Thus we can assume that 0 < ♦p(y(t^)/ 6(t2)) < tt .
If t > M, we see from (4.10i) that
fyt) = a¥ {<3(y(s) ,6 (t) ) } |s=t + £  {d(y (t) #6 (s) ) } |s=t 
= cos a + cos 8/
where a and 8 are the angles in the picture. By (4.18),
0 < a + 8 < ir. Hence 0 < cos a + cos 8 = f'(t) .
A similar argument shows that f'(t) < 0 when t < m. o
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§5. THE STABLE JACOBI MAP
Along any geodesic in a manifold with no conjugate 
points is a Jacobi map - the stable Jacobi map - whose 
properties are fundamental in the study of the geodesic 
flow. It is constructed as a certain limiting solution of 
the Jacobi map equation. The properties that are wanted in 
the study of the geodesic flow can all be proved if the 
manifold is assumed to have no focal points.
V
A. CONSTRUCTION OF THE STABLE JACOBI MAP
Let y be a geodesic along which there are no conjugate 
points. For any r / 0, there is a Jacobi map Dr along y 
with
Dr(0) = I and Dr (r) = 0.
Indeed
Dr(t> = Ar (t) o Ar (0)“1,
where Ar is as defined in §3C. It follows from this and 
(4.1) that Dr (t) is non-singular unless t = r. Since 
it is obvious that W(Dr, Dr)(r) =■ 0, we see that Dr is a 
Lagrange map. It follows, since D^ ,(0) « 
that D^(0) is symmetric.
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points. For any r f 0, there is a Jacobi map Dr along y 
with
Dr (0) = I and Dr (r) = 0.
Indeed
Dr (t) = Ar(t) ° Ar (0)“1,
where Ar is as defined in §3C. It follows from this and 
(4.1) that Dr (t) is non-singular unless t = r. Since 
it is obvious that W(Dr, Dr> (r) = 0, we see that Dr is a 
Lagrange map. It follows, since D^(0) = D^D^CO), 
that D^ .(0) is symmetric.
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5.1 REMARK
Clearly a Jacobi field belongs to Dr if and only if it 
belongs to Ar. It is obvious from §3C that Ar is related 
to the family of spheres with centre y(r). It follows 
that Dr is also related to these spheres. In particular, 
D^ .(0) = D^ .Dr  ^(0) is the second fundamental tensor of 
S(y(r), |r|) relative to y(0).
Now we show that Dr converges as r ■+■ oo, following the 
original argument of Green [28]. Since Dr <0) = I for any r 
all we need to show is that D^ .(0) converges (see 3.1ii). 
Since D^(0) is always symmetric, we can state the following 
/ '
5.2 LEMMA [28]
D’(0) < D’(0) < D',(0) when 0 < r < s. r s — 1
Proof
We give a new proof.
Since Dg (t) is non-singular for -1 < t < r, (3.12)
with L = D gives s
D',D"í(t) > D'D_1(t) > D'D~1(t)-1-1 s s r r
for -1 < t < r. Take t = 0 and recall that D (0) = I fora
any a t 0. o
Remarks
(i) Green's proof in [28] was based on (5.7) below.
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(ii) Lemma 4.6 is essentially the same result, since 
DrDr1(t) = ArAr1(t) for * r*
The convergence of D^(0) as r + » is immediate from 
the previous lemma and the following.
5.3 LEMMA
Let V be an inner product space and S(V) the space of
symmetric endomorphisms of V. Suppose Lr is a sequence in
S(V) such that L < L when m < n. Suppose there is B € S(V) m n
such that L < B for all n. Then there is L £ S(V) such n
that L -► L. n
Proof
For any v € V, <Lnv,v> is a non-decreasing sequence 
bounded above by <Bv,v> and so is convergent as n -*- <».
Since <Lnv,w> = i{<Ln(v+w), (v+w)> - <Lnv,v> - <Lnw,w>},
we see that <Lnv,w> converges as n-*- <*> for any v,w € V.
Define L by <Lv,w> = lim <L v,w>. on-*-® n
In a similar way we can show that Dr converges as 
r -*• -oo.
Now suppose that M is a manifold with no conjugate 
points. We are justified in making the following definitions 
in which we use the notation of §3F.
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5.4 DEFINITION
For v € SM, let Dr (v,t) be the Jacobi map along yv
with
The stable and unstable Jaaobi fields are those belonging 
to the stable and unstable Jacobi maps respectively.
When it is clear which geodesic is under consideration, 
we shall suppress the dependence on v in the notation.
Examples
Along any geodesic in a manifold with constant negative 
curvature -k^,
Dr(v,0) = I and Dr (v,r) = 0
The stable and unstable Jaaobi maps along yv are the 
Jacobi maps DS(v,t) and Du (v,t) respectively with
_s,.. -kt t . _u,.. kt t and so D (t) = e tt and D (t) ■ e it0 0
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Along a geodesic in a flat manifold,
D (t) r M t. t(1 ‘ r] V
and so DS (t) = = DU (t)
We make some simple observations.
5.5 LEMMA
Let y be a geodesic in a manifold with no conjugate 
points.
(i) Ds (y(0),t) and Du <Y(0),t) are Lagrange tensors.
(ii) DS (y(0),t) = DU (- y (0)» -t).
(iii) For any s and t,
DS(Y(0)»t) = Ds (;(s),t-s) • DS(;(0),s)
and
DU ( y (0) , t) = DU (y (s) ,t-s) o DU ( y (0) , s) .
Proof
(i) This follows from W(Dr,Dr> <Y<0),t) = 0 by letting 
r -► <*> and r ®
(ii) Obvious.
(iii) This will follow by letting r ■+ <» and r -»■-<» if we
Dr (Y(0),t) = Dr_s(y (s),t-s) o Dr (y (0),s)
show that
-75-
whenever r t 0,s. But (for fixed r and s) both sides are 
Jacobi maps, and they are equal when t = r and t = s. 
Consider the difference of the two sides. It is a Jacobi 
map and any Jacobi field belonging to it vanishes twice 
and hence vanishes identically, since there are no conjugate 
points. It follows that the two sides are equal. □
The Lagrange maps DS and Du and their related hyper­
surfaces - the horospheres which we will consider in §6 - 
are basic to the study of hyperbolic properties of the 
geodesic flow $t. If 4>t is hyperbolic along the orbit
{y(t)}, then the stable and unstable subspaces of T.,,,.SMy \ u)
are those corresponding to the stable and unstable Jacobi 
fields respectively. The next result suggests why this 
should be the case.
5.6 PROPOSITION [22, Proposition 3']
Let y be a geodesic with no conjugate points and L a 
Lagrange map with L(0) non-singular. Then L(t) is non­
singular for all t if and only if
DS'(0) < L'L-1(0) < DU '(0). 
s uIn particular, D and D are everywhere non-singular. 
Furthermore, for any L which has L(t) non-singular for all 
t,
DS'dS (t) < L'L~1(t) < DU 'dU (t)
’for all t.
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Thus the stable Jacobi map contracts and the unstable 
Jacobi map expands faster than any other everywhere non­
singular Lagrange map.
Proof
Suppose L (0) is non-singular and
DS (0) < L'L_1<0) < DU ’(0). (*)
s *It is clear from its construction that D (0) > D'(0) for
u'any r > 0. Similarly, D (0) < D^r (0) for any r > 0. It 
follows that for any r > 0
D^ .D~^  (0) < L'L_1(0) < D^rD~^(0).
Lemma 3.11 with U = D^ .Dr1 says that L(t) is non-singular for
i" > t > 0; with U = it says that L(t) is non-singular
-r <
for t < 0. Thus L is everywhere non-singular, and so are 
Ds and Du since they also satisfy (*). It now follows from 
(*) and (3.10) that
DS'dS 1 (t) < L'L~1 (t) < DU'du 1(t)
for all t.
Conversely, if L is everywhere non-singular (3.12) says 
that if r > 0,
D.lrD"^(t) = A¿rA~^(t) > L ' L~1 (t) > A^A"1(t) = D¿D~1(t) 
'for -r < t < r. Let r -*■ °° . □
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We can apply (3.16) to express Ds in terms of A.
5.7 LEMMA [28]
Along any geodesic which has no conjugate points, we
have for t > 0 and r ? 0,
fr (A*A) 1(x)dxj(i) Dr (t) = A (t)
It
(ii) DS(t) = A(t) ( A*A) "* (x) dx.
Jt
Proof [21, p.240]
(i) Since Dr (r) = 0 and W(Dr,A)(0) = -I, (3.16) gives
D (t) = —A(t) [ (A*A)_1(x)dx.
J r
(ii) Let r + ® in (i) . a
B. THE STABLE JACOBI MAP IN MANIFOLDS WITH NO FOCAL POINTS 
Our first observation is an easy consequence of (4.13).
5.8 PROPOSITION
Along any geodesic in a manifold with no focal points 
we have the following.
(i) DS*DS(t1) > DS*DS (t2) and DU*DU (t1> < DU*DU (t2> 
whenever t1 < t2*
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, s ' „ s(ii) D~ D~ (t) < 0 < DU DU (t) for all t
(iii) The length of a stable (unstable) Jacobi field 
is non-increasing (non-decreasing).
(iv) 1 DS (t) || and ((DS (t))) are non-increasing;
11 Du (t) || and ((Du (t))) are non-decreasing.
Compare Theorem 11 of [20].
Proof. I
We prove the results for Du; those for Ds then follow 
by (5.5ii).
(i) Since Dr (t) = Ar (t) » Ar1(0), we have 
DjDr (t) = A~1 *(0) » A*Ar (t) o A“1(0). It follows from (4.13iv) 
that
A£Ar (t1) < AJAr (t2) if r < t, < t2.
Hence DJDr<t^ ) < DrDr^fc2^  ^  r < t1 < t2. Now let r -»
(ii) Similarly, (t) = A^A^(t) > 0 when t > r by
(4.13iii) . As r ■* -co, D^D~1 Du 'du_1 .
(iii) and (iv) follow easily from (i). c
It will be essential in our investigation of horospheres
in the next section that Ds (v,t) and Ds (v,t) depend
continuously on v and t. Since Ds(v,0) = I for any v, this
s *.will be the case if D (v,0) depends continuously on v.
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This in turn will follow if the convergence of D'(v,0) to
open question whether this can be proved for all manifolds 
with no conjugate points. It was proved for manifolds with 
non-positive curvature by Heintze and Im Hof [31] and 
by Eberlein (unpublished, cited in [31]). Eschenburg [20, 21] 
has given a proof for a class of manifolds which includes 
those with no focal points and those with Anosov geodesic 
flow (see (5.10) below).
Our aim is to study manifolds with no focal points,so 
we now present Eschenburg's proof in that context. Consider 
a geodesic y in a manifold with no focal points. First we 
show that along y
since both sides are Jacobi maps that vanish and have the 
same derivative at t = 0. Taking t = r gives us (*), since 
Dr(r) = 0.
s“ 1The next step is to apply (3.16). Since D A(0) = 0  
and W(A,DS) (0) = I, we see that
* »7 «1 ' » •
s *D (v,0) as r + "• t8 uniform for all v. It is still an
DS'(0) - D^<0) = A_ 1 DS(r) (*)
for any r ? 0. We have
DS(t) - Dr (t) = A(t)[Ds (0) - D^(0)],
A(r) = Ds(r)
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Thus
and so
S - 1D A (r)
i :
|A-1 DS (r) || “ 1
(DS DS) 1 (x)dx,
S-1= ((Ds A(r)))
(((DS*DS)_ 1 (x)))dx
- 1DS DS (x) || dx.
Since DS DS (t) is symmetric and <DS DS(t)v,v> = <DS(t)v,D£ 
for all v € y(0)'L/ we have ||DS DS (x) || = ||Ds(x) ||2 . Hence
||A_ 1 DS (r) II" 1 > f || DS (x) || dx 
j o
> r || Ds (0) ||-2
since ||D (t) || is non-increasing (by 5.8iv). Thus
| DS ' (0) - D^ .(0) || = ||A"1DS (r) || < 1/r. (**)
We have proved
5.9 PROPOSITION
Let M be a Riemannian manifold with no focal points, 
s *Then D^(v,0) -► D (v,0) as r -*• <» uniformly for all v € SM.
(t) v>
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The maps (v,t) -*• Ds (v,t) and (v,t) ■* Ds (v,t) are continuous.
So are (v,t) -*■ Du (v,t) and (v,t) -+■ Du (v,t); this follows
u sfrom the previous sentence since D (v,t) = D (-v,-t) by 
(5.5ii).
5.10 REMARK
Eschenburg considered manifolds with bounded asymptote:
a manifold with no conjugate points has bounded asymptote
if there is a number p > 1 such that ||Ds(v,,t) || < P for any
v € SM and any t > 0. In place of (**) he obtained 
s' 2| D (0) - D * (0) || < p /r. For manifolds with no focal points 
it follows from (5.8iv) that we can take p = 1.
We next consider the growth of the Jacobi map A(v,t) 
as t + » . We saw in (4.13) that in manifolds with no focal 
points ((A(v,t))) is increasing for t > 0.
5.11 PROPOSITION
Along any geodesic y in a manifold with no focal points,
((A (t))) > 1 t for any t > 0 .
Remarks
This estimate was proved for surfaces by Berger [7]. 
Eschenburg and O'Sullivan [22, Proposition 4] have proved 
an estimate of the form ((A(v,t))) > constant./t for all 
v € SM. Their proof requires a lower bound on the curvature 
but holds for any manifold with bounded asymptote. Green [27,
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Lemma 2] tried to prove essentially that ((A(t))) -+■ *> as 
t -*• <*> along every geodesic in a manifold with no conjugate 
points and curvature bounded from below. His proof was found 
to be incomplete by Eberlein [14, p. 168J. Goto [25, Theorem 
1] gave the first proof that ((A(t))) -*■ <» along all geodesics 
in manifolds with no focal points. The argument below is a 
simple modification of her proof.
Proof of (5.11)
The proof is based on the inequality (**) that we 
proved above :
for any t > 0. It follows from this and (5.7ii) that, for 
any t > 0 ,
We need to know that the integrand is non-negative and 
non-increasing for x > 0. It is non-negative, since
non-increasing, write F(x) = A*A(x). It will suffice to show
II A_ 1 DS ( t ) || < 1
(A*A) ” 1 (x) dx || < ^
Hence for any unit vector u € and any t > 0
< (A*A)- 1 (x)u,u> = <A 1 (x)u, A 1 (x)u>. To show that it is
(x) < 0 when x > 0. Since F(x) is always symmetric
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F'(x) is symmetric. It is clear from (4.13iv) that 
F' (x) > 0 for x > 0. Hence (F "*) ' (x) is symmetric and 
(F_ 1 )'(x) = -F_ 1 F'F- 1 (x) < 0 for x > 0.
Now we can see that
X  > <A*A) ^(t)u,u>. (***)
t
For, since the integrand is non-negative and non-increasing,
t  > f < (A*A) '(x)u,u>du
J t/ 2
> f < (A*A) ^(x)u,u>du 
Jt/2
> < (A*A) 1 (t)u,u>.
• ISince u can be any unit vector in y(0) , it follows
from (***) that
■X > | (A*A) “ 1 (t) || = ( (A*A(t) ) )"1. 
t
Since A*A(t) is symmetric and <A*A(t)v,v> = <A(t)v,A(t)v> 
for any v € y (0) ■*", we have ( (A*A (t) ) ) = ((A(t)))2. Hence
( (A (t) ) ) > |. □
5.12 COROLLARY
Let Y be an orthogonal Jacobi field along a geodesic in 
a manifold with no focal points.
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(i) Y is stable if and only if || Y (t) | is bounded 
as t -*■ oo.
(ii) Y is unstable if and only if ||(y(t))|| is bounded 
as t + — a.
(iii) The following are eguivalent.
(a) | Y (t) || is bounded for all t.
(b) Y is both stable and unstable.
(c) DS' (0) <Y(0) ) = Du ’ (0 ) (Y(°)). 
id) Y is parallel (i.e . V' = °).
I
Proof [17, Proposition 2.12 and PP*4 58,459]
(i) We can write V = V + Y, where Y. is the stable
1 *  1
Jacobi field with Y^O) = Y(o) and Y2 an orthogonal Jacobi 
field with Y2 (0) = 0. By (5.8iv) J Yi (t)|| is bounded as t «, 
and by (5.11) | Y2 (t)| « as t -*• °° ' unless Y2 = 0.
(ii) Follows from (i) by (5.5ii) .
(iii) (a) «-* (b) s is clear from (i) and (ii) . (b) «-» (C) 
and (d) -* (a): obvious. (b) _ (d) * If Y is both stable 
and unstable,
s' s" 1DS DS (t)(Y(t))
for all t. Since (by 5.8ii)
this is possible only if (t) = 0 a
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(i) Y is stable if and only if ||Y(t) || is bounded 
as t -* oo#
(ii) Y is unstable if and only if ||(Y(t))|| is bounded 
as t • oo,
(iii) The following are equivalent.
(a) 11Y (t) || is bounded for all t.
(b) Y is both stable and unstable.
(c) DS ' (0 ) (Y (0 ) ) = Du ' (0) (Y (0) ) .
(d) Y is parallel (i.e. Y' =0).
I
Proof [17, Proposition 2.12 and pp.458,459]
(i) We can write Y * Y^ + Y2 where Y 1 is the stable 
Jacobi field with Y^O) = Y(0) and is an orthogonal Jacobi 
field with Y2 (0) = 0. By (5.8iv) ,|| Y^ (t)|| is bounded as t -*■ =°; 
and by (5.11) | Y 2 (t) | -► 00 as t -*• °° , unless Y2 = 0.
(ii) Follows from (i) by (5.5ii).
(iii) (a) «—* (b) : is clear from (i) and (ii) . (b) «-* (c) 
and (d) ■* (a) : obvious. (b) ■* (d) s If Y is both stable 
and unstable,
DS'd s 1 (t)(Y(t)) = Y*(t) = DU<DU (t)(Y(t)) 
for all t. Since (by 5.811)
DS DS (t) C 0 < Du DU (t) , 
this is possible only if Y'(t) =0. a
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Pesin [39, Proposition 4.11(5); 40, Proposition 3(5);
41, Theorem 2.2(7)] asserts that (i) and (ii) hold in any 
manifold with no conjugate points whose curvature is bounded 
from below. This has not been proved so far. For a detailed 
discussion see Remark II of Section II in the preprint of 
[24] .
C. DIVERGENCE OF GEODESICS IN MANIFOLDS WITH NO FOCAL POINTS 
Throughout this subsection, H will be a simply connected 
manifold with no focal points. We saw in (4.19) that the 
distance between two intersecting geodesics in H increases 
as we move away from the point where they intersect. Now 
we see that it becomes unbounded. The proof is based on 
the corresponding infinitesimal result (5.11).
5.13 PROPOSITION
Let y and 6 be geodesics in H with y(0) = P = 6(0).
For any R > 0,
d(y(t1 ),6 (t2)) > | *p (y(0), 6 (0 )) 
whenever t^, t2 > R.
Together with (4.19) this gives a slightly sharper 
version of [37, Proposition 2] and [25, Theorem 2]. The 
argument used is similar to the proof of [37, Lemma 1].
Proof
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Write 6 = *p (-y(O), 6(0)). Suppose o 
a smooth curve joining yft.j) to 6 (t2). We 
1(a) > -j R0.
If o enters the ball B(p,R/2), we see 
l(o) > R > | Rtt > | R0.
Thus we can, and do, assume that r(s) 
for all s € [0,1]. Note that r is smooth, 
not pass through p. Consider the geodesic
s [0,1 ] + H is 
show that
that
= d (p,a (s) ) > 
since a does 
variation,
a(s,t) Ypa (s) (t) .
The vector fields and are mutually orthogonal, sinced t- dS
they are respectively orthogonal and tangential to the 
spheres with centre p. Hence
||o(x) || = |||| (x, r (x)) + r ' (x) (x,r(x))||
>  H | f  ( x ' r  ( x )  > II
for any x € [0,1]. Thus
Ho) > [1 || Y (r (x)) || dx,
Jo
where Yx (t) = || (x,t).
Now Yx is an initially vanishing orthogonal Jacobi 
field along 6X = Ypo (X j • Since r(x) > R , it follows from 
(4.1 3ii) that
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II V r ( x >> II >  l l Yx (R /2 )  II '
Clearly belongs to the Jacobi map Ax (t) = A (6 (0),t) 
along 6„; it is easily checked that Y (t) = A (t)(Y'(0)).X X X X
It follows using (5.11) that
||Yx (R/2) || > ((Ax (R/2))) || Yx (0) |
> J R llYx (0) II *
Hence (
Ua) > \ R || Y^ (0 ) || dx
> i Re,
since x -*■ Y'(0) is a curve in S H joining y(0) to 6(0). □x p
5.14 COROLLARY
Suppose we have a curve in H with length L vhich does not approach 
within distance R > 0 of a point p. Then the angle subtended
A.Tat p by its endpoints is at most — .K
Pesin [39, Proposition 4.4(3); 41, Proposition 1.3(3)] 
asserts that if y and 6 are intersecting geodesics in a 
manifold with no conjugate points and curvature bounded 
from below, then d(y(t), 6 (t) ) -*• <» as t ■* <*>. This has yet 
to be proved.
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§6 . THE SPHERE AT INFINITY AND HOROSPHERES
Throughout this section H will be a simply connected 
manifold with no focal points. No additional restrictions 
are placed on H. In parts A and B, H is compactified by 
the addition of a boundary sphere and a natural topology 
constructed on the resulting space. Any geodesic in H 
joins two points of the boundary sphere. The geodesics 
which end at a given boundary point have orthogonal hyper­
surfaces, known as horospheres. These are studied in part 
C. Part D considers geodesics which join the same two 
boundary points, while part E contains some results that 
will be needed in §7.
The theory described here was first developed for 
manifolds with non-positive curvature by Eberlein and O'Neill 
in [19]. Subsequent work - notably by Eschenburg [20, 21], 
O'Sullivan [37], Pesin [39] and Goto [25, 26] - has shown 
that Eberlein and O'Neill's theory still applies if H is 
assumed only to have no focal points. We give an exposition 
of this work; the only original result is (6.29).
A. ASYMPTOTIC GEODESICS AND POINTS AT INFINITY
It is possible to construct a boundary sphere for H - 
the sphere of "points at infinity" - analogous to the boundary 
circle of the Poincari disc. We begin by studying the 
families of geodesics that ought to have one or two common 
endpoints in the boundary sphere.
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Two geodesics in H, y and 6, are positively asymptotic 
or simply asymptotic if d(y(t), 6 (t)) is bounded for t > 0 . 
They are negatively asymptotic if d(y(t),6 (t)) is bounded 
for t < 0 , and biasymptotic if d(y(t), 6 (t)) is bounded 
for all t.
6 .1 REMARKS
(i) All three properties are equivalence relations.
(ii) Geodesics y and 6 are negatively asymptotic if 
and only if y and 6 are asymptotic.
(iii) If asymptotic geodesics have a point in common, 
then they are orientation preserving reparametrizations of 
one another; this is clear from (5.13).
6.2 EXAMPLES
(i) Geodesics in the Poincare disc have a common 
endpoint on the boundary circle if and only if they are 
positively or negatively asymptotic.
(ii) [41, p.22]. Asymptotic geodesics need not approach 
one another. Parallel straight lines in the Euclidean plane 
(with the right choice of direction) are asymptotic (indeed 
biasymptotic).
The fundamental fact about asymptotic geodesics is:
DEFINITION
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Let p be a point and y a geodesic in H. (a) There is 
a unique geodesic 6 with 6 (0 ) = p that is asymptotic to y.
(b) We have
6 (0) = lim V(p,y (s) ) .S-^oo
(c) For every L > 0, this convergence is uniform for all p 
and y with d(p,y(0))< L. (d) The vector 6(0) varies 
continuously as (p, y(0)) varies in H x SH.
This is essentially the same result as Theorem 5.1 of 
[39], except that Pesin assumes a lower bound on the 
curvature. It is also implicit in the results of [26].
Proof
If p lies on y, V(p,y(s)) will be undefined for one - 
and only one - value of s. We assume in the following that 
r is large enough so V(p,y(s)) is defined for all s > r.
It is clear from (5.13) that there can be at most one 
geodesic which starts at p and is asymptotic to y.
Now we show that V(p,y(s)) converges as s -*■ «> with the 
desired uniformity. We will show that the Cauchy property 
holds uniformly. If 0 < r < s, write 
6,.^ - *_(V(p,y(r)), V(p,y(s)))= * (y(r),y(s)) and
i  S P r
<(>r “ *Y (r) (P'Y<°> > •
6.3 PROPOSITION
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We want to show that 0rg -*■ 0 with the appropriate 
uniformity as r,s -> » . in the triangle p,y(r), y(s) the 
sum of the angles at p and y (r) is < it (with equality if and 
only if p lies on y) ; this follows from (4.18). Since these 
angles are 0rg and TT-<J>r respectively, we see that 
0 < 0rs < <J>r- By (5.14), <pr -*■ 0, and for every L > 0 this 
convergence is uniform for all p and y with d(p,y(0)) < L.
Hence 0rs -*■ 0 with the desired uniformity as r,s -*■ <» .
Let 6 be the geodesic with 6(0) = lim V(p,y(s)). It
S-^oo
follows easily from the uniformity of this limit that we
• •proved above that 6 (0 ) depends continuously on (p, y(0)).
Finally we show that 6 is asymptotic to y. Write
6 = = Y„ „lew 80 S_(0) = V (p, y (s) ) . Since y(s) = 6_ (d (p, y (s) ) ) ,
(4.19) says that d(y(t),6g(t)) is non-increasing for all
t < m = min (d (p, y (s) ) , s) . Clearly m ■+ °° as s -*■ «>. s s
for any given t1 and t2 with t 1 s t2,
d(Y(t1 )*6S (t2)) < d(y(t2 ),6g (t2))
Hence
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for all large enough s. Since 6(0) = lim 6 (0), it
S-voo S
follows that d(Y (t), 6 (t)) is non-increasing for all t.
Hence y and 6 are asymptotic. □
6.4 COROLLARY [25, Corollary 1J 
Suppose y and 6 are geodesics in H.
(i) If they are asymptotic, d(y(t),6 (t)) is non­
increasing .
(ii) If they are negatively asymptotict d(y(t),6 (t)) 
is non-decreasing.
(iii) If they are biasymptotic, d(y(a+t),6 (b+t)) is 
independent of t for any a and b.
Proof
(i) This was proved at the end of the previous proof.
(ii) Apply (i) to y and 6 .
(iii) This follows from (i) and (ii) , since the
geodesics t -*• y(a+t) and t -*• 6 (b+t) are both positively 
and negatively asymptotic. o
6.5 DEFINITION
A point at infinity is an equivalence class of positively 
asymptotic geodesics. Let H(<=o) denote the set of all points 
at infinity, and write H = H U H(co). Pesin calls H(<®) "the
absolute
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In part B we shall construct a natural topology -
the cone topology - on H so that it is a closed disc with
H(°°) as boundary. Before doing that we extend some of our
previous definitions from H to H.
If y is a geodesic, let y (<») and y(-oo) be the points
at infinity to which y and y belong respectively. It is
clear from (6.3a) that any point in H and any point in H(°°)
are joined by a unique (up to reparametrization) geodesic.
If p 6 H, x € H and p  ^x, let y be the geodesic withpx
y (0) = p and y_v (t) = x for some t € (0,°°J . Let px px
V(p,x) = y (0). If p € H, x,y € H and x / p / y, define px
fcp(x,y) = J: (V(p,x), V(p,y)). These definitions are con­
sistent with (4.9). Finally, extend the distance function d 
to (Hx h) \ (H («>) xh (°°) ) by defining d(x,y) = °° if x or y is in 
H(=°) .
We can restate (6.3) in a form which will be convenient 
in Part B.
6 . 6 LEMMA
Suppose we have sequences (qn> 5 H, {vn > c SH and 
{t^} c (0 ,»] with qn -*■ q, vn -► v and tR -*■ <» as n -*■ <».
Then as n + «> ,
V<qn ,Yv V(<2'YV (“>) •n
This is Theorem 5.1 of [39], except that Pesin has a lower 
bound on the curvature.
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Proof
It follows from (6.3c) that
*q (y v 'Yv {co) ] - 0;n n n
and from (6 .2d) that
V(qn,Yv (”) ) V(q,yv («>) ) . □
n
Remark
There is a minor problem here because V(q ,y (t )) is
n
not defined if yv (tn> = qn* There is no real difficulty, 
n
however, because this can happen for only finitely many n,
since it is clear that yv (tn) eventually leaves any compact
n
subset of H. Similar problems will be largely ignored in 
the rest of this section.
B. THE CONE TOPOLOGY
Now we construct a natural topology which makes H a 
closed disc with H(°°) as its boundary. This was first done 
in the case we want to consider - when H has no focal points - 
by Goto [26]. We will not, however, use her construction. 
Instead we will follow the account in [14] of the construction 
originally used by Eberlein and O'Neill [19] in the case when 
H has non-positive curvature. With the help of (6 .6 ) this 
goes through almost unchanged.
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6.7
cone
If P € H, x € H (=°) , R > 0  and 0 
with vertex p, centre x, radius
DEFINITION
< 6 , the truncated 
R and angle 6 is
C(p,x,R,8) = {y 6 H:d(p,y) > R and
*p(x»y> < 6} .
6 . 8  PROPOSITION [14, Proposition 1.12]
(i) The open sets of H and the truncated cones form 
a basis for a topology on H.
(ii) For any p € H, the truncated cones with vertex p 
and the open sets of H are a basis for this topology.
Proof
The intersection of two open subsets of H and the
intersection of a truncated cone with an open subset of H
are both open in H. If S and T are two truncated cones,
H n S n T is open in H. Thus both (i) and (ii) will follow
if we show that for any p € H and any x £ S fl T D H(»)
■W*iu k.o$cA
there is a/cone with vertex p containing x and contained 
in S fl T. By (6.9) below, there are truncated cones S’ c S 
and T* c T with vertex p and centre x. Clearly S' n T' is 
a truncated cone and x £ S '  f l T ' c S O T .  o
- 9 6 -
6.9 LEMMA
Suppose p € H, x € H(“) and T is a truncated cone 
containing x. Then there is a truncated cone with vertex p 
and centre x contained in T.
Proof
Let p be the centre and R the radius of T. We can* 0 o
choose 0q > 0 so that the cone
Co = c<po'x,Ro'®o) - T‘
It is clear from (6 .6 ) (with q = P , (v } c S H andn o n — p
v = V(p,x)) that if 0 > 0 is small enough and R is big 
enough,
*p (Yw (t)'x) < 9o o
for all t > R and all w € SpH with *p (w,V(p,x)) < 0 .
If we also choose R > d(p,p ) + R , we will haveo o
C(p,x,R,0) c CQ c  T. o
The topology constructed in (6 .8 ) is called the cone 
topology. It is clearly Hausdorff. We now give a second 
description of the cone topology which will show that it 
makes H homeomorphic to a closed disc with H(“>) as boundary. 
For any p € H there is a natural way to add a boundary sphere
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to TpH and topologize the resulting space. Think of T^H as 
SpH x [0 ,°°) under the equivalence relation that identifies 
all the pairs (u,0) such that u e SpH. Let TpH be the 
quotient of S^H x [0 ,oo] under <\, and give it the quotient 
topology. Let [u,t] denote the ^-equivalence class of 
(u,t) 6 SpH x [0 ,oo] . we can extend the exponential map to 
TpH by defining
ExPp[u,t] = yu (t).
6.10 PROPOSITION [14, Proposition 1.13]
For any p 6 H, ExPpiTpH H is a homeomorphism.
Proof
Exp | TpH = exPptTpH H, which is a dif feomorphism by
(4.8). It is clear from this and (6.3a) that Exp is aP
bijection. Since TpH is compact and H is Hausdorff we now 
have only to prove that Expp is continuous. By (6 .8ii) it 
suffices to prove that the inverse images of open subsets 
of H and truncated cones with vertex p are open in TpH.
But that is obvious. a
Since Expp1 (x) = [V(p,x), d(p,x)] for any x € iK{p)» 
we obtain immediately
6.11 COROLLARY
If xn -*■ x in H then V(p,xR) ■+• V(p,x) and d(p,xn) -*• d(p,x)
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for every p E H"-{x}. Conversely, if p € H^{x} and 
V(p,xn) -<■ V(p,x) and d(p,xn) -► d(p,x), then xn -*■ x in H.
6.12 COROLLARY
Suppose {Pn> and {qn> are sequences in H with d(pn,qn) 
bounded. If pn + x £ H(oo), then qn -+■ x.
Proof
Fix p € H. By (6.11), d(p,pn> -*■ oo and V(p,pn> •+ V(p,x). 
Since d(pn,qn> is bounded, d(p,qn) •+• oo , and V(p,qn> ->■ V(p,x) 
since fcp(pn,qn) + 0 by (5.14). It follows from (6.11) that
qn - x- D
Now we show as in [14, 19] that the cone topology makes 
continuous various functions that ought to be continuous.
6.13 PROPOSITION
If we give H the cone topology, the following are 
continuous :
(i) VsA = { (p,x) £ H x Hsp f x} -► SH;
(ii) *: {(x,p,y) € H x H x Ht x / p y y} + [0,it] »
(iii) d: (HxH)\(H (~) xh (~) ) -► [0,»];
(iv) the map SH x [-00,00] + H, (v,t) -*■ yy (t) .
(i) We want to show that if <Pn»xn) •* (p»x) in A,
Proof
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then V(pn,xn) -*■ V(p,x). This is obvious if x 6 H, so assume 
x € HCf«). Then if tn = d(p,xn>, ■+ <* = d(p,x), and by (6.11) 
if vn = V(p,xn) and v = V(p,x), then vn -*■ v. Hence by (6 .6)
V(pn'xn) = v <Pn 'Yv (tn) 1 - V <P'YV <“>> =V(p,x).n
(ii) This follows from (i) since 
cos ): (x,y) = <V(p,x), V(p,y)>.r
(iii) Obvious.
(iv) Vie want to show that if (v ,t ) ■+■ (v.t) inn n
SH x [-00,00] , then x -*■ x in H, where x = v (t ) andn n 1 v nn
x = Yv (t). This is obvious if t = 0, so assume t t 0.
Then V(p,x) is defined and so is V(p,xn> for all except
finitely many n. We see from (i) and (iii) that
V(p,xn) -► V(p,x) and d(p,xn> -► d(p,x). Xt follows from
(6 .1 1 ) that x_ -* x. □ n
C. BUSEMANN FUNCTIONS AND HOROSPHERES
The geodesics which pass through a point p € H have 
a family of orthogonal hypersurfaces - the geodesic spheres 
with centre p. We shall see that the geodesics which end at 
a given point in H(oo) also have a family of orthogonal 
hypersurfaces - called horospheres. First we shall construct 
the so-called Busemann functions which measure the relative 
distance of points in H from points in H(°°). The horospheres
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will be the level hypersurfaces of these functions. This 
subsection is based on [21]. For an alternative development 
of horospheres see §6 of [39] .
Suppose v € SH. For each r £ 1R, define 
b :H 1R, b (p) = d(p,y (r))-r. We see from the triangleV f  x. V f t V
inequality that if 0 < r < s, then d(p,Yv (r)) + s-r > d(p,yv (s)) 
and d(Yv (0),p) + d(p,Yv (s)) > s. Hence if 0 < r < sf
bv,r(p) > bv,s(p) > -d(P'Yv (0))*
We see that as r -*■ , by r converges pointwise to a function
bv:H 3R, which is called the Busemann function for v. Note 
that bv <yv (t)) = -t.
6.14 PROPOSITION
Every Busemann function bv is convex and C1, and 
gradp bv = -V(p,Yv(«)).
Proof
By (4.14ii) each of the functions bv r is convex, so 
bv is convex.
It is clear from its definition that bv r has the same 
derivative as d(*,Yv (r)). We now see from (4.10i) that 
gradp by r •= -V(p,Yv (r)) unless p = Yv <r)- BY (6.3a), 
V(p,Yv (r)> "*• V(p,Yv (®)) as r + « uniformly for all p in any 
given compact subset of H. Since bv r -*• bv pointwise, it 
follows that gradp bv = -V(p,yv (°°) ) 1 this is a continuous 
function of p by (6.3d). □
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Eschenburg [21, Proposition 1] has proved that bv is 
C1, assuming only that H has no conjugate points.
6.15 COROLLARY
If v,w £ SK, then y i s  asymptotic to yw if and only
if b -b. is constant, v w
Proof
gradp (bv~bw) = V(p,yw (®)) - V(p,yv (°°)) = 0 if and only 
if y v (°°) = yw (°°) . □
6.16 DEFINITION
A horoaphere or limiting sphere is a level set of a 
Busemann function. If v € SH, let LS(v,t) = {p 6 H:bv <p) = t}. 
Let LU (v,t) = LS(-v,-t), LS (v) = LS (v,0) and LU (v) = LU (v,0).
If H has dimension 2, horospheres are often called horocyclea.
The classical examples of horospheres are the horocycles 
in the Poincare disc. They are the (Euclidian) circles 
tangent to the boundary circle. Four of them are shown in 
the figure on the next page; t is a positive number.
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LS (v)
y (°°)1 v
L (v ,-t)
L (v,t)
Since grad bv never vanishes, we see that horospheres
are embedded submanifolds.
6.17 PROPOSITION
(i) The horospheres LS (v,t) (resp. Lu (v,t)) are 
orthogonal to the geodesics positively (resp. negatively) 
asymptotic to y . Each such geodesic meets each of these 
horospheres exactly once.
s u(ii) L (v) and L (v) are tangent at ttv and are both 
orthogonal to v.
(iii) If y and 6 are asymptotic geodesics, then 
6 (0 ) £ LS (y(0 )) if and only if y(0 ) € Ls (6 (0 )).
(iv) Ls (v,t) = Ls (yv (s), t + s ).
(v) If t 1 > t2, p E LS(v,t1) and q £ LS (v,t2>, then
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d ( p , q )  >  t . - t2 w i t h  e q u a l i t y  i f  and o n l y  i f  y i s  a s y m p t o t i c  
t o  yv (i.e., Ypg = Ypx» Where x = yv <~)>-
Proof
(i) , (ii), (iii) and (iv) are clear from (6.14) and 
(6.15).
(v) By (6.14), grad bv is a unit vector field. Hence 
d(p,q) > t^-t2 with equality if and only if y ^ is an 
integral curve of -grad fc>v = V(*,y (<»)). □
We already know from (6.14) that horospheres are
2submanifolds of H. Now we show that they are C .
6.18 PROPOSITION [21, Theorem 1]
2Every Busemann function bv is C .
This has also been proved in the case when H has non­
positive curvature by Heintze and Im Hof [31] and Eberlein 
(unpublished, cited in [31]).
Proof
Consider a fixed v € SH. As in (6.14), the idea is
that the derivatives of by r converge to those of bv-
Clearly bv r is C°° on H M y v <r)} and we saw in (6.14) that
bv is C1. Write W(r,p) = gradp by r (p f yv (r)) and
W(p) = gradp bv> We saw in (6.14) that W(r,*) -► W pointwise
2on H. Thus it will follow that bv is C if we show that
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2V bv r converges uniformly on any compact subset K of H.
It is clear from its definition that bv r has the same 
first and second derivatives as d(»,y (r)). It follows using 
(4.10) that if p / yv (r), then W(r,p) = -V(p/yv (r)).
Also if w € TpH and £ W(r,p)J'
y2bv r (p) (w, W (r,p)) = 0
and
2
V bv, r (p) (w1 ,W2 > = <:tI <r»P> W t »w2>»
where II(r,p) is the second fundamental tensor of the sphere
sr p = S(yv (r), d(Yv (r),p)) relative to W(r,p).
2We see that V bv r (p) will converge uniformly for p € K
if we can show that W(r,p) and II(r,p) converge uniformly as
r -»■ oo for p € K. We saw in the proof of (6.14) that
W(r,«) -*■ W uniformly on compact subsets of H. Since Yv <r) is
the centre of S and W(r,p) = -V(p,y (r)) is the outward r,p 1 v
unit normal to Sr p at p, we see that Yw(r p) = Yv <r »^
where t(r,p) is the radius of S . I t  follows from (5.1)r,p
that
II (r,p) - (r } <W(r,p) ,0) . (*)
Since -t(r,p) -*• - oo and W(r,p) -*■ W(p) as r -► oo uniformly for 
p £ K, it follows from (*) and (5.9) that
II (r,p) -*• DU ' (W(p) ,0)
uniformly for p € K □
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V t>v r converges uniformly on any compact subset K of H.
It is clear from its definition that bv r has the same 
first and second derivatives as d(»,y (r)). It follows using 
(4.10) that if p / yv (r), then W(r,p) = -V(p/Yv(r)).
Also if w £ TpH and w^, w2 € Wfrjp)"1"
V2bv r(p)(w,W(r,p)) = 0
and
2V bVfr »w2> = < H  (r,p)w1 ,w2>,
where II(r,p) is the second fundamental tensor of the sphere
Sr = S(Yv(r), d(Yv(r),p)) relative to W(r,p).
2We see that V bv r (p) will converge uniformly for p € K
if we can show that W(r,p) and II(r,p) converge uniformly as
r -► 00 for p € K. We saw in the proof of (6.14) that
W(r,*) W uniformly on compact subsets of H. Since yv (r) is
the centre of Sr and W(r,p) = -V(p,yv (r)) is the outward
unit normal to Sr at p, we see that yW (r pj (-t(r,p)) = yv (r),
where t(r,p) is the radius of S . I t  follows from (5.1)r,p
that
II (r,p) " Dit(r j (W(rfP)#0). (*)
Since -t(r,p) -*• - » and W(r,p) -► W(p) as r « uniformly for 
p € K, it follows from (*) and (5.9) that
II (r,p) DU ' (W(p) ,0) 
uniformly for p € K, □
2
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6.19 COROLLARY
Suppose v € SH. If p £ LS (v), let p be the unit normal 
to Ls (v) at p on the same side as v. Define <f>:Ls (v) x ]R -*■ H,
<j>(P/t) = (t> •P
Then <f> is a normal family of hypersurfaces along yv and 
DS (v,t) is related to $.
Proof
s 2Since L (v) is C by (6.18), the argument at the end 
of §3B shows that <p is a normal family of hypersurfaces.
gThat argument will also show that D (v,t) is related to 41 if
s * s — 1we can show that D D (v,0) is the second fundamental tensor, 
II, of Ls(v) relative to v. Since Ds (v,0) = I, we need to 
show that Ds (v,0) = II.
Since grad^v bv = -v (by 6.14), it is clear from the 
end of the previous proof that if w^,w^ € v ,
V2bv (ttv) (w1 ,w2) = <DU (-v,0)w1 ,w2>
= -<D8 (v,0)w1 ,w2>
by (5.5ii). On the other hand, (6.14) says that if p € Ls(v),
then grad b = -p It is clear from this that p v
V 2bv (iTV) (w1 ,w2) = -<IIw1 ,w2>. □
Now we show that the horospheres depend continuously
on v
6.20 PROPOSITION
The maps (v,p) -*■ h>v (p), (v,p) ->• grad bv and
2(v,p) -► V t>v (p) are continuous on SH x H.
Proof
It follows from (6.14) and (6.3d) that (v,p) 
-V(p,yv (°o)) = gradp bv is continuous on SH x H.
We see from the proof of (6.18) that for all w € T^H 
and w 1 ,w2 € (grad bv (p))J", we have
72bv (p)(w,gradp bv> = 0
and
V2bv (p)(w1 ,w2) = <DU (gradpbv,0)w1 ,w2>.
u *Since (v,p) -► grad bv is continuous and u -*■ D (u,0) is
2continuous on SH (by 5.9), we see that (v,p) -► V bv (p) is 
continuous.
To see that (v,p) -► bv (p) is continuous, note that
f1by <P> - <grado(g)bv, a(s)>ds,
where
a(s) = p for all s if p = n(v),
■ jvj p (S .d (p,7T (v) ) ) otherwise.
Since the integrand depends continuously on (v,p), so does
-107-
D. BIASYMPTOTIC GEODESICS
Suppose v € SH. A point p in SH lies on a geodesic 
biasymptotic to yv if and only if V(p,yv (-co)) = -V (p, yv (°») ) . 
We see from (6.14) that this occurs if and only if p is a 
critical point of b + br V -V
6.21 LEMMA
( i ) b + b i s  c o n v e x .V - v
( i i ) b v >i
A+ Y o
(iii) p is a critical point of bv if and only if 
bv (p) + b_v <P> = °-
(iv) bv (p) + b_v (p) = 0 if and only if p lies on a 
geodesic biasymptotic to yv.
Proof
(i) bv and b_v are convex by (6.14).
(ii) For any p in H and any r, we have
bv,r(p) + b-v,r(p> = d <P»Yv (r)) + d(p,y_v (r)) - 2r
> 0
by the triangle inequality. Now let r -*■ «> .
(iii) This follows from (i) and (ii), since bv + b_v 
attains the value 0 at nv.
(iv) This is clear from (iii) and the remarks before 
the lemma. a
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6.22 DEFINITION
I f  v £ SH,  then B(v) = LS(v) n LU (v).
6.23 PROPOSITION
(i) B(v) is convex and closed.
S u(ii) L (v) and L (v) are tangent at points of B(v) 
and their common normals are biasymptotic to y . These are 
the only geodesics biasymptotic to yv*
(iii) If y and 6 are biasymptotic geodesics in H and 
6(0) € B (y(0)), then B(y(t)) = B(5(t)) for any t.
(iv) If v + v in SH, p -*■ p in H and p 6 B(v ) forn n n n
each n, then p £ B(v).
Proof
(i) By its definition, B(v) = {p € H s fc>v <p) = 0 = b_v (p)}. 
It is clear from this and (6.21ii) that B(v) = {p € H:bv (p) < 0 
and b_v (p) < 0}, which is closed and convex since bv and b_v
are continuous and convex by (6.14).
(ii) If p £ B(v), we have bv (p) b_v (p) = 0, so p 
lies on a geodesic biasymptotic to yv by (6.21iv). This 
geodesic is orthogonal to both LS(v) and Lu (v) by (6.17i).
Now suppose 6 is a geodesic biasymptotic to yv* BY
(6.171) , 6 meets Ls (v) in a point, p say. By (6.21iv), 
bv (p) + b_v (p) = 0. Since bv (p) = 0, we have b_v (p) = 0 
also. Thus p € Ls(v) n Lu (v) = B(v). It is clear from
(6.171) that <5 is orthogonal to Ls (v) and Lu (v).
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(iii) This is obvious from (ii) and (6.17).
(iv) We have bv (PQ) = 0 = b_v (p^ ) for every n.
n n
Since (w,q) -*■ bw (q) is continuous (6.20), we obtain 
bv (p) = 0 = b_v (p). Thus p € B(v). □
The next result is known for obvious reasons, as "the 
Flat Strip Theorem". Suppose y  and 6 are biasymptotic 
geodesics, and choose the parametrization of 6 so that 
6(0) £ B (y (0 ) ) .
6.24 PROPOSITION
Let y and 6 be as above and let c = d(y(0),6(0)).
There is a totally geodesic isometric embedding
F:[0,c] x E  + H such that F(0,t) = y (t) and F(c,t) = 6 (t).
Of course, [0,c] x 1R has the flat Euclidean metric.
This was proved by Eberlein and O'Neill [19, Proposition 
5.1] when H has non-positive curvature, and when H has no 
focal points by O'Sullivan [37, Theorem 1J and Eschenburg 
[21, Theorem 2iii]. I give Eschenburg's proof.
Proof
We can assume that c > 0, since the case c = 0 is
trivial. Let afc = "Yy (t) 6 (t) * We see from and <*■> of
(6.23) that B(y(t)) = B (6 (t)) and this set contains the 
geodesic segment ot [0,c]. It follows from (6.23ii) that 
for each s € [0 ,c] there is a unique geodesic gg with
$g(0 ) = oQ(s) that is biasymptotic to y and 6 .
We now show that Bs (t) = o (s) . It follows from (6.4iii) 
that for any r, s 6 [0 ,c]
d(6r (t), Bs (t)) = d(6r (0 ),BS (0 ))
= d(o0 (r),o0 (s))
= lr~sl»
since o0 is a geodesic. It follows that for any fixed t, 
the map [0,c] ■+• H, s -*■ 6s (t)» is a geodesic segment. Since 
this geodesic joins y(t) to Sit), it is clear that 
Bs (t) = afc(s).
Now define F: [0,c] x IR ■+• H by
F (s,t) = ßs(t) = at (s) .
We show that F has the desired properties. It is clear 
that (s,t) -*■ ofc(s) is c”  and (s,t) -*■ Bg(t) is injective. 
Since B and are geodesics we see that
S  t
and
D II = « = _D_ 3F cTs 3s _ dt 3t
( 1 )
(2 )
It is clear from ( 6 . 1 9 )  that for any s q € [0,c], the Jacobi
field — (s ,t) along ß is both stable and unstable and hence 3s o' 3 sQ
orthogonal and (by 5.12iii) covariantly constant. Thus
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(3)
and
(4)
It follows from (1) and (3) that F is an isometry and 
from (2) and (4) that F is totally geodesic. □
6.25 DEFINITION
A geodesic y in H bounds a flat strip of width c if 
there is a totally geodesic isometric embedding
F: [0 ,c] x ]R h- h with F(0, •) = y.
If there is a map F:[0,®) x ]R + H with similar properties, 
then y bounds a flat half plane.
6.26 REMARKS
Clearly y bounds a flat half plane if and only if 
B(y (0)) is non-compact. Also if y and 6 are biasymptotic, 
then y bounds a flat half plane if and only if 6 does. It 
is clear that the map B(y(0)) x iR -*• H,
is an isometry of B(y(0)) x ]R onto the set of points in H 
that lie on geodesics biasymptotic to y.
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E. ANGLES, CONES AND FLAT HALF PLANES
Suppose y is a geodesic in H and x is a point in H.
We study the angle 9(t) = fc . . (x,y(°°)).Y ' t /
6.27 PROPOSITION
0 (t) is always non-decreasing, and is strictly increasing 
if x £ H and x does not lie on y.
Proof
If x = y(s) for some s £ [-<*>,<»], then 6 (t) = 0 for t < s
and 0 (t) = tt for t > s. It was proved in (4.16) that 0 is
strictly increasing if x lies in H and not on y.
Now suppose x 6 H (°°)^ {y (-“) , y (®) } . Choose a sequence
{x } c: H such that no x lies on y and x„ -*■ x. Let n — n n
0n (t) = (t) (*n »Y (°°)) • Then 0R is strictly increasing
by the above and, for each t, 0„ (t) -*■ 0 (t) by (6.1311).
Hence 0 is non-decreasing. a
There is an immediate application to cones.
6.28 COROLLARY
If t1 > t2 and 0 < 0j < ©2 »
C (y (t1 ),y (“),0,01) c C(y(t2) ,y (“),0,02).
See (6.7) for the notation.
-113-
We now consider the extreme case in which the angle 
6 (t) is constant.
6.29 PROPOSITION
Suppose y is a geodesic in H and x € H^{y (-“>), y (°°) } • 
Suppose 0 {t) = ): (x ,y (°°)) is independent of t. Then y
bounds a flat, totally geodesically embedded half plane: 
namely the image of the map F: [0,«) x ]R ->■ H,
F C s . t )  = Y y ( t ) x ( s ) .
Proof
It is clear from (6.27) that x € H(®).
The main idea is to show that the curves F ( s q , « )  are 
geodesics.
LEMMA
Suppose p = F(so,tQ). Then
F(s .t+c ) ~ y „  t \ (t)o  o  ' p y  ( °°)
for all t > 0 .
Proof
Assume for simplicity that tQ = 0. Write 6 *> Yp („) • 
Then we want to show that for any t > 0,
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6 (t) Yy(t)x(so>-
X X?
Let b = by be the Busemann function for a vector v 
with Yv (°°) = x.
We shall show that for t > 0
b(Y (tn - b (6 (t)) = d(Y(t). ,6 (t)) = SQ. (*)
Write f(t) = b<Y(t)) - b(6 (t)). Note firstly that 
f is a concave function. This is because (b°6)" > 0 since 
b is convex (6.14); and (boy)" = 0, since (by 6.14)
(b°Y) 1 (t) - <-V(y (t) ,x) , y(t)> = - cos 0 (t) 
which is constant.
Since grad b is a unit vector field (see 6.14) we have
| f(t)| < d (Y(t) , 6 (t) ) .
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Since y and & are asymptotic, it follows from (6.4i) that 
for t > 0
d(y(t), Ô(t)) <d(y(0 ), 6 (0)) = sQ.
Thus if t > 0,
-sq < f(t) < d (y (t) , 6 (t) ) < sQ. (**)
We see that f is concave and bounded from below for
t > 0. Hence f is non-decreasing for t > 0. Thus we will
obtain (*) from (**) if we show that f(0 ) = s .o
Since Yy (0)6(0) = x' c^ear from (6.14) that
Yy (0)6(0) an inte<3ral curve of -grad b. Thus this curve 
is orthogonal to the horospheres defined by b. We see 
from (6.17v) that
b (y (0 ) ) - b ( 6 (0 ) ) = d (y (0 ) , 6 (0 ) ) .
Thus
f (0) = SQi
and we have finally proved (*).
It follows from (*) and (6.17v) that for t > 0,
Yy <t)6 (t) = Yy(t)x'
Hence for t > 0,
6(t) = Yy(t) 6 (t) <d(y (t)/6(t)}*
■ Yy(t)x(8o) -
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By applying the lemma with values of tQ tending to -», 
we see that for any fixed s q  >  0 the curve F ( s q , * )  is a 
geodesic. Clearly d(y(t), F(sQ ,t)) = s q .  It follows from 
the Flat Strip Theorem (6.24) that y and F(s ,•) bound a 
flat strip. This flat strip must contain all the geodesic 
segments joining y(t) to F(sQ,t), so we see that it is the 
image of f | [ 0 , s q ] x 3R. Since this is true for any s q >  0,  
we see that im (F) is a flat half plane bounded by y. □
Remarks
(i) A sharper result holds if H has non-positive 
curvature [5, Proposition 2.1].
(ii) This answers a question raised by Ballmann at the 
end of his thesis [4, p. 54].
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By applying the lemma with values of tQ tending to - <=° , 
we see that for any fixed sq > 0 the curve F(sq,*) is a 
geodesic. Clearly d(y(t), F(sQ,t)) = sq . It follows from 
the Flat Strip Theorem (6.24) that y and F(sq ,-) bound a 
flat strip. This flat strip must contain all the geodesic 
segments joining y(t) to F(sQ,t), so we see that it is the 
image of F|[0,sq] x IR. Since this is true for any sq > 0, 
we see that im (F) is a flat half plane bounded by y. □
Remarks
(i) A sharper result holds if H has non-positive 
curvature [5, Proposition 2.1].
(ii) This answers a question raised by Ballmann at the 
end of his thesis [4, p. 54].
-117-
§7. AXIAL ISOMETRIES
This section is a preparation for §8 where we will 
establish some dynamical properties of the geodesic flow 
on a Riemannian manifold with no focal points. They will 
be obtained by studying the action of the group of covering 
transformations on the universal cover and its boundary 
sphere. Here we present the necessary information, mostly 
results of Ballmann, about isometries.
In this section H will be a simply connected Riemannian 
manifold with no focal points.
A. ISOMETRIES
Any isometry <p of H can be extended to a homeomorphism 
$ of H as follows. If x £ H(oo) and y is a geodesic with 
y(“>) = x, then $ (x) = (<t>oy) (») . This is valid because if y 
and 6 are asymptotic geodesics, so are <j>»y and <f>»6. It is 
clear from (6.10) that $:H •+ H is a homeomorphism. Also it 
is clear that ° <t>2 * ^  « $2 * Henceforth we shall drop 
the bar and use $ to denote its extension to H. It is clear 
that for any Busemann function b we have b = bA ° 6 .
Thus <{> maps horospheres to horospheres.
DEFINITION
An isometry <f> of H is axial if it translates a géodésie 
of H, i.e. if there is a géodésie a and a number t > 0 such 
that 4>(a(t)) = a(t+x) for ail t. We call a an axia and T
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the period of <p along a. Note that ct(-«>) and a(°°) are 
fixed points of <p.
Axial isometries can have more than one axis; for 
example a translation of the Euclidean plane has infinitely 
many parallel axes. We do, however, have:
7.1 PROPOSITION
If <f> is an axial isometry of H, then <p has the same 
period along any axis and all its axes are biasymptotic.
Proof
If x is the period of <j> along some axis a, then 
4>*(o(t)) = a (t+x) , and hence $(L(a(t))) = L(a(t+x)). We 
see from (6.17v) that for any p 6 H, d(p,4,p) > t . It 
follows that t = inf {d(p,<j>p):p € H}; this depends only 
on <f>, so all axes of $ must have the same period x.
Now suppose that 8 is another axis of . For any 
integer n, d (a (nx) , 8 (nx) ) = d (<(>ncx (0 ) ,^”8 (0 ) ) = d (a (0 ) , 8 (0 ) ) . 
It follows easily that a and 8 are biasymptotic. a
Suppose <j) is an isometry of H with axis a and period x 
along a. We see from the above argument that <p tends to 
"push" H along a. Indeed, for any p € H,<j>np -*• a(°°) and 
<f>-np -*• a(-°°) as n -*• «. This follows from (6.12), since 
d (4>np, (¡>na (0 ) ) is independent of n, and 4>not (0 ) = a(nx) -*• a(±°°) 
as n -*• ± <».
One would like this behaviour to be reflected in the
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action of ip on H(®): namely, if x € H(<=°)Ma (-<*>) ,a (<=°) }, 
one wants <)>nx a(°°) and <p nx ■* ot(-°°) as n -*■ °° . This is a
classical property of axial isometries of the Poincard disc. 
On the other hand, a translation of Euclidean space fixes 
every point at infinity. Ballmann [4,5] discovered that 
an axial isometry has the desired behaviour on H(°°) if and 
only if it is hyperbolic according to the following.
7.2 DEFINITION
An axial isometry is hyperbolic if it has an axis that 
does not bound a flat half plane.
Ballmann also showed that an axial isometry is hyperbolic 
if and only if there are geodesics joining the ends of its 
axes to all other points in H(®). This will be needed in 
S8.
The rest of this section is an exposition of these 
results of Ballmann. He assumed that H has non-positive 
curvature. The proofs given here require only that H have 
no focal points. Two main changes are needed. Firstly, 
where Ballmann uses Proposition 1.2 of [5], we use (6.29), 
which is due to the present author. Secondly, the original 
proof of the next lemma must be replaced with a new argument,
due to Ballmann.
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B. GEODESICS WITH NO FLAT HALF PLANE
7.3 LEMMA [4, Lemma 2.1, 5, (*) on p. 133]
Suppose y is a geodesic in H and {PnK  {qn> 5  H \ iY (0) > 
are sequences such that pn ? qn for each n, (0> (pn,y (-<*>)) 0
and j (qn , y (”) ) -*■ 0. Suppose
d(y (0) ry ) > C
for any n. Then y bounds a flat strip of width > c.
Proof
I thank Werner Ballmann for communicating to me the main 
idea in the following argument.
Write 6_ = y„ r, • n 1 p q *n^n
First we show that p -*■ y (~°°)« This will follow fromn 1
(6.11) if we show that d(Y<0),pn) ■+ ® as n -*• °° . In the
triangle pn,Y<0 ),q the angle at y(0) approaches tt as n -*• °° .
It now follows from (4.18) that as n -► » , k (Y(°)/<3n) 0.
pn
But * (Y(0),qn)) > k (B(y (0),c )), since otherwise 6n
pn pn
would pass within distance c of y(0). Thus
k (B ( y (0 ) , c) ) -*■ 0 , which is impossible unless d(Y(0 ),p ) -► 0 , 
pn
A similar argument shows that qR ■+ y (°°)»
Now we move pn and qn so that we have d<Y(0),6n) ■ c for 
all n. We move them so that d(Y<0),pn> and d(Y(0),qn> stay 
constant, and 0n = k (0 ,(pR ,Y<-»>) and ^  = k {Q)(gn,y (~)>
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decrease. It is clear from (6.10) that we will still have 
Pn -*■ and <In -*• yl<*>) • By ignoring finitely many terms,
we can assume that initially 0n and are both < tt/2 for 
every n. Then pn and qn will not meet as we move them, and 
so d(y(0),fi ) will change continuously. Since we start 
with d (y(0 ),6n> > c and would end with d(y(0 ) , 6  ) = 0 when 
0n = 0 = ^n/ it is clear that we can obtain d(y(0 ) , 6 ) = c 
at some stage.
Now by (4.17) there is, for each n, a unique tn such
that
d<Y(0),fin (tn)) - d(Y(0),fin) = c.
By passing to a subsequence if necessary, we can assume that 
6 (t ) converges, to a say. Since p y (-°°) and q ■+• y (°°) 
we see from (6.13i) that
V(a,y (°°) ) = lim v <6n (tn) ,qn) = lim 6R (t )n-»-» n->a>and
V(a,y (-“)) = lim V(5_(t ),p ) = lim-S (t ) ._ n n n n nn-*-«> n->»>
Let 6 be the geodesic with 6(0) = lim 6 (t ) . It is clear_ n nn-M»
that 6 is biasymptotic to y. Since 6n (tn) is the point 
on 6n closest to y (°)* ifc is clear that
d <Y <0 ) , 6 ) = d (Y (0 ) ,a) = c.
It is now clear from the Flat Strip Theorem (6.24) that y and 
6 bound a flat strip of width c. □
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7.4 PROPOSITION [5, Lemma 2.1]
Suppose y is a geodesic in H that does not bound a
flat half plane. For e > 0, let X and Y be the closurese e
in the cone topology of C(y(0 ),y (-»),0 ,e) and 
c (y (0) ,y (c°) ,0,e) respectively. Let c be greater than the 
width of the widest flat strip bounded by y. Then for any 
small enough e > 0 we have the following.
(i) If x £ X and y £ Y , then there is a geodesice e
joining x and y.
(ii) Let 6 be a geodesic which joins x £ X^tyiOJJto
y £ Y {y (0)> . Then 6 passes within distance c of y(0)
and does not bound a flat strip.
(iii) Suppose (Pn}/ {qn> 5 H and pn •+ y (-<»), -► y («.) .
Then i (Y ) -*■ 0 and k_ (X ) -*• 0 .
Pn e qn e
We have added (iii) for use in (8.5).
Proof
It is clear from (7.3) that for any small enough e > 0 
we have the followings d(y(0),y ) < c whenever p,q £H^{y(0)},
ky (0 ) (PfY (■“) ) < 2e and k (q,y (») ) < 2E. We now show
that (i), (ii) and (iii) hold when e has this property.
(i) Choose sequences {pn> 5  C (y (0) ,y (-<») ,0, e) and
(qn) c C (y (0) , y (<*>) , 0, e) such that pn x and q^ y. It
is clear from the choice of e that each y passes within
pnqn
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distance c of y(0). The last paragraph of the proof of 
(7.3) can now be adapted to construct a geodesic joining 
x to y.
(ii) It is obvious from (6.13) that we can choose 
points p,q € HMytO)} which lie on 6 and have
*y(0) (p ,y (-°°) ) < 2e, >Y(0) (q»y(“)) < 2 £.
We see from the choice of e that 6 must pass within distance 
c of y(0). Similarly any geodesic biasymptotic to 6 also 
passes within distance c of y(0). Hence 6 cannot bound a 
flat strip of width greater than 2c.
(iii) We show that ): (Y )
pn e
shows that ): (X ) -*• 0. 
qn e
0. A similar argument
We show firstly that if n is large enough, then y v
pn^
passes within distance c of y(0) for all y € Y^. It is
obvious (from 6.13) that for any n and any y € Y£ there is
a point q € H^{y(0)} which lies on y and has ny PnY
*y (0 ) (qny»Y (“) ) < 2e . Since pn -*• y(-°°), it follows from
(6 .1 1 ) that for all large enough n we have ) (pn,y (-°°)) < 2e,
It follows that for such n, d(y(0),y ) < c for all y € Y .PnY c
Thus for all large enough n, t (Y ) < k (B(y(0),c)).
pn E pn
Since d(p ,y(0)) -► <»>o° , it is clear from (5.14) that the 
latter angle approaches 0 as n ■* <» . □
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C. HYPERBOLIC AXIAL ISOMETRIES
7.5 THEOREM [5, Theorem 2.2]
Suppose a is an axis of an isometry <)> of H. The follow­
ing are equivalent.
(i) a does not bound a flat half plane.
(ii) No axis of bounds a flat half plane.
(iii) For any open sets U,V c H(oo) with a(-°°) € U 
and a(°°) € V, we have ¡f>n (H («>)'—LJ) c V and <fn(H (<») Mf) c U 
for all large enough n.
(iv) Any y £ H (°°)^ {a (-<») } is joined to a(-°°) by a 
geodesic which does not bound a flat half plane. Any
x € H (°o)Mci (°°) } is joined to a(°°) by a geodesic which does 
not bound a flat half plane.
Proof
(i) ■* (ii). Obvious from (7.1) and (6.26).
(ii) * (i). Trivial .
Let t be the period of $ along a- For z £ H (<*>), let 
6n (z) = j (<}inz,a (oo)) . we see that
0 (z) = k (z,<}> no(“)) i(i»o(«))i (*)n * no (0) a(-nT)
(iii) -» (i). Suppose a does bound a flat half plane.
Let g be the geodesic in the half plane with 0 (0 ) = a(0) and 
• •0(0) 1 a(0). It is obvious from Euclidean geometry that
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(t) ^  (°°) »a (°°) ) = -n/2 for all t. We see from (*) that 
8n (S(°°) ) = tt/2 for all n. Hence <f>ne (<») does not converge 
to a(°°), contrary to (iii) .
(i) ■* (iii) We show that <j>n (H(<») ^U) c V for all large 
enough n; the proof of the other claim is similar. We 
see from (*) and (6.27) that the sequence (9n (x)} is non­
increasing for every x £ H(oo) . Let g (x) = lim 0n <x). We
n-*<x>
show that 0 (x) = 0 or u, Since H(co) is compact, {(|> x:r >1} 
has a convergent subsequence, with limit y say. Since en 
is non-increasing, 0n (y )  = lim 0r+n<x) = 0 (x) for everyIT ->oo
integer n. We see from (*) that i (_nTj(y»a(«)) is 
independent of n, so (t) ^ ' a (")) is constant by (6.27).
Since a does not bound a flat half plane, it follows from 
(6.29) that y = a(-0°) or a(°°). It follows easily that 
0 (x) = 0 or it, and 0 (x) = * only if x = a (“«>)•
Thus as n ->■ oo, 0n <x) decreases to 0 for all 
x € H (<»)''{a (-“)}. It is clear from (6.13ii) that each 0n 
is continuous. We see from Dini ’ s theorem that 0n -*• 0 
uniformly on compact subsets of H (»)v{a (-«)}, in particular 
on HfoojMj. It is clear from this that 4in(H(oo)^ U) is eventually 
contained in any given neighbourhood of «(«)•
(i) => (iv). We prove the first claim. The proof of the 
second is similar. By (7.4) there is z > 0 such that any 
z £ H(oo) with *a (0 ) lz'a (“)) < e is joined to a(_o<») by a 
geodesic which does not bound a flat half plane. If
-126-
y € H (°°)Ma (-“>)}, then (by (iii) ) there is n such that 
(0 ) ) < £• Hence a(-°°) and 4>ny are joined by a
geodesic 6 which does not bound a flat half plane. Then 
<i> o1 6 joins cx(-°°) and y and does not bound a flat half plane.
(iv) -► (i). Suppose a does bound a flat half plane. 
Again let 6 be the geodesic in the flat half plane with 
6(0) = a(0) and 6(0) 1 a(0). It is clear from Euclidean 
geometry that d(a(t), 6 (t)) = /"it for any t > 0 .
Now suppose that there is a geodesic y with y (-<*>) = 6 (°°) 
and y(<*>) = a(«>). It is clear from (6.4) that for every 
t > 0 we have d(y(t),a(t)) < d(y(0 ),a(0)) and 
d (y (-t) , 6 (t)) < d (y (0) , 6 (0)) . Since
2t «= d(y(t) ,y(-t) )
< d(y(t),a(t)) + d (a(t) , 3 (t)) + d (3 (t) , y<-t)),
we see that for t > 0
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d(a(t),6 (t)) > 2t - 2d(y(0 ),a (0 )).
If t is large enough 2t - 2d (y (0) ,a (0) ) > /It. Thus (iv) 
is impossible if a bounds a flat half plane. □
Finally, a lemma of Ballmann that will be needed in §8 
to construct hyperbolic axial isometries.
7 . 6  LEMMA [5, Lemma 2.11]
Suppose a is a geodesic of H that does not bound a flat 
half plane and <j> is an isometry of H with no fixed point 
in H. If oc(-oo) and a(®) are fixed points of <j>, then (j> is 
hyperbolic axial with an axis biasymptotic to a or a.
Proof
Since 0 fixes both a(-°°) and <x(»), it is clear that a 
geodesic y is biasymptotic to a if and only if tj>°ot is. 
Consider the set B = B(a(0)) defined in (6.22). It is 
clear from (6.23) that we can define a map {:B + B as 
follows. If p € B, then $(p) is the unique point where 
the geodesic °Ypa („,) » which is biasymptotic to a, meets B. 
Since ip is an isometry, it is clear from (6.26) that <p is 
an isometry and in particular continuous.
By (6.23i) and (6.26), B is convex and compact. It is 
obvious that B is a deformation retract of any closed 
geodesic ball which contains B.
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It follows from the Brouwer fixed point theorem that $ has
, in B.
Then 6 is biasymptotic to a and so
a fixed point, pQ say,
Let 8 =y / i•' P0a (°°)
cannot bound a flat half plane (by 6.26). Since <}>og is 
also biasymptotic to a, and pQ lies on both Q and (j>og, it is 
clear (see (6.1iii)) that <J>°6 (t) = 6 (t+x) for some t .
Since (f> has no fixed point in H,t ^ 0. If t > 0, then 6 is 
an axis of <f>. If x > 0, then 6 is an axis of <p. a
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§8 . DYNAMICAL PROPERTIES OF THE GEODESIC FLOW
Throughout this section M is a Riemannian manifold with 
no focal points and H its Riemannian universal cover. We 
shall see that when M satisfies two conditions, described 
below, the geodesic flow $ on SM has two properties:
(i) 4>t is topologically transitive, i.e. there is 
v € SM such that {4>t (v) : t > 0 } is dense in SM.
(ii) The closed orbits are dense in SM.
These were both proved by Anosov [2] in the case when M 
is compact and has negative curvature. The conditions that 
we impose on M can be thought of as weakened forms of 
compactness and negative curvature respectively.
Firstly, the non-wandering set of 4>t should be the 
whole of SM. Obviously (i) and (ii) are impossible without 
this assumption. It is not unduly restrictive, however; it 
holds whenever M has finite volume.
Secondly, H should contain a geodesic which does not 
bound a flat half plane.
The proof that these two conditions on M imply transitivity 
of the geodesic flow is due to Ballmann [4, 5]j density of the 
closed orbits was proved by the present author. For a further 
discussion of these and related results see part D.
The main idea is to study the action of the fundamental 
group it 1 (M) on H. Its relation to the dynamics of the geodesic
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flow is described in part A. In part B we present the 
results of Ballmann which enable properties (i) and (ii) 
to be proved in C.
Both the properties will be needed in §9 when we study 
ergodicity.
A. DUALITY AND DYNAMICS
This material is taken from [14, § § 2 and 3] and [17, §3],
We want to study the geodesic flow on the unit tangent
bundle SM. Let us recall some definitions. If v € SM, let
P+(v) be the positive limit set of v. Then w € P+ (v) if and
only if there are sequences v ■* v and t ->• <*. with (v ) -► w.n n t nn
If v € P+ (v) , then v is non-wandering. As usual, let fi 
denote the non-wandering set (v € SMs v€ P+ (v|}.
We identify the fundamental group (M) with the group of 
covering transformations. This is a properly discontinuous 
group of isometries of H. In particular, the only covering 
transformation with a fixed point is the identity. It is 
clear from §7A that if we extend each of the covering trans­
formations to act on H, then we obtain a group of homeo- 
morphisms of H. We also identify tt1 (M) with this group.
Before proceeding, note a point of notation: if 0 € (M) ,
then <J>*:TH ■+• TH instead of T0 will denote its derivative.
The action of n^M) on H can be related to the geodesic 
flow via the following:
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8 .1 DEFINITION
Two points x,y € H(°o) are dual if there is a sequence 
{4>n} c tt1 (M) such that for every point p € H, <j>” 1 (p) -*■ x 
and 4>n (p) -*■ y. We say that {4>n} makes x and y dual.
Remarks
(i) x = y is allowed.
(ii) We emphasize that p is in H not H(co). if m is the
2flat torus and H = 3R , then tt^ (M) fixes every point in H(a>), 
but it is clear from (8.4) below that antipodal points of 
H(°°) must be dual.
(iii) If a is an axis of an axial isometry $ € ti1 (M) ,
we see from (7.1) and the subsequent remarks that ■[<f>n> makes 
a (-oo) and a (°°) dual.
To verify that { >  makes x and y dual, it is enough to 
show that { 1} pushes part of H towards x and {<|>n} pushes 
part of H towards y.
8.2 LEMMA
Let x,y € H(°°). Suppose there are convergent sequences 
(pn>, {<3n) c H and a sequence {4>n) 5 (M) such that
<(’n 1 (pn) x and ^n^n 1 ^ y*
Then {4>n> makes x and y dual.
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Proof
Let a 6 H. Since <J>n is an isometry, {d (<t)~1 (Pn> »<t>~1 (a) ) }
and {d (<j>n (qn> , c()n (a) ) } are both bounded. It follows from
(6 .1 2 ) that d> 1 (a) -*■ x and d> (a) -*■ y. □ n n
Now we come to the basic result which relates the 
dynamics of and the action of v^  (M).
8.3 PROPOSITION [15, Proposition 3.7]
Suppose V, VJ € SH are lifts of v,w £ SM. Then w € P+(v) 
if and only if yv (°°) and yw (-“) are dual.
In [15] Eberlein assumed that M had non-positive 
curvature. The results from §6 allow his proof to carry 
over almost unchanged.
Proof
Let V € S H and W € S H.p q
Suppose firstly that w £ P+(v). Then there are
sequences v + v in SM and t -*■ °° such that 4>. (v_) -► w.n n t_ nn
•Choose lifts V of v such that V V. Since y (t ) is a n n n ' v«. nn
lift of (vn) , there is a sequence {4>n ) £ tt^ (M) such that 
n
*n* ° YV ‘V  * W * (Mn
We shall apply (8.2) to show that {<J>n} makes yv (“) and 
Yw (-°°) dual. Let
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pn = Y (0 ) and qn = 4»n « Yv (t ) . 
n n
It is clear that pn ■* p and (*) says that q q. Since 
Vn -*■ V and t -*■ °°, it follows from (6.13iv) that
O ’n 1 = YV (tn) - V “1* n
To see that 4>n (Pn) "*■ Yw (-°°)/ consider the geodesices
) = ° YV t^n-t* * Then an (tn) = <i>n (pn) and <*) saysn
that cx (0) -*• -W. It follows from (6.13iv) that n
W  = “n (tn' - V “).
We now see from (8.2) that Yv (°°) and Yw (~°°) are dual.
Conversely, suppose S 11 •) (M) makes Yv (°°) and
Yw (-°°) dual. Let VR = V (p,Y~ 1 (q) ) and tR = d(p,Y~1 (q)).
Since 1 (q) Yv <“)» we see from (6.13i) that Vn -*■ V.
Since yv I [0,t ] joins p to y“ 1 (q) , ® Yv | t°#t—l joins
n n
(p) to q. We see that
Yn* ° YV (tn) = ■v(g ^ n <p)} ^ W n
by (6.13i) since Yn <p) ■* Yw (”°°)* Let {vn> be the sequence
in SM which lifts to {V >. Then i|i t « y., (t ) is a lift ofn nK V_ nn
4> (v ) . We see that v •* v and 4> (v ) -► w. t n n t nn n
□
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8.4 COROLLARY
ft = SM if and only if every geodesic y in H has y(-oo) 
and y (°°) dual.
Recall from §1 that 4>t leaves invariant the Liouville 
measure y which is the measure induced on SM by the Sasaki 
metric. A standard argument shows that n = SM if y (SM) < » . 
Clearly y(SM) < °° if and only if M has finite volume (in 
the Riemannian measure). In particular, fl = SM when M is 
compact. On the other hand, Eberlein [14, p. 162] has given 
an example where fi = SM but M has infinite volume.
B. BALLMANN'S CONDITION
8.5 PROPOSITION [5, Theorem 2.13]
Suppose n = SM, and there is a geodesic y in H which 
does not bound a flat half plane. If U and V are any 
neighbourhoods in H(») of y(-oo) and y (■») respectively, then 
there is a hyperbolic axial isometry $ € (M) with an axis
a such that a(-“>) 6 U and a(«>) € V.
Proof
Let c be greater than the width of the widest flat
strip bounded by y. Choose e > 0 small enough so that the
properties of (7.4) hold and, if X^ and Y£ are as in (7.4),
then X n H(«) <= U and Y n H(«) c V. We shall find e — e -
<J> £ ir.|(M)^ {id} with fixed points x £ X£ and y £ Y^. It
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will then follow from (7.4) that x and y are joined by a 
geodesic B which does not bound a flat half plane. Since 
<f> t id, <j) has no fixed point in H. Hence x,y € H(°°) and 
by (7.6) <p is a hyperbolic axial isometry with an axis 
a biasymptotic to $.
Thus all we need to do is to find 41 € it. (M)^{id} with
fixed points in X and Y . We know from (8.4) thate e
y (-<*>) and y(°») are dual. Thus there is a sequence 
{<t>n} 5  (M) such that
4>n ^(y(0)) "*■ y< — > an<^  y(°°)*
We show that for large n, d> 1 (X ) c X and <t (Y ) c: Y .' Tn e — £ n e — e
Since 4>n (y (0) ) ■+■ y («>) , we see by (6.11) that as n ■* ®
(0) (<i>n (Y (0) > »Y <°°> > °*
Also as n -*• 00
*y(0 ) * -1 <Y )4>n' 1 (Y (0) ) e
-*■ 0
by (7.4iii) , since <J,"1 (Y (0)) -*■ y(-~). Similarly it is 
clear that as n °°
d(y(0) ,<j.n (Ye) ) = d(<()“1. y (0) ,Y£) ) -► « .
Thus for large enough n, y(0) (. <f>n (Ye). Since y(0) € Y^ , 
we see that if n is large enough
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*Y(0 )(*n( y ) < *Y (0 )(*n(^ (0 ))'Y<“>> + *Y(0 )(*n(V *
< e
for every y € Y£. We see that for large n,
4)n (Y£) c C (y (0 ) , y ("1,0 , e) c Y^. A similar argument shows
that for all large n, d>- 1 (X ) <= X .
It is obvious from (6.10) that X£ and Y^ are homeomorphic
to closed n-dimensional discs. It follows from Brouwer's
fixed point theorem that d> has fixed points in X and Yn r e e
when n is large. Clearly (j>n / id if n is large. Thus we 
can take = <t>n for some large n. a
We give a name to the property of M that we used in 
the last proof.
8 . 6  DEFINITION
M satisfies Ballmann's condition if there is a geodesic 
in the universal cover H which does not bound a flat half 
plane.
8.7. THEOREM
Suppose M satisfies Ballmann's condition and ¡1 = SM.
Then any points x and y in H(«>) are dual (x = y is allowed).
When M has non-positive curvature, this is a special 
case of Theorem 2 . 8 of [5).
Proof
By (8.2) it will suffice to prove that for one point 
pQ € H there is a sequence {i|> } c (M) such that
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Vn 1 (p) -*■ x and ^n (p) y. This will follow if, given
any open neighbourhoods in H, UQ of x and VQ of y, we can
find ip € it, (M) such that w 1 (p ) € U and to(p ) € V .1 o o o o
This in turn will follow if we find an axial isometry
with an axis a such that a(-°°) 6 U = U n H(<=°) ando
a(°°) € V = Vq n H(°°). For it is clear from (7.1) and
the subsequent remarks that <(> n (P0) a(-°°) and
cf>n (po) -*■ a (°°) , so we can take = <f>n for some large enough
We shall find a hyperbolic axial isometry <J> € (M)
with the desired property. By (8.5) there is a hyperbolic 
axial isometry <J>^ € tt^  (M) with an axis a.j. The picture 
summarizes the argument which will follow.
- 1 3 7 -
Yn (p) -*• x and Yn (p) -*■ y. This will follow if, given 
any open neighbourhoods in H, UQ of x and VQ of y, we can
V..find if) € tt. (M) such that w 1 (p ) € U and U; (p ) € .
This in turn will follow if we find an axial isometry
with an axis a such that a(-°°) € U = UQ n H(°°) and
a(°°) € V = Vq n H (°°) . For it is clear from (7.1) and
the subsequent remarks that 4> n (pQ) ■+■ a(-°°) and
<J>n (po) •+■ o(“>), so we can take ip = <pn for some large enough
n.
We shall find a hyperbolic axial isometry <p € (M)
with the desired property. By (8.5) there is a hyperbolic 
axial isometry 4>^ 6 (M) with an axis a^. The picture
summarizes the argument which will follow.
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By (7.5iii) there is a geodesic y which does not bound 
a flat half plane and joins x to (°°) . We can choose the 
direction of y so that y (-<*>) = a1 (°°) and y (») = x . By 
(8.5) there is a hyperbolic axial isometry <J>Q 6 tt1 (M) with 
an axis aQ such that aQ (-<*>) is as close to a1 (“) and aQ (“) 
is as close to x as we wish.
By repeating this argument starting from aQ we can find a
hyperbolic axial isometry <() € tt1 (M) with an axis a such
that a(-00) is as close to a (“>) and a(°°) is as close to yo
as we wish. Since aQ (“) is close to x, we see that we can
obtain a(-“>) € U and a (°°) 6 V. □
C. APPLICATIONS TO DYNAMICS
8.8 THEOREM [4, Satz 4.6.(3)]
Suppose M satisfies Ballmann's condition and ft = SM.
Then the geodesic flow 4>t is topologically transitive on SM.
Proof
By (8.7) any two points of H(») are dual. It follows 
from (8.3) that for any v € SM, P+ (v) = SM. It follows 
easily from this that the geodesic flow is topologically 
transitive. We follow the proof of [14, Proposition 3.4],
Let U-),U2, ••• ke a countable basis for the topology of SM.
We inductively define a convergent sequence {vn> c SM and 
a sequence t -► » with the property that for each n,
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(v ) £ U. for 1 < i < n. ti n i
We take 6 and = 0. Nov/ suppose that and t^ 
have already been defined for 1 < i < n. We will choose 
vR+1 so close to vn that <t>t (vn+1> € Ih for 1 < i < n and
dSM(vn'vn+1) where d_„ is SM distance in the Sasaki metric.
Since P+ (v ) n = SM we can, and do , require in addition that
(v- ’’ € Un+1
for some t „ n+ 1 > t + 1 n •
Now let v = lim v . It is clear that $. (v) £ U forn t nn-«° n
all n. Hence {$t(v):t > 0} is dense in SM. □
Ballmann [4, Satz 7; 5 Theorem 3.5] has proved the 
stronger result that the geodesic flow is topologically mixing 
when M is as in iC.8 ). His argument was for M with non­
positive curvature, but it carries over to the case when M 
has no focal points. We will not present the proof since the 
result will not be needed in §9.
Instead we turn to the proof of the density of periodic 
orbits in SM. We know from (8 .8 ) that there is v £ SM 
for which the forward orbit under the geodesic flow,
(yv (t):t > 0}, is dense in SM. Any vector V € SH which is 
a lift of such a vector will have the property that
{«I1* ° Yv (t)*t>0, 4> £ it ^ (M) }
is dense in SH. We now show that for such V, yv cannot 
bound a flat strip (of positive width).
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8.9 LEMMA
Suppose M satisfies Ballmann's condition. Let y be 
a geodesic in H such that {$* ° y(t):t > 0, $ € ir1 (M) } is 
dense in SH. Then the only geodesics in H biasymptotic to 
y are translates of y.
Proof
We remark that the existence of such a geodesic y implies 
that n = SM.
Let B = B (y (0)) be the set defined in (6.22). We wish 
to show that B = {y (0)}. First we observe that B is compact.
If not, we see from (6.26) that y would bound a flat half 
plane, and it is clear from the density property of y that 
every geodesic in H would bound a flat half plane.
We now show that for any points p,q in B there is an 
isometry of the convex set B into itself sending p to q.
Since B is compact any isometry of.B into itself is surjective, 
and so has an inverse which is also an isometry [13, p. 314].
So it will suffice to find for each p £ B an isometry 
t :B -*• B with T(y(0)) = p. We shall use:
Sublemma
Suppose C c H is convex and on:C -* H is a sequence of 
isometries such that an (co> converges for some cq £ C.
-*■ lim o (c) is an isometry of C into H. 
k-*-°° nk
the map c
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Proof
a = exp_ , . o do (c ) o exp 1 ,n (c ) n o *c 'n o  o
where dan (cQ) is a linear isometry of the subspace of T H
o
spanned by exp 1 (C) into T . . H. It is enough to choose
co °n(co'
n, so that {do (c )} converges. □ k nk o
It is clear from (6.23) and (6.24) that for any t the
map Tfc:B B(y(t)) defined by translation along the geodesics
biasymptotic to y is an isometry. Let w be the unique vector
in SpH such that yw is biasymptotic to y. We can choose
sequences t ■+• °° and {<f> } c tt, (M) so that *v (t ) -*• w. n n — i Tn" 1 n
Applying the sublemma to {<t>n* ° } gives an isometry t :B ■+■ H
n
with x(y(0)) = p. We see from (iv) and (iii) of (6.23) that 
x(B) c B(w) = B.
Finally we show that the above is impossible unless B 
is a single point. Call p C B extreme if p does not lie in 
the interior of a geodesic segment contained in B. There 
is at least one extreme point in B. For, since B is compact, 
there is pQ € B as far away from y(0) as possible. The point 
P0 is extreme since the closed geodesic ball in H with centre 
y(0) and radius d(pQ,y(0)) contains B, is strictly convex by 
(4.14), and has pQ on its boundary. Clearly any isometry 
tsB -*■ B maps non-extreme points to non-extreme points. But 
we know that t has an inverse t”1, which is an isometry as 
well. So t must also map extreme points to extreme points.
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It follows that every point in B is extreme. This is 
impossible if B contains two distinct points. Hence 
B = (y(0)}. □
Call a vector in SM periodic if its orbit under the 
geodesic flow is closed, and call a vector in SH periodic 
if it is a lift of a periodic vector in SM.
8.10 THEOREM
Suppose M satisfies Ballmann's condition and fi = SM. 
Then the periodic vectors are dense in SH and hence SM.
Proof
We use the same argument as [15, Theorem 3.10] and [5,
Theorem 3.8]. By (8 .8 ) there is a geodesic y in H which
satisfies the conditions of (8.9). It will suffice to show
that y (0) is a limit of periodic vectors in H.
We saw in (8.9) that y does not bound a flat strip.
By (8.5) there is a sequence {on> of axes of hyperbolic
axial isometries in (M) such that an (-°°) -► y(“°°) and
<x (co) ■* v(oo). it follows from (7.4) that given any c > 0, n
an passes within distance c of y(0 ) for all large enough n.
Hence there is a sequence {tn> such that an (tn) ♦ y(0).
Since a («) y (“) # it follows from (6.131) that n
an (tn) = V(an "*■ V(y(0),y(»)) = y(0).
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But each a (t ) is a periodic vector. □ n n
It is clear that the width of the widest flat strip 
bounded by an must approach 0 as n -*■ « ; otherwise y would 
bound a flat strip of positive width. It follows that for 
any e > 0, {v 6 SH: v is periodic and yv does not bound 
a flat strip of width > e} is dense in SH. This generalizes 
Theorem 3.8 of [5], since we did not assume a priori the 
existence of a geodesic with no flat strip.
Hurley [32] has proved (8.10) in the case when M is 
2-dimensional.
D. DISCUSSION
The methods used to prove the results in part C are 
largely inspired by work of Eberlein in the early 1970's.
He studied manifolds with the following property.
8.11 DEFINITION
A manifold M with no conjugate points satisfies the 
axiom of uniform visibility if the following is true of its 
universal cover H : given e > 0 there is R > 0 such 
that if p is a point and y a geodesic in H with 
d(p,y) > R , then the angle subtended by y at p is < e .
This axiom was introduced by Eberlein and O'Neill [19]
as a generalization of negative curvature. If M is
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compact and has no focal points, uniform visibility holds 
if and only if H contains no flat totally geodesically 
embedded plane [14, Theorem 4.1], Thus for manifolds 
without focal points Ballmann's condition is a natural 
weakening of uniform visibility, and it is clear from 
the introduction to [4] that this is how Ballmann thought 
of it. There are examples, due to Heintze and Gromov, 
of compact manifolds with non-positive curvature which 
satisfy Ballmann's condition but not uniform visibility 
[5, p. 143]. On the other hand there are manifolds with 
focal points which satisfy uniform visibility: if M is 
compact and its geodesic flow is Anosov, then M satisfies 
uniform visibility [33, p. 11] and M can have focal points 
[30] .
We mention some of Eberlein's results. If M sat­
isfies uniform visibility then it is possible to construct 
the boundary sphere for the universal cover H (without 
assuming that M has no focal points) [14, §1]. The
geodesic flow is topologically transitive if 0 = SM 
[14, Theorem 3.7]. If in addition no geodesic of H 
bounds a flat strip, then the periodic orbits are dense 
in il [15, Theorem 3.10 and p. 509],
Eberlein and Ballmann actually consider a wider con­
text than we have here. Instead of studying the funda­
mental group of a smooth manfold M acting on the universal 
cover H , they consider a simply connected manifold H 
acted on by a subgroup of its isometry group. The condition
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that fi = SM becomes the duality condition of [10, 11], 
Finally, it is natural to ask whether Ballmann's 
condition is necessary for the geodesic flow to be trans­
itive or for the closed orbits to be dense. If M is 
compact, it seems very likely that Ballmann's condition 
is necessary for transitivity but that the closed orbits 
are always dense. This has recently been proved when M 
has non-positive curvature; see the remarks in the intro­
duction. The situation seems less clear when M is
non-compact.
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§9. ERGODICITV OF THE GEODESIC FLOW
Throughout this section M will be a compact manifold 
with no focal points. We will prove the following theorem 
(9.11 below):
Suppose that M satisfies Ballmann's condition. Then 
the geodesic flow i on SM is ergodic with respect to 
the Liouville measure y .
The proof uses two results. The first is a modifica­
tion of a theorem of Pesin. The second is the fact that 
the set A , where all of the characteristic exponents of 
the geodesic flow (except in the flow direction) are non­
zero, has positive measure. This was proved by the present 
author and independently by Ballmann and Brin [6] (in the 
case when M has non-positive curvature). The main idea of 
our proof is to show that A must contain a periodic vector. 
These two results are in parts B and C. Part A contains 
results about characteristic exponents.
Notation: H will be the universal cover of M ;
d„w and d„„ are distances in the Sasaki metric; y is SM Sri
the Liouville measure on SM or SH (defined in §1E).
If W is a submanifold immersed in SM or SH , y willw
denote the measure defined by the Riemannian metric induced 
on W by the Sasaki metric. In statements involving 
measures, the measure is y , unless otherwise specified.
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A. CHARACTERISTIC EXPONENTS
Given v € SM and a non-zero C e TvSM , we can define 
the characteristic exponent of £ at v ,
X+ (v,5) = lim sup i log ||T<i> £|| .
t -t- °° ^ ^
We want to express this definition in terms of Jacobi 
fields. The following lemma must be well known, and has 
been proved in a special case by Pesin [40, p. 801],
9.1 LEMMA
For any non-zero £ e TV^M
X+ (v,£) = lim sup ¿log||Y (t)|| ,t ^
where Y^ (t) = Ttt 1 Tifc(0 is the Jacobi field defined
in (2.3).
Proof
It is clear from the definition of the Sasaki metric 
that || Y^ (t) || < ||T<t>t (5 )  || , and so
lim sup i||Y (t)|| < x+ (v,5 > .
t *
To prove the reverse inequality, it will suffice to show 
that each £ e TVSM has the following property: there is 
a constant a(£) > 0 such that
||Y£(t)|| < a(5)||Ye (t) |
for all large enough t . Write C = ' where
-148-
^ T ''SM and 5 e T SM . Since Y '(t) = 0 , the
property for £ will follow if we prove it for £ 2 •
1We can write £ 2 = o + C , where n » C € T^SM ,
Y^ is a stable Jacobi field, Y^iO) = ^ (0) and Y^(0) = 0.
We show that both n and c have the property. Suppose 
2-k is a lower bound for the curvature of M . We know
that Y^ belongs to the Jacobi map A(v,t) along yv . 
If t > 0 , A(v,t) is non-singular since there are no 
conjugate points, and
Y£(t) = A'A-1 (v,t)Y^(t) (1)
Furthermore A(v,t) is non-singular for 0 < t < 2t , and so 
it follows from (3.13) that
k coth(-kt) < A'A ^(v,t) < k coth kt .
Hence
||A'A 1 (v,t) || < k coth kt . (2)
We see from (1) and (2) that if t is large enough,
I Y^ (t) || < 2k|| Yc (t) || .
Since Y belongs to the stable Jacobi map Ds(v,t) , 
which is always non-singular by (5.6), the same argument 
shows that n has the property.
Since Y^(t) and Y^(t) need not be orthogonal, 
it is not immediately clear that the property follows 
for . But, unless C = 0 , ||Y^ (t) || * °° as t «°
by (5.11), while || Y (t) || is bounded as t+ ” by (5.8iii).
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Using this it is easy to see that when ? # 0 we can 
take a(c2> = a (5) + e for any e > 0 ; and when 5 = 0 
we can take a(£2> = a(n) . q
9.2 COROLLARY
X+ (v,S) < 0 if Yj. is a stable Jacobi field, and 
X+ (v»5) > 0 if Y^ is an unstable Jacobi field.
Proof
By (5.8ii), ||Y^ (t)|| is non-increasing if Y is
stable and non-decreasing if Y^ is unstable. D
One is interested in those v e SM at which 
exhibits hyperbolic behaviour. Define
A = {v e SM s x+ (v fO ^ 0 for all non-zero T^SM).
9.3 REMARK
We see that v € A if and only if both the inequalities 
in (9.2) are always strict. Hence if v « A  , there are 
n-1 negative characteristic exponents at v . Note also 
that v A if yv bounds a flat strip, for then yv 
has a parallel stable Jacobi field.
If v £ SM , define
s XW (v) = {v£SM s w = v or lim sup log d(4> v,4> w) < 0}
t *► «
Wu (v) = {v € SM : w = v or lim sup ^ log d(4_tv,$_tw) <0}
t -► 00
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W°S(v) = {$tw s w <s Ws(v) , t ^  1R} ,
W°U (v) = {4>fcw : w WU (v) , t«=3R} .
The following deep theorem is due to Pesin.
9.4 THEOREM [38]
There is a subset A &  A of full measure such that:
(i) If v £ A , then Ws(v) and W^s (v) are smooth 
injectively immersed submanifolds of dimension n- 1  and 
n respectively.
(ii) For almost all ve A  ,
(iii)
V _ (Ws (v)\ A) = 0 
WS(v)
The foliations Ws
= yw
and W
Os
Os
(W0s(v)\A) . 
(v)
are absolutely cont­
inuous on A .
(iv) Analogous properties hold for WU and W0u
Characteristic exponents and stable manifolds can 
also be defined in SH , either directly or by lifting 
from SM . We shall use the same notation in both SM 
and SH , except that AgH will denote the lift to SH
of A
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B. PESIN'S THEOREM
9.5 THEOREM [39, Theorem 9.1]
Suppose that M satisfies the axiom of uniform 
visibility (see 8.11). Then either y(A) = 0  or 
y(A) = y(SM) . In the latter case the geodesic flow 
is ergodic and isomorphic to a Bernoulli flow.
9.6 COROLLARY
The theorem remains true if M satisfies Ballmann's 
condition.
Proof
This was proved by Ballmann and Brin [6] in the 
case when M has non-positive curvature. Their proof 
carries over essentially unchanged when M has no focal 
points.
Assume v> (A) > 0 . We show first that A = SM (mod 0) 
To do this we work in SH and show that A„„ = SH (mod 0)Oil
If v £ SH , let is (v) and Lu (v) be the sets of unit
S \1normals to L (v) and L (v) respectively on the same
side as v. Lemmas 9.1 - 9.4 of [39] show that there 
* ~is a subset A S  A„„ , of full measure, such that for
o r !
all v e A*, Ls (v) - Ws (v) and LU (v) = Wu (v) ; the 
proofs of these lemmas hold whenever H is the universal 
cover of a compact manifold with no focal points. Note
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that if v«A , then
0 sW (v) = (w£SH : y (°°) = Y (°°) } ,W V
and
W°U (v) = {w£SH : yw (—°°) = Yv (_0°)} .
We know from (9.4) that for almost all w «£ A ,SH
almost every vector in W0u (w) (with respect to u )
~ wu
is in . Call w 6 A "good" if it has this property
and is in A . Almost every w £ A is "good”. Since the
foliation Ws is absolutely continuous on A , almost
every Ws (v) consists almost entirely (with respect to
y _ ) of "good" vectors. In particular there is
Ws(v)
★Vq e a with this property. It is clear from the 
absolute continuity of W0u that (mod 0)
SH u W0u (w)w æ W (vQ)
= {w'e SH s Yw i (-“) = Yw ( - °°) , for some w e L  (v)> 
Since it is a lift of A , Ae„ is invariant under coveringbH
transformations. Hence, if
A = {w‘ e  SH ! for some 41 «■ ir^ (m) , (i.Yw |l(-®)e U} ,
where
U = {yw ( - 00) s w e  LS (vQ) } ,
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then
AgH = A (mod 0) .
We show that A = SH . Suppose w' e. SH and 
x = Yw ,<-“) • By (6.17)
U = {6 (—00) : 6 is a geodesic in SH with 6 (°°) = y (■») }
V0
Since vQ e Agjj , yv does not bound a flat strip (by 9.3)
It follows from (7.4i) that U is a neighbourhood of y (-<*>
V0in H(oo) . it is clear from the proof of (8 .7 ) that there 
is a hyperbolic axial isometry ip e. tt1 (M) with an axis a 
such that a (°°) # x and a (-<*>) £ U . It follows from 
(7.5iii) that if n is large enough ^-n(x) U . Hence 
w' e  A and so A = SH.
Thus A = SM (mod 0) . Since 4>t is topologically 
transitive on SM by (8 .8), it follows from Theorem 9.5 
of [38] that <t>t is ergodic on A . It is clear that Ws 
satisfies the continuity condition in that theorem, since 
Ws = Is(v) for almost all v e  SH and LS is a continuous 
foliation by (6 .2 0).
Thus 4>t is ergodic. The proof that it is Bernoulli 
is the same as in [39] . ^
-154-
C. A HAS POSITIVE MEASURE
Define AQ = (veSH ; lim sup £ log ||DS (v,t) || < 0
t -*■ oo t
and lim sup ^ log ( (Du (v,t) )) > 0} . It is clear from (9.1) t -*■ 0»
that A0 <£. A .
9.7 LEMMA
If Aq is non-empty, then y(AQ) > 0 .
Proof
We use an argument of Pesin [40, p. 803]. Let vQ ^ AQ. 
We can choose T > 0 and XQ with 0 < XQ < 1 such that
IIDS (vQ, t) || < XQ and ((DU (vQ,T))) .
Since Ds(v,T) and Du (v,T) vary continuously as v varies
in SM (by in we can find an open neighbourhood U of
vQ and X with Xq < X < 1 such that
|| DS (v,T) || <X and ((DU (v,T))) > i
for every v U . Recall that the Liouville measure 
is invariant under the geodesic flow. By the ergodic 
theorem there is a set G ^  SM with y(G) > 0 such that 
for any v « G
. t 1
lim inf ^ / Xu< V v>> ds > > 0 »t -*■ <*> 0
where xy is the indicator funciton of the set U . 
Suppose v e. G . For t > 0 consider sequences
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0 t2 < ... < tn +1 < t such that i>t (v) G and
ti+i - t± > T for 1< i < n . Let N(t) be the largest 
possible n . Clearly,
N (t) > ^  y (U) t
for any large enough t . Since ||DS (v,t)H < and
((DU (v,t))) > X N (t)  ^ we see
lim sup ^ log ||Ds(v,t) || < ^  u(U)log X < 0
t  “► 00
and
lim inf i log ( (Du (v,t) ) ) > ^  y (U) log X > 0 .
t  ■+■ OO
Thus G £ Aq and so y(AQ) > 0 . 0
There is a simple criterion to decide whether or not 
a periodic vector is in Aq .
9.8 LEMMA
Suppose v e. SM is periodic. Then either
■f ic\Jl
or there is a non-zero orthogonal Jacobiy^along 
is parallel.
Proof
sLet T be the period of yv . Then D (v,T) t v  v 
We see using (5.8iv) and (5.5iii) that
v e. A0
which
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lim sup | log ||Ds (v,t)|| = lim sup fL log ||Ds(v,nT)||
t  ■ * °° n -*• °° nx
= lim sup log ||DS (v,T) n|
n  -*■ oo
= ^ log 1 ,
where X is the modulus of the largest eigenvalue of Ds(v,T) 
By (5.8iii), || DS (v,T) w || < ||w|| for every w € ^  . Hence
X < 1 . If X < 1 ,
lim sup £ log ||Ds(v,t)|| < 0 .t -*■ o° z 1
If X = 1 , there is an invariant subspace of v on 
which all the eigenvalues of Ds (v,T) have modulus 1 .
On this subspace D (v,T) is volume preserving but does 
not expand the length of any vector. It follows that 
Ds(v,T) is an isometry on this subspace. Hence there is 
w € with || DS (v,T)n | = 1 for all integers n . It
follows from (5.8iii) that the stable Jacobi field DS(v,t)w 
has constant length 1 . It is parallel by (5.12iii)
Thus we have shown that either
lim sup ^ log || DS (v, t)|| < 0t -► oo t
or there is a non-zero parallel orthogonal Jacobi field 
along Yv • A similar argument shows that either
inf I log( (Du (v,t))) > 0
or there is a non-zero parallel orthogonal Jacobi field 
along yv * The lemma follows immediately from these two 
□statements
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Now we use the preceding lemma and the density of the 
periodic vectors to show that AQ is non-empty if M 
satisfies Ballmann's condition.
9.9 LEMMA
Assume that M satisfies Ballmann's condition.
Then the set Aq contains a periodic vector.
Proof
Suppose not. Then by (9.8) there is a non-zero 
parallel Jacobi field along each closed geodesic in M .
Since the periodic vectors are dense in SM by (8.10), 
we see that there is a non-zero parallel Jacobi field along 
each geodesic in H . We use this to obtain a contradiction. 
Let y be a geodesic in H such that {<}> ^-y (t) : t > 0 
and ifieir^ iM)} is dense in SH . We shall find a geo­
desic biasymptotic to y , contrary to (8.9).
J. s'If vfiSH , let P (v) = {wev s D (v,t) = 0} .
Using (5.12iii) we see that P(v) = ker(Du (v,0) - Ds (v,0))
Let k be the smallest value of dim P(v) for v e  SH .
u *From the above we have k > 1 . Since D (v,0) and 
DS'(v,0) both vary continuously with v by (5.9), the set 
{ veSH s dim P(v) = k } is open. It is clearly invariant 
under covering transformations. So, by reparametrizing 
if necessary, we can assume that P(y(0)) has dimension k .
A
Write L = LS(y(0)) . If p e L , let p be the unit 
normal to L on the same side as -f(O) . Since L is
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C -embedded in H (this follows from (6.18)), p certainly
variss continuously on L . Thus there is an open neigh-
bourhood U of y(0) in L such that P(p) has dimension
k for every p e  U . Using this and (5.9) we see that P (p)
is a continuous k-dimensional distribution on U . Let X
be a continuous vector field on U such that X (p) e. P (p)
for every p e U and X(y(0)l?í 0 . For some e > 0 there
is a C^-curve a : (-e,e) -*■ u , with a(0) = y(0) ,
which is an integral curve of X [36, p. 3],
Define E: (- e, e) x ]R -► H by E(s,t) = Y3(s)<t) •
2 1Since L is C , E is C . We see from (6.19) that
9 Efor each fixed s , y^(s,*) a stable Jacobi field along
. . , and !-§(s,0) = X (a (s) ) e P (o (s) ) . Hence each of the
O  \ S ) O S
8 £vector fields (s,*) is parallel along Y3 (s) •
follows that for any t
d(y (t) ,E (s,t)) < JS ||f|(s,t) |
0
s
= / | X (o (s)) || ds
0
which is independent of t . Hence the geodesics y and
y ~ , . are biasymptotic for any s 6  (-e,c) . Sincea (s)
X(Y(0)i 0 , a (s) = y (0) for small s , and so we have
a contradiction to (8.9). D
2
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3 Zfor each fixed s , -g^ (s,*) is a stable Jacobi field along 
Y''.. , and |-^ -(s,0) = X (a (s) ) e P (a (s) ) . Hence each of the
0 ‘ S )  o  S
3 Zvector fields (s,*) is parallel along Yg(gj •
follows that for any t
d(Y <t) ,S(s,t)) < / ||f|(s,t)|| ds
0
s
= / II X (a (s)) || ds
0
which is independent of t . Hence the geodesics Y and
Y~, . are biasymptotic for any s G- (-e,e) . Since
0 1 s)
X(Y(0)) £ 0 , a ( s )  = y <°> for small s , and so we have 
a contradiction to (8.9). 0
2  , ~C -embedded in H (this follows from (6.18)), p certainly
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varies continuously on L . Thus there is an open neigh­
bourhood U of y(0) in L such that P (p) has dimension 
k for every p e. U . Using this and (5.9) we see that P (p)
is a continuous k-dimensional distribution on U . Let X
be a continuous vector field on U such that X (p) e P (p)
for every p e U and X(Y (0)) / 0 . For some e > 0 there 
is a C1-curve a : (-e,e) -*■ u , with a(0) = y(0) , 
which is an integral curve of X [36, p. 3].
Define E : (- e, e) x 3R > H by E(s,t) = Yg (s) (t) .
2 1Since L is C , E is C . We see from (6.19) that
3 Efor each fixed s , -g^(s,*) is a stable Jacobi field along
Ya(s) ' and = x (s))€ P (a(s)) . Hence each of the
3 £vector fields y-(s,*) is parallel along \ • It
o S  O  ( S )
follows that for any t
d (y (t) , E (s , t) ) < / 11 ■§-£■ (s , t) || ds
0 s
s
= / || X (a (s)) || ds
0
which is independent of t . Hence the geodesics y and 
Y~ , . are biasymptotic for any s 6. (-e,e) . Since
0  V S ;
X(Y(0)) ^ 0 , o (s) = Y CO) fo r  small s , and so we have 
a c o n tra d ic tio n  to  (8.9) .
2  ~C -embedded in H (this follows from (6.18)), p certainly
0
-159-
9.10 THEOREM
If M satisfies Ballmann's condition, then y(A) > 0
Proof
This is immediate from (9.7) and (9.9). D
9.11 THEOREM
If M satisfies Ballmann's condition, then the 
geodesic flow is ergodic and Bernoulli.
Proof
This is immediate from (9.5) and (9.10). D
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