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Résumé  
L’optimisation est un ensemble de techniques permettant de trouver les valeurs des variables qui rendent 
optimale u ne fo nction objectif afin  de d éterminer le s meilleures co nditions op ératoires. La p lupart d es 
méthodes d’optimisation ont été développées pour traiter le problème d’un point de vue mathématique, en 
supposant que le procédé peut être décrit par un modèle représentatif. Ce sont les méthodes classiques, 
telles que l es méthodes de gradient réduit ou  de programmation quadratique successive. Néanmoins, le 
modèle du procédé n ’est p as t oujours c onnu ou est  t rop com plexe et nécessi te u n t emps de c alcul 
prohibitif, ce qui nécessite l’utilisation d’autres méthodes, en particulier la méthode Simplex. De plus, il 
est important de noter, dans beaucoup d’applications en génie des procédés, que la précision requise sur 
l’optimum n’est pas drastique car il s’agit uniquement de fixer des conditions opératoires. 
Après avoir décrit la méthode originale de W. Spendley, G. R. Hext et F. R. Himsworth, une gestion des 
contraintes est proposée. Dans une troisième partie, l’étude de l’influence de divers paramètres, tels que le 
point et le pas initiaux est développée sur plusieurs cas théoriques. 
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Introduction 
Les méthodes d’optimisation sont nombreuses et choisies en fonction du problème à traiter, en particulier, 
s’il s’a git d’ un problème com portant des  variables ent ières ou c ontinues o u e ncore en f onction de  l a 
linéarité ou  non  du problème. Cep endant, pour des problèmes o ù le calcu l d e la fon ction objectif est 
difficile et pe ut condui re à  un tem ps de  calcul très élevé, d’autres m éthodes pe uvent être utilisées,  
notamment la méthode du simplexe. Cette méthode a été choisie dans le cadre de cette étude car le temps 
de calcu l de la fon ction est très lo ng car il i mplique l’utilisation d’un si mulateur de p rocédé. Afin  d e 
pouvoir u tiliser la méthode d u sim plex, des modifications on t été effectu ées po ur ten ir co mpte d e 
contraintes de b ornes.  C es modifications sont proposées da ns cet  a rticle après  u ne description de l a 
méthode originale. Les différents paramètres sont décrits en fonction du choix du point initial. Certes, une 
modification de l a méthode du Simplex a ét é réal isée pa r M. J . Box (1965) sous l e nom de C omplex. 
Cependant, les deux approches sont différentes car n otre but est de t rouver une méthode qui permettrait 
d’obtenir une bonne solution en un minimum d’itérations. En effet, la méthode du Complex est initialisée 
à partir d’un point  satisfaisant les bornes mais déterminé de façon aléatoire.  
1. Présentation de la méthode  
La méthode, originale de W. Spendley et  al . (1962), consiste à choi sir un point de base. A partir de ce 
point de  ba se, k e xpériences so nt ef fectuées de  faç on à former une  fi gure ré gulière, à k+ 1 s ommets, 
appelée simplex (k est le nombre de variables du procédé). Les réponses en ces points sont comparées et 
le plus mauvais point est déterminé. Le principe de la méthode est de s’éloigner de ce plus mauvais point 
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et pour ce faire, une nouvelle expé rience e st réa lisée en u n po int situé à l’opposé d e ce plus mauvais 
point, de façon à obtenir un nouveau simplex. Cette procédure est réitérée jusqu’à l’optimum.  
Cette méthode est  aussi  appl icable dans l e cas d’ un p roblème avec des cont raintes. Il  suf fit, en cas de 
violation d’une cont rainte, de d onner u ne val eur à l a fo nction o bjectif i nfiniment grande p our une 
minimisation ou infiniment petite pour une maximisation. Il se peut qu’après la réflexion du plus mauvais 
point, un point dé jà écarté s oit obtenu. Da ns ce cas, la  réflexion est réali sée à pa rtir du deuxième plus  
mauvais point. U n e xemple peut  êt re observé da ns l a fi gure 1. Le  si mplex ori ginal est  WNB. C es 
sommets sont B (le meilleur point), W (le plus mauvais point) et N (le deuxième plus mauvais point). La 
réflexion de W génère le simplex NBW’ dont W’ est le pire point. Alors, une réflexion de W’ revient à W 
et au simplex NBW. Pour sortir de cette boucle sans fin, la réflexion de N est réalisée. 
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Figure 1: Réflexion du deuxième plus mauvais point 
2. Méthode du simplex modifiée ou de Melder et Mead 
L’intérêt d e cet te méthode est de t enir c ompte de l ’amélioration ap portée pa r l a réfl exion, ce qui  
augmente l ’efficacité. Le pri ncipe de c onstruction d u si mplex rest e l e m ême; co mme dans l a méthode 
initiale, les p oints son t classés selo n leu r réponse B (la meilleure), W (la p lus mau vaise) et N (la 
deuxième meilleure), et les co ordonnées du point R, sym étrique de W, sont déterminées. A ce moment 
précis, on distingue, selon la réponse en R, trois cas. 
 
 Cas 1 : La réponse en R est la meilleure de tous les points W, B et N. La direction trouvée est 
considérée la b onne et le sim plex est d ilaté v ers le point E où  une ex périence est faite. Les 
coordonnées de E sont données par la relation suivante :    kjXXXX jWjGjGjE ,1,,,,    (1 ) 
Une valeur de 2 est prise couramment pour le facteur d’accélération . Si 2 , le point R, 
symétrique du point éliminé W, est obtenu. Les réponses en E et R sont comparées et le meilleur 
point est retenu pour construire le nouveau simplex avec les points B et N. 
 
 Cas 2 : La réponse en R est comprise entre celle de B et N, la direction W-R ne pe ut pas être 
considérée c omme la bon ne et  l a pro gression est  p oursuivie sans m odification de l a m éthode 
initiale. 
 
 Cas 3 : La réponse en R est inférieure à la réponse en N. Il est possible que la direction soit la 
bonne, mais que l’optimum ait été dépassé. Il y a alors deux possibilités : Soit la réponse en R est 
meilleure que la réponse en W et une contraction du côté de R  est alors effectuée, soit elle est 
pire, et la c ontraction est al ors réalisée du coté de W. Du point de vue mathématique, ceci est 
équivalent à prendre une valeur de 0,5 pour   dans le premier cas, et une valeur de -0,5 dans le 
deuxième cas. Si  les contractions n’apportent aucune amélioration, la direction WR ne peut pas 
être considérée bonne et la réfl exion du deuxième plus mauvais point est réalisée. Il peut aussi 
arriver q ue les contractions ap portent une a mélioration mais que les n ouveaux po ints restent 
malgré tout les plus mauvais dans le nouveau simplex. Dans ce cas,  soit le symétrique du point 
contracté est calculé (dans le cas où les réponses en W et R ne sont pas très différentes), soit une 
nouvelle con traction est réali sée (si le sim plex est suffisammen t g rand), so it le sy métrique du 
deuxième plus mauvais point est pris. 
 
Alors, dans cette méthode la  taille et l’allure du si mplex vont être m odifiées au  cours de la procédure.  
Pour cette raison, il n’est pas nécessaire d’initialiser la méthode avec un simplex régulier, et le chercheur 
a l’entière liberté de générer le simplex initial de la façon qu’il désire. 
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Figure 2: Expansion du simplex selon la méthode de Melder et Mead 
3. Application de la méthode simplex au problème considéré 
Le modèle qui décrit le procédé est complexe et le te mps de calcul pour chaque simulation, élevé, ce qui 
justifie l’application d’une méthode de type sim plex. E n fait, la  m éthode du sim plex tra ditionnel peut 
avoir un peu de difficulté pour trouver un optimum situé aux proximités des bornes, ce que nous allons 
montrer à l’aide de la figure 3. Sur cette figure 3, l’évolution d’un simplex aux proximités de deux bornes 
X1max et X2max peut être observée. Dans le simplex initial, A est le meilleur point, B le plus mauvais et 
C le deuxième meilleur point. 
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Figure 3: Problème de la méthode du simplex pour trouver un optimum proche des bornes 
 
D’après la méthode, le symétrique de B est calculé et le point D est obtenu. Ce point D se trouve hors de 
l’espace de  r echerche (X1>X1max) et  donc u ne valeur i nfiniment gra nde (dans l e cas d’une 
minimisation) doit être assignée à D. Ce point devient alors le plus mauvais point du nouveau simplex, et 
donc son symétrique doit être obtenu. Ce point symétrique est le point B. En accord avec la procédure, le 
symétrique du deuxième plus mauvais point (C) est calculé. 
Ce poi nt (E ) e st enco re l e plus m auvais p oint d u n ouveau si mplex. En core une f ois, nous prenons le 
deuxième plus mauvais point de ce simplex (B), et le point F est obtenu. Ce point dépasse la borne sur X2 
et alors une valeur infiniment grande doit être assignée à la fonction objectif. F est  alors le plus mauvais 
point du nouveau simplex. Son symétrique est B, un point qui a été déjà écarté. Alors, il faut pre ndre le 
deuxième plus mauvais point E et calculer son symétrique, G. G est aussi hors de l’espace de recherche et 
alors une valeur infiniment grande de l a fonction objectif lui est assignée. G ét ant le plus mauvais point 
du nouveau simplex, et E ét ant son symétrique, il faut prendre le deuxième plus mauvais point, F. Nous 
revenons al ors sur D, qui a vait déjà ét é évalué. Un cycle autour de A est réalisé et une deuxième 
 
évaluation de la fon ction objectif en A do it être faite. Fin alement, A est considéré comme l’optimum du 
problème, même s’il n’est pas le vrai optimum. 
4. Modification proposée à la méthode de Nelder et Mead 
Le poi nt de départ de l a modification est  l a méthode d e Nel der et  M ead ( 1965), en  l ui ajo utant une 
modification : quand une des bornes est dépassée, la méthode n’affecte pas une valeur infiniment grande à 
la fonct ion objectif, m ais cal cule l e poi nt d’i ntersection entre la borne et la di rection WGR. C ette 
modification est d ifférente de celle d e Bo x (196 5) qu i p réconise u ne réin itialisation d e la v ariable. 
L’avantage de notre méthode est d’évaluer le critère proche des bornes. 
Du point de vue prati que, ceci é quivaut à calculer la valeur de   maximale satisfaisant les bornes. Si 
cette valeur maximale est plus grande que la valeur correspondante à l a méthode de Nelder et  Mead (1 
pour la réflexion, 2  pour l’expansion du point réfléchi), celle-ci est prise comm e valeur pa r défaut. Par 
contre, dans le cas où cette valeur maximale est plus petite, elle est prise pour le calcul du point réfléchi R 
(ou du point étendu E). 
Pour une variable j donnée, nous comparons les coordonnées du centre de gravite G et  du plus mauvais 
point W. Si > , la borne maximale de la variable j risque d’être dépassée (figure 4). Le calcul de GjX WjX
max  satisfaisant les bornes est réalisé selon l’expression: 
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jM  étant la borne supérieure de la variable j . 
 
 
 
 
 
X2max
X2min
X2
X1min X1 X1max
Figure 4: Calcul de alpha quand Gj>Wj 
 
En revanche, si < , c’est la borne inférieure qui peut être dépassée (figure 5). Le calcul de GjX WjX max  
satisfaisant les bornes est réalisé selon l’expression: 
jj
j
GW
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
max  (3 ) 
jm  étant la borne inférieure de la variable j . 
Cette procédure est réalisée pour chaque variable j, et les valeurs obtenues de max  sont alors comparées. 
La valeur la plus petite de max  est retenue. Cette valeur est aussi comparée avec la valeur par défaut de 
 . Si cette valeur par défaut est plus petite que max , c’est la valeur par défaut qui est prise. 
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Figure 5: Calcul d’ quand Gj<Wj 
L’algorithme de la méthode est alors le suivant : 
 
1) Génération du si mplex in itial. Ce si mplex est généré à partir d ’un point fourni par l’u tilisateur. Le  
reste des points est ob tenu en ajoutant une certaine quantité (pas) alternativement à chaque variable. 
Par exemple, pour un simplex à 3 variables dont le pas était 1 et  le point de dé part était (0,0,0), les 
autres trois sommets seraient (1,0,0), (0,1,0) et (0,0,1). 
2) Evaluation de la fonction objectif pour chaque sommet. 
3) Obtention, par comparaison des différents sommets, du maximum et minimum du simplex. 
4) Calcul des coordonnées du centre de gravité G. Chaque composante est calculée comme la moyenne 
des composantes de chaque sommet, hors le plus mauvais point. 
5) Calcul de max  de la façon décrite ci-dessus. La valeur par défaut de   est prise égale à 1. 
6) Calcul de R et évaluation de la fonction objectif en  ce point. 
7) Si la réponse au point R est meilleure que la réponse du meilleur point B, nous pouvons envisager de 
réaliser une extension comme dans la méthode de Nelder et Mead. 
a) Si  <1, l ’extension n’est pas possible (l es bornes se raient dépassées). Le  poi nt R  est  r etenu 
pour le nouveau simplex. 
b) Si non, la valeur de max  calculée est com paré avec la valeur par dé faut pour l’expansion (2, 
comme dans la méthode de Nelder et Mead). Le point E est ainsi obtenu. Si la réponse de E est  
meilleure que la réponse de B, le point E est gardé pour le nouveau simplex. Sinon, c’est le point 
R qui est employé pour le simplex suivant. 
8) Si la réponse au point R est pire que la réponse du meilleur point B, une contraction semblable à celle 
de Nelder et Mead est réalisée. 
9) Une fois obtenu le no uveau simplex, les p as 3) à 8) sont répétés jusqu’à satisfaire le critère d ’arrêt. 
Ce critère d’arrêt est  la non vari ation de l a fonction objectif ( -4B 10Y  WY ). La m éthode peut 
être aussi arrêtée quand il n’y a pas de différences appréciables entre les valeurs des variables ; c’est-
à-dire, quand l’écart type des  valeurs de chaque composante pour une variable  donnée est plus petit 
que 0,25. 
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5. Application de la méthode modifiée 
Dans un premier t emps, l a méthode m odifiée a ét é val idée avec de s f onctions m athématiques do nt la 
solution était déjà connue. Ces fonctions ont été optimisées par la méthode de Nelder et Mead originale et 
par la méthode modifiée. Le nombre d’itérations nécessaires pour chaque méthode a été comparé. 
Pour d éterminer si la m éthode m odifiée est satisfaisan te, la d istance entre l’o ptimum trouvé et le vrai 
optimum a été calculée. 
 


k
i
iiXdistance
1
2        (5) 
La so lution trouvée par la méth ode a été co nsidérée bonne quand cette d istance était plus petite que la 
distance qu’il y aurait entre l’optimum trouvé et le vrai optimum s’il y avait une erreur du 2% sur chaque 
variable. Par exemple, pou r une f onction à 4 vari ables, l a sol ution t rouvée par notre méthode é tait 
considérée bonne quand cette distance était plus petite que 0,04. 
04,002,0402,002,002,002,0 22222     (6 ) 
La solution était considérée mauvaise quand cette distance était plus grande que la distance qu’il y aurait 
s’il y  avai t un e erre ur de 5% su r cha que variable. Pa r e xemple, po ur une fonction à  4 variables, c ette 
distance était 0,1. Pour des distances intermédiaires, la solution n’était considérée ni mauvaise ni bonne. 
La méthode es t t rès sat isfaisante p our des fonctions à deux va riables. Elle devi ent d e moins en m oins 
efficace quand le nombre de variables augmente (un nombre maximal de 5 variables a été testé). Dans ce 
cas, la solution était bonne dans 44,23% des cas, et  mauvaise, dans 51,92% des cas, tandis que pour une 
fonction à  de ux variables, l a sol ution ét ait b onne da ns e nviron 90% des cas et  m auvaise dans l es cas 
restants. 
Dans l es cas où l a m éthode marche bi en l e nom bre d’itérations diminue l e pl us so uvent. L ’intérêt à 
employer cette méthode modifiée est donc démontré. 
 
Tableau 1: Résultats obtenus pour les fonctions testées 
FONCTION INTERVALLE % BONS RESULTATS
% MAUVAIS 
RESULTATS
% CAS AVEC MOINS 
D’ITERATIONS 
1 [-20,0] 88,89 11,11 100
2 [0,1] 90,91 9,09 100
3 [-20,20] 66,35 28,85 95,65
4 [-20,20] 54,81 41,35 77,19
5 [-1,1] 37,50 51,67 88,89
6 [-1,1] 40,83 50 ,83 93,88 
7 [-20,20] 44,23 51,92 76,09
 
Tableau 2: Fonctions employées pour tester la méthode 
FONCTION  
1  22 y+x0,00025   
2     3 + yx6– 2xy– x4 22  y  
3      222 5,192019  zyx  
4        2222 75,195,192019  wzyx  
5 zw+ xw– xz+ 0,5w + 2,5z ++0,5y 1,5x+ 2z– y  +2x - 2222  
6 zw+  wz+ y+ x+ w– z + x 2222  
7          22222 25,1975,195,192019  uwzyx  
 
En revanche, la méthode ne présente pas un grand succès, spécialement quand le nombre de variables est 
élevé. D’où  l’in térêt d e travailler av ec u n n ombre de variab les réd uit (u n plan d’ex périences pour 
déterminer les variables qui ont un effet significatif devient alors indispensable) et  de bien maîtriser le 
point de départ et le pas choisis au moment d’initialiser le simplex. 
Pour ce faire, les tableaux 3 et 4 ont été édités, où le point de départ est indiqué horizontalement et le pas 
d’intégration verticalement. Dans  l e t ableau 3, l es ca ses remplies avec des diagonales sym bolisent l es 
conditions da ns lesquelles la  méthode m odifiée évol ue c orrectement et les cases noires, les conditions 
dans lesquelles elle écho ue; les cases en treillis so nt les cas où  la m éthode n’est ni bonne n i mauvaise 
dans le tableau 4.  Il peut être observé que pour avoir un  bon résultat il faut partir d’un point pas trop 
éloigné de l’optimum (tâche à laquelle un plan d’expériences peut être utile) avec un pas qui ne doit pas 
être trop faible. 
Tableau 3: Représentation des résultats pour la fonction 2 (cases noires = échec ; cases avec 
diagonales= succés) 
 
 0 0,25 0,5 0,75 1
-1       
-0,75        
-0,5         
-0,25          
-0,1          
-0,01          
-0,001          
0,001          
0,01          
0,1          
0,25          
0,5         
0,75        
1       
 
Tableau 4 : Représentation des résultats pour la fonction 7((cases noires = échec ; cases avec 
diagonales= succés ; cases en treillis= ni succés ni échec) 
-20 -15 -10 -5 0 5 10 15 20
-40       
-35        
-30        
-25        
-20        
-15        
-10         
-1         
-0.1         
-0.01         
0.01         
0.1         
1         
10        
15        
20        
25        
30        
35       
40       
 
  
6. Conclusions 
La méthode Nelder et Mead avec la modification que nous avons proposée est efficace: 
 si le nombre de variables n’est pas trop élevé 
 si le point de départ n’est pas trop éloigné de l’optimum 
 si le pas n’est pas trop grand. 
 
Un plan d’expériences p eut aid er à satisfaire les d eux p remières con ditions, puisqu’il p ermet d e 
déterminer l es vari ables qui ont  un e ffet significatif sur l a réponse du système et  de pl us i l donne une 
première estimation de la position de l’optimum. 
La modification apportée à la méthode de Nedler et Mead permet traiter le cas d ’un optimum proche des 
bornes, qui est  fréquemment rencontré dans les p roblèmes de génie des procédés. Par ailleurs de façon 
générale, l’évaluation de la fonction objectif nécessite des temps de calcul élevés par suite de l’utilisation 
de m odèles n umériques c omplexes, ren d dél icate l a m ise en œu vre de m éthodes cl assiques de 
programmation m athématique ( Gradient con jugué, Pr ogrammation Q uadratique S uccessive, Gradient 
réduit projeté, , …). 
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