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Cyber-physical systems: challenge
of the 21st century
L. Esterle, R. Grosu
Cyber-physical systems and the Internet of Things will be omnipresent in the near future. These systems will be tightly integrated in
and interacting with our environment to support us in our daily tasks and in achieving our personal goals. However, to achieve this
vision, we have to tackle various challenges.
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Cyber-physikalische Systeme: Herausforderung des 21. Jahrhunderts.
Cyber-physikalische Systeme und das Internet der Dinge werden schon bald allgegenwärtig sein. Durch die starke Integration und
Interaktion mit unserer Umwelt können diese Systeme uns bei unseren täglichen Aufgaben unterstützen und behilflich sein, unsere
Ziele zu erreichen. Um diese Vision zu verwirklichen, müssen jedoch noch einige Herausforderungen überwunden werden.
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1. Introduction
Cyber-physical Systems (CPS) have their original roots in the early
1980ies with the development of microcontroller and emergence of
embedded systems in the consumer area. Soon after, single embed-
ded systems have been connected in networked embedded systems
and with the vision of Weiser [1] pervasive computing, where indi-
vidual embedded systems communicate and cooperated, started its
triumph. However, these embedded systems rarely interacted with
the physical world per se. It was until the late 2000s when computa-
tional systems were defined to interact with and control the physical
environment [2–4].
We can consider the development from embedded systems to-
wards CPS like the developments in transportation. The embedded
system triggers the single component of the car such as the airbag.
The networked embedded system represents the entire car where
single components interact with each other to keep the car safely on
the road in case of turbulences. In this comparison, the CPS would
not be a single car, indeed it would be the entirety of all cars inter-
acting with each other in the real world.
CPS are spatially-distributed, time-sensitive, and multi-scale, net-
worked embedded systems, connecting the physical world to the
cyber world through sensors and actuators. Nevertheless, computa-
tional systems interacting with the physical world are not new and
have long been designed to interact with the real world in order
to support humans to achieve their goals. However, only in recent
years the physical world has been explicitly considered during the
development process of such systems. This new paradigm sparked
novel systems and entire research areas such as autonomous driv-
ing, industry 4.0, smart cities, or the Internet of Things. The Internet
of Things (IoT) can be considered as the backbone of CPS. It con-
nects the swarm of Sensors and Actuators to the nearby Gateways
through various protocols, and the Gateways to the Fog and the
Cloud.
The goal of these researches in CPS are manifold such as increas-
ing reliability and safety, reducing resource consumption, or improv-
ing the overall performance of a given process. Autonomously driv-
ing vehicles ranging from cars and trains to planes yield in zero traffic
fatalities. Smart cities increase public safety in general but also in-
troduce smart transportation to reduce congestions. Resource con-
servation is achieved through energy aware buildings reducing the
waste of power, water, and heat. On-the-fly production allows to
adjust to the requirements of the individual consumer and make
large storage space obsolete. And in agriculture a maximum output
is achieved through constant monitoring of the environment and its
impact on the crop.
With a forecast of 50-bn devices connected by 2020 and $15-tn
business in next 20 years, all big industrial players are dedicating
vast resources to IoT. In the US alone, Amazon, Siemens, Apple,
Cisco, Bosch General Electric, Google, IBM, Intel, Kuka, Microsoft
and many others compete for a piece of the IoT.
Four pillars drive industrial forecasts: Connectivity, Monitoring,
Prediction, and Optimization. The first two are already in progress,
enabled by recent technological advances. Last two pillars are ex-
pected to radically change our society. The huge number of sen-
sors to be deployed in manufacturing, transportation, energy and
utilities, buildings and urban planning, health care, environment, or
jointly in smart cities, will allow the collection of terabytes of infor-
mation (Big-Data), which can be processed for predictive purposes.
Moreover, the huge number of actuators will enable the optimal
control of these areas and drive market advantages. For example,
the predictive maintenance of assets is expected to save up to 12 %
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in scheduled repairs, reducing maintenance costs up to 30 %, and
eliminating breakdowns up to 70 % [5].
According to the report by General Electric [5], 73 % of compa-
nies are already investing more than 25 % of their technology bud-
get in big-data analytics. Moreover, 3/4 of executives expect that
level to increase just in the next year. Across the industries surveyed,
80 % to 90 % of companies indicated that big-data analytics is ei-
ther the top priority (61 % in aviation industry) or in the top three
(28 % for power distribution, 31 % for power generation, 31 % for
oil and gas, 24 % for mining). In 53 % of companies the board
of directors is the primary influencer of their IoT adoption strat-
egy. Strong board-level support can also be seen in manufacturing
(67 %), rail (60 %) and wind (45 %). A staggering 89 % say that
companies not adopting IoT and big-data analytics in the next year
risk losing market share and momentum.
This large number of devices, to be operational in the near future,
gives rise to various technical challenges regarding different aspects
of CPS such as the required architecture, handling uncertainty, or
how to introduce smartness to these systems. In the remainder of
this article, we will discuss these technical challenges in more detail.
We conclude this article with an outlook on what the future might
hold for us and cyber-physical systems.
2. Technical challenges
In cyber-physical systems, an enormous amount of sensors and ac-
tuators come together to interact with each other as well as with
the environment. This huge complexity gives rise to various techni-
cal and scientific challenges that need to be addressed in order to
achieve the vision of pervasive and ubiquitous cyber-physical system.
2.1 Mathematics
When computer systems interact with the real world, we have to
deal with the continuously changing environment within the dis-
crete processes of a computer. This requires us to harmonize models
reflecting the continuous environment, possibly having an infinite
amount of states, with models for the discrete computing system
with a finite amount of states. This requires novel mathematical
approaches handling the discrete-continuous duality of such a sit-
uation. Such a situation already occurred in the physics, with the
particle-wave (that is, discrete-continuous) duality. This showed that
light and elementary components of atoms are neither particles, nor
waves, but both. In this case, the harmonization happened within
quantum mechanics by using a probabilistic approach, where dis-
crete probability distributions model the discrete aspects, and the
continuous probability distributions model the continuous aspects.
An intriguing aspect of this theory is the use of complex numbers in
order to model the wave-function of the elementary components,
and the question is, when such numbers are going to enter the
arena of computer science, too.
2.2 Architecture
Due to the enormous amounts of devices expected to interact with
each other in the near future, currently used approaches for archi-
tectures will not be sufficient to deal with the arising complexity
[6, 7]. Additionally, the functionality of the individual devices is in-
creasing at the same time. Therefore, we will have to work towards
new ways of building applications with an incomprehensive num-
ber of devices with currently unknown capabilities. Furthermore, we
require special operating systems for cyber-physical systems. A so
called cyber-physical system has to deal with various problems which
need to be tackled by the CPS-OS such as:
• Openness: Allow interaction with possibly new devices entering
the system to achieve common goals. If the current device has
spare resources, it may accept tasks from other devices in the net-
work.
• Isolation: Allow a device to isolate itself in order to achieve its
own goals within the given time. This is important to ensure a
device cannot be hijacked by other devices and their offloaded
tasks.
• Safety: CPS/IoT will be pervasive, and our lives are going to de-
pend on it. As a consequence, we have to make sure that it
will behave as intended. This is especially important when we
think of safety-critical applications and its implications such as
autonomous driving.
• Security: The CPS-OS is required to safeguard the data that is be-
ing transferred to other devices. This is especially important when
offloading tasks to other devices with sensible data. Alternatively,
the CPS-OS has to ensure that sensible data does not leave the
device unauthorized.
• Privacy: There should be no way to identity the owner of a
device without proper authorization. This includes information
that might be used to reveal the identity of the owner of the
device.
• Extensibility and Discovery: Allow new devices to join network in
order to achieve common goals faster. New devices need to be
discovered autonomously by the already joined devices in the net-
work. In addition, the network has to be able to learn about the
capabilities of these newly joined devices in order to utilize it as
a new resource. At the same time, the new device has to be able
to gain knowledge about the capabilities already available in the
network.
• Robustness: Removing devices from the application, may not af-
fect the performance of the system. If applications or processes
rely on specific devices, the network has to be able to deal
with failing or removing of such devices using respective mech-
anisms.
• Self-protecting: Detect and fend off attacks from the outside as
well as malicious or contra-productive devices trying to join the
network. This is obviously problematic as it is contradicting the
openness aspect of the CPS-OS. Hence the network requires clear
protocols, reasons, and taxonomies to lock out specific devices.
These taxonomies and reasons might be defined and negotiated
by the devices of the network at runtime.
• Self-maintenance: Ensure functionality in standard as well as
in uncertain situation. This includes handling resources such as
memory or battery levels but also that performed actions achieve
the expected outcome. If this outcome is not achieved, the pro-
cess might be adapted accordingly. This may happen through
autonomous adaptation but also through coordinated software
updates.
• Self-awareness: The individual devices have to be aware of their
own capabilities and the corresponding impact of own action on
the environment and other devices. Additionally, they need to be
able to handle actions performed by other devices in the network,
whether these actions are beneficial or disadvantageous for their
own goals.
• Connectivity: The devices in the networks are not operating in iso-
lation but should also have the capability to connect to the web
and cloud services.
• Location: The individual devices might need to be able to localize
other devices. This can be done only relative to their own location
or in absolute space. Furthermore, this can only be a semantic
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proximity. In any case, this proximity can further be exploited for
improving collaboration between the individual nodes.
• Data Storage: Data needs to be stored in a distributed fashion
among the devices. At the same time, neither the user or the ap-
plications need to be concerned about the actual location of the
data.
• Communication: The devices have to be able to communicate
with each other. How this is implemented may not affect the per-
formance of the application running on the devices or the user
using them.
• Time: Timing might be crucial for certain applications. This is with
respect to communication as well as with sensing. In sensing, im-
portant events may not be missed. In communication, it might
require the devices to synchronize and operate with time con-
straints.
2.3 Space-time
One of the biggest challenges of CPS is not space-time in general,
representing events at certain times in space, but rather how they
are conceived by the number of varying systems. In a CPS with
heterogeneous systems, there can be three different problems: syn-
chronicity, frequency, and granularity. Synchronicity can be a prob-
lem if we consider a sine wave where two sensors measure the sys-
tem with a frequency of but are off by a certain time. This would
result in completely contrary measurements. In a similar fashion,
frequencies are problematic when results should be compared or
combined and hence need to be considered explicitly. Granularity
refers to how well the environment can be sensed. If fine granular
sensors are combined with coarse granular sensors, a mechanism
has to be devised in order to achieve meaningful results. While this
can be solved manually for two arbitrary sensors, however, given
the large number of sensors in a CPS, this needs to be automated.
Hence, each device has to be aware of its own sensors capabili-
ties.
2.4 Uncertainty
In CPS, multiple systems are combined to form a larger system, oper-
ating in the real environment. This requires the CPS to deal with the
inherent uncertainty of this environment coming about two main
reasons. First, the CPS only has partial knowledge of its environment.
This can happen either due to insufficient distribution of sensors, the
frequency of the sensing units not being high enough, or the granu-
larity not being sufficient in order to sense an event. Second, the CPS
only has limited resources to observe the environment. This means,
events might have been disregarded as to conserve resources. This
ranges from conceptual models on how to deal with uncertainty [8]
to approaches on how to use the available information to overcome
the obstacles of uncertainty [9, 10].
2.5 Safety
While the safety of a CPS might be achieved through the sheer num-
ber of sub-systems involved, developers have to consider techniques
to ensure safety of the system in case important sub-systems fail
during runtime [11]. This can be achieved through self-healing pro-
cesses and autonomous integration of new systems in the CPS. This
capability will inevitably lead towards emergent behavior—behavior
the designer of the system has not originally intended but is a result
of its capabilities and interactions. On how to detect and control
such a behavior, especially when it is not beneficial for the user, is a
very hard challenge that needs to be solved. However, the interplay
between guaranteeing safety and ensuring security of the system is
an important aspect to be considered CPS [12].
2.6 Security
In large-scale cyber-physical systems, the gathered information
needs to be secured on all levels. Weather it is on the sensor level
monitoring the general environment or personalized sensors (e.g.
heart rate) but also on the network level, where data is exchanged
among sensors and aggregation nodes up to the cloud storage.
The system has to guarantee that no unauthorized person is able
to access the devices or the generated data. This is of particular
importance when devices or machines in direct interaction with hu-
mans. Having insufficient security may give access to unauthorized
persons which may cause not only financial but also human damage
[13, 14].
2.7 Privacy
Similar to security, privacy is a big issue in upcoming cyber-physical
systems. If personalized data is exchanged among multiple sensor
nodes or aggregated for further analysis, it has to be impossible
to map the gathered data to a specific person. While in many sit-
uations, it is important to be able to map information to a spe-
cific person, in a cyber-physical system this may only happen in an
anonymized fashion. There is a lot of ongoing research tackling the
different problems and issues arising with shared information and
privacy in IoT and CPS [15–17].
2.8 Smartness
Having large number of sensors and actuators in single cyber-
physical system, inevitably requires the individual devices to feature
some kind of smartness. Having such large number of devices in the
near future requires us to develop approaches which allow the in-
dividual devices operate autonomously without the interaction of
an operator. This includes self-localization, self-organization, self-
identification, self-configuration, self-healing, self-optimization, and
self-aware capabilities [18–21]. While the individual device may only
have very limited capabilities, in combination with other devices the
system is expected to exhibit a more rational behavior. These capa-
bilities may reach from simple discovery and self-localization mecha-
nisms to more complex such as learning, information exchange and
integration/aggregation, and self-adaptation mechanisms to deal
with changing environments.
Additionally, we consider the large number of devices introducing
different levels of smartness as a benefit as different situation might
require different capabilities. The heterogeneous mix of abilities al-
lows to cope with different problems and select the most appropri-
ate ones for the given situation without wasting resources by too
powerful approaches [22]. In this respect, there is a lot to learn from
biology, and we have made huge strides in this direction.
3. Discussion
Cyber-physical systems will be ever-present in our environment in
the near future. While the initial systems are already deployed, we
still have quite a long way to go until we can unleash its full poten-
tial.
The Cyber-Physical Systems group at the Vienna University of
Technology is laying out the foundation for cyber-physical systems.
The main focus of the group is on the specification, design, anal-
ysis, and monitoring and control of the behaviors of such systems.
To specify emergent behavior combinations of ideas from spatial-
temporal logics and signal processing are used [23, 24]. The de-
sign of generic architectural frameworks is based on probabilistic
hybrid systems. The development of novel hardware/software sys-
tem design processes are supported by automatic formal methods
on model checking and recent advances on machine learning tech-
niques [25, 26]. When analyzing a system’s behavior symbolic as
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well as stochastic model checking approaches and techniques for
adaptive verification at runtime are employed [23, 27, 28]. Using
information from the analysis process, different control strategies,
such as simple PID, biological-inspired, supervisory or optimal con-
trol, are applied to guide the systems behavior efficiently towards
its goals [29]. The international impact of the Cyber-Physical Sys-
tems group on science and technology is documented by a large
number of national and international projects such as Cyber Heart
(USA-NSF) [24], ARRiVE (USA-AFOSR) [27], EMC2 (EU Artemis-JU,
AT-FFG) [30], AMADEOS (EU-FP7) [29], Harmonia (AT-FFG) [28], or
RiSE (AT-FWF) [25], among others [31].
The CPS/IoT paradigm will without any doubt lead to a much
higher productivity, will lead for all of us to a better health, and
to a cleaner environment, through its continuous monitoring and
advanced techniques to disposed residues. Moreover, many of our
routine tasks are going to be automated, which will give us more
time for our family, more time for ourselves, more time for our el-
derly, more time for vacation, and more flexibility in conceiving our
own work. However, this will be only possible, if our knowledge
and capabilities will be continuously enhanced (note that we are
infinitely more intelligent and adaptive than our most advanced in-
telligent agents), and this will require more learning. In fact, we will
be required to learn all our life.
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