The binding within the ethene-argon and formaldehyde-methane complexes in the ground and electronically excited states is studied with equation of motion coupled cluster theory (EOM-CCSD), second-order Møller-Plesset perturbation theory ( 
Introduction

Kohn-Sham density functional theory (DFT)
1 has emerged as the most widely used quantum chemical method, and is used routinely to study of a diverse range of problems, encompassing materials science and biological systems. A serious deficiency of DFT using common exchange-correlation functionals is its failure to describe long range van der Waals (dispersion) interactions accurately. [2] [3] [4] For many problems in areas such as supramolecular chemistry and protein structure, these interactions can play a critically important role and should not be neglected. In the case of electronically excited states, such interactions would also be important in the description of the structure of an excited chromophore within a biological system.
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The poor description of dispersion interactions within DFT can be attributed to the assumption that the exchange-correlation functional is a functional of the local electron density or the gradient of the local electron density. Wave function based methods, such as second-order Møller-Plesset perturbation theory (MP2) and coupled cluster theory (CCSD(T)), can provide an accurate treatment of dispersion. [6] [7] [8] However, there remains a clear need for an accurate treatment of van der Waals interactions in computationally less demanding methods that can be applied to study large systems. Consequently, incorporating dispersion within DFT is a very active area of research, and many different approaches have been developed.
One approach to incorporating dispersion within DFT is to parameterise functionals that do not contain an explicit dispersion term using systems where dispersion interactions are prominent. Examples of this approach are the M05 9 and M06 10 functionals, which have proven successful for modelling some dispersion bound complexes. Other approaches have included the development of effective core potentials to incorporate the effects of dispersion. 11 Alternatively, it is possible to treat dispersion explicitly as part of the exchange-correlation functional, and for a more thorough overview the reader is referred to some recent reviews. [12] [13] [14] An emerging class of methods are those that attempt to treat dispersion rigorously via non-local functionals. [15] [16] [17] [18] [19] While these methods increase the computational cost, they do hold promise of an accurate treatment of dispersion that is less empirical in nature. The most common approach for incorporating dispersion forces within DFT calculations, ! 4! and the one that is focused on here, is based upon the addition of an empirically based damped -C 6 R -6 term in so-called DFT-D methods. [20] [21] [22] [23] [24] The total energy is expressed as
where E KS-DFT is the usual DFT energy according to the chosen functional, and E disp is the dispersion energy that is typically given by
N is the number of atoms in the system, C 6 AB is the dispersion coefficient for atom pair AB, s 6 is a scaling factor and R AB is the distance between atoms A and B. A damping function f dmp (R AB ) is also included to avoid double counting of electron correlation effects and the near-singularites as R AB →0. Within this framework there is considerable scope to vary how the various parameters are optimised, in addition to defining the precise nature of the damping function and how the pairwise dispersion coefficients are determined from the respective atomic values. 13 These different approaches are typically assessed by comparison with data from accurate wave function based calculations on model systems, and benchmark data sets have been established. 7 Grimme proposed the following expressions
where d is a global scaling parameter for the damping function, and R 0 AB is the sum of the van der Waals radii of atoms A and B. Although alternative expressions for determining these parameters have been proposed. 25 This formalism has been developed further in the DFT-D3 method where the dispersion energy is given by
! 5! and accounts for higher order dispersion coefficients. An alternative damping function is used and the method can also incorporate a three body energy. 26 Becke and Johnson have proposed a model in which the dispersion interaction is evaluated by considering the interaction between the instantaneous dipole moment of the exchange hole in one molecule and the induced dipole moment in another. [27] [28] [29] [30] This provides a mechanism to determine the dispersion coefficients from the electron density.
These methods have proven to be an important addition to DFT and are now used extensively. However, the application of these methods has nearly exclusively considered the interaction between molecules in the electronic ground state. 
Computational Details
The molecular complexes and different excited states considered are illustrated in Potential energy curves have been computed for the ground and excited states using EOM-CCSD, MP2, DFT and DFT-D methods. All MP2 and DFT calculations were corrected for basis set superposition error using the counterpoise correction. 33 EOM-CCSD calculations were performed in conjunction with the aug-cc-pVDZ basis set.
Additional CCSD and EOM-CCSD calculations to determine the binding energy with the larger aug-cc-pVTZ basis set were performed to assess the convergence of the calculated interaction energies with respect to the size of the basis set. These calculations were performed at the minimum separation according to the aug-ccpVDZ basis set, and full potential energy curves were not computed. For the MP2 and DFT calculations, excited states were determined by exploiting a scheme called the maximum overlap method (MOM) that allows the self-consistent-field procedure within an unrestricted Hartree-Fock (HF) or Kohn-Sham-DFT calculation to converge to give higher energy (excited state) solutions. 34 This procedure has been applied to study the excited states in a variety of systems. [35] [36] [37] Recently, it was shown that rovibrational spectrum for the C ← X transition in the NO-Ar complex simulated using MP2 potential energy surfaces computed using this method were in excellent agreement with experiment, demonstrating the accuracy of the approach for systems
of a similar nature when used in conjunction with MP2. 38 For the excited state calculations presented here, the complex is initially considered at a large separation with the molecular geometries optimised at the MP2/cc-pVTZ level. The ground state orbitals with the occupancies altered to reflect the relevant excited state were used as the initial guess for the MOM calculation. Subsequently, the intermolecular separation was reduced in a stepwise manner, and for each calculation the converged orbitals from the previous step were used as the initial guess. By following this procedure, the MOM approach was able to prevent any variational collapse to the ground state. For the MP2 calculations, the correlation energy was extrapolated to the complete basis set (CBS) limit using a two-point extrapolation relationship 39 
Results and Discussion
EOM-CCSD and MP2
Figures 2 and 3 show the computed EOM-CCSD, MP2/CBS, B3LYP and B3LYP-D3 potential energy curves for the ethene-argon and formaldehyde-methane complexes, with the binding energies and geometries of the minima given in 
Variation of the Dispersion Correction
The discrepancy for the π3s state of ethene-argon is illustrated clearly in Figure 5 which shows the difference between the EOM-CCSD curve and the B3LYP curve without the addition of dispersion. This indicates how a dispersion correction for this state would appear in order to bring the B3LYP curve into agreement with EOM-CCSD. This 'correct' dispersion contribution has a minimum of approximately -525 µE h at 3.2 Å. Also plotted is the actual dispersion contribution as given by the D2 dispersion correction with default parameters. At long range the D2 dispersion correction is too small, but more significantly the minimum at 3.2 Å is much too deep.
This indicates that the parameterisation of the dispersion correction for the ground state is not appropriate for the excited Rydberg state.
In order to explore how the dispersion contribution varies as the key parameters in the D2 correction are changed, the dispersion contributions arising from reducing and increasing the C 6 coefficients and Van der Waals radii are shown. Reducing the C 6 coefficients for carbon and hydrogen reduces the depth of the minimum, but a significant deviation from the correct dispersion curve remains. Increasing the van der Waals radii of carbon and hydrogen has a greater effect and the resulting dispersion contribution is considerably closer to the correct one. This has some physical basis since Rydberg states are known to have a greater spatial extent than valence states, however, such a large increase of a factor of two is hard to justify based upon analysis of the electron densities. 45 -47 This is illustrated in Figure 7 that shows the interaction potential at the B3LYP-D2 level, which closely resembles the B3LYP-D3 one. Also shown is an analogous potential energy surface computed with B3LYP-D2 with modified (increased by a factor of 2 for nitrogen and oxygen) van der Waals radii. This potential does correctly describe the minimum energy structure to be linear with θ=0 o , while there is very little variation in the position and depth of the minimum for Ar on the oxygen side of NO.
However, the depth of the minimum is underestimated with a calculated value of -23.2cm -1 compared to the experimental values of -105 to -120 cm -1 .
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Conclusions
The description of the ground and excited states of the two weakly bound complexes, ethene-argon and formaldehyde-methane, with DFT-D based methods has been assessed relative to EOM-CCSD and MP2 calculations. In the ethene-argon complex, excitation of ethene to give the ππ* state leads to an increase in the strength of binding, while the complex is more weakly bound on excitation to the π3s state. For R is the distance between the NO centre of mass and argon, and θ is the angle between the NO molecular axis and the line connecting argon and the NO centre of mass. The nitrogen atom is in blue, oxygen in red and argon in green. 
