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Abstract
Modeling reactivity in chemical systems has evolved dramatically in line with the
capabilities of modern computing. Despite the advances in computational ability, the level in
which one can model a system depends on a number of factors including the region of reactivity,
size of the system, level of sophistication required in the molecular description, and so on.
Electronic structure methods allow for a detailed description of the potential energy surface and
inherently include all essential physics required for reactivity to occur, however these methods are
limited by their computational expense. On the other hand, force fields allow for an atomistic
description of the interactions and drastically reduce the simulation time, yet typical force fields
are dependent on a fixed bond topology, and as such, cannot model bond cleavage and formation.
This dissertation addresses modeling reactivity from electronic structure methods to force
field development for reactive systems. The first section of the dissertation will focus on the
hydrated HCl system. Accurately modeling covalent HCl, as well as ionization and subsequent
proton shuttling, is essential in systems such as gas-liquid nucleation in the atmosphere,
concentrated acid solutions, and HCl at the air-water interface. The amount of sampling required
for gas-liquid nucleation pathways, or simulation time for large system sizes in the case of
concentrated acid simulations necessitates an expedient description of the potential energy surface.
To this end, a reactive force field has been developed. In order to determine the solvent
environment factors required for an accurate force field description, ab initio molecular dynamics
and metadynamics have been performed on HCl(H2O)n(n=1-22). These simulations will be discussed
in chapter two, while the development and performance of a reactive force field based on the multistate empirical bond formalism will be described in chapter three. The second section of the
dissertation will focus on modeling reactivity with electronic structure methods for two organic

vi

systems. The systems range from determining the factors guiding the regioselectivity of
silyloxyallyl cations by analyzing reaction profiles, SAPT energy decomposition, and molecular
orbital analysis (chapter four), to the formation of an EDA complex and the corresponding charge
transfer (chapter five).

vii

Chapter 1. Introduction
1.1. Overview of Computational Simulation Methods
From electronic structure methods to force fields, a significant effort in computational
chemistry has focused on how to efficiently model chemical systems at progressively longer length
and time scales. Computational chemistry allows for exquisite insight into the atomistic or
molecular description of chemical processes and can be a useful tool in solving chemical problems.
Different techniques can be employed in the simulation of important processes in order to
determine chemical and physical properties that are difficult to observe at the molecular level
experimentally. For instance, spectroscopy still has difficulty probing transient states with short
lifetimes although these spectroscopic techniques are quickly evolving.1,
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In particular,

experiments and computations work in tandem to explain the atomistic insight into macroscopic
properties. Computations can determine full reaction pathways,3 transition states,4 excited states,
charge delocalization,5 transport properties6 and a multitude of other fundamental and physical
properties.7-9 Additionally, comparison between the atomistic level computations and experiments
can take place by relating calculated spectra from simulations with experimental spectra from
Raman,10-12 IR,12-14 and NMR15,
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spectroscopy, as well as other properties such as surface

tension,17, 18 conductivity,19 etc.20 Drug design often uses computational packages focused on
docking to screen potential binding molecules.21-23 Large proteins can be analyzed to determine
large motions or broken down into reactive calculations of differing binding sites.24-26
Computations can even be useful in helping direct the synthetic process. These are just a few
examples of the power of computations, particularly in tandem with experiments. All in all, the
field of computational chemistry has been growing and strong collaborations with experimentalists
have allowed for the molecular level picture to be analyzed in greater detail.

1

Molecular systems can be simulated using two different methods. The first, molecular
dynamics (MD) simulations, are essentially virtual experiments where the simulation imitates real
systems providing the underlying intermolecular interactions are accurately modeled.27-32 MD
simulations provide the temporal evolution of the system at the atomistic level by integrating
Newtonian's second law of motion, namely, 𝑭𝑖 = 𝑚𝑖 𝒓̈ . Here 𝑭𝑖 is the force on particle i which is
given by the negative gradient of the potential of interaction, −∇𝑖 𝑈, while mi and 𝒓̈ are the mass
and acceleration of particle i. Monte Carlo (MC) based molecular simulations are a stochastic
method based on equilibrium statistical mechanics.33-37 Briefly, in canonical MC simulations, a
new state of the system is generated by random displacements at each step and this new state is
accepted or rejected based on a Boltzmann probability that includes the energy difference between
the old and new states. The above canonical MC simulations can be extended to include
non-Boltzmann transition probabilities giving rise to enhanced sampling.38-41 While molecular
dynamics can give both static and dynamical insight, MC based methods are restricted to static
data. However, the new states generated during MC moves are not restricted the way they are in
molecular dynamics simulations.
The accuracy of both MC and MD simulations strongly depends on the potential of
interaction. In principle one should use the purely quantum mechanical energy (or the energy from
electronic structure calculations), to describe the potential energy surface (PES) but given the
expense, a cheaper alternative is to use force fields that are essentially a reduced representation of
the key intermolecular interactions. The main focus of this work is to develop force fields from
high level electronic structure calculations.
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1.2. Ab Initio Description of the PES
In a truly quantum mechanical treatment, one would solve the time-dependent Schrödinger
equation, given in equation 1.1. The Hamiltonian operator, Ĥ, is given in equation 1.2.
𝑖ћ

𝜕𝛹
= Ĥ𝛹
𝜕𝑡

ћ2 𝜕 2
𝜕2
𝜕2
Ĥ=
(
+
+
) + 𝑉(𝑥, 𝑦, 𝑧)
2𝑚 𝜕𝑥 2 𝜕𝑦 2 𝜕𝑧 2

(1.1)

(1.2)

However, this is computationally intractable for most chemical systems of interest. Instead, one
can carry out Born-Oppenheimer Molecular Dynamics (BOMD), also often referred to as ab initio
molecular dynamics (AIMD). The Born-Oppenheimer approximation maintains the underlying
assumption that the motion of the nuclei is decoupled from that of electrons since the latter are so
much lighter and have much more rapid motion than nuclear motion. Hence, in BOMD, the nuclei
are propagated classically based on atomic forces determined by solving the electronic timeindependent Schrodinger equation, equation 1.3, at each step. There are two main motifs of
electronic structure methods: non-empirical and semi-empirical.
Ĥ𝜓 = 𝐸𝜓

(1.3)

Semi-empirical methodologies, while expedient, rely on a number of parameters which are
obtained from experiment.42-44 Semi-empirical methods work well on the systems they are
parameterized for, resulting in good qualitative agreement; however, these methods struggle to
accurately model other systems. For this reason, most of the electronic structure methods used in
this work will rely on ab initio methods. Ab initio methods, resulting from first principle, do not
rely on parameterization and contain all essential physics of the system, including nuclear quantum
effects. These ab initio methods can be wave function based such as Hartree-Fock45, Moller-Plesset
Perturbation Theory,46 etc., or electron density based such as Density Functional Theory
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(DFT).47-50 In this work, both wave function and density based methods for single point energies
and optimizations from water clusters containing acid defects to organic reaction pathways, were
utilized; however, for the AIMD simulations conducted, only DFT based methods are feasible.
DFT includes electron-electron correlation and allows for relatively quick calculations of
molecular properties. DFT methods are ideal for modeling reactive pathways in organic synthesis
and have been shown repeatedly to perform well in these scenarios. While this methodology is
ideal for modeling reactivity, it suffers from the drawback of computational expense when
compared to force fields. Currently, ab initio molecular dynamics (AIMD) is limited to roughly a
few hundred atoms with a sampling of approximately 100-200 ps.51, 52
Given the cost of ab initio methods, one often must decide at what level one can treat
solvent effects. An explicit or implicit description of the solvent is readily available. In situations
where the solvent plays a large role in the reactivity or movement of the system under study, an
explicit solvent is required. These cases model the solvent in the same fashion as the other species
in the system. However, as the number of electrons increases, so does the number of calculations;
leading to longer simulation times. In cases where thousands of solvent molecules are required,
the computational cost is once again intractable. Implicit solvation, or continuum solvents, have a
uniform medium where the solvation is modeled as a polarizable dielectric continuum implicit
solvent.53-55 While this is sufficient in some cases, it is not in others, such as cavity systems where
the solvent plays a large role in transport properties.
1.3. Classical Force Field Description of the PES
A more computationally efficient model is the use of force fields based on classical physics.
In classical all atom force fields the electronic degrees of freedom are removed and the potential
is based strictly on atom-atom interactions. Due to the removal of explicit electron treatment,
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classical force fields are much more expedient in calculations, therefore allowing significantly
longer simulation times and larger sampling of phase space. A plethora of classical force fields has
been developed for different systems.56 The most widely used force fields include the Assisted
Model Building and Energy Refinement (AMBER)57, 58 which was parameterized for studies of
proteins and DNA, Chemistry at HARvard Molecular Mechanics (CHARMM)59-61 built for small
molecules and widely used on small and macromolecules, the GROningen Molecular Simulation
(GROMOS)62-64 parameterized for biomolecular systems, and the Optimized Potential for Liquid
Simulations (OPLS),65-67 which includes an all atom and united atom version, parameterized for
ionic liquids. This list is by no means exhaustive, but gives an indication of the number of force
fields present in the literature as well as the systems they have been parameterized for. Force fields
determine the potential energy surface (PES) given a functional form dependent on the summation
over bonded and nonbonded interactions, given in equation 1.4.
𝑉𝑡𝑜𝑡𝑎𝑙 = ∑ 𝑉𝑏𝑜𝑛𝑑𝑒𝑑 + ∑ 𝑉𝑛𝑜𝑛𝑏𝑜𝑛𝑑𝑒𝑑

(1.4)

Classical non-polarizable force fields have similar potential energy functions with slightly
different functional forms. As an example, the CHARMM functional form for the PES can be seen
in equation 1.5.59
𝑘𝑗
𝑘𝑖
2
𝑉(𝑥) = ∑
(𝑟𝑖 − 𝑟𝑖0 )2 + ∑
(𝛳𝑗 − 𝛳𝑗0 ) +
2
2
𝑏𝑜𝑛𝑑𝑠

𝑎𝑛𝑔𝑙𝑒𝑠

𝑚𝑚𝑎𝑥

∑

∑ 𝑘𝑘𝑚 𝑐𝑜𝑠(𝑚𝜑𝑘 − 𝛾𝑘 )

𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠 𝑚=1
12

+

∑
𝑖𝑚𝑝𝑟𝑜𝑝𝑒𝑟𝑠

𝑞𝑖 𝑞𝑗
𝜎𝑖𝑗
𝑘𝑙
(𝜙 − 𝜙𝑙0 )2 + ∑
+ 4𝜀𝑖𝑗 [( )
2
4𝜋𝜀0 𝑟𝑖𝑗
𝑟𝑖𝑗
𝑖<𝑗
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𝜎𝑖𝑗
−( ) ]
𝑟𝑖𝑗

(1.5)

Despite the increase of computational speed and ease of implementing an explicit solvent, force
fields have a number of limitations. As the number of parameters used is quite extensive, accuracy
is dependent on what systems the force field is parameterized to. Force fields can be fit to an ab
5

initio PES, or the function can be fit to reproduce experimental parameters such as rotational and
vibrational spectra.68 The parameters are only as accurate as the methods used to calculate the ab
initio PES or the resolution of the experimental spectra. Additionally, many force fields, while
covering a broad range of chemical structures, are not easily transferable to any type of system.
There is currently no universal force field that would provide an accurate potential energy
description over various drastically different chemical environments. Furthermore, most
conventional classical force fields are hindered by a fixed bond topology; the bonds are not allowed
to break or form throughout the simulation: a necessary component of chemical reactions.
1.4. Incorporating Reactivity in a Computationally Efficient Manner
One way to bypass the problem of modeling reactivity in MD is through the use of
combined quantum mechanics molecular mechanics (QM/MM) simulations.69-72 With a QM/MM
description one can treat solvent effects explicitly, as well as large molecules like proteins, or
really any non-reactive part of a system under study, with a molecular mechanics description,
while using a quantum description for the reactive site. These methods have enhanced speed when
compared to full ab initio simulations and still allow for the reactive center to be treated by first
principles. However, QM/MM has a number of difficulties to manage as well.52, 70-72 In order to
effectively use QM/MM, previous knowledge of the location of the reactive sites is important. In
addition, when looking at effects like proton shuttling, one would have to include a large number
of solvation molecules within the QM sphere as proton diffusion rates are large. The larger number
of atoms within the QM region, the slower the simulation occurs because QM/MM simulations
are limited by the time taken to calculate the QM section as the MM section cannot evolve on
differing time scales. Another issue arises when determining how to describe the boundary
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between the QM and MM regions.51, 71-73 Many studies have found that the manner in which the
boundary region is treated can drastically change the energetics and dynamics of the simulation.
Due to the need for expedient reactive models, as well as models that do not necessarily
restrict reactivity to one site of the system, reactive force fields have been developed. There are a
number of reactive force fields that differ in model approach, computational expense, and
performance. In general, there are two very distinct approaches to treat reactivity in a force field:
1) use of bond orders to allow for reactivity74-79 2) coupling of empirical potentials to achieve
reactivity.5, 14, 80-105
One of the early bond order reactive force fields is the so-called Bond Energy Bond Order
(BEBO) potential.74 BEBO suffers from the lack of ability to describe the equilibrium bonds in
more complex systems. This model is also limited by the assumption that the bond order is the
same in both the reactant and product. The Reactive Bond Order Method (REBO) uses other
existing models and added bond orders to allow for reactivity and can be seen in equation 1.6.27, 75
In the original algorithm, partial charges and long range interactions were neglected. The attractive
term is factored by a bond order term which determines the strength of the interactions, and bij is
a function based on the angles and coordination of the atoms as well as conjugation and dihedrals.
𝐸𝑏𝑖𝑛𝑑𝑖𝑛𝑔 = ∑ ∑[𝑉 𝑟𝑒𝑝𝑢𝑙𝑠𝑖𝑣𝑒 (𝑟𝑖𝑗 ) − 𝑏𝑖𝑗 𝑉 𝑎𝑡𝑡𝑟𝑎𝑐𝑡𝑖𝑣𝑒 (𝑟𝑖𝑗 )]
𝑖

(1.6)

𝑗>𝑖

The first iteration of the REBO model was made for large carbon crystal structures. The second
generation of REBO modified the intermolecular potential, included Coulomb interactions, as well
as parameterized to a larger number of structures. While the second generation greatly improved
over the first iteration, the REBO force field still neglected a description of long term interactions.
To this end, the Adaptive Intermolecular Reactive Bond Order (AIREBO) model was generated.27
This improved over the other bond order models previously discussed as non-bonded interactions
7

were introduced. In order to accurately allow for reactivity and a proper description of non-bonded
interactions, switching functions were added to turn off the long range interactions as the topology
evolved.
Perhaps the most well-known reactive force field based off of a bond order scheme is
ReaxFF.27, 76-79 ReaxFF has shown significant and rigorous improvement over other bond order
methods as it includes all typical interaction terms as seen in a classical force field, with other
terms included to modulate the reactivity. The general reaction can be seen in equation 1.7.
𝐸𝑠𝑦𝑠𝑡𝑒𝑚 = 𝐸𝑏𝑜𝑛𝑑 + 𝐸𝑜𝑣𝑒𝑟 + 𝐸𝑢𝑛𝑑𝑒𝑟 + 𝐸𝑣𝑎𝑙 + 𝐸𝑝𝑒𝑛 + 𝐸𝑡𝑜𝑟𝑠 + 𝐸𝑐𝑜𝑛𝑗 + 𝐸𝑣𝑑𝑊 + 𝐸𝐶𝑜𝑢𝑙

(1.7)

In the spirit of the other bond order models, potential terms are tempered by a bond order term,
which can get to be quite complicated. Torsion and valence angles are handled with switching
functions so that as the bond breaks, the respective terms appropriately approach zero. Description
for van der Waals interactions and Coulomb interactions are present. Additional correction terms
were added to fix errors that may occur from the bond order description. There is a correction term
that fixes any inaccuracies from over-bonding, or an atom participating in more bonds than it is
physically able to. There is an undercoordination term that was introduced for when the valence
terms are not fully filled. Additionally, there is a conjugated correction term which allows for that
potential to approach zero as angles approach zero.
Use of ReaxFF has become more widespread. As studies continue using the formalism,
parameter sets have been generated to allow for a more general use. However, despite the lofty
goal of total transferability, ReaxFF parameters often require re-parameterization for new
reactions.51 This parameterization can be quite extensive as even systems containing only carbon,
hydrogen, nitrogen and, oxygen have 611 parameters to fit.68 The amount of parameterization
makes general use of ReaxFF difficult and time-consuming.
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Reactive methods based on a combination of empirical potentials exist. Perhaps one of the
more primitive models is the adiabatic reactive molecular dynamics (ARMD) potential.80 The
assumption of ARMD is that two states, a reactant and a product are adiabatic; consequently,
nuclear quantum effects and quantum tunneling, cannot be modeled with this potential. ARMD
uses a potential for the reactant, Vr, the product, Vp, and adds a constant to the reactant such that
the zero of Vr is the same as Vp. At each step, the change in potential is calculated by the potential
of the reactant, Vr ,minus Vp plus the constant term. When the change in potential switches signs,
a switching function, f(t), is used to turn off the reaction potential and turn on the product potential.
The potential is given in equation 1.8. The drawback of ARMD is the requirement that the reactant
and product states are adiabatically coupled, however, this is not always the case.
𝑉 = 𝑓(𝑡)(𝑉𝑟 + 𝛥) + (1 − 𝑓(𝑡))𝑉𝑝

(1.8)

Another reactive force field used often in the literature is the Empirical Valence Bond
(EVB) method27, 82-88. The mathematics and method behind EVB will be described in more detail
in chapter 3, however, a quick overview is included in this section. In this formalism, the system
is propagated as a linear combination of states that differ in their bonding topology, thereby
allowing for a smooth transition from reactant to product. The EVB methodology requires prior
knowledge of the reactions that will take place throughout the simulation, and generally has to be
reparametrized for significantly different uses; however, it contains far fewer parameters in
comparison to the bond order models, and is much faster than ab initio or QM/MM methods,
allowing for a wide range of phase space to be modeled.
1.5. Purview of this Dissertation
The theme of this dissertation is the analysis of chemical reactivity pathways for different
systems using both, and often, a combination of electronic structure methods to force field based
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calculations. The layout is as follows. Chapter 2 introduces the problem of the solvated HCl system
and describes both the ab initio molecular dynamics (AIMD) and ab initio metadynamics (MTD)
simulations performed on HCl water clusters, and analyzes the different solvation environments
that are seen. Chapter 3 details the development of a Multi-State Empirical Valence Bond (MSEVB) based force field to accurately model the HCl water system in molecular simulations.
Chapter 4 discusses electronic structure calculations and ab initio metadynamics simulations
performed to determine the factors guiding regioselectivity experimentally seen in the addition of
indole to unsymmetrical silyloxyallyl cations with an implicit solvent. Chapter 5 covers DFT
investigations into charge transfer and the possible formation of an electron donor acceptor
complex hypothesized in O-glycosylation experiments. Each chapter will contain background on
simulations and previous literature for each project type. Finally, chapter 6 will discuss conclusions
and future directions.
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Chapter 2. Ab Initio Investigations of the Hydrated HCl System
2.1. Literature Review: An Overview of Previous HCl Computational Studies
Acid dissociation and the fundamental physical properties that determine the pathways of
dissociation have been the question of numerous studies. In particular, the ionization of covalent
HCl has warranted several molecular level computational simulations with both MD and MC
approaches. Despite the volume of studies focused on this subject, many uncertainties arise due to
the challenges faced when modeling HCl. Hydrogen chloride, while ionic in bulk solvation
situations, has strong covalent character when the species exists in the gas phase. In fact, it is
expected that a significant amount of covalent character is present in highly concentrated solutions.
There are many practical topics that involve covalent HCl. One such application involves
chemical transformations of HCl in the atmosphere, particularly reactions which lead to the ozone
layer depletion crisis. Gaseous HCl has been found to undergo reactions in the stratosphere
creating the chloride ion, which undergoes subsequent chemical transformations to possible
disastrous effects, as it reacts with other species and diminishes the amount of ozone in the
atmosphere.106-112
It has been established that acidic species play a considerable role in atmospheric aerosols
as a result of the high concentration of acids in the atmosphere.113-116 HCl particles, notably, are
expected to participate in atmospheric reactions.103,

110, 111, 113, 117-119

Particles released in the

atmosphere may undergo chemical transformations and can cause changes to the composition of
the atmosphere.112-115, 119 Moreover, these aerosols can potentially act as nuclei for ice or liquid
particles which may result in cloud formation.114, 118 Aerosols affect the scattering and absorption
of incoming radiation, and, as such, have a large impact on the natural balance of the scattering vs
absorption process. HCl exists naturally in marine environments113, 118 and can be released into the
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atmosphere through numerous processes such as combustion.120 Recent studies have focused on
HCl trapping by polycyclic aromatic hydrocarbons and the subsequent water addition due to the
chlorine attached to the surface.118 Due to this wide, although by no means exhaustive, list of
covalent HCl either entering the atmosphere or participating in processes in the atmosphere; it is
important to understand the chemical transport and transformations of HCl and other ubiquitous
species present.
Many investigations of HCl systems focus on the fundamental physical proton transfer in
small clusters containing water or other various atmospherically relevant species. For instance,
much debate has existed over the number of water molecules required for HCl ionization. While
it is widely accepted that HCl is not fully dissociated upon the addition of three water
molecules,112, 117, 121-123 many calculations have shown that HCl and four water molecules will lead
to a dissociated, zwitterionic cluster.107, 109, 124-127 Indeed, despite the presence of a minimum
structure consisting of the solvent separated ion pair (SSIP), many of these calculations have found
that there is a covalent minimum that is similar in energy.107, 109, 125 Some ambiguity remains as
other investigations claim that the dissociation process begins upon the addition of a fourth water
molecule; however, the dissociation mechanism is not entirely accomplished until five water
molecules are present.117, 121 While these explorations have found undissociated and dissociated
zwitterionic HCl water clusters with four water molecules, the question remains of how the system
advances from covalent to the SSIP structural motif. It has been found that cyclic ring complexes
allow for proton transfer processes;114 however the ring HCl(H2O)4 structure is undissociated.125
Metadynamics simulations were performed to resolve the pathway of ionization for clusters
containing HCl and four water molecules.125 This study determined the classical reaction pathway
in which the structure began at the undissociated ring structure, traveled through a contact ion pair
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(CIP), and finally resulted in the zwitterionic solvent separated ion pair (SSIP). While calculations
were able to reproduce this reaction mechanism, there were large energy barriers between each
step in the pathway yielding an improbable reaction process. Aggregation studies effectively
circumvented the large activation barriers between isomers by allowing for the approach of a fourth
water molecule to the center of the HCl(H2O)3 ring structure, supporting dissociation and solvent
separation.125 Studies on larger water structures have found that ionization is a stepwise reaction
in which the HCl approaches the surface and dissociates with a low activation barrier followed by
solvent reorganization to allow for an SSIP structure, that requires some activation.128
Based off the general form of the reaction pathway for ionization of HCl upon increasing
hydration or accommodation to various surfaces; it is clear that studying new surfaces, extended
surfaces, or systems containing covalent HCl, requires the ability to accurately and efficiently
include explicit solvation as well as ionization and subsequent solvent rearrangement.
Furthermore, reactions containing NOx, HCl, and water have demonstrated a significant amount
of charge transfer between HCl and its corresponding water as the HCl starts to dissociate,119
indicating fluctuations between the undissociated HCl/H2O and the Cl-/H3O+ contact ion pair
(CIP). One study attempted to model Cl- utilizing a classical force field where parameters were
tuned to model the CIP environment, however the previous investigations determining charge
fluctuations as well as further ab initio studies comparing results of highly concentrated
hydrochloric acid solutions to X-ray absorption fine structure (XAFS) experiments, it is
indubitably clear that this method fails at capturing the real nature of the CIPs.129
As it turns out, accurately modeling CIP Zundel-like states is essential. Two studies have
found nuclear quantum effects (NQE) dictate the character of CIPs.124, 126 Essentially, the NQE
results in similar energies between the CIP and SSIP of HCl(H2O)4 clusters. In fact, the quantum
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effects are responsible for pushing the hydrogen back towards the chloride after dissociation.124
The proton is essentially delocalized in the CIP Zundel-like form,126, 130 allowing for shuttling back
and forth between the chloride and oxygen. Numerous investigations have examined CIPs and the
presence of the Zundel-like ion.129-131 One such study explored high concentrations and determined
ion pairing to be a prevalent interaction; their calculations agreeing with EXAFS data.130 At 6 and
10 m concentrations, ions mainly exist in the CIP form.129 This CIP interaction is Zundel-like129
and contains a mixture of covalent and ionic character.131
Computational investigations at the molecular level of HCl ionization with increasing
hydration, gas-liquid nucleation in the presence of HCl defects, etc., require significant sampling
of phase space that is unachievable using ab initio/electronic structure based methods. While
classical force fields are an attractive alternative for molecular simulations of these processes,
these methods rely on a fixed bond topology and are therefore unreactive. The lack of description
for reactivity is a major problem in these systems since they will be unable to model proton
transfer/shuttling events, the so-called Grotthuss shuttling,132, 133 of the acidic proton from the Cl
to water and between water molecules. Additionally, to accurately model solvent rearrangement89
and charge transfer, especially seen in CIPs, an accurate force field is required. A DFT description
of the PES can be utilized to determine the number of water molecules required for HCl
dissociation in small clusters; however, this sheds little insight on the dissociation pathways itself,
particularly in large systems or extended surfaces. MC (using QM based energies) studies have
been performed for the analysis of HCl ionization in water128 or the pathway of ionization in the
stratosphere upon addition to ice particles.106 These different investigations were limited to a small
number of water molecules and HCl. Combined quantum mechanics and molecular mechanics
(QM/MM) simulations were also utilized and determined varying amounts of covalent and ionic
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species throughout the ionization process.108 However, QM/MM suffers from several drawbacks
when modeling an excess proton, due to the subsequent transport mechanism upon the dissociation
of hydrochloric acid in water.72 The QM section must be large enough to facilitate an accurate
description of the transport mechanism which essentially negates the increase of computational
speed by using the QM/MM method, as the shuttling events span large amounts of water
molecules. However, if the QM region is not appropriately spacious, the excess proton may shuttle
until it reaches the MM region, where no QM oxygen is available for bonding, creating an artificial
wall, essentially blocking the shuttling mechanism. This introduces unphysical interactions at the
border region lending to an inaccurate description of energetics and dynamics.73 Development of
an “on the fly” partition process of the QM to MM regions has made progress in the past few years,
however, these methodologies are still quite computationally expensive, and problems arise when
determining how to identify the hydronium molecule.70, 72, 73
Due to this wide range of data showing differing solvation structures and ionization rates,
it is clear that in order to accurately model HCl ionization, one must include an accurate description
of both covalent and ionic HCl. An attempt to model these systems with reactive force fields has
been attempted. Voth and co-workers used the reactive MS-EVB algorithm for an excess proton
in water, with the addition of the chloride ion.89 This work shows improvement over classical force
fields as it models proton shuttling and allows for solvent rearrangement, however it does not
include covalent HCl, and as discussed previously, simply tuning parameters for ion pairing does
not allow for an accurate description of the surprisingly complex CIP environment. Wick
generated an MS-EVB model with covalent HCl, however, his model was parameterized on low
lying CIP and SSIP structures of HCl(H2O)4 as well as the HCl-H2O dimer, and as such may not
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accurately model covalent HCl and CIPs at small cluster sizes or higher energetic structures at any
cluster size.103
A new reactive force field will be developed to include the complex nature of the covalent
HCl and transformation to the CIP motif. However, in order to develop the force field, initial
studies of HCl water clusters using higher level quantum (electronic structure) calculations must
be performed to provide the data to develop the reactive HCl-water force fields. The reactive HCl
force field developed, which will be described in the next chapter, is intended to be utilized on
systems such as gas-liquid nucleation events in the atmosphere, HCl and the approach to the airwater interface, and concentrated acidic calculations. Previous studies have been limited to small
clusters, or accommodation to an ice surface, which while revealing a path of ionization, does not
show the HCl character at larger cluster sizes. Therefore, in this chapter, the electronic structure
investigations on HCl(H2O)n where n can range up to twenty-two water molecules are presented
and includes the study of the solvation patterns, hydrogen bonding networks, and location of the
ions in these clusters. A large variety of structures ranging in energetics are explored. These
calculations will be used for the development of the search algorithm, parameterization, and
validation of the model discussed in the next chapter.
2.2. Methodologies for the Determination of Relevant Hydrated HCl Structures
In order to fully understand the various solvation structures of HCl(H2O)n cluster systems,
ab initio calculations were performed. The structures determined in this chapter will be used in the
development of a reactive force field for the study of these binary systems in the next chapter. The
hydrogen bonding network at the cluster sizes analyzed in this work is very different in comparison
to bulk water. This is due to the presence of a counterion at a much higher concentration as
compared to typical aqueous HCl solutions, as well as finite size effects.
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The different structures of smaller clusters, those ranging from HCl(H2O)2-HCl(H2O)6
were determined using manual construction followed by minimization of the structures.
Optimizations were performed with the Gaussian 09 suite of programs.134 All relevant structures
of HCl(H2O)2 to HCl(H2O)4 found in previous studies were also identified and verified. MP2
optimization with the aug-cc-pvtz basis set was utilized for clusters up to HCl(H2O)5. Due to
computational expense, HCl(H2O)6 clusters had a different optimization scheme, using B3LYP
with the aug-cc-pvtz basis-set and Grimme D3 dispersion.135, 136 The MP2 method with the augcc-pvtz basis set was utilized to determine single point energies of these clusters.
With increasing cluster size, the number of potential minima relevant to the systems of
interest increases. To this end, ab initio metadynamics simulations (MTD)137 were executed on
clusters ranging from HCl(H2O)7-12 and HCl(H2O)20-22 in the CP2K package.138, 139 MTD is a
molecular dynamics simulation in which the Free energy potential is biased in order to explore
different areas of phase space in a guided manner, based on a set of collective variables (CVs) . In
this work, the simulations were driven by two CVs simultaneously in order to generate different
solvation environments. One CV used to explore the solvation environments of the system was the
distance between the chlorine atom and center of the cluster. The center of the cluster, also referred
to as the cluster COM, is determined by the center of mass (COM) of the oxygens. The second CV
included the coordination between hydrogen and chlorine atoms. In order to keep the clusters from
fragmenting, a reflective wall was placed along the pathway of the first CV. These simulations
were meant to generate a wide variety of solvation structures rather than to determine the Free
energy surface, and so hills were added to the CV coordinates every 8 fs, with a width of 0.4 Bohr,
and height of 0.7 kcal/mol. Simulations proceeded until analysis of the trajectories illustrated a
number of different configurations and hydronium states. These calculations were done in the NVE
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ensemble at 300 K and the potential was described with the BLYP functional with
Grimme D3135, 136 dispersion and the DZVP-MOLOPT-SR-GTH basis set140 and Goedecker-TeterHutter (GTH) pseudopotentials141 with a timestep of 0.8 fs. The Gaussian Plane Wave framework
was used and had a real space cutoff of 400 Ry.139 A wavelet Poisson solver was used as the
simulations were non-periodic.142 Ab initio molecular dynamics (AIMD) simulations were also
performed using the same description of interactions. Calculations proceeded in the NVT ensemble
at 300 K with a timestep of 0.5 fs. Simulations were performed until several proton transfers were
observed. The trajectories produced from the simulations were taken and analyzed with an inhouse code which was used to identify the solvation type of the cluster [covalent HCl, contact ion
pair (CIP), solvent separated ion pair (SSIP) or no ion pairing (NoIP)] as well as the distance
between Cl- and the center of the cluster. Configurations were then selected based on their relative
energetics, solvation identity, and Cl- cluster distance, and minimized in an effort to relax the
structures into various minima on the Free energy surface. Optimizations of these initial
coordinates taken from AIMD and MTD for the HCl(H2O)7-HCl(H2O)12 cluster sizes began with
minimization using B3LYP with the 6-31+(d) basis set and Grimme D3 dispersion following the
same protocol as used in the n=6 configurations for further optimization and stationary point
calculations. Minimization of HCl(H2O)20-HCl(H2O)22 cluster sizes utilized B3LYP with the
6-31+(d) basis set and Grimme D3 dispersion. MP2 calculations for larger clusters requires an
excessive amount of memory and computational time, and as such RI-MP2 calculations were used
instead at the aug-cc-pvtz basis set. RI-MP2, or the so-called resolution of identity MP2, utilizes
an auxiliary basis expansion scheme to reduce the computational expenditure associated with the
electron correlation integrals.143 This method of calculation has been used successfully for ionized
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water clusters in the literature144 and was tested on smaller clusters to ensure accuracy. RI-MP2
calculations were performed using the Orca package.145
2.3. HCl(H2O)n Structural Evolution with Increasing Hydration
From here on out, all energy values refer to the potential energy and are given relative to
the lowest energy structure at each cluster size.
2.3.1. HCl(H2O)n where n=1-4
As these structures have been discussed in many other papers, a quick review of what is
important pertaining to the solvation of these small clusters for future MS-EVB development is
mentioned. The dihydrate structure yields one conformer in the shape of a triangular ring
optimizing hydrogen bonding. The structure can be seen in appendix A.1. At the tri-hydrate level,
two HCl configurations exist. The lowest energy structure is a square shaped ring with the HCl
hydrogen bonding with two water molecules and can be seen in figure 2.1.a.

Figure 2.1. a. Lowest energy HCl(H2O)3 configuration b. second HCl (H2O)3 isomer, 3.8
kcal/mol higher than the lowest energy conformer
The second structure has all three waters coordinated to the hydrogen chloride, illustrated
in figure 2.1.b, however, it is found to be 3.8 kcal/mol higher in energy than the ring configuration.
The HCl bond length has increased to 1.39 Å in the higher energy structure from 1.34 Å in the ring
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structure. This work also found the lowest energy conformation of HCl(H2O)4 to be the
zwitterionic SSIP. A CIP was also found to be an energetic minimum, only 1.62 kcal/mol higher
in energy than the SSIP structure. The HCl distance is 1.79 Å indicating both covalent and ionic
character of the Zundel-like ion pair. The CIP and SSIP structures can be seen in appendix A.1.
Two covalent HCl clusters were found at this system size, 3.4 and 4.6 kcal/mol higher than the
SSIP energy minimum. The first HCl cluster is a pentamer-ring structure with two waters hydrogen
bonding to the HCl. The second is a square ring with one outside water coordinated to two waters
of the ring, creating a side triangular ring. These structures can be seen in figure 2.2.

Figure 2.2. HCl(H2O)4 undissociated structures. a. is 3.4 kcal/mol higher in energy than the
lowest energy structure b. has a relative energy of 4.6 kcal/mol
2.3.2. HCl(H2O)5 Clusters
Nine distinct structures were determined at this cluster size [1 HCl, 7 CIP, 1 SSIP, 0 NoIP].
As before the minimum energy structure is an SSIP configuration. It is similar to the
Cl-(H2O)3H3O+ zwitterionic SSIP found in the previous section with subtle differences. An Eigen
cation H9O4+ has formed between the hydronium and three water molecules, however, in this case,
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only two of the waters participating in the Eigen cation are coordinated to the chloride ion, whereas
the third Eigen water is hydrogen bonding to another water molecule, which subsequently
coordinates to the chloride ion. This structure can be seen in appendix A.1. Seven CIP structures
were found, two of which had a relative energy within 0.3 kcal/mol of the minimum structure. The
two lowest energy CIP structures can be seen in appendix A.1. In all but one of the CIP structures,
the hydronium and two water molecules were coordinated to the chloride ion. The HCl bond
lengths ranged from 1.76-1.88 Å and the O-Cl bond lengths range from 2.80-2.87 Å. One
undissociated HCl(H2O)5 cluster was found that is only 5.9 kcal/mol higher in energy than the
SSIP configuration. This structure can be seen in figure 2.3. It has a book like structure, with two
waters hydrogen bonding to the covalent HCl. The HCl bond length is 1.32 Å.

Figure 2.3. Undissociated HCl cluster, HCl(H2O)5 with a relative energy of 5.9 kcal/mol
2.3.3. HCl(H2O)6 and HCl(H2O)7
Eight clusters containing HCl and 6 water molecules were found [0 HCl, 4 CIP, 4 SSIP,
0 NoIP], 3 found upon the addition of a seventh water molecule [ 0 HCl, 0 CIP, 3 SSIP, 0 NoIP].
Of the eight structures at n=6, the lowest energy structure is SSIP and is 1.5 kcal/mol lower in
energy than the next highest energy structure, which is a CIP. Both the energetic minimum SSIP
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and lowest energy CIP can be seen in appendix A.1. Four structures are found to be SSIP with the
second highest energy SSIP lying 2.4 kcal/mol above the minimum and the highest energy SSIP
possessing a relative energy of 4.0 kcal/mol. Cl- to the oxygen of hydronium distances range from
3.91-4.22 Å indicating how compact these small clusters are. The CIP motifs have relative energies
ranging from 1.5-3.4 kcal/mol at this cluster size. H-Cl distances range from 1.86-2.03 Å and OCl from 2.88-2.99 Å indicating that these Zundel-like H3O+/Cl- structures show both ionic and
covalent character and are tightly bound.
All clusters at the n=7 level are CIPs and are within 3.6 kcal/mol of the lowest energy
structure. HCl distances range from 1.99-2.02 Å and the O-Cl distance is 2.16-2.98 Å indicating
these CIPs are less strongly bound than at the smaller clusters. It is possible that initial
metadynamics simulations used to search for structures were trapped in a distinct energy well and
that simulations were not run long enough to generate a larger variety of structures.
2.3.4. HCl(H2O)9 – HCl(H2O)12
Five clusters were found at n=9 resulting in SSIPs [0 HCl, 0 CIP, 9 SSIP, 0 NoIP]. The Clto hydronium oxygen distance ranged from 4.32-4.46 Å. Two structures had five water molecules
participating in hydrogen bonds to the chloride ion, while the other three structures had four water
molecules bonding. The highest energy structure found had a relative energy of 9.1 kcal/mol;
however, all the other structures fall within 4.1 kcal/mol of the minimum. The lowest energy
structure can be found in appendix A.2.
Six clusters were determined for HCl(H2O)10 clusters [0 HCl, 1 CIP, 3 SSIP, 2 NoIP]. The
lowest energy structure is of the SSIP motif with five water molecules coordinated to the chloride
ion. The second lowest energy structure has no ion pairing (NoIP), seen in figure 2.4, with a
relative energy of 1.0 kcal/mol, with a second NoIP structure found 3.1 kcal/mol higher than the
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SSIP minimum. Both NoIP structures have three water molecules hydrogen bonding to the
chloride ion. Two more SSIP structures are found, the first with a relative energy of 3.4 kcal/mol
with five coordinating water molecules to Cl-, and the other has a relative energy of 6.7 kcal/mol
and three waters coordinating to the anion. One to two water molecules bridge the hydronium to
the chloride ion, with the lowest energy structure having one bridging water molecule. One CIP is
determined, with an HCl distance of 1.92Å. At this level of hydration, the CIP Zundel-like cation
is perhaps more ionic than the smaller clusters, however, it is expected that some covalent character
still exists. The lowest energy structure SSIP, NoIP, and CIP can be seen in appendix A.2.

Figure 2.4. HCl(H2O)10 first no ion pairing structure determined with a relative energy of 1.0
kcal/mol
At the n=11 level, 16 structures were found [1 HCl, 6 CIP, 8 SSIP, 1 NoIP], and the lowest
energy structure has no ion pairing. There are eight SSIP motifs with relative energetics ranging
from 1.5 to 16.6 kcal/mol higher than the minimum structure. The lowest energy SSIP has six
waters coordinated to the chloride ion, but the motifs range from three to six waters coordinated
to the anion. All SSIPs have one or two waters bridging the hydronium to Cl-. Six CIP structures
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were found ranging from 4.2-18.4 kcal/mol higher than the NoIP minimum. H-Cl distances range
from 1.7-1.97 Å and O-Cl distances from 2.82-2.97 Å for CIPs. One fully undissociated HCl
structure is found at the HCl(H2O)11 cluster size. It is has a relative energy of 18.0 kcal/mol and
only participates in a hydrogen bond with one water molecule. The oxygen of water is 3.06 Å from
the chloride anion and the H-Cl bond distance is 1.32 Å. The lowest lying structure for each
environment type (CIP, SSIP, NoIP) can be found in appendix A.2. The amount of hydration of
the anion ranges extensively from one to six hydrogen bonds.
The lowest lying structure of HCl(H2O)12 clusters is a SSIP environment with one linking
water between the hydronium and anion and can be seen in figure 2.5. Fifteen isomers were found
[1 HCl, 3 CIP, 10 SSIP, 1 NoIP].

Figure 2.5. Lowest energy HCl(H2O)12 isomer, an SSIP motif
The highest energy SSIP configuration has a relative energy of 11.2 kcal/mol. Anywhere between
one, to all three waters participating in the Eigen cation, coordinate to Cl-. The SSIP structure
where all three waters coordinating to the anion are also coordinated around the hydronium have
a relative energy of 7.2 kcal/mol and can be seen in appendix A.2. It is essentially a hydrated
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version of the n=4 SSIP zwitterion. The lowest lying CIP structure has a relative energy of 4.8
kcal/mol, the H-Cl distance of 2.00 Å and O-Cl at 2.99 Å indicating an evolution to slightly more
ionic Cl-/H3O+ Zundel-like states. However, the higher energy CIP isomers have similar O-Cl and
H-Cl distances. The one covalent HCl found participates in three hydrogen bonds, has an H-Cl
distance of 1.38 Å, an O-Cl distance of 2.89 Å, and is only 6.8 kcal/mol in relative energy. This
structure can be seen in figure 2.6.

Figure 2.6. HCl(H2O)12 undissociated conformer
Only one NoIP configuration was found and is 7.2 kcal/mol in relative energy indicating that ion
pairing is still favored at this cluster size. There are more water molecules coordinated to the water
in the n=11 case, as three to six hydrogen bonds exist
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2.3.5. HCl(H2O)20 – HCl(H2O)22
Thirteen structures were determined for HCl(H2O)20 clusters [0 HCl, 5 CIP, 4 SSIP, 4
NoIP]. The lowest energy structure was of SSIP configuration. Of the four SSIP structures found,
all isomers only contained one water linking the hydronium to the chloride anion. Interestingly,
one SSIP structure within 5.7 kcal/mol of the lowest energy configuration has the anion near the
COM of the cluster and can be seen in figure 2.7.a. Five CIP structures were found with relative
energies ranging from 4.4 to 19.5 kcal/mol higher than the minimum structure. HCl distances
ranged from 1.97-2.06 Å and O-Cl from 2.99-3.04 Å like at the medium sized clusters. The highest
energy CIP has the ion pair located nearly at the COM of the cluster and can be seen in figure
2.7.b.

Figure 2.7. HCl(H2O)20 structures with chloride on the interior of the cluster a. SSIP motif with
a relative energy of 5.7 kcal/mol b. CIP motif with relative energy of 19.5 kcal/mol
The comparison of the SSIP and CIP structures with the chloride anion towards the center of the
cluster illustrates the lack of correlation between Cl- location and energetics. Four NoIP structures
were found with relative energies ranging from 4.5 to 8.3 kcal/mol. In the NoIP case, Cl - tends to
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stay at the exterior of the cluster. All solvation structures had the anion participating in four to five
hydrogen bonds. The lowest energy structure of each solvation type is shown in appendix A.3.
Twenty HCl(H2O)21 isomers were found [1 HCl, 3 CIP, 7 SSIP, 9 NoIP], however, only
four of these structures were within 5 kcal/mol of the lowest energy structure, which was found to
have no ion pairing. In fact, all of the structures within 5 kcal/mol of the minimum energy structure
consisted of the NoIP solvation type. Of the NoIP found at this cluster size, the location of Clranged from the center of the cluster to the outside edges, however, the Cl- position does not
determine the favorability as the location trends do not match the energetic trends. One
undissociated structure was found, illustrated in figure 2.8. It was the highest energy isomer with
a relative energy of 21.6 kcal/mol.

Figure 2.8. Undissociated HCl(H2O)21 cluster with a relative energy of 21.6 kcal/mol
The lowest energy SSIP has a relative energy of 6.3 kcal/mol, with the highest energy SSIP 14.7
kcal/mol higher than the minimum energy NoIP isomer. Three CIP structures were found, all were
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high in relative energy ranging from 11.9-20.9 kcal/mol. It is located on the outside of the cluster
and participates in three hydrogen bonds. The lowest energy structure of each solvation type not
already pictured can be seen in appendix A.3.
The last structure size analyzed included 22 water molecules and HCl. Sixteen isomers
were found [0 HCl, 1 CIP, 11 SSIP, 4 NoIP], however, no undissociated states were found at this
cluster size. Interestingly, the lowest energy structure is SSIP where one water molecule links the
hydronium and chloride ions. Relative energies of SSIP configurations ranged from the minimum
energy isomer to 16.0 kcal/mol higher than the minimum structure. The majority of isomers found
were SSIP. Only one CIP structure was found, however, it only has a relative energy of 8.05
kcal/mol with an H-Cl distance of 2.00 Å and O-Cl distance of 3.00 Å. Four NoIP configurations
were found ranging in relative energies of 7.3 to 14.7 kcal/mol, however, the distance of Cl- to the
COM of oxygens varied and were not consistent with the energetic trends. The lowest energy
structures of each solvation type can be seen in appendix A.3.
2.4. Solvation Motifs of HCl(H2O)n: From Covalent HCl to No Ion Pairing
Table 2.1 shows the number of distinct minima found at select cluster sizes where the size
is given by n in HCl(H2O)n as well as the percentage breakdown of each solvation type.
Table 2.1. Percentage breakdown of solvation patters that were seen at each cluster size.
Cluster size is given by n of HCl(H2O)n and number of minima refers to the number of
distinct structures found at each cluster size
Cluster Size
5
6
11
12
20
21
22

Number of
Minima
9
8
16
15
13
20
16

% HCl

% CIP

% SSIP

% NoIP

11.11
0.00
6.25
6.67
0.00
5.00
0.00

77.78
50.00
37.50
20.00
38.46
15.00
6.25

11.11
50.00
50.00
66.67
30.77
35.00
68.75

0.00
0.00
6.25
6.67
30.77
45.00
25.00
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The cluster sizes were chosen for their relative novelty as well as representation of small to larger
clusters. It is interesting to note that the NoIP configurations do not represent the majority of
clusters found, even at n=22. This illustrates the requirement for model potentials to include
accurate interactions of ion pairing. It also cannot be understated that a significant amount of CIP
and SSIP configurations exist at every cluster size analyzed, with CIP configurations the majority
solvation type at small clusters, and SSIP structures the majority at mid-sized clusters. In fact,
roughly a third of all large cluster configurations found were SSIP.
While table 2.1 contained the percentage of each solvation type that was found at each
cluster size, it is also important to determine which environment types dominate the low lying
structures and which environments exist at high energetics. To this end, table 2.2 shows the energy
ranges for each solvation type at the representative cluster sizes.
Table 2.2. Breakdown of the energetics that each solvation type spans at the given cluster size.
Lower bounds give the lowest relative energy at the respective cluster and solvation types
whereas the upper bound gives the highest relative energy. Cluster size is given by n of
HCl(H2O)n and number of minima refers to the number of distinct structures found at the given
cluster size

Cluster Size

Number of
Minima

Energy
Range HCl
(kcal/mol)

5
6
11
12
20
21
22

9
8
16
15
13
20
16

5.9
18.0
6.8
21.6
-

Energy
Range CIP
(kcal/mol)

Energy
Range SSIP
(kcal/mol)

0.3-5.1
1.5-3.4
4.2-18.4
4.8-17.9
4.4-19.5
11.9-20.9
8.1

0.00
0.00-4.0
1.5-16.5
0-11.2
0-8.1
6.1-14.7
0-16.0

Energy
Range
NoIP
(kcal/mol)
0.00
7.17
4.5-8.3
0-20.0
7.3-14.5

Undissociated structures are still relatively low lying for both n=5 and n=12. The other HCl
structures are higher in energy, however, whatever model potential chosen to model HCl-water
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gas liquid nucleation, or HCl-water slabs at the air-water interface should still be able to accurately
reproduce these values. CIP configurations have relatively low lying isomers present until 21 water
molecules have hydrated the HCl. SSIP configurations are almost always the lowest energy
structure and when they are not, they still span low lying isomers. The two cases where SSIP
structures are not the lowest energy configurations are when NoIP structures are the most stable.
In order to fully illustrate the range of diverse structures found in terms of chemical
environments in these clusters, table 2.3 shows a variety of properties at these cluster sizes.
Table 2.3. Range of solvation properties seen at each cluster size. Cluster size is given by n of
HCl(H2O)n and number of minima refers to the number of distinct structures found at the given
cluster size. The third column lists the range of distances between the chloride anion and the
COM of the cluster, defined in section 2.2. The fourth row tabulates the range of distances of
the hydronium to COM of the cluster, and the fifth shows the ranges of free OH present at the
given cluster size

Cluster Size

Number of
Minima

Cl- to cluster
COM (Å)

5
6
11
12
20
21
22

9
8
16
15
13
20
16

2.26-3.94
2.26-2.88
2.03-5.46
1.28-5.53
0.39-4.69
0.98-5.76
1.15-6.05

hydronium to
oxygen COM
(Å)
1.47-2.14
1.47-2.16
2.51-4.91
2.17-4.28
1.62-5.21
2.87-6.37
0.52-6.09

Number of
Free OH
3 to 4
2 to 5
3 to 6
3 to 5
6 to 8
4 to 9
3 to 9

One property analyzed was the distance of the chlorine atom to the COM of the oxygens
in the cluster and the second is the hydronium distance to the COM of the oxygens. The third
property assessed is the amount of free OH groups in the cluster, or rather hydrogens attached to
water molecules that are not involved in the hydrogen bonding network. This gives an idea of how
tightly bound the clusters are. What can be determined from these structures is that a wide variety
of configurations exist, and no distinct trend can be found. This in itself is important, because the
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model developed in the next chapter must be able to reproduce energetics for these clusters which
drastically vary in solvation type.
2.5. Conclusion of the Hydrated HCl System
The potential energy landscape for clusters ranging from HCl(H2O)2 to HCl(H2O)22 have
been explored in detail. Structures up to n=6 were generated by hand, whereas MTD simulations
were used to explore a wider range of phase space for larger cluster sizes. One hundred and
nineteen structures in all were found. Of these, 9 undissociated HCl motifs were determined, 34
CIP, 55 SSIP, and 21 NoIP configurations were explored. This analysis shows the importance of
a model potential to incorporate an accurate description of ion pairing as about 82% of the
structures analyzed here have some amount of ion pairing.
Despite the differing cluster sizes, as well as a clear definition of ion pairing, it is difficult
to determine the driving factors that govern the energetic favorability. The range of energetics at
each cluster size shows a mixture of HCl, CIP, SSIP, and NoIP often relatively close in energy.
The amount of hydrogen bonding to the chloride anion was determined for small and medium
cluster sizes and showed no general trend corresponding to the increase in relative energy. Both
Cl- and H3O+ ion distances to the COM of the clusters were analyzed, and in this case, there was
no general trend of distance related to the energetic scale. Lastly, the number of free OH groups
were determined. One would expect that as energy increased, the amount of free OH would also
increase as they are not participating in stabilizing effects of the hydrogen bond network. However,
this trend is not present. Essentially, despite the seemingly relative simplicity of binary HCl(H2O)n
systems, the hydrogen bonding network is quite complex.
The next chapter focuses on the development of a reactive force field in order to study
these complex water acid systems. The force field must accurately reproduce the energetics found
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in these cluster configurations. A reactive force field based off an existing reactive hydronium
model will be used. The fit set will contain the first 28 structures, ranging from n=2-8 where ion
pairing, particularly CIP and undissociated HCl, are present at low relative energies, with the
expectation that as the ion pairing decreases, the underlying hydronium model will take over. In
order to validate the force field, the 91 structures ranging from n=9-22 will be used.
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Chapter 3. Development of a Reactive Potential for HCl Water Systems
3.1. Introduction to the Problem of Modeling Acid Defects in Water Clusters
In the introduction to the previous chapter, the importance of modeling HCl, from its
environmental impact within the atmosphere to concentrated acidic solutions, was discussed.
Covalent HCl exists in the gas phase but can readily ionize upon the addition to a surface such as
ice or polycyclic aromatic hydrocarbons, or in bulk water. Furthermore, once HCl ionizes in water
it can undergo proton transport via the Grotthuss shuttling mechanism. In this mechanism, which
has been the subject of many detailed investigations, an excess proton can traverse multiple water
molecules in a very short amount of time with very little structural rearrangement of the solvation
environment; essentially delocalizing the charge over multiple water molecules.97, 132, 133 For any
study focusing on concentrated acid solutions or atmospheric implications, such as gas-liquid
nucleation or HCl at the air-water interface, it is necessary to model covalent HCl, the dissociation
process, and subsequent shuttling mechanism/charge delocalization. Essentially, the species is
reactive, and in order to properly model the physics of the system, a reactive description is
required.
Ideally one would use ab initio methods in order to describe the potential energy of HCl
water systems. Ab initio methods do not require further parameterization and contain all the
physics required to model the reactivity. However, these methods require a substantial amount of
computational time which makes their use for extended simulations where a large amount of
sampling or long simulation times are required improbable. Classical force fields facilitate an
efficient alternative to phase space sampling and obtain long simulation times, however, most
conventional classical force fields are restricted to a fixed bond topology, and as such, cannot
model the reactivity of these systems. The QM/MM description of the potential has the ability to
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model one section of the simulation with high level ab initio descriptions, while the rest of the
system is described with a classical force field; however these calculations are still relatively
expensive, are limited in speed by the QM region, and require careful treatment of the QM/MM
boundary section.71-73 The mistreatment of the boundary can yield inaccurate results. Furthermore,
the QM section for systems that have proton shuttling has to be prohibitively large, otherwise one
risks the excess proton shuttling from the QM region to the MM region which will also result in
errors in the potential energy description due to artifacts in the border region.71, 72 To this end,
reactive force fields allow for a more computationally efficient method of describing the reactive
potential energy surface in which no treatment of boundary conditions are necessary. The goal of
this work is to build a multi-state empirical valence bond (MS-EVB) algorithm that describes
covalent HCl as well as the ionic Cl-/H3O+ water systems.
3.2. The Two State Empirical Valence Bond Formalism
The Empirical Valence Bond (EVB) formalism was developed by Warshel in order to
simulate covalent to ionic states in aqueous solutions with active enzymes.82 In order to illustrate
the method, an example relevant to the current research, the HCl-water dimer, is considered. Figure
3.1 shows the HCl water dimer in two states, one where HCl is covalent, and the other where the
system is ionic. Both states have the same coordinates, but they vary in bonding topology. While
both states are physically possible, with a classical force field only one of the states can be sampled
during the simulation, either state |1> described by the H11 force field or state |2> described by the
H22 force field.
The EVB methodology allows for a seamless transition between the two states due to the
inclusion of the coupling term. In this formalism, the system Hamiltonian is written as a linear
combination as seen in equation 3.1.
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Figure 3.1. The top panel shows the two possible dimer states |1> the undissociated HCl and
|2> the CIP dimer. The bottom left panel is an illustration of two potential energy wells
described by a classical potential H11, and H12. With the classical potential, only one state will
be sampled. The coupling term V12 couples the states so a smooth transition can occur as seen
in the bottom right panel.
𝐻
𝐻 = [ 11
𝐻12

𝐻12
]
𝐻22

(3.1)

The diagonal elements are described by a classical force field for each state as seen in equations
3.2 and 3.3.
𝑖𝑛𝑡𝑟𝑎𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑎𝑟
𝐻11 = 𝑉𝐻𝑖𝑛𝑡𝑟𝑎𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑎𝑟
+ 𝑉𝐻𝐶𝑙
+ 𝑉𝐻𝑖𝑛𝑡𝑒𝑟𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑎𝑟
2𝑂
2 𝑂−𝐻𝐶𝑙

(3.2)

𝐻22 = 𝑉𝐻𝑖𝑛𝑡𝑟𝑎𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑎𝑟
+ 𝑉𝐻𝑖𝑛𝑡𝑒𝑟𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑎𝑟
+
+
−
3𝑂
3 𝑂 −𝐶𝑙

(3.3)

The off-diagonal term is a function that couples the two states and can be parameterized to ab initio
calculations. This is an eigenvalue problem by construction, as seen in equation 3.4, and so
diagonalization of the matrix yields two eigenvalues and corresponding eigenvectors.
𝐻𝐶 = 𝐸𝐶

(3.4)

The lowest energy eigenvalue, E0, corresponds to the ground state energy and the system is
propagated along the ground state energy surface. From the corresponding ground state
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eigenvector C0=[C1,C2] the contribution of each state, calculated by the square of each element,
Ci2, can be extracted.
The EVB methodology has been successfully used in many studies.27, 82-88 A wide range of
reactions have been investigated, including proton transfer in 2-pyridone to 2-hydroxypyridine,84
Claisen rearrangement in allyl vinyl ethers,84 charge delocalization in water wires,83 and a
benchmarking study of methane plus a chlorine atom.86 While the work on the water wire system
was able to determine the amount of delocalization of an excess proton between two water
molecules, the EVB formalism is limited to two states; consequently, the description of shuttling
is restricted to the two potential hydronium sites. Due to this limitation, the excess charge can only
delocalize across two water molecules, when in reality more than two states may be accessible to
the system.
3.3. Multi-State Empirical Valence Bond Formalism
Voth et. al. expanded the EVB methodology to a multi-state method.14, 89-101 The extension
to this multi-state interpretation is relatively straight-forward in theory but becomes quite complex
in practice. To illustrate the multi-state version for this project, the HCl(H2O)4 cluster is used.
Seven possible states exist, four hydronium states and three covalent HCl states, as seen in figure
3.2. As before, the coordinates in each state are the same, but the bonding topology is different.
The Hamiltonian for this HCl(H2O)4 cluster can be written by the 7x7 matrix that is depicted in
equation 3.5 where the diagonal terms are given by the classical force field and the off-diagonal
terms are again used to couple the states which share a proton. However, unlike the Hamiltonian
description of the two state EVB model where a singular reaction step is occurring, not all
configurational states in the MS-EVB formalism share a proton, and therefore not every offdiagonal element has a contribution to the potential. For instance, state |1> and state |2> share a
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bonded proton that transfers through a Zundel cation, however, states |1> and |7> do not share a
proton; as such, H17 is simply zero in the matrix. This reduces the Hamiltonian matrix for this
system to equation 3.6.

Figure 3.2. The seven possible configurational states in the SSIP HCl(H2O)4 isomer. States
|1> through |4> show the possible hydronium states, while |5> through |7> depict possible
covalent HCl states
𝐻11
𝐻12
𝐻13
𝐻 = 𝐻14
𝐻15
𝐻16
[𝐻17

𝐻12
𝐻22
𝐻23
𝐻24
𝐻25
𝐻26
𝐻27

𝐻13
𝐻23
𝐻33
𝐻34
𝐻35
𝐻36
𝐻37

𝐻14
𝐻24
𝐻34
𝐻44
𝐻45
𝐻46
𝐻47

𝐻15
𝐻25
𝐻35
𝐻45
𝐻55
𝐻56
𝐻57

𝐻16
𝐻26
𝐻36
𝐻46
𝐻56
𝐻66
𝐻67

𝐻17
𝐻27
𝐻37
𝐻47
𝐻57
𝐻67
𝐻77 ]

(3.5)

𝐻11
𝐻12
𝐻13
𝐻 = 𝐻14
0
0
[ 0

𝐻12
𝐻22
0
0
𝐻25
0
0

𝐻13
0
𝐻33
0
0
𝐻36
0

𝐻14
0
0
𝐻44
0
0
𝐻47

0
𝐻25
0
0
𝐻55
0
0

0
0
𝐻36
0
0
𝐻66
0

0
0
0
𝐻47
0
0
𝐻77 ]

(3.6)
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When the matrix is diagonalized, seven eigenvalues and eigenvectors will be determined and the
lowest energy eigenvalue, E0, is the total energy of the system. The contribution of each bonding
configuration can yet again be calculated as the square of each element of the corresponding
eigenvector C0=[C1,C2,C3,C4,C5,C6,C7]. Unlike a classical force field, the charge given by the ions
are delocalized across the cluster, due to the inclusion of multiple states. In this case, a majority of
the contribution to the energy is coming from the first state.
The MS-EVB formalism has been used to investigate proton transport in a number of
different systems including hydronium and bulk water,14, 81, 91-96, 102 hydronium and small water
clusters,93,

96, 97, 102

ions at interfaces,5,

91, 93, 100, 103, 105

concentrated acid solutions,89,

101

hydroxide,105 ionizable amino acids in proteins,98 water-filled channels,105 polymer electrolyte
membranes,95 aqueous interfaces,105 and other biological systems such as human carbonic
anhydrase.90 In fact, the multiconfigurational formalism has recently been extended into a coarse
grained exploration of the folding of dodeca-alanine.146
A few MS-EVB studies have focused on hydrogen chloride. One such study analyzed
concentrated acid solutions and did not include covalent HCl.89 The underlying assumption in that
investigation hinged on the idea that covalent HCl is negligible, even at high concentrations.
However, as discussed in section 2.1, previous studies have determined that Lennard-Jones
parameters of Cl- and H3O+ in tandem with mixing rules do not suffice in the description of contact
ion pairs (CIP). Another study, by Wick, developed an EVB approach to examine HCl
accommodation to a bulk water slab.103 There are a few notable differences between this work and
the HCl model by Wick, which will be discussed in detail in the development section.
Nevertheless, a general comment on the differences between Wicks model and the MS-EVB-HCl
algorithm developed in this work, is that the formers model was developed for immediate
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dissociation upon HCl addition to the bulk water slab, and is parameterized to only a few low lying
cluster structures including the HCl-water dimer, the lowest energy SSIP HCl(H2O)4 zwitterionic
structure, and the CIP HCl(H2O)4. Wick’s model is also fit to the H-Cl PES of dissociation for the
HCl-water dimer and the CIP HCl(H2O)4. The model in this work, MS-EVB-HCl, was developed
with the intent to study HCl induced nucleation, concentrated solutions, and HCl at the air water
interface where a significant amount of covalent HCl and H3O+/Cl- CIP systems are to be expected,
as well as distributions of cluster structures at the higher range of the energetic scale rather than
simply global minima for a few small structures.
3.4. Development of MS-EVB Model Which Includes Covalent HCl
The recipe for an MS-EVB algorithm requires a search algorithm to determine all possible
configurational states, inclusion of an accurate potential for the diagonal states, an algorithm to
find any species pair in which a proton transfer reaction may occur, a potential form for the
coupling term, and parameters to describe the extent of interactions, followed by diagonalization
of the Hamiltonian matrix.
3.4.1. Diagonal State Search Algorithm
It is essential that all relevant bonding topology states are incorporated for a given
configuration. This MS-EVB-HCl algorithm is based on the MS-EVB3.2 model.91 The
MS-EVB3.2 uses the same search algorithm as MS-EVB3,96 which improves upon the MS-EVB2
algorithm.92 The MS-EVB2 assigned hydronium states by determining the initial hydronium, or
the pivot hydronium. The pivot hydronium is defined as the oxygen with three closest hydrogen
molecules to it. From the pivot hydronium, the second closest oxygen to the protons is determined.
The proton, second closest oxygen, and the hydrogens bound to that oxygen already are labeled as
the new hydronium state. This process is iterative until three solvation shells are found. The MS-
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EVB3 search algorithm was slightly altered in order to find every possible hydronium state within
three solvation shells of the pivot hydronium, as some possible states were not found in the MSEVB2 algorithm. Once the pivot hydronium is found, instead of finding just the second closest
oxygen to the pivot hydronium proton, the algorithm searches for any oxygen within 2.5 Å. This
allows for oxygens to participate in more than one hydronium state as the updated model finds any
bifurcated oxygen.
Once all of the hydronium states are located, the covalent HCl states must be found. This
search is slightly more complicated. The algorithm works as follows: 1) Any hydrogen within
2.3 Å of the chlorine atom is located. This hydrogen is labeled as the covalent hydrogen. From the
covalent hydrogen, the topology of the water must be found 2) The closest oxygen to the covalent
hydrogen is found. This is where the algorithm splits into two possible pathways where the closest
oxygen to the covalent hydrogen a) only has a water identity from the hydronium search or only
exists in one possible hydronium state, or b) participates in two hydronium states. Following the
split through the a) pathway then the next step is 3.a) Here, the next two closest hydrogens that are
not the covalent hydrogen are found, and together with the closest oxygen are labeled as a water
molecule. 4.a) From this first water oxygen, the next closest oxygen is found, followed by the next
two closest hydrogen atoms, and labeled as a second water molecule. 5.a) This process repeats
until all water molecules have bonding type assigned so that there are no unintended free floating
H+ or OH- groups.
If the closest oxygen has two hydronium states, the water topology search becomes slightly
more complicated and computationally expensive. This is because, while one covalent hydrogen
is found, the water topology can split in two different ways, as can be seen in figure 3.3.
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Figure 3.3. Two MS-EVB states for the system have the same covalent HCl, however, the
water bonding topology is different.
Both water topologies must be accounted for, and as such this covalent HCl state will actually exist
in two configurational states. In this way, starting from step 2, the determination that the closest
oxygen to the covalent hydrogen participates in two hydronium states leads the algorithm to
deviate towards path b) and then 3.b) The topology of the corresponding first hydronium is called,
then 4.b) The covalent hydrogen is removed from bonding with the hydronium and is reassigned
to the chlorine atom, and the rest of the water topology is taken from the corresponding first
hydronium configurational state 5.b) The topology of the second hydronium for the closest oxygen
is called next 6.b) The covalent hydrogen is reassigned from the second hydronium to the chloride
ion. Followed by 7.b) the topology of the water is taken from the second hydronium
configurational state. The HCl search slightly impedes the speed of the search, as there are many
criteria that must be examined in this loop of code to ensure the water topology is found without
splitting water. The reason behind the inclusion requirement of both configurational states
differing in water topology has to do with the search for the off-diagonal states and will be
discussed in the next section.
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3.4.2. Off-Diagonal State Search
In order to incorporate reactivity, all configurational states that share a proton must be
found. In this case, the topology of any species not participating in proton transfer must be the
same. For instance, as illustrated in figure 3.4, it can be seen that the water topology of the two
MS-EVB states are the same, with the only difference in topology arising from covalent HCl to
CIP, in the first state the configuration is an H3O+/Cl- ion pair, whereas in the second state the HCl
is covalent and is hydrogen bonding with the water molecule which has hydronium identity in the
first state.

Figure 3.4. Illustrates the off-diagonal coupling between state a. which has the HCl
configuration and state b. of the CIP motif. The excess proton is allowed to transfer from state
a. to state b. due to the off-diagonal coupling term. The bonding topology in both states is
exactly the same, except for the species in which the excess proton is bound to.
To find the coupling between two hydronium states, the search begins by identifying the common
Zundel cation, H5O2+. All the hydronium states are saved in topology arrays, and the search loops
through the hydronium proton section of each state to identify shared protons between two
hydronium oxygens. When this occurs, the Zundel state is identified. For states involving proton
transfer between a hydronium and a chloride anion, the Zundel-like ion Cl-H-OH2 is found. The
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covalent hydrogen identity is saved in an array, and the search loops through the hydronium
protons to find any state that shares the proton. The Zundel and Zundel-like ion are depicted in
figure 3.5.

Figure 3.5. a. Zundel ion b. Zundel-like ion
3.4.3. Potential Energy Description
Once all states are found, the potential energy of every element that is non-zero in the
Hamiltonian must be calculated. The form of the potential depends on what species exist. In the
case of hydronium, chloride, and water, the potential can be seen in equation 3.7.
𝐻𝑖𝑖 (𝐻3 𝑂+ , 𝐶𝑙 − , 𝐻2 𝑂)
𝑁𝐻2 𝑂

𝑁𝐻2 𝑂

𝑁𝐻2 𝑂

𝑁𝐻2 𝑂
𝑖𝑛𝑡𝑒𝑟,𝑖,𝑗

𝑖𝑛𝑡𝑒𝑟,𝑖
𝑖𝑛𝑡𝑒𝑟,𝑖
= 𝑉𝐻𝑖𝑛𝑡𝑟𝑎
+ ∑ 𝑉𝐻𝑖𝑛𝑡𝑟𝑎,𝑖
+ ∑ 𝑉𝐻2 𝑂𝑖 −𝐻2 𝑂𝑗 + ∑ 𝑉𝐶𝑙
− −𝐻 𝑂
+ + ∑ 𝑉
𝐻3 𝑂 + −𝐻2 𝑂
2 𝑂𝑖
2 𝑖
3𝑂
𝑖

𝑖

𝑖

𝑁𝐻2 𝑂 𝑁𝐻2 𝑂
𝑖𝑛𝑡𝑒𝑟
+ 𝑉𝐶𝑙
− −𝐻 𝑂 + ∑ ∑
3
𝑖

𝑖<𝑗

𝑖

𝑁𝐻2 𝑂
𝑡ℎ𝑟𝑒𝑒−𝑏𝑜𝑑𝑦
𝑉𝐻2 𝑂𝑖 −𝐶𝑙−−𝐻2 𝑂𝑖

𝑗

𝑡ℎ𝑟𝑒𝑒−𝑏𝑜𝑑𝑦
+
−
3 𝑂 −𝐶𝑙 −𝐻2 𝑂𝑖

+ ∑ 𝑉𝐻

(3.7)

𝑖

The choice of water potential, particularly as the majority of interactions come from water
interactions in water clusters, is essential. The TIP3P,92 TIP4P,102 SPC/Fw,89, 91, 96 and qSPC/Fw96
water molecules have all been used in previous hydronium-water MS-EVB algorithms. Polarizable
MS-EVB models tend to parameterize their own flexible water models.104 In this work, the
SPC/Fw water model will be utilized.147 The SPC/Fw is an excellent flexible water potential. In
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addition, the MS-EVB3.2 Hydronium model,91 which will be used for all hydronium-water
interactions in this work, was parameterized with an SPC/Fw water potential. Parameters for the
intermolecular interactions of Cl- with water and hydronium were taken from previous work by
Voth and co-workers on concentrated acid solutions.100, 101 For all two-body parameters, unless
specifically mentioned by the underlying potentials, all unlike atoms interacting used LorentzBerthelot mixing rules.
The system is highly polarizable once HCl ionizes forming the polarizable Cl- ion,
however, to include a fully polarizable treatment of the potential is quite computationally
expensive. The dominant many-body effect of the ab initio energy is the three-body interaction.
Rather than using a polarizable model in the MS-EVB-HCl, a computationally inexpensive
geometric three-body potential was incorporated. Two, three-body terms were added, one
describing the interactions between the heavy atoms of water-chloride-water (equation 3.8), and
the second between the heavy atoms of hydronium-chloride-water (equation 3.9).
𝑁𝐻2 𝑂 𝑁𝐻2 𝑂
𝑡ℎ𝑟𝑒𝑒−𝑏𝑜𝑑𝑦

𝑉𝐻2 𝑂−𝐶𝑙−𝐻2 𝑂 = ∑ ∑ (𝐴𝑒 −𝛼(𝑟𝐶𝑙

−𝑂

𝑖

𝑖

−3.0)

𝑡ℎ𝑟𝑒𝑒−𝑏𝑜𝑑𝑦
−
+
2 𝑂−𝐶𝑙 −𝐻3 𝑂

𝑒 −𝛼(𝑟𝐶𝑙

−𝑂

𝑖

−3.0)

2

𝑒

−𝛽𝑟𝑂𝑖 𝑂𝑗

) 𝑠𝑓𝐶𝑙− 𝑂𝑖 𝑠𝑓𝐶𝑙− 𝑂𝑗 𝑠𝑓𝑂𝑖 𝑂𝑗 (3.8)

𝑖<𝑗

𝑁𝐻2 𝑂

𝑉𝐻

2

= ∑ (𝐵𝑒 −𝛾(𝑟𝐶𝑙

−𝑂

2

𝑖

−3.0)

2

𝑒 −𝜁(𝑟𝐶𝑙−𝑂 −2.8) 𝑒 −𝜅𝑟𝑂𝑖𝑂 ) 𝑠𝑓𝐶𝑙− 𝑂𝑖 𝑠𝑓𝐶𝑙− 𝑂 𝑠𝑓𝑂𝑖 𝑂𝑗

(3.9)

𝑖

Switching functions are added in order to seamlessly cut the three-body potential off after
the first solvation shell. The switching function, equation 3.10, is present for both chloride-oxygen
distances, and the oxygen-oxygen distance, in order to prevent over solvation effects due to
contributions from waters positioned on completely opposite sides of the chloride ion. The r1-r2
value is set at 3.2-3.3 Å for the oxygen-chloride distance, and 3.8-4.0 Å for the oxygen-oxygen
distance.
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1
𝑠𝑓 = {1 − (𝑟2 − 𝑟1 )−3 (𝑟 − 𝑟1 )2 (3𝑟2 − 𝑟1 − 2𝑟)
0

𝑟 < 𝑟1
𝑟1 ≤ 𝑟 ≤ 𝑟2
𝑟 > 𝑟2

(3.10)

The potential for covalent HCl and water is seen in equation 3.11. As before, the SPC/Fw
potential describes the water interactions. A Morse potential describes the HCl intramolecular
potential. Equation 3.12 shows the Morse potential, where parameters for D and α are taken from
Wick’s work103; in this work, r0 and U0 were set to match the HCl-water dimer calculations from
this study (table 3.1). The two body potential for the HCl-Water interactions uses a Lennard-Jones
potential and Coulomb interaction instead of the Buckingham 6-exponential used in Wicks work,
however covalent HCl σ, ε, and q parameters are taken from Wick’s model. Lorentz-Berthelot
combination rules were used for unlike atoms
𝑁𝐻2 𝑂

𝐻𝑖𝑖 (𝐻𝐶𝑙, 𝐻2 𝑂) = ∑
𝑖

𝑁𝐻2 𝑂

𝑉𝐻𝑖𝑛𝑡𝑟𝑎,𝑖
2 𝑂𝑖

+ ∑

𝑁𝐻2 𝑂
𝑖𝑛𝑡𝑒𝑟,𝑖,𝑗
𝑉𝐻2 𝑂𝑖 −𝐻2 𝑂𝑗

𝑖<𝑗

𝑖𝑛𝑡𝑟𝑎
+ ∑ 𝑉𝐻𝑖𝑛𝑡𝑒𝑟
+ 𝑉𝐻𝐶𝑙
2 𝑂𝑖 −𝐻𝐶𝑙

(3.11)

𝑖
2

𝑖𝑛𝑡𝑟𝑎
𝑉𝐻𝐶𝑙
= 𝐷[1 − 𝑒 −𝛼(𝑟−𝑟0 ) ] + 𝑈0

(3.12)

The off-diagonal potential is essential to accurately describe the proton transfer between
two states. Many studies have focused on the best way to empirically describe the transfer between
states, such as a Gaussian multiplied by a polynomial added across the potential energy surface,84
or a less complex Gaussian function based on the reaction coordinates.86 In this work, the potential
describing the Zundel cation is a complex function following the MS-EVB3.2 algorithm.
For the HCl-water “Zundel-like” states, a simple Gaussian function will be used. As
discussed in the previous chapter, the interplay between covalent HCl-water and CIP H3O+/Cl- is
relatively complex, however, two structural motifs exist. To this end, the empirical Gaussian
description for the coupling states contains a term based on both the oxygen-chlorine and
hydrogen-chlorine distance, shown in equation 3.13. The switching function in equation 3.10 was
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utilized to swiftly cut the terms to zero with r1-r2 values of 1.7-2.3 Å for the hydrogen chloride
distance and 3.0-3.3 Å for the oxygen chloride distance.
2

2

𝐻𝑖𝑗 = (𝐴𝑓 𝑒 −𝛼𝑓 (𝑟𝑂−𝐶𝑙−2.8) )𝑠𝑓𝑂−𝐶𝑙 + (𝐵𝑓 𝑒 −𝛽𝑓 (𝑟𝐻−𝐶𝑙−1.293) )𝑠𝑓𝐻−𝐶𝑙

(3.13)

3.5. Parameterization of the Model
Eleven parameters, between the addition of the geometric three body potentials, and the
Zundel-like off-diagonal potential, must be fit. Parameterizing reactive force fields is slightly more
difficult than classical force fields as there are more parameters for each atom describing the
interactions, and the parameters are more strongly coupled.52 In this work, a two-step process in
fitting was taken. In the first step, the four parameters required for the off-diagonal potential were
fit to 14 dimer structures. Ten of the structures describe the Cl-H-OH2 potential energy curve. In
this potential energy curve, the chloride oxygen distance was held constant, and the reaction
coordinate allowed to vary is the hydrogen-chloride distance. The computational methodology for
generating the potential energy curve is detailed in appendix B. These structures fall mostly under
the HCl-water motif, and so four dimers that had stronger H3O+/Cl- CIP character were added. In
the second step of the fitting procedure, the parameters for the geometric three-body potential were
fit using the parameterization set of n=2-8 water molecules described in the previous chapter. The
choice of fit set exemplifies the significant difference between Wicks model and the MS-EVBHCl. Wicks model fits to the HCl-Water dimer potential energy surface, the solvent separated ion
pair H3O+(H2O)3Cl-, and the potential energy surface of the CIP H3O+Cl-(H2O)3. The reaction
coordinate for the potential energy surfaces is the hydrogen chloride distance. For the
MS-EVB-HCl, the fit set for the three-body potential contains HCl, CIP, and SSIP structures
including higher energy structures, with relative energies compared to the minimum energy
structure at each cluster size as high as ~6 kcal/mol, rather than just the low-lying minima.
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A genetic algorithm (GA) was utilized for the fitting process. The GA used is an in-house
code that works based on the theory of natural selection.52, 68 For each parameter, a range of
potential values is input. From these ranges, a random initial population is generated. This
population is tested to determine the strength of the set, in this case using least-squares fitting.
Once the fit has been determined, a genetic operation such as cross-breeding or mutation is
performed generating the new fit. The validity of this fit is quantified and this process is repeated
until a specified termination point. The parameters determined for this model can be seen in 3.1.
Table 3.1. List of parameters used in the MS-EVB-HCl model
Parameter
r0
U0
A
α
β
B
γ

Value
1.293Å
-165.11 kcal/mol
-22.3110 kcal/mol
14.998 Å-2
0.5504 Å-1
-251.79 kcal/mol
16.539 Å-2

Parameter
ζ
κ
Af
αf
Bf
βf

Value
12.795 Å-2
2.1097264 Å-1
-4.7960 kcal/mol
0.800 Å-2
-19.578 kcal/mol
0.800 Å-2

3.6. Performance of MS-EVB-HCl
The MS-EVB-HCl accurately predicts the HCl potential energy curve and can be seen in
figure 3.6. From the potential energy curve, it can be inferred that the simple off-diagonal potential
of the MS-EVB-HCl model accurately describes the proton transfer between hydronium and
chloride.
While the two body potential accurately models that transfer, it is important for the
geometric three-body term to accurately model the interaction with water at all ion pairing
situations. The fit set for the three body potential contained structures with covalent HCl, CIP, and
SSIP motifs. Figure 3.7 shows the parameterization set and its performance compared to the MS-
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EVB3.2 force field that was not designed to include covalent HCl character. All energies are given
with respect to the lowest energy structure (as determined from ab initio calculations) at each
particular cluster size in kcal/mol.

Figure 3.6. Performance of MS-EVB-HCl vs Ab Initio energy
As can be seen from figure 3.7, MS-EVB3.2 is unable to reproduce the relative energetics of a few
key structures. The RMSD for the MS-EVB-HCl is 2.62 kcal/mol and 11.45 kcal/mol for the MSEVB3.2 model. This shows the necessity of inclusion of covalent HCl character. The points that
are drastically different from the ideal curve in the MS-EVB3.2 performance are covalent HCl
states, but it is expected that the MS-EVB-HCl improves upon CIPs as well. This will be discussed
later.
While the fit set of the MS-EVB-HCl is found to perform quite well in comparison to the
ab initio energies, it is imperative that the model reproduces energetics of structures not used in
fitting the parameters. The validation set includes 91 structures ranging from HCl(H2O)9 to
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HCl(H2O)22 and contains a wide range of solvation structures with all four main motifs: covalent
HCl, CIP, SSIP, and NoIP.

Figure 3.7. Comparison of the MS-EVB-HCl and MS-EVB3.2 performance on reproducing the
relative energies of the fit set
The performance of MS-EVB3.2 and MS-EVB-HCl with respect to the ideal energies
given by ab initio calculations can be seen in figure 3.8. The RMSD value for MS-EVB3.2 is 8.34
kcal/mol and is 2.76 kcal/mol for MS-EVB-HCl, indicating the necessity of inclusion of explicit
covalent HCl configurational states as the inclusion improves upon the relative energetics. As
before, all energies are given with respect to the minimum energy cluster at each cluster size, in
kcal/mol. Keeping in line with trends from the fit set, MS-EVB3.2 has drastically high energies
for covalent HCl clusters. Additionally, data from the figure shows improvement at more clusters
than just the covalent HCl states with MS-EVB-HCl.
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Figure 3.8. Comparison of the MS-EVB-HCl and MS-EVB3.2 performance on reproducing the
relative energies of the validation set
In order to quantify this, the fit and test sets were broken up into ion pairing sets. In figure 3.9 the
performance of MS-EVB3.2 and MS-EVB-HCl for only covalent HCl states is depicted. With this
solvation motif, MS-EVB3.2 has an RMSD value of 33.04 kcal/mol and MS-EVB-HCl has an
RMSD value of 3.89 kcal/mol. Essentially, the idea that neglecting covalent HCl in favor of tuning
Lennard-Jones parameters to reproduce more contact ion pairing has been found to be insufficient
in this work. The covalent character for water clusters, particularly smaller clusters, is significant.
The MS-EVB3.2 model, while showing tremendous success in bulk water solutions, was not built
to include covalent states and therefore cannot model these states with a degree of accuracy.
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Figure 3.9. Comparison of the MS-EVB-HCl and MS-EVB3.2 performance on reproducing the
relative energies of HCl configurations
CIP motifs were analyzed in order to determine the effect of including covalent terms on the
improvement of the MS-EVB algorithm. Figure 3.10 shows the performance of MS-EVB3.2 and
MS-EVB-HCl on water clusters of the CIP motif only. The RMSD value is reduced from 4.50
kcal/mol in the MS-EVB3.2 iteration to 2.60 kcal/mol with MS-EVB-HCl. The previous chapter
discussed the different ranges for the closest hydrogen to chlorine distance at each solvation motif.
The CIP had a range of 1.72 Å – 2.06 Å. The CIP structures that resulted in significant
improvement with inclusion of covalent states in the MS-EVB-HCl model are CIP isomers with
the closest hydrogen to chloride distances falling in the first half of that range, or under 1.9 Å, with
a moderate improvement on a majority of the other structures with large hydrogen chloride
distances (due to the inclusion of the three-body interaction between the Cl- ion and it solvation
shell).
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Figure 3.10. Comparison of the MS-EVB-HCl and MS-EVB3.2 performance on reproducing
the relative energies of CIP configurations
Figure 3.11 shows the structural breakdown of performance for the MS-EVB3.2 and
MS-EVB-HCl for the SSIP and NoIP motifs. It can be seen that the MS-EVB-HCl force field
approaches the MS-EVB3.2 performance as the ion-pairing decreases, which is expected since at
the lower ion pairing limit the MS-EVB3.2 model should accurately describe the interactions.
Table 3.2 shows the ab initio energy range for each motif, similar to in the previous chapter, where
each energy is with respect to the lowest energy structure at a given cluster size. The table has
three additional columns: the first is the ab initio energy range, which shows the maximum energy
cluster found at each cluster size, or the energy range of clusters found with the ab initio energy
description, the second is the MS-EVB3.2 energy range with respect to the minimum energy
cluster at that size, the third is the MS-EVB-HCl energy range. All energies are relative energies
and are given in kcal/mol.
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Figure 3.11. Comparison of the MS-EVB-HCl and MS-EVB3.2 performance on reproducing
the relative energies of SSIP and NoIP motifs
From the graphs comparing the energies of each MS-EVB model to the ideal ab initio energy, as
well as the tables, it can be seen that there was a significant improvement upon the addition of
covalent HCl to the model.
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Table 3.2. Energy ranges of all solvation types and, as well as the energy ranges for Ab Initio,
MS-EVB3.2 and MS-EVB-HCl calculations. All relative energies are given in kcal/mol.

Cluster
size

HCl
Energy
Range

CIP
Energy
Range

SSIP
Energy
Range

NoIP
Energy
Range

Ab Initio
Energy
Range

MSEVB3.2
Energy
Range

3
4
5
6
12
20
21
22

0-3.8
3.4-4.6
5.9
6.8
21.6
-

1.62
0.3-5.1
1.5-3.4
4.8-17.9
4.4-19.5
11.9-20.9
8.05

0
0
0.0-4.0
0-11.2
0-8.1
6.1-14.7
0-15.6

7.2
4.5-8.3
0-20.0
7.3-14.5

3.8
4.6
5.9
4.0
17.9
19.5
21.6
16.0

7.9
34.0
48.4
6.1
45.2
18.7
53.4
21.1

MSEVBHCl
Energy
Range
5.8
6.0
7.1
11.4
20.6
18.1
28.5
19.9

Figures 3.12 and 3.13 show five structures that have been improved with MS-EVB-HCl, three CIP
structures (figure 3.12), two covalent HCl (figure 3.13), and one SSIP structure (figure 3.13), as
well as the energies given by the ab initio, MS-EVB3.2, and MS-EVB-HCl description.

Figure 3.12. Comparison of performance of MS-EVB3.2 and MS-EVB-HCl at various
representative clusters. All relative energies are given in kcal/mol.
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Figure 3.13. Comparison of performance of MS-EVB3.2 and MS-EVB-HCl at various
representative clusters. All relative energies are given in kcal/mol.
3.7. Conclusion of the MS-EVB-HCl Development
A reactive force field, MS-EVB-HCl, based on the MS-EVB3.2 algorithm has been
developed for the study of systems such as HCl-induced gas-liquid nucleation, HCl at the air water
interface, and concentrated acidic solutions. Previous models have focused on parameterizing to
the lowest energy structures at small cluster sizes, or have not included covalent states based on
the assumption that the contribution of covalent HCl is negligible and simple Lennard-Jones
parameters with mixing rules could accurately reproduce the energetics. The new MS-EVB-HCl
algorithm includes covalent HCl and was parameterized to a wide range of structures including
the H-Cl-OH2 potential energy surface, and more CIP like H3O+/Cl- dimer structures for the two
body potential and clusters ranging in solvation type, cluster size [HCl(H2O)2-8], and relative
energy range (0 to ~6 kcal/mol) for the three body potential.
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The MS-EVB-HCl model shows improvement at all cluster sizes [HCl(H2O)2-22]. The most
significant improvement in accuracy occurs for covalent HCl and CIP motifs, however, there is a
slight improvement on some SSIP and NoIP configurations as well. The MS-EVB-HCl model
proves the necessity of inclusion of covalent HCl states as well as three-body interactions between
the Cl- ion and its solvation shell in order to accurately model concentrated solutions and small to
medium sized clusters. The geometric three-body potential suffices in the description of
water-chloride-water and hydronium-chloride-water interactions in a computationally efficient
manner.
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Chapter 4. DFT Investigations into the Regioselectivity of Unsymmetrical
Silyloxyallyl Cations
4.1. Introduction: Experimental Motivation
Oxyallyl cations have been found to be extremely useful in organic synthesis. These cations
are often produced via Narazarov electrocyclization,148-150 and proceed to form carbon-carbon
bonds via cycloaddition.151-153 While oxyallyl cations allow for a significant amount of control
over the synthetic process, regioselective addition of nucleophiles to unsymmetrical oxyallyl
cations at the α vs α’-carbon has been difficult.154, 155 To this end, the Kartika group has worked to
develop a reaction method that allows for a tailored addition to the less substituted
α’-carbon.156-158 This mechanism begins with ionization of the hydroxyl group with a Bronsted
acid to make a stable silyloxyallyl cation. From this cation, addition to the α’-carbon is possible.
When putative silyoxyallyl cations, under the conditions specified by the Kartika methodology,
react with indole it was found that a large amount of product formed where the carbon of indole
attached to the less substituted α’-carbon of the cation; whereas in the methyloxyallyl case, no
regioselectivity was determined experimentally.
In order to understand the full reaction mechanism, from the initial formation of a cation,
to the intermediate indole addition, and final deprotonation of the cation, as well as the
regioselectivity dictated in the silyloxyallyl case, Density Functional Theory (DFT) calculations
were performed. These calculations determined whether the formation proceeded in an SN1 or
SN2 fashion, and the reaction pathways for every conformer for the addition of indole to both the
silyloxyallyl (TBS), and methyloxyallyl (Me) cations. The indole ring and trace waters ability to
stabilize the cations have been determined and discussed and kinetic, thermodynamic, charge, and
steric control of the selectivity has been analyzed. Ultimately the full reaction profile and its
reversibility will be discussed. The work described herein has been published under the title
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“Mechanistic Perspectives in the Regioselective Indole Addition to Unsymmetrical Silyloxyallyl
Cations”, in the Journal of Organic Chemistry.8
4.2. Computational Methodology
4.2.1. Ab Initio Metadynamics
In order to determine whether the formation of oxyallyl cations proceeds through an SN1
or an SN2 mechanism, ab initio metadynamics (MTD)137 simulations were performed with the
CP2K package.138,

139

dispersion,135,

the DZVP-MOLOPT-GTH basis set,140 Goedecker-Teter-Hutter (GTH)

136

All MTD simulations utilized the BLYP functional and Grimme D3

pseudopotential141 within the Gaussian Plane Wave framework.139 The real space cutoff was set to
400 Ry and a wavelet Poisson solver was used.142 Simulations were executed at 300K, with a 0.5
fs time step. In order to maintain indole within reactive distance to the cation, a reflective wall was
used. Two collective variables (CV’s), described in more detail below, were set in order to
accurately model dissociation of the hydroxyl group and addition of indole. Gaussians were added
every 15 steps, a height of 0.8 kcal/mol and a width of 0.5 Bohr for CV1 and 0.8 Bohr for CV2.
4.2.2. Electronic Structure Methods
Electronic structure methods: The Gaussian 09134 suite of programs was used to explore
the pathways resulting in each possible configuration. Density Functional Theory (DFT) with the
B3LYP functional, Grimme D3 dispersion corrections135, 136 and the 6-31+G(d) basis set were used
in all calculations. Potential Energy Surface (PES) scans were used to investigate the
regioselectivity of indole addition to the α and α’-carbons of both TBS and Me containing cations.
Potential reactant, transition, and product states were taken from these PES scans and further
minimized. The Berny algorithm optimization scheme was used to locate transition states, which
were further verified by the presence of one imaginary frequency.159 In order to verify that the
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correct transition state has been identified, the mode must correspond to the correct transition under
investigation. Solvation was modeled with an implicit solvent. The SCRF (Polarizable Continuum
Model using the integral equation formalism variant) keyword was used to set the implicit solvent
of Toluene (ε=2.3741).55 One explicit water molecule was added to stabilize the transition states.
NBO analysis was utilized to calculate charges and visualize orbitals.160 The Psi4 package161 was
used for SAPT energy decomposition.162
4.3. First Step: Cation Formation
4.3.1. Metadynamics Investigation into Mechanism Pathway
Figure 4.1 shows the schematic of the cations. MTD calculations were performed in order
to determine if the reaction proceeded through an SN1 or SN2 mechanism. Calculations were

Figure 4.1. illustration of the cation. R can be TBS or Me. The α- carbon is the substituted
addition site and α’ is the unsubstituted addition site.
executed on the non-regioselective Me cation. The initial configuration began with the pyridinium
in a suitable position to the hydroxyl leaving group; the proton was pointed towards the oxygen
within a reactive distance. Two collective variables (CVs) were used to probe the formation of the
cation as well as the addition of indole. The first CV explored the distance between the α’-carbon
and the oxygen of the hydroxy group. This distance is chosen as it is the bond that is required to
dissociate in order to form the cation. The second CV described the indole addition step and was
defined as the distance between the nucleophilic carbon of indole and the α’-carbon. Figure 4.2
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illustrates the CVs used in the simulation. This simulation saw the dissociation of the O-C bond
upon the addition of 70 Gaussians, however, this occurred without an accompanying C-C bond
formation indicating that the reaction proceeds through an SN1 mechanism. As the C-O bond
started to dissociate, the hydrogen from the pyridinium started bonding with the oxygen,
generating a water molecule and pyridine.

Figure 4.2. Depiction of the CVs used to determine mechanism pathway. CV1 is shown in red,
CV2 in blue, and the black dotted line shows the hydrogen bond between the oxygen hydrogen,
leads to bond formation at larger values of CV1
4.3.2. Effects of Indole on Cation Stabilization
Interestingly, the formation of the cation, 11a, would not occur in the metadynamics
simulation without the presence of indole, despite its lack of reactivity in the first step. To
investigate this phenomenon further, the cation formation step was calculated with (pre-11a to 11a)
and without indole (pre-11a-NI to 11a-NI). A relaxed potential energy scan was performed along
the oxygen of the leaving group to the hydrogen of pyridinium, which is also described by the
same coordinate as CV2 in the MTD simulations. From this scan, a possible reactant, transition,
and product states were extracted and minimized. The reaction profiles can be seen in figure 4.3.
These calculations verified that the addition of a proton to the OH group and departure of the
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leaving group from the oxyallyl system occurred in the same step, despite the use of two different
coordinates (O-H bond distance in the PES, and C-O distance in metadynamics). Potential and
Gibbs free energies, at standard temperature and pressure, were calculated. The format when both
energies are shown has the Gibbs free energy given first followed by the potential energy (PE) in
parenthesis.

Figure 4.3. reaction mechanism for the formation of the TBS cation with (left) and without
(right) the indole ring. Gibbs free energies are given first followed by potential energy in the
parenthesis. All energies are given relative to the respective reactant and are given in kcal/mol.
Besides this notation, all energies are Gibbs free energies unless specifically stated. It is useful to
show both energies because Gibbs free energy gives some indication of the entropic effects of the
system which is important when modeling chemical reactivity. However, strictly speaking, the
Gibbs free energy calculations carried out here assume that the particles are non-interacting and as
such can only be accurately applied to an ideal gas. It is difficult to determine the extent this
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assumption will have on the accuracy of the calculations, therefore the potential energy is included
in order to establish general trends.
It was found that cation formation in the TBS case yields an activation barrier of 14.6
kcal/mol (18.0 kcal/mol PE) when no indole was present and 15.9 kcal/mol (20.3 kcal/mol PE) for
the formation of Me case. As the reaction proceeds in an SN1 fashion, the first step is the rate
determining step, which is unsurprising due to the presence the large activation barriers. The
barrier for the formation of the TBS cation was decreased to 13.9 kcal/mol (15.9 kcal/mol PE)
when indole was present, and the product was significantly more stable with indole to stabilize the
cation, a product of 7.5 kcal/mol (10.9 kcal/mol PE), vs 11.7 kcal/mol (17.1 kcal/mol PE) without
the indole present. Additionally, the barrier for the reverse reaction is significantly smaller leading
to a more competitive reverse reaction without indole present. It is clear that the indole provides a
significant amount of stabilization leading to the long lifetimes of the putative oxyallyl cations.
4.3.3. Investigation of π-π Interactions
In order to understand the origin of the cation stabilization by indole, the HOMO (highest
occupied molecular orbital) and LUMO (lowest unoccupied molecular orbitals) states were
extracted for analysis. Visualizing these molecular orbitals gives insight into the influence of π-π
stacking often seen in mid-range complexation of ring systems. In order to preserve clarity in the
visualization of the π-stacking, the indole complexed with the Me cation (11e) was used, as the
TBS is quite bulky and may obstruct the view of the π-π stacking. Furthermore, as the Me cation
allows for bonding at both the α and α’-carbon, a full picture of stacking will be available. The
visualized molecular orbitals can be seen in figure 4.4. From the figure, it is clear that there is a
significant amount of π-overlap between the indole, and the reactive carbons, i.e. the α and
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α’-carbons. This π-stacking between the rings allows the positive charge of the cation to be more
delocalized, and therefore more stable.

Figure 4.4. a. the HOMO-LUMO molecular orbitals are illustrated for structure 11e. b. a
schematic of the orbitals that participate in π-bonding between the cation and indole. R=TBS
or Me. The figure has been reprinted with permission from Bresnahan, C. G.; Taylor-Edinbyrd,
K. A.; Cleveland, A. H.; Malone, J. A.; Dange, N. S.; Milet, A.; Kumar, R.; Kartika, R.,
Mechanistic Perspectives in the Regioselective Indole Addition to Unsymmetrical Silyloxyallyl
Cations. The Journal of Organic Chemistry 2019. ©2019 American Chemical Society
4.4. Intermediate Addition of Indole to the Cations
All possible pathways of indole addition to each cation were modeled to determine the
kinetics of the formation, and gain insight into the causes of the regioselectivity. For each cation,
this requires the addition to both the α and α’-carbon. However, each potential addition site has
two possible isomers, depending on the orientation of the indole ring. Furthermore, indole can
approach from both an outward or inward orientation. To this end, all sixteen possible reaction
pathways, eight involving the Me cations, and eight involving the TBS cations were modeled.
4.4.1. Analysis of Intermediate Reaction Pathways for the TBS Cation
All TBS pathways are depicted in figure 4.5. Structures of motif-type 12 and 13 correspond
to nucleophilic addition at the substituted α-carbon whereas addition at the unsubstituted α’-carbon
will be designated as motif-type 14 and 15. As before, all Gibbs free energies are given followed
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by potential energies in parenthesis. All energies are given with respect to the reactant of the given
pathway.

Figure 4.5. Reaction pathways for the addition of indole to the TBS cation. The first row depicts
the outward approach of indole to the cation, the second row depicts the inward approach. A
green dashed line shows where the bond is starting to form in each transition state. Gibbs
energies are given first followed by PE in parenthesis. Energies are given with respect to each
pathways reactant. Transition state energies given in red indicate a transition state with a barrier
lower than the reactant, while red product energies indicate a product higher in energy than the
reactant.
Table 4.1 lists the activations barriers for each isomer as well as the relative energies, potential
and, free energies, with respect to the most stable structure. Boltzmann distributions of all
configurations are tabulated as well; the equation for the distribution calculation is given in
equation 4.1. R is the ideal gas constant and T is set to 300K. Figure 4.6 shows the reaction profile
for the formation of the TBS cation and shows the relative energy levels of all isomeric products.
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𝐵 = 𝑒(

−𝛥𝛥𝐺
)
𝑅𝑇

(4.1)

Table 4.1. Structures in the table refer to energies of TBS cations. Relative energies are given
per state (reactant, transition, product) with respect to the most stable structure of that state
(reactant, transition, product) [a] relative potential energy of each state [b] relative Gibbs free
energy of each state [c] Boltzmann distribution of each state [d] activation barrier given as the
difference between the transition state and reactant. Energies are given in kcal/mol. Terms in
light blue indicate the lowest relative energy structure, while those in pink show the lowest
relative energy addition at the other binding site.
Reactant

Motif
12aO
13aO
14aO
15aO
12aI
13aI
14aI
15aI

ΔΔE[a]
5.4
4.7
3.6
5.4
2.0
0.3
0.7
0.0

ΔΔG[b]
5.4
6.1
4.8
7.5
2.2
1.8
2.7
0.0

B[c] ΔGǂ[d]
0.0
6.0
0.0
4.1
0.0
3.7
0.0 -0.2
0.0
9.4
0.1
7.3
0.0
4.8
1.0
4.6

Transition

State

ΔΔE[a]
6.4
4.3
3.2
3.9
6.0
2.7
2.0
0.0

ΔΔG[b]
6.8
5.6
3.9
2.7
6.9
4.5
2.8
0.0

Product
B[c] ΔΔE[a]
0.0
6.0
0.0
4.6
0.0
2.4
0.0
3.1
0.0
4.0
0.0
4.4
0.0
1.5
1.0
0.0

ΔΔG[b]
7.7
6.1
3.9
5.0
6.2
6.3
4.3
0.0

B[c]
0.0
0.0
0.0
0.0
0.0
0.0
0.0
1.0

Table 4.1 shows the relative energies at each state. The outward configurations tend to be
higher in energy than that of their corresponding inward trajectories. Calculated Boltzmann
distributions show a ratio of zero outward isomers, compared to the inward configurations.
Additionally, as illustrated in figure 4.6, all outward configurations are similar in energy to the
transition state in the formation of the cation. This leads to an essentially barrierless transition for
the reverse reaction. The outward trajectory is clearly unfavored thermodynamically. The stability
of the inward trajectory can likely be attributed to the stabilizing effect of π-stacking with the
indole, although one can hypothesize the steric hindrance from the TBS group plays a role. This
will be discussed in further detail below. With this in mind, it is reasonable to assume that addition
to the TBS cation has a less competitive reverse reactions when the indole has an inward approach
to the cation and further analysis will focus on the inward approach.
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The activation barrier for type 14 and 15, which allows for formation at the less substituted
α’-carbon, are lower than those of type 12 and 13 where the bond forms at the substituted α-carbon
indicating formation at the less substituted carbon is kinetically favored.

.
Figure 4.6. Free energy profile for the ionization of the TBS cation
In fact, 12aI and 13aI have products higher in energy than their corresponding reactants, and as
such, have a lower barrier for the reverse reaction to take place. Table 4.1 shows that the relative
energies and the transition and product states have a more favorable addition at the α’-carbon. The
lowest energy α’-carbon addition is in blue, whereas the lowest energy α-addition is in pink. Gibbs
free energy of the product favor 15a-I with an energy 6.2 kcal/mol lower in energy than 13a-I, the
most stable α-addition product. Boltzmann distributions show a small ratio of pre-13a-I to pre15aI, however, the ratio is negligible. From this analysis, nucleophilic addition to the α’-carbon
has been found to be both thermodynamically favored and kinetically favored.
4.4.2. Analysis of Intermediate Reaction Pathways for the Me Cation
A similar analysis was performed on the reaction pathways in the Me case. The full reaction
pathways are illustrated in figure 4.7. The activation barriers as well as ΔΔE, ΔΔG, and Boltzmann
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distributions values in table 4.2. The reaction profile for the first step, formation of the cation, with
the relative product energy for each isomer is given in figure 4.8.

Figure 4.7. Reaction pathways for the addition of indole to the Me cation. The first row depicts
the outward approach of indole to the cation, the second row depicts the inward approach. A
green dashed line shows where the bond is starting to form in each transition state. Gibbs
energies are given first followed by PE in parenthesis. Energies are given with respect to each
pathways reactant. Red product energies indicate a product higher in energy than the reactant.
Experimentally, there is no preference for addition at either the α or α’-carbon.
Thermodynamically speaking, the calculated ΔΔE and ΔΔG values have no appreciable difference
between nucleophilic addition to the α and α’-carbons, matching experimental results.
Furthermore, Boltzmann distributions at every state show a mixture of addition to both substituted
and unsubstituted carbons. It is interesting to note that in this case, activation barriers are similar
across all isomers (~5-6 kcal/mol) with the exception of the outward approach for TS-14e-O and
TS-15e-O which require ~3kcal/mol for formation to occur.
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Table 4.2. Structures in the table refer to energies of Me cations. Relative energies are given
per state (reactant, transition, product) with respect to the most stable structure of that state
(reactant, transition, product) [a] relative potential energy of each state [b] relative Gibbs free
energy of each state [c] Boltzmann distribution of each state [d] activation barrier given as the
difference between the transition state and reactant. Energies are given in kcal/mol.

Motif
12eO
13eO
14eO
15eO
12eI
13eI
14eI
15eI

ΔΔE
3.1
2.8
6.2
6.2
1.3
0.0
2.2
0.4

[a]

Reactant
ΔΔG[b]
2.2
1.1
4.3
4.2
1.5
0.1
1.7
0.0

ǂ[d]

B
ΔG
0.0
6.2
0.2
6.4
0.0
3.6
0.0
2.8
0.1
6.7
0.8
6.7
0.1
5.3
1.0
6.3
[c]

Transition State
ΔΔE[a] ΔΔG[b]
2.7
2.1
1.2
1.2
3.7
1.7
3.0
0.7
1.0
2.0
0.0
0.6
1.3
0.8
0.4
0.0

B
ΔΔE
0.0
1.3
0.1
0.4
0.1
0.0
0.3
0.9
0.0
0.4
0.4
0.2
0.3
0.6
1.0
0.0
[c]

[a]

Product
ΔΔG[b]
3.1
2.3
0.0
1.2
1.0
2.2
0.5
0.6

B[c]
0.0
0.0
1.0
0.1
0.2
0.0
0.4
0.4

Figure 4.8 Illustrates the Free energy profile for the ionization of the TBS cation
However, despite the low activation barrier for indole addition, structures pre-15e-O and
pre-14e-O, as seen in figure 4.8, are very similar in energy to their previous transition state leading
towards cation formation. It would be expected that the reverse reaction would be highly
competitive. It can be gathered from this figure that the main pathways for indole addition to the
Me cation are formations of 15e-I (addition at the less substituted carbon) and 13e-I (addition at
the substituted carbon), as the other isomers can undergo the reverse reaction. The activation
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barriers for both configurations are similar, their respective reactants are essentially the same
energy, and the products are within 2kcal/mol of each other. Formation of 15e-I and 13e-I are
likely competing approaches, both thermodynamically and kinetically, which explains the lack of
regioselectivity seen in experiment.
4.4.3. Effect of Water on Cation Stabilization
In order to stabilize the cation formation, it was necessary to include one water molecule.
Without this water molecule present, a stable transition state could not be located in any
optimizations or ab initio metadynamics simulations. Experiments have shown trace amounts of
water can actually catalyze this reaction. Basis set superposition error (BSSE) calculations were
performed to quantify the stabilizing effect of water bound to the TBS cation. Reactant, transition
and product states for the formation of 15a-I were used because this is the most favorable pathway
of the TBS configurations analyzed. The water was found to stabilize pre-15a-I by -7.7 kcal/mol,
TS-15a-I by -9.8 kcal/mol, and 15a-I by -10.05 kcal/mol.
4.4.4. Steric Effects on Regioselectivity
Given the above discussion, it is hypothesized that the regioselectivity seen in the TBScation case is due to steric hindrance from the large protecting group. In order to gain a more
quantitative view of the effect of steric hindrance, SAPT energy decomposition analysis was
performed. Due to the complicated nature of transition states, the composition analysis was
calculated at two levels of theory in order to check for consistency. SAPT energy decompositions
were executed on α-carbon addition configuration 13 and α’-carbon configuration 15 for both Me
and TBS variants. Decomposition analysis looked at the reactant, and transition state. The results
calculated with jun-cc-pvdz are shown in table 4.3, and aug-cc-pvdz are shown in table 4.4.
Table 4.3. SAPT energy decomposition calculated with the jun-cc-pvdz basis set. All energies
are given in kcal/mol
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Configuration
Pre-15a-I
Pre-13a-I
TS-15a-I
TS-13a-I
Pre-15e-I
Pre-3e-I
TS-15e-I
TS-13e-I

Electrostatics
-17.35
-16.24
-41.57
-56.12
-15.92
-15.62
-43.39
-44.22

Exchange
27.36
25.13
79.07
105.54
23.10
23.16
81.67
82.09

Induction
-10.31
-9.65
-44.90
-71.67
-9.67
-9.66
-49.51
-52.39

Dispersion
-18.73
-17.97
-27.58
-33.24
-16.26
-16.17
-26.89
-27.63

Total
-19.03
-18.73
-34.98
-55.49
-18.75
-18.30
-38.12
-42.15

Table 4.4. SAPT energy decomposition calculated with the aug-cc-pvdz basis set. All energies
are given in kcal/mol
Configuration

Electrostatics

Exchange

Induction

Dispersion

Total

Pre-15a-I
Pre-12a-I
TS-15a-I
TS-12a-I
Pre-15e-I
Pre-12e-I
TS-15e-I

-17.01
-15.85
-42.27
-56.67
-15.46
-15.15
-43.97

25.68
23.34
81.87
108.60
21.27
21.30
84.76

-11.27
-10.48
-49.35
-76.11
-10.08
-10.06
-53.92

-20.78
-19.94
-29.54
-35.08
-18.19
-18.08
-28.82

-23.37
-22.92
-39.29
-59.26
-22.46
-21.99
-41.95

TS-12e-I

-44.64

84.44

-55.91

-29.59

-45.70

Both jun-cc-pvdz and aug-cc-pvdz calculations show the same trends. In SAPT energy
decomposition, the exchange term gives a quantitate view of steric hindrance. There is no strong
difference between pre-15aI/pre-13aI or pre-15eI/pre-13eI indicating that the steric hindrance is
similar for both configurations at the reactant step. Upon the formation of the transition state, the
exchange term for TS-13e-I becomes much more unfavorable than that of TS-15e-I by more than
20 kcal/mol. Conversely TS-13eI and TS-15e-I have similar exchange terms. This is a strong
indication that steric effects play a major role in the regioselective addition of indole to
unsymmetrical TBS cations.
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4.4.5. NBO Analysis of the Intermediates
NBO charge analysis was performed to see the effect of the lone pair (LP) electrons of the
oxygen of the protecting group, as well as to determine if the addition of indole is charge driven
as well as sterically driven. Amount of hybridization can be seen in table 4.5. Calculations were
done for the product of the first step, with and without indole.
Table 4.5. Hybridization of oxygen lone pairs, with and without indole.
Group

11a

11a-NI

11e

11e-NI

Oxygen
LP

%S

%P

%D

LP1

18.30

81.64

0.06

LP2

13.56

86.36

0.07

LP1

19.87

80.07

0.06

LP2

11.32

88.61

0.07

LP1

38.51

61.43

0.06

LP2

0.07

99.83

0.10

LP1

38.58

61.36

0.06

LP2

0.00

99.90

0.10

Molecular orbitals for the lone pairs of the oxygen of the protecting group were visualized
and can be seen in figure 4.9. The second LP electron on each oxygen showed strong p-character,
regardless of the protecting group. It was determined that despite the strong p-character, there was
no overlap between the lone pair oxygen orbitals and the indole ring. Less hybridization occurs
when the protecting group is Me.
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Figure 4.9. Molecular orbitals of the 11a and 11e oxygen lone pairs. NI indicates indole is not
present and LP1 refers to the first oxygen lone pair, while LP2 refers to the second
NBO charges were determined for the α and α’-carbon as well as the carbon attached to
the protecting group, defined as CR. These calculations were performed on the product of cation
formation, the reactant for indole addition in both the 13 and 15 type isomers Me and TBS case.
Calculations are done with and without water as water has been found to stabilize the reaction.
Charges can be seen in table 4.6 below. From the charge analysis, one would assume that both the
TBS cation and Me cation would see preferential binding at the unsubstituted carbon. Charges are
consistent across all structures indicating that both cations should experience a regioselective
addition. As the experiments have determined that the TBS cation reports regioselectivity whereas
the Me cation does not, it has been determined that this reaction is not charge controlled. There is
no significant change in charge when the water is present, indicating that the water has a larger
effect on stabilizing the transition state for the addition of indole, rather than the cation itself, which
likely has its largest stabilizing effect from the indole ring.
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Table 4.6. NBO charge analysis for α, α’, and CR carbons. All charges have units of elementary
charge NW refers to charge analysis without the water present
Structure

α

α'

CR

11a

0.277

0.015

0.246

Pre-15a-I

0.219

-0.033

0.246

Pre-15a-I-NW

0.223

-0.044

0.251

Pre-13a-I

0.264

-0.041

0.242

Pre-13a-I-NW

0.231

-0.043

0.250

11e

0.301

-0.023

0.232

Pre-15e-I

0.230

-0.014

0.229

Pre-15e-I-NW

0.239

-0.053

0.234

Pre-13e-I

0.278

-0.059

0.229

Pre-13e-I-NW

0.245

-0.058

0.234

4.5. Last Step of the Reaction Mechanism and Overall Reaction Profile
The last step of the reaction, deprotonation, creates a very stable product, which can be
seen in figure 4.10. The overall reaction profile for indole addition to the α’-carbon of the TBS
cation is shown in figure 4.11, and the addition to the α’-carbon of the Me cation is shown in figure
4.12. Both the final product in the Me and TBS case are very stable. For the complete reverse
reaction to occur, a reverse barrier of almost 24 kcal/mol would have to be crossed, which is
unlikely to happen in standard condition.
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Figure 4.10. Final deprotonation of the TBS-indole complex

Figure 4.11. Overall reaction profile for the addition of indole to TBS cation
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Figure 4.12. Overall reaction profile of indole addition to Me cation
4.6. Conclusion to the Regioselectivity Investigation
Regioselectivity for the addition of indole to the unsubstituted α’-carbon of TBS cations
has been extensively studied in this work. Indole addition to the Me cation was used as a litmus
test to discern the differences, as the Me cation does not undergo a regioselective addition. The
mechanism proceeds through an SN1 formalism, where the first step of cation formation is the rate
determining step. Indole was found to stabilize the cation due to π-stacking. For the formation of
the TBS cation, the reverse reaction had a barrier of 6.5 kcal/mol when indole was present vs. only
3 kcal/mol without indole.
All possible reaction pathways were calculated. When the protecting group of the cation
was TBS, it was found that the inward approach was favored over the outward, likely due to the
π-stacking with indole. Nucleophilic addition via the α’-carbon of the TBS cation was found to be
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both kinetically and thermodynamically favored over α-addition. Me cations have two main
competitive pathways for indole addition. One has the C-C bond formation at the substituted
α-carbon, and one with formation at the unsubstituted α’-carbon. Between these two pathways,
there was not a discernable difference between their respective ΔGǂ, ΔΔE, or ΔΔG values. Trace
water was found to have a stabilizing effect on every step of these intermediate reaction.
NBO charge analysis determined that the reaction was not charge controlled, and the lone
pairs on the oxygen of the protecting group had little effect on indole addition. SAPT energy
decomposition confirmed that there was a large difference between the exchange term for the
addition of indole to the two binding sites of the TBS cation. This indicates that steric effects
strongly dominate the regioselectivity of the TBS cation.
The deprotonation of both the TBS-indole complex and Me-cation complex generates a
very stable product. In fact, the reverse barrier is around 24 kcal/mol, and is improbable once the
deprotonation of the complex is complete. Overall, many aspects of the reaction mechanism were
probed, and the sources of regioselectivity were identified.
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Chapter 5. DFT Analysis into the Formation of an EDA Complex Hypothesized
from O-Glycosylation Experiments
5.1. Experimental Motivation: O-Glycosylation
The synthesis of oligosaccharides is of fundamental importance due to their critical role in
biological functions. Oligosaccharides participate in mechanisms involving cell-cell interactions,
immune response, etc.163 In order to investigate biological systems, it is imperative to have a
reliable synthetic process to generate these oligosaccharides. The O-glycosylation step is an
important aspect in the synthetic process of oligosaccharides, and often use thioglycosides as the
donor.164-166 The Ragains group has focused on methodologies that utilize a stable donor in order
to store chemicals for a longer period of time; procedures able to progress at ambient temperatures
on a standard benchtop.167,

168

The goal of the Ragains group is to proceed through the O-

glycosylation step using a stable thioglycoside donor that is not easily activated, in mild
environments in order to generate stereoselective O-glycosylations. Thioglycosides are frequently
used in O-glycosylation due to their stability as well as other properties such as the ability to tune
their reactive properties as well as synthetic ability. They were able to achieve their goal of
activating 4-p-methoxyphenyl-3-butenylthioglycosides for use in O-glycosylation in mild reaction
conditions. Initially, the activation occurred with the substrate in tandem with a photocatalyst and
Umemoto’s reagent. Their investigation took an interesting turn; while testing the control
solutions, without the photocatalyst, it was observed that the solution of Umemoto’s reagent and
4-p-methoxyphenyl-3-butenylthioglycoside resulted in a yellow solution. UV-vis spectra revealed
absorbance in the visible region. In order to understand the structural motif responsible for the
color change, spectrophotometry of 4-p-methoxyphenyl-3-butenylthioglycoside with Umemoto’s
reagent was compared to 4-methoxystyrene complexed with Umemoto’s reagent, resulting in
identical results. This proved the hypothesis that the electron rich styrene section of the
77

4-p-methoxyphenyl-3-butenylthioglycoside is the cause of the color change. It is expected that an
electron-donor-acceptor (EDA) complex has been generated, and as such, Density Functional
Theory (DFT) calculations were performed in order to determine the formation of an EDA
complex, the extent of charge transfer in the complex, as well as simulated UV-Vis spectra with
Time-Dependent DFT (TD-DFT). This work is published in Angewandte Chemie International
Edition under the title “A Visible-Light-Promoted O-Glycosylation with a Thioglycoside
Donor”.167
5.2. Computational Methodology
5.2.1. Electronic Structure Methods
Rather than using the entire 4-p-methoxyphenyl-3-butenylthioglycosides substrate, a
model system, p-methoxystyrene was utilized. Calculations were also performed with styrene, in
which the experiments did not see any color changes, as a control for comparison. Structures of
p-methoxystyrene, styrene, and the S-trifluoromethyldibenzothiophenium cation, which will be
referred to as the Umemoto’s reagent, were all optimized using the B3LYP functional 6-31+G(d)
and Grimme D2 dispersion.169 Calculations were also performed with the PBE0 functional in order
to check for consistency in results and functional dependence. These calculations also proceeded
with the 6-31+G(d) basis set and the Grimme D2 dispersion correction. All calculations were
carried out with the Gaussian09134 suite of programs, except when indicated. In order to mimic the
experimental environment, an implicit solvent, using the Polarizable Continuum Model with the
integral equation formalism, of acetonitrile was added with a dielectric constant value of
ε=35.688.55 The methoxystyrene complex has two isomers, a and b, which depend on the
orientation of the oxygen group as can be seen in the first panel of figure 5.1. Once the initial
minimized structures were determined, different configurational isomers of Umemoto’s cation
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with styrene, methoxystyrene-a, and methoxystyrene-b were generated and minimized to
determine how Umemoto’s cation orients over the differing styrene moieties. Once the
configurational isomers were determined, any within 1.0 kcal/mol of the lowest energy
configurational isomer was taken for further analysis.
5.2.2. Atomistic Charge Calculations
A lot of debate exists over the best way to calculate charge as it is not a direct quantum
observable. In order to get a qualitative view of charge transfer in this system, two different
methods are used for the charge calculation. The first is the commonly used Natural Bond Orbital
(NBO) methodology.160 NBO allows for analysis and property determination based on the input
wavefunction. It essentially reconstructions the wavefunction into a set of bound, or unbound
electrons, in order to recreate the Lewis structure approach. One drawback of the NBO
methodology is that it is dependent on the description from the basis set, albeit less so than
Mulliken charge analysis, as well as the ability to describe the system by a Lewis structure. NBO
analysis should give a qualitative view of charge transfer, but in order to confirm the qualitative
view of charge transfer, the Bader Atoms In Molecules (AIM)170 approach was utilized as well. In
theory, the AIM model should be more transferable across different basis sets and has an elegant
and logical partitioning scheme. Like with NBO, the charge is built from the electronic density,
however, the partitioning is different. AIM relies on the assumption that for any property of the
system, the sum of the pieces should equal that of the whole property of that molecule, the physics
of any given atom should be consistent across the atom type, and partitioning of the atoms occurs
in such a way that the form of the atom is not significantly distorted. A grid is applied to the
wavefunction and using the gradient, critical points are determined and surfaces diagrams are
generated allowing for the partitioning of the molecule into atoms. A charge is assigned to each
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atom after integrating over the density of the partitioned surface. In this way, the accuracy is
determined on the grid rather than the method used. NBO analysis was performed with the
Gaussian 09134 suite of programs while the AIMAll package171 was used for calculations with the
Bader AIM approach. Both styrene and methoxystyrene are neutral molecules. In order to quantify
the extent of charge transfer, the charges of each atom in styrene or methoxystyrene complexed
with Umemoto’s reagent were summed over, as seen in equation 5.1. In this way, the extent of
charge transfer is clear as a charge larger than the neutral charge of the styrene moieties by
themselves indicates that electrons have transferred to the electron deficient Umemoto’s reagent.
𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒

𝑞𝑡𝑜𝑡𝑎𝑙 =

∑

𝑞𝑖

(5.1)

𝑖=𝑎𝑡𝑜𝑚

Lastly, UV-Vis spectra of the first six excited states were calculated at the same level of theory as
above using TD-DFT172 in the Gaussian 09134 suite of programs.
5.3. Charge Transfer and EDA Complex Formation
Methoxystyrene-a and methoxystyrene-b are similar in energy. All relevant isomers of the
complexed structures, as well as the numbering scheme for the styrene motifs, can be seen in figure
5.1. Three configurational motifs for the complexation of the styrene moieties and Umemoto’s
reagent have been isolated. The first has the sulfur of Umemoto’s reagent over the C1 carbon (see
the top panel of figure 5.1 for the numbering scheme) of the styrene moiety. In the second motif,
C1/C8-type, the sulfur complexes over the u-bend created by C1-C2-C3-C8; the sulfur is above
the center of space created by the dihedral. The third configurational motif has sulfur complexing
over the C4 carbon of the styrene moiety.
All data shown has been calculated with the B3LYP functional. Calculations performed
with the PBE0 functional resulted in similar structures while the charge analysis showed the same
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trends. Table 5.1 contains the bond distances between the sulfur of Umemoto’s reagent and the
carbon on the styrene or p-methoxystyrene. It is followed by the charge on each structure resulting
from complexation with Umemoto’s reagent calculated by NBO charge analysis and the AIM
approach. The charge is given in units of elementary charge.

Figure 5.1. The first column contains the numbering scheme for the styrene moieties, the
second contains all C1/C8 configurations and the third illustrates the C1 or C4 configurations.
The distance between the sulfur of Umemoto’s reagent to the closet carbon of the styrene
moiety is shown and all distances are given in angstroms. a. styrene numbering scheme b.
C1/C8 complex of styrene and Umemoto’s reagent. c. C1 styrene-Umemoto’s complex d. the
numbering scheme for methoxystyrene-a. e. C1/C8 methoxystyrene-a-Umemoto’s complex f.
methoxystyrene-a C4 type motif with Umemoto’s reagent g. methoxystyrene-b numbering
scheme h. methoxystyrene-b-Umemoto’s complex in the C1/C8 configuration. i. Umemoto’s
reagent and methoxystyrene-b complexed in the C1 configuration
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No C1 type was found for methoxystyrene-a, although, a motif of C4 was found, which
did not exist within 1.0 kcal/mol of the lowest isomer for the Umemoto’s complex with
methoxystyrene-b or styrene. Styrene was found to have minimal charge transfer as expected,
nevertheless, the C1 configuration saw more charge transfer than the C1/C8 type.
Table 5.1. Lists all structures complexed with Umemoto’s reagent, followed by the
configurational motif. Bond distance of the sulfur of Umemoto’s reagent to the closest carbon of
the styrene moiety is listed in Å, followed by charges determined by NBO and AIMAll analysis,
given in units of elementary charge.
Structure Complexed
with Umemoto's
Reagent
Styrene
Styrene
Methoxystyrene-a
Methoxystyrene-a
Methoxystyrene-b
Methoxystyrene-b

Conformation Type

Bond
Distance

C1/C8
C1
C1/C8
C4
C1/C8
C1

3.23
3.14
3.21
3.20
3.26
3.08

NBO
charge on
Structure
0.023
0.038
0.035
0.021
0.036
0.065

AIMAll
charge on
Structure
0.057
0.065
0.061
0.046
0.59
0.096

The methoxystyrene-a case has less charge transfer than the methoxystyrene-b
configuration. There is less charge transfer seen when Umemoto’s reagent is coordinated to
methoxystyrene-a in the C4 configuration, in comparison to the C1/C8 case. However, when
methoxystyrene-b complexes with Umemoto’s reagent there is significantly more charge transfer
in the C1 motif vs the C1/C8 motif. This is likely partially explained by the proximity of
methoxystyrene-b to Umemoto’s reagent in the C1 configuration. This structure has a shorter
interplanar distance than any other configuration analyzed, perfect for a charge transfer complex.
When comparing the C1 and C1/C8 configurations between the methoxystyrene-b and styrene
complex it is quite clear that there is significantly more charge transfer in the methoxystyrene-b
case. Furthermore, the interplanar distance shows that these complexes are ideally suited for as an
EDA complex.
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UV-Vis spectra were calculated for the first six excited states of every configurational
motif at both the B3LYP and PBE0 level. The spectra are depicted in figure 5.2 (styrene and
Umemoto’s reagent), and 5.3 (methoxystyrene-b and Umemoto’s reagent), and are representative
of the trends seen and are calculated with the B3LYP functional for the C1 Umemoto’s
reagent/methoxystyrene-b structure that showed the most charge transfer, and its corresponding
C1 styrene Umemoto’s reagent counterpart. It can be seen that methoxystyrene-b has a transition
in the visible range, in the representative case at around 500 nm, nonetheless, all calculations
consistently show a transition ranging from 485-515 nm.

Figure 5.2. Simulated UV-Vis spectrum of styrene and Umemoto’s reagent, C1 type motif.
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Figure 5.3. Simulated UV-Vis spectrum of methoxystyrene-b and Umemoto’s reagent, C1 type
motif.
5.4. Conclusion
DFT calculations have been performed in order to determine the extent of charge transfer
between three complexes 1) Styrene and Umemoto’s reagent 2) Methoxystyrene-a and Umemoto’s
reagent and 3) methoxystyrene-b and Umemoto’s reagent. It was determined that
methoxystyrene-b complexed with Umemoto’s reagent in a C1 configuration showed the most
significant

amount

of

charge

transfer,

significantly

more

than

the

corresponding

C1-styrene/Umemoto’s reagent complex. Further investigation into the interplanar distance
indicates that the complexes are at an ideal distance for an EDA complex. UV-Vis spectra confirm
the results of the experiments done by the Ragains group, with a transition in the visible region
once p-methoxystyrene is complexed by Umemoto’s reagent.
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Chapter 6. Conclusion and Outlook
6.1. Conclusions
The theme of this dissertation has spanned reactivity from electronic structure methods to
force field development. Modeling chemical reactivity is difficult due to many factors such as the
system size, description of molecular interactions, computational resources, etc. Three distinct
systems have been analyzed in this work with electronic structure methods; hydrated HCl, indole
addition to methyloxyallyl and silyloxyallyl cations, and the formation of an EDA complex
theorized in the O-glycosylation processes. The data gathered from electronic structure
calculations of hydrated HCl clusters were used in the development of a reactive force field for
HCl-water systems.
In chapter two, AIMD and MTD simulations were performed in order to determine the
solvation structure of HCl water clusters ranging in composition from HCl(H2O)2 to HCl(H2O)22.
In all, one hundred and nineteen structures were established. These structures consisted of four
solvation types, covalent HCl and water, contact ion pairs, solvent separated ion pairs, and no ion
pairing. Additionally, structures spanned a wide range of energetics rather than focusing on the
minimum energy structure at each cluster size. No trend between solvation motif and energetic
scale was found, so other configurational properties such as the number of free OH groups, which
indicates the extent of hydrogen bonding, the distance between Cl- and the center of the cluster,
and distance of H3O+ to the center of the cluster were examined. No distinct correlation between
any one of these properties and solvation type, or energetic trends, were identified. Indeed, the
hydrogen bonding network of these cluster systems is found to be quite complex. These studies
clearly underlined the importance of developing accurate force fields, given that very different

85

solvation environments are found to be of comparable energy thereby requiring the incorporation
of the essential physics to accurately model these systems.
Chapter three describes the development of a reactive force field which incorporates
covalent HCl. The model is based off the MS-EVB3.2 formalism which was developed for an
excess proton in water. The coupling term is a combination of Gaussians dependent on the H-Cl
and O-Cl distance of the complex Cl-H-OH2 Zundel-like state. Chloride is a highly polarizable
ion; rather than integrate a complicated iterative polarization scheme, a simple short range
geometric three-body potential dependent on the heavy atoms of the water-chloride-water and
water-hydronium-chloride interactions was employed. Eleven parameters in total were fit, the offdiagonal terms parameterized to the Cl-H-OH2 potential energy surface, along with four structures
that were stronger CIP rather than HCl/H2O character, and the three-body terms were
parameterized to the potential energies of twenty-eight structures that encompassed HCl, CIP, and
SSIP solvation motifs as well as relative energies as high as approximately 6 kcal/mol. The new
force field, MS-EVB-HCl, accurately reproduced the Cl-H-OH2 potential energy curve as well as
the relative energetics of structures at all cluster sizes explored in the previous chapter.
MS-EVB-HCl showed improvement over the MS-EVB3.2 for structures containing covalent HCl
and strong ion pairing. The MS-EVB-HCl model will be incorporated into enhanced sampling
schemes to determine the pathway of HCl-induced gas liquid nucleation. The model potential will
also be used to analyze HCl at the air-water interface. With this model, the effects of the
counterion, Grotthuss proton shuttling, presence of Zundel and Eigen states (and potential
disruption due to the counterion), and the solvation environments present in these systems can be
determined.
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Chapter four used DFT methods to investigate the regioselectivity seen in the addition of
indole to methyloxyallyl and silyloxyallyl cations. The reaction pathway for the first step of cation
formation, the intermediate addition of indole to the cation, which resulted in eight different
possibilities (addition to the α or α’-carbon, for which two possible isomers were available at each
binding site, from both an inward and an outward approach of the indole ring) per cation, and final
deprotonation of the complex were examined. Relative energetics at each state (reactant, transition,
and product) were determined as well as the Boltzmann distribution. Addition to the α’-carbon
was determined to be both kinetically and thermodynamically favored for the silyloxyallyl cation,
while kinetic and thermodynamic analysis resulted in two favorable additions for the
methyloxyallyl cation, one at the α-carbon, the other at the α’-carbon. SAPT energy decomposition
was utilized to quantify the amount of steric hindrance, which indicated that the regioselectivity
seen in the addition of indole to the silyloxyallyl cation is in fact, steric controlled. Molecular
orbital analysis determined that the indole plays a stabilizing role on the cation, while the lone
pairs of the oxygen of the protecting group do not play a role in π-bonding to the indole ring. NBO
analysis proved that charge is not a controlling factor in the regioselectivity.
Chapter five used a model complex to determine the properties seen by styrene moieties in
the O-glycosylation step of oligosaccharide synthesis. Experiments found that the addition of
Umemoto’s reagent to 4-p-methoxyphenyl-3-butenylthioglycosides lead to a color change. The
addition of methoxystyrene to Umemoto’s reagent saw similar color changes, whereas the styreneUmemoto’s reagent solutions experienced no color changes. To this end, a configurational search
for the different complexes of Umemoto’ reagent to of methoxystyrene and styrene was performed.
Three main configurations were determined. The amount of charge transfer was found to be
dependent both on the configuration, as well as the species. Methoxystyrene Umemoto’s reagent
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complexes generally experience more charge transfer than styrene and Umemoto’s reagent
complexes. Distance between the sulfur of Umemoto’s reagent and the closest carbon indicate an
EDA complex has formed. Additionally, the simulated UV-Vis spectrum for the methoxystyrene
case had a strong transition in the visible region.
6.2. Future Directions
The main focus of the thesis is the development of reactive models to study the effect of
acidic defects in clusters from counterion effects to gas-liquid nucleation as well as counterion
effects at aqueous solution-hydrophobic interfaces (such as air-aqueous solution interfaces). While
this thesis focused on the development of the reactive model for HCl-water system, the next set of
studies will concentrate on the effect of HCl at the air-aqueous interface as well as in gas-liquid
nucleation. Previous studies in the literature did not allow for the acidic proton to hop to the Clanion, but the electronic structure studies revealed the importance of these structures in small to
medium sized clusters. While in the bulk phase HCl is completely dissociated, the air-water
interface presents a very different environment wherein CIP and undissociated HCl can become
important, especially in the case of concentrated acidic solutions. The next step will be the
development of an MS-EVB formalism to analyze H2SO4 water cluster systems, as sulfuric acid
has been found to be a major driver of gas liquid nucleation. This model is more complex as a
larger variety of states can exist (H2SO4, HSO4-, SO4-2, and up to two H3O+) and an iterative scheme
is required to handle the presence of multiple excess protons, which is also the case for
concentrated HCl solutions. The development of a reactive scheme, from data generation to force
fields, for these two acids will form the basis of a generalized platform that can be used for other
acidic species. The codes developed during the course of this work will be released on an open
source platform thereby contributing to progress in the field of reactive simulations.
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Appendix A. HCl(H2O)2-22 Solvation Structures
All energetics in appendix A are given relative to the lowest energy structure at the
specified cluster size and have units of kcal/mol.
A.1. Solvation Patterns of HCl(H2O)2-6

Figure A.1.a. Triangular ring structure of HCl(H2O)2 b. CIP solvation structure of HCl(H2O)4
with a relative energy of 1.6 kcal/mol c. The lowest energy HCl(H2O)5 cluster which is similar
to zwitterionic HCl(H2O)4 SSIP structure d. HCl(H2O)4 zwitterionic SSIP structure
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Figure A.2.a. lowest energy CIP for HCl(H2O)5 with a relative energy of 0.25 kcal/mol. b.
second lowest energy CIP at HCl(H2O)5 e. overall minimum energy structure for HCl(H2O)6.
It is a SSIP and is similar to the zwitterionic n=4 structure d. CIP minimum of HCl(H2O)6 with
a relative energy of 1.5 kcal/mol
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A.2. Solvation Patterns of HCl(H2O)9-12

Figure A.3.a. HCl(H2O)9 SSIP minimum structure b. HCl(H2O)10 lowest energy structure which
is SSIP. c. lowest energy HCl(H2O)10 NoIP solvation environment with relative energy 1.0
kcal/mol d. HCl(H2O)10 minimum energy CIP with relative energy of 5.3 kcal/mol
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Figure A.4. all structures in this figure are HCl(H2O)11 cluster size 1.NoIP minimum energy
structure b. lowest energy SSIP with a relative energy of 1.5 kcal/mol c. HCl minimum, 18.0
kcal/mol d. CIP minimum, 4.23 kcal/mol
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Figure A.5. HCl(H2O)12 SSIP configuration where all three hydrogens of the hydronium
coordinate to a water that hydrogen bonds to the chloride anion. This structure has relative
energy of 7.3 kcal/mol
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A.3. Solvation Patterns of HCl(H2O)20-22

Figure A.6. Lowest energy structures of each solvation type found in clusters containing
HCl(H2O)20 a. The SSIP structure is the minimum energy structure found at this cluster size.
b. CIP with a relative energy of 4.4 kcal/mol c. NoIP with a relative energy of 4.5 kcal/mol
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Figure A.7. Lowest energy structures of each solvation type found in clusters containing
HCl(H2O)21 a. SSIP configuration with a relative energy of 6.1 kcal/mol b. lowest energy
structure found at this cluster size and has no ion pairing c. CIP with relative energy of 12.0
kcal/mol
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Figure A.8. Lowest energy structures of each solvation type found in clusters containing
HCl(H2O)22 a. NoIP structure with a relative energy of 7.3 kcal/mol b. CIP configuration with
a relative energy of 8.2 kcal/mol c. Minimum energy structure at this cluster size, with the SSIP
solvation type
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Appendix B. Generation of HCl-Water PES
The potential energy surface (PES) of Cl-H-OH2 was calculated for use in the fitting of
two body parameters. This work was done in the Gaussian 09 suite of programs.134 Initially, the
HCl-Water dimer was optimized with the MP2 basis set at the aug-cc-pvtz level of theory in order
to generate the starting geometry. From this initial configuration, the oxygen to chloride distance
was frozen, while the H-Cl distance was varied, allowing the hydrogens on the water molecule to
relax at each state. The distance was modified by 0.05 angstroms, and ten steps along the potential
energy surface were recorded.
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