Abstract-In this paper we present an iterative inversion (II) approach to blind source separation (BSS). It consists of a quasi-Newton method for the resolution of an estimating equation obtained from the implicit inversion of a robust estimate of the mixing system. The resulting learning rule includes several existing algorithms for BSS as particular cases giving them a novel and unified interpretation.It also provides a justification of the Cardoso and Laheld step size normalization [12] . The II method is first presented for instantaneous mixtures and then extended to the problem of blind separation of convolutive mixtures. Finally, we derive the necessary and sufficient asymptotic stability conditions for both the instantaneous and convolutive methods to converge.
I. INTRODUCTION

B
LIND source separation (BSS) is the problem of estimating unobserved signals (sources) from observations (sensor signals) of linear mixtures of them. It is an important problem in signal processing because it can be solved using a minimum amount of prior information [19] , namely that the mixing system is invertible and that the sources are non-Gaussian and mutually independent. It is thus useful in a large number of extremely diverse applications such as array processing, multiuser communications, voice restoration and biomedical engineering [37] , [38] , [29] . In addition, BSS plays an important role in neural network theory because separation is carried out with a linear system that can be interpreted as the synaptic weights of a single layer neural network. Thus, it is recognized that adaptive algorithms for BSS adequately work as unsupervised learning rules for neural networks.
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array of sensors provides a vector of observed signals that are linear mixtures of unobserved random processes , termed sources. The exact probability density function (pdf) of the sources is unknown. We will only assume that they are real-valued (although we will later relax this assumption), zero-mean, non-Gaussian distributed and mutually independent. Additionally, we will assume that they are temporally independent and identically distributed (i.i.d.) and spatially independent. When considering convolutive mixtures, the observations are related to the sources as follows: (1) where is the vector of sources and is the sequence of impulse response matrices corresponding to the mixing system. To recover the sources, the observations are processed by a linear multiple input-multiple output (MIMO) system with memory to produce the outputs (2) where is the sequence of finite impulse response matrices corresponding to the separating system of length . We will denote by to the matrix impulse response of the overall mixing (convolutive) and separating (deconvolutive) system. The mixing and demixing models are considerably simplified when instantaneous mixtures are considered. In this case, and , and equations (1) and (2) reduce to 1 (3) (4) The aim in BSS is to estimate the demixing and deconvolutive matrices such that each output of the separating system retrieves an original source signal [37] , [11] .
Let us start by considering the BSS of instantaneous mixtures. Since the pioneering work of Jutten and Herault [23] , a lot of efficient and robust adaptive algorithms have been proposed and their properties investigated. Several authors [13] , [39] , [6] have interpreted this problem as the estimation of the separation matrix from the observed data . In order to perform this es- 1 Indexes with respect to k are omitted in the instantaneous case to simplify notation.
1045-9227/00$10.00 © 2000 IEEE timation, different approaches have been proposed: minimizing the mutual information of the outputs (MI criterion [19] ), maximizing the likelihood of the observations (ML criterion [34] ) or maximizing the information transfer of a neural network (IN-FOMAX criterion [7] ). The cost functions associated to the previous criteria [13] , [39] are obtained in terms of the Kullback-Leibler divergence between the joint prabability density function (pdf) of the outputs, , and another distribution with factorized components, , i.e., (5) In the MI criterion is the marginal pdf of the outputs, , whereas in the ML and INFOMAX criteria is the marginal pdf of the sources, . A necessary condition to obtain the estimate of the separation system is [6] 
where is a component-wise nonlinear function and is the correlation matrix between a nonlinear function of the outputs and the input . However, the exact knowledge of is not available in many situations and we should replace this desired function by an estimate . As a consequence, the contrast should be replaced by the approximate contrast . This is the case when the marginal pdf of the sources is approximated by the truncated Edgeworth [19] or Gram-Charlier [39] expansion in the MI criterion or when the a priori model for the pdf of the sources is not accurate [13] in the ML and INFOMAX criteria. Due to these mismatches, the maximization of the approximate contrast by means of gradient approaches such as the ordinary gradient or the natural gradient (NG) may fail to converge to the separation solution because the mismatch can make this solution not to be a maximum of . Since the unknown function is infinity dimensional we face up a semiparametric estimation problem that is extremely difficult to solve. In order to circumvent this difficulty, Amari and Cardoso [4] suggest to use the method of estimating functions and estimating equations.
In this paper we will follow this latter approach and obtain a special class of estimating equations from the implicit inversion of an approximate estimate of the mixing system. We will show that under certain conditions the iterative inversion of the estimate leads to the blind separation solution. We will also propose two quasi-Newton algorithms that perform the iterative inversion of the estimate. These two algorithm provide us a unified perspective to BSS: different adaptive algorithms for BSS can be interpreted as particular cases of the resultant iterative inversion algorithms. This enables us to explain their convergence behavior and derive a specific normalized step size that yields to high convergence speed and numerical stability. Finally, we will present a straightforward and simple extension of the algorithms to the convolutive case. This paper is structured as follows. Section II presents the new guiding principle to perform BSS that will be termed the iterative inversion (II) method. Section III presents some results referred to the local stability of the resulting II algorithms. Section IV analyzes the step size normalization to achieve a fast convergence. Section V shows how several existing algorithms for BSS can be interpreted as II algorithms. Section VI extends the method and the stability results to the convolutive mixtures case. Section VII presents the results of several computer simulations and, finally, Section VIII is devoted to the conclusions.
II. THE ITERATIVE INVERSION APPROACH FOR INSTANTANEOUS MIXTURES
Let us consider again the necessary condition for BSS given by (6) . This condition can be rewritten in the form of the following estimating equation:
It is interesting to see from this equation that when the model is correct ( ) the nonlinear correlation function can be interpreted as an estimate of the mixing system, . Note also that when the model is not correct ( ) the implicit equation (7) still gives a valid criteria for BSS because it aims the diagonalization of a nonlinear correlation matrix, i.e., . This only occurs when the outputs are mutually independent and, therefore, when the sources are recovered.
Taking into account that statistical independence yields source separation, we suggest the following estimating equation to solve the BSS problem (8) This equation can be interpreted as a generalization of (7) and represents the implicit inversion of the mixture system estimate . Let us define, now, two functions of the outputs that act component-wise on their elements and , and the following implicit function . We also suggest that the estimate of the mixing system be given by the nonlinear correlation matrix (9) Thus, the estimating equation (9) reduces to (10) It is apparent from this equation that (9) is a valid estimator of the mixing system because the diagonalization of is only attained at separation.
A. First Iterative Inversion Algorithm
Unfortunately, the implicit inversion (8) cannot be carried out directly since we do not have access to the estimate at the separating solution . Instead, we consider an special class of estimates denoted as robust estimates. Let be the actual estimate of the mixing system. We will define robust estimates of the mixing system as those functions that always give a good reference to the update of in the direction of the mixing system ( ) and that at the separation solution coincide exactly with it. An interesting property of the robust estimates is that the implicit inversion (8) can be solved by means of an iterative inversion procedure similar to that used by Bussgang methods for blind deconvolution [8] . Here iterative inversion means the iterative correction of the current estimate of the mixing system in the direction of the robust estimate (see Fig. 1 ), i.e.,
Defining we can rewrite the above implicit iteration in an explicit form as (12) Note from (12) that can be interpreted as an estimate of with an exponential window. Moreover, it is also possible to obtain this iteration from the application of a quasi-Newton method to find the zeros of the estimating function (see Appendix I). Rewriting (12) in terms of the separation system we obtain (13) where . We can avoid the calculation of the implicit function if we take into account that and rewrite (13) as (14) This recursion will be termed first iterative inversion (II1) algorithm. Note that when the estimate is accurate this algorithm is of the quasi-Newton type and, therefore, exhibits a very fast convergence.
Let us consider now the selection of the step-size. It is desirable for derivative-based optimization methods to restrict the algorithm to work in a domain where the function and its derivative are continuous. Assuming that is a sufficiently smooth function, the only discontinuities occur at the points where the separation matrix is singular. Therefore, constraining the algorithm to work in a closed region that avoids the singularity of the separating matrix, , discontinuities on the estimating function will not occur. A sufficient condition to ensure that discontinuities are not crossed when updating to is that the step-size satisfies (15) where denotes the p-norm of a matrix. This way we prevent matrix from being singular and guarantee its invertibility. 
B. Second Iterative Inversion Algorithm
When condition (15) is satisfied we can express the inverse in (14) as an infinite expansion [22] and make the following approximation: (16) Finally, substituting (16) into (14) we arrive at the second iterative inversion (II2) algorithm (17) that can also be interpreted as an iterative version of a classical quasi-Newton algorithm for the inversion of (see [32] , [28] for more details). It is straightforward to show that the II1 and II2 algorithms exhibit the equivariant property [12] in the absence of noise.
The most crucial question now is to determine what pairs of functions and provide robust estimates of the mixing system. In the next section we perform an analysis of the local stability of the II algorithms and obtain an answer to this question: the functions that verify the asymptotic stability conditions for the algorithms to converge provide local robust estimates.
III. STABILITY ANALYSIS
In this section we perform a local stability analysis of the II1 and II2 algorithms. We will obtain the necessary and sufficient conditions that the nonlinearities must satisfy in order to ensure that the separating solutions are stable points.
Let us adopt the following notation , , , . We will assume that the sources are properly scaled and the functions and adequately chosen in order that the conditions for the separation solution be an stationary point, i.e., and (18) are satisfied for all . Theorem 1: Assuming that 1) is a vector of real and zero mean sources.
2) The functions and are component-wise and differentiable in the domain of support.
3) The step-size is small enough. the II2 algorithm with a constant step-size (19) contains an asymptotically stable point at the separation solution if and only if the following conditions are satisfied: (22) for all . This theorem is proved in Appendix III. The previous conditions are a generalization and extension of the following stability conditions derived by Amari et al. in [5] .
Corollary 1: If the second function is linear, i.e., and assuming that the sources are properly scaled so that (23) for all , the asymptotic stability conditions reduce to (24) (25) (26) for all . Proof: Note that when the constraint , is always true at the correct equilibrium point since, due to the independence and zero mean assumptions for the sources,
. The conditions (24) and (26) are straightforwardly obtained from (20) and (22) taking into account (23) and the fact that and for all . On the other hand, condition (21) is rewritten as (27) Taking into account (26) , it is easy to see that we need that and, therefore, condition (27) simplifies to (25) .
However, from Theorem 1 we can see that a different result is obtained when the first function is linear.
Corollary 2: If the first function is linear, i.e., , and assuming that the sources are properly scaled so that (28) for all , the asymptotic stability conditions reduce to (29) (30) for all . Proof: This corollary is proved by substituting and in (20)- (22) . An interesting consequence of this new corollary is that those functions whose derivative is continuous and almost null on the whole support domain of the sources guarantee the stability of the algorithm. As an example of application, if we assume that the sources never take zero value 2 and choose the nonlinearity as the signum function we guarantee, in the vicinity of the separation, that and are both null and, therefore, the asymptotic stability conditions (29) and (30) are always true. Note also that in this case we will have that is a robust estimate for the mixing system. Since and is the signum function, will be constant in a wide domain around the separation solution leading to a quadratic convergence of the II1 and II2 algorithms.
When the sources have even pdf and the nonlinearities are strictly monotonically increasing odd functions, (20) and (21) are always satisfied. These assumptions, however, do not guarantee that condition (22) is true. In this case, the following corollary shows how to stabilize the algorithm.
Corollary 3: If (31) an interchange of and ensures the asymptotical stability of the II2 algorithm.
Proof: If the pdf of the sources is even and the nonlinearities strictly odd, and . On the other hand, when the nonlinearities are strictly monotonically increasing odd functions, and , and condition (20) is true. For the same reasons, and and (21) is also true. Finally, condition (22) , when the equality does not hold, is not as critical since it can be forced by just permuting the order of the functions and . This property has been previously observed in [36] for the Herault-Jutten algorithm and later in [5] for the special case of . Our results, however, consider the general case of two nonlinear functions.
Finally, the next corollary extends the previous results to the II1 algorithm.
Corollary 4: The II1 algorithm (32) has the same asymptotical stability conditions given by (20) - (22) as the II2 algorithm. Proof: In order to extend the previous results to the II1 algorithm we will show that the local behavior of both algorithms is equivalent. Let and be the result of applying the II1 and II2 algorithms, respectively, to the same initial value . It is apparent that if both algorithms were identical, the product would be the identity matrix. This will not be the case since, due to the approximation in (16) , algorithms II1 and II2 are different. However, it is straightforward to show that the following equality holds true: (33) This result means that both algorithms perform the same when is small or is very close to the identity matrix, i.e., the algorithms are close to convergence.
Moreover, a general bound in the difference of behavior can be obtained. Since we have hypothesized that then is an upper bound of the difference between both algorithms.
IV. PRACTICAL CONSIDERATIONS AND ALGORITHMS NORMALIZATION
The nonlinear autocorrelation matrix used by the II algorithms is a statistical average that is not known in practical applications but can be estimated from the incoming data. There are two possibilities: on-line adaptations in which the correlation matrix is replaced by its single sample estimate, i.e.,
and batch adaptations where, if we assume that the stationarity and ergodicity properties hold on a block of observations, we can replace the statistical average by the temporal average (35) Another major practical issue is the selection of the algorithm step-size in order to ensure both numerical stability and high convergence speed. Whenever is an approximately constant estimate of the mixing system, the II1 algorithm exhibits the fastest convergence whereas the II2 algorithm also converges superlinearly. This fact explains why the II1 algorithm performs better than the II2 algorithm for robust estimates. In an adaptive filtering context, however, the direct implementation of the II1 algorithm is more complex than that of the II2 algorithm as a consequence of the matrix inversion. Notwithstanding, we will show in the sequel that we can indirectly implement the II1 algorithm by means of an iteration of the II2 type together with a proper step-size normalization.
Let us start considering the on-line version of the II1 algorithm with the one sample estimates (36) Let us rewrite again (36) in terms of and apply the Sherman-Morrison inversion formula [35] to obtain When implementing on-line algorithms it is a common practice to choose since the single sample estimates of introduce a lot of misadjustment noise into the algorithm. As a consequence, we can neglect the and higher order terms and arrive at (37) To ensure the algorithm works in a continuous region we must satisfy condition (15) . Accordingly we should modify the step-size and use (38) where . Thus, the on-line stochastic normalized implementation of the II1 algorithm is (39) It is interesting to note that this recursion can be interpreted as the II2 algorithm with the variable step-size normalization . This is the normalization suggested by Cardoso et al. in [12] for the EASI algorithm. However, we obtained it from the implementation of the II1 algorithm and not from the II2 algorithm as it would appear at a first glance. Since the convergence behavior of the II1 algorithm is better than that of the II2 algorithm when accurate estimates for the mixing system are used we obtain a first theoretical argument that justifies the practical efficiency and fast convergence that it is achieved with this normalization.
For the batch adaptation we propose the following step size which is a generalization of (38): (40) where . Note that when and (40) reduces to (38) . Taking into account that it is easy to show that the batch step size (40) always verifies condition (15) for any given -norm. In practical implementations of the batch algorithm we will typically choose close to unity since we are interested in the algorithm to converge as fast as possible. The selection of the norm in (40) depends on practical considerations. In Appendix II we demonstrate that the 2-norm provides the fastest convergence for a fixed .
Other norms such as the 1-norm or the -norm are easier to evaluate and therefore lead to more robust step-sizes. Nevertheless, we can replace the 2-norm by coarse estimates, such as , whose accuracy improves as we approach to convergence.
V. RELATION WITH EXISTING ALGORITHMS
In this section we show how several existing algorithms for BSS can be derived as particular cases of the on-line implementation of the II1 algorithm given by (39) . This enables us to interpret them as quasi-Newton algorithms that iteratively invert a nonlinear autocorrelation matrix.
A. Generalized Learning Rule
The algorithm (39) is the generalized learning rule derived by Cichocki et al. [16] , [17] from an heuristic principle. Here, we have presented an alternative formal derivation and proposed the normalized step-size (38) to considerably improve its convergence behavior.
B. Decorrelation Algorithm
Choosing
, the adaptation rule (39) reduces to the normalized decorrelation algorithm proposed by Almeida [2] (see also [21] ).
(41)
C. Natural Gradient or EASI Algorithm
Selecting and as an arbitrary nonlinear function, the II1 algorithm (39) converts into (42) which is a normalized version of the natural gradient or EASI algorithm independently developed by Amari et al. [6] and Cardoso and Laheld [12] . When this algorithm does not converge, Amari et al. [5] have suggested that the nonlinearities be interchanged [i.e., and ]. This interchange leads to an algorithm that is not of the natural gradient type because it does not follows the descent lines of a cost function. Note, however, that it can be interpreted as an iterative inversion algorithm.
It has been proved by Amari and Cardoso [4] that the most asymptotically efficient form of algorithm (39) is obtained when one of the two functions, or , is linear. But, unfortunately, this result only characterizes the local behavior so it does not exclude the possibility of using two nonlinearities and obtain better global convergence properties. In fact, in this article we will present some exemplary cases where algorithms with two nonlinearities exhibit faster convergence. Another argument in favor of using two nonlinearities is the robustness to the noise present in the mixture. It has been shown in [18] that two nonlinearities usually lead to a lower bias in the estimation.
D. Generalized EASI Algorithm
The generalized EASI algorithm [24] is an extension of the EASI algorithm [12] that considers two nonlinearities instead of a single one. The generalized EASI algorithm is known to perform adequately in practice [24] but has not been interpreted from a information theoretic perspective yet. In the sequel, we will derive this algorithm from the II1 recursion following a procedure similar to that described in [12] . Let us start decomposing the separating system in two stages, i.e., . The first matrix will be selected to decorrelate the input, i.e., to diagonalize the symmetric matrix . This can be done with the decorrelation algorithm (41). On the other hand, the second matrix will be selected to diagonalize the matrix . This objective can be achieved using the generalized learning rule (39) . However, in order to integrate both adaptations into a single recursion for the overall separating system, , we need that they be orthogonal at a first order in [12] . This can be accomplished if we replace by its projection onto the space of skew-symmetric matrices. Thus, the resulting algorithm is (43) Combining the decorrelation adaptation (41) and (43) so that and neglecting the high-order terms in we arrive at which is the normalized version of the generalized EASI algorithm.
E. Herault-Jutten algorithm
It is also possible to obtain the classical Herault-Jutten (HJ) algorithm from the II1 algorithm. This is done under some simple hypothesis for which the HJ algorithm is known to converge properly. We will consider only two sources and that the mixing system is soft in the sense that there is a direct component from the sources to the observations that is stronger than that of the interfering signals. This is the case when each sensor is placed close to a different source.
Let us define the diagonal operator that keeps the diagonal part of a matrix . Similarly, we define the off-diagonal operator that keeps the off-diagonal terms. Let us assume also that at a given iteration the inverse of the separating system can be decomposed as where has zero elements at its diagonal.
Consider as the result of the iteration given by the II1 algorithm. If we scale this matrix to preserve across the iterations the identity at the main diagonal we find the composite iteration 
However, for a sufficiently small step-size, (i.e., ), it is possible to expand in powers of and neglect the higher order terms to arrive at the following result:
Now we can realize that in the two sources case ( ) the term vanishes because is diagonal.
Therefore, the iteration can be rewritten in scalar form as
for . When assuming soft mixtures the following approximation is valid . Finally, considering the instantaneous stochastic approximation for the correlation matrix we obtain the Herault-Jutten algorithm (49) for . The previous analysis is reinforced by the fact that the local stability conditions of the II1 and HJ algorithms for the off-diagonal terms are equivalent. Indeed, under the given hypothesis, the local stability conditions for the convergence of the HJ algorithm are [15] (50) (51) But these are also the necessary and sufficient asymptotic stability conditions (21) and (22) for the convergence of the off-diagonal terms of in the II1 algorithm. Note that the additional condition (20) does not apply here because is associated with the convergence of the diagonal terms of which are always constant in the HJ algorithm.
F. Nonlinear PCA Algorithm
The relationship between the nonlinear PCA algorithm (developed by Oja and Karhunen in [31] , [24] ) and other approaches, such as those derived from the maximum likelihood criterion, has been first explored in [25] . Here we will show that when the mixing system is orthogonal it is also possible to relate the II1 algorithm with the nonlinear PCA algorithm. Note that the orthogonality of the mixing system is not a limitation since is also assumed in the derivation of the nonlinear PCA algorithm. Let us consider the following estimate for the mixing system: (52) A necessary condition for (52) to be a robust estimate is that it should exactly attain the value of the mixing system at separation, i.e., . Since at separation and are diagonal, which is equivalent to the orthogonality of the mixing system. By substituting the stochastic form of this estimate in the II2 algorithm we obtain (53) which is the nonlinear PCA algorithm. Also, a new form of the nonlinear PCA adaptation with a fast convergence is obtained if we substitute the estimate (52) in the II1 algorithm, i.e., (54) Note that the stability conditions of the previous section do not apply to (53) and (54) since the estimate given in (52) is not exactly of the form of a nonlinear correlation matrix.
VI. EXTENSION TO CONVOLUTIVE MIXTURES
In this section we extend the previous ideas to the case of convolutive mixtures of temporally i.i.d. and spatially independent sources. The approach consists in exploiting the i.i.d. assumption of the sources in order to asymptotically approach the convolutive model by an instantaneous model of a much larger dimension. We will solve the asymptotically equivalent instantaneous problem and exploiting the special structure of the involved matrices we return to the convolutive notation to rewrite the resulting adaptation.
Since we assume that the sequences of source samples are temporally i.i.d. we can consider that the samples obtained from the sources at different lags ( ) can be rearranged in the following vector of sources:
where . Note that all the components in this vector are mutually independent. Analogously, we can rearrange the observations and the outputs as (56) (57) where and . Let be the significant length of the impulse response . In order that be finite we consider that is a stable mixing systems with roots distant from the unit circle so as to guarantee a sufficient decaying impulse response. On the other hand, we have considered in (2) that is a finite impulse response (FIR) system of length and symmetrically centered around the origin.
Let us define the set of lags and assume that the sources and the observations satisfy the following conditions . Under these conditions, the convolutive model described by (1) and (2) reduces to the truncated model (58) and (59) These equations can be rewritten in a Sylvester matrix representation [27] as (60) (61) These matrices are square block-Toeplitz of dimension , i.e, each block satisfies the following:
Having in mind (60) and (61), the separation of a convolutive mixture of sources can be formulated as the separation of an instantaneous mixture of sources under the boundary condition given by . This problem can be solved using the algorithms developed in Section II by substituting the true contrast presented in (5) by the conditional contrast (65) where and denote the conditional pdf of the outputs and sources over .
As long as the set of boundary conditions refer to a finite set of samples and the involved mixing and separation filter do not infinitely propagate their effect (i.e., that the significant length of the overall system is also finite), border effects become less important as the dimension of the model ( ) increases, and the conditional pdf approaches asymptotically to the true pdf [10] . Therefore (66)
In particular, we can always assume in order that the approximation becomes true.
At this point, we can follow the same analysis of Section II to obtain the iterative inversion algorithms as iterative techniques that find the solution of the estimating equation (8) . Thus, the II1 algorithm yields (67) where . In addition, if we arrive at the II2 algorithm (68) Note that the matrix is asymptotically block Toeplitz (i.e.,
) and has the same structure and dimensions as . Finally, using this property and the convolution operator we can rewrite the convolutive II algorithms (67) and (68) as (69) and (70) where (71) with or and .
A. Stability Analysis
The local stability analysis for the convolutive algorithms parallels that presented for the instantaneous case. It is possible to extend all the stability results obtained for the instantaneous case by means of the following theorem.
Theorem 2: For temporally i.i.d. and spatially independent sources and under the same assumptions of Theorem 1, the II1 (69) and II2 (70) convolutive algorithms with a constant step-size asymptotically exhibits a local stable point at the separation solution if and only if the conditions (20)- (22) are satisfied for all . Proof: This theorem is straightforward to prove since in the neighborhood of the separation and we have shown that the convolutive problem of temporally i.i.d. sources can be asymptotically formulated as an instantaneous separation problem and, therefore, the convolutive algorithms will asymptotically share the same set of stability conditions of the instantaneous case.
B. Convolutive Relations
In this section we will show how the convolutive II algorithms provide a unified perspective of some existing and also novel algorithms for BSS of convolutive mixtures.
When the function is linear, the algorithm (70) reduces to the multichannel blind deconvolution algorithm derived by Amari et al. [3] from an information theoretic perspective using the natural gradient [6] . On the other hand, our approach can be used to justify the nongradient algorithms obtained when is nonlinear and also provides a step size that exhibits a fast convergence. Moreover, note that Theorem 2 is the convolutive extension of the stability conditions presented by Amari et al. [4] for the instantaneous case.
Using a similar procedure to that shown in Section V-D, it is straightforward to extend the family of equivariant (EASI) algorithms to the convolutive case as (72) for or and . Under the assumption of two sources and convolutive soft mixture (i.e., for all ) we can obtain the Herault-Jutten convolutive algorithm [30] starting from the convolutive version of the II1 algorithm. Following the same steps as in Section V-E we find that the II1 algorithm with a sufficiently small step-size can be approximated by the following recursion: (73) for . Nevertheless, when applying the soft mixture assumption, this result can be approximated by the convolutive Herault-Jutten algorithm [30] (74) for . When the mixing system satisfies the following orthogonality condition we can use the convolutive extension of the mixing system estimate (52) to obtain a novel convolutive form of the nonlinear PCA algorithm (75) Finally, we wish to point out that Iterative Inversion convolutive algorithms are also well posed in the degenerate case where there is an unique source and the separation is performed only on the temporal domain. This case is usually termed blind deconvolution and the derivation presented in Section VI is still valid since it does not make any assumption on the spatial dimensions of the mixing and separating systems.
VII. COMPUTER SIMULATIONS
Computer simulations were carried out to illustrate the performance of the II algorithms. We considered three i.i.d. 16-QAM complex sources. The II algorithms can be extended to the complex-valued signals case just replacing the transpose operator by an Hermitian operator. In a first computer experiment we considered a convolutive mixture obtained with the mixing system impulse response (76) where the filter coefficients are given in Table I . The separating system for this first experiment is a three-input-three-output system with nine FIR filters having 21 taps each. To adapt the separating system we used the II2 convolutive algorithm given by (70) and (71) over a data window of 5000 samples. In the implementation of the algorithm the cross-correlation sequence was truncated and only its values inside the window were preserved. We defined the performance index of the separation system in terms of the overall response as
We set the step size , we chose the infinite norm ( ) and we considered two choices for the nonlinearities: case a) in which and and case b) where and . Fig. 2 plots the evolution of the performance index versus the iterations for the two cases. We can see that a better asymptotic performance is achieved in case b) whereas case a) exhibits a much faster convergence since the algorithm achieves its final state in less than 15 iterations. This result is consistent with the conclusions obtained by Amari and Cardoso in [4] where they show that, regarding to the local asymptotic behavior, the best estimating functions ( ) are obtained when one of the functions or is linear. Nevertheless, the simulations indicate that other estimating functions with two nonlinearities may have preferred properties such as faster convergence. Fig. 3 shows the overall transfer system after convergence for the case a). Since the overall system has converged to a scaled version of the identity matrix at zero lag and zero in the rest (i.e., ) the spatio-temporal separation of the sources has been performed. In the second computer experiment we considered the same kind of sources but a different 3 3 mixing system with the impulse response sequence of 55 taps length plotted in Fig. 4 . We considered the same parameters of the previous experiment and a data window of 10 000 samples. Due to the equivariant property of the II2 convolutive algorithm we have implemented it for this second experiment in the way suggested by Cardoso in [14] : instead of evaluating the separating system, the outputs of one iteration are directly computed from the previous outputs using the following recursion:
The advantage of this approach is that it greatly reduces the number of operations. Since the separating system will not be computed we will use a different performance index given by where denotes de Frobenius norm of a matrix. As in the previous experiment the convergence of the algorithm with two nonlinearities is faster that with only one nonlinearity as can be seen from Fig. 5. Fig. 6 shows the observations of the three mixed sources and the resulting outputs after convergence for the case a). It is clearly seen from these constellations that the separation has been performed.
VIII. CONCLUSION
In this paper we present an unified view of several blind source separation algorithms from a novel perspective. This unifying approach is termed II because it consists of a quasi-Newton iterative procedure to invert a nonlinear correlation matrix of the outputs. We determine the variable step-sizes that convert conventional algorithms for BSS in algorithms of the Newton type that exhibit a faster convergence. Although initially presented for instantaneous mixtures, the method is also extended to consider the more realistic case of convolutive mixtures. Finally, we obtain the necessary and sufficient conditions that ensure local convergence of the instantaneous and convolutive II algorithms and generalize the convergence conditions obtained by Amari et al. in [5] .
APPENDIX I QUASI-NEWTON RECURSION
We can find the zeros of the following matrix functional: (79) with the following quasi-Newton recursion: (80) where is an approximation to the inverse of the derivative matrix that must satisfy certain conditions described in [26] . As can be seen from Fig. 1 , the robust estimates of the mixing system verify that forms an acute angle with the direction that points to the solution . Therefore
As a consequence
and we arrive again at (12) .
APPENDIX II STEP-SIZE NORM
In this appendix we demonstrate that the II algorithms using the step-size expression (40) achieves its faster convergence when the 2-norm is used. Let be an eigenvalue of whose corresponding eigenvector is . Then (83) and for any matrix norm. In our case, the matrix will be symmetric at convergence and thus the 2-norm will asymptotically tend to the spectral radio of the matrix
Since the proposed step-size for the II2 algorithm is selected according to (40) the fastest convergence for a given is obtained when the 2-norm is used ( ).
APPENDIX III STABILITY ANALYSIS OF THE II2 ALGORITHM
In this appendix we will prove that the conditions (20)- (22) ensure the asymptotic stability of the II2 algorithm under the assumptions of Theorem 1. Let us start multiplying both sides of (19) by the mixing matrix to express the II2 algorithm in terms of the global transfer matrix as (85)
Let
. Condition (18) is necessary to allow the separation solution to be an equilibrium point of the algorithm, i.e., . The next step is to study the asymptotic stability of the algorithm at this point. Toward this aim we will study the behavior of the ordinary differential equation (ODE) associated to the algorithm at the separation solution [9] . Let us define the mean field of the algorithm as and an arbitrary small perturbation of the global transfer matrix at the separation solution . Then
In order to find the linear approximation to the mean field in terms of , we will replace both functions and by its first-order Taylor expansion at 91) Thus, the ODE associated to the algorithm (85) can be rewritten as (92) were is the state vector. Let denote the stationary point of the algorithm that gives the separation solution. The mean vector field of the algorithm at this point is and can be obtained from (90). It is well known that the asymptotic stability condition for the algorithm at is that all the eigenvalues of the derivative of the mean field at this point have positive real parts. Noting that and using (90) it is found that the gradient of the mean field at separation takes a very simple form: it is a block-triangular matrix with diagonal block elements of size one and two. This fact, that has been observed before in several BSS algorithms (see for example [12] , [31] ), greatly facilitates the asymptotic stability analysis.
One of the conditions for asymptotic stability is extracted from the 1 1 diagonal blocks
The 2 2 diagonal blocks are of the form (94) for all . 
