In order to eliminate the inconsistency of the existing data from multi-satellite missions, we propose a new method for optimal combination of altimeter data. In our data management system, the crossover adjustment is modified to two-step processing based on the a posteriori compensation theory of error; i.e., the crossover adjustment of condition equations is made in the first step, and the filtering and prediction of adjustment corrections done along each single pass in the second step. Using the new approach can simplify greatly the computational procedure of crossover adjustment, and the stability and reliability of its solution can be expected. The new method can be used for both local and global crossover adjustment problems. Finally, a practical altimeter dataset from Geosat, ERS-1, ERS-2, and TOPEX/POSEIDON (T/P) is used as a case study to prove the efficiency of the integrated data processing method.
IntroductIon
With the advent of satellite altimetry, the applications of satellite altimetry data have been extensively investigated over recent decades. In the geodetic applications of satellite altimetry, it is shown that this space technique not only allows mapping and monitoring of a major part of the Earth's surface, but it also contributes to essential improvements in the understanding of the Earth's gravity field. Mapping of the sea surface is the most obvious geodetic application. In particular geodetic missions provide a spatial resolution that allows for estimation of mean sea surface heights on a 2' 2' # grid. Many mean sea surface height models have been developed in the recent years (Bosch 2004) . Recovering gravity information from multi-satellite missions' data is another one of the major applications of satellite altimetry. This work was first demonstrated with Seasat data by Haxby et al. (1983) . Numerous applications followed: McAdoo and Marks (1992a, b) , Sandwell and Smith (1997) , Hwang et al. (1998) and Anderson et al. (2000 .
A general problem in recovering gravity anomalies from the geodetic missions is that the level of neighboring profiles, measured at different epochs is considerably affected by sea level variability (Bosch 2004) . The required slope information is thus corrupted by sea level variation and would be transformed to noisy gravity anomalies if no special care is taken in regards to sea level variability. Data processing has been continuously improved by updated altimeter corrections, outlier detection, filtering and retracking of altimeter data. It is well-known that the quality of measurements as well as their spatial resolution and density from different altimeter missions varies considerably. In order to use all existing data for recovering gravity anomalies, many methods have been proposed for optimal combination of altimeter data. Crossover adjustment is a typical procedure for integrated data processing of multi-satellite missions. In this paper, we will use such a procedure, but adopt a very efficient computational strategy in crossover adjustment. In our data management system, the crossover adjustment is modified to two-step processing based on the a posteriori compensation theory of error (Li 1988 The new approach can simplify greatly the computational procedure of crossover adjustment, which can be used for both local and global crossover adjustment problems. In this study, we have used the altimeter data from Geosat, ERS-1, ERS-2, and TOPEX/POSEIDON (T/P) over a regional area of 100°E ≤ λ ≤ 150°E and 5°S ≤ { ≤ 50°N.
AnAlySIS oF the exIStInG croSSover AdjuStMentS
In the marine survey, for example, for hydrography, as it relates to marine gravity and magnetic survey, various problems relating to crossover adjustments have been extensively investigated by virtue of the existence of a network structure of marine surveying lines (Prince and Forsyth 1984; Huang 1995; Huang et al. 1999; Liu et al. 2004 ). The crossover adjustment technique relies on the principle, that two measurements at the same point are used to calibrate measurement equipment or to determine corrections to measurements. Especially, many satellite measurement arrangements with intersection points between the ascending and descending tracks allow for the application of this technique. From the early days of altimetry to nowadays, the radial orbit error has been regarded as one of the dominant sources of errors affecting altimeter data. And the crossover adjustment technique has been thought as one of the most efficient methods for minimizing crossover errors. It is wellknown that the radial orbit error can be sufficiently modeled by either a time-or a distance-dependent polynomial as follows (Wangner 1985; Rummel 1993 
where x 0 , x 1 , and x 2 represent unknown polynomial coefficients; μ is the time-or distance-dependent parameter. Using low degree polynomials as error models results in an overdetermined equation system and a least squares adjustment procedure can be applied. However, for the crossover adjustment, since only differences of measurements (i.e., sea surface height differences at crossover points of the ascending and descending tracks) are used as observations and since these differences are invariant with respect to certain transformations, the corresponding adjustment problem is singular. That is to say, in such an adjustment system, only relative parameters can be determined uniquely. If parameters with absolute information such as bias and tilt parameters have to be predicted, the resulting normal equations are well-known to be singular and some additional constraints have to be fixed to solve this adjustment problem. In practice there exist three ways to overcome the rank deficiency (Schuh 1998 ):
(1) Master arcs approach-a number of arbitrary unknowns (some tracks) are fixed. (2) Free adjustment-with the help of a generalized inverse, an unconstrained solution can be determined and after this step constraints are used to fit the system to a welldefined reference frame. The pseudoinverse solution combines these two steps within one procedure. (3) Combined solution-the third possibility to overcome the singular problem is to introduce the reference frame as pseudo-observations and to stabilize with this information about the whole system. A special target function with a proper weighting between real observations and pseudo-observations allows for solving this hybrid system.
It should be mentioned that the first two approaches don't affect the observations and the observational residuals. Only the fitting of a so-called free surface is affected by the choice of the additional parameters. The pseudo-observations within the combined solution, in turn, are constraining the configuration of the real observations. Therefore, one has to be very careful when it comes to choosing the weight factor.
According to the preceding analysis and discussion, it can be seen that crossover adjustment is a special adjustment system. Its computational procedure is heavy and complicated. That is true even more so for the local and global crossover adjustment problem of the irregular network. Additionally, since, in the adjustment system, the neighboring equations share a part of the unknown parameters in one equation, there exists a function relation between the neighboring equations. Therefore, we have to solve all the equations in an integrated way. Within this study, our purpose is to simplify the procedure of solving the equations. Here we propose an approximate approach to deal with the singular crossover adjustment problem. The key to the modified method is to divide the solution procedure into two steps. First, a conventional crossover point adjustment is carried out using the condition adjustment method; and then filtering and predicting of observational corrections are done along each track.
condItIon AdjuStMent At croSSover PoIntS
As we know, the altimeter observation h can be split up into a track-independent part h 0 , only depending on the measurement location, and a residual part ∆h, which is track dependent. The residual part ∆h consists of a part due to the systematic error δh and the stochastic measurement inaccuracy ∆. That is:
By introducing the difference of two sea surface height observations at the crossover point of ascending track i and descending track j as the crossover observation, we can define an error equation as:
where
is the discrepancy at the crossover point p(i, j); the right superscript a indicates ascending tracks, and the right superscript d indicates descending tracks. As for a survey network constructed by M ascending tracks and N descending tracks, the error equations can be expressed in matrix notation as follows:
where V represents the correction vector including the signal (systematic error) and noise (random error) parts; B is the coefficient matrix which consists of 1 and -1; D indicates the discrepancy vector. The least square solution of Eq. (6) is:
The cofactor matrix is:
where P is the weighting matrix of discrepancy observations. Suppose the sea surface height observations to be independent along each track, Eq. (7) can be further rewritten as:
where p ij a and v ij a represent the weight factor of observation and its correction along ascending track i at crossover point p(i, j), respectively; p ij d and v ij d represent the weighting factors of observation and its correction along descending track j at crossover point p(i, j), respectively.
FIlterInG And PredIctInG AlonG trAckS
According to the modern adjustment theory (Li 1988) , after the observational correction vector is calculated from Eq. (7), it can be further considered as a new kind of observations and then be filtered using an error model similar to Eqs. (1), (2), or (3). As mentioned above, in this study our aim is to illustrate the crossover adjustment in a more extensive sense; i.e., the compensation of systematic errors in satellite altimetry. In our opinion, the compensation of systematic errors is, in principle, a special filtering and predicting problem which intends to separate signals (systematic errors) from observations (i.e., differences at crossover points) by weighting the uncertainty of noises (random errors). Taking into account the fact that the amplitude of orbit error is, now, almost the same as that of influence of other physical and geometric uncertainties such as the inconsistency in the satellite orbit frame, and the additional errors caused by residual ocean variation and various physical corrections, a reasonable error model is constructed in this paper to illustrate the change of signals, with which the filtering and prediction of crossover adjustment corrections are done along each single track in our new computational strategy. And finally, the compensation of systematic errors in satellite altimetry is realized.
It is clear from the preceding error analysis that the performance of the errors from satellite altimetry appears mainly to have a systematic influence on measurements. The combined effect of the errors will vary in very complicated ways. It may consist of linear, periodic, and irregular trends. It means that the temporal or spatial variation model of errors above can take a variety of forms. In the case study here, we have carried out a series of tests using general polynomial and trigonometric polynomial error models, and made a comparison between them. It has been shown that a combined model of general and trigonometric polynomials is more advantageous in describing change of systematic errors in satellite altimetry. This model can be expressed as follows:
where n is a positive integer; ω represents the angular frequency corresponding to a period covering a surveying track; i.e., ( ) t t 2 e b r = -; t e and t b are the end and beginning times of a surveying track, respectively; a 0 , a 1 , b i and c i (i = 1, ..., n) are the unknown model parameters to be evaluated. The error model listed above consists of two parts. The first characterizes the linear trend as systematic errors. The second indicates the periodic trend. The intention of choosing Eq. (11) as the error model is to embrace the influence of a variety of systematic errors in addition to the radial orbit error. And it is expected to appropriately characterize the integrated effect of different disturbing factors. In practical application, the parameter n is determined with the length of the track. By our experience, here n is proposed to be 1 ~ 2 for a short track, 3 ~ 5 for a middle-long track, and 6 ~ 8 for a long track. Furthermore, the significance test of model parameters (a 0 , a 1 , b i , and c i ) can be done in the same way as Huang et al. (1999) . In an adjustment problem, the error model will approximate the physical and geometric property of the problem in case it is properly chosen. The adjustment results can show the performance of our empirically chosen model to the observations. This will be illustrated furthermore in the case study of this paper.
After condition adjustment at crossover points, a new error equation can be constructed with error model (11) at each crossover point as follows:
And its matrix form is:
where V represents the new "observation" vector obtained from the preceding condition adjustment; U is the correction vector of V; A and X represent the coefficient matrix of error equation and the corresponding unknown vector of error model, respectively. The least square solution of Eq. (13) is:
where P V is the weight matrix of "observation" vector V. With the error model obtained from the adjustment (i.e., filtering) results above, the systematic error at each observational point between the crossover points along each track can be interpolated appropriately according to its observational time. This step can be thought to be a prediction. It can be seen from Eq. (8) that the weight matrix P V of "observation" vector V is a special sparse matrix, which consists of some unit matrixes degree to 4, in the case that the sea surface height observations is independent and there is equal accuracy along each track. It is to say that, in that case, an "observation" along each ascending track is related only to one "observation" from descending tracks. In other words, an "observation" along each descending track is also related only to one "observation" from ascending tracks. If neglecting such weak statistical correlation of errors between ascending and descending tracks, the "observations" from each track (both ascending and descending tracks) can be processed separately, independent of the other tracks. This is just as we expected at the beginning when the twostep computational strategy was suggested. Compared to the rigorous overall adjustment method, although theoretically, the two-step processing approach cannot be, in effect, better than the former with a reasonable weighting of parameters, the latter has simplified the computational procedure of crossover adjustment greatly and rank deficiency will never arise. And, therefore, the adjustment results of the latter should be more stable and reliable. It is more suitable to integrated data processing for multi-satellite missions as illustrated in this study.
A cASe Study For MultI-SAtellIte AltIMeter dAtA ProceSSInG
As mentioned above, here we have used the altimeter data from Geosat, ERS-1,ERS-2, and TOPEX/POSEIDON (T/P) over a regional area of 100°E ≤ λ ≤ 150°E and 5°S ≤ { ≤ 50°N as a case study to show the performance of the two-step processing approach. In order to eliminate the inconsistency of data from the single satellite mission, in the first stage of integrated data processing, a auto-crossover adjustment using the two-step method within a single-satellite mission is carried out for the above 4 satellites. Furthermore, because of factors such as orbit error and inconsistency in the satellite orbit frame, the sea surface heights (SSHs) from different satellite missions need to be adjusted to a 'standard' surface. In this regard, the SSHs from the auto-crossover adjustment of T/P have served as a standard surface in the second stage of integrated data processing because of its highly accurate orbit. That is called as cocrossover adjustment for dual-satellite missions. It is done also using the two-step method in this study. Table 1 shows the statistics of crossover differences before and after autocrossover adjustment. The statistics of crossover differences between T/P and other satellites before and after co-crossover adjustment are given in Table 2 .
Making a comparison between before and after adjustments in Table 1 , it can be seen that an expected result has been obtained by using the two-step method. The RMS crossover differences from before and after auto-crossover adjustment are ±5 ~ ±25 and ±2 ~ ±10 cm, indicating the new computational strategy can improve the internal accuracy of altimeter data from a single satellite mission. The results before co-crossover adjustment in Table 2 show that there is a systematic bias between T/P and other satellite altimeter data. It is just because there exists an inconsistency between T/P and other satellite orbit frames. The systematic bias has been eliminated after co-crossover adjustment. Compared to the RMS crossover differences of ±21 ~ ±30 cm from before co-crossover adjustment, an improved accuracy of ±5 ~ ±6 cm has been obtained after co-crossover adjustment. It means that we have arrived at the goal of unifying all multi-satellite altimeter data in the frame of T/P. Figure 1 shows the adjusted SSHs over the studied area.
recovery oF MArIne GrAvIty FIeld FroM SAtellIte AltIMeter dAtA
In order to evaluate the modified method proposed in this paper, we have gone a step further to recover marine gravity anomalies using all the multi-satellite altimeter data mentioned above. Results are then compared with shiptrack gravity data. After having finished the auto-and cocrossover adjustments using the two-step method, the sea surface topography of EGM96 model to degree and order 20 is subtracted from the adjusted SSHs before generating the deflections of the vertical. On the basis of that, we used the least-squares collocation method proposed by Hwang et al. (1998) to grid the deflections of different azimuths into the north-south and west-east components at a 2' 2' # interval, which are then used to compute the gravity anomalies using the inverse Vening Meinesz formula (see Hwang 1998) by Figure 2 shows the derived gravity anomalies over the studied area. Finally, the quality of the derived gravity anomalies are evaluated by comparison with ship-borne gravity data, which came from numerous cruises dating from 1990 to 2000 over the China Sea. It is believed that the accuracy of the ship anomaly is at the level of 1 to 3 mgal. Before comparison, the gravity anomalies from the altimeter-derived grid are interpolated to each ship anomaly location using the weighted average method. The comparisons are made at all (1497080) stations. The statistics of comparisons are listed in Table 3 . Table 3 indicates that there exists a significant bias in all the altimeter-derived/ship anomaly comparisons, which ranges from -0.1 to -4.7 mgal. The cause of this may be related to the errors remaining in the ship gravity data or in the reference geopotential model. The RMS comparison differences ranges from ±4.79 to ±8.57 mgal. These results are comparable with those from Sandwell and Smith (1997) , Hwang et al. (1998) , and Anderson et al. (2000 . In Sandwell and Smith (1997) , the RMS difference between the satellite-derived and the ship-measured gravity anomalies over 12 areas is from ±5.91 to ±15.14 mgal. And in Hwang et al. (1998) , RMS agreements of ±5.13 to ±14.26 are obtained in the same areas. It is shown that the integrated data processing procedure suggested in this paper is efficient and reliable. 
concluSIonS
This article has concentrated on integrated data processing for multi-satellite missions using a modified crossover adjustment, i.e., two-step method, and the recovery of marine gravity anomalies. A comparison between altimetry-derived gravity anomalies and ship-borne data has been made. And the compared results are satisfactory. It should be pointed out, however, that such results are obtained here only over open ocean. More work should be done with altimeter data over shallow waters if we wish to obtain results over shallow water comparable in quality with those over the open ocean; see, e.g., Deng et al. (2002) and Hwang et al. (2004) .
