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Abstract
In this paper we discuss the higher-order Stokes phenomenon of the particular integral of an inhomogeneous
linear ordinary di*erential equation with a large parameter. We determine the complete Stokes geometry, that
are all the active and inactive Stokes curves, and the higher-order Stokes curve. The main tool that we use
is the growth of the coe7cients in the dominating divergent asymptotic expansion of the particular integral.
We also discuss a strategy that might work in more complicated problems.
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1. Introduction
It has been observed in recent literature [1–4] that the Stokes geometry, that is, the con>guration of
so-called Stokes curves, is more complicated than expected in the asymptotic analysis of higher-order
problems. The complications are that for higher-order problems not all Stokes curves emanate from
turning points, and that Stokes curves can be partially inactive. The problems for which these
complications can occur have solutions w(z; u) where u is a large asymptotic parameter and z a
set of parametric variables (usually the independent variables of the system), and in which for
each >xed z there are at least three di*erent kinds of asymptotic behaviour. Examples where this
phenomenon can occur include higher-order di*erential equations with a large parameter, integrals
with at least three critical points (for example, saddles), and many partial di*erential equations with
a large or small parameter. In this paper we study the asymptotics of an inhomogeneous second-order
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linear ordinary di*erential equation. This is one of the simplest classes of problems that can have a
higher-order Stokes phenomenon.
When a traditional Stokes curve is crossed the dominant asymptotic expansion switches on a
constant multiplying a subdominant asymptotic expansion. The constant is called a Stokes multiplier
and this is the usual Stokes phenomenon. See [8]. When a higher-order Stokes curve is crossed in the
z space, the Stokes multiplier itself might change value. In many problems involving a higher-order
Stokes phenomenon the Stokes multiplier changes from zero to a nonzero complex number, and
a Stokes curve is born: on one side of the higher-order Stokes curve the traditional Stokes curve
is inactive, and on the other side it is active. This has important consequences for the asymptotic
representations in di*erent sectors of z space. The traditional Stokes curve and higher Stokes curve
under consideration cross each other either at a traditional turning point, or at a so-called Stokes
crossing point. This is a point where at least three traditional Stokes curves cross each other, but it
is not a traditional turning point. For more details on the higher-order Stokes phenomenon see [4].
That paper is also the >rst paper that gives a comprehensive explanation of the “birth” of Stokes
curves in terms of hyperasymptotic expansions.
The “birth” of Stokes curves at Stokes crossing points was >rst observed in [3], and has been
recently discussed in the work by Aoki, Kawai and Takei. See [1,2] and the references therein.
Although this “birth” of Stokes curves could arise in all problems mentioned above, the descriptions
and explanations in the literature have so far been only for problems in which the main function
has a simple integral representation, or where the Stokes geometry can be obtained by studying
the traditional Stokes curves that start at turning points and their crossing points. Having integral
representations of the solutions simpli>es the problem dramatically, since the integral is a global
representation and it contains all the possible asymptotic behaviours.
In this paper we study solutions of a di*erential equation with a large parameter for which we
do not assume a priori an explicit simple integral representation. As will become clear, it is even
di7cult to determine asymptotic expansions of the subdominant terms that are switched on when
Stokes curves are crossed. Although it is probably possible to obtain the full Stokes geometry by
studying the Stokes curves that start at the two turning points, we will present a method that can
be used in a more general setting.
In [4] it was shown that for a full understanding of the Stokes geometry one also has to take into
account the inJuence of higher-order Stokes curves. The de>ning property of an active higher-order
Stokes curve is that when it is crossed, a so-called Stokes multiplier changes its value. In this paper
we are in the fortunate situation that we can obtain the exact values of all Stokes multipliers. In
general, this is not possible. In the >nal section we give a full description of the higher-order Stokes
phenomenon, and discuss how to compute the Stokes multipliers in more complicated problems.
The structure of this paper is as follows: In Section 2 we introduce our di*erential equation,
which is an inhomogeneous second-order linear di*erential equation with a singularity of rank one
at in>nity. For the particular integral wp(z) of this inhomogeneous problem we obtain the asymp-
totic expansion. The recurrence relation of the coe7cients in this expansion is the main tool for
obtaining the asymptotic behaviours of the subdominant terms in the complete asymptotic expansion
of wp(z). That information is needed in Section 3 where we determine the location of the Stokes
curves and the higher-order Stokes curve. We will also determine the asymptotic expansions of the
subdominant terms w2(z) and w3(z). These are the functions that are switched on by wp(z) when
active Stokes curves are crossed. We obtain recurrence relations for the coe7cients in the asymptotic
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expansions of w2(z) and w3(z), with which we are able to compute these coe7cients up to constants
of integration.
In general the determination of these constants of integration might be almost impossible. For-
tunately, in Section 4 we can determine these constants via the asymptotics of the late coe7cients
of the asymptotic expansion of wp(z). As a by-product we obtain the exact values of the Stokes
multipliers, and hence, the complete Stokes geometry. The details in this section are very subtle,
and we illustrate in Section 5 that these results are correct.
Finally, in Section 6 we discuss the higher-order Stokes phenomenon, and what kind of information
is needed in general to be able to obtain the complete Stokes geometry.
2. The inhomogeneous linear dierential equation
We will study the large u asymptotics of the solutions of the inhomogeneous linear ordinary
di*erential equation
d2w
dz2
+ u2z2w = eiu((1=2)z
2−4z): (2.1)
The reasons for considering this particular di*erential equations are: (1) the asymptotic expansion of
the particular integral is relatively simple; (2) the solutions of the homogeneous di*erential equation
are independent of the inhomogeneity, and this simpli>es the Stokes geometry (for more details on
these simpli>cations see [5]); (3) this equation is a simple di*erential equation with three di*erent
kind of asymptotic behaviours, and it already incorporates the higher-order Stokes phenomenon,
illustrating that the higher-order Stokes phenomenon will be very common for higher-order problems.
Note that the corresponding homogeneous equation
d2w
dz2
+ u2z2w = 0 (2.2)
has a double turning point at z=0. The solutions of (2.2) can be written in terms of Hankel functions
wc(z; u) = A(u)
√
zH (1)1=4
(
1
2 uz
2)+ B(u)√zH (2)1=4 ( 12 uz2) ; (2.3)
where A(u) and B(u) are arbitrary functions of u. From the asymptotic expansions of Hankel func-
tions, see for example Section 9.7 in [9], we obtain the large u asymptotic expansion
wc(z; u) ∼ A˜(u)√z e
(1=2)iuz2
∞∑
s=0
is
(
1
4 ; s
)
usz2s
+
B˜(u)√
z
e−(1=2)iuz
2
∞∑
s=0
(−i)s ( 14 ; s)
usz2s
; (2.4)
where Hankel’s symbol is de>ned as
(
1
4 ; s
)
=

(
3
4 + s
)
s!
(
3
4 − s
) ; (2.5)
and where, again, A˜(u) and B˜(u) are two arbitrary functions of u that are slightly di*erent from
A(u) and B(u) in (2.3).
To obtain the asymptotic expansion of a particular integral of (2.1) we write
wp(z; u) = eiu((1=2)z
2−4z)v(z; u); (2.6)
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and obtain the di*erential equation
d2v
dz2
+ 2iu(z − 4)dv
dz
+ (8u2(z − 2) + ui)v= 1: (2.7)
The di*erential equation (2.1) has a particular solution with the asymptotic expansion
wp(z; u) ∼ eiu((1=2)z2−4z)
∞∑
s=0
as(z)
us+2
(2.8)
as u→∞. The in>nite series in (2.8) denotes a formal solution of (2.7). The >rst two coe7cients
are
a0(z) =
1
8(z − 2) ; a1(z) =
−i
16(z − 2)3 +
i
64(z − 2)2 ; (2.9)
and the coe7cients satisfy the recurrence relation
− 8(z − 2)as+2 = a′′s + 2i(z − 4)a′s+1 + ias+1: (2.10)
We note that as(z) has a pole of order 2s + 1 at z = 2. This information will be needed below.
Note also that there is no freedom in choosing the coe7cients as(z) in (2.8). This is di*erent in the
expansions below, where the coe7cients have constants of integration.
We want to determine the Stokes curves for the particular solutions of (2.1) which have (2.8)
as their asymptotic expansion in certain regions in the complex z-plane. At these Stokes curves
the asymptotic expansion is maximally dominant over other (exponentially small) terms 1 in the
complete asymptotic expansion of these particular integrals. This complete asymptotic expansion is
of the form
wp(z; u) ∼ eiu((1=2)z2−4z)u−2
( ∞∑
s=0
as(z)
us
+
∑
j
Kje−ufj(z)uj
∞∑
s=0
bs; j(z)
us
)
(2.11)
as u→∞. These exponentially small terms can be switched on via the Stokes phenomenon. This is
the main reason why asymptotic expansion (2.8) is divergent, and this is incorporated in the growth
of the coe7cients as(z) as s→∞.
The ansatz
as(z) ∼ K(z)(s+ )(f(z))s+ (2.12)
as s→∞, combined with recurrence relation (2.10), leads to the equation
f′(z)2 − 2i(z − 4)f′(z) + 8(z − 2) = 0: (2.13)
Thus
f2(z) = i(z2 − 4z + k2) and f3(z) =−4iz + k3; (2.14)
where k2 and k3 are constants. We will now see that it is not di7cult to determine k2 and the
corresponding 2.
1 These extra terms are, of course, solutions of (2.2).
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Recall that as(z) has a pole of order 2s+ 1 at z = 2. Hence,
f2(z) = i(z − 2)2 and 2 = 12 : (2.15)
We observe that f2(z) and f3(z) must be equal at the turning point z = 0. One way of obtaining
this result is to note that, as we will see below ((3.5) and (3.7)), the recurrence relation for the
coe7cients bs; j(z) show that these coe7cients have poles at z=0. However, the asymptotic expansion
of wp(z; u) is analytic in z near z = 0. Hence, the exponential ‘small’ terms in (2.11) must cancel
each other as z → 0.
We conclude that f2(0) = f3(0), that is,
f3(z) =−4i(z − 1); and that 3 = 2 = 12 : (2.16)
3. The Stokes curves and the Stokes phenomenon
From the results above we obtain the following exponential behaviours exp(jz) of the particular
integral and its exponentially ‘small’ terms:
1 = i
(
1
2 z
2 − 4z) ; f2(z) = 1 − 2 = i(z − 2)2;
2 = i
(− 12 z2 − 4) ; f3(z) = 1 − 3 =−4i(z − 1);
3 = i
(
1
2 z
2 − 4) ; 3 − 2 = iz2: (3.1)
The Stokes curves are those curves where one asymptotic behaviour is maximally dominant over
another asymptotic behaviour, that are, curves in the z-plane where i − j ¿ 0. Hence, the Stokes
curves are
|Iz|= |Rz|; |Iz|= |Rz − 2|; Rz = 1: (3.2)
Note that these Stokes curves cross each other at the double turning points at z=0 and 2, and also
at the points z=1± i. We call the points z=1± i ‘Stokes crossing points’, and we will see that at
the point z= 1+ i a Stokes curve is born. In references [1–3] such a point is called a ‘new turning
point’. This naming is unfortunate, since these points have few properties in common with normal
turning points. For a full discussion on the naming and properties of Stokes crossing points see [4].
In the analysis below we also need the higher-order Stokes curve Shigher, that is the curve where
1, 2 and 3 are collinear. This curve is the circle
|z − 1|= 1: (3.3)
In Fig. 1 we use the notation 1¿2 for the Stokes curve {z ∈C | 1− 2¿ 0}. The higher-order
Stokes curve Shigher is de>ned via {z ∈C | (1 − 2)=(1 − 3)¿ 0}, and contour C is de>ned via
{z ∈C | |f2(z)|= |f3(z)|}.
When solution wp(z; u) crosses the Stokes curve 1¿2 it switches on a constant times w2(z; u),
which is a solution of (2.2). Hence, w2(z; u) has the large u asymptotic behaviour
w2(z; u) ∼ 1√z e
2uu−3=2
∞∑
s=0
bs(z)
us
; (3.4)
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Fig. 1. The Stokes curves, normal (bold) and higher-order Shigher .
where the recurrence relation
b′s+1 =
−i
2
(
b′′s
z
− b
′
s
z2
+
3bs
4z3
)
(3.5)
is obtained from the the substitution of (3.4) into (2.2). Note that this recurrence relation will
introduce constants of integration for each coe7cients bs(z). In (3.4) the factor u−3=2 is just the
product of u−2 and u2 in (2.11).
Similarly, when solution wp(z; u) crosses the Stokes curve 1¿3 it switches on a constant times
w3(z; u), with the large u asymptotic behaviour
w3(z; u) ∼ 1√z e
3uu−3=2
∞∑
s=0
cs(z)
us
; (3.6)
with recurrence relation
c′s+1 =
i
2
(
c′′s
z
− c
′
s
z2
+
3cs
4z3
)
: (3.7)
Note that in the asymptotic expansions (3.4) and (3.6) we could have incorporated the factor 1=
√
z
in the coe7cients bj(z) and cj(z), but with our choice b0(z) and c0(z) are now constants.
4. The missing constants
In the analysis above we were not able to determine the constants of integration in the recurrence
formulae (3.5) and (3.7). We will use the asymptotics of as(z), as s → ∞, to determine these
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constants. We are in the fortunate situation that we will also be able to determine the Stokes
multipliers.
From the previous section we know that w2(z; u) and w3(z; u) are the only functions that can be
switched on via the Stokes phenomenon. This is reJected in the asymptotics of the late coe7cients:
an(z) ∼ K212i
∞∑
s=0
bs(z)
(
n− s+ 12
)
√
z(f2(z))n−s+1=2
+
K31
2i
∞∑
s=0
cs(z)
(
n− s+ 12
)
√
z(f3(z))n−s+1=2
; (4.1)
as n → ∞. The Stokes constants (multipliers) K21 and K31 will depend on the location of z with
respect to the higher-order Stokes curve Shigher.
(1) Since f3(1) = 0 and the coe7cients an(z) do not blow up at z = 1, it follows that K31 = 0 for
z inside the circle Shigher, that is, for z such that |z − 1|¡ 1.
(2) It follows from (2.9) and (2.10) that for >xed n the blow up of an(z) near z = 2 is dominated
by
an(z) ∼

(
n+ 12
)√
i
8
(
1
2
)
(f2(z))n−s+1=2
; (4.2)
as z → 2. Comparing this with (4.1) we obtain that K21b0 = i
√
i=8. We take K21 = i
√
i=8 and
b0 = 1. These values hold for all z ∈C.
(3) Since
(z − 2)2n+1an(z) = a polynomial in z of degree n; (4.3)
it follows that an(z) is analytic at z =∞. Consequently, (4.1) holds uniformly with respect to
large |z|. It follows from (2.9) and (2.10) that for >xed n the growth of an(z) as z → ∞ is
dominated by
an(z) ∼

(
n+ 12
)
in

(
1
2
)
22n+3zn+1
: (4.4)
Comparing this with (4.1) we obtain that K31c0 = 12
√
i. We take K31 = 12
√
i and c0 =1. These
values hold for all |z − 1|¿ 1.
(4) The second series in (4.1) dominates the large n asymptotics for z outside contour C in
Fig. 1. To determine the constants of integration in (3.7) we make the following observa-
tion. In the case that for any >xed s¿ 0 we would have cs(z) ∼ constant = 0, as z → ∞,
then the corresponding term in (4.1) would be O(zs−n−1) as z → ∞. This contradicts (4.4).
Hence, for s=0; 1; 2; : : : ; the constants of integration in (3.7) are all zero. Since we took c0 = 1
we obtain from (3.7) that cs =
(
1
4 ; s
)
isz−2s. We incorporate these results into (4.1) for the case
|z − 1|¿ 1:
an(z) ∼ K212i
∞∑
s=0
bs(z)
(
n− s+ 12
)
√
z(f2(z))n−s+1=2
+
in
8
√
(z2 − z)
∞∑
s=0
(
1
4 ; s
)

(
n− s+ 12
)
z2s(4z − 4)n−s (4.5)
as n→∞.
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(5) To determine the constants of integration in (3.5) we >rst note that the optimal number of terms
N in the truncated version of the second (dominant) series of (4.5), that is
in
8
√
(z2 − z)
N−1∑
s=0
(
1
4 ; s
)

(
n− s+ 12
)
z2s(4z − 4)n−s ; is N =
n
1 + (4z − 4)=z2 : (4.6)
Thus for large z we have approximately N = n and it is easy to check that with this choice the
remainder of this truncated series is O(n!z−2n−1), as n → ∞. As we note above, an(z) is analytic
at z =∞, and by taking as the branch cut for the square root in the series of (4.6) the line from
z = 0 till z = 1, we observe that also all the terms in this approximation are analytic at z =∞.
However, in the case that for any >xed s¿ 0 we would have bs(z) ∼ constant = 0, as z → ∞,
then the corresponding term in (4.5) would be O(z2s−2n−(3=2)) as z → ∞. This term is of larger z
order than the minimal remainder of (4.6) and it is not analytic at z =∞. Hence, for s= 0; 1; 2; : : :
the constants of integration in (3.5) are all zero. Since we took b0 = 1 we obtain from (3.5) that
bs =
(
1
4 ; s
)
i−sz−2s.
Our >nal result is: in the case |z − 1|¿ 1
an(z) ∼ (−i)
n
4
√
2z
∞∑
s=0
(
1
4 ; s
)

(
n− s+ 12
)
z2s(z − 2)2n−2s+1 +
in
8
√
(z2 − z)
∞∑
s=0
(
1
4 ; s
)

(
n− s+ 12
)
z2s(4z − 4)n−s (4.7)
as n→∞, and in the case |z − 1|¡ 1
an(z) ∼ (−i)
n
4
√
2z
∞∑
s=0
(
1
4 ; s
)

(
n− s+ 12
)
z2s(z − 2)2n−2s+1 (4.8)
as n→∞.
5. Numerical examples
The analysis in the previous section is very delicate. To illustrate that we have chosen the correct
constants, that is, to illustrate that (4.7) and (4.8) are the correct asymptotic expansions, we give
the following numerical examples. In these examples we always take the optimal numbers of terms
in the divergent asymptotic expansions. In [6,7] it is explained how to obtain the optimal numbers
of terms.
When z = 0:9 and n= 60 we obtain
(−i)n
4
√
2z
23∑
s=0
(
1
4 ; s
)

(
n− s+ 12
)
z2s(z − 2)2n−2s+1 =−1:1000530876200510× 10
75;
an(z) =−1:1000530876200538× 1075; (5.1)
which clearly illustrates that for |z − 1|¡ 1 asymptotic expansion (4.8) holds.
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When z = 5:9 and n= 60 we obtain
(−i)n
4
√
2z
41∑
s=0
(
1
4 ; s
)

(
n− s+ 12
)
z2s(z − 2)2n−2s+1 = 133109020:6194775561291983419412343;
in
8
√
(z2 − z)
35∑
s=0
(
1
4 ; s
)

(
n− s+ 12
)
z2s(4z − 4)n−s = 40:9145615391159570308768252;
(−i)n
4
√
2z
41∑
s=0
· · ·+ i
n
8
√
(z2 − z)
35∑
s=0
· · ·= 133109061:5340390952451553728180595;
an(z) = 133109061:5340390952451553728180600; (5.2)
illustrating that in this case (4.7) holds.
Finally, when z =−1:9 + 1:9i and n= 60 we obtain
(−i)n
4
√
2z
5∑
s=0
(
1
4 ; s
)

(
n− s+ 12
)
z2s(z − 2)2n−2s+1 = 480:65 + 129:96i;
in
8
√
(z2 − z)
19∑
s=0
(
1
4 ; s
)

(
n− s+ 12
)
z2s(4z − 4)n−s = 44752753190:11 + 60082263005:63i;
(−i)n
4
√
2z
5∑
s=0
· · ·+ i
n
8
√
(z2 − z)
19∑
s=0
· · ·= 44752753670:77 + 60082263135:60i;
an(z) = 44752753670:65 + 60082263135:63i; (5.3)
again, illustrating that in this case (4.7) holds.
6. Stokes curves and the higher-order Stokes phenomenon
In this section we illustrate what kind of information is needed to be able to decide which Stokes
curves are active. We ignore most of the results of Section 4 where we computed the missing
constants.
The Stokes curves 2¿1 and 3¿1, that is z=1+ri, r ¡ 0, cannot be active since the solutions
of the homogeneous equation (2.2) are independent of the inhomogeneity. Since the coe7cients an(z)
do not blow up at z = 1, we concluded above that Stokes multiplier K31 = 0 for |z − 1|¡ 1, and
hence the Stokes line from z=1 to 1+ i is also inactive. However, we will show that the remaining
of the Stokes curve 1¿3, that is the line z = 1 + ri, r ¿ 1, is active. We will illustrate this by
studying the asymptotics of the particular integral wp(z) that has (2.8) as its complete asymptotic
expansion in the triangle with vertices z=0, 1, and 1+ i. We will walk around the Stokes crossing
point z = 1 + i in the clock wise direction (See Fig. 2).
(1) When we cross the Stokes curve 2¿3 nothing happens, since solution w2(z) is not contained
in the asymptotics of wp(z) at this crossing. Hence, although the part of the Stokes curve 2¿3
between the turning point z = 0 and Stokes crossing point z = 1 + i is active, it is irrelevant.
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x
Shigher
wp
wp wp
wp+K21w2
wp+
K21w2+
K31w3
wp+
    K21w2
λ1 > λ3
λ2 > λ3
λ2 > λ1
λ3 > λ2
λ3 > λ1
λ1 > λ2
Fig. 2. Active (bold) and inactive (dashed) Stokes curves.
(2) We cross the Stokes curve 1¿2 and K21w2(z) is switched on.
(3) We cross the Stokes curve 1¿3 and K31w3(z) is switched on.
(4) We cross the Stokes curve 2¿3 again. This time w2(z) is active, and it switches o* K31w3(z).
(5) We cross the Stokes curve 1¿2 again and K21w2(z) is switched o*.
(6) The crossing of the line from z=1 to z=1+ i has no e*ect since this Stokes curve is inactive.
Were the Stokes curve z = 1 + ri, r ¿ 1, not active, then nothing would have happened at step
(3), and this would have led to a contradiction.
As is explained in the introduction, the role of the higher-order Stokes curve Shigher is that when
this curve is crossed the value of K31 changes. For |z−1|¡ 1 we have K31=0 and for |z−1|¿ 1 we
have K31 = 12
√
i. The change of K31 when the higher-order Stokes curve crossed is the higher-order
Stokes phenomenon.
We mentioned several times before that in this paper we are fortunate in that we are able to deter-
mine the exact values of the Stokes multipliers. We will now demonstrate what kind of information
is needed in general to be able to determine which Stokes curves are active and which higher-order
Stokes curves are active. These higher-order Stokes curves will split the complex z plane in several
regions. In this paper these regions are |z − 1|¡ 1 and |z − 1|¿ 1.
Since the Stokes multipliers can only change when a higher-order Stokes curve is crossed, all we
have to do is to compute the relevant Stokes multipliers in each region. This is possible when we
are able to compute the coe7cients in the relevant asymptotic expansions, and the coe7cients in
the asymptotic expansions of the terms that could be switched on when Stokes curves are crossed.
In this paper these are as(z), bs(z) and cs(z). Since we assume that we do not have the exact values
of the Stokes multipliers we need to know b0(z) and c0(z) only modulo a constant multiplier. Note
that in this paper we took b0(z) = c0(z) = 1.
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As is described in [6,7] this is all the information that are needed to compute the relevant Stokes
multipliers from the asymptotics of the late coe7cients. In the case of this paper we would solve
the system
an(z) ∼ K212i
∞∑
s=0
bs(z)
(
n− s+ 12
)
√
z(f2(z))n−s+1=2
+
K31
2i
∞∑
s=0
cs(z)
(
n− s+ 12
)
√
z(f3(z))n−s+1=2
;
an+1(z) ∼ K212i
∞∑
s=0
bs(z)
(
n− s+ 32
)
√
z(f2(z))n−s+3=2
+
K31
2i
∞∑
s=0
cs(z)
(
n− s+ 32
)
√
z(f3(z))n−s+3=2
(6.1)
as n→∞. Note that, by assumption, in this system the only unknowns are K21 and K31. We have
to solve this system for a value of z inside the higher-order Stokes curve |z− 1|=1 and for a value
of z outside this circle. For the in>nite series in the right-hand side we take, of course, the optimal
number of terms.
We >nish this section with two illustrations. In the >rst illustration we take z = 1:1 and n = 10.
Then, assuming that both K21 and K31 are nonzero, the optimal number of terms in the >rst sums of
the right-hand sides of (6.1) is 5, and for the second sums it is 8. We solve the system and obtain
K21 =−0:4431085 + 0:4431085i; K31 = (0:7826981 + 0:7826981i)× 10−9: (6.2)
The exact value for K21 is i
√
i=8 and our approximation is correct up to 4 decimal places. The
approximation for K31 that we obtain illustrates that K31 = 0.
In the second illustration we take z = 6:8 and n = 10. Now the optimal number of terms for all
sums in (6.1) is 6. This time the result is
K21 =−0:4431146 + 0:4431146i; K31 = 0:6266585 + 0:6266585i: (6.3)
These approximations are correct up to 5 decimal places. The two illustrations clearly show that K31
has changed while crossing the higher-order Stokes curve, and K21 has not.
Note that in these illustrations we took z close to curve C in Fig. 1 thereby guaranteeing that the
optimal number of terms in the sums of (6.1) are roughly the same. We have this freedom, since
the values of the Stokes multipliers should not change as long as we do not cross a higher-order
Stokes curve.
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