Abstract. I study the state complexity of binary operations on regular languages over different alphabets. It is well known that if L ′ m and Ln are languages over the same alphabet with m and n quotients, respectively, the state complexity of any binary boolean operation on L ′ m and Ln is mn, and that of the product (concatenation) is (m − 1)2 n + 2 n−1 . In contrast to this, I show that if L ′ m and Ln are over their own different alphabets, the state complexity of union and symmetric difference is mn + m + n + 1, that of intersection is mn + 1, that of difference is mn + m + 1, and that of the product is m2 n + 2 n−1 .
Introduction
A basic complexity measure of a regular language L over an alphabet Σ is the number n of distinct (left) quotients of L, where a (left) quotient of L by a word w ∈ Σ * is w −1 L = {x | wx ∈ L}. The number of quotients of L is its quotient complexity [2] , κ(L). A concept equivalent to quotient complexity is the state complexity [7] of L, which is the number of states in a complete minimal deterministic finite automaton (DFA) recognizing L. Since we do not use any other measures of complexity in this paper (with the exception of one mention of time and space complexity in the next paragraph), we refer to quotient/state complexity simply as complexity.
Let L ′ m and L n be regular languages of complexities m and n, respectively. The complexity of a binary operation • on L ′ m and L n is the maximal value of κ(L
Equivalently, it is accepted by a 2-state DFA, or has complexity 2. Similarly, L 2 = {a, c} * c has complexity 2. Consider now what happens if a binary operation like union or product (concatenation) is performed on these two languages. The alphabets are first made the same by adding the letter c to L 1 along with an empty quotient, c −1 L 1 = ∅, and the letter b to L 2 along with an empty quotient b −1 L 2 = ∅. Thus the complexities of these two languages are incorrectly recorded as 3. While it may be necessary to add the empty quotients when calculating the complexity of the result of the operation, the original complexity of the operands should be kept.
The equality of alphabets of the two operands is an unnecessary restriction, and in this paper I remove this restriction. The contributions of this paper are proofs that the complexity of union and symmetric difference is mn + m + n + 1, that of intersection is mn + 1, that of difference is mn + m − 1, and that of the product is m2 n + 2 n−1 , if each language's own alphabet is used.
Terminology and Notation
where Q is a finite non-empty set of states, Σ is a finite non-empty alphabet, δ : Q × Σ → Q is the transition function, q 0 ∈ Q is the initial state, and F ⊆ Q is the set of final states. We extend δ to a function δ :
If q is a state of D, then the language L q of q is the language accepted by the DFA (Q, Σ, δ, q, F ). A state is empty if its language is empty. Two states p and q of D are equivalent if L p = L q . A state q is reachable if there exists w ∈ Σ * such that δ(q 0 , w) = q. A DFA is minimal if all of its states are reachable and no two states are equivalent. Usually DFAs are used to establish upper bounds on the complexity of operations, and also as witnesses that meet these bounds. If δ(q, a) = p for a state q ∈ Q and a letter a ∈ Σ, we say there is a transition under a from q to p in D. The DFAs defined above are complete in the sense that there is exactly one transition for each state q ∈ Q and each letter a ∈ Σ. If there is at most one transition for each state of Q and letter of Σ, the automaton is an incomplete DFA.
A nondeterministic finite automaton (NFA) is a quintuple D = (Q, Σ, δ, I, F ), where Q, Σ and F are defined as in a DFA, δ :
Q is the transition function, and I ⊆ Q is the set of initial states. An ε-NFA is an NFA in which transitions under the empty word ε are also permitted.
To simplify the notation, without loss of generality we use Q n = {0, . . . , n−1} as the set of states of every DFA with n states. A transformation of Q n is a mapping t : Q n → Q n . The image of q ∈ Q n under t is denoted by qt. For k 2, a transformation (permutation) t of a set P = {q 0 , q 1 , . . . , q k−1 } ⊆ Q is a k-cycle if q 0 t = q 1 , q 1 t = q 2 , . . . , q k−2 t = q k−1 , q k−1 t = q 0 . This k-cycle is denoted by (q 0 , q 1 , . . . , q k−1 ), and acts as the identity on the states in Q n \ P . A 2-cycle (q 0 , q 1 ) is called a transposition. A transformation that changes only one state p to a state q = p and acts as the identity for the other states is denoted by (p → q). The identity transformation is denoted by 1.
In any DFA, each a ∈ Σ induces a transformation δ a of the set Q n defined by qδ a = δ(q, a); we denote this by a : δ a . For example, when defining the transition function of a DFA, we write a : (0, 1) to mean that δ(q, a) = q(0, 1); in other words, a transposes 0 and 1 and acts as the identity on the remaining states.
By a slight abuse of notation we use the letter a to denote the transformation it induces; thus we write qa instead of qδ a . We extend the notation to sets of states: if P ⊆ Q n , then P a = {pa | p ∈ P }. We also find it convenient to write P a −→ P a to indicate that the image of P under a is P a. If s, t are transformations of Q, their composition is denoted by s•t and defined by q(s•t) = (qs)t; the • is usually omitted. Let T Qn be the set of all n n transformations of Q n ; then T Qn is a monoid under composition.
, of regular languages is called a stream; here k is usually some small integer, and the languages in the stream usually have the same form and differ only in the parameter n. For example, ({a, b} * a n {a, b} * | n 2) is a stream. To find the complexity of a binary operation • we need to find an upper bound on this complexity and two streams (L ′ m , m h) and (L n , n k) of languages meeting this bound. In general, the two streams are different, but there are many examples where
. . , a k } be an alphabet; we assume that its elements are ordered as shown. Let π be a partial permutation of Σ, that is, a partial function π : Σ → Γ where Γ ⊆ Σ, for which there exists ∆ ⊆ Σ such that π is bijective when restricted to ∆ and undefined on Σ \ ∆. We denote undefined values of π by "−", that is, we write π(a) = −, if π is undefined at a.
If L ⊆ Σ * , we denote it by L(a 1 , . . . , a k ) to stress its dependence on Σ. If π is a partial permutation, let s π (L(a 1 , . . . , a k )) be the language obtained from L(a 1 , . . . , a k ) by the substitution s π defined as follows: for a ∈ Σ, a → {π(a)} when π(a) is defined, and a → ∅ when π(a) is not defined. The permuta-
Similarly, let D = (Q, Σ, δ, q 0 , F ) be a DFA; we denote it by D(a 1 , . . . , a k ) to stress its dependence on Σ. If π is a partial permutation, then the permuta-
by changing the alphabet of D from Σ to π(Σ), and modifying δ so that in the modified DFA π(a i ) induces the transformation induced by a i in the original DFA. One verifies that if the language
If the letters for which π is undefined are at the end of the alphabet Σ, then they are omitted. For example, if Σ = {a, b, c, d} and π(a) = b, π(b) = a, and
Boolean Operations
A binary boolean operation is proper if it is not a constant and does not depend on only one variable. We study the complexities of four proper boolean operations only: union (∪), symmetric difference (⊕), difference (\), and intersection (∩); the complexity of any other proper operation can be deduced from these four.
, where we have
The DFA of Definition 1 is required for the next theorem; this DFA is the 4-input "universal witness" called U n (a, b, c, d) in [3] . Similarly, we add an empty state to D n to get D n,∅ . Now we have two DFAs over the same alphabet, and an ordinary problem of finding an upper bound for the boolean operations on two languages over the same alphabet, except that these languages both contain empty quotients. It is clear that (m + 1)(n + 1) is an upper bound for all four operations; however, this bound can be improved for difference and intersection. Consider the direct product P m,n of D ′ m,∅ and D n,∅ . For difference, all n + 1 states of P m,n that have the form (∅, q), where q ∈ Q n are empty. Hence the bound can be reduced by n states to mn + m + 1. For intersection, all n states (∅, q), q ∈ Q n , and all m states (p, ∅), p ∈ Q n , are equivalent to the empty state (∅, ∅), thus reducing the upper bound to mn + 1.
To prove that the bounds are tight, we start with D To finish the proof, we complete the two DFAs by adding empty states, and construct their direct product as illustrated in Figure 3 . If we restrict both DFAs to the alphabet {a, b}, we have the usual problem of determining the complexity of two DFAs over the same alphabet. By [1, Theorem 1] , all mn states of the form {p ′ , q}, p ′ ∈ Q ′ m , q ∈ Q n , are reachable and pairwise distinguishable by words in {a, b} * for all proper boolean operations if (m, n) / ∈ (3, 4), (4, 3), (4, 4)}. For our application, the three exceptional cases were verified by computation.
To show that the remaining states are reachable, note that (0 
For the operations consider four cases:
Union The final states of P m,n are { ((m−1) ′ , q) | q ∈ Q n ∪{∅}}, and {(p
Every state in V accepts a word with a c, whereas no state 
Proof. First we derive the upper bound. Let ′ / ∈ F ′ , it may be possible to reach any subset of states of Q n along with p ′ , and this accounts for (a). If p ′ ∈ F ′ , then the set must contain 0 and possibly any subset of Q n \ {0}, giving (b). It may also be possible to have any subset S of Q n by applying an input that is not in Σ ′ to {0 ′ } ∪ S to get S, and so we have (c). Altogether, there are at most (m − k)2 n + k2 n−1 + 2 n = (2m − k)2 n−1 + 2 n reachable subsets. This expression reaches its maximum when k = 1, and hence we have at most m2 n + 2 n−1 states in D. To prove that the bound is tight, we use the same witnesses as for boolean operations; see Figure 4 . If S = {q 1 , . . . , q k } ⊆ Q n then S +i = {q 1 +i, . . . , q k +i} and S − i = {q 1 − i, . . . , q k − i}, where addition and subtraction are modulo n. Note that b 2 and a m (a 2 and b n ) act as the identity on
, for all q ∈ Q n . If 0, 1 / ∈ S or {0, 1} ⊆ S, then a acts as the identity on S. Proof. The proofs of 1-5 can be found in [3] , and 6 and 7 are proved in the present paper, Theorems 1 and 2. ⊓ ⊔
Conclusions
Two complete DFAs D ′ m and D n over different alphabets Σ ′ and Σ can be viewed as incomplete DFAs over the alphabet Σ ′ ∪ Σ. Each DFA can be completed by adding an empty state and sending all transitions induced by letters not in the DFA's alphabet to that state. If this is done, we now have an (m + 1)-state DFA and an (n + 1)-state DFA. From the results about DFAs over the same alphabet we know that (m + 1)(n + 1) is an upper bound for all boolean operations on the original DFAs, and that m2 n+1 + 2 n is an upper bound for product. The bound (m + 1)(n + 1) is met for union and symmetric difference by our witnesses. But in general the remaining bounds cannot be met by DFAs with empty states.
If we accept the view that the number of quotients of a language should be determined by the language's alphabet, then the restriction of identical alphabets is unnecessary and leads to incorrect results. For example, with equal alphabets, we have a tight upper bound for product of (m−1)2 n +2 n−1 . But if each language uses its own alphabet, the bound m2 n + 2 n−1 is larger by 2 n . On the other hand, it is smaller than the bound m2 n+1 + 2 n , which is reachable by complete DFAs with m + 1 and n + 1 states.
