This article is a follow-up to Jones, Nagin, and Roeder (2001) , which described a SAS procedure for estimating group-based trajectory models. Group-based trajectory is a specialized application of finite mixture modeling and is designed to identify clusters of individuals following similar progressions of some behavior or outcome over age or time.
Introduction
This article is a follow-up to Jones, Nagin, and Roeder (2001) , which described a SAS procedure for estimating group-based trajectory models. The Proc Traj software can be downloaded from www.andrew.cmu.edu/user/bjones/index.htm free of charge. Also, available for download at the website are documentation and a number of supporting SAS macro described in this article and the earlier Jones et al. (2001) article.
Group-based trajectory models are designed to identify clusters of individuals following similar progressions of some behavior or outcome over age or time.
Psychologists call such progressions developmental trajectories. We borrow this term to describe the course of any phenomenon, whether behavioral, biological, or physical.
Charting and understanding developmental trajectories is among the most fundamental and empirically important research topics in the social and behavioral sciences and medicine.
As developed in Nagin (1999; 2005) , the group-based trajectory model is a specialized application of finite mixture modeling. Piquero (2004) reports that more than 60 articles have been published that use group-based trajectory modeling. This article has two purposes. One is to summarize extensions of the methodology and of the SAS procedure that have been developed since Jones et al. (2001) . The other is to illustrate how group-based trajectory modeling lends itself to presentation of findings in the form of easily understood graphical and tabular data summaries. Data summaries of this form have the great advantage of being accessible to non-technical audiences and quickly comprehensible to audiences that are technically sophisticated. (Y i ) is the probability of Y i given membership in group j and π j is the probability of group j. The basic model also assumes that conditional upon membership in group j, the random variables, y it , t = 1,2…T, are independent. Thus, θ is normalized to zero. Estimation of π j in this fashion ensures that each such probability properly falls between zero and one. (Lambert, 1993) . For psychometric scale data, ) ( it jt y p is assumed to follow the censored normal distribution to accommodate the possibility of clustering at the scale minimum and maximum. For binary data, ) ( it jt y p is assumed to follow the binary logit distribution.
As in most hierarchical and latent curve models, a polynomial relationship is used to model the link between age and behavior. The Proc Traj software allows estimation of up to a fourth order polynomial. For the Poisson-based model it is assumed that: where it ε is a disturbance assumed to be normally distributed with a zero mean and a constant standard deviation σ.
In the case of binary data, it is assumed that conditional upon membership in group j, ) ( it jt y p follows the binary logit distribution:
). Cambridge Study of Delinquent Development (the London study). This study tracked a sample of 411 British males from a working class area of London. Data collection began in 1961-62, when most of the boys were age 8. Criminal involvement is measured by the number of convictions for criminal offenses and is available for all individuals in the sample through age 32, with the exception of the eight individuals who died prior to this age. Between ages 10 and 32 a wealth of data were assembled on each individual's psychological make-up, family circumstances including parental behaviors, and performance in school and work. The modeling demonstrations are based on the 403 individuals who survived to age 32. For a complete discussion of the data set see Farrington and West (1990) .
Montreal Longitudinal-Experimental Study of Boys (the Montreal study). The 1,037 subjects in this study were part of a longitudinal study started in the spring of 1984. All teachers of kindergarten classes in the 53 schools of the lowest socioeconomic areas in Montréal (Canada) were asked to rate the behavior of each boy in their classroom. To control for cultural effects, the boys were included in the longitudinal study only if both their biological parents were born in Canada and their biological parents' mother tongue was French. Assessments were made at age 6 and annually from ages 10 to 17. Wideranging measurement of social and psychological function were made based on assessments by parents, teachers and peers, self-reports of the boy himself, and administrative records from schools and the juvenile court. See Tremblay et al. (1987) for further details on this study.
Modeling And Software Extensions
Maximum likelihood is used for the estimation of the model parameters. The maximization is performed using a general quasi-Newton procedure (Dennis, Gay, and Welsch, 1981; Dennis and Mei, 1979) . Because the procedure may find only a local maximum, multiple starting points are specified so that there is reasonable assurance that the global maximum is located. The variance-covariance matrix for the parameter estimates is obtained from the inverse observed information matrix evaluated at the maximum likelihood parameter estimates. Wald tests for parameters equal to zero are performed for the trajectory parameters and generalized logit parameters. The Bayesian Information Criterion (BIC) is relied upon for model selection as described in Jones, Nagin, and Roeder (2001) .
Extension 1: Confidence Intervals on Trajectories and Group Membership Probabilities
The direct products of the model estimation are the estimates of the vectors that describe each group j's trajectory, j β , and the vector that is composed of the parameters that determine the group membership probabilities, θ . Also estimated is the variancecovariance matrix for the parameter estimates. However, the quantities of actual interest to the user are the group membership probabilities, as specified by equation 1, and the trajectories, as specified by either equation 2, 3 or 4. Because these quantities are nonlinear transformations of the parameter estimates, estimation of their standard errors and attendant confidence intervals requires more complex calculations.
One approach to estimating the standard errors of the desired quantities is by the bootstrap method (Efron, 1979) . We did not choose this alternative because the resampling requirements would make model estimation time prohibitive for most users.
The other alternative is to approximate the standard error by a first order Taylor series expansion (Greene, 1995) . We used this alternative because it is easily implemented and has no material impact on estimation time.
We illustrate this extension with an application to the London data in which we estimate a four-group Poisson-based model. Figure 1 shows the point estimates of the trajectories of j t λ and their accompanying 95% confidence intervals. The fact that the confidence intervals at most overlap for only relatively short periods indicates that the trajectories are distinct. One group is composed of individuals with a miniscule rate of offending over the entire observation period. This trajectory of negligible offending, which we call the non-offending group, was modeled by a zero order (i.e., constant) trajectory in age. Such a zero order trajectory could also capture the trajectory of a constant high rate trajectory. Probability of membership in this group is estimated at 69.5% with a 95% confidence interval (CI) of 63.3% to 75.7%. The three remaining trajectory groups were specified to follow a quadratic function of age. We refer to group 2 as the "adolescent limited" group because following a period of active offending during adolescence; the predicted j t λ is negligible after age 20. The estimated probability of membership in this group is 12.4% (95% CI: 7.1%, 17.7%). Group 4 is referred to as the high chronic group because of its high offense rate during adolescence and early adulthood and its non-negligible rate thereafter. This trajectory characterized the behavior of an estimated 5.9% of the population (95% CI: 3.4%, 8.4%). The final quadratic trajectory, group 3, is referred to as the low chronics because members of this group offended at a non-negligible rate throughout the observation period. The size of this group is estimated at 12.2% of the sampled population (95% CI: 7.9%, 16.5%).
The following statements fit this model and produce the graph shown in Figure The three key outputs of the dual model are: 1) the trajectory groups for both measurement series; 2) the probability of membership in each identified trajectory group; and 3) conditional probabilities linking membership across the trajectory groups of the two respective behaviors. Loeber (1991) has argued that covert behaviors in childhood, such as opposition, are linked to another form of covert behavior in adolescence, property delinquency. We thus illustrated the dual model with an analysis of the linkage of opposition from age 6 to 13 with property delinquency from age 13 to 17. The model is estimated with data from the Montreal-based longitudinal study. Figure 2 displays the form of the trajectories identified for these two behaviors.
Panel A shows the trajectories of opposition from age 6 to 13, which were a product of the censored normal model. One trajectory starts off low at age 6 and declines steadily thereafter. The second trajectory starts off at a modest level of opposition at age 6, rises slightly till age 10 and then begins a gradual decline. The third trajectory starts off high and remains high over the age period. These trajectories of childhood opposition were estimated to account for 32.0%, 45.2%, and 22.9% of the population, respectively. Panel B shows the trajectories for property delinquency, which were estimated using the Poisson-based model. The two largest trajectory groups, which were estimated to account for a total of nearly 72% of the population, are characterized by low and slightly declining rates of property delinquency. The third trajectory group follows a pattern of rising property delinquency over most of the measurement period, whereas the fourth group remains high over the entire period. Groups 3 and 4 were estimated to account for 19.2% and 8.9% of the population, respectively. However represented, the results show a strong relationship between the developmental trajectories for these two behaviors. Panel A shows that the boys who were least oppositional from age 6 to 13 were least likely to be members of the two higher trajectories of property delinquency. Indeed their probability of membership in the chronic trajectory was nearly zero. By contrast, the probability of transition to the chronic trajectory from the high opposition trajectory was 17%. Notwithstanding these overall tendencies, the transition probabilities also make clear that childhood opposition trajectory is not even close to being a certain predictor of the subsequent trajectory of property delinquency. The entries in Panel B make this clear. With the exception of the chronic trajectory, all of the property trajectories were composed of large contingents of boys from each of the opposition trajectories. Compared to simply correlating the number of acts of property delinquency at each year from age 13 to 17 with opposition at each age from 6 to 13, the dual model provides a far richer, yet still comprehensible, summary of the relationships in the data.
The following statements were used to fit the dual model described in this example:
proc traj data=combine out=b outstat=crimstat outplot=crimplot outstat2=crimstat2 outplot2=crimplot2; id id; var opp1-opp5; indep t1-t5; model cnorm; max 10; ngroups 3; order 2 2 2; var2 del13-del17; indep2 t5-t9; model2 zip; ngroups2 4; order2 2 2 2 2; run; Note that the no-interaction model continues to allow the intercepts, ' | j k γ , to vary freely across Y 1 's J trajectories. Consequently, the transition probabilities, π k|j , will be different for two individuals with identical characteristics w i but who had followed different trajectories for behavior Y 1 . Thus, the no-interaction model still allows the trajectory that is followed for Y 1 to influence the probability of trajectory group membership for Y 2 , even controlling for the variables in w i .
We turn now to our illustrative application of this model extension in which the conditional probabilities linking trajectories of opposition from age 6 to 13 with trajectories of property delinquency from age 13 to 17 vary as a function of living in a broken home at age 11 or 12 and level of drug use at age 12. Table 1 shows the ' k γ coefficient estimates with 95% confidence intervals. For each of the trajectory groups, the estimates should be interpreted as the effect of its associated variable on the probability of transition to that delinquency trajectory relative to the low delinquency trajectory. The results indicate that controlling for childhood opposition trajectory, living in a broken home at age 11 or 12 has no effect on the transition probabilities with the possible exception of those related to the chronic trajectory. By contrast, drug use at age 12 has a positive and highly significant effect on the probability of transition to the low 2, rising, and chronic trajectories relative to the low 1 trajectory. Figure 4 provides a different perspective on these results. It reports the probability of transition to the rising property delinquency trajectory from each of the childhood opposition trajectories for two prototypical individuals-one who does not use drugs at age 12 and one who is at the 75 th percentile of the age 12 drug use distribution. Observe that regardless of the childhood opposition trajectory group, drug use at age 12 greatly increases the risk of transition to the rising delinquency trajectory group.
Extension 4: Multi-Trajectory Modeling
The dual trajectory model is designed to measure the linkages between the trajectories of two distinct but related outcomes. Conceptually, it is straightforward to extend the dual model to more than two outcomes, but as practical matter, the addition of more outcomes results in an unmanageable proliferation of probability matrices linking the trajectories for the various outcomes. For example, an extension to three behaviors requires estimation of three matrices of joint of probabilities-one for outcome 1 to 2, another for outcome 1 to 3, and still another for outcome 2 to 3. An extension to four outcomes requires the estimation of six matrices of joint probabilities. Still there are many circumstances where it would be valuable to link trajectories of three or more outcomes of interest. The multi-trajectory model is designed to provide this capacity in a model of manageable size. 
where k is an index of the number different outcome trajectories in each trajectory group j. Note that f(*),which defines the distribution for each such outcome by trajectory group, can be different across the outcomes. In the example given above the trajectories for each of the forms of delinquency was modeled using the Proc Traj Poisson model option.
However, the use of the same distribution across outcomes is not required. An example of the type an analysis where this model would apply is the relationship of trajectories of hyperactivity from age 6 to 15 to performance on an academic achievement test at age 18. To accomplish this, the trajectory mixture likelihood is modified to incorporate the probability of the observed outcome, O i :
We assume that the observed outcome depends only on the trajectory groups. This dependency is modeled through a linear predictor (explained below). Table 2 gives the average number of sexual partners at age 14 with 95% confidence intervals by opposition trajectory group (age 6 to 13). These quantities were calculated from the k φ coefficient estimates and standard errors. The results show that the number of sexual partners differs significantly by childhood opposition trajectory group, with greater levels of oppositional behavior associated with higher numbers of sex partners.
The estimated average number of sexual partners in the low opposition group is 0.36 (95% CI: 0.31, 0.41). In contrast, the average number of sexual partners in the moderate opposition group is 0.67 (95% CI: 0.46, 0.98), while the number of partners in the high opposition group is 1.62 (95% CI: 1.49, 1.75). Each coefficient estimate is associated with a particular risk factor for a particular trajectory group. Each such estimate can be interpreted as the log of the odds ratio of the impact of that risk factor on the probability of membership in the specified group relative to the non-offending group. In general, each of the risk factors significantly distinguishes each of the criminal trajectory groups from the non-offender group.
An alternative way of representing the impact of one or more of these risk factors is through calculations that directly represent their impact on the probability of group membership. Figure 7 illustrates estimates of group membership probabilities for the London model for six scenarios about the level of the four predictor variables-low IQ, having a parent with a criminal record, high risk-taking, and poor parenting. Scenario 1 assumes that all are 0. This is equivalent to calculating group membership probabilities for individuals with none of the above risk factors for delinquency. Scenarios 2-5 report these same probabilities for individuals with only one of the four risk factors included in the model. In scenario 6 the group membership probabilities are computed for individuals with all four of the delinquency risks.
The calculations illustrate the concept of cumulative risk (Rutter et al., 1975) .
Rutter argued that in most circumstances no single risk factor is decisive in determining an individual's vulnerability to psychopathology, but that the accumulation of such risks is decisive. The calculations show that each risk factor increases the probability of membership in one or more of the delinquent trajectory groups, but no single factor dramatically shifts the probabilities away from those in the no risk scenario. For example, consider scenario 3. The model predicts that the probability of membership in the rare group is .70 for individuals who have at least one parent with a criminal record but who have none of the other risk factors. The counterpart prediction for the high chronic group for these individuals is .039. In contrast, the predicted probabilities of membership in the rare and high chronic groups for individuals with no risks are .89 and .006, respectively. Thus, the criminal parent risk factor materially reduces the rare group probability and increases the high chronic group probability. Still the basic ordering of the probabilities remains the same -the rare group is much more likely than the high chronic group.
However, the presence of all four risks results in a dramatic shift. The probability of membership in the high chronic group increases from nearly 0 in the no risk scenario to .48 in the all four risks scenario.
The calculations that form the basis for entries in Figure 7 are based on the logit model coefficient estimates illustrated in Figure 6 . Proc Traj, in combination with standard SAS data handling features, can be used to perform these calculations with the following set of commands: The first two data steps preceding the call to Proc Traj append six dummy records to the top of the estimation data set. In the six dummy records the values of the four risk variables are set to correspond to the six scenarios for which we want to calculate group membership variables. However, because the number of convictions in each of the periods from age 10 to 32 is left unspecified in the dummy records, SAS specifies their values as 'missing.' As a consequence, these records have no impact on the estimated model coefficients, their standard errors, or the calculation of various model fit statistics, such as the Bayesian Information Criterion. Thus, they are referred to as dummy records.
The final processing step involves printing out the first six records of a data set called "outdata." This data set is produced by Proc Traj. It includes the posterior probability of membership in each trajectory group for each case in the estimation data set. The posterior probability of membership in group j for case i is based on application of Bayes' Theorem. For each case i group j's posterior probability is calculated using the estimated model coefficients and the data for that case. For real cases with actual conviction data this calculation takes into account the history of conviction. For example, an individual whose convictions are limited to his adolescence will have a high probability of membership in the adolescent limited group. However, for the dummy cases, in which the conviction history is deliberately specified as missing, the calculation reduces to the desired quantity-that specified by equation 5. However, there are many other interesting and important statistical tests that can be conducted based on the variance/covariance estimates of the parameter estimates. One is whether the various risk factor coefficient estimates differ across the three criminal trajectory groups. Differences in their magnitude would imply that they differentially predict membership in the various criminal trajectory groups. Alternatively, if they are individually significantly different than zero but the null hypothesis of their equality can not be rejected, this would imply that while the risk factor is a significant predictor of criminality, it does not predict among its alternative developmental courses.
As elaborated in Nagin (2005) , such hypotheses can be tested with the Wald Test (Wald, 1943 significance. This result implies that low IQ is not a significant predictor of which of the criminal trajectories an individual might follow. Thus, while the results in Figure 6 showed that low IQ was a risk factor for criminality, the χ 2 -based statistic implies that low IQ does not distinguish among the specific developmental courses of criminality. On the other hand, the companion test for the risk-taking variable was significant at the .05
level. This implies that risk-taking was not only a significant predictor of criminality but also of its specific trajectory.
The Wald Test can also be used to test whether trajectories are distinctive in the sense that they are not parallel. Two or more trajectories would be considered parallel if the constant terms of the trajectories (i.e. an individual who stays out of a gang for each age from 11 to 17 with that of an individual who stays out of gangs from age 11 to 13 but at age 14 joins a gang and remains a gang member thereafter. As indicated, the gang effect was positive and statistically significant for all groups but the figure shows that the effect size was larger for what we call the moderate chronic group than for what we call the low group.
The following commands were used to create the predicted trajectories shown in Figure 8 . The predicted trajectories were stored in the file named "vioplot1" and were printed out using SAS's standard proc print function. To obtain the predicted trajectories for the condition where the individual joins a gang at age 14 (i.e., plottcov 0 0 0 1 1 1 1), the entire process has to be repeated. Even though the plottcov calculations were performed post estimation, technical obstacles make it impossible to include more than one use of plottcov in a call to Proc Traj. Thus, the entire model must be re-estimated to do the second set of calculations that were required to produce Figure 8 .
The figure itself was created by entering the predicted trajectories in vioplot1 and vioplot2 into a stand alone graphing software package. Also, note that the two vioplot files also included the actual trajectories of violent delinquency for each trajectory group.
For each trajectory group the calculation of the actual trajectory is based on the actual values of violent delinquency for each individual weighted by their posterior probability of membership in that trajectory. Because actual gang membership experience has a pronounced positive association with violent delinquency, the actual trajectories are no longer comparable to the predicted trajectories under the hypothetical set of conditions specified in the plottcov command.
Extension 9: Sample weights and exposure time
The final example illustrates the capacity to incorporate sample weights and adjust for exposure time in the ZIP model. These options will be shown using data from the Rochester Youth Development Study.
The Rochester Youth Development Study tracked a sample of students who were in the seventh and eighth grades in Rochester, NY, public schools for the spring semester of the 1988 school year. Males and students from high-crime areas were more heavily sampled since it was assumed that they were at greater risk for offending. The project was a twelve wave prospective study where members of the sample and one of their parents were interviewed semi-annually from 1988 to 1992 and annually from 1994 to 1996.
Due to the over-sampling of individuals from high-crime areas, the data for study participants must be weighted in model estimation to obtain a model that provides unbiased estimates of the representation of each trajectory group in the population and also to obtain valid standard errors. A robust estimator of the variance-covariance matrix for the parameters from the weighted likelihood function is obtained using a sandwich estimator.
In addition because the time between assessment periods was not constant over the course of the study and across study participants it is imperative that we account for differences across individuals and over time in the participant's "exposure time" to commit crimes between assessments. For example, in the early stages of the study when assessments were made semi-annually, counts of self reported delinquent acts referred to approximately six months of exposure time whereas later in the study the counts referred to approximately twelve months of exposure time. More generally, it is critical that time between assessments be taken into account in any analysis of event frequency.
An adjustment for exposure time is also required if individuals are somehow placed in a situation where they are restricted from engaging in the activity of interest. The following statements fit a two-group model to the arrest counts:
proc traj data=a out=b outstat=crimstat outplot=crimplot; id id; weight wt; var ac1-ac12; indep t1-t12; expos e1-e12; model zip; ngroups 2; order 2 2; iorder 0 2; run; Figure 9 shows the estimates for the two trajectories of j t λ . The first group is composed of individuals with a very low rate of offending over the twelve wave period. The size of this group is estimated at 78.1%. The other trajectory group (21.9%) shows very high and increasing levels of offending during the ninth through twelfth waves.
Conclusion
The purpose of this paper was to describe extensions of a SAS-based procedure for estimating group-based trajectory models that have been developed since the appearance of Jones et al. (2001) . These include: (1) reporting confidence intervals on trajectories and group membership probabilities, (2) calculating group membership probabilities as a function of time stable covariates, (3) conducting Wald tests of the equality of coefficient estimates, (4) plotting the impact of time-varying covariates, (5) estimating dual trajectory models with the ability to include predictors of the conditional probabilities that link trajectories of two different outcomes, (6) relating trajectory groups to a subsequent outcome variable, (7) including sample weights and adjusting for exposure time in the ZIP model and (8) linking trajectories of three or more outcomes of interest with the multi-trajectory model. It our hope that these expanded capabilities will increase the use of group-based trajectory modeling in appropriate problem domains involving the analysis of longitudinal data. 
