The stability of linear time-delay systems whose characteristic equations include three delays is investigated. Using geometrical relations in the polynomial plane, a graphical method is presented to visualize the stability domains in the three-dimensional space of time delays. Also, in this space, the surfaces on which the number of unstable poles of the system changes, are identified and an algorithm is presented to plot these surfaces. This work extends the results of previous works on the plane of two delays, to the three-dimensional case and initiates new studies in this direction.
INTRODUCTION
In many time-delay systems, the delays are not fixed and vary in some ranges. For such systems, it is desirable to compute the permissible ranges of delays to maintain stability. Robustness of time-delay systems with respect to delay perturbations, has been subject of many research efforts (see Niculescu, 2001; Gu, et al., 2003; Zhong, 2006) . 
where
determines the stability of the system (Gu, et al., 2005) . While in Gu et al. (2005) , the two-delay case (m=2) was considered, here the more general case of three delays (m=3) is investigated.
Time-delay systems of form (1) can be divided into two categories of neutral and retarded systems, corresponding respectively to the cases of inclusion or exclusion of delay in the highest order of the derivatives. Also, when the time delays
are the multiples of a constant, the delays are called "commensurate" delays. For a thorough review of the results on various time delay systems, see Richard (2003) .
For systems with commensurate delays, allowable margins of delay perturbation to maintain stability were computed in Barnett (1983) , Walton and Marshall (1987) and Chiasson (1988) . In Rekasius (1980) , using the bilinear transformation, the quasipolynomials are transformed into polynomials. Olgac and Sipahi (2002) use this technique to compute the delay perturbation margin for retarded systems. Barmish and Shi (1989) and use frequency search methods to compute this margin.
For systems with incommensurate delays, Olgac (2004, 2005) compute the stability domains for retarded systems with two delays and a linear combination of two delays. A frequency sweeping method is also presented in Chen and Latchman (1995) to compute the stability borders for retarded systems.
For two-delay systems, in Hale and Huang (1993) , a geometrical stability analysis is presented in the time-delay plane. To identify the stability region in this plane, a geometrical method is also presented in Gu, et al. (2005) . The stability crossing curves are evaluated and different possible shapes of these curves are discussed. For systems with multiple incommensurate delays, few results are available. Among them is the work of Bozorg and Davison (2006) , where a numerical method is presented for the computation of the stability radius in the space of multiple time delays.
In this paper, the stability domain of time-delay systems (1) (or (2)) with three delays is computed in the 3D space of time delays. The results of Gu et al. (2005) are extended to the space of three delays and the stability crossing surfaces are identified in this space. The results are applicable to both neutral and retarded systems. Using the geometrical conditions for forming a quadrangle in the complex plane, the stability crossing curves at different frequencies are computed. This paper is organized as follows. After some preliminary definitions and remarks in Section 2, Section 3 characterizes the frequencies through which the zeros of a quasipolynomial can move to the instability region. Thence, the stability crossing surfaces in the time-delay space are identified in Section 4. Section 5 presents a numerical example and Section 5 concludes the paper.
PRELIMINARIES
The characteristic quasipolynomial of a system with three uncertain time-delays is given from (2) 
where D is the time-delay space and 3 + ℜ denotes set of nonnegative real numbers. It is desired to compute the number of unstable zeros of (4) in right half plane (RHP) denoted by + C , as the set of complex numbers with nonnegative real parts. The following assumptions are made (Gu, et al., 2005): 1-Zero frequency assumption:
2-Infinite frequency assumption:
The following Lemma can be stated from Gu et al. (2005) , as only a new dimension is added to the problem and assumptions (5) and (6) are made. is zero, is the desired stability domain and the crossing points in D at which this number changes, are sought.
STABILITY CROSSING FREQUENCIES
In this section, we discuss the frequencies through which the roots of quasipolynomial (4) move to RHP. Let Ω be the set of all frequencies ω>0, at which
holds. This set, called the "stability crossing frequency set", may include some intervals
where "s" stands for "start" and "e" stands for "end".
can be a solution of (4) 
, the below inequalities hold:
, the below equation holds:
the zeros of (4) are the same as the zeros of the following equation:
Decomposing terms of (11) into magnitudes and phases, one has
To satisfy (11), the vector sum of the four terms appearing in the equation must be zero. Therefore, starting from the origin, the vector sum also ends at the origin (Fig. 1) . Seoul, Korea, July 6-11, 2008 The necessary and sufficient condition for forming a quadrangle is that the length of each side must be smaller than the sum of the lengths of the other sides, as presented in (7).
, the zeros of (4) are the same as the zeros of the following equation:
In this case, one of the sides of the quadrangle vanishes as 0
. Then, (13-a) forms a triangle in the complex plane (Fig. 2) . The Cases b) and c) of Proposition 1 are thoroughly investigated in Gu et al. (2005) for two delays, and are not further treated in this paper. Instead, Case a) which is new in this paper and corresponds to the quadrangles of polynomial vectors, is discussed in details.
Let us define the frequencies at which any of (7-a) to (7-d) holds in the equality form as the root frequencies
, If these frequencies are ordered, the interval between two successive root frequency can be defined as a frequency interval
satisfy all (7-a) to (7-d), where Proof. The root frequencies are the roots of polynomial equations obtained from (7-a) to (7-d) when equalities hold (The absolute values only affect the sign of the polynomials).
Since polynomials have a finite number of roots, the number of root frequencies is finite. Also, from assumption (6), if ω
Multiplying (7-a) to (7-d) by cannot be a root of the left hand sides of (7-a) to (7-d). Therefore, the root frequencies cannot be infinite. □
STABILITY CROSSING SURFACES
Define all the points τ∈ 3 + ℜ at which ) , ( τ s p has at least one zero, as the "set of stability crossing surfaces" S. This set contains several surfaces formed at different crossing frequencies, as will be shown in this section. We are interested in identifying these surfaces. When
, (7) and (12) Proof . From Proposition 1 case a), it is clear that at the limit cases when the equalities hold in (7), the quadrangle deforms to a line and the vectors become collinear. Then, four cases will arise corresponding to the four equations ((7-a) to (7-d)), as shown in Table 1 , with each case corresponding to a particular combination of i γ 's. To form a quadrangle, as shown in Fig. 3 , the locus of the endpoint of the edge 1 a is the circle C 1 , centred at the point (1,0) and the radius of ) ( The angles γ 1 , γ 2 and γ 3 can be computed as follows:
γ 3 = atan2 ( -y 3 , -x 3 ), where atan2(.) is the four quadrant inverse tangent.
From (12-b), these angles can be mapped to the time-delay space via * * 
Corollary 2. From Propositions 2 and 3 and Corollary 1, the set of stability crossing surface S is obtained as
where, S uu , S ud , S du , and S dd denote the four stability crossing curves at each frequency according to Table 2 .
Remark 3. (Gu, et al., 2005) 
where, depending on the formation of the triangle of Fig. 2 upward (u) or downward (d), γ 1 and γ 2 are computed as
17th IFAC World Congress (IFAC'08) Seoul, Korea, July 6-11, 2008 and θ 1 and θ 2 are computed from the trigonometry.
Remark 4. (Gu, et al., 2005) 
by calculating the roots of the left hand sides of (7-a) to (7-b).
Evaluate the feasible intervals ], , [
e i
inside which all inequalities of (7) 4.2.2. Substitute the computed x 1 and y 1 in (14-b) and (14-c) and solve them for x 3 and y 3. Four sets of solutions will be found at each * ω according to T from (12-b) and plot this point in the 3D time-delay space.
Plot also the points:
for feasible values of m,n,k∈ (…,-3,-2,-1,1,2,3,..) It is desired to plot the stability crossing surfaces for the quasipolynomial. In particular, the domains in which no unstable root exists (stability domains) are sought. Implementing Algorithm 1, the roots of (7-a) to (7-d) must first be found. Plotting the left-hand side of these equations (Fig. 4) reveals that [0.453, 1 .335] is a feasible interval, where all inequalities of (7) hold. At each frequency in this interval, four curves are obtained according to Table 2 (Fig.  5) . By sweeping the frequency interval and implementing
Step 4 of the algorithm, the stability crossing surfaces are obtained in the τ 1 -τ 2 -τ 3 space (Fig. 6 ).
If these surfaces are cut in fixed values of τ 3 , several closed stability crossing curves are obtained in the τ 1 -τ 2 plane (Fig.   7 ). To find the stability domains, arbitrary points inside each domain can be checked. The number of unstable zeros (NU) is shown in each domain. This number changes across the stability crossing surfaces. The stability domains are the domains where this number is zero. Interesting materials on the change of number of unstable roots in different directions can be found in Sipahi and Olgac (2004) and Gu et al. (2005) . Table 2 at ω = 0.49. 
CONCLUSION
In this paper, time-delay systems with three incommensurate delays are considered and the stability crossing surfaces in the three-dimensional space of time delays are identified. The characteristic quasipolynomial of the system is decomposed into the vector sum of four polynomials, and the geometric conditions for forming a quadrangle in the complex plane is used to characterize the stability crossing frequencies and their corresponding points in the time-delay space. Then, different possible stability crossing surfaces are discussed. The algorithm presented in this paper can be used to visualize the stability domains and the stability crossing surfaces in feasible ranges of time delays with a desired precision. The crossing surfaces can be processed and cut in different directions using graphical software such as MATLAB. The extension of the results to the cases where the delays are themselves linear or polynomial functions of several uncertain parameters is of great interest. Also, the derivation of properties of stability crossing surfaces, similar to what obtained in Gu et al. (2005) for the stability crossing curves, is promising. The visualization of the stability crossing surfaces for the cases of four or more delays is impossible, however, the quadrangle of quasipolynomial can be replaced by a pentagon, hexagon, etc. for these cases and the stability crossing conditions can be checked numerically (instead of graphical presentation). These subjects can be further investigated.
