We establish a central limit theorem and a large deviations principle for affine point processes, which are stochastic models of correlated event timing widely used in finance and economics. These limit results generate closed-form approximations to the distribution of an affine point process. They also facilitate the construction of an asymptotically optimal importance sampling estimator of tail probabilities. Numerical tests illustrate our results. 1. Introduction. Point processes serve as stochastic models of event timing in many areas. In finance, point processes are used to describe credit defaults, arrivals of security orders, jumps in asset prices, and other economically significant events. Affine point processes constitute a particularly tractable class of models. These are specifications in which the arrival intensity is an affine function of an affine jump diffusion (AJD) (see Duffie et al. [24]). The transform of an affine point process is an exponentially affine function of the driving jump diffusion; the coefficients solve a system of ordinary differential equations (ODEs) (see Errais et al. [27]). The components of an affine point process are self-and cross-exciting and facilitate the description of complex event dependence structures. Due to their modeling flexibility and computational tractability, affine point processes are widely used in finance and economics (Aït-Sahalia et al. This paper analyzes the long-term asymptotics of affine point processes. We first establish a central limit theorem (CLT), which describes the typical behavior of the process in the long run, and which leads to a Gaussian approximation to the distribution of the process. The approximation can be evaluated quickly because the asymptotic mean and variance can be computed analytically. We then prove a large deviations (LD) principle, which characterizes the atypical behavior of the process, and which leads to an approximation of the tail of the distribution. The LD principle also facilitates the construction of an importance sampling (IS) scheme for estimating tail probabilities. We provide conditions guaranteeing the asymptotic optimality of this scheme. Numerical results illustrate the performance of the approximations and the simulation scheme.
Problem formulation.
Throughout the paper, we use the following notation:
d is taken as a column vector, v denotes the transpose, v denotes the Euclidean norm, and diag v denotes the diagonal matrix whose diagonal elements are v.
• For a matrix A, we write A 0 if A is symmetric positive semidefinite.
• I denotes the identity matrix, 0 denotes a zero matrix, and Id i denotes a matrix with all entries equal to 0 except the i-th diagonal entry, which is 1 (regardless of dimension).
• Let I J ⊆ 1 d be two index sets. For a vector v ∈ d and a matrix A ∈ d×d , we write v I = v i i ∈ I and A I J = A ij i ∈ I j ∈ J .
We fix a complete probability space and a filtration t t ≥ 0 satisfying the usual conditions of right continuity and completeness (see, for example, Karatzas and Shreve [40] for details). Let W = W t t ≥ 0 be a standard d-dimensional Brownian motion. Let X = X t t ≥ 0 be an affine jump-diffusion process in the sense of Duffie et al. [24] . In particular, X is a Markov process in a state space ⊆ d satisfying the jump-diffusion stochastic differential equation (SDE) dX t = X t dt + X t dW t +
with X 0 = x 0 , where the drift and volatility functions are given by Moreover, we let Z i denote a random variable drawn having distribution i throughout the paper. The SDE (1) has n jump components. The process defined by N i t = The following assumption will be imposed throughout the paper. Part (I) of Assumption 1 defines the admissible parameters of canonical affine processes, which include virtually all the affine processes used in practice. We refer the readers to Duffie et al. [23] for an extensive discussion on the topic and to Dai and Singleton [16] for more examples of canonical affine models. In particular, under such an assumption on the parameters (a b ) of the SDE (1), the state space of a canonical AJD X is of the form = m + × d−m . The first m components are of CIR type and they are the ones that truly govern the dynamics of the jump intensities and the volatilities, whereas the remaining d − m components are of O-U type and their jump intensities and volatilities depend on the first m components. Moreover, it is easy to verify that the model in Example 1 indeed satisfies part (I) of Assumption 1.
Part (II) guarantees that the variance matrix of X 1 X m is nondegenerate and that each L i has a positive jump intensity. Moreover, that each b i is positive is a very mild assumption, which is widely imposed in financial models (see, e.g., Filipović et al. [29] ). Note that one can interpret Ɛ Z i i as the average impact of a jump of L i t on the intensity and i as the jump frequency. Therefore part (III) states that the effect of jumps is dominated by that of mean reversion, which is represented by . Namely, the jumps are neither too big nor too frequent so that X can be driven to the equilibrium by the force of mean reversion. Indeed, part (III) plays a crucial role in proving the ergodicity of X t , which is essential to derive the long-term behavior of V t (see Proposition 9 in the appendix). 
In particular, we will prove that
as t → , for some constants r ∈ + to be determined later, where ⇒ denotes convergence in distribution and 0 1 is a Gaussian random variable with mean 0 and unit variance. To guarantee the finiteness of the asymptotic variance 2 , we will impose the following assumption in this section.
Assumption 2. There exists
To prove the CLT (2), we first construct a local martingale U of the form
for some appropriately chosen r ∈ and A ∈ d , then derive a CLT for U t , and finally, show that the term A X t − X 0 is asymptotically negligible.
Construction of local martingale. We have
Define the compensated random measurẽ
It then follows that
where
A X s dW s . Note that I 1 and I 2 are both local martingales. Hence, if we choose r and A such that
then U is a local martingale in light of (3). Part (III) of Assumption 1 implies that the matrix
is nonsingular, so we can solve the above equations explicitly as follows:
From now on, we will fix the values of r and A as given in (4) . We have established the following result. 
CLT for U .
We will apply the local martingale CLT to U . To that end, we need to calculate the predictable quadratic variation U so as to compute the asymptotic variance 2 . See Protter [45] or Andersen et al. [3] for the definition and calculation of predictable quadratic variations.
Taking A and r as in (4) , it follows from (3) that
Proposition 2. Under Assumptions 1 and 2,
where C ∈ n with elements
, where is the stationary distribution of X, is given by (27) .
Proof. This follows immediately from the strong law of large numbers for X (see Proposition 9) and (5).
We also need the following technical result whose proof is deferred to §A.1. 
as t → , where 2 is given by (6) .
Proof. This follows from Propositions 2 and 3, and the local martingale CLT (see pp. 338-340 of Ethier and Kurtz [28] ).
3.3. CLT for V . Now, we are in a position to state our first main result. Note that the asymptotic mean and asymptotic variance of V can be analytically calculated.
Theorem 1. Under Assumptions 1 and 2,
as t → , where Proof. Proposition 9 asserts that X t ⇒ X as t → , where X has distribution . Hence t −1/2 X t → 0 in probability as t → . Note that V t − rt = U t − A X t − X 0 . It then follows immediately from Proposition 4 that
4. Atypical behavior: LDs principle. As will be illustrated in §7, the Gaussian approximation implied by the CLT (2) is often not accurate enough for the tail of the distribution of V t . To obtain more accurate tail estimates, we will characterize the atypical behavior of V t through a LD principle.
Note that Theorem 1 indicates that t −1 V t → r in probability as t → . Consequently, V t ≥ Rt → 0 as t → for R > r. We will prove that under mild conditions, V t satisfies the following LD principle:
where the rate function · will be defined later. The Gärtner-Ellis theorem provides a mechanism for establishing such an asymptotic result. A key role is played by the limiting cumulant generating function (CGF) of V t , which is given by lim
It turns out that we need a moment condition on the jump size distribution i that is stronger than Assumption 2 to guarantee the existence of (7). More specifically, for the rest of the paper, we will assume that the jump size distribution is light tailed, i.e., it has a finite exponential moment.
Road map.
Because the analysis is technically involved, we outline here the proof of our second main result of this paper, i.e., the LD principle for V t .
The two challenges in applying the Gärtner-Ellis theorem in our context is: (i) to compute the limit CGF (7) and (ii) to establish its steepness (see, for example, Dembo and Zeitouni [21] ).
To address the first challenge, we construct a martingale of the following exponential form:
for some appropriately chosen ∈ and u ∈ d . (Note that both and u clearly depend on the choice of , but we suppress this dependence when no ambiguity can arise.) In §4.2, we apply Itô's formula, similarly as §3.1, to derive sufficient conditions for and u, so that M t be a local martingale. It turns out that can be expressed explicitly in terms of u, whereas u satisfies a system of nonlinear equations (13) . We then follow the idea developed in Cheridito et al. [13] to prove that M t is indeed a martingale with such chosen and u. In particular, we define a sequence of stopping times l l = 1 2 such that X t is bounded for t < l . The "stopped" version of M t can be shown to be a martingale, and thus induces an equivalent probability measure Q l . It is easy to see ƐM T l ≥ T = Q l l ≥ T , so in order that M t be a martingale, it suffices to prove that X t is nonexplosive under both and Q l , which can be deduced by virtue of Girsanov's theorem and the admissibility of the parameters.
Being a martingale, M t induces a probability measure Q, in which case
Nevertheless, the system of nonlinear equations (13) may have multiple solutions. The subtlety is to identify the probabilistically meaningful solution u that makes Ɛ Q exp −u X t − X 0 bounded, so that is indeed the limiting CGF, namely, lim
To that end, we carefully characterize the nonlinear system (13) in §4.3. A key observation is that u = 0 0 satisfies (13) and it entails 0 = 0, which ought to be true if is the limiting CGF. It is then conceivable that the desirable solution u should satisfy u 0 = 0. We treat u as an implicit function and establish its existence in a neighborhood of the origin by analyzing the nonsingularity of an associated Jacobian matrix. The maximal interval of existence of the desired solution u is determined by the nonsingularity of the Jacobian matrix. The relevant matrix analysis is fairly tractable thanks to the structure of the parameters (i.e., Assumption 1 
803
In §4.4, we further show that Ɛ Q exp −u X t − X 0 = O 1 as t → for the properly chosen solution u by analyzing the stochastic stability of X t via the Foster-Lyapunov method (see, for example, Meyn and Tweedie [43] ). By then, we will prove that is indeed the limiting CGF for the properly chosen solution u.
The second challenge in applying the Gärtner-Ellis theorem is to show that the range of is 0 . Indeed, we can show that is monotonically increasing so it suffices to show that → 0 as ↓ 0, whereas → as ↑ . The limits turn out to be essentially determined by the behavior of the aforementioned Jacobian matrix at its nonsingularity boundary.
With the two challenges addressed, we can safely apply the Gärtner-Ellis theorem to establish the LD principle for V t in §4.5.
Construction of exponential martingale
where Y c is the path-by-path continuous part of Y and Y c is the path-by-path continuous part of the quadratic variation process Y . Note that
and
Plugging (9), (10), and (11) into (8) yields that
Therefore M is a local martingale if ∈ and u ∈ d satisfy As a matter of fact, if , u, and satisfy the last two equations, then M is indeed a martingale. Yet, to show this fact is by no means trivial. (Note that Novikov's condition is difficult to verify in our setting.) We proceed similarly as in Cheridito et al. [14] , in which the authors study generic jump-diffusion processes with possible explosions.
Proposition 5. Suppose u and satisfy (12) and (13) . Under Assumptions 1 and 3, M t t ∈ 0 T is a martingale for each T > 0.
Proof. See §A.2 in the appendix. Remark 1. Note that (13) may have multiple solutions u for a given . For instance, consider the simple case, where = 0 and is diagonal. Then, for each j = 1 m, u j = 0 or u j = 2 j j / j j j , thereby yielding 2 m multiple solutions for u I in total! See also Zhang et al. [49] for the discussion on multiple solutions ( u) for an affine point process when the underlying AJD is one dimensional. The challenge here is not only to address the existence of a solution to (13) , but also to identify the probabilistically meaningful solution branch that serves our purpose.
Characterization of nonlinear system (13).
Note that by part (I) of Assumption 1,
which, written in matrix form, is equivalent to Remark 2. We offer a heuristic interpretation for the fact that u J = u J ≡ 0 for all . Note that V t behaves "similarly" as its compensator
in the sense that they have the same expected value. The key observation is that the intensity functions i x are independent of X J t . Hence, only X i t , i = 1 m are necessary to "offset" the randomness of V t , which heuristically explains why u i ≡ 0 for i = m + 1 d.
Now that we know u J ≡ 0, we can focus on the first m components of u, i.e., u I , and further simplify (12) and (13) . In particular, by the assumptions on the structure of and a, (12) , and (13) can be simplified to
where i j denotes the j-th component of i and i I = i 1 i m . Obviously, = is directly computable from u = u by (14) . As a result, we will focus on the system of equations (15) . We need a solution to (15) that will make , computed from (14) , is, in fact, the limiting CGF of V t . Hence we expect that 0 = 0. Note that u I = 0 0 satisfies (15) , and that 0 = 0 if u I 0 = 0. Therefore it is plausible that the appropriate solution branch u I to (15) ought to satisfy u I 0 = 0. To facilitate the analysis of the Equations (15), define F j v × m → as follows: 
Therefore v is a Z-matrix by part (I) of Assumption 1. Further, it follows from part (III) of Assumption 1 that
is an M-matrix, and thus is nonsingular (see, for example, Berman and Plemmons [7] ) for the definition of M-matrices. Since 
is singular (20) with the convention that min = and max = − . We have the following characterization of¯ and . (14) and (15) . It follows that
where Q is the equivalent probability measure induced by M t , i.e., dQ/d t = M t . Hence, to show that is the limiting CGF of V t , it suffices to prove that
As discussed in Remark 1, the subtlety lies in that there may exist multiple solutions u I to the Equations (13) for a given . We will show that u * as defined in §4.3 makes (21) valid, so that * , solved from (14), is indeed the limiting CGF of V t .
To prove (21) , it suffices to study the stochastic stability of X t under the probability measure Q * , where Q * denotes the probability measure induced by M * t = exp V t − * t + u * X t − X 0 . It turns out that depending on whether is positive, we need different levels of stochastic stability of X t under Q * . Note that, by Lemma Proof. Since Ɛ
for ∈ * .
LD for V .
With the limiting CGF of V t available, we can apply the Gärtner-Ellis theorem to establish the LD for V t . The key step in the derivation is to show that, for any R > 0, there exists a unique R such that * R = R, or equivalently that * is steep (see, for example, Dembo and Zeitouni [21] ). The details are provided in the appendix. 
as t → , where 
Let R = * R − * * , and * uniquely solves * * = R, where
Under Assumptions 1 and 3,
R < r otherwise
The proofs of these results are very similar to those of Theorems 1 and 2. The only noteworthy difference is that, in proving the steepness of the function * , which is essential for the LD principle, one needs to characterize the domain of the function u * , whose form depends on the sign of w. For instance, provided that = 0, u * is unbounded below and bounded above if w ∈ n + , consistent with Proposition 6, whereas it is bounded from both sides if w has mixed signs, i.e., there exist w i > 0 and w j < 0 for some i and j. We omit the details.
Efficient simulation: Importance sampling.
In some applications such as the computation of risk measures for security portfolios, one requires accurate estimates of rare-event probabilities. Monte Carlo simulation can be used to estimate these probabilities. However, it is well known that the number of simulation trials required to achieve a prescribed relative error is roughly inversely proportional to the probability of interest. Hence, plain Monte Carlo (pMC) simulation is highly inefficient for estimating rare-event probabilities, essentially because the variance of the estimator is too large relative to the probability of interest. We develop a provably efficient IS scheme to address this issue when estimating the tail of J t . The LD analysis of §4 guides the design of an appropriate change of measure.
Suppose we are interested in computing J t > Rt for R ∈ r 0 if w ∈ n − and R ∈ r otherwise. (The left-tail J t < Rt can be treated in the same fashion.) The LD Theorem 4 implies that J t > Rt decays to 0 exponentially fast as t → . Hence the number of pMC trials required to achieve a given relative precision grows exponentially in t. We design an IS scheme in which the number of simulation trials grows subexponentially in t.
Given the key role * plays in the logarithmic asymptotics of Theorem 4, it is natural to consider an IS estimator associated with the equivalent measure Q * * induced by the martingale M * * . More specifically, consider the IS estimator
Note that by Girsanov's theorem, under Q * , the process X satisfies the SDE (1) Proof. Note that
An argument similar to the one used in the proof of Proposition 7 shows that Ɛ Q * * exp −2u * * 
Numerical experiments. This section provides numerical results for the model specification of Example 1. The components of
where b j j j i > 0. The jump intensity is i X t = i + i X i t for some i i > 0. We take d = 3, = 2 0 2 1 2 2 , b = 6 0 6 1 6 2 , = 0 5 0 6 0 7 , = 0 2 0 3 0 4 , = 0 0 0 , = 1 0 1 1 1 2 , and set i as the exponential distribution with mean 1 for i = 1 2 3. We consider the two choices w = 1 1 1 and w = 1 −1 1 .
Gaussian approximation. The CLT 3 implies the following Gaussian approximation:
for large t, where ≈ denotes approximate equality in distribution. To illustrate the quality of the approximation, we compare the distribution of J t − rt / √ t with a standard normal distribution for each of several values t > 0. The inverse Fourier transform is used to compute the distribution of J t − rt / √ t (see Errais et al. [27] for details on computing the Fourier transform and Abate and Whitt [1] for the numerical inversion). Tables 1 and 2 report the results. Figure 1 shows the corresponding density functions. While the Gaussian approximation performs quite well in the center of the distribution, there is significant error in the tail.
Efficient simulation.
We now show the asymptotic optimality of the IS estimator (23) . Its implementation is briefly discussed below. We first compute the tilting parameter * by solving the set of nonlinear equations in Theorem 4 and compute the new set of parameters (24) . Then we generate samples of X t J t under the distribution Q * * , i.e., the SDE (26) with parameters (24) . To that end, we iteratively simulate the sequence of jump times 1 < 2 < · · · < K with K−1 < t ≤ K . For each iteration, given k−1 and X k−1 , we simulate the next jump time k and identify the source of the jump, say, L i k . Given k and X k−1 , it is easy to simulate X k − since X j behaves as a CIR process between jump times, i.e., and the marginal distribution of the CIR process is noncentral chi-squared after proper scaling (see Glasserman [37] ). We then simulate X j k via
In the last iteration, we simulate X t given X K−1 . We refer the reader to §5.2 of Giesecke et al. [33] for details of the above iterative simulation approach.
We estimate J t < Rt for w = 1 1 1 and J t > Rt for w = 1 −1 1 for different values of t > 0. When comparing the computational costs of the pMC and the IS, we assume the confidence interval (CI) is constructed at the 95% level, and the target relative precision is 10%, namely, the half-length of the CI should be within 10% of the estimated value. More specifically, let p denote the probability to be estimated, v denote the variance of the estimator, and m denote the number of samples to be generated. Then the (approximate) 95% CI is p ± 1 96 √ v/n, and hence we require 1 96 √ v/n ≤ 0 1p, which yields
We first use a relatively large sample size to estimate p and v, then estimate the necessary sample sizes to achieve the target relative precision for both the pMC and IS estimators, and finally, estimate the CPU time Table 2 . Gaussian approximation. used to complete the necessary sample sizes. The simulation algorithm is written in C with the random number generator from GNU Scientific Library (GSL-1.16). It is run on a Mac computer with OS X 10.8.4, processor 3.4 GHz Intel Core i7, and memory 32 GB 1333 MHz DDR3. The numerical results are reported in Table 3 for the case w = 1 1 1 and J t < Rt , and Table 4 for w = 1 −1 1 and J t > Rt .
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Conclusions.
Affine point processes have broad applications in finance, economics, and many other areas due to their model flexibility and analytical tractability. In this paper, we have studied the long-term asymptotic behaviors of this type of processes. In particular, we have established a CLT and an LD principle to respectively characterize their typical and atypical behaviors. The tractable affine structure permits us to calculate the key quantities such as the asymptotic mean, asymptotic variance, and the LDs rate function explicitly. Furthermore, applying the LD result, we have developed an asymptotically optimal IS algorithm for simulating certain rare events associated with the affine point process. Numerical experiments illustrated the Gaussian approximation induced by the CLT and the efficiency of the IS estimator. Table 3 . Asymptotic optimality of the IS estimator. Notes. Estimation of J t < Rt with w = 1 1 1 and R = 0 6r = 0 6 × 18 28 = 10 97. p denotes the probability estimated via pMC or IS; T denotes the elapsed CPU time (seconds); v denotes the estimated variance; "VR" denotes the variance reduction ratio; "log ratio" denotes the ratio (25) . Since the pMC estimator is J t < Rt , its variance is simply p 1 − p , so we do not report it here. The CPU time is estimated using the estimated sample size required to achieve the 10% relative precision in constructing a 95% CI. Due to the prohibitively long CPU time, we do not run the pMC for large values of t. 
X s ds
Proof. See Chapter 2 of Zhang [48] .
We also need the following lemma, which states that the number of jumps is roughly proportional to the length of the time interval. Proof. Fix T > 0 and i = 1 n. It follows from Proposition 9 that Ɛ X t → Ɛ X 0 as t → . Hence, for any > 0, there exists j 0 > 0 such that
for all j > j 0 since i x is affine in x; in addition, Ɛ t 0 i X s ds < for all t > 0. Moreover, X t is nonexplosive by Proposition 8, and thus N i t is nonexplosive, from which we conclude that N i t − t 0 i X s ds is a martingale (see Theorems T8 and T9 of Brémaud [11] ). Therefore 
It follows that, for any > 0,
where the Markov inequality is applied in the penultimate step. Note that Ɛ g i Z i 1 2+ < for i = 1 n by Assumption 2. It then follows immediately from Proposition 1 that
Now, sending ↓ 0 concludes the proof.
A.2. Proof of Proposition 5.
Let u be a solution to (13) . Defineˆ ∈ n + andˆ ∈ n×d + such that
where i andˆ i is the i-th row of andˆ , respectively, for i = 1 n. Moreover, defineˆ ∈ d×d such that (28) , (29) , and (30) .
Note that, with u at hand, we can rewrite M t as
Proof of Proposition 5. It follows from (31) and (32) 
whereN i dt dz is a counting random measure on 0
Both X t andX t are nonexplosive by Proposition 8. Therefore these stopping times satisfy
For each l, let X l t = X t ∧ l be the stopped processes associated with l l ≥ 1 and similarly let M l t = M t ∧ l . Note that By comparing (34) with (36), we conclude that X t t ∈ 0 l under Q l has the same distribution as X t t ∈ 0 ˆ l under . Therefore, by (35) ,
as l → by the Monotone Convergence theorem, where = inf t > 0 X t = . The nonexplosiveness of X implies that = -a.s. Therefore we conclude that Ɛ M T = 1.
A.3. Proof of Proposition 6
Lemma 2. 
