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Abstract. Using density functional molecular dynamics simulations we study the electronic properties
of glassy g-GeS2. We compute the electronic density of states, which compares very well with XPS
measurements, as well as the partial EDOS and the inverse participation ratio. We show the electronic
contour plots corresponding to different structural environments, in order to determine the nature of
the covalent bonds between the atoms. We finally study the local atomic charges, and analyze the
impact of the local environment on the charge transfers between the atoms. The broken chemical order
inherent to amorphous systems leads to locally charged zones when integrating the atomic charges up
to nearest-neighbor distances.
PACS numbers: PACS numbers: 61.43.Bn,61.43.Fs,71.15.Pd,71.23.-k
1. INTRODUCTION
Germanium binary chalcogenide glasses are of great interest because of their specific physical properties.
For example, amorphous GeS2 systems present promising applications as high efficiency optical amplifiers
in optical communications networks, memory or switching devices [1, 2], high-resolution inorganic
photoresistors, or anti-reflection coatings [3]. Moreover, thin films doped with silver are promising
materials for submicrometer lithography[4, 5], and bulk glasses with Ag+ cations are good solid
electrolytes with a high ionic conductivity at room temperature [6, 7]. Therefore, the structural and
electronic properties of g-GeS2 have been extensively studied for many years through experimental
measurements [8, 9], and recently ab initio cluster calculations of crystalline GeS2 have been performed
on this topic [10]. However, in order to analyze rigorously the electronic structure of such amorphous
materials (taking into account all the structural defects) Molecular Dynamics (MD) simulations on
extended systems may be a particularly interesting tool since they give access to an atomic description of
the electronic properties. The structural disorder of these glasses has been studied in detail in a previous
work [11], showing the evidence of bond defects and homopolar bonds (Ge-Ge and S-S) in glassy GeS2.
Here we propose a theoretical study of the corresponding electronic structure of amorphous GeS2 via
a Density Functional Theory (DFT) based MD program called fireball [12], which has been used
previously for the study of analogous chalcogenide glasses and which has given excellent results [13, 14].
The paper is organized as follows: In Sec. II we briefly present the theoretical foundations of the model.
In Sec. III the results are presented and analyzed in detail in two subsections: first the standard structural
configurations are considered, second the defects in our glassy sample are examined. A third subsection
deals with the study of the local atomic charges depending on the structural environment of the atoms.
Finally, in Sec. IV we summarize the results and give the major conclusions.
2. THEORETICAL FOUNDATIONS
The model we have used was developed by Sankey and Niklewski [15]. It is included in a first-principles
type molecular dynamics code, called fireball96, that is based on the DFT [16], within the Local
Density Approximation (LDA) [17, 18]. A tight-binding-like linear combination of pseudoatomic orbitals,
satisfying the atomic self-consistent Hohenberg-Kohn-Sham equations [19], is used to determine the
electronic eigenstates of the system. A basis set of one s and three p pseudo-orbitals, slightly excited to
vanish outside a cut-off radius of 5ao (2.645 A˚), is required.
The pseudopotential approximation is used to replace the core electrons by an effective potential
which acts on the valence electrons, and Hamman-Schluter-Chiang pseudopotentials are used [20]. The
Hamiltonian is calculated through the Harris functional [21], which avoids long self-consistent calculations
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by a zeroth order approximation of the self-consistent density. More details on the method can be found
in the original paper [12].
The pseudo-wave function Ψ of the system is given by the following equation:
Ψj(~k,~r) = ΣµC
j
µ(
~k)Φµfireball(~r) (1)
where j is the band index, Φµfireball is the fireball basis function for orbital µ, and C
j
µ(
~k) are the LCAO
expansion coefficients.
In a chosen energy interval ǫ1 < ǫj < ǫ2 the local electronic density ρ(~r, ǫ1, ǫ2) is given by:
ρ(~r, ǫ1, ǫ2) = Σ
ǫj<ǫ2
ǫj>ǫ1Σ~kΨ
∗
j (
~k,~r)Ψj(~k,~r) (2)
and one can subsequently compute the electronic contour plots to represent them in a chosen plane for
a given energy interval.
Our sample contains 258 particles, confined in a cubic cell of 19.21 A˚ (the density corresponds thus to
the experimental value of 2.75 g/cm3 [22]. At this density the pressure of the system is fairly small
(close to 0.3 GPa) and does not affect the structural and vibrational properties of glassy GeS2 as shown
in previous studies [11, 23]). Periodic boundary conditions are applied in order to limit surface effects,
and only the Γ point is used to sample the Brillouin zone (~k = ~0). At the beginning of the simulation
a crystalline α-GeS2 configuration is melted during 60 ps (24000 timesteps), to obtain an equilibrated
liquid system. The sample is then quenched through the glass transition (simulated Tg ≈ 1200 K) at a
velocity of 6.8*1014 K/s, and is finally relaxed at 300 K during 100 ps. Our results have been obtained
from this equilibrated configuration, and the atomic charges have been averaged over the 40000 steps of
the relaxation period.
3. RESULTS
The Sankey-Niklewski scheme which has been described above allows the determination of the electronic
energy eigenvalues of the glassy sample. The Electronic Density of States (EDOS) can be computed by
binning these eigenvalues. We present the calculated EDOS in Fig.1, as well as the experimental valence
spectrum which has been measured by X-ray Photoelectron Spectroscopy (XPS) [10]. Our simulation
appears to be in good agreement with these experimental results, and presents three major contributions
to the valence band, which will be called zone A [-16 eV,-12 eV], zone B [-9.8 eV,-6.5 eV] and zone C [-6.5
eV,-1.3 eV] respectively. The energy shift between experimental and theoretical EDOS [10] is relatively
small in our work (≈ 1 eV). The partial EDOS for s and p orbitals of germanium and sulfur atoms can be
computed by summing the |Cjµ(
~k)|2 for each element and each orbital. We have scaled the partial EDOS
to ensure that their sum is equal to the total EDOS, thereby including the interstitial contribution. The
results are reported in Fig.2, where the solid line is the total EDOS, and the dashed area represents the
contribution of a particular orbital.
We can clearly see that the zone A is mainly caused by the 3s orbitals of sulfur atoms, with a small
contribution of the 4s orbitals of germanium atoms in the deepest part of the band [-16 eV,-14 eV]. The
zone B shows a major contribution of the 4s orbitals of germanium, even though the presence of the 3s
and 3p orbitals of sulfur is quite important (the respective concentration of the different elements must
naturally be taken into account in this analysis). Finally, the band C appears to be mainly caused by 3p
orbitals of sulfur atoms, with also an important contribution of the 4p orbitals of Ge. The highest energy
zone of band C, which lies just below the Fermi level [-3.3 eV, -1.3 eV], is only caused by the 3p orbitals
of the sulfur particles.
The analysis of the electronic structure of g-GeS2 can be extended through the analysis of the contour
plots, obtained by the calculation of ρ(~r, ǫ1, ǫ2) in the different energy zones [ǫ1, ǫ2], and localized around
different structural arrangements.
We will first study the ”standard” cases, in which the short-range coordination between particles is similar
to what can be found in a crystalline structure, and we will subsequently focus on the localized electronic
states caused by the bond defects found in our amorphous sample.
3.1. Standard configurations
The tetrahedral structure of g-GeS2 makes it difficult to represent the contour plots in an intelligible 2D
manner. The simplest way is to illustrate the electronic configuration of a 2-membered ring (edge-sharing
unit), since the four particles of these rings (2 Ge and 2 S) are almost located in the same plane, and in
addition the electronic environment is in general the same than in the other configurations. In Fig.3 we
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show the contour plots of such entities in the upper and lower energy zones of bands A and B (the contour
plots can slightly differ inside the same band). It can be seen in band A (Fig.3(a), (b)) that the signature
of the 4s orbitals of the germanium atoms only appears in the lower energy region (a) [-16 eV,-14 eV]. The
link between the 3s orbitals of the two sulfur particles shows also a more bonding character in the lower
region than in the upper region (b) [-14 eV,-12 eV] of band A, where a nodal plane can be seen between
the two S atoms (the S-S bond length in an edge-sharing unit is 3.3 A˚). The zone B (Fig.3(c), (d)) is
predominantly caused by the 4s orbitals of Ge atoms, presenting σ bonds with the 3s and 3p orbitals of
the sulfur atoms. The lower region of band B [-9.8 eV,-7.6 eV] shows a more bonding character between
Ge and S than the upper region [-7.6 eV, -6.5 eV], since the electronic density is more important between
the two particles. On the contrary, the Ge-Ge interaction (dGe−Ge=2.9 A˚ in an edge-sharing unit) is
clearly anti-bonding in the lower region of zone B, where a nodal plane can clearly be seen.
In band C the results are different whether the intertetrahedral links are edge-sharing or corner-sharing.
When a tetrahedron is not involved in a 2-membered ring, its intratetrahedral angle ŜGeS fluctuates
during the simulation between 100o and 115o, because of the thermal vibrations of the system. Fig.4(a)
and 4(b) show the contour plots of a S-Ge-S unit in band C at different times t1 and t2, when the ŜGeS
angle is respectively maximal and minimal. When the intratetrahedral angle is maximal (Fig.4(a)), the
p orbitals of Ge and S atoms appear to be connected ”linearly” by σ links of p orbitals, each particle
with its nearest-neighbors. This configuration becomes impossible when the ŜGeS angle decreases below
a given value (≈ 105o), because an anti-bonding overlap tends to appear between the two sulfur atoms.
The electronic configuration becomes then what can be seen in Fig.4(b), where a σ link of the 3p orbitals
of sulfur begins to appear between the two second-neighboring S atoms (the S-S bond length is then 3.4
A˚). The apparent contribution of the Ge atom in the contour plot is actually the signature of its bonds
with its two other nearest S neighbors, which are respectively above and below the represented plane.
The germanium atom is therefore not involved in the link with the two sulfur atoms at these energies
and for this configuration. At ambient temperature the local electronic density in zone C fluctuates with
time between these two environments, independently for each tetrahedron.
In edge-sharing units, the thermal vibrations are less pronounced, and the intratetrahedral angle ŜGeS
is permanently inferior to 100o. A σ bond between p orbitals of germanium and sulfur atoms is therefore
not possible. Fig.5(a), 5(b) and 5(c) show the different electronic configurations which have been found
for an edge-sharing unit in the lower, middle and upper regions of band C (respectively [-6.5 eV, -4.6
eV], [-4.6 eV, -3.3 eV], [-3.3 eV, -1.3 eV]). We can see in Fig.5(a) the electronic configuration in the
lower region, where each particle presents a σ bond of p orbitals with one of its nearest-neighbors, and
a π bond of p orbitals with the other neighbor, creating two ”chains” of σ bonds, linked together by π
overlaps. The middle zone (Fig.(b)) presents the same kind of configuration than what has been seen in
Fig.4(b), with another additional germanium. The sulfur atoms present thus a weak σ bond of 3p orbitals
with each other, while the germanium atoms are involved in their connection with their other respective
nearest S neighbors. Finally, the upper zone (Fig.5(c)), which corresponds to the highest peak in the
EDOS just below the Fermi level, is distinctively caused by non-bonding lone-pair 3p orbitals of sulfur
atoms, which is similar to the results obtained in As2S3 systems [24]. No signature of the germanium
atoms is found at these energies.
All these results correspond to standard configurations which can also be found in a crystalline structure.
They are extremely similar to the results obtained by Foix et al. in cluster simulations of glassy systems,
using an ab initio model within a Hartree-Fock method [10]. We have studied in a previous work the
different bond defects caused by the broken chemical order of amorphous g-GeS2 [11]. These bond defects
appear to have an important impact also on the EDOS.
3.2. Bond defects
The bond defects present in the amorphous sample may be responsible for very localized states in the
EDOS. As a measure of the localization of the electronic eigenstates, we define the Mulliken charge qi(E)
at atomic site i for the eigenstate of eigenvalue E [25]. We calculate then the Inverse Participation Ratio
(IPR) as:
IPR(E) = ΣNi=1(qi(E))
2. (3)
where N is the total number of atoms of the system. A value of 1 means that the state is perfectly local-
ized, and a uniformly extended state leads to a value of 1/N . The total IPR is represented in Fig.6(a), as
well as the partial IPRs, obtained by summing over the Ge atoms (Fig.6(b)) and the S atoms (Fig.6(c)).
We can determine the presence of five groups of ”localized” states (IPR(E)>0.1).
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Two of them appear in zone A. The most intense, at -13.2 eV, is localized on non-bridging sulfur atoms
(which are connected to only one germanium). These bond defects have been studied previously [11]
and have been found to exist for 14.53% of the S atoms of the system. This undercoordination of sulfur
particles shows however no specific signature in the contour plots, which were found to be extremely
similar to those illustrated in Fig.3.(b). The other group of localized states, at -12 eV, is clearly localized
on sulfur particles involved in homopolar bonds, which were found to appear for 3.48% of the S particles
of the sample. The corresponding contour plot is shown in Fig.7(a). We can see an anti-bonding σ*
link between the two S particles (dS−S=2.26 A˚), which is coherent with the analyzis done above in edge-
sharing units between second-neighbor sulfur atoms (Fig.3(b)). It can be noted that these last states at
-12 eV are slighlty separated from the rest of the states in zone A (Fig.6(c)).
The most localized states of band B, present at -9.6 eV (Fig.6(b)), appear to be caused by the germanium
atoms which form homopolar Ge-Ge bonds. These eigenstates are attributed to σ bonds between the 4s
orbitals of the germanium atoms. Fig.7(b) shows the corresponding contour plots around a Ge-Ge ethane-
like unit, previously found to appear for 2.32% of the germanium atoms of the sample (dGe−Ge=2.42A˚)
[11]. It should be noted that the link between the germanium atoms is clearly bonding in this case, whereas
the link between second Ge neighbors in edge-sharing units was strongly anti-bonding (cf. Fig.3.(c)).
The zone C presents two groups of localized states (IPR(E)≈0.2) at -1.9 eV and -1.4 eV. The first
one is clearly localized on sulfur atoms which are engaged in homopolar bonds. The free 3p orbitals of S
atoms, previously attributed to this zone, interact with each other because of the small distance between
the S particles (dS−S=2.26 A˚). These localized states were also found to exist in As2S3 systems [24].
The corresponding contour plot is shown in Fig.7(c). We recognize an anti-bonding π* link between the
3p orbitals of the sulfur atoms, and two nodal planes can be seen. The S-S homopolar bonds can appear
whether the sulfur atoms are bridging or non-bridging (connected to 2 or 1 Ge atoms). The localized
eigenstates at -1.9 eV are caused by the non-bridging sulfur atoms, whereas the bridging S atoms are
responsible for the second group of states, at -1.4 eV (Fig.6.(c)), and present the same contour plots
as Fig.7(c). These states are the last states below the Fermi level, which in a molecular description
would correspond to the HOMO (Highest Occupied Molecular Orbital). It should be noted that the
experimental EDOS obtained by XPS measurements presents, as well as our calculated EDOS, a small
shoulder at the end of the valence band (Fig.1), which has not been found in the crystalline structures
[10]. This shoulder could be an experimental signature of homopolar S-S bonds in g-GeS2. We can also
identify localized Ge states at these energies (Fig.6(b)), slightly below the HOMO. This localization on the
germanium atoms is completely independent of the S-S homopolar bonds, and involves another group of
particles presenting bond defects. These bond defects appear to be undercoordinated germanium atoms,
which are connected to only 3 sulfur atoms instead of 4. The corresponding contour plots are shown in
Fig.7(d), in the plane containing the central Ge particle and two of its three nearest S neighbors. We
recognize an anti-bonding σ* link between the 4s orbital of the germanium atom and the 3p orbitals of
the sulfur particles. The third S neighbor, which is not in the plane, presents the same kind of overlap.
It should be noted that no signature of the 4s orbitals of Ge has been found in this energy zone except
in this kind of bond defects.
In the study of the electronic properties of materials, the localized energy states at the tail of the
conduction band are also of interest. The lowest localized (IPR(E)=0.33) energy state of the conduction
band (called LUMO in a molecular description) was found at +1.5 eV (EF=0), and we can see in Fig.8
that it is arising from anti-bonding σ* links between 3p orbitals of the same sulfur atoms that are
responsible of the HOMO (i.e. those involved in S-S homopolar bonds). The optical gap is close to 3 eV,
which is slightly inferior to the experimental value of 3.2 eV obtained by resonant Raman spectroscopy
[26]. A second group of states, localized (IPR(E)=0.28) on 3-fold coordinated sulfur atoms, was found
at an energy slightly superior to the energy of the LUMO (+1.8 eV). All these localized states near the
band edges are crucial for the optical and photostructural properties of glassy GeS2 and the knowledge
of the above given characteristics is therefore essential.
3.3. Atomic Charges
It is well known that the charge of an atom cannot be measured by experiments, and is therefore impos-
sible to define uniquely. Nevertheless, there are different methods such as Lo¨wdin [27] or Mulliken [28]
population analysis, which can be interesting tools when comparing different configurations within the
same description. Our aim is to analyze the dependence of the local atomic charges with the structural
environment of the atoms, and in particular with the bond defects, which have been previously studied
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[11]. In this work we have chosen the Lo¨wdin description. It should however be mentioned that the non-
self-consistent Harris functional is known to slightly exaggerate the charge transfers between the atoms.
The atomic charge q is calculated by the difference between the amount of electrons of the neutral atom
and the ”real” amount of electrons in the given chemical environment (results are reported in Table I).
The error bars correspond to the standard deviation of the atomic charges.
TABLE I Partial atomic charges as a function of the local structural environment
Ge environment q Percentage
Ge(S4) +0.94
+
−
0.02 95.36%
Ge(S3) +0.57
+
−
0.01 1.16%
Ge(S2) +061
+
−
0.01 1.16%
Ge(GeS2) +0.81
+
−
0.01 2.32%
S environment q Percentage
Ge-S-Ge -0.46 +
−
0.05 68%
Ge-S -1.07 +
−
0.03 14.53%
Ge
Ge
>S-Ge 0 +
−
0.06 13.95%
Ge-S-S -0.17 +
−
0.03 2.32%
Ge
Ge
>S-S +0.36 +
−
0.04 1.16%
As expected, the general polarity of the Ge-S bond is Ge+-S−. In an ”ordered” configuration, in which
each Ge has four S neighbors and each S has two Ge neighbors, the polarity appears to be +0.94 for
Ge and -0.46 for S (it should be noted that the charge transfers obtained with a Mulliken population
analysis were found to be slightly superior than those provided by the present Lo¨wdin description (≈0.15),
independently of the structural configuration. Foix et al. have found charges of +0.77 for Ge and -0.43
for S in cluster calculations of glassy systems, with a Hartree Fock ab initio model and a Mulliken
description [10]. These results are therefore closer to our Lo¨wdin charges than those obtained by our
Mulliken description). The charge on the germanium atoms decreases when its number of nearest sulfur
neighbors decreases (≈ +0.6). Nevertheless, in an ethane-like unit made of a homopolar Ge-Ge bond and
in which each germanium has three S neighbors, the charge on both germanium atoms is only slightly
lower (+0.81) than in a usual tetrahedral configuration.
The charge on the sulfur atoms is more variable, and the corresponding error bars are thus more important
than those attributed to the Ge atoms. When a sulfur is non-bridging (i.e. connected to only one Ge
atom), its charge becomes extremely negative (-1.07). On the other hand, when a S atom is connected to
three germanium, its charge becomes almost neutral. These configurations were found to exist respectively
for 14.53% and 13.95% of the sulfur atoms in the sample [11].
The S-S homopolar bonds present quite interesting results: It has been found [11] that at least one of
the two sulfur atoms involved in a homopolar bond must be non-bridging. In this case, the charge on the
sulfur atoms appears to be quite small (-0.17). Nevertheless, when a S particle involved in a homopolar
bond is bridging (i.e. it is connected to one S and two Ge atoms), its charge becomes positive (+0.36). It
is therefore easy to understand why a configuration where two bridging sulfur atoms are bonded together
is impossible, since it would produce an environment with 6 neighboring particles charged positively,
which is energetically very unfavorable.
In order to make an in-depth analysis of these (a priori surprising) charge transfers we define here the
short-range charge deviation ∆QSR(i) of a particle i, taking into account the atomic charge of that
given particle as well as the charges on its nearest-neighbors (determined from the radial pair correlation
function). The aim is to determine if the local charge fluctuations are balanced at short-range by the
environment of the atoms, or if positive and negative zones can exist in the glassy sample. For each
atom, we sum its Lo¨wdin charge with the weighted charges of its nearest-neighbors, where the weighting
is performed over the number of nearest-neighbors of each particle. Thus, if an atom i is n(i)-fold
coordinated, and its atomic charge is q(i), the short-range charge deviation will be calculated as follows:
∆QSR(i) = q(i) + Σ
n(i)
j=1
q(j)
n(j)
(4)
In a crystalline structure, where no bond defects are present, this value is almost zero for all the particles
of the system. We illustrate in Fig.9 the results obtained for our amorphous sample, in which the particles
with a ∆QSR higher than +0.3 are represented in blue (black), and the particles with a ∆QSR lower than
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-0.3 are printed in green (grey). The remaining particles (which are in a neutral environment) appear in
white in the figure.
It can clearly be seen that positive and negative zones containing more than one particle (a maximum
of eight linked particles could be found) appear in the glassy sample. This is an additional electronic
signature of the broken chemical order inherent to amorphous systems, and this local deviation from
neutrality (up to nearest-neighbor distances) is directly caused by the bond defects present in the sample.
Indeed only atoms with an environment different from the standard environment appear colored in Fig.9.
4. CONCLUSIONS
We have analyzed the electronic structure of an amorphous GeS2 system through DFT based MD simu-
lations. We have focused our study on the impact of the structural disorder on the electronic properties
of these glasses. Our EDOS appears to be in perfect agreement with experiments, and the contour plots
corresponding to standard configurations are similar to those obtained by cluster simulations presented
by Foix et al. in crystalline structures with the use of a Hartree-Fock ab initio method. We have found
three bands in the EDOS:
- The band A [-16 eV,-12 eV] is predominantly caused by the 3s orbitals of sulfur atoms, and presents
localized states on non-bridging sulfur and on sulfur particles engaged in homopolar bonds.
- The band B [-9.8 eV,-6.5 eV] is attributed mainly to the 4s orbitals of germanium atoms, even though
the contribution of 3s and 3p orbitals of sulfur atoms is non-negligible. We have found localized states
involving Ge-Ge homopolar bonds in this energy region.
- The band C [-6.5 eV,-1.3 eV] contains the major signature of the Ge-S covalent bond, showing σ and π
bonds between p orbitals. The highest energy zone of the valence band is due to free p orbitals of sulfur
atoms. Localized eigenstates involving 3-times coordinated Ge particles were found. The HOMO and
the LUMO appear to be respectively caused by anti-π∗ and anti-σ∗ bonds of 3p orbitals of sulfur pairs
linked by a S-S homopolar bond. The optical gap is close to 3 eV in our simulation (the experimental
counterpart is 3.2 eV).
Finally, we have studied the local atomic charges, and their dependence on the structural environment
of the atoms. The ”usual” charge transfer in an ordered Ge(S4)1/2 configuration is +0.94 for the Ge
atoms and -0.46 for the S atoms in our simulation, using a Lo¨wdin description within the Harris func-
tional. These charges can be extremely variable for the sulfur atoms depending on their local structural
arrangement, and can even become positive for the S atoms engaged in S-S homopolar bonds. We have
determined that these local charge fluctuations are not balanced at short-range up to the nearest-neighbor
environment, and are responsible of positively and negatively charged regions within the glassy sample.
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Figure 1. Calculated EDOS and experimental valence spectrum obtained by XPS measurements
[10]
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Figure 2. Partial EDOS (shaded area) for the orbitals 4s(a), 4p(b) of germanium atoms, and 3s(c),
3p(d) of sulfur atoms and the total EDOS (solid line).
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Figure 3. Contour plots in an edge-sharing unit for band A in the lower (a) and the upper (b) regions
(respectively [-16 eV,-14 eV] and [-14 eV,-12 eV], and for band B in the lower (c) and the upper regions
(d) (respectively [-9.8 eV, -7.6 eV] and [-7.6 eV,-6.5 eV]). (N=Ge, =S) (ρ(n + 1) − ρ(n)= 0.02(a,b),
0.008(c,d) e/A˚3)
Figure 4. Contour plots for band C in a tetrahedra not involved in an edge-sharing unit at times
t1 (a) and t2 (b) when the intratetrahedral angle ŜGeS is respectively maximal and minimal. (N=Ge,
=S) (ρ(n+ 1)− ρ(n)= 0.098 (a,b) e/A˚3)
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Figure 5. Contour plots in an edge-sharing unit in the lower (a), middle (b) and upper (c)
zone of band C (respectively [-6.5 eV,-4.6 eV], [-4.6 eV,-3.3 eV] and [-3.3 eV, -1.3 eV]). (N=Ge, =S)
(ρ(n+ 1)− ρ(n)= 0.013(a), 0.025(b), 0.034(c) e/A˚3)
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Figure 6. Inverse Participation Ratio (IPR) for the total system (a) and for Ge(b) and S(c)
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Figure 7. Contour plots illustrating localized states at: (a) -12 +
−
0.1 eV around a S-S homopolar
bond; (b) -9.6 +
−
0.1 eV around a Ge-Ge homopolar bond; (c) [-1.9 eV,-1.4 eV] around a S-S homopolar
bond; (d) -1.4 +
−
0.1 eV around an undercoordinated Ge atom.(N=Ge, =S) (ρ(n+ 1)− ρ(n)= 0.014(a),
0.003(b), 0.001(c), 0.002(d) e/A˚3)
Figure 8. Contour plot of the LUMO (+1.5 +
−
0.1 eV ) localized around a S-S homopolar bond
(ρ(n+ 1)− ρ(n)= 0.001 e/A˚3)
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Figure 9. (Color online) Short range charge deviation in our amorphous GeS2 sample. For blue
(black) particles, ∆QSR > +0.3, and for green (grey) particles ∆QSR < −0.3 (see text for definition)
