Lévy processes have been receiving increasing attention in financial modeling. One distinctive feature of such models is that their characteristic functions are readily available. Inference based on characteristic functions is very useful for studying Lévy processes. By incorporating the recent advances in nonparametric approaches, empirical likelihood methods based on characteristic functions are developed in this paper for parameter estimation, testing a particular parametric class including the presence of a jump component in the Lévy process and testing for symmetry of a distribution. Simulation and case studies confirm the effectiveness of the proposed method.
INTRODUCTION
Lévy processes are popular models for pricing the dynamics of financial securities due to their ability to capture jumps. There is an increasing set of empirical evidence that the value of a financial security may evolve in a discontinuous manner with jumps. And yet, whether there is really a jump in the underlying process is always an intensively contested hypothesis among financial practitioners; see, for example, the monograph of Cont and Tankov (2004) for background discussions.
Let {Y s } s≥0 be a continuous-time Lévy process, representing a financial security in a continuous fashion over time. The financial securities can be an interest rate or a stock price. Despite the process evolves continuously over time, it is only observed over a set of discrete time points, say δ, 2δ, . . . , (n + 1)δ, over a time span [0, T] where T = (n + 1)δ is the total amount of time the process is observed and δ is the unit sampling interval. Since Lévy processes have independent stationary increments, the increment {X j = Y (j+1)δ − Y jδ } n j=1 is a set of independent observations with the same distribution as Y δ , say F, and its characteristic function is φ(t) = E{exp(itX j )} = exp(itx)F(dx).
Fitting a parametric class of characteristic functions to {Y s } s≥0 becomes how to fit a parametric class of characteristic functions based on observations X 1 , . . . , X n .
For parameter estimation based on the characteristic functions, several methods have been proposed in the literature; see Heathcote (1977) and Wells (1992) . For testing, let φ n (t) = 1 n n j=1 exp{itX j } and consider β n (t; θ ) = √ n{φ n (t) − φ(t; θ )}, (1.1)
where φ(t; θ) denotes the characteristic function of X j , and θ is the vector of parameters for the process {Y s } s≥0 . It is known that, in general, β n (t; θ ) does not converge weakly to a Gaussian process in C( [−a, a] ) for a positive constant a, although the finite dimensional distributions of β n (t; θ) do, where C( [−a, a] ) denotes the space of continuous, complex-valued functions on [−a, a] with the supremum norm. The reason is that the limiting process may have discontinuous sample paths. Therefore, under some extra conditions to ensure that the limit has continuous sample paths, one can show that
in C [−a, a] , where β(t; θ) is a complex-valued Gaussian process with zero mean and covariance structure E{β(t 1 ; θ)β(t 2 ; θ)} = φ(t 1 − t 2 ; θ ) − φ(t 1 ; θ )φ(t 2 ; θ), see Marcus (1981) , Wells (1992) , and Yukich (1985) . Since (1.2) is not always true, two methods for conducting goodness-of-fit tests via characteristic functions exist: one is to study the distance between the empirical characteristic function and the true characteristic function at a finite number of points t 1 , . . . , t m with m = m(n) → ∞ as n → ∞; the other is to study an integrated distance by imposing extra conditions on φ(t; θ ) such that (1.2) holds. In modeling independent data, Fan (1997) , Koutrouvelis (1980) , and Koutrouvelis and Kellermeier (1981) employed the former approach to fit a parametric class to characteristic functions; Bilodeau and de Micheaux (2005) , Epps (1983) , Klar and Meintanis (2005) , and Wells (1992) employed the latter approach to testing normality and fitted a parametric class to characteristic functions; Feuerverger and Mureika (1977) , Henze, Klar, and Meintanis (2003) , and Meintanis (2005) applied the latter approach to testing symmetry of a distribution. For the study of using characteristic functions to model dependent data, we refer to Jiang and Knight (2002) and Singleton (2001) . A good review on the applications of empirical characteristic functions is Yu (2004) .
In this paper, we propose to use the empirical likelihood (Owen 1988) to formulate the test statistic for the specification of characteristic functions and to conduct parameter estimation.
Note that a characteristic function and its corresponding probability density function contain the same amount of model information as they are related to each other via a Fourier transform. Although it is more direct and efficient in formulating parameter estimators based on probability density functions, it is unclear if a test procedure based on density functions has any advantage over a test based on characteristic functions. Using the empirical likelihood to formulate the test statistic is tantamount to utilizing empirical likelihood's ability to self-studentize a raw discrepancy metric by its variance without explicitly estimating it.
We propose using the empirical likelihood method based on the integrated distance of characteristic functions (i) to estimate parameters, (ii) to test whether a characteristic function belongs to a particular parametric class, and (iii) to test whether the underlying distribution is symmetric around an unknown mean in this paper; see Section 2 for details. How to apply the proposed empirical likelihood test for testing various features of a Lévy process is discussed in Section 3. A simulation study and a case study are given in Sections 4 and 5, respectively. All proofs are presented in Section 6.
METHODOLOGY
Throughout this section we assume that X 1 , . . . , X n are iid with distribution function F and characteristic function φ(t; θ). This assumption encompasses Lévy processes as a Lévy process has independent stationary increments. Likewise, the proposed methods are also applicable to dependent data in view of the blockwise empirical likelihood method of Kitamura (1997) . This issue for dependent data will be dealt with in a separate paper.
MELE for Parameters
As in Qin and Lawless (1994) , we first study the maximum empirical likelihood estimator (MELE) based on the characteristic function as follows. Since φ(t; θ ) = Ee itX j , the standard empirical likelihood method for a mean can be employed, which defines the empirical likelihood function as
where φ R and φ I denote the real and imaginary parts of φ, respectively. By the standard Lagrange multiplier procedure, the log-likelihood ratio becomes
where
with some a > 0 given in the regularity conditions below. Then, the MELE is defined aŝ
where T 1 (θ) = a −a l 1 (t; θ) dG 1 (t) and G 1 is a given smooth distribution function.
Before deriving the asymptotic limit ofθ , we need the following regularity conditions.
, where H is given in A3.
Theorem 1. Under conditions A1-A4, with probability one, T 1 (θ) attains its minimum atθ , which satisfies θ − θ 0 ≤ n −1/3 and
(2.5) Theorem 2. Under conditions A1-A6, for the estimatorθ given in Theorem 1, we have as n → ∞
, and
Next we show how the MELE becomes asymptotically efficient by choosing a suitable weight function G 1 . For simplicity we assume θ ∈ R, that is, d = 1. Motivated by McDunnough (1981a, 1981b) , define
and
where f denotes the density function of X t . By replacing the domain of integration [−a, a] in Theorem 2 with (−∞, ∞), it can be shown that 8) where is given in Theorem 2 (the derivation is given in next section). Hence the MELE is asymptotically efficient if the weight function π(t) is chosen according to (2.6). In practice, this choice may not be available owing to the lack of knowledge of the underlying density function. Simulation study suggests that a uniform weight function works well.
Empirical Likelihood Test
In this subsection, we give an empirical likelihood test procedure for a general model specification defined by a parametric characteristic function φ(t; θ). Here the hypotheses are
where ⊂ R d is a given set. Like Einmahl and McKeague (2003) and Li (2003) , we consider the integrated version of test statistic, that is, T 1 (θ ), whereθ is the parameter estimator proposed in the previous section. Note that any other estimator for θ with rate n −1/2 can also be employed.
Theorem 3. Under conditions A1-A6, we have as n → ∞,
and {B n (y) : 0 ≤ y ≤ 1} is a sequence of Brownian bridges.
Note that W 2 is contributed by the plug-in estimatorθ , and so the above limit is not a chi-squared distribution. As the convergence in the above theorem may be slow in finite samples and simulating the limiting distribution is not straightforward, a bootstrap method can be employed to obtain critical values of the test based on T 1 . If we only know that X 1 , . . . , X n are iid random vectors with characteristic function φ(t; θ), then we simply resample from X 1 , . . . , X n and compute the test statistic T 1 (θ) based on the resample. However, in case we know that X 1 , . . . , X n are δ increments of a Lévy process, which satisfies some stochastic equation with unknown parameters depending on H 0 such as examples given in the simulation study below, then the key of the bootstrap algorithm is to reproduce a sample path under H 0 . Specifically, we apply the following parametric bootstrap procedures to approximate the distribution of the test statistic T 1 . An underlying assumption is that the Lévy process {Y s } s≥0 is fully determined by a set of finite dimensional parameter θ under H 0 , so that we can write Y s as Y s (θ) to highlight such a determination. Note that X 1 , . . . , X n are the δ increments of Y s .
Generate a resample path
the Lévy process {Y s (θ)} s≥0 at the same sampling frequency, and reestimate the parameter θ based on the δ increments of the resample path and denote it asθ .
Compute a version of the test statistic
based on the δ increments of the resample path {Y δ , . . . , 
).
Then, the bootstrap approximation to the α-upper quantile of
, and a test at α significant level rejects
Test for Symmetry
We now investigate the possibility of employing empirical likelihood methods via characteristic functions to test for symmetry. Testings for symmetry and conditional symmetry are important for improving inference and predictions. For example, Fan and Gencay (1995) applied their test for symmetry to a linear regression model
where P i is the average annual growth rate of consumer prices and M i is the growth rate of the stock of currency across 83 countries, and confirmed the symmetry of i .
Assume that F(x) is symmetric around the unknown mean μ. Hence, E sin(t(X j − μ)) = 0. As before, an empirical likelihood function is defined as
and the log-likelihood ratio can be obtained as
Our test statistic is defined as
where G 2 is a given symmetric distribution function around zero andμ = 1 n n j=1 X j . Note that we could replaceμ by the maximum empirical likelihood estimator as in the above section.
Theorem 4. Assume E(|X 1 | 3 ) < ∞ and F is symmetric around the true mean μ 0 . Then as n → ∞
A(t, x)A(t, y)
and B n is defined in Theorem 3.
We remark that a bootstrap method can be employed to obtain critical values for the preceding limit, that is, resample from X 1 , . . . , X n and then recalculate the test statistic T 2 based on the resample. Note that both MELE and the goodness-of-fit test based on T n (θ ) and T 1 (θ) require specifying the tuning parameter a. In general, if the underlying distribution is sufficiently smooth such that it has an infinite number of moments, then the value of a may be chosen to be small since the characteristic function near the origin t = 0 contains enough information about the underlying model. Under such circumstances, a moderate value of a would be sufficient when the sample size n is large. For heavier tail distributions, a larger value of a would be needed to capture more information for the underlying model. Our simulation study shows that the value a = 1/2 and a uniform weight function G 1 work reasonably well for the Lévy models under consideration.
TESTING FOR LÉVY PROCESSES
The proposed estimation and testing methods as outlined in Sections 2.1 and 2.2 can be used to test various hypotheses with regard to Lévy processes. According to the Lévy-Khintchine formula, the characteristic function φ(t) of X j has the form
where (θ 1 , θ 2 , J) is the triplet of the Lévy process and J(dx) is the Lévy jump measure such that min{1, x 2 }J(dx) < ∞. If we use θ = (θ 1 , θ 2 ) T to denote the parameters in the continuous part of the Lévy process, we can write φ(t) as φ(t; θ, J) to highlight the role of the triple. Let
be, respectively, the characteristic functions of the continuous and jump components. Then
From the Lévy-Itò decomposition (Sato 1999) , the Lévy process Y s can be written as (t) . Then, the characteristic function due to jump φ j (t) as given in (3.2) can be written as
Since characteristic functions are generally available for Lévy processes as given above and the underlying distribution function or probability density function may not admit an analytic expression for a Lévy distribution, fitting a parametric class of characteristic functions and conducting inference (testing and estimation) based on the characteristic function constitute important tools for the applications of Lévy processes in finance and mathematical physics (see Barndorff-Nielsen, Cox, and Klüppelberg 2001) . If data comes from a Lévy process, a relevant question is whether the data fits a class of characteristic functions with or without jumps. To answer this question, we could first test H 0 : φ(t) = φ c (t; θ ) for all t ∈ R and a specific θ ∈ (3.5) against H 1 : φ(t) = φ c (t; θ) for some t ∈ R and for all θ ∈ . (3.6)
If H 0 is rejected, we would entertain a Lévy process with jumps. Further, we can also test if the jump is a compound Poisson with a specific jump size distribution F J = F Jξ (e.g., the Gaussian distribution), where ξ represents extra parameters that defines F J . In this case, we test
for some t ∈ R and for all ( θ , λ, ξ) ∈ . (3.8)
Besides the compound Poisson setting, the proposed set up can also be used to test for a specific type of jump. If {X j } n j=1 are iid but not necessarily the increments of a Lévy process, we can test for the appropriateness of the characteristic function of a particular parametrization. Specific examples of these tests are illustrated in Section 5.
Note that characteristic functions of Lévy processes are implicitly determined by the sampling interval δ as indicated in (3.1) and (3.2). The proposed empirical likelihood based estimation and testing for Lévy processes require the sampling interval δ to be fixed. Nevertheless, δ can be chosen to be a fixed small number when dealing with high frequency data.
SIMULATION STUDIES

Simulated Models
Using discretely observed data, simulation studies were conducted to examine if the proposed empirical likelihood (EL) estimator can effectively identify the unknown parameters of continuous time models and if the proposed test procedure can adequately test for the appropriateness of a hypothesized parametric process. We consider the following three commonly used models with known characteristic functions. 
Black-Scholes Model (BS
where the parameter μ reflects the drift and σ models the volatility of the log stock prices. It is a Black-Scholes type of model since μ and σ are assumed to be constant over time.
The Lévy triplet of this process is (μ, σ 2 , J(dx) = 0), where zero Lévy measure indicates that the sample path is continuous. The increment X j = Y (j+1)δ − Y jδ has a normal distribution N(μδ, σ 2 δ), and its characteristic function is
Despite the popularity of the celebrated Black-Scholes model, one of the main problems with the Black-Scholes model is that the log returns of stocks are not normally distributed. They are skewed and have kurtosis higher than that of a normal distribution. Recently, models with jumps that are able to capture skewness and excess kurtosis have been proposed. Two most commonly used models are: finite-activity jump processes and infinite-activity jump processes.
Black-Scholes Model With Merton Jumps (BS-MJ). Consider the model
where N s is a Poisson process with intensity parameter λ > 0 and J s is the jump size following a normal distribution N(μ J , σ 2 J ), independent of W s . The jump part in (4.2) is a compound Poisson process proposed in Merton (1976) , hence it is also called Merton jumps. The Lévy triplet of BS-MJ process is (μ, σ 2 , J(dx) = λf J (x) dx) where f J (x) is the density of N(μ J , σ 2 J ). Since the Lévy measure J(dx) is integrable, that is, J(R) = ∞ −∞ λf J (x) dx = λ < ∞, the process of (4.2) is called a finite activity jump process which allows a finite number of jumps within any finite time interval. Although the increment X j does not have closed form density, its characteristic function is given by φ(t;
Motivated by the fact that the Poisson processes can be well approximated by Bernoulli processes if the interval is small, we simulated the sample paths of (4.2) by the following discretization:
where Z is a standard N(0, 1), Madan and Seneta (1987) as a model for stock returns. One way of defining a VG process is by means of a (Gamma) time-changed Brownian motion with drift. More precisely, let G s be a Gamma process with the unit mean rate and the variance rate of ν, that is, with parameters (1/ν, ν) where ν > 0. Let W s denote a standard Brownian motion, σ > 0 and μ ∈ R, then the VG process Y s with parameters μ, σ > 0, and ν > 0 is defined as
Variance Gamma Model (VG). The class of Variance Gamma (VG) distributions was introduced by
where the calender time s in (4.1) is replaced by a random time G s . The Lévy triplet of (4.3) is (γ , 0, J(dx)), where
This Lévy measure has infinite mass, hence a VG process has infinitely many jumps in any finite time interval. The density form of X j is not known, but the characteristic function of X j is φ(t; θ ) = (1 − itμν + σ 2 νt 2 /2) −δ/ν . Note that when μ = 0, the characteristic function becomes a real-valued function, indicating that the density of X j is symmetric under this situation. Negative (positive) values of μ result in negative (positive) skewness and the parameter ν primarily controls the kurtosis. Explicit expressions for the first three central moments of the return distribution over an interval of length δ were derived in Madan, Carr, and Chang (1998) and are given as follows:
We simulated the sample path from this process by
where Z is a standard N(0, 1), g is distributed as (δ/ν, ν) and is independent of Z.
For each model, we simulated 500 sample paths each of size n = 125, 250, 500, and 1000 starting at the initial value Y 0 = 0 with weekly frequency (δ = 1/52). By choosing the uniform weight function G 1 (t), T 1 (θ) in (2.3) can be approximated by the Riemann sum of l 1 (t; θ) defined in (2.1) evaluated at a number of equally spaced grid values of t in [−a, a] , where a = 1/2. We have also conducted simulation studies for other value of a (not reported here). The results were very similar to a = 1/2, indicating that the estimates are not sensitive to the choice of a for the Lévy models considered. In our simulation and case study, we set the number of grids equal to 100.
We first evaluate the quality of the proposed maximal EL estimator by estimating the parameters of these models using all simulated sample paths. We then construct three examples to evaluate the performance of the proposed tests in model validation. The three hypotheses are: Test 1. H 0 : the process is the BS model (4.1). For computing powers of the proposed empirical likelihood test, we simulated data from the BS model with Merton jumps (4.2).
Test 2. H 0 : the process is the VG model (4.3) with μ = 0. For computing powers of the test, we simulated data from the VG model with nonzero drift μ.
Test 3. H 0 : the process is the BS-MJ model (4.2). For power calculation, we simulated data from the VG model (4.3) with infinity-activity jumps. Table 1 reports the empirical means and standard errors of the parameter estimates obtained from the 500 simulated sample paths, as well as the true parameter values used for generating the data. When the sample size increases, standard errors of the estimates decreases, indicating the consistency of the estimators. We note that from Table 1(a) for the BS model where the maximum likelihood estimator (MLE) is available, the proposed maximal EL estimates are very close to the MLEs. For VG model, although the density is not available in closed form, the moments exist as explicit functions of unknown parameters as shown in (4.4)-(4.6). We also applied the method of moments (MME) to estimate the parameters so that they can be compared with the EL estimates [Table 1(c)]. It is interesting to find that for parameters μ and σ the maximal EL estimates are consistently more efficient than the MMEs over all the sample sizes considered. For the parameter ν, the maximal EL estimate has smaller standard errors than the MMEs for small sizes of n = 125 and 250, while the MMEs performed better for larger sample sizes of n = 500 and 1000. For BS-MJ model, where no MLE or MME to compare with, the proposed estimates as reported in Table 1 (b) are reasonably close to the true values and the standard errors decrease as the sample size increases. Table 2 reports the empirical sizes and powers of the proposed tests based on B = 250 bootstrap resample paths for each simulated data used in the estimation for n = 125, 250, and 500. We observe that the tests gave satisfactory sizes under BS model. The sizes under BS-MJ and VG (μ = 0) models were slightly underestimated. But when the sample sizes increase, the rejection rates get closer to the nominal level 0.05. In the first test where we used data with jumps (BS-MJ) to test the continuous diffusion model BS, the powers are very high, achieving 97% even for the smallest sample size. For the second example where we used data from the asymmetric distribution (VG with μ = 0) to test the symmetric structure (VG with μ = 0) and the third example where we used the infinityactivity jump data (VG) to test the finite activity jump process (BS-MJ), the powers are lower than those of the first test, ranging from 17% to 70%, across different sample sizes. This might be due to the fact that the parameters can be more precisely estimated under BS model than under BS-MJ and VG models (as seen in Table 1 ) since the latter two models are more complex with more parameters. These simulation results suggest that the proposed maximal EL estimator accurately estimates model parameters and the proposed testing procedure adequately examines the validity of a specific parametric setup.
Simulation Results
CASE STUDY
It is now a well known fact that Lévy models provide a better fit to many financial time series; see Cont and Tankov (2004) for details. In this section, we examine empirically whether our proposed testing procedure can adequately check for the validity of the Lévy jump models in modeling the return dynamics of the S&P500 index.
We computed summary statistics of the continuously compounded returns of the S&P500 index (the log difference of index levels) between January 2, 1987 and December 31, 2007. The index is sampled at weekly frequency, and in total we have 1059 observations. The mean weekly rate of return is 0.002 and the volatility is 0.021. Figure 1 plots the level and log difference of the S&P500 index. The sample period covers some major events in the history of the U.S. stock market, such as the stock market crash of 1987, the long boom in the late 1990 and the 9/11 crash in 2001. Table 1 . Empirical averages and their standard errors (in parentheses) of the maximum likelihood estimates (MLE) or the method of moments estimates (MME) and the proposed empirical likelihood estimates (EL) under the three models The proposed parameter estimates for the three models considered are reported in Table 3 . For BS model, the maximal EL estimates are very close to the MLEs. The maximal EL estimates of the drift μ is 0.085 for both BS and VG models, which lead to the estimated mean of log returns,μδ = 0.085/52 = 0.002, which is equal to the summary statistic of the mean log returns (0.002). The estimate of the drift μ under BS-MJ model is 0.110, higher than those of other two models. This is because the mean of log returns under BS-MJ is (μ + μ J λ)δ and the model is estimated with a negative mean jump size (μ J < 0). As a result, μ needs to be bigger to revert the overall mean return level as reflected in the data. The estimated volatility of the log returns under the BS model isσ √ δ = 0.154 √ 1/52 = 0.021, which is equal to the summary statistic of the volatility for the log returns (0.021). The maximal EL estimates of σ for respectively, lower than that of BS model (0.154) . This indicates that including jumps in the process capture large movements and consequently the volatility of the Brownian motion part does not have to be as big as before. In BS-MJ model, our estimates of jump parameters suggest that about 1.5 jumps occur per year with a negative average jump size (−0.017) and a standard deviation of 0.065, which is consistent with the empirical finding that there are always bigger negative spikes observed than the positive ones in the S&P500. Under VG model, the estimated standard deviation of the log returns is (μ 2ν +σ 2 )δ = (0.085 2 × 1.059 + 0.126 2 )δ = 0.021, which is the same as the summary statistic of the volatility for log returns. Overall, the maximal EL estimator provides reasonable parameter estimates.
We also applied the proposed test to test for the appropriateness of the three parametric models considered. We tested the VG model with zero drift, that is, the symmetric VG model. for financial time series. We rejected the symmetric VG model due to the very low p-values (0.01), which is consistent with the fact that significant skewness are observed for log returns of indexes. By allowing a nonzero drift in VG model, we fail to reject the asymmetric VG model (p-value = 0.328). By including the Merton jumps into the BS model, the p-value changed from 0 for BS model to 0.736 for BS-MJ model. This implies that adding jumps (finite or infinite activity rate) does help capturing the underlying dynamics of the S&P500 index. In conclusion, our analysis demonstrates the empirical relevance of the Lévy jump models in modeling the S&P500 index returns.
PROOFS
Proof of Theorem 1. It can be shown in the same way as in the proof of lemma 1 of Qin and Lawless (1994) . a] . Put δ n = θ − θ 0 + sup −a≤t≤a λ 1 (t; θ) . Then, by Taylor expansions, we have a] , and
Proof of Theorem 2. It is easy to check that
It follows from (6.2) that
Substituting (6.4) into (6.3), we get
Hence the theorem follows from (6.4) and (6.5).
Proof of (2.8).
, and let¯ (t, X j ; θ ) denotes the conjugate of (t, X j ; θ). Then
It is easy to check that
It follows from (2.6), (2.7), (6.6)- ( (see Kómlos, Major, and Túsnady 1975 Hence, Theorem 4 follows from (6.23), (6.24), (6.25), and (6.20) . [Received June 2008 . Revised February 2009 
