We consider a one-dimensional system arising from a chemotaxis model in tumour angiogenesis, which is described by a Keller-Segel equation with singular sensitivity. This hyperbolic-parabolic system is known to allow viscous shocks (so-called traveling waves), and in literature, their nonlinear stabilities have been considered in the class of certain mean-zero small perturbations. We show the global existence of the solution without assuming the mean-zero condition for any initial data as arbitrarily large perturbations around traveling waves in the Sobolev space H 1 while the shock strength is assumed to be small enough. The main novelty of this paper is to develop the global well-posedness of any large H 1 -perturbations of traveling wave connecting two different end states. The discrepancy of the end states is linked to the complexity of the corresponding flux, which requires a new type of an energy estimate. To overcome, we use the a priori contraction estimate of a weighted relative entropy functional up to a translation, which was proved by . The boundedness of the shift implies a priori bound of the relative entropy functional without a shift on any time interval of existence, which produces a H 1 -estimate thanks to a De Giorgi type lemma. Moreover, to remove possibility of vacuum appearance, we use the lemma again.
We consider the following one dimensional system: ∂ t n − ∂ x (nq) = ν∂ xx n, ∂ t q − ∂ x n = 0 for x ∈ R and for t > 0 (1.1)
where ν > 0 is a positive constant. This hyperbolic-parabolic system is closely related to a certain Keller-Segel system (see Subsection 1.4) . We are interested in the global-in-time existence issue of large perturbations of traveling waves (or viscous shocks) of the above system (1.1).
1.1. Traveling waves of (1.1). By [34] (also see [25] , or see [4, Lemma 2.1]), it has been known that for any ν > 0, (1.1) admits a smooth monotone traveling waveŨ (x − σt) = ñ(x − σt) q(x − σt) connecting two end-states (n − , q − ), (n + , q + ) ∈ R + × R, i.e., (1. 2)ñ(−∞) = n − > 0,ñ(+∞) = n + > 0,q(−∞) = q − ,q(+∞) = q + (we denote lim x→±∞ f (x) by f (±∞) in short), provided the two end-states satisfy the Rankine-Hugoniot condition and the Lax entropy condition:
∃ σ ∈ R such that −σ(n + − n − ) − (n + q + − n − q − ) = 0, −σ(q + − q − ) − (n + − n − ) = 0, and either n − > n + and q − < q + or n − < n + and q − < q + holds. For notational convenience, we denoteŨ (x − σt) byÛ = (n,q) :=Ũ (x − σt) whenever there is no confusion about the waveŨ with its fixed boundary condition.
In short, for any ν > 0, for any n − > 0, for any n + > 0 with n + = n − and for any q − ∈ R, there exists a smooth monotone traveling waveÛ (t, x) =Ũ(x − σt) of (1.1) satisfying (1.2) where the constants σ and q + are determined by (1.4) σ :=
< 0 if 0 < n − < n + and (1.5) q + := q − + (n − − n + ) σ Our motivation of this work is to answer the question how stable traveling waves are in the system. The paper [25] showed that waves are stable if the anti-derivative of a perturbation (n −ñ, q −q) is sufficiently small in the Sobolev space H 2 (R). Note that the initial perturbation should have the mean-zero condition:
This restriction for the initial data is commonly assumed in studying stability of viscous shocks since the work of [11] and [19] . The main novelty of this paper is to remove both the mean-zero condition and the smallness condition of the initial perturbation.
In this paper, we frequently use the following facts (e.g. see [4, Lemma 2.1]):
n > 0,ñ,q, 1 n ∈ L ∞ (R), andñ ′ ,ñ ′′ ,q ′ ∈ L 1 (R) ∩ L ∞ (R).
Global existence around waves and their contraction.
To state the contraction property, we need the following notion:
For U i = n i q i with n i > 0 for i = 1, 2, we consider the relative entropy η(U 1 |U 2 ) := |q 1 − q 2 | 2 2 + Π(n 1 |n 2 ), where (1.6) Π(n 1 |n 2 ) := Π(n 1 ) − Π(n 2 ) − ∇Π(n 2 )(n 1 − n 2 ), Π(n) := n log n − n.
Since Π(n) is strictly convex in n, its relative functional Π(·|·) above is positive definite, and so is η(·|·). That is, η(U 1 |U 2 ) ≥ 0 for any U 1 and U 2 , and η(U 1 |U 2 ) = 0 if and only if U 1 = U 2 .
We present our main result for the fixed viscosity ν = 1 case: ∂ t n − ∂ x (nq) = ∂ xx n, ∂ t q − ∂ x n = 0 for x ∈ R and for t > 0, (1.7) assuming the case of n − > n + > 0. Then, in Remark 1.3 and 1.2, we illustrate that the main result still holds for any ν > 0 and/or for n + > n − > 0.
For a given waveñ and for a given constant λ > 0, we define the weight function a(·) by (1.8) a := 1 + λ ε (n − −ñ)
where ǫ := (n − − n + ) > 0. Then we have a(−∞) = 1, a(+∞) = 1 + λ, and a ′ (
Here is the main result:
Theorem 1.1. For a given constant state (n − , q − ) ∈ R + × R, there exist constants κ ∈ (0, min{n − /(15), 1/8}) and C > 0 such that the following is true: 
for any T > 0.
(ii) Contraction : Moreover, there exists an absolutely continuous shift function X :
where a is the monotone function defined by (1.8)
and
(1.10)
The proof is presented in Section 3.
Remark 1.2. The result for n + > n − > 0 can be obtained by the change of variables x → −x with σ → −σ. Therefore, from now on, we always assume n − > n + > 0 and thus
For general ν > 0 of (1.1), we have the global existence and the contraction by the following scaling: If U ν andŨ ν are a solution and traveling wave to (1.1) for a fixed ν > 0 with initial data U 0 , respectively, then U(t, x) := U ν (νt, νx) (resp.Ũ (x) :=Ũ ν (νx)) is a solution (resp. traveling wave) to (1.7) (e.g. also see [4, Remark 1.5]).
Remark 1.4. For n − > 0, there exists a constant C > 0 such that for any n 1 > 0 and for any n 2 ∈ (n − /2, n − ),
by (2.1) and (2.3) in Lemma 2.1 (or see [4, Lemma 2.8] ). If we take n + ≥ n − /2, it implies n − /2 <ñ < n − . Thus we have
However, the reversed inequality is false because Π ∼ n 1 log n 1 when n 1 is large (see (1.6) and (2.2) in Lemma 2.1).
In the previous work [4] , it was turned out that both the smallness of the shock strength and the strict positivity of n − and n + in (1.2) are technically important for our result even though the traveling waves exist even in the case of the large shock strength (or/and) min(n − , n + ) = 0. In particular, as explained in [26] , the case of min(n − , n + ) = 0 is more relevant to the original modeling. The problem of the extension of our result seems to be beyond reach of current known methods. With the mean-zero condition, the stability for the case of min(n − , n + ) = 0 case were shown in a weighted Sobolev space in [14] and [24] . For planar waves on a cylinder, we refer to [3] and [2] .
For the Cauchy problem of (1.1), we refer to [12, 23, 27] . For multi-dimentional cases, see [22] and references therein.
1.3. Ideas of Proof. In order to construct a global-in-time solution as a large H 1 -perturbation of the traveling waveŨ , we may first find the usual relative entropy inequality for the system (1.7). For that, we need to observe the evolution of the relative entropy, based on the relative entropy method [6, 8] . More precisely, using the computations in the proof of [4, Lemma 2.3] (or see [15, 16, 17, 18, 31] ), we find that (1.12)
where ξ := x − σt, and G(U;Ũ ) denotes the flux of the relative entropy. Ifñ(ξ) were constant in ξ like the case of n − = n + , then the above equality would become
which gives the dissipation of the (total) relative entropy :
Note that the above inequality (in fact, contraction of the relative entropy) holds regardless of q − = q + or q − = q + , i.e., discrepancy of the end states ofq. However, we consider the traveling wave connecting two different states, that is,ñ is not constant. Therefore, it is not obvious to get such a simple relative entropy functional inequality (1.13) from (1.12). In fact, it turns out in [4] that that is a far complicated issue. There, it was proven that the weighted relative entropy is dissipative (or contractive) up to a time-dependent shift X(t) (see Proposition 2.4). Therefore, Proposition 2.4 on the contraction property of the relative entropy will be importantly used in Proposition 3.2 to extend the life span of a local-in-time solution for all time.
We sketch the proof. Recall that Proposition 2.4 holds during n > 0 i.e. 1/n ∈ L ∞ (see the definition of the space (2.8)). Thus, we first show a local existence theorem (Proposition 3.1) guaranteeing that n does not vanish up to a certain time interval [0, T ]. Then we apply Proposition 2.4 for the time interval in order to get the contraction of the weighted relative entropy functional (2.10) up to some shift X(t) satisfying (2.11). In short, we have
whereâ(t, x) = a(x − σt) with (1.8) and the superscript X is defined by the translation in x−variable by the given shift X(t) as in (4.2).
After the process, it remains to solve two main issues. First we obtain finiteness (see (4.10)) of the functional without a shift X and without a weightâ:
thanks to boundedness of the shift (2.11). In this step, the estimate is little delicate due to the Log structure of the relative entropy at infinity (see (1.6) and (2.2)).
Second, we obtain q ∈ L ∞ by using the particular structure (4.23) satisfied by (n − ∂ x q).
Here we take advantage of (4.24) from positivity of n. Since the dissipation term in (1.14) give the estimate of ∂ x √ n ∈ L 2 (see (4.19)), we obtain q ∈ L ∞ by decomposing each function into L 1 + L ∞ . Then the estimate n, 1/n ∈ L ∞ follows from De Giorgi type Lemma 2.2. By having n, q ∈ L ∞ , the standard energy method gives all higher order estimates.
As a result, we get a priori bound in H 1 -norm up to any arbitrarily large time, which guarantee a L ∞ -bound of 1/n up to the life span of any solution due to De Giorgi type Lemma 2.2. It implies no finite-time blow-up happens. In other words, there is a global-intime solution.
1.4. A chemotaxis model describing tumour angiogenesis. The system (1.1) can be derived from the following system of Keller-Segel type [20] :
∂ t c = −c m n for x ∈ R d and for t > 0. (1.15) This system has been used to describe chemotaxis phenomena including angiogenesis that is the formation of new blood vessels from pre-existing vessels. We may consider the formation as the mechanism for tumour progression and metastasis (e.g. see [9, 10, 21, 28, 29, 30] , and references therein). In this interpretation, we consider n(x, t) > 0 the density of endothelial cells and c(x, t) the concentration of the protein known as the vascular endothelial growth factor(VEGF) or just tumour angiogenesis factor(TAF). The given sensitivity function χ(·) : R + → R + is usually assumed to be decreasing to reflect that the chemosensitivity becomes lower as the concentration of the chemical does higher. The positive exponent m of the chemical concentration represent the consumption rate of c (see the introduction in [4] for more details).
For the Cauchy problem of (1.15), we see [5, 10] and references therein. We refer to the study on traveling wave solutions of a Keller-Segel model in [20] and many other works including [13] (also see the survey paper [33] ). To derive our system (1.1), we just take χ(c) = c −1 and m = 1 and d = 1, into (1.15) to get
Thanks to the restriction m = 1, we can treat the singularity in c of the sensitivity by the Cole-Hopf transformation
After the transform, we have (1.1) as in [34] . cf ) For the case m = 1, we refer to the recent work [1] and references therein.
Preliminaries
In this section, we present some lemmas that will be used throughout the paper.
Useful inequalities.
We here present some useful inequalities on Π(·|·), which were proved in [4, Lemma 2.8].
Lemma 2.1. ([4, Lemma 2.8]) For given constants δ ∈ (0, 1 2 ] and n − > 0, there exist positive constants C 1 = C 1 (n − ), C 2 = C 2 (n − , δ) and C 3 = C 3 (n − , δ) such that the following 7 inequalities hold: 1) For any n 1 > 0 and any n 2 > 0 with n − 2 < n 2 < n − ,
where log + (y) is the positive part of log(y).
2) For any n 1 , n 2 , m > 0 satisfying m ≤ n 2 ≤ n 1 or n 1 ≤ n 2 ≤ m,
De Giorgi type lemma.
We here present the following technical lemma, which may not be optimal but is enough for our purpose. This lemma might be classical, but we present its proof in Appendix A for completeness. The proof is based on the De Giorgi method [7] . Let T ∈ (0, T 0 ] and let p 1 , p 2 , p 3 be functions such that
Then
Remark 2.3. We do not ask any quantitative bound but only finiteness for the norms of
to ensure that all computations in the proof make sense. 8 2.3. A priori contraction estimate. As in [4] , we define the space
The following proposition on the contraction property is the main result of [4] .
andĈ > 0 such that the following is true: For any ε, λ > 0 with ε ∈ (0, n − ) and δ −1 0 ε < λ < δ 0 , and for any (n + , q + ) ∈ R + × R satisfying (1.5) with |n − − n + | = ε, there exists a smooth monotone function a : R → R + with lim x→±∞ a(x) = 1 + a ± for some constants a − , a + with |a + − a − | = λ such that the following holds:
be a traveling wave of (1.7) with the boundary condition (1.2) and with the
Then there exists an absolutely continuous shift function X : [0, T ] → R with X ∈ W 1,1 loc and
10)
(2.11)
Remark 2.5. The diffusion term in (2.10) makes sense for solutions U of (1.1) in the class X T . Indeed, we find
for any continuous and bounded function Y :
Remark 2.6. The estimate (2.11) implies
for any t ∈ [0, T ] where the constantC depends only on the initial parameters n − , q − , ε, and λ. In particular, the constantC is independent of T .
Proof of Theorem 1.1
In this section, we present the proof of Theorem 1.1.
3.1. Local existence in H 1 . We first present the local-in-time existence. .4). For any M 0 > 0 and any r 0 > 0, there existsT > 0 such that the following is true:
Proof. The proof for local existence of strong solutions to the 1D hyperbolic-parabolic system such as (1.7) follows quite standard methods. For completeness, we present the proof in Appendix B.
3.2. Proposition 3.2 : a priori uniform estimates. To get the global-in-time existence, we present the main proposition on a priori uniform estimates:
Then there exists a constant C(T 0 ) such that
The proof of the main Proposition 3.2 will be handled in Section 4. Based on this Proposition, we here complete the proof of Theorem 1.1.
3.3. Proof of Theorem 1.1. For a given constant state (n − , q − ) ∈ R + × R, let us take the constants δ 0 ∈ (0, 1/2) andĈ > 0 from Proposition 2.4. Then, choose any constant κ > 0 so that κ < min{
Let ε := |n − − n + | and take any λ between ǫ √ κ and √ κ. Note that these constants ε, λ > 0 satisfy the conditions ε ∈ (0, n − ) and δ −1 0 ε < λ < δ 0 in Proposition 2.4. Then, we take the constantC > 0 from Remark 2.6.
Consider the traveling waveŨ := ñ q of (1.7) with the boundary condition (1.2) and with
We observe that Proposition 3.1 together with Remark 1.4 ensures the (local) existence of a solution U of (1
Now, in order to extend the solution U for all time, (3.5) suppose that there is no global-in-time solution.
Then there exists the finite maximal time interval [0, T 0 ) for some T 0 ∈ (T , ∞) for the existence i.e., there exists a solution U on [0, T 0 ) such that 
where the constant C(T 0 ) is independent of T < T 0 . Therefore,
which produces a contradiction to the assumption (3.5). Therefore, we have a global solution. The proof of uniqueness follows the same standard energy method such as Step 5 in Appendix B. It proves the part (i).
For the part (ii), we first notice that the global solution U belongs to the class X T (see (2.8)) for any T > 0. Indeed, since U −Û ∈ L ∞ (0, T ; H 1 (R)) and ∂ xÛ ∈ L ∞ (0, T ; L 2 (R)), we have ∂ x n ∈ L 2 ((0, T ) × R), which implies U ∈ X T . Thus we apply Proposition 2.4 (or [4, Theorem 1.2]) for any arbitrarily large time interval. We recall how the shift is constructed in the proof of [4, Theorem 1.2], on which it is defined in a certain constructive way solving the given O.D.E. defined in [4, (3. 2)] uniquely (see the explanation in Section 3.1 and Appendix A in [4] ). Since the right-hand side of (3.2) in [4] is well defined uniquely for any time, we can construct a shift X : [0, ∞) → R with the desired estimates (1.9) and (1.10).
Therefore, it only remains to prove Proposition 3.2.
Proof of Proposition 3.2
First we note that for any T ∈ (0, T 0 ), the local solution U we are considering belongs to the class X T (see (2.8)) thanks to (3.4) . In this section, C denotes a positive constant which may change from line to line, and depends on the initial data and T 0 , but independent of T ∈ (0, T 0 ).
4.1.
Uniform bound of the relative entropy. We will use Proposition 2.4 to show that
For simplicity, we here use the following notation:
for any function f : R ≥0 × R → R and any shift X : [0, ∞) → R,
x ± X(t)).
First of all, since Remark 1.4 together with 1/2 ≤ a ≤ 3/2 yields 
and sup
For any t ∈ [0, T ], we have
For the second term in (4.5), we have For the first term in (4.5), we have
For I 1 , we use (1.11) to have
Then, as in (4.6), we get
where we used (2.1) for the third inequality. For I 2 , we recall 0 < (n − − n + ) < κ < n − /(15) < n − /4, and so n − < 4 3 n + . Since n + <ñ < n − , we find that for any Y ∈ R,n
Thus we get
We drop the t index for simplicity. Then, by (2.2), we get
we have that for any Y ,
Observe that for any point on {| n n − 1| ≥ 1 8 } and for any Y ∈ R, we have (4.8) (1 + n log + n n ) ≤ C(1 + n log + n n Y ). Indeed, if n n − 1 < −1/8, then the estimate (4.8) is trivial due to n <n. If n n − 1 > 1/8 i.e. n > 9 8n , then we have n n ≤ 15 14 · n n Y and n > 21 20n Y >n Y from (4.1), so we get (1 + n log + n n ) = (1 + n log n n ) ≤ (1 + n log 15 14 + n log n n Y ) ≤ (1 + n − · log 15 14 + n log n n Y ) ≤ C(1 + n log n n Y ) = C(1 + n log + n n Y ). Thus, by (2.2), we get Thus from (4.6), (4.7), and (4.9), we have (4.10) sup
which gives (4.1).
4.2.
Uniform bounds on q −q L 2 and n −n L 1 +L 2 . We will use (4.1) to show that (4.11) q −q 2 L ∞ (0,T ;L 2 (R)) ≤ C, and there exists functions m 1 , m 2 such that Therefore, we have (4.12).
4.3.
Uniform bound on ∂ x √ n L 2 . We will use (4.12) and (4.4) to get that
First, we find from (4.4) that
Observe that for any Y ∈ R,
Then, using the fact that a andñ are bounded from below and above by a positive constant, we have
and thus,
Thus we have
To control J, using This and (4.17) yields
4.4.
Uniform bound on q L ∞ . In order to get the uniform bounds for n L ∞ (0,T ;L ∞ (R)) and 1/n L ∞ (0,T ;L ∞ (R)) , we may first get q L ∞ (0,T ;L ∞ (R)) ≤ C and then apply Lemma 2.2. So we will here show
For that, we first use (4.18) to find that for any x ∈ R and t ∈ [0, T ],
So we have
Since n(t, x) = n(t, y) + Then, we use (4.16) and (4.21) to have
and thus, Then, it follows from (1.7) that (4.23) ∂ t w + nw = n 2 + q∂ x n.
Since n > 0, we have (4.24) ∂ t |w| ≤ n 2 + |q∂ x n|.
To estimate n 2 , we observe n 2 = n(n −n +n) = n(m 1 + m 2 +n) = nm 1 =:k 1 + n(m 2 +n)
Since |m 2 | = |n( n n − 1)1 {| n n −1|< 1 2 } | ≤ n − 2 ≤ C, we have |m 2 | +n L ∞ (0,T ;L ∞ (R)) ≤ C. By (4.22) and (4.12), we have n 2 = k 1 + k 2 with (4.25)
To estimate |q∂ x n|, we first observe that since ∂ x n = 2 √ n∂ x √ n with ∂ x √ n L 2 (0,T ;L 2 (R)) ≤ C(T 0 + 1) ≤ C by (4.16) and √ n L 2 (0,T ;L ∞ (R)) ≤ C(T 0 + 1) ≤ C by (4.22), we have ∂ x n L 1 (0,T ;L 2 (R)) ≤ C(T 0 + 1) 2 ≤ C.
It implies
(q −q) · ∂ x n L 1 (0,T ;L 1 (R)) ≤ C(T 0 + 1) 5/2 ≤ C.
Note √ n ≤ |m 1 | + |m 2 +n| from n = m 1 + m 2 +n with
, then we get
In sum, we have |q∂ x n| ≤ |(q −q) · ∂ x n| =:l 0 +l 1 + l 2 with (4.26) l 0 + l 1 L 1 (0,T ;L 1 (R)) + l 2 L 1 (0,T ;L ∞ (R)) ≤ C(T 0 + 1) 5/2 ≤ C.
Therefore, it follows from (4.24), (4.25) and (4.26) that 18 Therefore, we have |w| ≤ i 1 + i 2 with
Indeed, for x ∈ R and for t ∈ [0, T ], we have
This implies .
Proof. Since
for any x, y ∈ R, we have, by taking 1 2 x+1
x−1 dx,
for any x ∈ R.
4.5.
Uniform bounds on n L ∞ and 1/n L ∞ . We now use Lemma 2.2 (De Giorgi type lemma) to get uniform bounds on n L ∞ (0,T ;L ∞ (R) and 1/n L ∞ (0,T ;L ∞ (R)) . First, to control n L ∞ (0,T ;L ∞ (R)) , we set (4.29) m = n, m 1 = n −n, m 2 =n, p 1 = −q, p 2 = −(q −q), and p 3 = −q.
Since ∂ t n − ∂ xx n − q∂ x n − n∂ x q = 0, the above quantities in (4.29) satisfy the assumption of Lemma 2.2. More precisely, we use (4.20) and (4.11) to estimate
(4.30)
Since the above constant C does not depend on T , by Lemma 2.2, we obtain
Similarly, we can obtain
Indeed, in order to apply Lemma 2.2, let (4.33) m = 1/n, m 1 = 1 n − 1 n =n − n nn , m 2 = 1 n , p 1 = −q, p 2 = (q −q), and p 3 =q.
Notice that it follows from (1.7) and (3.4) that
x . Thus, (3.4) implies that the quantities of (4.33) satisfy (2.5) and (2.6) on [0,T ]. Furthermore, the quantities of (4.33) satisfy (2.7) as follows:
Thus (4.32) follows from Lemma 2.2. 4.6. Uniform bound on n −n L 2 . We first recall from (4.14), (4.15), (4.31) that m 1 = (n −n) − m 2 , and m 1 L ∞ (0,T ;L 1 (R)) ≤ C(T 0 + 1) ≤ C, and (n −n) − m 2 L ∞ (0,T ;L ∞ (R)) ≤ n L ∞ (0,T ;L ∞ (R)) + C ≤ C.
4.7.
Uniform bounds on ∂ x n L 2 , ∂ x q L 2 and ∂ xx n L 2 . From the system (1.7), we do the energy method to obtain
By integration by parts and using the dissipation term, we get
where we used (4.20) and (4.31) in the last inequality. Then by Grönwall's inequality, we get
In addition, by (4.34), we obtain
Hence we conclude sup
Note that the above constant C does not depend on any choice of T satisfying T < T 0 , which completes the proof. 
Note that E k is well defined since
We also see which gives the desired result. Therefore, it remains to prove (A.1) in the following steps.
Step1) Since for any constant c,
Then, using the integration by parts and m1m >0 = (m − R)1m >0 , 22 we have
. Therefore, by the Grönwall's inequality with (2.7) and the factm| t=0 = 0, there exists a positive constant C * = C * (R, T 0 ) such that
This together with c 0 ≥ R implies
it follows from the integration by parts with m k 1
Thus, using (2.7) and m k | t=0 = 0
This together with m 2
But, using m k L ∞ (R) ≤ C m k H 1 (R) by Sobolev embedding, and
Moreover, since it follows from (A.2) that Step 1 (Iteration Scheme) We first set (n 0 (t, x), q 0 (t, x)) = (n 0 (x), q 0 (x)).
Then, for k ≥ 1, and given (n k−1 , q k−1 ), we iteratively define (n k , q k ) as a solution of the following linear system:
(n k , q k )| t=0 = (n 0 , q 0 ).
(B.1)
By the general theory of the heat equation together with (3.1), for each k ≥ 1, if ∂ x (n k−1 q k−1 ) ∈ L ∞ (0, T ; L 2 (R)) for someT > 0, then (B.1) has a unique solution (n k , q k ) such that (n k −ñ, q k −q) ∈ C 0 (0,T ; H 1 (R)) ∩ L 2 (0,T ; H 2 (R)) × C 0 (0,T ; H 1 (R)).
Step 2 (Uniform bound) For convenience, we set
In this step, we will prove the following: for any M 0 > 0, and any initial datum (n 0 , q 0 ) satisfying (3.1), there exists T > 0 such that
As the initial step, we first show (B.3) when k = 0. Sinceñ ′ ,q ′ ∈ H 1 (R), and
where the constant C depends on ñ ′ H 1 (R) , q ′ H 1 (R) and σ. Thus, taking T > 0 small enough such that CT ≤ M 0 , we obtain (B.3) when k = 0. Now, as the inductive step, for any k ≥ 1, we assume
Since (n,q) is a solution to (1.7), we use (B.1) to find that
(B.5)
Since it follows from (B.5) that
we use Young's inequality to have
Since n k−1 ∈ L ∞ ([0, T ] × R) by (B.4) together with Sobolev embedding and the boundedness ofn, we use (B.4) again to have
which implies that for some C = C(M 0 ),
Next, to estimate the higher norm, we use (B.5) to get
Likewise, since (B.4) implies
we have that (for T smaller than above if needed) sup t∈[0,T ]
(∂ x N k (t), ∂ x Q k (t)) L 2 (R) ≤ 2M 0 , ∂ xx N k L 2 (0,T ;L 2 (R)) ≤ 2M 0 . Therefore, we have (B.3).
Step 3 (Uniform bound for 1/n) Since it follows from (B.3) and from Sobolev embedding that for all k ≥ 1, ∂ x (n k−1 q k−1 ) = (∂ x n k−1 )q k−1 + n k−1 ∂ x q k−1 = (∂ x n k−1 )(q k−1 −q) + (∂ x n k−1 )q + (n k−1 −n)∂ x q k−1 +n∂ x q k−1 ∈ L ∞ (0, T ; L 2 (R)), 26 and ∂ x (n k−1 q k−1 ) L ∞ (0,T ;L 2 (R)) ≤ C(M 0 ), we use Duhamel's principle to represent n k (t, x) = R Φ(t, x − y)n 0 (y)dy + Step 4 (Convergence) We will first prove that the sequence {(N k , Q k )} k≥1 is Cauchy in S, where S := L ∞ (0, T ; L 2 (R)) ∩ L 2 (0, T ; H 1 (R)) × L ∞ (0, T ; L 2 (R)).
For convenience, we setN k := N k+1 − N k ,Q k := Q k+1 − Q k .
Then, usingN k−1 = n k − n k−1 andQ k−1 = q k − q k−1 , it follows from (B.5) that Thus, using the same estimate as in Step 2, we find that for all t ≤ T ,
Using the uniform-in-k bound (B.3) with Sobolev embedding, we have
Integrating it over [0, T ], we have
This implies R |N k (t)| 2 + |Q k (t)| 2 + t 0 R |∂ xN k | 2 ≤ Ct k k! , ∀t ≤ T. 27 Therefore, the sequence {(N k , Q k )} k≥1 is Cauchy in S, which implies that there exists a limit (N ∞ , Q ∞ ) such that (N ∞ (t), Q ∞ (t)) H 1 (R) ≤ 2M 0 , ∂ x N ∞ L 2 (0,T ;H 1 (R)) ≤ 2M 0 . (B.9)
Step 5 (Existence) Let n := N ∞ +n and q := Q ∞ +q. Then, by (B.2) and (B.8), we obtain that (B.10) (n k −n, q k −q) → (n −n, q −q) in S, and (B.11) (n −n, q −q) L ∞ (0,T ;H 1 (R)) ≤ 2M 0 , ∂ x n ∈ L 2 (0, T ; H 1 (R)).
This implies n k −n → n −n in L ∞ (0, T ; H 3/4 (R)), and thus n k → n in L ∞ (0, T ; L ∞ (R)), which together with (B.6) yields inf t∈[0,T ] inf x∈R n(x, t) ≥ r 0 2 .
Moreover, (B.10) and (B.11) together with (B.1) imply that (n, q) solves (1.7) with (n, q)| t=0 = (n 0 , q 0 ) in the sense of distributions. In particular, (1.7) and (B.11) yield that ∂ t (n −ñ) ∈ L 2 (0, T ; H 2 (R)), which together with Aubin-Lions lemma implies n −ñ ∈ C([0, T ]; H 1 (R)), and thus q −q ∈ C([0, T ]; H 1 (R)).
Step 6 (Uniqueness) Let (n 1 , q 1 ) and (n 2 , q 2 ) be solutions to (1.7) with the initial datum (n 0 , q 0 ), and satisfy (B.11). Then, setn := n 1 − n 2 ,q := q 1 − q 2 . Then, it follows from (1.7) that ∂ tn = ∂ xxn + ∂ x (n 1q + q 2n ), ∂ tq = ∂ xn , (n,q)| t=0 = (0, 0). which has the same structure as in (B.7). Thus, using the same estimates as above, we have R |n(t)| 2 + |q(t)| 2 ≤ C T 0 R |n(t)| 2 + |q(t)| 2 , ∀t ≤ T, which implies that n 1 = n 2 and q 1 = q 2 on [0, T ] × R.
