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Capitolo 1
Introduzione
Le reti sono presenti in ogni aspetto della vita quotidiana; si pensi alla
rete elettrica, alla rete idrica, ai trasporti e al settore logistico, alle teleco-
municazioni, solo per citarne alcune. Inoltre sono utilizzate per modellare
numerose altre situazioni, come i problemi relativi alla schedulazione del
personale o di processi aziendali, l’assegnazione di risorse.
La progettazione e la gestione di queste reti articolate, al pari di quelle
di numerosi altri sistemi complessi, necessita la risoluzione di modelli di
ottimizzazione. Una delle maggiori difficoltà che si manifesta nella riso-
luzione di tali modelli deriva dalle condizioni di incertezza in cui devono
essere prese le decisioni. L’incertezza può essere legata allo stato corrente
del sistema che talvolta non è completamente noto ma solo stimato, ma
soprattutto riguarda gli stati futuri: nessuno, infatti, può prevedere quali
valori assumeranno alcuni parametri o il verificarsi di eventi imprevisti. Le
reti elettriche, ad esempio, subiscono continue variazioni della produzione
e della domanda di potenza, e possono subire eventi più o meno catastrofi-
ci come la rottura degli impianti di trasmissione e delle centrali; le reti di
trasporto sono soggette a numerose cause di ritardo fra le quali condizioni
atmosferiche, incidenti, congestioni, scioperi; nelle reti di telecomunicazioni
le domande di comunicazione sono estremamente mutevoli e imprevedibili,
così come la possibilità di guasti derivanti dai più svariati motivi.
Le metodologie di ottimizzazione che tengono in considerazione l’incer-
tezza in maniera esplicita si dividono in due grandi categorie: la programma-
zione stocastica e la programmazione robusta. Le metodologie di program-
2 Capitolo 1. Introduzione
mazione stocastica sono l’estensione di metodologie deterministiche in cui
ad ogni evento imprevisto e/o parametro incerto è associata un’opportuna
distribuzione di probabilità. Le metodologie per l’ottimizzazione robusta,
invece, sono approcci il cui obiettivo è determinare una soluzione che sia in
grado di far fronte a un determinato insieme di eventi imprevisti e/o a una
data variabilità di alcuni parametri, senza diventare inammissibile o troppo
costosa.
Entrambi gli approcci hanno in comune l’obiettivo di utilizzare l’infor-
mazione che deriva dalle osservazioni degli eventi passati per determinare
le decisioni migliori da attuare per la gestione del sistema e tutelarsi dagli
eventi futuri. L’uso che le due metodologie fanno delle informazioni stori-
che sul sistema è però differente. Nel caso di tecniche stocastiche si cerca
di trasformare tali informazioni in distribuzioni di probabilità; purtroppo,
però, salvo sistemi con una struttura stocastica veramente semplice, l’indi-
viduazione delle funzioni di distribuzione è un’impresa ardua e realizzabile
solo tramite distribuzioni empiriche e opportune approssimazioni, dovute
anche alla necessità di semplificare l’elevata complessità computazionale dei
vincoli probabilistici.
L’approccio robusto, invece, è quello di considerare quanto avveratosi nel
passato per costruire l’insieme di incertezza, ossia le possibili realizzazioni
dei parametri incerti contro le quali ci si protegge.
Le due diverse tecniche non sono necessariamente in contrasto fra loro;
al contrario si possono definire opportuni insiemi di incertezza utilizzando
le informazioni stocastiche. In linea teorica gli insiemi di incertezza così co-
struiti forniscono anche delle garanzie sul fallimento del sistema in termini
probabilistici. Dal punto di vista pratico, però, le assunzioni e le approssi-
mazioni necessarie per rendere trattabili i modelli stocastici fanno perdere di
significato tali garanzie. Ciò nonostante questi insiemi di incertezza possono
comunque risultare molto efficaci per rappresentare le possibili realizzazioni
future dei parametri incerti.
L’idea alla base di questa tesi di laurea magistrale è proprio quella di
confrontare alcuni modelli nati come approssimazione di modelli probabili-
stici ed altri modelli robusti più classici, reperiti dalla letteratura. Lo studio
si è focalizzato sul problema di progetto di reti con incertezza della domanda
e ha permesso di determinare alcune linee guida nella scelta dei modelli da
3fornire al project manager incaricato di costruire una rete o ampliarne una
esistente.
Gli esperimenti si sono concentrati sulle reti di telecomunicazione e in
particolare si sono basati su dati relativi al traffico di alcune reti reali. Per
simulare lo scorrere del tempo e il processo di attuazione delle decisioni pri-
ma di conoscere la reale attuazione dei parametri incerti si è diviso l’insieme
dei dati storici in due categorie di insiemi, chiamati, rispettivamente, sample
set e testing set. Il sample set viene fornito in input ai modelli per allocare
le capacità degli archi e successivamente, una volta individuata la soluzione
ottima, si prova ad istradare sulla rete le domande contenute nel testing set,
misurando tramite opportune misure ideate appositamente, le performance
dei modelli. In particolare sono state definite tre diverse misure di perfor-
mance: l’Empirical Probability che indica il numero di archi che falliscono,
il Mean Excess che fornisce indicazione delle quantità di domanda che non
possono essere trasportate perché la rete non ha capacità sufficiente e la
Mean Occupation che dà indicazione sul rapporto fra le capacità degli archi
e la quantità di flusso che vi viene instradata.
Per rendere ancora più simile la simulazione a situazioni reali in cui le
capacità delle rete sono allocate periodicamente, con le domande che si evol-
vono nel tempo e le decisioni devono quindi essere ripetute ad intervalli più
o meno regolari, sono stati implementati meccanismi di rolling : dall’insieme
di dati storici si estraggono diversi sottoinsiemi di dati; il primo viene uti-
lizzato come sample set e il secondo come testing set, poi il secondo diventa
il sample set da utilizzarsi per determinare le capacità su cui allocare le
domande del terso insieme, e così via. Gli esperimenti comprendono diverse
tecniche di rolling che differiscono sia per l’orizzonte temporale su cui si
applicano, sia per la scelta della divisione dei dati storici in sample set e in
testing set.
Per seguire un’ottica di business è stata implementata una politica bud-
get oriented, richiedendo ai modelli di fornire la soluzione migliore limitan-
done il costo ad un valore prefissato, calcolato in rapporto a un budget di
riferimento. Questo tipo di analisi ha permesso perciò di identificare i mo-
delli migliori a diversi livelli di budget, cioè di risorse a disposizione, e, allo
stesso tempo, ha reso possibile il confronto i risultati di reti differenti, e
quindi con costi unitari diversi.
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Una volta eseguiti tutti gli esperimenti, operazione che ha richiesto di-
verse settimane di elaborazione, sono stati analizzati i dati con lo scopo di
identificare quale modello ottenesse un risultato migliore degli altri, per le
tre diverse misure di performance definite. Invece di focalizzarsi sui singoli
valori della misura di performance, che possono essere legati alla particolare
istanza del problema, ci si è concentrati sul numero di volte in cui un modello
risultava migliore degli altri, adottando un opportuno sistema di punteggi.
La sintesi di queste analisi hanno permesso di raggiungere lo scopo prefis-
sato e stilare alcune linee guida per la scelta dei modelli da utilizzare nella
soluzione di modelli di network design con incertezza sulle domande.
1.1 Struttura della tesi
Questo elaborato è strutturato nel modo seguente:
• Capitolo 2: Ottimizzazione in presenza di incertezza
Si presentano le formulazioni dei problemi in condizioni di incertezza
e alcuni modelli approssimati di problemi con vincoli probabilistici.
Viene poi mostrato il modello di progetto di reti con la specializzazione
delle approssimazioni applicate al problema di Network Design e altri
modelli robusti che verranno poi confrontati fra loro.
• Capitolo 3: Framework
Si spiega nel dettaglio come sono stati eseguiti gli esperimenti: si
illustrano il framework utilizzato e la politica budget-oriented imple-
mentata, i meccanismi di rolling e la formulazione degli insiemi di dati
utilizzati per le valutazioni, nonché le misure di perfomance utilizzate.
• Capitolo 4: Analisi dell’output
In questo capitolo, il cuore della tesi, sono presentati i risultati otte-
nuti in tutti gli esperimenti di valutazione dei modelli, secondo le tre
diverse misure di performance, correlati dai grafici.
• Capitolo 5: Conclusioni e Sviluppi futuri
Si riassumono i risultati presentati nel capitolo 4, mostrando, infine, le
linee guida nella scelta dei modelli approssimati che gli studi effettuati
hanno permesso di redigere.
Capitolo 2
Problemi di ottimizzazione in
presenza di incertezza
2.1 Rappresentazione dell’incertezza
Il modello di ottimizzazione con cui si rappresentano moltissimi problemi
del mondo reale è il seguente:
min f(x) (2.1)
F (x, ξ) ≤ 0
dove x ∈ Rn è il vettore delle variabili di decisione, ξ ∈ Rk è il vettore dei
parametri del problema, f : Rn → R la funzione obiettivo che rappresenta
i costi da minimizzare, F = (f1, · · · , fm) : Rn × Rk → Rm una funzione
multivariata che descrive il sistema.
Tuttavia, molto spesso i i parametri sono soggetti a incertezza. Ci si
trova perciò in situazione in cui ξ non è noto e si deve decidere il vettore
x di costo minimo, mantenendo, o cercando di mantenere, l’ammissibilità
della soluzione per qualsiasi cosa succeda.
Supponendo di conoscere l’insieme Ξ di tutte le possibili configurazio-
ni dei parametri ξ, il problema nominale (2.1) si trasforma nel seguente
6 Capitolo 2. Ottimizzazione in presenza di incertezza
modello:
min f(x) (2.2)
F (x, ξ) ≤ 0 ξ ∈ Ξ.
Il problema (2.2), oltre ad essere potenzialmente infinito, fornirebbe una
soluzione troppo conservativa e generalmente troppo costosa.
Disponendo di informazione stocastica sui parametri, si può assumere
che ξ sia una variabile casuale (indicata con ξ˜), con associata una funzione
di probabilità P (ad esempio P(ζ) =
∫ ζ
−∞pr(ξ) dξ, dove pr rappresenta la
funzione di densità pr : Rk → [0, 1], ξ → pr(ξ) ). Dato un confidence level
 ∈ [0, 1], che rappresenta la probabilità di fallimento del sistema, si richiede
che i vincoli del problema siano rispettati con una probabilità maggiore o
uguale a (1− ). Il modello che ne risulta è il seguente:
Z() = min f(x) (2.3)
P(F (x, ξ˜) ≤ 0) ≥ 1− . (2.4)
Questi problemi sono detti modelli con vincoli probabilistici o chance con-
strained problem. A volte sono anche indicati come controparte probabi-
listica del problema nominale (2.1). I problemi chance constrained furono
introdotti da Charnes e altri ([19], [18]), e studiati da Miller e altri ([38]) e
Prékopa ([6], [47]).
Purtroppo i problemi con vincoli probabilistici, fatta eccezione per alcu-
ne particolari tipologie ([34]), non sono trattabili. Ciò è dovuto sostanzial-
mente a due motivi:
• l’insieme delle soluzioni ammissibili non è convesso;
• il processo stocastico non è noto. Non sono pertanto conosciute la
funzione di distribuzione del parametro ξ né tantomeno la media o la
varianza.
Un approccio alternativo consiste nel considerare solo un sottoinsieme
U ∈ Ξ delle possibili configurazioni del parametro. Il modello che si ottiene
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è il seguente:
Z(U) = min f(x) (2.5)
F (x, ξ) ≤ 0 ξ ∈ U .
Questo modello è detto controparte robusta del problema nominale (2.1).
Questa classe di problemi, introdotta da Soyster ([51]) è stata molto studiata
in letteratura, si veda ad esempio Ben-Tal e altri ([11]), Bertismas e altri
([14]), o El Ghaoui e altri ([29], [30]). In particolare, quando l’insieme
d’incertezza U presenta opportune caratteristiche, ad esempio nel caso in cui
si considerano solo un numero finito di scenari, oppure l’insieme d’incertezza
può essere rappresentato mediante un poliedro o un ellissoide ([12]), allora
i modelli robusti mantengono una complessità paragonabile a quella dei
modelli nominali.
La controparte robusta può essere utilizzata per approssimare i vincoli
probabilistici: costruendo opportunamente l’insieme di incertezza U si pos-
sono costruire dei modelli robusti che utilizzano le informazioni stocastiche
derivanti dalla controparte probabilistica. Il vantaggio di tale operazione
si manifesta se i modelli così costruiti sono convessi e computazionalmente
trattabili: in tal caso c’è la possibilità di risolverli con i moderni risolutori,
operazione non realizzabile per i vincoli chance constrained.
2.2 Approssimazioni dei problemi con vincoli
probabilistici
Come precedentemente discusso, i problemi con vincoli probabilistici
non sono trattabili a causa della non convessità dell’insieme delle soluzioni
ammissibili e della mancata conoscenza del processo stocastico alla base del
parametro incerto. Pertanto si è cercato di semplificarli e approssimarli al
fine di renderli trattabili.
In primo luogo si è cercato di scomporre la probabilità di fallimento
dell’intero sistema e assegnare un confidence level ad ogni vincolo. Una
ulteriore semplificazione consiste nel considerare solamente un vincolo pro-
babilistico. Purtroppo, pur semplificando il problema, non si giunge a pro-
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blemi trattabili. Seppure in modo più semplice, rimangono i problemi legati
alla mancanza di convessità dell’insieme delle soluzioni ammissibili e dovuti
alla mancata conoscenza delle proprietà stocastiche.
Prima di mostrare alcune approssimazioni convesse di problemi chance
constrained, vengono mostrate alcune definizioni sui modelli con vincoli
probabilistici.
2.2.1 Definizioni dei problemi chance constrained
Definizione 1 (JCCP).
Il problema (2.3)-(2.4) è detto Joint Chance Constrained Problem (JCCP).
Definizione 2 (ICCP).
Il problema in cui il vincolo probabilistico (2.4) può essere scomposto in m
vincoli indipendenti fj(x, ξ˜), j = 1 . . .m e ad ogni funzione vincolo è asse-
gnato un confidence level j è detto Individual Chance Constrained Problem
(ICCP) e viene formulato nel modo seguente
min f(x) (2.6)
P(fj(x, ξ˜) ≤ 0) ≥ 1− j j = 1, · · · ,m (2.7)
Per j = 1, · · · ,m sia βj(x) : Rn → Rk+1 una funzione lineare affine delle
variabili di decisione nello spazio dei parametri casuali. Si assume che ogni
funzione vincolo abbia la seguente forma
fj(x, ξ˜) = βj0(x) +
k∑
h=1
βjh(x)ξ˜h (2.8)
Per h = 1, · · · , k sia βjh(x) =
∑n
i=1A
h
ijxi. Si ottiene
fj(x, ξ˜) =
n∑
i=1
(
A0ij +
k∑
h=1
Ahij ξ˜h
)
xi (2.9)
Si giunge ad un insieme di funzioni lineari in cui i parametri incerti sono
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lineari dipendenti affini a un vettore di incertezza primitiva
A˜ = A(ξ˜) = A0 +
k∑
h=1
Ahξ˜h (2.10)
Definizione 3 (ACCP).
Il problema in cui la matrice dei coefficienti è formulata come in (2.10) e
che ha la forma seguente
min f(x) (2.11)
P(Aij(ξ˜xi)) ≤ 0) ≥ 1− j j = 1, · · · ,m (2.12)
è detto Affine Chance Constrained Problem (ACCP)
Definizione 4 (SCCP).
Il seguente problema, in cui è presente solo un vincolo al quale è associato
un confidence level , in formule
min f(x) (2.13)
P(h(x, ξ˜) ≤ 0) ≥ 1−  (2.14)
è detto Single Chance Constrained Problem (SCCP).
I problemi di tipo SCCP sono più semplici di quelli JCCP, tuttavia ri-
mangono non trattabili e c’è la necessità di ricorrere a delle approssimazioni
per poterli risolvere.
2.2.2 Approssimazioni tramite CVaR
Dalla letteratura si possono ricavare molteplici approssimazioni dei vin-
coli di tipo chance constrained. In particolare viene considerato l’approccio
di Nemirovsky e Shapiro ([40]) che suggerisce di utilizzare una limitazione
superiore del Conditional Value at Risk — una misura di rischio utilizzata
in ambito finanziario per il calcolo del rischio legato a un portafoglio di inve-
stimenti — per costruire approssimazioni trattabili dei problemi con vincoli
probabilistici.
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La scelta di basarsi su questa misura di rischio è dovuta al fatto che il
CVaR richiede limitate informazioni sul processo stocastico e inoltre può
essere approssimato con funzioni lineari, come mostrato da Rockafellar e
Uryasev in [49]. Chen e altri ([21], [22]) propongono alcune funzioni convesse
che approssimano il CVaR e quindi i problemi chance constrained.
Il Conditional Value at Risk può essere considerato una evoluzione del
Value-at-Risk (VaR). Il VaR è definito come la misura della massima perdita
potenziale che un portafoglio può subire con una certa probabilità su un
determinato orizzonte temporale.
Formalmente sia f(x, ξ) una funzione associata al vettore di decisioni
x ∈ X ⊂ Rn e ξ una variabile casuale con funzione di densità di probabilità
pr(ξ). La probabilità che f(x, ξ) non superi una certa soglia α è data dalla
seguente equazione:
Ψ(x, α) =
∫
f(x,ξ)≤α
pr(ξ) dξ = P(f(x, ξ) ≤ α). (2.15)
Definizione 5 ( Value-at-Risk ).
Si definisce (1 − )-Value-at-Risk la minima quantità α tale che il valore
della funzione f(x, ξ) non sia maggiore di α con probabilità (1 − ). Il
(1− )-Value-at-Risk si calcola con la seguente formula:
α1−(x) = min{α ∈ R : Ψ(x, α) ≥ 1− }. (2.16)
Si può osservare che una soluzione x è ammissibile per un vincolo single
chance (2.14) se e solo se ha un (1− )-Value-at-Risk non positivo. Infatti
{x : α1−(x) ≤ 0} = {x : P(h(x, ξ˜) ≤ 0) ≥ 1− } (2.17)
Il Conditional Value at Risk (CVaR) viene utilizzato per misurare quanto
sia grande la perdita attesa nel caso gli investimenti vadano male.
Definizione 6 (Conditional-Value-at-Risk).
Si definisce (1−)-Conditional-Value-at-Risk (CVaR) la media condizionata
di una funzione f(x, ξ) dato il valore della funzione maggiore dell’(1− )−
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VaR, e si calcola con la seguente formula.
ρ1−(f(x, ξ˜)) = E[f(x, ξ˜)|f(x, ξ) ≥ α1−(x)] =
=
1

∫
f(x,ξ)≥α1−(x)
f(x, ξ)pr(ξ) dξ
(2.18)
Fra i vantaggi di questa misura si ha che CVaR è una funzione convessa e
che il CVaR è maggiore o uguale al VaR, per cui si può usare il Conditional
Value at Risk come limitazione superiore del VaR. Rockafellar e Uryasev in
[49] mostrano come ottimizzare il CVaR utilizzando approssimazioni lineari.
L’idea è quella di definire il VaR α1−(x) e il CVaR ρ1−(x) in termini della
funzione seguente:
F1−(x, α) = α +
1

∫
ξ∈Rk
[f(x, ξ)− α]+pr(ξ) dξ (2.19)
dove [z]+ = max{0, z}. Mostrando i legami fra le due misure di rischio,
dimostrano che ottimizzare la funzione ausiliaria (2.19) su un insieme con-
vesso equivale a ottimizzare il CVaR (2.18). Il loro principali risultati si
riassumono nel seguente teorema.
Teorema 1.
Dato un insieme convesso X e assunto che P(f(x, ξ˜) ≤ α) sia convessa,
continua e derivabile rispetto ad α, allora
1. F1− è convessa, continua e derivabile rispetto ad α;
2. ∀x ∈ X
ρ1−(x) = min
α∈R
F1−(x, α) = F1−(x, α1−(x)); (2.20)
3. in particolare, l’insieme
A1−(x) = arg min
α∈R
F1−(x, α) (2.21)
è non vuoto, chiuso, limitato a sinistra da α1−(x);
4.
min
x∈X
ρ1−(x) = min
(x,α)∈X×R
F1−(x, α). (2.22)
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Le proprietà del CVaR permettono di definire delle approssimazioni con-
vesse dei problemi chance constrained in cui compare un singolo vincolo pro-
babilistico di tipo dipendente affine. Riprendendo le definizioni 3 e 4 si ri-
corda che una funzione vincolo di tipo single chance constrained dipendente
affine (2.9) può essere riscritta nella forma seguente
f(x, ξ) =
n∑
i=1
A0ixi +
k∑
h=1
(
n∑
i=1
Ahi xi
)
ξ˜h (2.23)
Introducendo zh =
∑n
i=1A
h
i xi per h = 0, · · · , k, la funzione assume la forma
seguente:
z(ξ˜) = z0 +
k∑
h=1
zhξ˜h = z0 + z
T ξ˜. (2.24)
Senza perdita di generalità si può considerare il seguente vincolo
P(z(ξ˜) ≤ 0) ≥ 1−  (2.25)
Questo vincolo può essere approssimato imponendo che il (1−)-Conditional
Value at Risk, (1 − )-CVaR, sia minore o uguale a zero, come dimostrato
da Nemirovski e Shapiro [40], sostituendo pertanto il vincolo (2.25) con il
seguente
min
τ
{
1

E
[
[z(ξ˜)− τ ]+
]
+ τ
}
≤ 0 (2.26)
che è equivalente al seguente
min
τ
{
1

E
[
[(z0 − τ) + zT ξ˜]+
]
+ τ
}
≤ 0 (2.27)
Per evitare computazioni troppo costose, Chen e altri [22] propongono
di limitare E [[·]+] con una funzione pi(z0, z) : Rk+1 → R che ne preservi
la trattabilità computazionale. Viene poi introdotta una nuova funzione
η1−(z0, z) : Rk+1 → R che limita superiormente il CVaR (2.18), definita
come
η1−(z0, z) = min
τ
{
1

pi(z0 − τ, z) + τ
}
(2.28)
infatti, imponendo η1−(z0, z) ≤ 0 si implica (2.26) e quindi il vincolo (2.25).
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La scelta delle funzioni pi(z0, z) e η1−(z0, z) dipende dalle assunzioni
che si possono fare sulla distribuzione di probabilità del parametro incerto.
Maggiori sono le informazioni stocastiche di cui si dispone, migliore sarà
l’approssimazione. Purtroppo nel mondo reale non si dispone di informa-
zioni stocastiche affidabili pertanto si cercano funzioni di approssimazio-
ni che richiedano la minor quantità di informazioni sul parametro incerto.
D’altra parte, senza poter fare assunzioni sulla funzione di distribuzione del
parametro casuale non si riesce ad ottenere nessuna approssimazione valida.
Chen e altri, in [23], introducono due misure di deviazione per cattura-
re possibili asimmetrie della distribuzione della variabile casuale, chiamate
forward e backward deviation. Lo scopo è quello di identificare le caratteri-
stiche salienti del parametro incerto senza necessariamente conoscere la sua
funzione di distribuzione, che nelle applicazioni reali non è quasi mai nota.
L’insieme dei valori associati alla forward deviation è definito come
P(ξ˜) =
{
α : α ≥ 0,E[e θ(ξ˜−E[ξ˜])α ] ≤ e θ
2
2 ∀θ ≥ 0
}
(2.29)
mentre per le backward deviation si definisce l’insieme
Q(ξ˜) =
{
α : α ≥ 0,E[e− θ(ξ˜−E[ξ˜])α ] ≤ e θ
2
2 ∀θ ≥ 0
}
. (2.30)
La forward deviation di ξ˜ è definita come
p∗
ξ˜
= inf P(ξ˜). (2.31)
Analogamente la backward deviation di ξ˜ è definita come
q∗
ξ˜
= infQ(ξ˜). (2.32)
Inoltre, sempre in [23], si dimostra come poter calcolare delle approssima-
zioni delle forward e delle backward deviation conoscendo solo il dominio
e la media del parametro incerto ξ˜ oppure come stimarle basandosi su un
insieme di campioni.
Queste due misure possono essere usate per costruire un’approssimazio-
ne del CVaR, come mostrato da Chen e altri in [21]. Tuttavia c’è la necessità
di introdurre un’altra assunzione che risulta essere molto forte, sia perché
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difficile da dimostrare, sia perché probabilmente non si verifica nella realtà:
l’indipendenza degli elementi ξ˜h della variabile casuale. Nel contesto delle
reti di telecomunicazioni con incertezza sulle domande, categoria di pro-
blemi su cui si concentrano gli studi presentati in questo elaborato, questa
assunzione richiederebbe che le richieste di comunicazione degli utenti siano
indipendenti l’una dall’altra. Questa assunzione può essere verificata nel
caso di navigazione web o di visione di filmati in streaming, ma sicuramente
errata per le domande di comunicazione relative ad eventi che coinvolgono
diverse persone in contemporanea, ad esempio giochi on line, videoconfe-
renze, la visione di siti Internet di mass media in occasione di particolari
avvenimenti come terremoti, elezioni politiche, eccetera.
La prima approssimazione che si estrae da [21] è espressa dalla seguente
proposizione:
Proposizione 1 ([21] Teorema 3.d).
Data una variabile casuale ξ˜ che
• ha forward deviation p,
• ha backward deviation q,
• ξ˜h stocasticamente indipendenti ∀h ∈ I ⊆ K,
allora la funzione
η11−(z0, z) =
{
z0 +
√−2 ln()‖u‖ se zh = 0 ∀h 6∈ I,
+∞ altrimenti. (2.33)
dove uh = max{phzh,−qhzh}, è una limitazione superiore del (1− )-CVaR
della variabile casuale z(ξ˜).
Nel caso in cui la media e la varianza del parametro incerto ξ˜ siano note
si può utilizzare l’approssimazione enunciata nella Proposizione 2 , mostrata
ancora da Chen e altri in [21]. In essa si richiede, oltre alla conoscenza della
media della variabile casuale, che tale speranza sia zero; questo può essere
ottenuto traslando la variabile del valore della media, qualora essa abbia
media diversa da zero.
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Proposizione 2 ([21] Teorema 3.c).
Data una variabile casuale ξ˜ che
• ha media ξ¯ = 0,
• ha matrice delle covarianze Σ,
allora la funzione
η21−(z0, z) = z0 +
(√
1− 

)√
zTΣz (2.34)
è una limitazione superiore del (1− )-CVaR della variabile casuale z(ξ˜).
Le funzioni che approssimano il CVaR enunciate nelle proposizioni 1 e 2
permettono di definire opportuni insiemi di incertezza convessi che variano
al cambiare del confidence level . I modelli ottenuti appartengono alla
categoria dei modelli robusti, nel senso che le soluzione che permettono di
determinare sono ammissibili all’interno dell’intero insieme di incertezza,
tuttavia conservano, seppure approssimata, un’indicazione della probabilità
di fallimento del sistema.
Nei prossimi paragrafi questi risultati generali verranno specializzati per
il problema di progetto di reti in condizioni di incertezza, permettendo di de-
finire approssimazioni convesse del problema Network Design con incertezza
sulle domande.
2.3 Progetto di rete in condizioni di incertezza
Il progetto di rete è il tipico problema che riguarda la costruzione di
una nuova rete o il potenziamento di una rete esistente. In particolare
viene posta l’attenzione sulle reti di telecomunicazioni, nonostante il modello
possa essere applicato, con le opportune modifiche, alle diverse tipologie di
reti, comprese le reti elettriche, idriche, logistiche.
Si consideri il grafo orientato G = (V ,A) dove V è l’insieme dei nodi, con
n = |V|, e A è l’insieme degli archi, con m = |A|. Si fornisce un insieme or-
dinato di coppie K ⊆ (V × V), l’insieme delle commodities, che rappresenta
gli utenti che vogliono comunicare fra di loro, con k = |K|. Ad ogni arco
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(i, j) ∈ A è associato un costo non negativo cij che rappresenta la spesa
per allocare una unità di capacità sull’arco (i, j). L’obiettivo è minimizzare
il costo dell’allocazione delle capacità riuscendo però a soddisfare tutte le
richieste di comunicazione.
Il modello che ne risulta è il seguente, dove dst rappresenta le richieste
di connessione dal nodo s al nodo t, ∀(s, t) ∈ K, mentre, ∀(i, j) ∈ A, xij
indica le capacità da allocare sull’arco (i, j) e yij = {ystij}(s,t)∈K rappresenta
la frazione dei flussi che transitano sull’arco (i, j).
min cx (2.35)
∑
(j,i)∈δ−(i)
ystji −
∑
(i,j)∈δ+(i)
ystij =

−1 se i = s,
1 se i = t,
0 altrimenti.
i ∈ V , (s, t),∈ K
(2.36)
yijd− xij ≤ 0 (i, j) ∈ A. (2.37)
Per semplificare la notazione il vincolo (2.36) viene sostituito con il
seguente, dove Y rappresenta l’insieme dei possibili routing
(y, x) ∈ Y × Rm+ (2.38)
Il modello presentato è una versione semplificata del problema di proget-
to di reti. Nelle situazioni reali i costi non sono lineari rispetto alle capacità
degli archi e le capacità allocabili non sono continue. Per approfondimenti
si rimanda a [4], [8], [28] e [25].
Nel mondo reale le richieste di connessione non sono note a priori ma sono
soggette a incertezza. Supponendo di poter conoscere l’insieme ∆ ⊂ Rk+
contenente tutte le possibili matrici di traffico d che si possono realizzare
sulla rete, il vincolo (2.37) dovrà essere rispettato per ogni possibile matrice
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di traffico d ∈ ∆. Il problema diventa:
min cx (2.39)
(y, x) ∈ Y × Rm+
yijd− xij ≤ 0 (i, j) ∈ A, d ∈ ∆.
Questo problema è, in generale, semi-infinito e non trattabile: si tratta,
infatti, di una specializzazione del problema (2.2).
L’approccio che deriva dalla programmazione robusta consiste nel de-
finire l’insieme di incertezza in modo che il problema rimanga risolvibile,
cioè esprimere ∆ come un insieme convesso D. L’alternativa è quella di
gestire l’incertezza utilizzando metodologie di programmazione stocastica.
Entrambi gli approcci tentano di ricavare informazioni sulle possibili realiz-
zazioni delle domande incerte da dati storici su matrici di traffico registrati
nel passato. Si indica con S un insieme di dati storici sulle matrici di traffico.
La tecnica più semplice consiste nel determinare una singola matrice che
possa rappresentare l’intero insieme S. In questo modo il modello (2.39) si
riduce al problema nominale di programmazione lineare (2.35)-(2.37). In
questi modelli, analogamente al modello nominale, compaiono m · (k + 1)
variabili e sono composti da nk vincoli di conservazione di flusso (2.36) e
da m vincoli di capacità (2.37). La matrice di traffico d da utilizzare può
essere determinata secondo diverse politiche:
(BSR) - Single Random Model1
Si imposta d = dr, dove dr indica una matrice di traffico scelta a caso
all’interno dell’insieme campione S.
(BSA) - Single Average Model
Si utilizza d = d¯, con d¯ a indicare la matrice composta dalle medie delle
domande.
d¯st =
∑
h∈S d
h
st
|S| (s, t) ∈ K (2.40)
1La lettera B nella etichetta dei modelli approssimati indica che sono implementati
con una politica orientata al budget. Si rimanda al paragrafo (3.1) per maggiori dettagli.
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(BSP) - Single Peaks Model
Utilizza la matrice composta dai picchi di traffico. Si imposta d = dmax
dove dmaxst = maxh∈S dhst. Sfortunatamente nessuno può garantire che i picchi
delle richieste future saranno minori o uguali a quelli delle domande in S.
Un approccio differente, che allo stesso tempo mantiene la trattabilità del
modello, è basato sull’assunzione che tutte le domande di traffico in S non
potranno verificarsi simultaneamente.
(BMU) - Multiple Model
Questo modello considera tutte le matrici di traffico contenute in S. Si
sostituisce il vincolo (2.37) del problema nominale con i seguenti vincoli
− xij +
∑
(s,t)∈K
dhsty
st
ij ≤ 0 (i, j) ∈ A, h ∈ S (2.41)
ottenendo il modello
min cx (2.42)
(y, x) ∈ Y × Rm+
− xij +
∑
(s,t)∈K
dhsty
st
ij ≤ 0 (i, j) ∈ A, h ∈ S.
Il modello BMU ha lo stesso numero di variabili del modello nominale, lo
stesso numero di vincoli di conservazione del flusso ma i vincoli di capacità
sono moltiplicati per ognuna delle matrici di traffico contenute nel sample
set S, quindi sono |S| ·m.
Questi modelli lineari possono essere semplificati riducendo la cardinalità
di S applicando i concetti di dominanza fra matrici [41].
Un altro modo per ottenere una soluzione meno conservativa è utilizzare
il modello Hose, introdotto da Duffield e altri in [26].
(BHM) - Hose Model
Il modello Hose prevede che ad ogni nodo sia assegnata una coppia di
valori (bˇv, bˆv) ∈ R+ × R+ che rappresenta una limitazione al traffico in
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entrata e in uscita. Formalmente, sia d ∈ Rn×n+ una matrice di traffico
asimmetrica e non negativa, con dst che rappresenta il valore della domanda
di traffico fra i nodi s e t; si dice che d è valida rispetto al poliedro Hose
asimmetrico se d ∈ DHose con
DHose = {d ∈ Rn×n+ :
∑
s∈V\{v}
dsv ≤ bˇv
∑
t∈V\{v}
dvt ≤ bˆv ∀v ∈ V} (2.43)
Siano bˆhv e bˇhv la somma delle commodities che hanno il nodo v come
sorgente e destinazione rispettivamente, per ogni nodo v ∈ V e per ogni
matrice di traffico h ∈ S.
bˆhv =
∑
(v,t)∈K
dvt v ∈ V , h ∈ S (2.44)
bˇhv =
∑
(s,v)∈K
dsv v ∈ V , h ∈ S (2.45)
Per introdurre in questo modello un parametro di controllo che permetta
di controllare il rapporto fra il livello di robustezza e il costo della soluzione
determinata, seguendo l’approccio introdotto da Bertsimas e Sim in [15], si
è utilizzata la seguente formula che determina la coppia di valori (bˇv, bˆv) in
funzione di un parametro  e del massimo e minimo di bˆhv , calcolati con le
formule (2.46, 2.47) per ogni v ∈ V .
bˆmaxv = max
h∈S
bˆhv bˇ
max
v = max
h∈S
bˇhv v ∈ V (2.46)
bˆminv = min
h∈S
bˆhv bˇ
min
v = min
h∈S
bˇhv v ∈ V (2.47)
bˆv = bˆ
max
v + (1− )bˆminv v ∈ V (2.48)
bˇv = bˇ
max
v + (1− )bˇminv v ∈ V (2.49)
Il modello Hose può essere formulato come problema di programmazione
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lineare grazie ai teoremi sulla dualità. Il modello che ne risulta è il seguente.
min cx (2.50)
∑
(j,i)∈δ−(i)
ystij −
∑
(i,j)∈δ+(i)
ystij =

−1 se i = s,
1 se i = t,
0 altrimenti.
i ∈ V , (s, t),∈ K
(2.51)
− xij +
∑
v∈V
(
bˇvw
+v
ij + bˆw
−v
ij
)
≤ 0 (i, j) ∈ A (2.52)
ystij − w+sij − w−tij ≤ 0 (s, t) ∈ K (i, j) ∈ A (2.53)
w+
v
ij ≥ 0 v ∈ V (i, j) ∈ A (2.54)
w−vij ≥ 0 v ∈ V (i, j) ∈ A (2.55)
ykij ≥ 0 (s, t) ∈ K (i, j) ∈ A (2.56)
Esso prevede l’introduzione di 2nm variabili ausiliarie w+vij, w−
v
ij per
ogni nodo v ∈ V e ogni arco (i, j) ∈ A ed è formato da nk vincoli di
conservazione di flusso (2.36) e m · (k + 1) vincoli sulle variabili ausiliarie.
L’approccio stocastico, invece, considera le probabilità legate alla variabi-
le casuale che rappresenta il parametro incerto. Si consideri d come una va-
riabile casuale d˜ soggetta a una funzione di probabilità P : Rk+ → [0, 1], (d→
P[d]). Sia  ∈ [0, 1] il livello di garanzia contro possibili fallimenti della rete.
Il modello che ne risulta è il seguente.
min cx (2.57)
(y, x) ∈ Y × Rm+
P
(
(yij d˜− xij) ≤ 0, ∀(i, j) ∈ A
) ≥ 1− . (2.58)
Questo formulazione appartiene alla classe dei problemi Joint chance con-
strained (JCCP) (Definizione 1) e fornisce garanzie sul funzionamento del-
l’intera rete. Tuttavia il problema non è trattabile: l’insieme X () = {x :
P
(
(yij d˜ − xij) ≤ 0, ∀(ij) ∈ A
) ≥ 1 −  non è convesso e, inoltre, non si
conosce a priori il processo stocastico delle domande.
La prima semplificazione messa in atto per poter trattare il problema è
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quella di considerare separatamente il fallimento dei singoli archi, ottenendo
un problema di tipo Individual chance constrained (ICCP) (Definizione 2).
Purtroppo anche questo problema non è convesso, pertanto si è tentato di
applicare una ulteriore semplificazione: si considera un unico confidence
level per tutti i vincoli sugli archi, ottenendo un problema di tipo Single
chance constrained (SCCP) (Definizione 4).
min cx (2.59)
(y, x) ∈ Y × Rm+
P(yij d˜− xij ≤ 0) ≥ 1−  ∀(i, j) ∈ A. (2.60)
Questo problema, seppure più semplice del precedente rimane in genera-
le non convesso, oltre a mantenere le difficoltà legate all’impossibilità di
conoscere la funzione di distribuzione delle domande incerte.
Per poter trattare il problema di progetto di reti di tipo SCCP (2.59)-
(2.60) occorre utilizzare dei modelli approssimati. Come già discusso nei
paragrafi precedenti, le approssimazioni permettono di trasformare il mo-
dello in un problema convesso, e quindi trattabile con i moderni risolutori,
e non introducono una perdita di accuratezza significativa. Infatti, se anche
si fosse computazionalmente in grado di risolvere il problema (2.59) - (2.60),
si dovrebbe comunque stimare la funzione di probabilità di d˜ ottenendo in
ogni caso un risultato approssimato.
Vengono ora mostrate due approssimazioni ottenute applicando i risul-
tati sulle approssimazioni dei problemi chance constrained mostrati nel pa-
ragrafo (2.2). Per poter applicare tali risultati occorre poter fare delle as-
sunzioni sulle proprietà stocastiche delle matrici delle domande, che sono
enunciate nella seguente definizione:
Definizione 7 (Mild Assumption).
Si assume che d˜ abbia una componente conosciuta d¯ e una componente
casuale ξ˜ tali che:
1. d˜ = d¯+ ξ˜,
2. la media di ξ˜ sia ξ¯ = 0,
3. la matrice di covarianze di ξ˜ sia Σ,
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4. il dominio di ξ˜ sia Ξ = [−d¯, dmax− d¯], dove dmax rappresenta il valore
massimo che d può assumere,
5. esista un insieme I ⊆ K tale che {ξ˜st}(s,t)∈I siano stocasticamente
indipendenti,
6. la forward deviation e la backward deviation di ξ˜s,t siano rispettiva-
mente pst e qst per ogni (s, t) ∈ I.
(BDE) - Deviation Model
Assumendo che valgano le ipotesi della Mild Assumption (Definizione 7),
applicando i risultato enunciati nella Proposizione 1, si definisce un’appros-
simazione valida per i vincoli probabilistici (2.60) con le seguenti disugua-
glianze
− xij + yij d¯+
√
−2 ln()
∑
(s,t)∈K
(ystijpst)
2 ≤ 0 (i, j) ∈ A, h ∈ S (2.61)
Per stimare la forward deviation viene utilizzata la formula (2.62), come
indicato in [23]:
pst = sup
t>0
1
t
√
2 ln
1
|S|
∑
h∈S
et(d
h
st−d¯st) (2.62)
(BDS) - Deviation by Support Model
Un’altra approssimazione valida assumendo vere le ipotesi della Mild As-
sumption (Definizione 7), calcolata applicando la Proposizione 2, è data dai
seguenti vincoli.
− xij + yij d¯+
(

1− 
)
‖Σ 12yij‖ ≤ 0 (i, j) ∈ A, h ∈ S (2.63)
dove la matrice delle covarianze Σ viene calcolata con la seguente formula:
Σ(s,t)(u,v) =
∑
h∈S d
h
std
h
uv − |S|d¯std¯uv
|S| .
Per l’implementazione di questi modelli è necessario introdurre m varia-
bili aggiuntive. I modelli BDE e BDS contengono un vincolo quadratico per
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ogni arco; i coefficienti di questo arco formano una matrice k × k quindi in
totale i coefficienti quadratici sono mk2 che si riducono a m · k(k+1)
2
conside-
rando che le matrici sono simmetriche. Questi problemi conici del secondo
ordine che possono essere trattati dai moderni risolutori grazie ai risultati
raggiunti nel campo della programmazione conica.

Capitolo 3
Framework
3.1 Implementazione dei modelli
Lo scopo di questo lavoro è valutare empiricamente le performance del-
le diverse approssimazioni del problema di progetto di reti con incertezza
sulle domande mostrate nel capitolo precedente al fine di scoprire se, ed
eventualmente in quali casi, ne esista una migliore delle altre. Si vuole ar-
rivare a poter fornire al project manager incaricato di costruire una nuova
rete o aumentare le capacità di una rete esistente alcune linee guida nella
scelta del modello approssimato più adatto alle sue esigenze. Le valutazioni
sperimentali permetteranno di identificare se i modelli nati come appros-
simazioni dei problemi con vincoli chance constrained siano migliori degli
altri modelli robusti più tradizionali.
Nel mondo reale chi deve risolvere problemi di questo tipo ha a dispo-
sizione un certo insieme di dati storici e applicandovi un algoritmo deve
riuscire a stabilire una allocazione di capacità robusta in grado di garantire
un certo livello di sicurezza della rete. Col passare del tempo potrà verificare
se le scelte fatte siano state buone.
Per testare le performance ex-post delle varie approssimazioni occorre
emulare questo comportamento. Da un insieme di dati storici sulle matrici
di traffico H si estraggono due tipologie di insiemi: S, detto sample set (in-
sieme campione) o training set, e T , detto testing set. Il primo insieme ha
il compito di rappresentare il passato, cioè i dati a disposizione sui quali si
applica l’algoritmo senza conoscere quello che avverrà in futuro. Il secondo
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insieme, invece, rappresenta il futuro, cioè il realizzarsi delle domande di
traffico che sono ignote al momento in cui le decisioni vengono applicate.
Una volta determinata la soluzione ottima per un modello basandosi sulle
domande dell’insieme campione S, si instrada sulla rete il traffico previsto
dal testing set T . Ripetendo l’operazione per tutti i modelli robusti si pos-
sono confrontare le performance delle soluzioni individuate. Il sample set
può essere determinato in vari modi e le scelte fatte si possono ripercuotere
sulla bontà della soluzione individuata dal modello: più il sample set sarà
vicino al testing set, più la soluzione determinata sarà migliore. Per questo
motivo, da un insieme di dati storici H possono essere estratti diversi sot-
toinsiemi, applicando diverse politiche nella scelta delle matrici da utilizzare
come sample set e testing set. Si veda il paragrafo (3.3) sui dati di input
per maggiori dettagli sulla scelta dei sample set.
Per testare la bontà dell’approssimazione usata, tuttavia, può essere
usato come testing set il sample set stesso. In questo caso di dice che la
valutazione viene fatta in sample, altrimenti si dice out of sample. Valutare
un modello in sample dà una prima indicazione sulla validità del model-
lo: una approssimazione che fornisce una soluzione scadente già all’interno
dell’insieme su cui è stata calcolata difficilmente potrà fornire una buona
soluzione su un insieme diverso. Tuttavia, lo scopo del lavoro è quello di
valutare le capacità predittive dei modelli, quindi risultano molto più im-
portanti le valutazioni out of sample e gli algoritmi non sono stati testati
in sample.
3.1.1 L’approccio budget oriented
Le valutazioni sperimentali effettuate sono condotte dal punto di vista
di chi deve effettuare effettivamente le scelta per conto di un’azienda del
mondo reale. Pertanto si è scelto di utilizzare un approccio di tipo budget
oriented nella risoluzione dei modelli: viene fissato un budget massimo e
si verifica ex-post quale approssimazione presenta, a parità di risorse, un
confidence level migliore, cioè un  più basso. Formalmente il problema è
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così definito:
max

{1−  : C l() ≤ B} (3.1)
∀l ∈ {BSA,BSP,BMU,BDE,BDS,BHM,BSR}
dove C l() indica il costo della soluzione fornita dal modello l per un valore
fissato di , mentre B indica il budget massimo utilizzabile. Il prefisso «B»
utilizzato nell’etichetta identificativa dei vari modelli robusti è stato inserito
appunto per identificare che i modelli sono implementati con una politica
orientata al budget.
Il parametro B che indica il budget da utilizzare per la costruzione della
rete viene calcolato rispetto a un budget di riferimento βS per ogni sample
set S. In particolare, per ogni insieme campione, si fissa il budget di rife-
rimento pari al costo della soluzione ottima determinata dal modello BMU
(2.42). Il budget a disposizione B viene calcolato in proporzione a βS con
la seguente formula:
B = ρβS , ρ ∈ {0.25, 0.5, 0.75, 1, 1.5, 2, 4, 8, 10} (3.2)
Il parametro ρ è chiamato livello di budget. Questo meccanismo permette
di confrontare le performance dei modelli robusti su coppie di sample set
e testing set diverse, estratte anche da insiemi di dati storici su reti con
topologie e costi molto differenti fra loro.
In realtà, come visibile nelle formulazioni mostrate in precedenza, non
tutti i modelli presentano il parametro  relativo al confidence level ; inoltre
non è presente nessun vincolo di budget. Per applicare la politica budget
oriented nell’implementazione dei modelli si sono seguite strade diverse a
seconda del metodo. Nei modelli BSA, BSP, BMU e BSR, dopo aver deter-
minato la soluzione ottima (x∗, y∗) viene calcolato il rapporto fra il budget
prefissato e il costo della soluzione ottima.
λ =
B
cx∗
(3.3)
Tutte le capacità sono poi ricalcolate in proporzione a λ, così da fornire una
soluzione di costo B. Infine si fissa il confidence level secondo la seguente
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formula
 =
{
0 se λ > 1,
1− λ altrimenti. (3.4)
Le formulazioni delle approssimazioni BHM, BDE, BDS, invece, preve-
dono che sia fornito come parametro di input il confidence level , e non
il budget. Per utilizzare l’approccio budget oriented viene eseguita una ri-
cerca binaria sul valore della soluzione C l() fornito dall’approssimazione
per valori di  diversi, che viene calcolata in tempo polinomiale, giungendo
all’ultima iterazione a identificare il minimo  per cui il costo è inferiore o
uguale al budget stabilito B. Ci si basa sulla ragionevole congettura che
al diminuire del valore del parametro , cioè all’aumentare della robustezza
della rete, la spesa per la realizzazione dell’infrastruttura sia maggiore.
Gli esperimenti hanno mostrato che, al termine della ricerca binaria su ,
la soluzione identificata dal modello BHM, con risorse a disposizione elevate,
presentava molto spesso un costo inferiore al budget disponibile. Nonostante
ciò, le performance si stabilizzavano ad un certo valore e non miglioravano
all’aumentare del livello di budget a disposizione. Evidentemente la ricerca
su  che controlla i parametri bˆv e bˇv (definiti in 2.48 e 2.49) non riusciva
a fornire una soluzione migliore nei limiti del budget fornito. Pertanto si
è deciso di utilizzare il budget residuo per aumentare proporzionatamente
tutte le capacità degli archi, in modo analogo a come è stato effettuato
per i modelli BSA, BMU, BSP e BSR; in questo caso però il valore λ è
determinato solo sul budget residuo, come da formula 3.5, dove x∗ indica
l’allocazione ottima delle capacità determinata risolvendo il modello:
λ =
(B − cx∗)
cx∗
(3.5)
3.2 Performance
Nei paragrafi precedenti si è parlato genericamente di bontà di una so-
luzione o di una soluzione migliore di un’altra; in questo paragrafo vengono
mostrate le misurazioni utilizzate per poter confrontare fra di loro le ap-
prossimazioni. Sia (x, y) la soluzione ottima per un modello approssimato
determinata sulla base di un sample set S e h ∈ T una matrice di traffico del
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testing set. Si indica con A+(h) l’insieme degli archi con capacità sufficiente
a trasportare il flusso determinato, come definito in (3.6)
A+(h) = {(i, j) ∈ A :
∑
(s,t)∈K
dhsty
st
ij ≤ xij} (3.6)
In modo analogo si definisce A−(h) l’insieme degli archi con capacità
non sufficiente a trasportare il flusso determinato, come definito in (3.7)
A−(h) = {(i, j) ∈ A :
∑
(s,t)∈K
dhsty
st
ij > xij} (3.7)
Nota. Gli insiemi A+(h) e A−(h) sono disgiunti per definizione, e la loro
unione è equivalente all’insieme A
A+(h) ∪ A−(h) = A (3.8)
A+(h) ∩ A−(h) = ∅ (3.9)
Empirical Probability
La prima misura di performance considerata è l’Empirical Probability.
L’Empirical Probability considera il numero di volte in cui la capacità xij
dell’arco (i, j) ∈ A non è sufficiente a supportare il flusso instradato su quel-
l’arco, rapportandola al numero totale degli archi della rete. Formalmente,
per ogni ogni matrice di traffico h dell’insieme T si definisce l’Empirical
Probability con la seguente formula
EP (x, y, h) =
|A−(h)|
|A| (3.10)
Viene poi calcolata la media dell’Empirical Probability su tutti le matrici
del testing set
EP (x, y) =
∑
h∈T EP (x, y, h)
|T | (3.11)
Questa misura rappresenta la probabilità di fallimento empirica indican-
do in media quale percentuale di archi non ha capacità sufficiente per tra-
sportare il flusso assegnato. I risultati in base a questa misura sono migliori
quanto più i valori di EP sono vicino allo zero: una Empirical Probability
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nulla indica che tutti gli archi hanno capacità sufficiente per trasportare il
traffico previsto dalle matrici del testing set.
L’Empirical Probability fornisce informazioni sul numero di archi in gra-
do o non in grado di trasportare il flusso, ma non offre informazioni sulla
quantità. Si introducono pertanto due ulteriori misure di performance che
forniscono maggiori informazioni sugli archi con capacità sufficiente e sugli
archi con capacità insufficiente.
Mean Excess
Il Mean Excess (eccesso medio) considera la quantità media di flusso che
supera la capacità allocata. Per ogni ogni matrice di traffico h dell’insieme
T si definisce
ME(x, y, h) =
∑
(i,j)∈A−(h)[
∑
(s,t)∈K d
k
styij − xij]+
|A−(h)| (3.12)
dove [z]+ indica la parte positiva di z, cioè [z]+ = max{0, z}. Questa misura
viene impostata a zero qualora il denominatore |A−(h)| sia uguale a zero.
Successivamente si calcola la media considerando tutte le matrici del testing
set.
ME(x, y) =
∑
h∈T ME(x, y, h)
|T | (3.13)
I valori del Mean Excess sono maggiori o uguali a zero e legati alla quantità
delle domande; sono migliori gli algoritmi le cui soluzioni hanno valori di
ME più bassi.
Mean Occupation
La Mean Occupation è la misura di performance dedicata agli archi con
capacità sufficiente a trasportare il flusso assegnato. Per ogni arco (i, j) ∈
A+(h), h ∈ T , si introduce una funzione che indica l’occupazione dell’arco,
cioè il rapporto fra il flusso totale che transita sull’arco e la sua capacità. Nel
caso la capacità dell’arco (xij) sia zero, allora questo valore viene impostato
a zero.
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Occ(x, y, h, i, j) =
∑
(s,t)∈K d
h
sty
st
ij
xij
(3.14)
Si definisce quindi come Mean Occupation di ogni matrice di traffico
h ∈ T il seguente valore
MO(x, y, h) =
∑
(i,j)∈A+(h) Occ(x, y, h, i, j)
|A+(h)| (3.15)
Anche in questo caso la misura viene impostata a zero qualora il denomina-
tore |A+(h)| sia uguale a zero. Infine si calcola la media sull’intero testing
set T
MO(x, y) =
∑
h∈T MO(x, y, h)
|T | (3.16)
Considerato che una rete è in grado di sopportare picchi di traffico se i suoi
archi non sono saturi ma hanno ancora della capacità residua, si considerano
migliori i modelli che forniscono soluzioni con una Mean Occupation più
bassa. In contesti diversi, dove l’obiettivo non è la robustezza della rete,
si potrebbe preferire modelli che portano a una MO più alta in quanto vi
sarebbe un miglior utilizzo delle risorse.
3.3 Dati di input
Per testare le diverse approssimazioni sono stati utilizzati i dati relativi
al traffico di alcune reti reali (si veda la Tabella 3.1) resi disponibili da
[53], [42], [43], [52]. Le reti differiscono per numero di nodi, di archi e di
commodity nonché per posizione fisica dei nodi e domande di comunicazioni.
I costi degli archi sono stati calcolati in modo lineare rispetto alla distanza
fisica dei nodi, dei quali erano note latitudine e longitudine.
Le domande sono espresse in Mbps; i costi, quindi, indicano la spesa
necessaria per allocare una banda di 1 Mbps per una distanza 1.
3.3.1 Rolling, Sample set e Testing set
Gli esperimenti hanno lo scopo di emulare il comportamento del mondo
reale in cui le capacità della rete vengono allocate periodicamente. Pertan-
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Tabella 3.1: Dati di input
Rete |V| |A| |K| Orizzonte Granularità
Abilene 12 30 132 24 settimane 5 minuti
GÉANT 22 72 462 4 mesi 15 minuti
Nobel-Germany 17 52 272 1 giorno 5 minuti1 mese 1 giorno
Germany50 50 176 2450 1 giorno 5 minuti1 mese 1 giorno
to le strategie utilizzate si appoggiano a meccanismi di rolling : una volta
determinati la prima coppia di sample set e di testing set (S0,T0), si pone
Ti = Si+h ∀i = 1 . . . σ (3.17)
con σ che dipende dall’orizzonte temporale e dalla granularità e h legato alla
periodicità del rolling, tipicamente 1. Inoltre tecniche di rolling differenti
permettono di realizzare molteplici esperimenti partendo dallo stesso insie-
me di dati storici. Alcune strategie di rolling sono studiate appositamente
per essere più verosimili al reale utilizzo della rete, come R2, R3 e R4.2; le
altre, invece, si pongono l’obiettivo di effettuare prove di tipo stress test per
i modelli, costruendo testing set molto differenti, in termini di commodities,
dai rispettivi sample set.
Le tecniche di rolling usate sono le seguenti:
(R1) Rolling di 4 ore su un orizzonte temporale di un giorno.
L’insieme dei dati storici H contiene le matrici di traffico di un intero
giorno. Si costruisce il primo sample set, t_0, con le matrici di traffico
rilevate fra le 00.00 e le 3.59, il secondo, t_1, da quelle registrate fra
le 4.00 e le 8.00 eccetera, come descritto in tabella 3.2. Ogni sample
set viene utilizzato per determinare come allocare le capacità nelle 4
ore successive. Le coppie sono visibili nella tabella 3.2 considerando
le etichette dei sample set di due righe attigue, cioè (t_0, t_1 ), (t_1,
t_2 ), (t_2, t_3 ),(t_4, t_5 ) Queste reti però sono utilizzate molto di
più nelle ore lavorative (8.00 - 18.00 circa) rispetto alle ore notturne,
come evidenziato nel paragrafo (3.3.2). Si avranno pertanto situazioni
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in cui il traffico elevato di alcuni testing set, come ad esempio t_2,
dovrà transitare su reti le cui capacità sono allocate in base a situazioni
di traffico scarso e, viceversa, testing set il cui traffico è di entità
minore è allocato su capacità determinate in condizioni di traffico
elevato.
Tabella 3.2: Sample set e testing set del rolling R1
Etichetta Orario d’inizio Orario di fine
t_0 00.00 03.59
t_1 04.00 07.59
t_2 08.00 11.59
t_3 12.00 15.59
t_4 16.00 19.59
t_5 20.00 23.59
(R2) Rolling di 7 giorni su un orizzonte temporale di un mese.
L’insieme dei dati storici H contiene le matrici di traffico di un intero
mese. Questa tecnica è stata applicata solo alle reti Abilene e GÉANT
a causa della mancanza di dati per le altre reti. Infatti per le reti
Nobel-Germany e Germany50 i dati su un orizzonte temporale di un
mese avevano la granularità di un giorno. Applicarvi le regole di questo
rolling porterebbe a insiemi campione contenente una sola matrice di
traffico, rendendo insensati gli esperimenti.
Le coppie sample e testing set sono formate da matrici di traffico rela-
tive allo stesso giorno di settimane diverse. Ogni sample set contiene le
matrici di traffico di un giorno, le coppie sono formate con la seguenti
regole: (Si, Ti) = (t_i, t_i+ 7) per i = 0 . . . 6, seguendo il principio
del rolling settimanale S(i+7) = Ti (cioè con il parametro h della for-
mula 3.17 impostato a 7). I sample set e i testing set sono riportati
nella tabella 3.3; leggendo le etichette degli insiemi campioni per co-
lonne, su due righe attigue,è possibile individuare gli accoppiamenti
sample set, testing set: (t_0, t_7 ), (t_1, t_8 ), . . . (t_20, t_27 ) Con
i dati a disposizione sulle reti Germany50 e Nobel-Germany, data la
granularità di un giorno sull’orizzonte di un mese, i sample e i testing
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set conterrebbero una sola matrice di traffico, perciò si è preferito non
effettuare le prove su insiemi così piccoli.
Tabella 3.3: Sample set e testing set del rolling R2
Settimana Giorno della settimana
1 2 3 4 5 6 7
1 t_0 t_1 t_2 t_3 t_4 t_5 t_6
2 t_7 t_8 t_9 t_10 t_11 t_12 t_13
3 t_14 t_15 t_16 t_17 t_18 t_19 t_20
4 t_21 t_22 t_23 t_24 t_25 t_26 t_27
(R3) Rolling di una settimana su un orizzonte temporale di un
mese
L’insieme dei dati storici H contiene le matrici di traffico di un intero
mese. I sample e i testing set sono formati dalle matrici di traffico
di ogni settimana, ottenendo così 3 coppie (Si,Ti) con i = 1 . . . 3. Il
traffico di ogni settimana viene utilizzato per determinare le capacità
degli archi per la settimana successiva: gli insiemi di matrici di traffico
sono riportati nella tabella 3.4 e le coppie sono (t_0, t_1 ), (t_1, t_2 ),
(t_2, t_3 ).
Tabella 3.4: Sample set e testing set del rolling R3
Etichetta Settimana di riferimento
t_0 prima settimana
t_1 seconda settimana
t_2 terza settimana
t_3 quarta settimana
(R4) Rolling per fasce di orario su un orizzonte temporale di un
mese
L’insieme dei dati storici H contiene le matrici di traffico di un intero
mese. Questa tecnica è stata applicata solo alle reti Abilene e GÉANT
a causa della mancanza di dati per le altre reti. Per ognuna delle 4
settimane del mese vengono divise le matrici di traffico per fasce di
orario. Ogni sample set sarà quindi composto da matrici di traffico
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della stessa settimana e della stessa fascia di orario e verrà associato
a un testing set che conterrà le domande relative alla stessa fascia di
orario della settimana successiva. Le fasce di orario utilizzate sono le
seguenti:
(R4.1) Tre fasce di orario 00.00-07.59, 08.00-17.59 e 16.00-
23.59
In questo rolling, dai 12 insiemi di matrici di traffico riportati
in tabella 3.5 si ricavano 9 coppie sample set:(t_0a, t_1 ), (t_1,
t_2 ), (t_2, t_3 ), (t_0b, t_4 ), (t_4 ), t_5 ), (t_5, t_6 ), (t_0c,
t_7 ), (t_7, t_8 ), (t_8, t_9 ).
Tabella 3.5: Sample set e testing set del rolling R4.1
Settimana Fascia d’orario
00.00-07.59 08.00-17.59 16.00-23.59
1 t_0a t_0b t_0c
2 t_1 t_4 t_7
3 t_2 t_5 t_8
4 t_3 t_6 t_9
(R4.2) Due fasce di orario: 08.00-17.59 e 17.59-07.59 del gior-
no successivo Per questo tipo di rolling la durata delle fasce
d’orario è diversa perchè si vuole seguire l’andamento tipico del
traffico di queste reti che sono molto più utilizzante in orario la-
vorativo piuttosto che di notte. La tabella 3.6 mostra come sono
stati costruiti gli insiemi di matrici usati come sample e testing
set; le coppie sono (t_0a, t_1 ), (t_1, t_2 ), (t_2, t_3 ), (t_0b,
t_4 ), (t_4, t_5 ), (t_5, t_6 ).
3.3.2 Analisi preliminari
Al fine di determinare quali dati utilizzare per costruire gli insiemi cam-
pioni e i testing set indispensabili per eseguire gli esperimenti definiti nel
paragrafo (3.3.1) è stato necessario compiere un’analisi preliminare dei dati
di input. Per quanto riguarda le reti Nobel-Germany e Germany50 sono
stati utilizzati l’unico giorno e l’unico mese per cui erano disponibili i dati
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Tabella 3.6: Sample set e testing set del rolling R4.2
Settimana Fascia d’orario
08.00-17.59 17.59-07.59
1 t_0a t_0b
2 t_1 t_4
3 t_2 t_5
4 t_3 t_6
con una granularità sufficiente. Per le reti Abilene e GÉANT, invece, erano
disponibili le matrici di traffico di diversi mesi, perciò le analisi sono state
necessarie per determinare quali intervalli di tempo utilizzare per gli espe-
rimenti. Lo scopo principale dei test eseguiti è stato quello di determinare
le capacità predittive dei vari modelli, quindi sono stati scelti dei periodi in
cui il traffico delle reti presentava una notevole variabilità, presupponendo
che tutti gli algoritmi si comportassero meglio nel caso in cui le domande
non subissero molte variazioni. Per quanto concerne gli esperimenti su un
periodo di un mese, dai dati sul traffico della rete GÉANT è stato estratto
il periodo dal 26 luglio 2005 al 26 agosto 2005, in quanto era l’unico periodo
per cui si avevano a disposizione le matrici di traffico di ogni giorno; pur-
troppo, infatti, nei dati a disposizione mancavano le rilevazioni di alcune
matrici di traffico. Per la rete Abilene invece è stato analizzato il periodo
dal 1 maggio 2004 al 19 agosto 2004, cioè quello con le rilevazioni complete,
e si è scelto di utilizzare per gli esperimenti il mese di maggio in quanto era
quello in cui il traffico presentava le maggiori fluttuazioni. Per determinare
questa scelta sono state sommate le varie domande in modo da determinare
il traffico totale giornaliero che è stato poi rappresentato in un grafico in cui
sulle ascisse sono indicati i giorni mentre sulle ordinate il traffico totale (Si
veda la figura 3.1). Per confrontare i vari mesi è stato anche realizzato un
grafico con il traffico giornaliero dei vari mesi a confronto (Figura 3.2).
Ragionamenti analoghi sono stati compiuti per determinare il periodo
di un giorno da utilizzare: in questo caso sono stati confrontati anche i
dati della rete GÉANT, oltre a quelli di Abilene. Sono stati analizzati i
totali delle domande di ogni matrice di traffico e sono stati rappresentati in
un grafico. Sono stati quindi scelti due giorni per ogni rete: uno in cui il
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0
2E+11
4E+11
6E+11
8E+11
1E+12
1.2E+12
1/5 8/5 15/5 22/5 29/5 5/6 12/6 19/6 26/6 3/7 10/7 17/7 24/7 31/7 7/8 14/8
Figura 3.1: Traffico totale giornaliero della rete Abilene dal 1 maggio 2004
al 19 agosto 2004.
traffico subiva molte fluttuazioni e un altro, invece, in cui ne subiva molto
poche. Il secondo periodo è stato scelto per supportare la congettura che
gli algoritmi avrebbero funzionato meglio su un giorno con domande poco
fluttuanti. La scelta è quindi ricaduta sulle date del 3 giugno 2004 e del 15
agosto 2004 per la rete Abilene (Figura 3.3) e di domenica 31 luglio 2005
e giovedì 11 agosto 2005 (Figura 3.5) per GÉANT: come è intuibile il 15
agosto e il 31 luglio sono giorni in cui il traffico è molto basso e subisce
poche variazioni all’interno delle 24 ore. Queste analisi hanno permesso di
verificare alcune ragionevoli assunzioni: durante i giorni lavorativi il traffico
è maggiore rispetto al sabato e alla domenica, così come risulta più elevato
il traffico durante le ore di lavoro piuttosto che la notte. Inoltre nei mesi
estivi si evidenzia un notevole calo del traffico totale.
Per quanto riguarda il rolling R3, per le reti Abilene e Rete GÉANT
sono stati creati due tipi di sample set: il primo è composto dalle matrici
di traffico originali secondo la granularità dei dati a disposizione, cioè di
5 e 15 minuti rispettivamente. Nel secondo tipo di sample set, invece, il
traffico è stato aggregato sulle 24 ore, ottenendo insiemi campioni e testing
set con 7 matrici di traffico, ognuna relativa a un giorno della settimana.
Per identificare il secondo tipo di sample set è stato utilizzato il termine
Aggregated, che ricorda, appunto, che i dati sono stati aggregati. Questo
diverso modo di comporre i sample set si pone lo scopo di identificare se
una maggiore granularità aiuta i modelli ad ottenere performance migliori.
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Figura 3.2: Traffico della rete Abilene per giorni del mese.
0
2E+09
4E+09
6E+09
8E+09
1E+10
00:00 04:00 08:00 12:00 16:00 20:00 00:00
3 giugno
15 agosto
Figura 3.3: Traffico della rete Abilene del 3 giugno e del 15 agosto 2004
1.75E+10
2.75E+10
3.75E+10
4.75E+10
5.75E+10
6.75E+10
mar 26/07 dom 31/07 ven 05/08 mer 10/08 lun 15/08 sab 20/08 gio 25/08
Figura 3.4: Traffico della rete GÉANT per giorni del mese.
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2E+10
2.5E+10
3E+10
3.5E+10
4E+10
4.5E+10
5E+10
5.5E+10
00.00 04.00 08.00 12.00 16.00 20.00 00.00
31 luglio
11 agosto
Figura 3.5: Traffico della rete GÉANT del 31 luglio e dell’11 agosto 2005.
3.3.3 Costruzione degli esperimenti
Le regole per la costruzione dei meccanismi di rolling indicate nel para-
grafo 3.3.1 sono state applicate agli insiemi di dati mostrati nel paragrafo
3.3.2 ottenendo 18 diversi esperimenti, identificati da una lettera minusco-
la dell’alfabeto italiano. La tabella 3.7 riepiloga le caratteristiche di ogni
esperimento, riportando il tipo di rolling, l’orizzonte temporale utilizzato,
il numero di coppie di sample set e testing set su cui sono misurate le
performance e la rete.
Ogni esperimento richiede la soluzione di modelli di dimensioni diverse
che variano per numero di nodi, di archi e di commodities della rete e numero
di matrici di traffico contenute in ogni sample set. La tabella 3.8 riassume
tali informazioni.
Le tabelle 3.9 e 3.10 riportano il numero di variabili, di vincoli lineari,
di vincoli quadratici e dei coefficienti dei vincoli quadratici di ogni espe-
rimento: i modelli BSA, BSP e BSR corrispondono alla formulazione del
problema nominale (2.1) e si differenziano solo per i valori della matrice d
utilizzata, mentre i modelli BDE e BDS per i valori dei coefficienti dei vin-
coli quadratici. In merito al numero dei coefficienti dei vincoli quadratici si
ricorda che per ogni arco i metodi BDE e BDS prevedono una matrice di
dimensioni k × k. La matrice è simmetrica, tuttavia in fase di costruzione
del modello in memoria per fornirlo al risolutore occorre allocare memoria
per tutti i coefficienti, pertanto è riportato, per ogni esperimento, il numeri
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Tabella 3.7: Riepilogo dei rolling e degli esperimenti
Roll. Orizz. Durata Coppie Rete Esp.temp. sample set (S, T )
R1 1 giorno 4 ore 5
Abilene (3 giu) (a)
Abilene (15 ago) (b)
GÉANT (31 lug) (c)
GÉANT (11 ago) (d)
Germany50 (e)
Nobel-Germany (f)
R2 1 mese 1 giorno 21 Abilene (g)(4 sett.) GÉANT (h)
R3 1 sett. 3
Abilene (i)
Abilene Aggr. (l)
1 mese GÉANT (m)
(4 sett.) GÉANT Aggr. (n)
Germany50 (o)
Nobel-Germany (p)
R4.1 1 mese 8 ore 9 Abilene (q)(4 sett.) GÉANT (r)
R4.2 1 mese fascia 1: 10 ore 6 Abilene (s)(4 sett.) fascia 2: 14 ore GÉANT (t)
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Tabella 3.8: Dimensioni delle istanze degli esperimenti
Esperimento |V| |A| |K| |S| |{(Si, Ti)}i=1...σ|)
(a) 12 30 132 48 5
(b) 12 30 132 48 5
(c) 22 72 462 16 5
(d) 22 72 462 16 5
(e) 50 176 2450 48 5
(f) 17 52 272 48 5
(g) 12 30 132 288 21
(h) 22 72 462 96 21
(i) 12 30 132 2016 3
(l) 12 30 132 7 3
(m) 22 72 462 672 3
(n) 22 72 462 7 3
(o) 50 176 2450 7 3
(p) 17 52 272 7 3
(q) 12 30 132 96 9
(r) 22 72 462 32 9
(s) fascia 1 12 30 132 120 6
(s) fascia 2 12 30 132 168 6
(t) fascia 1 22 72 462 40 6
(t) fascia 2 22 72 462 56 6
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totale di coefficienti che corrisponde a mk2.
Ogni sample set è stato dotato di un budget di riferimento βS , in base
al quale vengono calcolate le risorse a disposizione per la risoluzione dei
modelli (3.2). I budget di riferimento βS utilizzati sono mostrati nelle tabelle
3.11-3.16.
3.4 Risoluzione dei modelli
La risoluzione dei modelli è stata possibile grazie a un programma in
C++, di circa duemila righe di codice, che utilizza le apposite librerie del
risolutore IBM ILOG CPLEX 12.4 [3] su sistemi Linux Ubuntu Server 10.4
LTS dotati di un processore AMD Opteron 246 a 2 GHz. Per risolvere i me-
todi BSA, BSP, BMU e BSR è stato utilizzato il simplesso primale, mentre
per BHM, BDE e BDS il metodo barrier. Purtroppo la dimensione elevata
delle istanze della rete Germany50 (Tabelle 3.9 e 3.10) non ha reso possibile
la risoluzione dei modelli con vincoli conici neppure su macchine dotate di
16 GB di RAM. Per quanto riguarda il modello Single Random, sono stati
eseguiti 10 esperimenti con numeri (pseudo-)causali diversi: ciò per evi-
tare di basare l’analisi su un numero casuale particolarmente «fortunato»
che permettesse al modello di avere una performance ottima o viceversa un
valore casuale che generasse performance pessime.
Non è intenzione di questo lavoro occuparsi dettagliatamente delle per-
formance computazionali dei vari modelli, tuttavia per completezza vengono
forniti, nelle tabelle 3.17, 3.18 e 3.19, i tempi medi di esecuzione, espressi in
secondi, dei modelli sulle coppie sample set e testing set, al variare del livello
di budget. I tempi di esecuzione dei modelli variano in base alle dimensioni
della rete, in termini di numero di nodi, archi e commodities, e del numero
di matrici di traffico contenute negli insieme campioni. Fissata la rete e il
rolling i tempi di BSA, BSP, BMU e BSR sono indipendenti dal livello di
budget, mentre quelli dei metodi quadratici e dell’Hose model variano per
livelli di budget differenti: in essi, infatti, si opera una ricerca binaria al
fine di determinare la soluzione migliore con un costo all’interno del budget
a disposizione. Ai tempi di calcolo presentati nelle tabelle va aggiunto un
piccolo overhead dovuto alla lettura dei file contenenti il sample e il testing
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Tabella 3.9: Dimensioni dei modelli (Esperimenti (a)-(m). BS* indica BSA-
BSP-BSR, Q rappresenta i modelli quadratici BDE e BDS)
Esp. Modello Variabili Vincoli Vincoli Coefficientilineari quadratici quadratici
(a) (b) BS* 3990 1614
BMU 3990 3024
BHM 4710 5574
Q 4020 1614 30 5.23e+05
(c) (d) BS* 33336 10236
BMU 33336 11316
BHM 36504 43500
Q 33408 10236 72 1.54e+07
(e) BS* 431376 122676
BMU 431376 130948
BHM 448976 553876
Q 431552 122676 176 1.06e+09
(f) BS* 14196 4676
BMU 14196 7120
BHM 15964 18820
Q 14248 4676 52 3.85e+06
(g) BS* 3990 1614
BMU 3990 10224
BHM 4710 5574
Q 4020 1614 30 5.23e+05
(h) BS* 33336 10236
BMU 33336 17076
BHM 36504 43500
Q 33408 10236 72 1.54e+07
(i) BS* 3990 1614
BMU 3990 62064
BHM 4710 5574
Q 4020 1614 30 5.23e+05
(l) BS* 3990 1614
BMU 3990 1794
BHM 4710 5574
Q 4020 1614 30 5.23e+05
(m) BS* 33336 10236
BMU 33336 58548
BHM 36504 43500
Q 33408 10236 72 107416
44 Capitolo 3. Framework
Tabella 3.10: Dimensioni dei modelli (Esperimenti (n)-(t). BS* indica BSA-
BSP-BSR, Q rappresenta i modelli quadratici BDE e BDS
Esp. Modello Variabili Vincoli Vincoli Coefficientilineari quadratici quadratici
(n) BS* 33336 10236
BMU 33336 10668
BHM 36504 43500
Q 33408 10236 72 1.54e+07
(o) BS* 431376 122676
BMU 431376 123732
BHM 448976 553876
Q 431552 122676 176 1.06e+09
(p) BS* 14196 4676
BMU 14196 4988
BHM 15964 18820
Q 14248 4676 52 3.85e+06
(q) BS* 3990 1614
BMU 3990 4464
BHM 4710 5574
Q 4020 1614 30 5.23e+05
(r) BS* 33336 10236
BMU 33336 12468
BHM 36504 43500
Q 33408 10236 72 1.54e+07
(s)fascia 1 BS* 3990 1614
BMU 3990 5184
BHM 4710 5574
Q 4020 1614 30 5.23e+05
(s)fascia 2 BS* 3990 1614
BMU 3990 6624
BHM 4710 5574
Q 4020 1614 30 5.23e+05
(t)fascia1 BS* 33336 10236
BMU 33336 13044
BHM 36504 43500
Q 33408 10236 72 1.54e+07
(t)fascia2 BS* 33336 10236
BMU 33336 14196
BHM 36504 43500
Q 33408 10236 72 1.54e+07
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Tabella 3.11: Budget di riferimento βS per i sample set del rolling R1
S Esperimento
(a) (b) (c) (d) (e) (f)
t_0 2.70e+ 5 5.64e+ 4 7.33e+ 5 9.06e+ 5 1.73e+ 4 1.50e+ 4
t_1 3.74e+ 5 5.97e+ 4 6.33e+ 5 8.84e+ 5 1.59e+ 4 1.37e+ 4
t_2 3.25e+ 5 5.41e+ 4 7.61e+ 5 1.16e+ 6 2.56e+ 4 2.23e+ 4
t_3 3.28e+ 5 5.26e+ 4 7.51e+ 5 1.23e+ 6 3.37e+ 4 2.89e+ 4
t_4 3.41e+ 5 5.67e+ 4 7.58e+ 5 1.10e+ 6 2.96e+ 4 2.56e+ 4
Tabella 3.12: Budget di riferimento βS per i sample set del rolling R2
S (g) (h) S (g) (h) S (g) (h)
t_0 3.34e+ 5 1.25e+ 6 t_7 8.43e+ 4 1.15e+ 6 t_14 3.42e+ 5 1.27e+ 6
t_1 2.13e+ 5 1.29e+ 6 t_8 7.96e+ 4 1.07e+ 6 t_15 7.12e+ 4 1.22e+ 6
t_2 1.83e+ 5 1.37e+ 6 t_9 8.65e+ 4 1.31e+ 6 t_16 3.49e+ 5 1.26e+ 6
t_3 5.53e+ 5 1.18e+ 6 t_10 3.58e+ 5 1.13e+ 6 t_17 3.48e+ 5 9.72e+ 5
t_4 2.31e+ 5 8.59e+ 5 t_11 3.58e+ 5 9.31e+ 5 t_18 2.03e+ 5 7.52e+ 5
t_5 5.07e+ 5 8.38e+ 5 t_12 1.61e+ 5 9.45e+ 5 t_19 3.53e+ 5 7.23e+ 5
t_6 3.89e+ 5 1.11e+ 6 t_13 3.55e+ 5 1.16e+ 6 t_20 3.50e+ 5 8.46e+ 5
Tabella 3.13: Budget di riferimento βS per i sample set del rolling R3
S Esperimento
(i) (l) (m) (n) (o) (p)
t_0 6.22e+ 5 4.31e+ 7 9.18e+ 7 1.54e+ 6 2.36e+ 4 2.09e+ 4
t_1 3.69e+ 5 2.69e+ 7 8.88e+ 7 1.44e+ 6 2.32e+ 4 2.05e+ 4
t_2 3.71e+ 5 3.52e+ 7 8.96e+ 7 1.43e+ 6 1.85e+ 4 1.61e+ 4
Tabella 3.14: Budget di riferimento B per i sample set del rolling R4.1, rete
Abilene (q)
S 00.00-07.59 08.00-17.59 16.00-23.59
t_0 5.22e+ 5 6.00e+ 5 6.06e+ 5
t_1 3.35e+ 5 3.54e+ 5 3.68e+ 5
t_2 3.52e+ 5 3.60e+ 5 3.70e+ 5
Tabella 3.15: Budget di riferimento B per i sample set del rolling R4.1, rete
GÉANT (r)
S 00.00-07.59 08.00-17.59 16.00-23.59
t_0 1.22e+ 6 1.49e+ 6 1.37e+ 6
t_1 1.03e+ 6 1.44e+ 6 1.35e+ 6
t_2 1.07e+ 6 1.40e+ 6 1.25e+ 6
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Tabella 3.16: Budget di riferimento βS per i sample set del rolling R4.2
S (s) (t)
08.00-17.59 18.00-07.59 08.00-17.59 18.00-07.59
t_0 6.08e+ 5 6.10e+ 5 1.49e+ 6 1.34e+ 6
t_1 3.59e+ 5 3.69e+ 5 1.40e+ 6 1.27e+ 6
t_2 3.65e+ 5 3.68e+ 5 1.37e+ 6 1.20e+ 6
set e il calcolo delle performance, comunque inferiore a 1.75 secondi. Negli
esperimenti con reti di grandi dimensioni in termini di numero di nodi, archi
e commodities, e con elevato numero di matrici di traffico contenute negli
insieme campioni, i tempi sono più lunghi a causa dalla carenza di memoria
RAM e dalla necessità di swap sulla memoria di massa.
Fissata la rete, i tempi necessari per risolvere i metodi BSA, BSP, e BSR
sono sostanzialmente identici fra loro e solitamente inferiori al secondo. Solo
per quanto riguarda gli esperimenti sulla rete Germany50 — esperimenti (e)
e (o) — questi metodi impiegano un tempo dell’ordine di 10 secondi. I tempi
di esecuzione di BMU sono strettamente legati alle dimensioni del problema
e sono maggiori di quelli necessari per risolvere metodi che considerano una
sola matrice di traffico d, ma comunque inferiori di BHM e dei metodi
quadratici. Per gli altri metodi, cioè Hose Model, BDE e BDE, invece,
a causa della risoluzione dei diversi modelli lineari necessaria alla ricerca
binaria del valore del migliore , i tempi si dilatano notevolmente.
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Tabella 3.17: Tempi di esecuzione per il rolling R1 (in grassetto la media
su tutti i livelli di budget)
Esperimento
(a) (b) (c) (d) (e) (f)
BDE 293.22 206.93 8534.58 9075.86 2075.63
0.10 238.21 140.06 6996.48 7048.01 1553.46
0.25 238.25 130.87 7021.99 7176.28 1547.94
0.50 330.30 129.48 7051.79 5983.93 1596.49
0.75 316.80 196.45 7079.14 6258.26 1782.68
1 324.92 222.40 9541.00 8231.53 2273.61
1.50 297.90 197.54 10378.78 11919.20 2304.13
2 296.15 206.85 9168.09 11661.64 2353.42
4 295.81 279.59 9325.55 9929.30 2391.17
8 293.00 293.61 9437.44 11173.30 2434.75
10 300.87 272.48 10083.19 11377.14 2518.66
BDS 295.23 213.05 10447.03 8951.12 2079.35
0.10 256.72 154.37 7378.21 6538.86 1631.67
0.25 262.64 148.80 7365.28 6401.64 1633.62
0.50 330.81 137.56 7382.65 6985.38 1650.25
0.75 318.99 207.24 7415.33 6184.05 1784.32
1 297.65 231.83 9574.84 8298.10 2224.87
1.50 302.07 193.82 30394.38 11072.45 2227.57
2 286.64 224.41 9251.55 11625.38 2366.62
4 296.31 288.34 9028.66 9820.07 2405.75
8 279.69 281.59 6729.86 11116.21 2385.87
10 320.74 262.56 9949.55 11469.05 2483.02
BHM 58.22 30.65 1300.11 1631.24 138877.82 371.48
0.10 1.20 1.08 51.95 49.41 4925.70 10.52
0.25 38.37 1.21 51.84 49.34 4923.52 10.50
0.50 66.61 1.21 52.14 49.46 43590.77 114.69
0.75 67.42 1.21 52.09 587.24 194378.24 527.32
1 67.50 49.28 988.48 2655.94 190036.89 507.27
1.50 68.05 51.23 2355.85 2572.53 189697.90 507.47
2 68.23 52.39 2357.86 2625.20 190620.83 508.33
4 68.27 51.73 2361.01 2571.70 190690.08 509.72
8 68.53 51.92 2364.29 2572.26 190163.94 509.54
10 68.00 47.39 2365.64 2579.29 189750.28 509.49
BMU 1.71 1.79 24.06 24.62 13468.17 7.71
BSA 0.03 0.03 0.39 0.48 10.87 0.13
BSP 0.03 0.03 0.40 0.44 10.90 0.13
BSR 0.03 0.03 0.36 0.40 7.98 0.12
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Tabella 3.18: Tempi di esecuzione per il rolling R3 (in grassetto la media
su tutti i livelli di budget)
(i) (l) (m) (n) (o) (p)
BDE 285.24 232.53 9699.75 9758.28 2452.11
0.10 211.95 172.63 7372.21 7840.50 2162.12
0.25 297.52 166.61 6796.41 8809.89 2125.20
0.50 273.70 168.66 4456.72 7383.56 2161.52
0.75 281.43 200.02 13144.87 7684.97 2118.85
1.00 278.55 278.17 6825.79 8968.08 2575.84
1.50 304.89 245.64 14819.99 10655.81 2731.67
2.00 310.67 258.46 11363.18 8771.35 2413.19
4.00 284.55 266.87 7709.92 11302.07 2761.39
8.00 305.00 283.09 12487.73 13432.27 2797.40
10.00 304.09 285.17 13169.10 13087.10 2673.89
BDS 284.60 231.95 9103.49 9431.00 2482.90
0.10 229.01 176.90 9854.04 5134.00 2304.61
0.25 301.81 176.26 6414.35 9710.28 2038.51
0.50 274.58 176.84 8636.23 4300.88 2264.70
0.75 279.32 202.03 9362.60 11343.16 2165.76
1.00 277.75 249.22 8337.51 9015.38 2648.11
1.50 301.10 248.43 6737.04 7988.00 2610.67
2.00 300.21 257.79 8772.83 10610.32 2739.86
4.00 288.85 278.84 10185.98 12058.00 2802.64
8.00 293.08 272.82 12252.63 12615.93 2862.07
10.00 300.28 280.34 13756.30 12213.40 2392.05
BHM 53.75 44.46 1478.69 1888.88 130136.53 352.10
0.10 37.98 1.21 55.05 47.56 3907.42 11.10
0.25 55.07 1.28 54.87 48.25 3900.65 11.05
0.50 55.83 1.25 54.94 2347.08 3908.49 11.09
0.75 55.51 64.50 54.85 2385.41 126432.88 355.34
1.00 55.33 61.66 2411.66 2308.35 192129.59 526.70
1.50 55.61 61.72 2551.37 2338.33 193746.47 521.16
2.00 55.58 62.92 2397.87 2341.07 193976.70 521.51
4.00 55.38 62.63 2399.43 2351.41 197004.13 519.37
8.00 55.60 61.86 2405.52 2371.68 193064.62 521.77
10.00 55.58 65.58 2401.37 2349.68 193294.36 521.85
BMU 17.72 0.12 6.47 941.36 1280.96 1.12
BSA 0.20 0.03 0.91 1.00 10.02 0.14
BSP 0.20 0.03 0.40 0.88 9.61 0.14
BSR 0.03 0.03 0.55 0.19 9.67 0.13
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Tabella 3.19: Tempi di esecuzione per il rolling R2 e R4 (in grassetto la
media su tutti i livelli di budget)
(g) (h) (q) (r) (s) (t)
BDE 209.67 10098.92 286.95 13548.46 286.14 10450.89
0.10 108.90 7928.87 251.89 10721.85 128.38 7985.97
0.25 312.95 8114.04 270.63 10758.68 273.59 8025.57
0.50 193.43 7027.62 286.87 10735.30 317.16 8019.87
0.75 377.93 10323.12 282.51 14596.32 273.18 11380.39
1.00 328.47 11797.99 281.53 15436.97 297.51 11557.11
1.50 162.27 10211.21 279.25 12822.05 287.63 10339.33
2.00 191.49 9312.93 302.36 12754.62 292.90 10562.24
4.00 132.75 10602.10 287.56 13684.89 268.51 10790.57
8.00 144.86 13896.86 314.21 16717.17 391.62 13095.32
10.00 143.60 11249.93 312.67 17256.73 330.95 12752.48
BDS 193.61 10035.35 288.38 13958.21 280.83 10651.42
0.10 199.00 7927.86 263.18 11434.60 138.61 8456.61
0.25 164.36 7650.99 268.40 11441.68 306.83 8471.77
0.50 368.27 7854.65 297.66 11183.57 300.39 8460.21
0.75 254.23 10097.01 287.99 14282.74 266.90 11636.45
1.00 164.67 12061.25 275.46 15458.57 305.69 11637.83
1.50 129.86 10454.04 282.97 12831.97 289.85 10517.63
2.00 129.41 9345.31 294.79 13431.16 291.28 10606.94
4.00 218.61 9807.60 291.51 14989.94 269.42 10796.34
8.00 150.29 13680.85 310.77 17220.34 318.44 13275.16
10.00 157.38 11484.80 311.05 17307.49 320.92 12655.23
BHM 29.19 1503.18 19.85 1922.26 58.90 1455.72
0.10 1.93 50.04 4.96 73.76 22.12 36.29
0.25 15.54 49.88 22.07 73.68 62.39 36.97
0.50 67.14 554.58 21.79 2473.43 62.59 1824.02
0.75 22.90 2921.85 20.47 2380.31 62.03 1816.01
1.00 26.48 2604.69 20.95 2369.00 62.25 1797.43
1.50 32.27 1632.10 22.06 2359.56 62.49 1809.13
2.00 28.67 1632.75 21.52 2360.27 63.55 1808.81
4.00 26.73 2242.85 21.43 2376.37 60.34 1804.42
8.00 36.39 2410.79 21.88 2389.17 60.76 1815.71
10.00 33.80 1636.68 21.37 2367.05 70.45 1808.37
BMU 2.47 109.43 6.08 474.49 10.94 423.85
BSA 0.04 0.40 0.08 0.85 0.09 0.59
BSP 0.04 0.40 0.07 0.80 0.09 0.59
BSR 0.02 0.36 0.06 0.48 0.04 0.33

Capitolo 4
Analisi dell’output
4.1 Analisi dei risultati
In questo capitolo vengono mostrati e analizzati i risultati, al fine di
determinare quale metodo risulti il migliore per le misure di performance
determinate nel paragrafo 3.2. Per eseguire l’analisi dell’output sono stati
adottati due diverse metodologie: nel caso del rolling R3 le coppie formate
da sample e testing set da esaminare erano tre per ogni rete, quindi sono
stati rappresentati in un grafico i valori delle performance di ogni coppia
e l’analisi è stata compiuta tramite osservazione diretta dei grafici. Negli
altri rolling, considerato che le coppie di sample e testing set erano molto
più numerose (da cinque nel caso di R1 fino a ventuno nel caso di R2) è stato
utilizzato un approccio basato su punteggi. Si ricorda che le coppie sample
e testing set sono fissate a priori e di conseguenza è sufficiente indicare
l’etichetta del testing set per identificare la coppia, pertanto nell’analisi si
parlerà di un testing set T¯ (ad esempio t_1 ) per indicare la coppia di sample
e testing set (S¯, T¯ ) (es. (t_0, t_1 )).
4.1.1 L’approccio basato su punteggi
Fissata una misura di performance e un testing set si definisce una ma-
trice Aρ, per ogni livello di budget ρ ∈ {0.25, 0.5, 0.75, 1, 1.5, 2, 4, 8, 10}, di
7 righe e 7 colonne. Ogni elemento aρij della matrice Aρ , esclusi quelli della
diagonale principale, indica se il modello i è migliore del modello j al livello
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di budget ρ. In formule, considerato che per tutte le misure di performance
un valore più basso è ritenuto migliore, gli elementi della matrice sono così
definiti:
aρij =
{
1 se f(i) ≤ (1 + δ) · f(j),
0 altrimenti.
(4.1)
i, j ∈ {BSR,BSA,BSP,BMU,BHM,BDE,BDS}, i 6= j (4.2)
(4.3)
dove f(i) indica il valore della misura di performance del modello i. Il
valore δ, che indica la tolleranza è stato impostato a 0.01.
Una volta create le matrici per tutti i testing set, sono state sommate
elemento per elemento le matrici di tutti i testing set relative al medesimo
livello di budget e infine è stata costruita una matrice con i punteggi medi.
Questa matrice viene rappresentata tramite un grafico. È evidente che una
media uguale a 1 indica che quel modello risulta essere sempre il migliore
per quella misura di performance; viceversa un valore medio equivalente a
zero segnala che quel modello è sempre il peggiore. In generale, un modello
è considerato il migliore se ottiene un punteggio più alto. In caso di parità, o
punteggi molto vicini, si esegue un’analisi di dettaglio per quel determinato
livello cercando di identificare quale metodo presenta valori di performance
migliori
Sia nell’approccio diretto che quello basato sui punteggi vengono uti-
lizzati dei grafici per mostrare le performance dei modelli. Tutti i grafici
riportano sull’asse delle ascisse i livelli di budget utilizzati (ρ definito in
3.2) mentre sulle ordinate la misura della performance. Nei grafici relativi
all’Empirical Probability, per meglio apprezzare le differenze di prestazione
fra i vari modelli, è stata utilizzata una scala logaritmica per le ordinate: il
valore in cui si intersecano gli assi, tipicamente 1e− 5, corrisponde allo zero
che non potrebbe essere rappresentato nella scala logaritmica.
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4.2 Analisi di R1
Il rolling R1 prevede sample e testing set con le matrici relative ad
un periodo di 4 ore su un orizzonte temporale di un giorno. I modelli
approssimati sono stati pertanto provati su 5 testing set usando come sample
set le matrici di traffico delle 4 ore precedenti.
4.2.1 Rete Abilene - traffico del 3 giugno
La prima analisi riguarda le performance dei modelli sul traffico della
rete Abilene e in particolare le matrici delle domande relative al 3 giugno
2004. Tale giorno è stato scelto in quanto le matrici di traffico subivano le
maggiori variazioni: si tratta quindi di uno stress test per i modelli.
Empirical Probability
Il grafico relativo ai punteggi calcolati in base all’Empirical Probability,
riportato in figura 4.1, mostra che ai livelli 0.10 e 0.25 sono i modelli BDE e
BDS ad ottenere una Empirical Probability più bassa nella maggioranza dei
testing set. Fra i livelli 0.50 e 1 BSA risulta nettamente il modello migliore,
mentre dal livello 1.5 in poi è il metodo BSP il metodo più performante,
sebbene con grande disponibilità di risorse tutti i modelli tendano ad equi-
valersi. Si evince inoltre che BSR risulta sempre il metodo peggiore, mentre
BHM e BMU sono competitivi solo per livelli di budget maggiori o uguali
a 4, non ottenendo comunque punteggi migliori del Single Peaks Model.
Il grafico in figura 4.2 mostra infine la media dell’Empirical Probability
dei migliori 3 modelli, rispecchiando quanto emerso dall’analisi dei punteggi.
Mean Excess
L’analisi dei valori di questa misura di performance risulta leggermente
più complessa rispetto alle altre. La tecnica dei punteggi applicata a tutti
i testing set, infatti, non permette di identificare con chiarezza il metodo
migliore per il Mean Excess su queste matrici di traffico in quanto i pun-
teggi ottenuti dai modelli risultano troppo bassi. Procedendo con metodo
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sperimentale, e ricordando le caratteristiche di questo rolling evidenziate
nel paragrafo 3.3.1 — in particolare la notevole differenza fra le domande
di alcuni testing set e quelle dei rispettivi sample set — si è notato che
era possibile calcolare i punteggi ed ottenere buoni risultati dividendo le
performance sui vari testing set in due gruppi: il primo comprende t_1 e
t_2 mentre il secondo gli altri tre testing set. I punteggi così calcolati sono
sufficientemente alti da permettere di stabilire quali siano i metodi migliori
ad ogni livello.
Un esempio del comportamento differente fra i due gruppi di testing set
è visibile nel grafico in figura 4.3 dove è riportato il Mean Excess al livello di
budget 0.10: appare evidente come il comportamento dei metodi quadratici
sia totalmente diverso in t_1 e t_2, dove l’eccesso medio risulta molto più
alto di quello degli altri modelli, e gli altri testing set, dove BDE e BDS
ottengono una performance notevolmente migliore.
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Figura 4.3: R1 - Abilene - 3 giugno - ME Livello 0.10
Per quanto riguarda i punteggi sul primo gruppo (Figura 4.4) il metodo
BHM è sempre il metodo migliore a livello di budget 0.10, mentre BSP
ottiene sempre un Mean Excess più basso degli altri modelli ai livello 0.25 e
0.50; BMU, che in generale ottiene sempre punteggi molto alti, è il migliore
al livello 0.75 e per livelli maggiori o uguali a 4 . Fra i livelli 1 e 2 sono i
metodi quadratici a risultare i migliori, anche se essi ottengono un punteggio
medio pari a 1 solo quando le risorse a disposizione corrispondono al 150%
del budget di riferimento. BSA e BSR, invece, risultano essere i modelli
peggiori in questo contesto.
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Figura 4.5: R1 - Abilene - 3 giugno - ME punteggi sui testing set t_3, t_4 e t_5
Nel secondo gruppo (Figura 4.5), invece, la situazione è completamente
diversa. I modelli quadratici ottengono il punteggio migliore quando le
risorse sono minori o uguali al budget di riferimento, mentre BSA risulta il
modello migliore al livello 1.5 e BSP per livelli di budget maggiori o uguali
a 2.
A conferma di quanto enunciato vengono mostrati i grafici relativi ai
singoli testing set. In particolare in figura 4.6 è riportato il Mean Excess
dei modelli sul testing set t_2, che appartiene al primo gruppo, mentre in
figura 4.7 sono riportati gli eccessi medi sul testing set t_3. Dal confronto
si può notare che l’eccesso medio nel primo gruppo è molto più alto rispetto
a quello riscontrato nel secondo gruppo. Il valore di ME peggiore medio fra
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t_1 e t_2 è infatti di circa 1400 Mbps mentre nel secondo gruppo è di circa
325 Mbps. Il testing set t_2, infatti, è relativo ad una fascia di orario con
molto traffico, ma viene instradato in base a un routing determinato su una
situazione con poco traffico (t_1 ) così da presentare un Mean Excess molto
alto; t_3 invece, pur avendo domande di connessione elevate, è instradato su
archi le cui capacità sono state allocate in una situazione di traffico elevato
(esattamente il sample set t_2 ) e di conseguenza il Mean Excess è inferiore.
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Figura 4.6: R1 - Abilene - 3 giugno - ME sul testing set t_2
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Figura 4.7: R1 - Abilene - 3 giugno - ME sul testing set t_3
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Mean Occupation
I punteggi della Mean Occupation, riportati in figura 4.8 , indicano che
sono tre i modelli a contendersi il titolo di metodo migliore dal punto di
vista di questa performance. Ai livelli di budget 0.10 e 0.75 e 1 il modello
migliore è BSR, fra 0.25 e 0.50 il più performante è BMU e infine quando
le risorse sono equivalenti al budget di riferimento o superiori BSA ottiene
il punteggio più alto.
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Figura 4.8: R1 - Abilene - 3 giugno - Punteggi MO
Tuttavia le performance del modello BSR sono molto variabili a seconda
del numero casuale utilizzato. I grafici di dettaglio dei livelli 0.10 (Figu-
ra 4.9), 0.75 (Figura 4.10) e 1 (Figura 4.11) evidenziano tali variazione con
le barrette verticali. Al livello 0.10 il comportamento dei modelli è molto
simile quindi si può considerare BMU come modello migliore. Al livelli 0.75
e 1, invece, per tutelarsi dalle variazioni di BSR si preferisce utilizzare il
metodo BSA.
Al livello 0.50, come visibile nel grafico in figura 4.12 BMU ottiene una
Mean Occupation migliore degli altri livelli: solo nel caso del testing set t_4
BSP riesce ad ottenere una performance leggermente migliore del Multiple
Model.
Il grafico dei valori medi (Figura 4.13), oltre a confermare quanto dedotto
dai punteggi, mostra che dal livello 1 in poi BSA e BSR ottengono valori
molto simili.
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Figura 4.9: R1 - Abilene - 3 giugno - MO - Top 4 - Livello 0.10
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Figura 4.10: R1 - Abilene - 3 giugno - MO - Top 4 - Livello 0.75
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Figura 4.11: R1 - Abilene - 3 giugno - MO - Top 4 livello 1
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Figura 4.12: R1 - Abilene - 3 giugno - MO - Top 3 livello 0.50
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Figura 4.13: R1 - Abilene - 3 giugno - MO
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Osservando attentamente il grafico si nota un comportamento a prima
vista anomalo: i valori della Mean Occupation non decrescono sempre al-
l’aumentare del livello di budget, ma talvolta aumentano. Ciò non significa
che convenga utilizzare risorse inferiori per avere maggiori prestazioni dai
modelli, ma è semplicemente un limite della formula utilizzata per il calcolo
della MO. La Mean Occupation, infatti, è calcolata come media dell’occu-
pazione degli archi con capacità sufficiente a trasportare il flusso assegnato.
Talvolta all’aumentare del livello di budget, il numero di archi con capa-
cità sufficiente aumenta ma non così velocemente come l’occupazione. Si
consideri, ad esempio, una rete con due archi: sul primo deve transitare un
traffico pari a 101 Mbps, sul secondo una quantità pari a 10 Mbps. Ad un
certo livello di budget le capacità allocate da un modello sono 100 Mbps
per il primo arco e 50 Mbps per il secondo. Il primo arco non ha capacità
sufficiente, e perciò la Mean Occupation è calcolata solo sul secondo arco:
MO = 10/50 = 0.20. Raddoppiando le risorse a disposizione le capacità
allocate dal modello diventano 200 Mbps per il primo arco e 100 Mbps per
il secondo. A questo punto entrambi gli archi hanno capacità sufficienti,
la MO viene pertanto calcolata tenendo in considerazione entrambi gli ar-
chi: MO = (101/200 + 10/100)/2 = 0.3025. Queste situazioni in cui le
performance sembrano peggiorare all’aumentare del livello di budget sono
abbastanza frequenti nel caso della Mean Occupation, e accadono anche,
seppure più raramente, anche per il Mean Excess (si veda, ad esempio, il
grafico in figura 4.5) che è una misura media rapportata al numero di archi
con capacità insufficiente a trasportare il flusso.
4.2.2 Rete Abilene - traffico del 15 agosto
Le matrici di traffico del 15 agosto della rete Abilene sono molto simili
fra loro e il traffico totale risulta molto scarso, se confrontato a quello di
altri giorni.
Empirical Probability
I modelli BDE e BDS sono senza dubbio i migliori dal punto di vista
dell’Empirical Probability. Essi infatti ottengono un punteggio medio molto
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vicino a 1 ad ogni livello di budget, come mostrato dalla matrice dei punteggi
e dal grafico in figura 4.14.
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Figura 4.14: R1 - Abilene - 15 agosto - Punteggi EP
Il grafico in figura 4.15 mostra i valori medi dell’Empirical Probability
dei migliori 4 livelli, cioè BDE, BDS, BMU e BSP. Si nota che già a livel-
lo 2 i modelli quadratici non presentano archi con capacità insufficiente a
trasportare il flusso: l’EP media, infatti, è nulla.
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Figura 4.15: R1 - Abilene - 15 agosto - EP media
Mean Excess
Analogamente a quanto accade per l’Empirical Probability, anche per il
Mean Excess, l’altra misura di performance legata agli archi con capacità
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insufficiente, i modelli migliori sono BDE e BDS. I punteggi medi sono
mostrati in figura 4.16.
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Figura 4.16: R1 - Abilene - 15 agosto - Punteggi ME
Osservando i valori medi di questa performance mostrati in figura 4.17
si segnala che mentre ai livelli di budget alti i modelli ottengono una per-
formance abbastanza simile, con scarsità di risorse l’eccesso medio di BDE
e BDS è notevolmente inferiore a quello degli altri modelli.
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Figura 4.17: R1 - Abilene - 15 agosto - ME media
Mean Occupation
Considerando la Mean Occupation il modello BSA risulta il migliore, ad
eccezione del livello 0.75 per cui è BSP il modello che ottiene il punteggio
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Figura 4.18: R1 - Abilene - 15 agosto - Punteggi MO
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Figura 4.19: R1 - Abilene - 15 agosto - MO.
più alto. I punteggi sono visibili in figura 4.18. Il modello BHM ottiene i
punteggi più bassi e non viene considerato negli altri grafici.
Il grafico dei valori medi della MO è mostrato in figura 4.19 e fornisce
una prima spiegazione dei punteggi del modello BSA a livello 0.75. La Mean
Occupation del Single Average Model, infatti, cresce fino a quel livello e poi
ritorna a diminuire, secondo il comportamento apparentemente anomalo di
questa misura di performance. Dal grafico si può inoltre notare che a partire
dal livello 1 in poi i risultati sono molto simili, mentre con scarse risorse il
modello Single Average ottiene risultati notevolmente migliori.
Per completezza viene riportato il grafico della Mean Occupation per
ogni testing set al livello 0.75 (Figura 4.20). Esso mostra che le differenze
fra i valori di MO dei modelli BSA e BSP sono dell’ordine di 0.10.
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Figura 4.20: R1 - Abilene - 15 agosto - MO livello 0.75.
Il grafico in figura 4.21, invece, mostra nel dettaglio la Mean Occupation
al livello 1: i risultati sono molto simili, solo BMU e BSR ottengono una
performance leggermente peggiore. In conclusione quindi BSA risulta il
metodo da preferire.
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Figura 4.21: R1 - Abilene - 15 agosto - MO livello 1.
4.2.3 Rete GÉANT - traffico del 31 luglio
In questo paragrafo vengono analizzate le performance dei modelli sulla
rete GÉANT basandosi sul traffico del 31 luglio 2005, il giorno in cui le
domande erano di scarsa entità e subivano poche variazioni, trattandosi di
una domenica.
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Empirical Probability
Osservando i punteggi relativi all’Empirical Probability (Figura 4.22) si
può vedere che i metodi BDE e BDS risultano i migliori quando si hanno a
disposizione scarse risorse, cioè per livelli di budget minori o uguali a 0.75,
mentre dal livello 1 in poi il modello migliore risulta BSP.
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Figura 4.22: R1 - GÉANT - domenica 31 luglio - Punteggi EP
I valori media di questa misura di performance, rappresentati nel grafico
in figura 4.23 tuttavia indicano che, in media, il numero di archi con capacità
insufficiente (A−(h) in 3.7) non arriva allo zero neppure quando i modelli
hanno a disposizione 10 volte il budget di riferimento. BHM e BSR non
sono riportati per semplificare il grafico, in quanto i loro punteggi risultano
i peggiori.
Mean Excess
Il sistema dei punteggi indica che i modelli BDE e BDS, che per questa
rete producono risultati leggermente diversi fra loro quando le risorse a
disposizione superano il budget di riferimento. Si nota che essi ottengono il
punteggio più alto fino al livello 4, dove vengono superati di poco da altri
modelli (BSP e BHM in particolare). I valori medi del Mean Excess su di
questo esperimento sono mostrati in figura 4.25.
Per livelli di budget maggiori o uguali a 4 i punteggi di BDE, BDS, BSP
e BHM sono abbastanza simili, pertanto si è resa necessaria un’analisi più
approfondita. Il grafico in figura 4.26 mostra che al livello 4 per tre testing
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Figura 4.23: R1 - GÉANT - domenica 31 luglio - EP
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Figura 4.24: R1 - GÉANT - domenica 31 luglio - Punteggi ME
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Figura 4.25: R1 - GÉANT - domenica 31 luglio - ME.
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set su cinque i valori del Mean Excess ottenuti da BDE, BDS, BSP e BHM
sono prossimi allo zero. Analizzando i valori esatti si scopre che solo BSP
ottiene un ME esattamente pari a 0 che gli permette di ottenere il punteggio
più alto. Negli altri due testing set, invece, BSP riscontra un eccesso medio
molto alto e sempre superiore agli altri tre modelli che invece possono essere
considerati equivalenti. Infatti nel testing set t_4 BHM ottiene un Mean
Excess inferiore mentre nel testing set t_2 i modelli quadratici sono i metodi
migliori. Situazione analoghe si verificano ai livelli di budget 8 e 10 (figure
4.27 e 4.28). In conclusione BDE e BDS possono essere considerati i modelli
migliori dal punto di vista dell’eccesso medio considerando il traffico della
rete GÉANT in un giorno con poche variazioni.
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Figura 4.26: R1 - GÉANT - domenica 31 luglio - ME livello 4.
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Figura 4.27: R1 - GÉANT - domenica 31 luglio - ME livello 8.
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Figura 4.28: R1 - GÉANT - domenica 31 luglio - ME livello 10.
Mean Occupation
Dal punto di vista della Mean Occupation i punteggi (Figura 4.29) in-
dicano chiaramente che il modello BMU è il migliore per i livelli minori o
uguali a 0.75 e BSP per i livelli di budget più alti.
Il grafico della media di questa performance (figura 4.30) mostra come
i valori medi ottenuti dai due modelli migliori siano nettamente inferiori a
quelli ottenuti dagli altri metodi.
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Figura 4.29: R1 - GÉANT - domenica 31 luglio - Punteggi MO
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Figura 4.30: R1 - GÉANT - domenica 31 luglio - MO
4.2.4 Rete GÉANT - traffico dell’11 agosto
Vengono ora analizzate le performance dei modelli sul traffico della rete
GÉANT nel giorno che presenta le maggiori variazioni.
Empirical Probability
Per quanto concerne l’Empirical Probability, la situazione dei punteg-
gi (Figura 4.31) è sufficientemente netta: i modelli BDE e BDS risultano
i migliori per i livelli di budget compresi fra 0.10 e 0.75 mentre BSP è il
modello migliore quando le risorse a disposizione sono maggiori o uguali al
budget di riferimento. In particolare al livello 0.75 BDE risulta leggermen-
te migliore dell’altro modello quadratico, infatti nel testing set t_5 BDE
ottiene un’Empirical Probability uguale a 0.878472 mentre la performance
di BDS raggiunge solo il valore 0.885417.
In termini di valori di performance, rappresentati in figura 4.32, i mo-
delli non si comportano molto bene in quanto l’Empirical Probability non
raggiunge lo zero nemmeno ad alti livelli di budget: il valore medio migliore
di BSP, a livello 10, è dell’ordine di 1e− 3.
Mean Excess
I modelli BDE e BDS risultano i migliori dal punto di vista dell’eccesso
medio fino al livello 2. Essi ottengono un punteggio quasi identico, che si
differenzia solo a livello 1.5 e per livelli di budget maggiori di 2. Al livello
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Figura 4.31: R1 - GÉANT - 11 agosto - Punteggi EP
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Figura 4.32: R1 - GÉANT - 11 agosto - EP
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4 è BHM il modello con il punteggio più alto mentre ai livelli 8 e 10 è BSP
a risultare il migliore. I grafici di dettaglio relativi al Mean Excess ai livelli
4, 8 e 10 (Figure 4.34, 4.35 e 4.36) spiegano che gli alti punteggi di BHM
e BSP sono ottenuti grazie ai testing set dove il Mean Excess di questi
modelli è pari a zero. Tuttavia in t_2 l’eccesso medio riportato da questi
livelli è molto elevato. I metodi quadratici, invece, non ottengono quasi mai
un eccesso medio nullo, ma i loro valori di ME sono molto bassi, pertanto
possiamo ritenerli i metodi migliori per questa misura di performance.
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Figura 4.33: R1 - GÉANT - 11 agosto - Punteggi ME
Anche osservando i valori medi del Mean Excess nel grafico in figura 4.37
si nota che mentre ai livelli bassi BDE e BDS ottengono un Mean Excess
notevolmente inferiore degli altri modelli, con alta disponibilità di risorse,
cioè quando sono BHM e BSP ad ottenere i punteggi più alti, le differenze
fra i modelli sono esigue. I valori di BSP per livelli di budget minori di 0.75
non sono stati rappresentati nel grafico perché troppo elevati. Riportare
tali valori nel grafico avrebbe impedito di apprezzare le differenze fra di
performance degli altri modelli
Mean Occupation
I punteggi ottenuti sulla Mean Occupation, che sono mostrati in figura
4.38, indicano che il modello BMU è il migliore per livelli di budget inferiori
a 0.75, mentre BSP risulta il migliore quando le risorse a disposizione sono
maggiori o uguali al budget di riferimento.
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Figura 4.34: R1 - GÉANT - 11 agosto - ME Livello 4
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Figura 4.35: R1 - GÉANT - 11 agosto - ME Livello 8
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Figura 4.36: R1 - GÉANT - 11 agosto - ME Livello 10
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Figura 4.37: R1 - GÉANT - 11 agosto - ME
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Figura 4.38: R1 - GÉANT - 11 agosto - Punteggi MO
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Figura 4.39: R1 - GÉANT - 11 agosto - MO
Il grafico in figura 4.39 mostra i valori medi della Mean Occupation sulla
rete GÉANT. Anche in questo caso la Mean Occupation cresce fino al livello
1 e poi decresce. Al livello 0.75 la differenza di punteggio fra BMU e BSP
non è molto elevata. Il grafico di dettaglio in figura 4.40 però conferma
che il Multiple Model è migliore: per 3 testing set su 5 ottiene una Mean
Occupation notevolmente più bassa, mentre negli altri due Il Single Peaks
ottiene performance solo migliori di poco.
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4.2.5 Rete Germany50
Si mostrano ora le analisi delle performance dei modelli sulla rete Ger-
many50 con il rolling di tipo R1. Purtroppo, come motivato nel paragrafo
3.4, non è stato possibile calcolare le performance di BDE e BDS per la
dimensione di tali modelli e quindi vengono presentate solo le prestazioni
dei modelli lineari.
Empirical Probability
I punteggi calcolati in relazione all’Empirical Probability mostrati in
figura 4.41 indicano inequivocabilmente che BSP è il modello migliore fra
quelli analizzati. Solo al livello di budget 0.10 per alcuni testing set il
modello BHM ottiene una performance migliore. Il grafico con i valori medi
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Figura 4.41: R1 - Germany50 - Punteggi EP
dell’Empirical Probability (Figura 4.42) confermano BSP come modello
migliore, per quanto la sua EP media non raggiunga lo zero nemmeno ad
alte risorse.
Mean Excess
I punteggi calcolati in base al Mean Excess sono mostrati in figura 4.43.
Purtroppo, ad alcuni livelli di budget i punteggi non sono sufficientemente
alti da determinare in maniera netta quale metodo risulti il migliore e quindi
si sono rese necessarie delle analisi più approfondite. Dai punteggi si evince
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Figura 4.42: R1 - Germany50 - EP
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Figura 4.43: R1 - Germany50 - Punteggi ME
che BHM è il metodo migliore ai livelli di budget 0.10 e 0.25 e per livelli
maggiori o uguali a 4. Le medie dei valori assunti da questa misura di
performance sono mostrate nel grafico in figura 4.44.
Osservando il grafico di dettaglio del livello 0.50 (Figura 4.45) si può
vedere che l’Hose Model, pur non ottenendo il punteggio migliore, si com-
porta molto bene e quindi si può considerare il metodo da preferirsi anche al
quel livello, considerando che BSR subisce delle variazioni, seppure piccole
in questo caso, legate al numero casuale e quindi della matrice di traffico
utilizzata. Nei grafici di dettaglio, infatti, sono evidenziate tali variazio-
ni tramite le barrette verticali. Le variazioni in questo contesto non sono
molto elevate, ma bisogna considerare che i sample set sono formati, per
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Figura 4.44: R1 - Germany50 - ME
questa rete, solo da 7 matrici di traffico, dato che la granularità dei dati a
disposizione era giornaliera. Al livello 0.75 BSA, BSR e BMU ottengono
lo stesso punteggio ma è BSR da ritenersi il migliore. Ciò è mostrato dal
grafico di dettaglio mostrato in figura 4.46. Le variazioni della performance
di BSR sono molto ridotte; se fossero più elevate, come è possibile quando
i sample set contengono un maggior numero di matrici di traffico, la scelta
sarebbe caduta su BMU. Il Multiple Model ottiene, infatti, il punteggio più
alto fra i livelli di budget 1 e 2.
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Figura 4.45: R1 - Germany50 - ME Livello 0.50
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Figura 4.46: R1 - Germany50 - ME Livello 0.75
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Figura 4.47: R1 - Germany50 - Punteggi MO
Mean Occupation
La Mean Occupation indica che il metodo migliore per la rete Germa-
ny50 con il rolling R1 è BSP, almeno quando si hanno a disposizione risorse
maggiori o uguali al 25% del budget di riferimento, come indicato dai pun-
teggi mostrati in figura 4.47. Al livello 0.10 i punteggi sono abbastanza
vicini fra loro; il grafico della performance su ogni testing set (Figura 4.48)
mostra che il modello con la Mean Occupation più bassa è BSR, mentre
BMU, BSA e BSP si equivalgono. Si ricorda tuttavia che quando il bud-
get a disposizione è molto scarso la misura sull’occupazione media può non
essere molto significativa in quanto calcolata sui pochi archi con capacità
sufficiente a trasportare il flusso assegnato.
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Figura 4.48: R1 - Germany50 - MO livello 0.10
Il grafico generale con la Mean Occupation media mostra infatti che
l’occupazione media di tutti i modelli, escluso BHM, aumenta fino al livello
0.75, e poi inizia a scendere. L’andamento apparentemente anomalo di
BHM, il cui valore di MO cala drasticamente al livello 0.75 è spiegato da
due testing set con un valore di performance molto sotto la media, il t_2 e
il t_3 (Figura 4.49). Questi valori indicherebbero una buona prestazione,
tuttavia il Mean Excess molto alto (Figura 4.46) suggerisce che in questi due
testing set il modello Hose non riesca ad determinare una buona allocazione
delle capacità e quindi una MO particolarmente bassa è legata all’elevato
numero di archi con capacità insufficiente a trasportare il flusso.
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Figura 4.49: R1 - Germany50 - MO livello 0.75
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Figura 4.50: R1 - Germany50 - MO media
4.2.6 Rete Nobel-Germany
Empirical Probability
Analizzando l’Empirical Probability i modelli BDE e BDS ottengono il
punteggio più alto fino al livello 0.50 mentre con risorse maggiori del 75%
del budget di riferimento BSP risulta praticamente sempre il modello con
la performance migliore. La matrice e il grafico coi punteggi sono mostrati
in figura 4.51.
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Figura 4.51: R1 - Nobel-Germany - Punteggi EP
Al livello 0.75 i punteggi dei modelli quadratici e quello di BSP sono
molto simili ma un’analisi più approfondita permette di scegliere il mo-
dello Single Peaks come metodo migliore. Infatti il grafico in figura 4.52,
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che presenta i dati dettagliati dell’Empirical Probability ordinati per valori
crescenti ottenuti da BSP, mostra che i modelli hanno comportamenti ab-
bastanza simili nei testing set t_1, t_4, t_5 mentre in t_2 e t_3 BSP
ottiene performance notevolmente migliori.
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Figura 4.52: R1 - Nobel-Germany - EP Livello 0.75
Osservando i valori medi dell’Empirical Probability nel grafico in figu-
ra 4.53 si può notare che anche per il modello migliore i valori rimangono
abbastanza alti: la misura non si azzera anzi rimane al di sopra di 1e − 3
anche quando sono a disposizione dei modelli risorse pari a dieci volte il
budget di riferimento.
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Figura 4.53: R1 - Nobel-Germany - EP
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Mean Excess
I punteggi ottenuti dai modelli in base al Mean Excess (Figura 4.54)
indicano i modelli quadratici come modelli migliori, e in particolare BDE
per livelli di budget maggiori di 2. Da notare, però, che in due testing set,
sui cinque che formano il rolling, BHM ottiene un eccesso medio minore o
uguale a BDE e BDS. Questi testing set sono t_4 e t_5, come mostrato
dal grafico in figura 4.55.
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Figura 4.54: R1 - Nobel-Germany - Punteggi ME
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Figura 4.55: R1 - Nobel-Germany - ME, modelli BDE, BDS e BHM a
confronto.
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Il grafico con i valori medi (Figura 4.56) mostra che i modelli quadratici
e l’Hose Model sono gli unici competitivi rispetto al Mean Excess, mentre
gli altri modelli ottengono una performance sempre peggiore.
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Figura 4.56: R1 - Nobel-Germany - ME
Mean Occupation
Dal punto di vista dell’occupazione media il modello BSP risulta evi-
dentemente il migliore per livelli di budget maggiori o uguali a 0.75. Invece
quando le risorse a disposizione sono inferiori i punteggi non sono altrettan-
to netti. Al livello 0.10, BSA è il modello migliore, con un punteggio solo di
poco superiore a quello di BMU, che invece risulta il migliore fra i livelli di
budget 0.25 e 0.50. I modelli quadratici risultano essere i peggiori per que-
sta misura di performance, mentre BSR ottiene un punteggio discreto solo
al livello 0.10. I punteggi sono riportati nel grafico in figura 4.57, mentre
la media dei valori di questa misura di performance è visibile nel grafico in
figura 4.58.
Al livello 0.10 il punteggio più alto è ottenuto da BSA, ma il grafico di
dettaglio (Figura 4.59) mostra che anche i modelli BMU e BSR ottengono
risultati paragonabili a quello del Single Average model.
Al livello 0.25, come mostrato in figura 4.60, BMU risulta il modello
migliore in quattro testing set su cinque. Occorre tuttavia tenere in consi-
derazione che un valore di MO pari a 0 significa che non vi sono archi con
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Figura 4.57: R1 - Nobel-Germany - Punteggi MO
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Figura 4.58: R1 - Nobel-Germany - MO
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Figura 4.59: R1 - Nobel-Germany - MO Livello 0.10
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capacità sufficiente a trasportare il flusso, in quanto la Mean Occupation
viene posta a 0 per gli archi appartenenti all’insieme A−.
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Figura 4.60: R1 - Nobel-Germany - MO Livello 0.25
Al livello 0.50 (Figura 4.61) BMU e BSP ottengono risultati simili e
in generale migliori degli altri modelli, eccetto BHM che risulta molto
altalenante.
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
t_2 t_3 t_5 t_4 t_1
BDE BDS
BHM BMU
BSA BSP
Figura 4.61: R1 - Nobel-Germany - MO Livello 0.50
In conclusione si può stabilire che il modello BMU risulta il migliore
quando le risorse a disposizione sono molto scarse, cioè ai livelli di budget
0.10 e 0.25, mentre dal livello 0.50 il metodo più performante risulta BSP.
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4.3 Analisi di R2
Il rolling R2 utilizza matrici di un orizzonte temporale di 4 settimane.
Ogni giorno della settimana viene utilizzato per determinare le capacità su
cui viene poi testato il traffico dello stesso giorno della settimana successiva,
ottenendo perciò 21 coppie formate da un sample e un testing set.
4.3.1 Rete Abilene
Empirical Probability
La figura 4.62 mostra i punteggi ottenuti dai modelli analizzando l’Em-
pirical Probability della rete Abilene per il rolling R2. I modelli quadratici
ottengono punteggi alti ad ogni livello, anche se talvolta essi non ottengono
il punteggio migliore. Il grafico in figura 4.63 mostra, l’andamento medio di
questa misura di performance.
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Figura 4.62: R2 - Abilene - Punteggi EP
Ai livelli 0.75 e 1 è BSA ad ottenere il punteggio più alto, tuttavia i
grafici di dettaglio riportati nelle figure 4.64 e 4.65 mostrano che solo in
pochi testing set il Single Average Model ottiene un’Empirical Probability
minore di BDE e BDS, e in tali casi la differenza è esigua. Analogamente,
al livello 1.5 è BSP ad ottenere il punteggio più alto, mentre, con risorse
maggiori o uguali al 200% del budget di riferimento, è BHM a risultare il
migliore, anche se i grafici di dettaglio mostrano che i modelli BDE e BDS
ottengano dei buonissimi risultati.
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Figura 4.63: R2 - Abilene - EP
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4.3 Analisi di R2 89
0
0.05
0.1
0.15
0.2
BDE
BDS
BSP
Figura 4.66: R2 - Abilene - EP Livello 1.5
0
0.02
0.04
0.06
0.08
0.1
0.12
BDE
BDS
BHM
Figura 4.67: R2 - Abilene - EP Livello 2
90 Capitolo 4. Analisi dell’output
Mean Excess
In base a questa misura di performance i modelli quadratici risultano
i migliori, ottenendo praticamente sempre un Mean Excess più basso degli
altri modelli. I punteggi che permettono di giungere a queste conclusioni
sono mostrati in figura 4.68. Il grafico in figura 4.69 mostra i valori medi
del Mean Excess dei modelli su questi insiemi di matrici di traffico.
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Figura 4.68: R2 - Abilene - Punteggi ME
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Figura 4.69: R2 - Abilene - ME
Mean Occupation
I punteggi calcolati sui valori della Mean Occupation (Figura 4.70) in-
dicano che il metodo BSA è il migliore per questa performance quando le
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risorse a disposizione sono maggiori o uguali al budget di riferimento. A
livelli di budget inferiori, invece, la situazione non è così netta: ai livelli
0.10, 0.50 e 0.75 è il modello BSR a ottenere il punteggio più alto, mentre
al livello 0.25 è il metodo BMU a risultare il migliore. In figura 4.71 sono
mostrati i valori medi di questa misura di performance.
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Figura 4.70: R2 - Abilene - Punteggi MO
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Figura 4.71: R2 - Abilene - MO
Il grafico di dettaglio del livello 0.25 riportato in figura 4.72 mostra che
le differenze fra i valori di Mean Occupation del Multiple model e quelli di
BSA e BSR sono rilevanti, mentre BSP è competitivo con BMU. A livello
0.50, invece, le differenze fra BSR, il modello migliore, e gli altri 3 model-
li con i punteggi più alti sono trascurabili, come mostrato in figura 4.73.
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Al livello 0.75 il modello Single Random ottiene un punteggio leggermente
più alto rispetto al Single Average Model, tuttavia il grafico in figura 4.74
mostra come le performance dei due modelli siano molto simili e conside-
rate le variazioni della Mean Occupation di BSR legate al numero casuale
utilizzato per determinare la matrice di riferimento, indicate dalle barrette
verticali tratteggiate, si ritiene che anche a questo livello BSA possa essere
considerato il modello migliore.
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Figura 4.72: R2 - Abilene - MO Livello 0.25
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Figura 4.73: R2 - Abilene - MO Livello 0.50
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Figura 4.74: R2 - Abilene - MO Livello 0.75
4.3.2 Rete GÉANT
Empirical Probability
L’analisi dei punteggi calcolati relativamente all’Empirical Probability
mostra che i modelli quadratici sono i metodi migliori per quasi tutti i
testing set ai livelli di budget minori o uguali di 0.50, mentre BSP risulta il
metodo migliore quando vengono concesse maggiori risorse. Fra i livelli 1 e
1.5 BMU ottiene punteggi equivalenti al Single Peaks Model, ma in generale
la situazione è molto netta, come è visibile dal grafico in figura 4.75. I valori
medi dell’Empirical Probability ottenuti dai modelli sulla rete GÉANT con
il rolling R2 sono mostrati in figura 4.76.
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Figura 4.75: R2 - GÉANT - Punteggi EP
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Figura 4.76: R2 - GÉANT - EP
Mean Excess
Il grafico con i punteggi relativi al Mean Excess in figura 4.77 mostra
che BDE e BDS ottengono il punteggio più alto a tutti i livelli di budget
minori di 8. Solo quando le risorse a disposizione sono molto elevate BSP
ottiene il punteggio più alto.
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Figura 4.77: R2 - GÉANT - Punteggi ME
I valori medi del Mean Excess sono riportati nel grafico in figura 4.78. Si
può notare che, a livello 2, il modello BHM ottiene il valore medio per questa
performance più basso nonostante i punteggi indichino che i metodi migliori
siano BDE e BDS. Al livello 2, infatti, il modello di Hose ha una performance
molto altalenante, che causa il valore medio di performance più basso di
4.3 Analisi di R2 95
tutti. Ciò è visibile nel grafico di dettaglio mostrato in figura 4.79, che
riporta il Mean Excess al livello 2 dei migliori tre modelli ordinati per valori
crescenti della performance di BDE. È stata utilizzata la scala logaritmica
per poter apprezzare meglio le differenze fra i 3 modelli, il cui eccesso medio
varia da valori dell’ordine di 1e − 9 a circa 1e + 3. Analogamente viene
mostrato in figura 4.80 il dettaglio al livello 8: le differenze fra i valori
dei metodi quadratici e quelle di BSP non possono essere trascurate: con
risorse pari a 8 volte il budget di riferimento o maggiori il Single Peaks
Model ottiene un Mean Excess decisamente migliore di BDE e BDS.
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Figura 4.80: R2 - GÉANT - ME Livello 8
Mean Occupation
In base alla Mean Occupation, i modelli migliori sono BMU per livelli
di budget minori o uguali a 0.50 e BSP per gli altri livelli di budget. I
punteggi, mostrati in figura 4.81, sono decisamente netti e spesso anche in
media sono pari a 1. Il grafico in figura 4.82 mostra i valori medi di questa
misura di performance.
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Figura 4.82: R2 - GÉANT - MO
4.4 Analisi di R3
R3 è un rolling settimanale su un orizzonte temporale di un mese. Per
quanto riguarda le reti Abilene e Rete GÉANT sono stati costruiti, oltre ai
sample set e i testing set con le matrici originali, anche degli insiemi con
le matrici aggregate sulle 24 ore, identificati dal termine Aggregated, per
verificare la differenza fra le prestazioni dei modelli.
Nel caso delle reti Germany50 e Nobel-Germany la granularità dei dati
a disposizione sull’orizzonte di un mese è giornaliera, quindi i sample e i
testing set contengono 7 matrici.
A causa dell’esiguo numero di testing set, per analizzare le performance
in questo rolling non è stato utilizzato il sistema dei punteggi, ma è stata
effettuata un’analisi diretta sui grafici delle performance.
4.4.1 Rete Abilene
Empirical Probability
I tre grafici relativi all’Empirical Probability sono riportati in figura 4.83.
Si può vedere che non esiste un unico modello che risulti il migliore per
tutti i testing set. Al livello di budget 0.10 i modelli migliori sono BDE e
BDS. Invece quando le risorse a disposizione variano fra il 25% e il 75% del
budget di riferimento è il modello BSA ad ottenere l’Empirical Probability
più bassa. Al livello 1 sono nuovamente i modelli quadratici a risultare i
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migliori ma nel secondo testing set anche BSP si comporta molto bene a
quel livello. Per risorse maggiori del budget di riferimento il modello migliore
varia fra i i diversi testing set: in t_1 BDE, BDS, BSA e BMU ottengono
l’Empirical Probability uguale a zero già al livello 1.5; nel secondo testing
set BSP è quello la cui EP si abbassa più velocemente, risultando il metodo
migliore a livello 1.5 e ottenendo un’Empirical Probability nulla a livello 2,
assieme ai modelli quadratici e a BHM; nel terzo testing set BSP risulta
il modello migliore ai livelli 1.5 e 2 ma in realtà è BSA il primo metodo
ad ottenere una Empirical Probability nulla, ma solamente al livello 4. In
questo caso i modelli quadratici ottengono una EP pari a zero solamente al
livello 10. Quando le risorse superano il budget di riferimento BSR risulta
il modello peggiore.
Mean Excess
Per quanto riguarda il Mean Excess sulla rete Abilene con il rolling di
tipo R3, rappresentato nel grafico in figura 4.84, BDE e BDS risultano i me-
todi migliori. I modelli quadratici, infatti, ottengono praticamente sempre
un Mean Excess più basso delle altre approssimazioni: solo al livello di bud-
get 0.10 del testing set t_2 BSA e BSR ottengono una performance legger-
mente migliore, tuttavia tali modelli sono proprio quelli che si comportano
peggio ad altri livelli.
Mean Occupation
Nel grafico riportato in figura 4.85 si può visualizzare la Mean Occupa-
tion ottenuta dai modelli sulla rete Abilene con il rolling R3. Per livelli di
budget maggiori o uguali a 0.50 BSA risulta il metodo migliore, ma anche
BSR in media si comporta molto bene, risultando molto simile al modello
Single Average in due testing set su tre, seppure subisca variazioni signi-
ficative a causa del parametro random. Con scarse risorse a disposizione,
invece, la situazione è più complessa. Al livello 0.10 BHM risulta il modello
migliore in due casi e il peggiore nel testing set t_1 dove, invece, è BSP ad
ottenere una Mean Occupation più bassa. Quando le risorse a disposizione
corrispondono al 25% del budget di riferimento sono i modelli BSP e BMU
a riportare una performance migliore.
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Figura 4.83: R3 - Abilene - EP
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Figura 4.84: R3 - Abilene - ME
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Figura 4.85: R3 - Abilene - MO
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4.4.2 Rete Aggregated Abilene
In questo paragrafo si analizzano le performance dei modelli sulla rete
Abilene con i testing set composti dalle matrici di traffico aggregate sulle
24 ore.
Empirical Probability
L’Empirical Probability mostrata nei grafici in figura 4.86 indica che i
modelli migliori in base a questa performance sono BDE e BDS. I modelli
quadratici, infatti, sono nettamente i migliori per livelli di budget minori o
uguali di 0.75 e maggiori o uguali a 2, mentre per i livelli centrali la situazio-
ne non è così chiara. Mentre nel testing set t_1 BDE e BDS sono sempre i
migliori, nel secondo testing set, fra i livelli 1 e 1.5, tutti i modelli si compor-
tano in modo molto simile, a parte BHM, e i metodo migliori risultano BSA
e BSP. Nel testing set t_3 BSA ottiene una Empirical Probability più bassa
al livello 1. Tuttavia, data la scarsa differenza dei valori della EP ottenuta
da BSA e BSP e quella dei modelli quadratici si può semplificare l’analisi
considerando BDE e BDS come modelli migliori per questa performance.
Mean Excess
I risultati in merito al Mean Excess dei modelli su queste coppie di
sample e testing set sono abbastanza complicati. Si può vedere nei grafici
riportati in figura 4.87 che, mentre in t_1 BDE e BDS sono sempre i modelli
migliori, nel secondo testing set i modelli quadratici ottengono un Mean
Excess più basso degli altri modelli approssimati solo per livelli di budget
maggiori o uguali a 1 e in t_3 solo per risorse inferiori al 75% del budget
di riferimento o maggiori del 150%. Nel secondo testing set BHM risulta il
modello migliore ai livelli 0.10 e 0.25, mentre ai livelli 0.50 e 0.75 è BMU
ad ottenere un Mean Excess più basso. Nell’ultimo testing set è BMU il
modello più performante fra i livelli di budget 0.75 e 1.5; a quest’ultimo
livello tutti i modelli si equivalgono ottenendo un eccesso medio pari a zero.
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Figura 4.86: R3 - Aggregated Abilene - EP
104 Capitolo 4. Analisi dell’output
0
10000
20000
30000
40000
50000
60000
0.1 0.25 0.5 0.75 1 1.5 2 4 8 10
BDE
BDS
BHM
BMU
BSA
BSP
BSR
0
10000
20000
30000
40000
50000
60000
70000
80000
90000
0.1 0.25 0.5 0.75 1 1.5 2 4 8 10
BDE
BDS
BHM
BMU
BSA
BSP
BSR
0
10000
20000
30000
40000
50000
60000
0.1 0.25 0.5 0.75 1 1.5 2 4 8 10
BDE
BDS
BHM
BMU
BSA
BSP
BSR
Figura 4.87: R3 - Aggregated Abilene - ME
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Mean Occupation
Dal punto di vista della Mean Occupation, i cui grafici sono mostrati
in figura 4.88, si può vedere come praticamente tutti i metodi con vinco-
li lineari si comportino in modo simile, ad eccezione di BHM. I modelli
con quadratici risultano i peggiori, con una notevole differenza a livelli di
budget minori o uguali a 0.75. Il metodo BSR risulta spesso il migliore, tut-
tavia presenta variazioni significative sia in positivo che in negativo legate
al numero casuale scelto per determinare la matrice di traffico da utilizzare,
evidenziate dalle barrette verticali. Quando le risorse a disposizione equi-
valgono o superano il budget di riferimento il modello BSA ottiene la Mean
Occupation più bassa rispetto a tutti gli altri modelli. Per livelli di budget
inferiori a 1, invece, la situazione cambia da testing set a testing set, per
quanto BSA, BMU, BSP e BSR ottengano risultati abbastanza simili. Nel
testing set t_1 e in t_3, escluso BSR non viene tenuto in considerazione
data l’alta variabilità, è il Single Peaks Model a risultare il modello migliore,
per quanto BSA ottenga risultati peggiori solo di circa 0.10. Nel secondo
testing set però BSP ottiene valori di performance molto alti a livello 0.50,
mentre BSA e BMU mantengono una occupazione media molto bassa. In
generale quindi BSA, BMU e BSP sostanzialmente si equivalgono ma si ri-
tiene da preferire il metodo Single Average in quanto risulta il migliore per
livelli di budget maggiori o uguali a 1, e ottiene buonissime performance
anche ai livelli inferiori seppure non risulti sempre il modello migliore.
4.4.3 Rete GÉANT
Empirical Probability
L’analisi dell’Empirical Probability indica che i modelli BDE e BDS so-
no sempre i migliori quando le risorse sono minori o uguali al budget di
riferimento, fatta eccezione per il livello 0.50 in cui è BSP ad ottenere sem-
pre una performance migliore. Con maggiori risorse a disposizione, invece,
la situazione varia fra i tre testing set: in t_1 i modelli quadratici sono i
migliori anche a livelli maggiori o uguali a 4, ma è BMU che dal livello 1.5
ottiene la performance migliore di tutti, eguagliando BDE e BDS quando
le risorse a disposizione superano il 200% del budget di riferimento. Nel
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Figura 4.88: R3 - Aggregated Abilene - MO
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secondo testing set, fra i livelli 1.5 e 2 i modelli quadratici ottengono le
performance migliori assieme al metodo BHM, che però è l’unico a raggiun-
gere una EP pari a zero a livello 4, mentre fra gli altri modelli solo BSP
ottiene una Empirical Probability nulla e solamente a partire dal livello 8.
Nell’ultimo testing set, infine, per livelli di budget maggiori o uguali a 1.5
è BSP ad ottenere performance notevolmente migliori degli altri modelli
approssimati.
Mean Excess
I grafici relativi al Mean Excess,che sono riportati in figura 4.90, mostra-
no quanto l’eccesso medio vari con l’aumentare delle risorse a disposizione:
si passa da quantità dell’ordine di 1000 Mbps nel caso peggiore, a quantità
nulle quando i livelli di budget sono molto alti. Ne consegue che risulta
difficile dal grafico apprezzare le differenze fra i modelli quando le risorse
a disposizione sono elevate. Tuttavia sono sostanzialmente 3 i modelli da
tenere in considerazione per questa misura di performance: BDE, BDS e
BSP. In generale i modelli quadratici sono sempre i metodi migliori per li-
velli di budget minori o uguali a 4, con l’Hose model che ottiene un eccesso
medio più basso a livello di budget 0.75 del primo testing set e a livelli mag-
giori del testing set t_2. Quando le risorse sono pari a 8 volte il budget di
riferimento, o maggiori, il modello migliore è BSP. Il metodo BSR in questo
esperimento è soggetto ad una variabilità molto elevata. Nel primo grafi-
co, non è stato possibile rappresentarne i valori peggiori, cioè gli estremi
delle barrette, perché avrebbero richiesto una scala diversa, impedendo di
apprezzare le differenze di performance degli altri modelli.
Mean Occupation
L’analisi della Mean Occupation dei modelli sulla rete GÉANT con il
rolling R3 (Figura 4.91) mostrano con evidenza che ai livelli di budget minori
o uguali a 0.50 il metodo con il valore di performance più basso è BMU,
mentre quando le risorse a disposizione sono maggiori il modello migliore
risulta BSP. Si nota inoltre che per livelli alti le performance di tutti gli
altri modelli sono molto simili, mentre i valori della MO del Single Peaks
model rimangono nettamente più bassi.
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Figura 4.89: R3 - GÉANT - EP
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Figura 4.90: R3 - GÉANT - ME
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Figura 4.91: R3 - GÉANT - MO
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4.4.4 Rete Aggregated GÉANT
Empirical Probability
I grafici relativi all’Empirical Probability sulle matrici di traffico della
rete GÉANT aggregate giornalmente, mostrati in figura 4.92, indicano che i
modelli quadratici si comportano meglio degli altri modelli quando le risorse
a disposizione non superano il 75% del budget di riferimento. Al livello di
budget 1 il metodo che ottiene una Empirical Probability più bassa è BSA,
mentre per risorse maggiori BSP è complessivamente il modello migliore. Il
Single Peaks model, infatti, ottiene quasi sempre un’Emprical Probability
più bassa rispetto agli altri modelli approssimati: solo nel testing set t_1
viene superato da BMU, metodo che però ottiene i risultati pessimi negli
altri testing set.
Mean Excess
Osservando il Mean Excess (Figura 4.93) si nota che il comportamento
dei modelli migliori varia molto da un testing set all’altro. Comunque per
livelli di budget maggiori o uguali a 4 BSP risulta il metodo migliore in ogni
testing set. Bisogna però tenere in considerazione che a partire dal livello
4 il Mean Excess è molto piccolo e le differenze fra le performance dei vari
modelli sono trascurabili. In t_1 BHM ottiene l’eccesso medio più basso per
livelli di budget minori o uguali a 1, mentre BDE e BDS risultano i migliori
con risorse a disposizione maggiori del budget di riferimento, fino al livello
4. Nel secondo testing set la situazione è opposta: i metodi quadratici sono
i migliori per livelli minori o uguali di 1 mentre l’Hose Model è il migliore
a livelli più alti. Nell’ultimo testing set BDE e BDS risultano i metodo
migliori per tutti i livelli di budget minori o uguali a 2.
Mean Occupation
Per quanto riguarda la Mean Occupation i modelli lineari tendono a
comportarsi in modo abbastanza simile, come si può vedere dai grafici mo-
strati in figura 4.94, ad eccezione di BHM che risulta il peggiore in t_1 e
t_3 e presenta, nel secondo testing set un comportamento anomalo che però
gli concede di ottenere la Mean Occupation più bassa a livello 0.75. BSR
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Figura 4.92: R3 - Aggregated GÉANT - EP
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Figura 4.93: R3 - Aggregated GÉANT - ME
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compare fra i modelli migliori, tuttavia è soggetto ad elevata variabilità le-
gata al numero casuale utilizzato. BSA risulta il metodo migliore quando
le risorse a disposizione sono maggiori o uguali del budget di riferimento.
Quando le risorse sono inferiori BSP e BMU si alternano in qualità di mo-
dello migliore, tuttavia BSA rimane quello che subisce minori variazioni fra
i tre testing set, e quindi viene ritenuto il modello da preferirsi.
4.4.5 Rete Germany50
In questa sezione viene mostrata l’analisi delle performance dei modelli
sulle matrici di traffico della rete Germany50 secondo il rolling R3. I grafici
presentano solo 5 modelli, in quanto, come già spiegato nel paragrafo 3.4,
non si è riusciti a risolvere i modelli quadratici.
Empirical Probability
I grafici relativi ai tre testing set del rolling R3 in figura 4.95 mostrano
che non vi è un modello che risulti sempre il migliore a tutti i livelli di
budget o per tutti i testing set. Per i livelli minori di 0.75 è BHM il modello
a ottenere una Empirical Probability più bassa. Fra i livelli 0.75 e 1 BSA e
BSP risultano i modelli migliori, mentre a livelli più alti i modelli migliori
sono principalmente BMU e BSP, con BHM che nel primo testing set risulta
il più performante ai livelli 1.5 e 2.
Mean Excess
Per quanto riguarda il Mean Excess (Figura 4.96) il modello BHM risulta
quello migliore solo per i livelli di budget minori o uguali a 0.50. Nel primo
testing set BSA ottiene l’eccesso medio più basso al livello 0.75 mentre BMU
risulta il metodo migliore quando le risorse a disposizione eguagliano o su-
perano il budget di riferimento. Nei testing set t_2 e t_3 BSA è il modello
migliore per livelli di budget maggiori o uguali a 0.75. Nel primo testing
set BSR risulta il modello peggiore, inoltre con il valore random più sfor-
tunato il Mean Excess di BSR veramente pessimo, come evidenziato dalle
lunghe barrette verticali tratteggiate. Negli altri due testing set, invece, la
variazione legata al numero casuale non è molto elevata.
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Figura 4.94: R3 - Aggregated GÉANT - MO
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Figura 4.95: R3 - Germany50 - EP
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Figura 4.96: R3 - Germany50 - ME
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Mean Occupation
I grafici della Mean Occupation, mostrati in figura 4.97 sono caratteriz-
zati da un andamento anomalo della performance del modello BHM: la sua
MO è la più bassa al livello 0.75, poi aumenta verso il livello 1 per poi decre-
scere quando il livello di budget aumenta ancora. Tale modello, comunque,
risulta il migliore per tutti i testing set per livelli di budget maggiori o uguali
a 0.75, e per il secondo e il terzo testing set anche ai livelli inferiori. In t_1,
invece, ai livelli inferiori di 0.75 BHM presenta la Mean Occupation più alta,
circa 0.8, mentre gli altri modelli ottengono una occupazione media molto
più bassa, e BSA risulta essere il modello migliore.
4.4.6 Rete Nobel-Germany
Empirical Probability
I grafici in figura 4.98 mostrano l’Empirical Probability ottenuta dai
modelli sul traffico della rete Nobel-Germany, con la suddivisione dei dati
storici in sample e testing set in base alla regole del rolling R3. Dall’analisi
si evince che per livelli di budget minori o uguali a 0.75 i modelli quadra-
tici si comportano meglio di tutti gli altri, mentre con maggiori risorse a
disposizione il modello migliore varia fra testing set diversi. Nel testing set
t_1 BSP è il modello che ottiene una Empirical Probability pù bassa. Nel
secondo testing set BSA risulta il migliore a livello 1, BHM a livello 1.5
mentre per livelli maggiori o uguali di 4 solo BHM non ottiene l’Empirical
Probability nulla. Infine nell’ultima coppia formata da sample e testing set
(identificata dall’etichetta t_3 ) BSP è il modello migliore quando viene con-
cesso l’intero budget di riferimento, mentre per livelli di budget maggiori di
1 è il modello BMU ad ottenere l’Empirical Probability più bassa. Comun-
que a partire da livello 4 tutti i metodi, esclusi BHM e BSR si equivalgono
con un’Empirical Probability pari a zero.
Mean Excess
I grafici in figura 4.99 mostrano il Mean Excess dei modelli sulla rete
Nobel-Germany per il rolling R3. Si può notare che a livelli minori di 1
i modelli quadratici ottengono un eccesso medio notevolmente inferiore a
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Figura 4.97: R3 - Germany50 - MO
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Figura 4.98: R3 - Nobel-Germany - EP
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quello degli altri modelli. Dal livello 1 in poi invece le performance di tutti
i modelli sono molto simili e , in particolare, a partire dal livello 4 l’eccesso
medio di tutti i modelli tranne BHM e BSR è nullo. BSR presenta un’elevata
variabilità, soprattutto nel testing set t_1.
Mean Occupation
Considerando la Mean Occupation (Figura 4.100) i modelli migliori sono
BHM e BSA. Il modello Single Random in media si comporta come gli altri
modelli lineari, ma è soggetto ad una elevata variabilità. Nel primo testing
set l’Hose Model risulta il migliore a tutti i livelli di budget, eccetto a livello
0.75 dove è BMU ad ottenere una occupazione media più bassa di circa 0.20.
In t_2 BHM risulta il migliore solo per livelli compresi fra 0.50 e 1, mentre
agli altri livelli è BSA ad ottenere la performance migliore, per quanto i
risultati dei modelli lineari si assomiglino molto con risorse a disposizione
maggiori del budget di riferimento. A livelli bassi anche BSR ottiene in
media una buona performance, che però è soggetta ad enormi variazioni
legate al valore casuale utilizzato. Nell’ultimo testing set BSA ottiene una
Mean Occupation molto bassa ai livelli 0.10 e 0.25, mentre l’Hose Model
risulta il migliore per livelli di budget maggiori o uguali a 0.50.
4.5 Analisi di R4.1
Il rolling R4.1 è il primo dei due rolling per fasce d’orario.
4.5.1 Rete Abilene
Empirical Probability
I punteggi calcolati in base all’Empirical Probability sono riportati in
figura 4.101, mostrano una situazione abbastanza variegata. A livelli di
budget maggiori o uguali a 4 tutti i modelli si comportano in modo molto
simile, anche se è il Single Average ad ottenere un punteggio leggermente
più alto. BSA ottiene il punteggio più alto anche per i livelli compresi fra
0.25 e 0.75, i modelli quadratici risultano i migliori a livello 0.10 e 1, mentre
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Figura 4.99: R3 - Nobel-Germany - ME
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Figura 4.100: R3 - Nobel-Germany - MO
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fra i livelli 1.5 e 2 è BSP ad ottenere una Empirical Probability più bassa
nella maggioranza dei casi.
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Figura 4.101: R4.1 - Abilene - Punteggi EP
Il grafico coi valori medi dell’Empirical Probability è riportato in figura
4.102 e oltre a confermare quanto mostrato dai punteggi, mostra che no-
nostante i modelli quadratici ottengano al livello 1 il punteggio più alto, i
valori medi dell’EP di BDE e BDS, BSA e BSP sono molto simili. Il grafico
di dettaglio mostrato in figura 4.103 ne spiega il motivo: i modelli quadratici
ottengono un’Empirical Probability più bassa in sei casi su nove, ma in un
paio di testing set ottengono una EP molto alta che va ad alzare il valore
medio della performance.
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Figura 4.102: R4.1 - Abilene - EP
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Mean Excess
Dal punto di vista del Mean Excess, come visibile dai punteggi mostrati
in figura 4.104, i modelli quadratici risultano quasi sempre i migliori per il
rolling R4.1 sulla rete Abilene. Solo per livelli di budget maggiori di 4, quan-
do tutti i modelli eccetto BSR ottengono punteggi elevati, il loro punteggio
non è il migliore. Ma con alte risorse a disposizione tutti i modelli ottengono
buone performance, e la differenza fra il ME dei modelli è trascurabile.
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Figura 4.104: R4.1 - Abilene - Punteggi ME
In figura 4.105 è riportato il grafico con i valori medi del Mean Excess
per il rolling R4.1. Si nota che la differenza fra i valori dell’eccesso medio
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ottenuto dai modelli BDE e BDS e quello degli altri modelli è notevole per
livelli di budget minori o uguali a 1.5.
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Figura 4.105: R4.1 - Abilene - ME
Mean Occupation
La figura 4.106 mostra i punteggi dei modelli robusti con le matrici di
traffico della rete Abilene divise in base alle regole del rolling R4.1. Si può
notare come BSA ottenga un buon punteggio per livelli di budget maggiori
o uguali di 0.50. Al livello 0.50 però è BSR ad ottenere il punteggio più
alto, tuttavia le performance del modello Single Random variano molto in
base al valore casuale utilizzato per determinare la matrice di traffico da
utilizzare. Il grafico di dettaglio riportato in figura 4.110 mostra la Mean
Occupation ottenuta dai migliori modelli al livello 0.50, indicando, tramite
le barrette verticali tratteggiate, anche il valore minimo e massimo della
performance ottenuta da BSR con numeri casuali diversi. Considerando la
notevole variazione di performance per numeri casuali diversi consideriamo
che BSA sia da preferire a questo livello. Quando le risorse a disposizione
sono scarse invece non è così immediato identificare il modello migliore. I
grafici in figura 4.108 e in figura 4.109 mostrano il comportamento nel det-
taglio dei vari modelli ai livelli 0.10 e 0.25 rispettivamente. Nel primo caso
si può notare come i risultati ottenuti da BMU, il metodo con il punteggio
più alto a quel livello di budget, siano molto simili a quelli di BSP, men-
tre gli altri modelli alternano Mean Occupation molto più basse a valori di
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occupazione media molto alti. Al livello 0.25 BSP risulta il modello con il
punteggio più alto ma anche BMU ottiene Mean Occupation molto basse.
Infine nel grafico in figura 4.107 sono mostrate le medie sui nove testing set
della Mean Occupation.
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Figura 4.106: R4.1 - Abilene - Punteggi MO
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Figura 4.107: R4.1 - Abilene - MO
4.5.2 Rete GÉANT
Empirical Probability
Il grafico in figura 4.112 riporta i valori medi dell’Empirical Probability
dei modelli sul traffico della rete GÉANT con il rolling R4.1. I punteggi
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indicano che i modelli migliori sono BDE, BDS e BSP. Ai livelli 0.50 e
2 essi ottengono lo stesso punteggio ma in generale i modelli quadratici
sono i migliori per livelli di budget minori di 2, mentre il Single Peaks
model ottiene punteggi più alti quando le risorse sono elevate. Il grafico con
le medie mostrate in figura 4.112 mostra che solo il modello BSP ottiene
un’Empirical Probability nulla e ciò avviene unicamente quando le risorse
a disposizione sono maggiori o uguali al 400% del budget di riferimento.
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Figura 4.111: R4.1 - GÉANT - Punteggi EP
1E-6
1E-5
1E-4
1E-3
1E-2
1E-1
1E+0
0.1 0.25 0.5 0.75 1 1.5 2 4 8 10
BDE BDS
BHMS BMU
BSA BSP
BSR
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Mean Excess
Anche per quanto riguarda il Mean Excess, che come l’Empirical Proba-
bility è una misura legata al numero di archi con capacità non sufficiente a
trasportare il flusso, i modelli migliori sono BDE, BDS e BSP. In particolare,
i modelli quadratici risultano i metodi migliori per livelli di budget minori o
uguali a 4, mentre il Single Peaks ottiene il punteggio più alto rispetto agli
altri modelli approssimati per i livelli di buget più alti. Il grafico in figura
4.114 mostra i valori medi del Mean Excess.
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Figura 4.113: R4.1 - GÉANT - Punteggi ME
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Figura 4.114: R4.1 - GÉANT - ME
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Mean Occupation
L’analisi della Mean Occupation (Figura 4.115) indica che il modello
BMU risulta il modello migliore per questa performance ai livelli di budget
molto bassi (0.10 e 0.25) mentre a partire dal livello 0.50 è BSP il modello
che ottiene una occupazione media più bassa. Al livello 0.50, i punteggi
sono molto simili, infatti il grafico di dettaglio riportato in figura 4.117
mostra come la Mean Occupation del due modelli sia abbastanza simile. In
figura 4.116 è possibile vedere la media dei valori assunti da questa misura
di performance.
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Figura 4.115: R4.1 - GÉANT - Punteggi MO
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Figura 4.116: R4.1 - GÉANT - MO
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4.6 Analisi di R4.2
Il rolling R4.2 è il secondo tipo di rolling per fasce d’orario: dividendo le
matrici di traffico in due range (8.00-18.00 e 18.00-08.00) è quello che meglio
si adatta all’utilizzo di queste reti, che tipicamente sono molto sfruttate
durante le ore lavorative e invece presentano uno scarso traffico nelle ore
notturne.
4.6.1 Rete Abilene
Empirical Probability
I punteggi relativi all’Empirical Probability sono mostrati in figura 4.118.
I modelli quadratici ottengono sempre punteggi buoni tuttavia essi ottengo-
no il punteggio più alto solo ai livelli 0.10 e 1; in quest’ultimo si può notare
che BDE è leggermente migliore di BDS. Il metodo BSA ottiene il punteggio
più alto fra i livelli 0.25 e 0.75 e per livelli maggiori o uguali a 4. Fra i livelli
1.5 e 2 BSP ottiene il punteggio migliore, ma con poco scarto sui modelli
quadratici.
Nel grafico in figura 4.119 sono riportate le media dei valori dell’Empi-
rical Probability. Esso conferma quanto evidenziato dai punteggi, tuttavia
evidenzia che in media quando le risorse a disposizione corrispondono al bud-
get di riferimento la differenza fra i modelli migliori per questa performance,
cioè BSA, BSP, BDE e BDS sono esigue.
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Mean Excess
Secondo il Mean Excess i modelli migliori sono BDE e BDS. I punteggi
(Figura 4.120) mostrano che essi ottengono il punteggio migliore per tutti
i livelli di budget minori o uguali a 2, mantenendo punteggi elevati anche
quando le risorse a disposizione sono maggiori. Al livello 4 il modello col
punteggio più alto è BSA e ai livelli 8 e 10 sia BSA che BSP e BMU otten-
gono un punteggio pari a 1. Tuttavia, quando le risorse a disposizione sono
così elevate le differenze fra il Mean Excess dei modelli sono trascurabili. Il
grafico in figura 4.121 riporta la media dei valori assunti dal Mean Excess
dei modelli in questo esperimento.
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Figura 4.120: R4.2 - Abilene - Punteggi ME
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Mean Occupation
Per quanto riguarda la Mean Occupation, l’analisi tramite il sistema
dei punteggi, i cui risultati sono riportati in figura 4.122, mostra come il
metodo BSA risulti il migliore per livelli di budget maggiori o uguali a 0.75,
ottenendo comunque un buon punteggio al livello 0.50, dove però il modello
con la Mean Occupation più bassa è BSR. Ai livelli 0.10 e 0.25 BSP e BMU
ottengono i punteggi più alti e i grafici di dettaglio (figure 4.124 e 4.125)
mostrano come essi si comportino in modo molto simile fra loro. Il grafico
in figura 4.123 mostra la performance media dei modelli.
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Figura 4.122: R4.2 - Abilene - Punteggi MO
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4.6.2 Rete GÉANT
Empirical Probability
I punteggi calcolati in base ai valori dell’Empirical Probability (Figu-
ra 4.126) indicano che i modelli migliori per questo esperimento sono quelli
con vincoli quadratici e il Single Peaks Model. BSP infatti ottiene il pun-
teggio più alto al livello di budget 0.50 e per livelli maggiori o uguali a 4,
mentre BDE e BDS risultano i migliori agli altri livelli. Da notare che a
livello 2 il modello Deviation by Support ottiene un punteggio leggermente
più alto dell’altro modello quadratico.
Il grafico in figura 4.127 riporta i valori medi dell’Empirical Probability
dei modelli sul traffico della rete GÉANT con il rolling R4.2. Solo il modello
BSP ottiene un’Empirical Probability nulla, ma ciò accade solo quando le
risorse a disposizione sono almeno pari a 8 volte il budget di rifermento.
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Figura 4.126: R4.2 - GÉANT - Punteggi EP
Mean Excess
Così come accade per l’Empirical Probability, anche per quanto riguarda
il Mean Excess, l’altra misura di performance legata al numero di archi con
capacità non sufficiente a trasportare il flusso, i modelli migliori sono BDE,
BDS e BSP. In particolare, i modelli quadratici risultano i metodi migliori
per livelli di budget minori o uguali a 2, mentre il Single Peaks ottiene il
punteggio più alto quando le risorse a disposizione sono maggiori. I punteggi
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sono visibili in figura 4.128 mentre il grafico in figura 4.129 mostra la media
dei valori di Mean Excess ottenuti dai modelli in questo esperimento.
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Mean Occupation
L’analisi della Mean Occupation, i cui punteggi sono mostrati in figu-
ra 4.130, indica che il modello BMU risulta il modello migliore per questa
performance ai livelli di budget molto bassi (0.10 e 0.25) mentre a partire dal
livello 0.50 è BSP il modello che ottiene una occupazione media più bassa.
L’andamento della Mean Occupation è visibile nel grafico in figura 4.131.
4.6 Analisi di R4.2 139
0
200
400
600
800
1000
0.1 0.25 0.5 0.75 1 1.5 2 4 8 10
BDE
BDS
BHM
BMU
BSA
BSP
Figura 4.129: R4.2 - GÉANT - ME
0
0.2
0.4
0.6
0.8
1
0.1 0.25 0.5 0.75 1 1.5 2 4 8 10
BDE BDS BHM BMU BSA BSP BSR
Figura 4.130: R4.2 - GÉANT - Punteggi MO
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.1 0.25 0.5 0.75 1 1.5 2 4 8 10
BDE
BDS
BHM
BMU
BSA
BSP
BSR
Figura 4.131: R4.2 - GÉANT - MO

Capitolo 5
Conclusioni e Sviluppi futuri
5.1 Analisi finali
In questo paragrafo si riassumono le analisi presentate nel Capitolo 4 con
lo scopo di analizzare le performance dei modelli ad un livello più generale.
Al fine di analizzare i dati di output nel complesso sono state effettuate due
operazioni. La prima consiste nel calcolare i punteggi medi su tutti gli espe-
rimenti, così da determinare, per ognuna delle tre misure di performance,
quale modello robusto ottenga un valore migliore per un maggior numero di
volte, indipendentemente dal rolling utilizzato. Il secondo metodo, invece,
riassume i modelli migliori per ogni rolling e ogni rete determinati nel Ca-
pitolo 4 permettendo quindi di individuare in quali circostanze un modello
risulta il migliore. Nel calcolo dei punteggi medi si è tenuto conto che non
sono disponibili i dati dei metodi quadratici sulla rete Germany50. I risul-
tati sono riassunti nelle tabelle 5.1, 5.2, 5.3; è stato utilizzato il simbolo @
per indicare che tutti i modelli ottengono il punteggio migliore: spesso, in-
fatti, quando le risorse a disposizione sono elevate, tutti i modelli ottengono
ottime performance e i loro punteggi si equivalgono. La lettera Q, invece,
indica i modelli con vincoli quadratici, che generalmente hanno performance
identiche.
La figura 5.1 mostra i punteggi totali in base all’Empirical Probability,
mentre i modelli col punteggio più alto per questa performance di ogni
rolling e rete sono mostrati nella tabella 5.1. Si può notare che i modelli
BDE e BDS ottengono il punteggio più alto quando le risorse sono inferiori
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al budget di riferimento, mentre BSP per livelli di budget maggiori di 1. Al
livello 0.75 anche il metodo BSA ottiene il punteggio più alto, a parimerito
con i modelli quadratici. Ai livelli bassi la differenza di punteggio fra i
modelli migliori, cioè BDE e BDS, e gli altri è cospicua, mentre a livelli alti
è meno consistente, ma solo fra i livelli 0.75 e 1 i punteggi dei modelli migliori
sono abbastanza vicini. I dati sui modelli migliori distinti per rolling e rete
confermano quanto emerso dai punteggi, pur mostrando che il livello in cui
BSP inizia ad ottenere una performance migliore di BDE e BDS non è fisso,
ma varia a seconda della rete e del rolling. Il Single Average model risulta
spesso il modello migliore sulla rete Abilene a diversi livelli nella fascia 0.25
- 1 e talvolta per risorse maggiori o uguali al 400% del budget di riferimento.
La rete Abilene (si veda la Tabella 3.1) è quella con il minor numero di nodi,
di archi e di commodity. Su tale rete, a livelli di budget alti, spesso tutti i
modelli si equivalgono.
Per quanto concerne il Mean Excess, i cui punteggi totali sono mostrati
in figura 5.2, i modelli quadratici risultano ampiamente i migliori per la
maggioranza dei livelli di budget. Solo ai livelli 8 e 10 BSP ottiene il pun-
teggio più alto, ma superiore di poco a quello di BDE e BDS. Fra i due
modelli quadratici il Deviation Model ottiene un punteggio leggermente mi-
gliore del Deviation by Support model. Dall’analisi dei vincitori per ogni
rete e rolling (Tabella 5.2 ), oltre a trovare conferma quanto espresso dai
punteggi, emerge che talvolta i modelli quadratici non sono gli unici modelli
migliori. Tuttavia la comparsa di altri modelli nella tabella è abbastanza
sporadica e quindi può essere ignorata.
In relazione alla Mean Occupation, i punteggi totali sono mostrati nel
grafico in figura 5.3: i modelli con i punteggi più alti sono BMU per i livelli di
budget minori o uguali a 0.50, e BSP per i livelli maggiori. Si nota tuttavia
che i punteggi non sono molto alti: quelli dei modelli migliori superano di
poco lo 0.80. Inoltre si vede che il modello BSA ottiene punteggi molto
simili a quelli di BSP, seppure sempre leggermente inferiori. Osservando la
tabella 5.3 che riporta i metodi migliori per ogni esperimento in base alla
Mean Occupation si può vedere che i metodi migliori siano generalmente
quelli evidenziati dai punteggi anche se il metodo Single Average risulta
spesso il metodo migliore sulle istanze relative alla rete Abilene.
I punteggi delle tre misure di performance mostrano altresì che il metodo
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Figura 5.1: VINCITORI EP punteggi
Tabella 5.1: Modelli migliori in base all’Empirical Probability
Q indica i modelli quadratici (BDE e BDS)
Esp. Livello di Budget
0.10 0.25 0.50 0.75 1 1.50 2 4 8 10
(a) Q Q BSA BSA BSA BSP BSP BSP BSP BSP
(b) Q Q Q Q Q Q Q @ @ @
(c) Q Q Q Q BSP BSP BSP BSP BSP BSP
(d) Q Q Q BDE BSP BSP BSP BSP BSP BSP
(e) BSP BSP BSP BSP BSP BSP BSP BSP BSP BSP
(f) Q Q Q BSP BSP BSP BSP BSP BSP BSP
(g) Q Q Q BSA BSA BSP Q-BHM BHM BHM BHM
(h) Q Q Q BSP BSP BSP BSP BSP BSP BSPBMU
(i) Q BSA BSA BSA Q Q BSP BSA @ @
(l) Q Q Q Q BSA Q-BSP Q @ @ @
(m) Q Q BSP Q Q Q Q BSP BSP BSP
(n) Q Q Q Q BSA BSP BSP BSP BSP BSPBSA BSA
(o) BHM BHM BSR BSR BSR BSP BSP BMU BMU BMUBSP BHM BSA BSP
(p) Q Q Q Q Q BSP BSP BSP BSP BSPBMU
(q) Q BSA BSA BSA Q BSP BSP @ @ @
(r) Q Q BSP Q Q Q Q-BSP BSP BSP BSP
(s) Q BSA BSA BSA Q BSP Q-BSP BSA BSA BSA
(t) Q Q BSP Q Q Q Q BSP BSP BSP
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Figura 5.2: VINCITORI ME punteggi
Tabella 5.2: Modelli migliori in base al Mean Excess
(@ indica tutti i modelli, Qindica i modelli quadratici BDE e BDS)
Esp. Livello di Budget
0.10 0.25 0.50 0.75 1 1.50 2 4 8 10
(a) Q Q Q Q Q Q Q @ @ @BHM BSP BSP BMU BSA BSP
(b) Q Q Q Q Q Q Q @ @ @
(c) Q Q Q Q Q Q Q Q Q QBSP BSP BSP
(d) Q Q Q Q Q BDE Q BHM BSP BSP
(e) BHM BHM BSA BSR BMU BMU BMU BHM BHM BHMBMU
(f) Q Q Q Q Q Q Q BDE BDE Q-BMU
(g) Q Q Q Q Q Q Q Q Q-BSP Q
(h) Q Q Q Q Q Q Q Q BSP BSP
(i) Q Q Q Q Q Q Q BSA @¯ @Q
(l) Q Q Q-BSA Q Q Q Q @ @ @
(m) Q Q Q Q Q Q Q BSP BSP
(n) Q Q Q Q Q Q Q BSP BSP BSP
(o) BHM BHM BHM BSA BMU BMU BMU BHM BHM BMU
(p) Q Q Q Q BMU Q BHM @ @ @
(q) Q Q Q Q Q Q Q BSA BSA-BSP @BHM
(r) Q Q Q Q Q Q Q BSP BSP BSP
(s) Q Q Q Q Q Q Q BSA @ @
(t) Q Q Q Q Q Q Q BSP BSP BSP
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Figura 5.3: VINCITORI MO punteggi
Single Average, pur essendo il migliore solo in alcuni esperimenti, ottiene
nel complesso buoni risultati. Questo modello è interessante perché si tratta
storicamente della prima tecnica utilizzata per gestire, seppure in maniera
implicita, la presenza di dati incerti.
5.1.1 Confronto fra giorni con traffico diverso
Nella fase di costruzione degli insiemi di dati storici relativi alle reti
Abilene e GÉANT da utilizzare per il rolling R1 (§ 3.3.2) erano stati scelti
due giorni differenti: nel primo le matrici di traffico presentavano molte
variazioni mentre nel secondo erano molto simili fra loro. I giorni con meno
variazioni che sono stati scelti sono il 15 agosto per la rete Abilene e il 31
luglio per la rete GÉANT, mentre quelli con le domande più fluttuanti sono
il 3 giugno per la rete statunitense e l’11 agosto per quella europea. È stata
inoltre espressa la congettura che i modelli si sarebbero comportati meglio
sui testing set estratti dal giorno più stabile.
In questo paragrafo vengono confrontate le performance di tutti i mo-
delli sui due insiemi di dati storici per verificare o confutare tale congettura.
A tale fine sono stati calcolati, per ognuna delle tre misure di performance, i
rapporti fra i valori di performance dei modelli sul giorno con meno variazio-
ni di traffico e il giorno con le domande molto fluttuanti: quando il risultato
della divisione è inferiore a 1 significa che i modelli si sono effettivamente
comportati meglio nel giorno con meno variazioni, viceversa un valore mag-
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Tabella 5.3: Modelli migliori in base alla Mean Occupation
(@ indica tutti i modelli, Qindica i modelli quadratici BDE e BDS)
Esp. Livello di Budget
0.10 0.25 0.50 0.75 1 1.50 2 4 8 10
(a) BMU BMU BMU BSA BSA BSA BSA BSA BSA BSA
(b) BSA BSA BSA BSP BSA BSA BSA BSA BSA BSA
(c) BMU BMU BMU BMU BSP BSP BSP BSP BSP BSP
(d) BMU BMU BMU BMU BSP BSP BSP BSP BSP BSP
(e) BSR BSP BSP BSP BSP BSP BSP BSP BSP BSPBSA BSA
(f) BSA BMU BMU BSP BSP BSP BSP BSP BSP BSPBMU
(g) BSR BMU BSR BSA BSA BSA BSA BSA BSA BSA
(h) BMU BMU BMU BSP BSP BSP BSP BSP BSP BSP
(i) BHM BMU BSR BSA BSA BSA BSA BSA BSA BSABSA
(l) BSP BSP BMU BSP BSA BSA BSA BSA BSA BSA
(m) BMU BMU BMU BSP BSP BSP BSP BSP BSP BSP
(n) BSA BSA BSA BSA BSA BSA BSA BSA BSA BSA
(o) BSA BHM BHM BHM BHM BSR BSR BSR BSR BSRBSP
(p) BSA BSA BHM BSP BHM BHM BSP BHM BHM BHMBSR BSP
(q) BMU BSP BSA BSA BSA BSA BSA BSA BSA BSA
(r) BMU BMU BSP BSP BSP BSP BSP BSP BSP BSPBMU
(s) BSP BMU BSR BSA BSA BSA BSA BSA BSA BSABSP BSA
(t) BMU BMU BSP BSP BSP BSP BSP BSP BSP BSP
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giore di 1 indica che la congettura era errata. Nell’osservazione di questi
dati occorre tenere presente che mentre l’Empirical Probability e la Mean
Occupation sono misure di performance in un intervallo [0, 1], l’intervallo
del Mean Excess non è limitato superiormente, quindi i rapporti possono
essere molto più alti. Inoltre quando il denominatore è molto vicino a zero
e più piccolo del numeratore nonostante esso sia un valore basso, il rappor-
to può essere molto alto. Un altro fatto da tenere in considerazione è la
differenza del budget di riferimento: ogni sample set è dotato di un proprio
budget di riferimento, quindi il budget assegnato ai giorni con meno traffico
è inferiore a quello disponibile per le giornate con traffico più elevato.
I rapporti sui valori dell’Empirical Probability della rete Abilene, ripor-
tati nella tabella 5.4, indicano che le performance sono migliori sul traffico
del 15 agosto solo per livelli maggiori o uguali a 1, mentre sono peggiori ai
livelli più bassi. Per quanto riguarda la rete GÉANT (Tabella 5.7) solo i
modelli BHM, BMU e BSR si comportano meglio nella giornata con meno
variazioni, e solamente quando se risorse superano il budget di riferimento.
Particolare è il comportamento di BSA che ha un andamento altalenante e
ottiene rapporti inferiori ad uno solo ai livelli 1.5, 4 e 10.
Per quanto riguarda il Mean Excess, sulla rete Abilene (Tabella 5.5),
invece, i modelli ottengono performance notevolmente migliori: il rapporto
più alto, infatti, è quello di BSR che è pari a 0.418497. Tuttavia occorre
tenere in considerazione che questa misura di performance è strettamente
legata alla quantità delle domande: nel giorno con meno traffico le domande
erano notevolmente inferiori quindi è ragionevole che anche gli eccessi siano
molto più bassi. In merito al traffico della rete GÉANT (Tabella 5.8 ) i
modelli ottengono una performance migliore per livelli di budget minori o
uguali a 1, mentre ottengono un eccesso medio estremamente più alto a
livelli maggiori, con il rapporto più alto pari a 1093.139 dato dal modello
BHM a livello 8. Rapporti così elevati sono dovuti a denominatori molto
vicini a zero e allo stesso tempo molto più bassi dei relativi numeratori, che
comunque sono vicini a zero. Ad esempio nel caso di BHM, il Mean Excess
sui dati del 31 luglio è di 8.18e−1 mentre quello dell’11 agosto è di 7.48e−4;
situazioni analoghe, anche se non così estreme, si verificano praticamente
per tutti i modelli a livelli maggiori o uguali a 4. Solo il modello BSR
ottiene performance migliori anche quando le risorse superano il budget di
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riferimento ma comunque per livelli di budget minori o uguali a 4. I modelli
quadratici sono quelli che, per livelli di budget minori o uguali a 1, ottengono
il miglior rapporto, di circa il 48%.
Dal punto di vista Mean Occupation, invece, la situazione è più comples-
sa. Sulla rete Abilene i modelli BDE e BDS ottengono performance migliori
per livelli di budget maggiori o uguali a 2; BHM ottiene performance sempre
peggiori mentre si trovano rapporti molto bassi anche per i modelli BSA,
BSP e BSR, ai livelli 0.10 e 0.25, e BMU sia ai livelli 0.10 e 0.25, che per
livelli maggiori di 2. Questo comportamento però probabilmente è legato al
particolare andamento che l’occupazione media assume a livelli di budget
molto bassi, quando cioè, gli archi con capacità sufficienti a trasportare il
flusso sono molto pochi. Sulla rete GÉANT i rapporti relativi alla Mean
Occupation sono vicini al valore 1, con rare eccezioni, quindi le performan-
ce sono sostanzialmente le stesse. Tuttavia, i metodi quadratici e BSA
ottengono una occupazione media sempre inferiore; l’Hose model ottiene
performance leggermente migliori nel giorno con meno fluttuazioni solo per
livelli di budget compresi fra 1.5 e 4. Il metodo BMU ottiene quasi sempre
una performance migliore, tranne per il livello 0.10 e sostanzialmente una
performance identica a livelli di budget 8 e 10. I metodi BMU, BSA e BSP
sono quelli che presentano un rapporto fra i valori di performance sui due
insiemi di dati storici più basso mentre BSR è il modello con il quoziente
più alto.
In conclusione, negli esperimenti effettuati non si presenta un netto mi-
glioramento delle performance nel giorno con un traffico meno variazioni.
Ciò è probabilmente legato alla notevole differenza fra il budget di riferi-
mento: nei giorni in cui le domande di traffico subiscono meno variazioni
c’è anche una minor domanda totale e il budget di riferimento calcolato su
quei sample set è molto più basso di quello utilizzato nei giorni con maggiori
fluttuazioni. Infatti ad alti livelli di budget i rapporti sono più bassi. Si
ritiene quindi che l’ipotesi possa essere vera ma non verificabile nell’ottica
orientata al budget utilizzata negli esperimenti.
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Tabella 5.4: Rapporto fra i valori dell’Empirical Probability della rete
Esperimenti (a) e (b).
Livello BDE BDS BHM BMU BSA BSP BSR
0.10 0.90 0.90 0.98 1.13 1.08 1.12 1.06
0.25 0.90 0.90 1.26 1.19 1.38 1.20 1.76
0.50 1.27 1.27 2.10 1.15 4.79 1.15 3.43
0.75 1.60 1.60 3.50 0.94 5.82 1.52 2.82
1 0.31 0.31 3.16 0.32 1.87 1.19 1.12
1.50 0.02 0.02 1.10 0.07 0.67 0.16 0.74
2 0.00 0.00 0.24 0.06 0.17 0.02 0.56
4 0.00 0.00 0.00 0.00 0.50 0.00 0.51
8 0.00 0.00 - - - - 0.37
Tabella 5.5: Rapporto fra i valori del Mean Excess della rete Abilene (a) e
(b).
Livello BDE BDS BHM BMU BSA BSP BSR
0.10 0.06 0.06 0.10 0.38 0.41 0.38 0.42
0.25 0.06 0.06 0.09 0.35 0.35 0.35 0.22
0.50 0.08 0.08 0.08 0.29 0.09 0.31 0.09
0.75 0.10 0.10 0.09 0.19 0.04 0.12 0.04
1 0.05 0.05 0.10 0.08 0.03 0.05 0.03
1.50 0.00 0.00 0.06 0.00 0.01 0.00 0.01
2 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 - - - - 0.00
Tabella 5.6: Rapporto fra i valori della Mean Occupation della rete Abilene
(a) e (b).
Livello BDE BDS BHM BMU BSA BSP BSR
0.10 1.30 1.30 1.44 0.18 0.01 0.24 0.02
0.25 1.30 1.30 1.18 0.88 0.28 0.87 0.34
0.50 1.38 1.38 1.30 1.87 1.00 1.80 1.32
0.75 1.46 1.46 1.35 1.45 1.91 1.22 2.02
1 1.28 1.28 1.47 1.21 2.00 1.22 2.02
1.50 1.08 1.08 1.44 1.04 1.98 1.21 1.89
2 0.99 0.99 1.43 1.01 1.95 1.20 1.84
4 0.82 0.82 1.40 0.98 1.87 1.18 1.76
8 0.73 0.73 1.40 0.98 1.85 1.18 1.72
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Tabella 5.7: Rapporto fra i valori dell’Empirical Probability di GÉANT (c) e
(d).
Liv. BDE BDS BHM BMU BSA BSP BSR
0.10 1.09 1.09 1.04 1.01 1.01 1.00 1.00
0.25 1.09 1.09 1.04 1.00 1.01 1.00 1.01
0.50 1.09 1.09 1.04 1.01 1.04 1.05 1.04
0.75 1.09 1.09 1.04 1.06 1.16 1.17 1.17
1 1.09 1.09 1.43 1.05 1.14 1.14 1.22
1.50 1.03 1.03 0.77 0.70 0.96 1.14 1.06
2 1.04 1.04 0.65 0.76 1.10 1.65 1.06
4 1.32 1.32 0.60 0.83 0.93 2.08 0.95
8 1.66 1.73 0.61 0.85 1.20 3.00 0.75
10 1.83 1.83 0.63 0.84 0.50 2.00 0.67
Tabella 5.8: Rapporto fra i valori del Mean Excess di GÉANT (c) e (d).
Liv. BDE BDS BHM BMU BSA BSP BSR
0.10 0.48 0.48 0.61 0.78 0.80 0.81 0.82
0.25 0.48 0.48 0.61 0.79 0.81 0.83 0.83
0.50 0.48 0.48 0.61 0.80 0.80 0.83 0.82
0.75 0.48 0.48 0.62 0.78 0.70 0.77 0.71
1 0.47 0.47 0.77 0.74 0.41 0.71 0.41
1.50 0.97 0.97 1.51 1.05 0.98 1.07 0.36
2 2.11 2.13 2.41 1.86 1.43 2.24 0.62
4 536.49 536.09 566.11 29.37 1.97 5.97 0.60
8 224.36 222.52 1093.14 122.90 3.30 305.15 1.58
10 237.37 235.28 87.52 139.89 3.89 210.12 3.40
Tabella 5.9: Rapporto fra i valori della Mean Occupation di GÉANT (c) e (d).
BDE BDS BHM BMU BSA BSP BSR
0.10 0.98 0.98 1.06 1.18 0.72 0.69 1.58
0.25 0.98 0.98 1.06 0.43 0.73 0.90 1.10
0.50 0.98 0.98 1.06 0.90 0.84 1.10 1.06
0.75 0.98 0.98 1.06 0.98 0.98 1.04 0.99
1 0.95 0.95 1.01 0.97 0.95 0.97 0.94
1.50 0.95 0.95 0.97 0.98 0.95 0.96 0.93
2 0.96 0.96 0.97 0.99 0.95 0.96 0.93
4 0.96 0.96 0.98 1.00 0.95 0.95 0.93
8 0.99 0.99 1.01 1.00 0.95 0.95 0.92
10 1.00 0.99 1.05 1.00 0.94 0.94 0.91
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5.1.2 Confronto fra dati originali e aggregati
Nel rolling R3 le matrici di traffico delle reti Abilene e GÉANT sono
state aggregate a livello giornaliero così da formare gli esperimenti chiama-
ti rispettivamente Aggregated Abilene (l) e Aggregated GÉANT (n). Lo
scopo era verificare che disporre di una maggiore granularità delle matrici
di traffico avrebbe portato ad ottenere migliori performance da parte dei
modelli. Analogamente al confronto delle performance su matrici di traffico
fra giorni diversi, vengono mostrati i rapporti fra i valori di performance dei
modelli su sample set con la massima granularità, e sample set con granu-
larità giornaliera, sia per la rete Abilene (tabelle 5.10, 5.11 e 5.12 ) che per
la rete GÉANT (tabelle 5.13, 5.14 e 5.15).
Mentre i valori dell’Empirical Probability e quelli della Mean Occupation
sono direttamente confrontabili, essendo valori nell’intervallo [0, 1], quelli
del Mean Excess sono di ordine di grandezza diverso: le matrici aggregate
sono formate sommando il traffico di 24 ore, quindi anche le capacità e
l’eccesso medio sono relativi a un intera giornata, e non a 5 o 15 minuti
come nel caso dei dati con la granularità originale. Posto γ il numero di
matrici di traffico al giorno, prima di calcolare i rapporti sul Mean Excess i
valori di ME relativi alle reti con le matrici aggregate sono stati divisi per γ,
così da renderli confrontabili. Le matrici nei sample set della rete Abilene
con i dati originali hanno una granularità di 5 minuti, quindi sono 12 ogni
ora per un totale di 288 al giorno (γ = 288); quelle della rete GÉANT hanno
una granularità di 15 minuti, quindi sono 4 ogni ora e 96 al giorno (γ = 96).
Le tabelle dell’Empirical Probability e della Mean Occupation mostrano
che le performance ottenute su matrici di traffico con una granularità più
fine sono migliori in quasi tutti i casi considerati. Fa eccezione la Mean
Occupation a livelli bassi per i metodi BSA, BMU, BSP e BSR.
Nel caso del Mean Excess, ai livelli bassi i rapporti sono leggermente
maggiori di 1, a indicare che sostanzialmente la performance dei modelli sui
diversi sample set si equivalgono, ma a livelli più alti con i dati originali
si ottengono performance notevolmente migliori. Quasi tutti i modelli ri-
sentono dei benefici di una maggiore granularità, tranne BSR. BHM sulle
matrici della rete GÉANT, presenta rapporti molto alti quando il livello di
budget è maggiore di 2, ma in quel caso i valori del ME su cui si calcola il
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rapporto dell’ordine di 1e− 6 e 1e− 8.
Questa analisi permette quindi di confermare l’ipotesi che una maggior
granularità migliora le performance dei modelli. Infatti si può affermare che
tutti i modelli si comportino meglio negli esperimenti con i dati originali. In
particolare i modelli quadratici sono quelli le cui performance migliorano in
modo più evidente per tutte le misure di performance. Fra gli altri modelli,
con una granularità più fine BMU è quello le cui performance migliorano
di più rispetto al Mean Excess, mentre BHM è il modello che ottiene un
maggior vantaggio dalla granularità più fine in base alla Mean Occupation.
Tabella 5.10: Rapporto fra i valori dell’Empirical Probability di Abilene (i) e (l)
BDE BDS BHM BMU BSA BSP BSR
0.1 0.85 0.85 1.40 0.81 0.85 0.77 0.82
0.25 0.58 0.58 0.86 0.72 0.15 0.64 0.19
0.5 0.14 0.14 0.37 0.46 0.02 0.19 0.07
0.75 0.06 0.06 0.12 0.15 0.02 0.03 0.06
1 0.03 0.03 0.04 0.05 0.08 0.03 0.14
1.5 0.02 0.02 0.05 0.15 0.22 0.02 0.40
2 - - 0.01 0.03 0.33 0.01 0.79
4 - - - - - - 6.24
8 - - - - - - -
10 - - - - - - -
Tabella 5.11: Rapporto fra i valori del Mean Excess di Abilene (i) e (l)
BDE BDS BHM BMU BSA BSP BSR
0.10 1.51 1.51 2.20 0.88 0.60 0.86 0.60
0.25 1.13 1.13 1.62 0.86 0.95 0.77 1.04
0.50 0.60 0.60 1.14 0.68 2.07 0.88 2.08
0.75 0.27 0.27 0.85 0.61 1.65 0.86 1.81
1 0.05 0.05 0.31 0.42 1.16 0.24 1.58
1.50 0.09 0.09 0.06 0.20 2.10 0.05 2.75
2 - - 0.04 0.20 1.95 0.10 4.89
4 - - - - - - 25.80
8 - - - - - - -
10 - - - - - - -
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Tabella 5.12: Rapporto fra i valori della Mean Occupation di Abilene (i) e (l)
BDE BDS BHM BMU BSA BSP BSR
0.10 0.90 0.90 0.62 22.30 17.91 29.16 22.58
0.25 0.82 0.82 0.86 1.16 1.94 1.54 1.99
0.50 0.61 0.61 0.83 0.93 0.59 0.77 0.59
0.75 0.51 0.51 0.71 0.67 0.30 0.57 0.34
1 0.52 0.52 0.54 0.58 0.28 0.44 0.29
1.50 0.53 0.53 0.48 0.54 0.27 0.42 0.29
2 0.54 0.54 0.48 0.54 0.27 0.42 0.29
4 0.58 0.58 0.47 0.53 0.27 0.41 0.30
8 0.59 0.59 0.47 0.53 0.27 0.41 0.31
10 0.60 0.60 0.47 0.53 0.27 0.41 0.31
Tabella 5.13: Rapporto fra i valori dell’Empirical Probability di GÉANT
(m) e (n)
BDE BDS BHM BMU BSA BSP BSR
0.10 0.88 0.88 1.22 0.89 0.97 0.85 0.99
0.25 0.88 0.88 1.22 0.81 0.88 0.63 0.91
0.50 0.86 0.86 0.64 0.54 0.49 0.37 0.56
0.75 0.21 0.21 0.34 0.26 0.21 0.27 0.39
1 0.09 0.09 0.35 0.13 0.31 0.24 0.60
1.50 0.03 0.03 0.48 0.04 0.53 0.13 1.16
2 0.04 0.04 0.54 0.04 0.77 0.03 1.59
4 0.05 0.05 0.59 0.05 0.18 - 2.78
8 0.05 0.04 0.61 0.05 - - 4.24
10 0.05 0.05 0.61 0.06 - - 4.70
Tabella 5.14: Rapporto fra i valori del Mean Excess di GÉANT (m) e (n)
BDE BDS BHM BMU BSA BSP BSR
0.10 1.08 1.08 2.82 1.11 0.94 1.04 0.94
0.25 1.08 1.08 2.82 1.04 0.84 1.20 0.84
0.50 1.06 1.06 1.66 1.06 0.84 1.56 0.89
0.75 0.72 0.72 0.86 1.33 1.15 1.71 1.49
1 0.36 0.36 0.50 0.72 0.65 1.44 1.27
1.50 0.04 0.04 0.24 0.11 1.15 2.03 1.24
2 0.04 0.04 2.01 0.03 0.77 0.12 1.42
4 0.88 0.85 194.29 0.21 0.29 - 1.92
8 0.64 0.45 176.30 0.21 - - 1.59
10 0.69 0.60 173.81 0.21 - - 2.12
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Tabella 5.15: Rapporto fra i valori della Mean Occupation di GÉANT (m)
e (n)
BDE BDS BHM BMU BSA BSP BSR
0.10 0.87 0.87 0.75 0.93 1.79 1.85 2.34
0.25 0.87 0.87 0.75 1.07 1.24 1.32 1.39
0.50 0.89 0.89 0.84 1.03 1.09 0.79 1.12
0.75 0.81 0.81 0.72 0.82 0.79 0.60 0.79
1 0.68 0.68 0.63 0.65 0.65 0.54 0.69
1.50 0.63 0.63 0.56 0.60 0.63 0.53 0.68
2 0.61 0.61 0.55 0.59 0.63 0.52 0.69
4 0.62 0.62 0.54 0.58 0.64 0.52 0.71
8 0.65 0.65 0.53 0.58 0.63 0.52 0.74
10 0.65 0.65 0.54 0.57 0.63 0.52 0.75
5.2 Conclusioni
Nei capitoli precedenti sono stati proposti alcuni modelli robusti per
risolvere problemi di ottimizzazione in condizioni di incertezza. In partico-
lare, ci si è concentrati sul problema di progetto di reti con incertezza sulle
domande, guardando il problema dal punto di vista di un project manager
incaricato di costruire una rete di telecomunicazioni mantenendo la spesa
nei limiti di un budget prefissato. Sono stati eseguiti una lunga serie di
esperimenti utilizzando dati sul traffico di reti reali, confrontando i modelli
secondo tre misure di performance definite appositamente. Dopo aver ana-
lizzato le performance dei singoli esperimenti, sono stati aggregati i risultati
confrontando i modelli a un livello più generale.
Il primo risultato che emerge dagli studi compiuti è che l’occupazione,
una misura che tipicamente viene utilizzata per rappresentare la robustezza
delle reti ( [24], [37], [35], [16] ) non è in realtà una misura completa per
indicare reti con bassa probabilità di fallimento. Infatti, come mostrato nel
paragrafo 5.1, i modelli che ottengono i migliori risultati dal punto di vista
delle misura legate al fallimento degli archi, cioè Empirical Probability e
Mean Excess sono quelli che presentano una Mean Occupation peggiore.
Quando le risorse a disposizione sono particolarmente elevate, il modello
Single Peaks (BSP) risulta il migliore sotto ogni punto di vista: tale metodo
ottiene i risultati migliori per l’Empirical Probability, per il Mean Excess
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e secondo la Mean Occupation, inoltre i tempi necessari per risolvere tale
modello sono esigui anche per istanze molto grandi in termini di numero di
nodi, di archi e di commodity.
Nelle situazioni in cui le risorse a disposizione sono scarse la Mean Oc-
cupation perde significato, non solo per il comportamento anomalo che essa
assume a livelli di budget bassi, ma soprattutto perché ha poco senso cercare
di ottenere una bassa occupazione degli archi quando le risorse a disposizio-
ne non permettono nemmeno di soddisfare tutte le domande di connessione.
In questi ambiti i modelli migliori risultano essere quelli con i vincoli quadra-
tici: BDE e BDS. L’elevato costo computazionale viene ripagato da valori
di Empirical Probability e Mean Excess migliori. Inoltre l’analisi sull’aggre-
gazione dei dati (§5.1.2) mostra come essi siano molto più efficaci quando i
dati sono forniti con una granularità sufficientemente fine. Se invece i dati
di input sono aggregati potrebbe non risultare conveniente consumare tem-
po e risorse di calcolo per risolvere modelli con vincoli conici, e invece BSP
potrebbe portare risultati migliori. Un altro limite dei metodi BDE e BDS
è dato dalle elevate risorse di calcolo necessarie per risolverli: se la rete è
molto grande in termini di numero di nodi, archi e commodity i tempi e le
risorse di calcolo necessari per risolverli diventano enormi e probabilmente
superano quelle a disposizione del project manager.
5.2.1 Sviluppi futuri
In questa tesi ci si è concentrati su una versione semplificata del proble-
ma di progetto di reti, in cui si assumeva che le capacità allocabili fossero
continue. Nella realtà, molto probabilmente, il project manager, nell’acqui-
stare le capacità dei collegamenti della rete da un provider, potrà scegliere
solo fra determinati lotti di banda. Questa categoria di problemi riguarda
i modelli di progetto di reti con variabili intere, che sono tipicamente più
difficili già nella versione nominale. Per approfondimenti su questi modelli
si rimanda alle opere di Raack, Koster e altri ([33] e [48]). I metodi studiati
in questo lavoro determinano routing ammissibili per qualsiasi matrice di
domande presenti nell’insieme di incertezza. Si tratta di quelli che vengo-
no chiamati routing statici o oblivious routing. Una possibile alternativa
consiste nella possibilità di variare il routing al verificarsi di certi eventi.
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Quest’approccio è detto programmazione robusta aggiustabile e i routing
determinati da questi modelli sono detti routing dinamici ([9], [17], [20],
[27], [36]). I routing dinamici sono più flessibili e meno costosi, ma deter-
minarli può portare a scontrarsi con problemi non polinomiali e talvolta i
routing dinamici non sono migliori di quelli statici ([45]).
In conclusione, sono state fornite alcune linee guida per la scelta di mo-
delli robusti per il problema di Network Design con incertezza sulle doman-
de, che forniscono routing statici su reti con capacità continue. Il prossimo
passo sarà quello di migliorare l’implementazione i modelli in modo da ren-
derli risolvibili anche su istanze molto grandi in termini di numero di nodi,
archi e commodity. Si potrà poi studiare se, e come, possano essere adat-
tati a problemi con variabili intere e confrontarli con possibili modelli di
Network Design robusti aggiustabili.
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