Abstract. We prove the strong Feller property and exponential mixing for 3D stochastic Navier-Stokes equation driven by mildly degenerate noises (i.e. all but finitely many Fourier modes are forced) via Kolmogorov equation approach.
Introduction
The ergodicity of SPDEs driven by degenerate noises have been intensively studied in recent years (see for instance [7] , [13] , [6] , [14] , [21] ). For the 2D stochastic Navier-Stokes equations (SNS), there are several results on ergodicity, among which the most remarkable one is by Hairer and Mattingly ([13] ). They proved that the 2D stochastic dynamics has a unique invariant measure as long as the noise forces at least two linearly independent Fourier modes. As for the 3D SNS, most of ergodicity results are about the dynamics driven by non-degenerate noises (see [3] , [11] , [19] , [21] , [18] ). In the respect of the degenerate noise case, as noises are essentially elliptic setting of which all but finite Fourier modes are driven, [23] obtained the ergodicity by combining Markov selection and Malliavin calculus. As the noises are truly hypoelliptic ( [13] ), ergodicity is still open.
In this paper, we shall still study the 3D SNS driven by essentially elliptic noises as above, but our approach is essentially different from that in [23] . Rather than Markov selection and cutoff technique, we prove the strong Feller property by studying some Kolmogorov equations with a large negative potential, which was developed in [3] . Comparing with the method in [3] and [5] , we cannot apply the Bismut-Elworthy-Li formula ( [8] ) due to the degeneracy of the noises. To fix this problem, we follow the ideas in [7] and split the dynamics into high and low frequency parts, applying the formula to the dynamics at high modes and Malliavin calculus to those at low ones. Due to the degeneracy of the noises again, when applying Duhamel formula as in [3] and [5] , we shall encounter an obstruction of not integrability (see (5.1)). Two techniques are developed in Proposition 5.1 and 5.2 to conquer this problem, and the underlying idea is to trade off the spatial regularity for the time integrability. Using the coupling method of [17] , in which the noises have to be non-degenerate, we prove the exponential mixing and find that the construction of the coupling can be simplified. Finally, we remark that the large coefficient K in front of the potential (see (2.11) ), besides suppressing the nonlinearity B(u, u) as in [3] and [5] , also conquers the crossing derivative flows (see (3.9) and (3.10)).
Let us discuss the further application of the Kolmogorov equation method in [3] , [5] and this paper. For another essentially elliptic setting where sufficiently large (but still finite) modes are forced ( [13] , section 4.5), due to the large negative potential, it is easy to show the asymptotic strong Feller ( [13] ) for the semigroup S m t (see (2.13) ). There is a hope to transfer this asymptotic strong Feller to the semigroup P m t (see (2.14)) using the technique in Proposition 5.2. If P m t satisfies asymptotic strong Feller, then we can also prove the ergodicity. This is the further aim of our future research in 3D SNS.
The paper is organized as follows. Section 2 gives a detailed description of the problem, the assumptions on the noise and the main results (Theorems 2.4 and 2.5). Section 3 proves the crucial estimate in Theorem 3.1, while the fourth section2. Preliminary and main results 2.1. Notations and assumptions. Let T 3 = [0, 2π] 3 be the three-dimensional torus, let
T 3
x(ξ)dξ = 0, divx(ξ) = 0}, and let P : L 2 (T 3 , R 3 ) → H be the orthogonal projection operator. We shall study the equation • W t is the cylindrical Brownian motion on H and Q is the covariance matrix to be defined later.
• We shall assume the value ν = 1 later on, as its exact value will play no essential role. 
t))
T is a 2-d standard Brownian motion. Moreover,
We shall calculateB k (a j e j , a l e l ) with a j ∈ j ⊥ , a l ∈ l ⊥ in Appendix 6.1.
Furthermore, given any n > 0, let π n : H −→ H be the projection from H to the subspace π n H := {x ∈ H :
Assumption 2.1 (Assumptions for Q). We assume that Q : H −→ H is a linear bounded operator such that (A1) (Diagonality) There are a sequence of linear maps {q k } k∈Z 3 *
(A2) (Finitely Degeneracy) There exists some nonempty sublattice
r Q is bounded invertible on (Id − π n0 )H with 1 < r < 3/2 and moreover T r[A 1+σ QQ * ] < ∞ for some σ > 0.
Remark 2.2. Under the Fourier basis of H, Q has the following representation
where x ⊗ y : H −→ H is defined by (x ⊗ y)z = y, z x and (q ij k ) is a matrix representation of q k under some orthonormal basis (e k,1 , e k,2 ) of k ⊥ . By (A3), rank(q k ) = 2 for all k ∈ Z h (n 0 ). Take Q = (Id−π n0 )A −r with some 5/4 < r < 3/2, it clearly satisfies (A1)-(A3).
With the above notations and assumptions, equation (2.1) can be represented under the Fourier basis by (2.4)
We further need the following notations:
• B b (B) denotes the Borel measurable bounded function space on the given Banach space B. | · | B denotes the norm of a given Banach space B • | · | and ·, · denote the norm and the inner product of H respectively.
• Given any φ ∈ C(D(A), R), we denote
provided the above limit exists, it is natural to define Dφ(x) :
. We call Dφ the first order derivative of φ, similarly, one can define the second order derivative D 2 φ and so on. Denote C k b (D(A), R) the set of functions from D(A) to R with bounded 0-th, . . ., k-th order derivatives.
• Let B be some Banach space and k ∈ Z + , define C k (D(A), B) as the function space from D(A) to B with the norm
• For any γ > 0 and 0 ≤ β ≤ 1, define the Hölder's norm || · || 2,β by
, and the function space C
Main results.
The following definition of Markov family follows that in [5] .
be a family of probability spaces and let (X(·, x)) x∈D(A) be a family of stochastic processes on (Ω x , F x , P x ) x∈D(A) . Let (F t x ) t≥0 be the filtration generated by X(·, x) and let P x be the law of X(·, x) under P x . The family of (Ω x , F x , P x , X(·, x)) x∈D(A) is a Markov family if the following condition hold:
(1) For any x ∈ D(A), t ≥ 0, we have
The Markov transition semigroup (P t ) t≥0 associated to the family is then defined by
The main theorems of this paper are as the following, and will be proven in Section 5.
Theorem 2.4. There exists a Markov family of martingale solution (Ω x , F x , P x , X(·, x)) x∈D(A) of the equation (2.1). Furthermore, the transition semigroup (P t ) t≥0 is stochastically continuous.
Theorem 2.5. The transition semigroup (P t ) t≥0 in the previous theorem is strong Feller and irreducible. Moreover, it admits a unique invariant measure ν supported on D(A) such that, for any probability measure µ supported on D(A), we have
where ||·|| var is the total variation of signed measures, and C, c > 0 are the constants depending on Q.
2.3.
Kolmogorov equations for Galerkin approximation. Let us consider the Galerkin approximations of the equation (2.4) as follows
where φ is some suitable test function and
is the Kolmogorov operator associated to (2.8) . It is well known that (2.9) is uniquely solved by
Now we introduce an auxiliary Kolmogorov equation with a negative potential −K|Ax| 2 as (2.11)
which is solved by the following Feynman-Kac formula
, it is clear that S 
For further use, denote
which plays a very important role in section 3. The K > 1 in (2.16) is a large but fixed number, which conquers the crossing derivative flows (see (3.9) and (3.10)). We will often use the trivial fact E m,K1+K2 (t) = E m,K1 (t)E m,K2 (t) and
Gradient estimate for the semigroups S m t
In this section, the main result is as follows, and it is similar to Lemma 3.4 in [5] (or Lemma 4.8 in [3] ).
Theorem 3.1. Given any T > 0 and k ∈ Z + , there exists some p > 1 such that for any max{ 
The condition 'γ = 3/4' is due to the estimate (6.11) about the nonlinearity B(u, v).
[3] and [5] proved the estimate (3.1) by applying the identity
and bounding the two terms on the r.h.s. of (3.2) . Since the Q in Assumption 2.1 is degenerate, the formula (3.2) is not available in our case. Alternatively, we apply the idea in [7] to fix this problem, i.e. splitting X m (t) into the low and high frequency parts, and applying Malliavin calculus and Bismut-Elworthy-Li formula on the them respectively.
Let n ∈ N be a fixed number throughout this paper which satisfies n > n 0 and will be determined later (n 0 is the constant in Assumption 2.1). We split the Hilbert space H into the low and high frequency parts by
(We remark that the technique of splitting frequency space into two pieces is similar to the well known Littlewood-Paley projection in Fourier analysis.) Then, the Galerkin approximation (2.8) with m > n can be divided into two parts as follows:
where
h X m and the other terms are defined in the same way. In particular,
With such separation for the dynamics, it is natural to split the Frechet derivatives on H into the low and high frequency parts. More precisely, for any stochastic process Φ(t, x) on H with Φ(0,
provided the limit exists. The map DΦ(t, x) : H −→ H is naturally defined by
Recall that for any φ ∈ C 1 b (D(A), R) one can define Dφ by (2.5), in a similar way as above,
e −A(t−s) QdW t , for any T > 0 and ε < σ/2 with the σ as in Assumption 2.1, one has
where 0 < α < σ/2 − ε and k ∈ Z + . Moreover, as K > 0 is sufficiently large, for any T > 0 and any k ≥ 2, we have
Proof. The proof of (3.6) is standard (see Proposition 3.1 of [5] ). Writing
as K > 0 is sufficiently large. Hence,
Hence, by (3.6) and the above inequality, we immediately have (3.7).
The main ingredients of the proof of Theorem 3.1 are the following two lemmas, and they will be proven in Appendix 6.3 and Section 4.2 respectively. Lemma 3.4. Let x ∈ D(A) and let X m (t) be the solution to (2.8). Then, for any max{
, as K is sufficiently large, we have almost surely
where all the C = C(γ) > 0 above are independent of m and K.
Lemma 3.5. Given any φ ∈ C 1 b (D(A)) and h ∈ π l H, there exists some p > 1 (possibly very large) such that for any k ∈ Z + , we have some constant C = C(p, k) > 0 such that
Proof of Theorem 3.1. For the notational simplicity, we shall drop the index in the quantities if no confusion arises. For S t−s φ(X(s)), applying Itô formula to X(s) and the equation (2.11) to S t−s , (differentiating on s), we have
where L m is the Kolmogorov operator defined in (2.9), thus
Given any h ∈ π m H, by (A3) of Assumption 2.1 and (3.14), we have y
hence,
(3.15) and (3.16), we have
We now fix T, γ, k, r and let C be constants depending on T, γ, k and r (whose values can vary from line to line), then I 1 , I 2 and I 3 above can be estimated as follows:
where the last two inequalities are by (3.7), (3.12) and (3.11) in order. By (3.9) and (3.7),
By Markov property of X(t) and (3.7), we have
moreover, and by Hölder inequality, Poincare inequality |A
hence, by (3.7) and the above,
Collecting the estimates for I 1 , I 2 and I 3 , we have (3.17)
For the low frequency part, according to Lemma 3.5, we have
where the last inequality is due to (3.10), (3.7) and (3.13), and to the following estimate (which is obtained by the same argument as in estimating I 3 ):
by (3.8) and the similar argument as estimating I 3 , we have
Combine (3.17) and (3.18), we have for every t ∈ [0, T ]
this easily implies
As K > 0 is sufficiently large, we have for all t ∈ [0, T ]
from which we conclude the proof.
Malliavin Calculus
v(s)ds, provided the above limit exists. v can be random and is adapted with respect to the filtration generated by W .
Recall 
It is easy to see that the inverse (J m s,t ) −1 exists and satisfies
We shall follow the ideas in section 6.1 of [7] to develop a Malliavin calculus for X m , one of the key points for this approach is to find an adapted process 
Due to (A3) of Assumption 2.1, there exists some v ∈ L we have
and denote
where q i k is the i-th column vector of the 2 × 2 matrix q k (recall (2.3)).
The following lemma is crucial for proving Lemma 3.5 and will be proven in Appendix 6.3.
where the above C = C(n) > 0 can vary from line to line and the n is the size of π l H defined in (3.3).
2. Suppose that v 1 , v 2 satisfy Proposition 4.1 and h ∈ π l H, we have
4.2.
Hörmander's systems and proof of Lemma 3.5. We consider the SPDE about X l m in Stratanovich form as
where A l is the Stokes operator restricted on π l H and q i k is the i-th column vector in the 2 × 2 matrix q k (under the orthonormal basis (e k,1 ,e k,2 ) of k ⊥ ). Given any two Banach spaces B 1 and B 2 , denote P (B 1 , B 2 ) the collections of functions from B 1 to B 2 with polynomial growth. We introduce the Lie bracket on π l H as follows:
The brackets [K 1 , K 2 ] will appear when differentiating J −1 t K 1 (X(t)) in the proof of Lemma 4.7.
Definition 4.3. The Hömander's system K for equation (4.19 ) is defined as follows: given any y ∈ π m H, define The following lemma gives some inscription for the elements in K 2 (see (4.21)) and plays the key role for the proof of Proposition 4.6.
Proposition 4.6. K in Definition 4.3 satisfies the restricted Hörmander condition.
Proof. It suffices to show that for each k ∈ Z l (n 0 ), the Lie brackets in Definition 4.3 can produce at least two linearly independent vectors of Y k in Lemma 4.5. (We note that [19] proved a similar proposition). As k ∈ Z l (n 0 ) ∩ Z 
and by (6.1)-(6.3),
Clearly, j−l ∈ Z h (n 0 ), by (A2) of Assumption 2.1,B j−l (q 
With Proposition 4.6, we can show the following key lemma (see the proof in Section 6.2). 
Proof of Lemma 3.5. We shall simply write X(t) = X m (t),
m and E K (t) = E m,K (t) for the notational simplicity. Under an orthonormal basis of π l H, the operators J t , M t , D v X l (t) with v defined in (4.7), and D l X l (t) can all be represented by N × N matrices, where N is the dimension of π l H.
, the following φ il is well defined:
where v is defined in (4.7) with v l (t) = (J
For any h ∈ π l H, by our special choice of v, we have
Note that π l H is isomorphic to R N under the orthonormal basis. Take the standard orthonormal basis {h i ; i = 1, . . . , N } of R N , which is a representation of the orthonormal basis of π l H. Set h = h i in (4.23) and sum over i, we obtain
Let us first bound the first term on the r.h.s. of (4.24) as follows: By Bismut formula (simply write v i = vh i ), (3.7) and the identity 
where p > 6q + 1 and C = C(p). Combining (4.25) and (4.26), we have
where C = C(p, k) > 0. By the similar method but more complicate calculations (using Lemma 4.7 and the estimates in Lemma 4.2), we have the same bounds for the other two terms on the r.h.s. of (4.24). Hence,
for all t > 0. Since the above argument is in the frame of π l D(A) with the orthonormal base {h l ; 1 ≤ l ≤ N }, we have
Proof of the main theorems
5.1. Gradient estimates of u m (t). To prove the strong Feller of the semigroup P m t (recall P m t φ = u m (t)) and the later limiting semigroup P t , a typical method is to show that P m t has a gradient estimate similar to (3.1). In [5] , one has the same estimate as (3.1) but with α = In our case, by the same method as in [5] (i.e. applying (3.1) to bound the r.h.s. of (2.15)), we formally have
however, the integral on the r.h.s. of (5.1) blows up due to α > 1 in (3.1) .
We have two ways to overcome the problem of not integrability in (5.1). One is by an interpolation argument (see Proposition 5.1), the other is by some more delicate analysis (see Proposition 5.2). The underlying ideas of the two methods are the same, i.e. trading off the regularity of the space for the integrability of the time. 
where α = p + 1 2 + r − γ is defined in (3.1) and C = C(T, α, β, γ) > 0. Proof. On the one hand, for any x ∈ D(A), by (2.13) and (3.7), one clearly has
where C > 0 is independent of m, t and x. Hence,
By a simple calculation with the the above two estimates, we have
for any 0 ≤ β ≤ α. Take any 0 < β < 1, applying the above estimate on the Duhamel formula (2.15) and the clear fact ||u m (t)|| 0 ≤ ||φ|| 0 , we immediately have (5.3). For the notational simplicity, we shall drop the index m of the quantities if no confusions arise. Denote
, by (3.1) with k = 2, we have
let us estimate the integral on the r.h.s. of (5.5) in the following way: it is easy to see that
By the same argument as estimating I 3 in the proof of Theorem 3.1 and the easy fact ||u(t)|| 0 ≤ ||φ|| 0 for all t ≥ 0, the first two integrals on the r.h.s. of (5.6) can both be bounded by
The last integral can be estimated as follows: By (3.7), (3.8) and the definition of u T,φ , one has
Collecting the above three estimates, we have
Plugging this estimate into (5.5) and dividing the both sides of the inequality by (1 + |Ax| 2+2α ), one has
As K > 0 is sufficiently large,
from this inequality, we immediately have (5.4).
Proof of Theorem 2.4.
One can pass to the Galerkin approximation limit of u m (t) by the same procedures as in [5] . For the completeness, we sketch out the main steps as following.
The following proposition is nearly the same as Proposition 3.6 in [5] , only with a small modification in which (5.3) plays an essential role.
Define K R = {x ∈ D(A); |Ax| ≤ R}, which is compact in D(A γ ) for any γ < 1, we have the following lemma (which is Lemma 4.1 in 
Lemma 5.5. For any δ ∈ (1/2, 1 + σ], there exists some constant C(δ) > 0 such that for any x ∈ H, m ∈ N, and t ∈ [0, T ], we have
By (1) of Lemma 5.5, we can prove that the laws
. By Skohorod's embedding Theorem, one can construct a probability space (Ω x , F x , P x ) with a random variable
Moreover, by (3) of Lemma 5.5, for x ∈ D(A) we have (see (7.7) 
Note that the subsequence {u m k } in Lemma 5.4 depends on φ, by the separable property of C(D(A), R), we can find a subsequence {m k } of {m}, independent of φ, such that {u m k } k converges. That is, we have the following lemma, which is Lemma 7.5 of [3] .
Lemma 5.6. There exists a subsequence {m k } of {m} so that for any
Take the subsequence {m k } in Lemma 5.6 and define
for all (t, x) ∈ [0, T ]×D(A), where u φ is defined by (5.10). By Riesz Representation Theorem for functionals ([12] , page 223) and the easy fact P t 1 = 1, (5.11) determines a unique probability measure P * t δ x supported on D(A). By (5.8), for any x ∈ D(A), we have some subsequence {m
Since the measure P * t δ x is supported on D(A), P x (X(t, x) ∈ D(A)) = 1, which is (1) of Definition 2.3. By a classic approximation (B b (D(A), R) can be approximated by C (D(A), R) ), we have (5.12)
With the above observation, we can easily prove Theorem 2.4 as follows:
is the law of X m k (·, x)), the map x → P x is also measurable. The following lemma is exactly Lemma 4.5 in [5] and expressed as Lemma 5.7. Let X(·, x) be the limit process of a subsequence
where each f k (x) = f k (π N x) and P t is defined by (5.12).
One can easy extend (5.
, which easily implies the Markov property of the family (Ω x , F x , P x , X(·, x)) x∈D(A) .
5.3.
Proof of Theorem 2.5. To prove the ergodicity, we first prove that (2.1) has at least one invariant measure, and then show the uniqueness by Doob's Theorem. With the ergodic measure, we follow the coupling method in [17] to prove the exponential mixing property (2.7).
Lemma 5.8. Each approximate stochastic dynamics X m (t) has a unique invariant measure ν m .
Proof. By Proposition 5.1 or Proposition 5.2, we can easily obtain that P m t is strong Feller. The existence of the invariant measures for X m (t) is standard (see [4] ), and it is easy to prove that 0 is the support of each invariant measure (see Lemma 3.1, [6] ). Therefore, by Corollary 3.17 of [13] , we conclude the proof.
The following lemma is the same as Lemma 7.6 in [3] (or Lemma 5.1 in [5] ).
Lemma 5.9. There exists some constant C > 0 so that (5.14)
where σ > 0 is the same as in Assumption 2.1.
With the above lemma, it is easy to see that {ν m k } is tight on D(A), and therefore there exists a limit measure ν which satisfies ν(D(A)) = 1. Taking any φ ∈ C 1 b (D(A), R), we can check via the Galerkin approximation (or see the detail in pp. 938 of [3] ) that (5.15)
for any t > 0. Hence ν is an invariant measure of P t . Proposition 5.10. The system X(t) is irreducible on D(A). More precisely, for any x, y ∈ D(A), we have
for arbitrary δ > 0, where B δ (y) = {z ∈ D(A); |Az − Ay| ≤ δ}.
Proof. We first prove that the following control problem is solvable: Given any T > 0, x, y ∈ D(A) and ε > 0, there exist ρ 0 = ρ 0 (|Ax|, |Ay|, T ), u and w such that
and u, w solve the following problem, (5.17)
where Q is defined in Assumption 2.1.
This control problem is exactly Lemma 5.2 of [23] with α = 1/4 therein, but we give the sketch of the proof for the completeness. Firstly, it is easy to find some z ∈ D(A 5/2 ) with |Ay − Az| ≤ ǫ/2, therefore it suffices to prove there exists some control w so that
Secondly, decompose u = u h + u l where u h = (I − π n0 )u and u l = π n0 u and n 0 is the number in Assumption 2.1, then equation (5.17) can be written as (5.19) in Fourier coordinates is given bẏ 
With this observation and the controllability, we can apply Lemma 7.7 in [3] to obtain the conclusion (Note that our control w is different from thew in [3] , this is the key point that we can apply the argument there with Q not invertible.) Alternatively, with the solvability of the above control problem, we can apply the argument in the proof of Proposition 5.1 in [23] to show irreducibility.
From Proposition 5.1 or Proposition 5.2, P t is strong Feller. By the irreducibility, there exists a unique invariant measure ν for X(t) by Doob's Theorem.
Finally, let us prove the exponential mixing property (2.7). To show this, it suffices to prove that where c, C > 0 are independent of m, and ν m is the unique measure of the approximate dynamics (see Lemma 5.8) . We follow exactly the coupling method in [17] to prove (5.22), let us sketch out the key point as follows.
For two independent cylindrical Wiener processes W andW , denote X m and X m the solutions of the equation (2.8) driven by W andW respectively. For any fixed 0 < T ≤ 1, given any two x 1 , x 2 ∈ D(A), we construct the coupling of the probabilities (P where (Z 1 (x 1 , x 2 ), Z 2 (x 1 , x 2 )) is the maximal coupling of (P m T ) * δ x1 and (P m T ) * δ x2 (see Lemma 1.14 in [17] ) and B D(A) (0, δ) = {x ∈ D(A); |Ax| ≤ δ}. It is clear that (V 1 , V 2 ) is a coupling of (P m T ) * δ x1 and (P m T ) * δ x2 . We construct (X 1 , X 2 ) on T N by induction: set X i (0) = x i (i = 1, 2) and define
The key point for using this coupling to show the exponential mixing is the following lemma, which plays the same role as Lemma 2.1 in [17] , but we prove it by a little simpler way.
Lemma 5.11. There exist some 0 < T, δ < 1 such that for any m ∈ N, one has a maximal coupling (Z 1 (x 1 , x 2 ), Z 2 (x 1 , x 2 )) of (P if choosing δ = T β with β > 0 sufficiently large. Hence P(Z 1 = Z 2 ) = 1 − P(Z 1 = Z 2 ) ≥ where {D j } j is a finite θ-radius disk cover of S l (due to the compactness of S l ) and D θ = #{D j }. Define a stopping time τ by (6.8) τ = inf{s > 0; E K (s)J −1 s − Id L(H) > c}. where c > 0 is a sufficiently small but fixed number. It is easy to see that (6.7) holds as long as for any η ∈ S l , we have some neighborhood N (η) of η and some k ∈ Z l (n) \ Z l (n 0 ), i ∈ {1, 2} so that (6.9) sup 
