Abstract: Loners, individuals out-of-sync with a coordinated majority, occur frequently in nature. 20 Are loners incidental byproducts of large-scale synchronization attempts or are they part of a 21 mosaic of life-history strategies? Here, we provide the first empirical evidence of naturally 22 occurring heritable variation in loner behavior, using the social amoeba Dictyostelium discoideum. 
Introduction
, and finally chemotax (Gregor et al., 2010) . Moreover, for computational Total loner density then depends on how quickly P-cells switch to the A-state relative to how 154 quickly they are left without a quorum ( / ), and on how easy it is to maintain a quorum (see Fig. 155 S4a-d, Box 1 and SI Appendix for analytical results). Thus, the larger the P-to-A transition rate , 156 the fewer loner cells are left behind since P-cells sensing a quorum switch faster to the A-state; Jain, & Deen, 1996; Pluen, Netti, Jain, & Berk, 1999) , these results further suggest that at least 173 one of the molecules involved in the quorum-dependent transition should be large-for example, 174 conditioned medium factor (CMF) (Gomer et al., 1991) , prestarvation factor (PSF) counting factor 175 (Kolbinger et al., 2005) , counting factor (Brock & Gomer, 1999) or phosphodiesterase 176 (Bodenschatz, Bae, & Prabhakara, 2017) . 177 Notably, PSF and CMF are secreted during the growth phase and early starvation. This led us to 178 investigate the potential role that these earlier signaling stages could play in regulating loner 179 behavior. To test this hypothesis, we let cells grow in bacterial suspension until resources are 180 depleted, and only subsequently plated them in agar gels. Thus, the initial responses to resource 181 depletion occur in a well-mixed environment, and any signaling molecules secreted in this phase 182 should synchronously reach all cells. If early signaling is responsible both for the loner differences 183 between strains and for the effects of agar concentration on loners, we predicted that the well-184 mixed environment should produce the same effects as increasing diffusion in our model (Fig 1g) . 185 First, the increased signaling synchrony should decrease the loner number of any given strain; 186 second, strains that had more synchronous signaling to begin with (i.e. better aggregators) should 187 be less affected by this treatment than strains that started out with less synchronous signaling (i.e. 188 worse aggregators), which would cause the differences between strains to decrease. Consistent 189 with these predictions, we found that the loner counts decreased dramatically for the worse 190 aggregator, leading to a reduction in the difference between strains (Fig. 3 ). This supports our 191 hypothesis that vegetative or early starvation signaling-and not the later, cAMP relay signaling 192 and synchronization, as previously inferred using knockouts (Dubravcic et al., 2014 )-could be a 193 critical stage at which loner behavior is regulated and the natural variation that we observed is 194 produced.
195
The aggregator-loner partitioning depends on the identity of neighboring cells. 196 Collectively, the results above show that the population partitioning stems from interactions 197 between genotype and environment and suggest that cell signaling mediates these interactions. 198 This raises the possibility that a strain's partitioning could also be influenced by the presence of 199 other strains via cross-signalling. If a cell's commitment to aggregation were independent of the 200 identity of co-occurring strains, a mix of strains would leave behind a total mixed loner density 201 that is the linear combination of the two strains' loner densities (see Methods). Our model, 202 however, predicts developmental interactions between co-occurring strains that produce a diversity 203 of departures from linearity ( Fig. 4a; Fig. S5 ).
204
When we plated well-mixed cells of the strains NC28.1 (better aggregator) and NC85.2 (worse 205 aggregator) at different frequencies and left them to co-develop under starvation conditions we 206 found agreement with this theoretical prediction. The total loner density of the mixed strains 207 deviated significantly from the linear combination, mapping out a sigmoidal curve (Fig. 4b, Fig. 208 S6), which was one of three possible theoretical outcomes. Thus, when the better aggregator was 209 more abundant in the mix (25%:75%) there were fewer total loners than predicted by the linear 6 combination; conversely, when the worse aggregator was more abundant (75%:25%) there were 211 more total loners. That strains influence each other's partitioning is consistent with existing results 212 using knockouts (Dubravcic et al., 2014) and it is particularly interesting in light of prior work 213 showing that, during aggregation, D. discoideum cells do not perfectly discriminate against non-214 kin and genetically heterogeneous multicellular aggregates occur naturally (Strassmann, Zhu, & 215 Queller, 2000), allowing for potential interactions between strains that can alter each other's life-216 history investments (Buttery, Rozen, Wolf, & Thompson, 2009; Strassmann & Queller, 2011) . 217 Whether or not such interactions occur within the aggregate (Martínez-García & Tarnita, 2016;  218 Tarnita et al., 2015; J. B. B. Wolf et al., 2015) , our results reveal that they do occur earlier in the 219 developmental process. 220 Such developmental interactions that alter life history investments could severely impact strain 221 fitness, alter D. discoideum diversity, and threaten the persistence of the social behavior 222 (Strassmann & Queller, 2011) . It is therefore crucial to understand their consequences for 223 individual strains. In our case, the theoretical model produced two possible outcomes of co- the theoretical density of the mixed-strain loners had a sigmoidal shape similar to that derived 227 experimentally, the loners of the better aggregator quickly went to zero as the frequency of the 228 worse aggregator in the mix increased (Fig. S7c,d) . Thus, the better aggregator became even better 229 in the presence of the worse aggregator, enhancing the difference between the two strains (case ii).
230
This occurred because the more sluggish loners of the worse aggregator maintained quorum long 231 enough for the better aggregator to aggregate perfectly. Experimentally, the spatial distribution of 232 the mixed-strain loners provides insight into their potential composition (Fig. 4c,d ): as soon as the 233 worse aggregator is part of the mix (even at the lowest frequency), the spatial distribution of the 234 mixed loners is almost identical to that of the worse aggregator-and strikingly different from that 235 of the better aggregator-suggesting that, as predicted, the mixed-strain loners predominantly 236 comprise the worse aggregator. Importantly, developmental interactions between co-occurring 237 strains do indeed have consequences for the life history investments of individual strains.
238
Cross-signaling may foster slime mold diversity across spatio-temporal scales.
239
The two possible outcomes of co-development predicted by our population-partitioning model are 240 reminiscent of two classical evolutionary routes to diversity maintenance-quasi-neutrality (case 241 i; Fig. 5a ) and character displacement (case ii; Fig. 5b )-and are therefore likely to have 242 consequences for slime-mold diversity. To investigate these biodiversity consequences of strains 243 mixing and co-developing-instead of perfectly segregating and avoiding co-development-we 244 incorporated our population-partitioning model into an existing model of competition for resources 245 over multiple successive growth-starvation (Martínez-García & Tarnita, 2016 , 2017 Tarnita et al., 246 2015) ( Fig. S8 ; see Methods). Although empirically we did not investigate fitness differences 247 between strains, here we assume that such differences exist and depend on the environmental 248 conditions as in prior work (Martínez-García & Tarnita, 2016 , 2017 Tarnita et al., 2015) . The 249 environment is characterized by the mean time between nutrient replenishment events. We 250 considered both deterministic environments (all replenishment times of equal size) and stochastic 251 environments (exponentially distributed nutrient replenishment times). For each, we explored a 252 range of mean nutrient replenishment times. Regardless of whether co-development occurs, within 253 any environment, there was competitive exclusion: consistent with previous work, we found that 254 strains that leave behind more (fewer) loners are more competitive in environments with shorter 7 (longer) mean replenishment times (Tarnita et al., 2015) . In deterministic environments the identity 256 of the winner was also deterministic and not altered by co-development (inset of Fig. 5c,d) ; 257 however, co-development did alter the time-to-extinction of the loser (inset of Fig. 5e,f) . On the 258 contrary, in stochastic environments, for every pair of competing strains, there is a range of 259 environments where the identity of the winner is uncertain and that range is drastically altered by 260 co-development (Fig. 5c,d ). As in deterministic environments, co-development also influenced the 261 time-to-extinction of the loser (Fig. 5e,f) .
262
To untangle the effects of co-development on diversity at different spatial scales, we discretized 263 the environment into small-scale patches with identical replenishment conditions. Competition 264 between pairs of strains occurred within each patch, and there was no dispersal between patches. 265 Importantly, this setup allows us to investigate the effects of co-development on alpha (intra-patch) 266 and beta (inter-patch) diversity, but it does not introduce any intrinsic spatial heterogeneity. As 267 expected, within each patch, we found competitive exclusion. However, at the level of the 268 environment, if the replenishment conditions are within the range where the identity of the winner 269 is uncertain, there can be coexistence. Each of our predicted modes of co-development imparted a 270 distinct biodiversity signature. Specifically, in case (i), the converging behaviors of the two strains 271 led to much longer times to extinction, resulting in higher transient alpha diversity compared to 272 the segregated model. However, this mode of co-development also narrowed the environmental 273 range in which competition lead to non-deterministic exclusion, resulting in lower stationary beta 274 diversity compared to the segregated model (Fig. 6a) . Case (ii) yielded the opposite outcome for 275 both alpha and beta diversity (Fig. 6b) .
276

Conclusion
277
To conclude, here we showed natural variation and heritability in the aggregator-loner partitioning 278 behavior of naturally co-occurring strains of D. discoideum. Strikingly, the seemingly asocial 279 loners are not a separate, independently-determined subset of cells, but rather they arise 280 dynamically from the collective process. Coupling experiments and theory, we revealed that the 281 aggregator-loner partitioning behavior is governed by a stochastic cell-level decision-making 282 process mediated by cell signaling and modulated by both the abiotic and the biotic context. These 283 investigations of collective behavior revealed previously unknown stochastic aspects of D. 284 discoideum development. Finally, we used a theoretical approach to explore the ecological 285 consequences of these findings and showed that the co-development of different strains impacts 286 diversity across multiple scales. These results, arising solely from interactions between ecology 287 and development, recapitulate the biodiversity outcomes of classical eco-evolutionary interactions. 288 Overall, our results highlight the necessity of an integrated approach to collective behaviors, 289 including multicellularity: studying asocial life-history strategies revealed insights into collective 290 behavior and development, and studying development revealed insights into ecological dynamics 291 and parallels with well-studied eco-evolutionary processes. without paying the costs. In slime molds, free-riders-strains that never contribute to stalk 296 formation in mixes-have been found both in the wild (Buss, 1982) and in the lab 297 Fox, Strassmann, & Queller, 2011 (Couzin & Krause, 2003; Hopcraft et al., 2015) to plants (Janzen, 1976 From each stock suspension, a dilution series in SorMC buffer (80%,70%,...,20%) was obtained.
503
In addition, a 5% dilution was prepared from each stock suspension. The 5% dilutions were below 504 the critical aggregation density, and they were used to estimate the total amount of cells in the 505 other samples coming from the same stock suspension. Cells were platen on non-nutrient agar gels 506 (2%, 3% and 4% concentrations) cast in 1.5mm acrylamide gel casts (Bio-Rad). Each of the diluted 507 and undiluted cell suspensions was applied to the agar substrates as a 10μL droplet.
508
The samples were then left to develop in a moist dark chamber at 21°C until the streaming phase 509 of aggregation was over and most of the aggregates were already at the slug stage (~14 hours).
510
Development was then halted by lowering the chamber temperature to 4°C. Even though the 5% 511 diluted suspension samples never aggregated, they were also left in the chamber for the full length 
(1)− (0) where
We also considered three forms for the noise term: a homoscedastic structure, a constant 582 coefficient of variation and a heteroscedastic structure, given respectively by 583 584
We computed the ΔAIC, the difference in AIC (Akaike Information Criterion) between a given 589 model and the best model in the candidate set. Credible intervals were built for the shape parameter 590 a using Log-likelihood ratios. Table S1 .
633
Computation of signal density. Signal is released by both A-and P-cells, but it is sensed only by 
K0 is the zero-order modified Bessel function of the second kind. Figure S8 ). Upon resource exhaustion, the density of loners left behind by each of the two 677 strains is determined from the pair-specific co-developmental curve obtained via simulations 678 of co-development using the spatially-explicit developmental model above (Fig. S7a,c) . 
707
where μ is the rate of decrease of the survival probability and ς is a parameter that modulates the 
where # =10 4 is the total number of patches, and #w and #b are the number of patches dominated Table S1 . Fig. 4e ), co-development induced quasi-neutrality increases transient coexistence (and transient alpha-diversity). However, it also eliminates the variability in the winner and thus co-development induced quasi-neutrality eliminates stationary beta-diversity. b, Strains diverge in their partitioning behavior due to developmental interactions (case ii). In a stochastic environment with mean starvation time ̅ = 430 hour (symbol with black boundary in Fig. 4e ), co-development induced character displacement has the opposite effect from (a): the mean extinction time decreases (decreased transient alpha-diversity) but the variability in the winner across patches increases compared to segregated development (increased stationary beta-diversity).
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Supplementary Material Figure S1 . Experimental loner spatial distributions. a, Representative loner position maps are shown for each of the three strains (NC28.1 in blue, NC85.2 in red and NC34.1 in grey) plated on 3% agar. The position of each cell is plotted such that darker regions represent regions densely packed with loners. b, Characteristic loner spatial patterns for each strain are expressed as the probability distribution of local cell densities (see Methods). Broader peaks and fatter distribution tails (such as for NC34.1) correspond to more heterogeneously distributed loner cells. Figure S2 . Experimental loner counts. a, Loners in regions with varying loner densities were algorithmically counted and plotted against manual (by eye) counts for those same regions. Dashed line = automatic and manual counts coincide. The dispersion around the line is a measure of the counting error. b, Cell counts in experiments realized with dilutions from a same cell suspension. Cell densities were below the aggregation threshold. Dashed line = linear regression with intercept anchored at zero. The inclination is a measure of the cell density of the initial suspension, and the dispersion around the regression line is a measure of the error introduced whenever a dilution is made. c-k, Loner counts are shown as a function of initial cell plating densities for each of the three strains and each of the three substrate agar concentrations. For initial plating densities above 7.5 x 10 4 cells/cm2, aggregation occurs for all strains and substrates. To test if above this critical cell density the decision to aggregate is context-independent, those samples with high initial plating densities (filled circles) were used to fit linear Gaussian models with 0 intercept (dashed lines). These zero-intercept models were contrasted to linear Gaussian models with a free intercept parameter (solid lines). ΔAIC, the difference in AIC (Akaike Information Criterion) between the 0-intercept and free-intercept models, shows that the latter outperformed the former for all substrates and strains, indicating that the decision to aggregate is context-dependent. Moreover, the inclines of the best fitting linear models are not significantly different from zero for all but the best aggregating conditions (strain NC28.1 on 2% agar substrates), and even then only weakly positive. This indicates that loner densities plateau at high initial plating densities. Figure S3 . Schematic of the developmental model. We formulated an individual based model approach in which cells can be in three possible internal states: pre-aggregating, P; aggregating, A; and multicellular, M. Each state has different properties, listed in the blue boxes. The transitions between states occur only in one direction, as indicated by the grey arrows. The P-to-A transition is based on quorum sensing and it occurs at a strain-specific rate, λ; for each time step dt, if the density of signals is above the strain-specific sensitivity threshold, P-cells have a probability λdt of becoming A-cells. The transition from aggregation to multicellularity is entirely based on movement, and it occurs when cells arrive at the aggregation center. Figure S4 . Model results for clonal development. a, Analytical solutions in the limit → ∞ for the rescaled number of loners versus the rescaled initial population size (Eqs. (2.13), (2.15), and (2.16) in the SI). b, Phase separation between perfectly synchronized (no loners) and asynchronized (loners) development in the limit → ∞. Red curves are obtained via numerical integration of Eqs. (2.11) and (2.12) in the SI for different initial population sizes; the blue-thick curve corresponds to the analytical result in the limit N0 → ∞ (Eq. (2.22) in the SI and Box 1 in the main text). c, d, Loner density versus initial cell density when (c) strains differ in / with fixed κ=500 or (d) strains differ in κ with fixed =1 and =12 m/min. D=10 -7 . e, Probability density function for the presence of loners; the aggregation center is at the center of the system. The histogram is computed using the spatial positions of loners from 100 independent realizations of the model with D=3x10 -8 , ρ0=3x10 5 , =1, κ=400. f, g, Loner density versus diffusion coefficient when: f, strains differ in / with fixed κ=500; g, strains differ in κ with fixed =1 and =12 m/min. h, i, Schematic representation of the reduction in the regions in which signal density is above the strain-specific sensitivity threshold as a result of reducing the diffusion coefficient. Dashedred lines delineate the regions in which signal density is above a strain-specific sensitivity threshold. Color code for the cells and the concentration of signals as in Figure 2 (a-d) . In (a-g), non-specified parameters and units are as in Table S1 . Figure S5 . Model results for co-development. For a systematic exploration of the outcome of pairwise developmental interactions within the three-dimensional strain-specific parameter space (γ, θ, λ), strains in each mix are labeled according to their relative value of the sensitivity threshold, θ. We use the subindex lt, standing for 'low threshold', to label strain-specific parameter values of the strain with the lowest θ, and the subindex ht, standing for less sensitive, to label strain-specific parameter values of the strain with the highest θ. a, ℎ / -ℎ / parameter space ( Table S1 with D = 10 -7 and ρ0 = 3x10 5 . Averages taken over 100 independent model realizations.
29 Figure S6 . Statistical analysis of non-linearity in mixed strain experiments. a-c, Maximum likelihood analysis. a, Grey points = experimental mixed loner densities (see Fig. 3b ). Black curve = expected loner densities for the maximum likelihood estimate of shape parameter a (see Methods). Blue areas = envelopes for the loner density curves for the confidence intervals defined by likelihood ratios of 2, 8 and 16, from darker to lighter. b, Negative Log-likelihood profile for the shape parameter a of the model with the best Akaike Information Criterion (AIC). Blue areas = confidence intervals defined as in (a). c, ΔAIC, the difference in AIC between a given model and the best model in the candidate set. Blue values = the two best-fitting models. d,e, Bootstrapping analysis. For each of the five strain mix proportions, empirical distributions were bootstrapped and 50.000 data sets were constructed. d, Grey lines = piecewise linear regressions of 20 of these resampled data sets. Black line = the mean of all resampled data sets. Error bars = standard errors. e, For each resampled data set, a linear regression was performed using only the pure strain experiments and another linear regression was performed using only the mixed strain experiments. The difference between these inclinations is a measure of the non-linearity of the data set. Black line shows the probability density function of these inclination differences. Red line at zero marks linearity (p=0.033). Table S1 . The color code for each strain corresponds to Fig. 4 . Figure S8 . Schematic of the competition model. The model consists of a sequence of growthstarvation cycles. During growth, cells consume a shared pulse of resources and divide; during starvation, loners and aggregated cells die at different rates. The length of the starvation periods Tst can be either fixed (deterministic environments, defined by Tst) or drawn from an exponential distribution (stochastic environments, defined by the mean starvation time ̅ ). Upon resource exhaustion (at the end of the growth period), the population partitions into aggregators and loners according to our population partitioning model. We compare two scenarios: well-mixed, where cooccurring strains co-develop and loner densities are obtained from co-development curves (e.g., as in Figure S7 ), or segregated, where strains are assumed to not mix and loners are derived from each strain's clonal development partitioning. 1 Calculation of stationary signal profile
We assume that cells are punctual sources that release signal at a constant strain-specific rate γ. The signal has a spontaneous decay rate η and a diffusion coefficient D. Given these conditions, the equation that governs the spatiotemporal evolution of signal density, σ(x, y; t), is ∂σ(x, y; t) ∂t = D∇σ(x, y; t) − ησ(x, y; t), (1.1)
The first term on the right side of Eq. (1.1) accounts for the diffusion of signal and the second term for its spontaneous decay. Here, we first solve the stationary limit (∂ t = 0) of Eq. (1.1) in an infinite domain, imposing as boundary conditions the facts that cells continuously release signals and that signal density goes to zero when the distance from the emitting cell tends to infinity. Subsequently, we discuss the effect of considering a finite integration domain with periodic boundary conditions.
Due to the radial symmetry of the problem, we transform Eq. (1.1) to polar coordinates, in which the partial differential equation in (x, y) becomes an ordinary differential equation in the radial coordinate r that indicates the distance to the source of the signal,
Since the position of the emitter, r = 0, is a singular point of Eq. (1.2), we will first assume that cells have a finite radiusr and then take the limitr → 0. After the transformation to polar coordinates, and assuming a finite radius for the cell, the boundary conditions can be written as, 5) where I 0 and K 0 are the zero order modified Bessel functions of the first, respectively second, kind. From the boundary condition of Eq. (1.3), it follows that A = 0, since I 0 diverges when its argument tends to infinity. B is calculated from the second boundary condition, Eq. (1.4), 6) where K 1 is the first order modified Bessel function of the second kind and we have used that K ′ 0 (r) = −K 1 (r). Inserting Eq. (1.6) into (1.5), the stationary signal profile produced by a source of finite radiusr is,
Finally, to obtain the profile generated by a punctual source, we take the limitr → 0 in Eq. (1.7),
The solution provided by Eq. (1.8) assumes an infinite system size, whereas we perform numerical simulations of the developmental model on a finite domain of lateral length ℓ with periodic boundary conditions.
To impose periodic boundary conditions is equivalent to considering that the simulated finite domain corresponds to a tile embedded into an infinite lattice in which each tile is a mirroring image of the focal domain.
The signal density within the focal tile is obtained by adding over the contributions of all other tiles. However, since our numerical simulations only explore a range of diffusion coefficients in which σ(ℓ/2) ≈ 0, we can truncate the sum over tiles at the nearest neighbors of the focal one. This is equivalent to calculating distances to the position of each emitting cell, (x em , y em ), in each spatial coordinate:
The total distance is then given by the radial coordinate r, as r = r 2 x + r 2 y .
2 Analytical treatment of the developmental model in the spatiallyimplicit limit D → ∞
The spatially-implicit limit of the individual based population-partitioning model consists of disregarding the spatial effects introduced by a finite signal diffusion coefficient (i.e. the limit D → ∞), but still accounting for cell movement at a finite velocity. To this end, we map cell movement into a stochastic transition in cell state from aggregating to being multicellular; the rate of this transition is related to cell velocity, v.
First, we calculate the stationary signal density profile produced by each cell in the limit D → ∞. Unlike in the low D case explored in the spatially-explicit simulations, in which periodic boundary conditions were implemented considering only the nearest neighbors of the focal tile, now, since the signal spreads infinitely far, we need to include the contribution of an infinite number of tiles. This results in each cell generating a homogeneous signal distribution within the focal tile, σ H = M/ℓ 2 . M is the mass of signal that is being released by each cell in the stationary limit, which can be obtained by integrating Eq. (1.8) over the entire range of distances,
Due to the conservation of the total population size N 0 (since demographic events are neglected on the temporal scales of aggregation), the state of the system is fully determined by the sizes of two of the three subpopulations (P, A, and M cells). We choose the number of cells in the P -state, N P , and in the A-state, N A , as state variables. The number of cells in the M state, N M (t) (i.e., the size of the multicellular aggregate)
can then be obtained from
In order for the aggregation process to be initiated at all, a quorum must be met by the initial population (all of which are P -cells), i.e. we must have N 0 σ H > θ. In the absence of a quorum, all initial cells remain as loners and therefore the total loner number is L = N 0 . If there is an initial quorum, then P -cells turn into
A-cells at rate λ; A-cells continue to emit signal while they move in the direction of the aggregate. As A-cells eventually join the aggregate, they stop signaling and therefore the amount of signal in the system continues to decrease. P -cells continue to become A-cells at rate λ only if the total signal density [N P (t) + N A (t)] σ H remains above the strain-specific sensitivity threshold, θ. The P -to-A transition rate as a function of time is thus given byλ
where Θ is the Heaviside function, which takes value 1 for non-negative arguments and 0 for negative arguments. Therefore, omitting the temporal dependence inλ, N A and N P ,
The rate at which A-cells stick to the aggregate and become M -cells can be approximated by the inverse of the time needed to cover the mean distance to the aggregate at a velocity v, i.e.
where < d > is a characteristic spatial scale of the aggregation territory (mean distance to the aggregation center). For simplicity, we will fix < d >= 1 in the following and refer toṽ as a rescaled velocity.
Therefore, the aggregation process can be mapped to a sequence of two stochastic reactions, each of which occurs at a different rate,
This stochastic process is fully described by a master equation, which gives the temporal evolution of the probability g(N P , N A ; t) of finding the system in a state (N P , N A ) at time t, ∂g(NP ,NA;t) ∂t =ṽ(N A + 1)g(N P , N A + 1; t) +λ(N P + 1)g(N P + 1, N A − 1; t) (2.6)
To simplify the notation, the temporal dependence in N A , N P andλ has been omitted.
Following standard procedures, from the Master equation (2.7) we can derive a system of coupled ordinary differential equations for the mean value of each subpopulation size,
where p(t) and a(t) are the mean values of N P , respectively N A , at time t. The dot over a and p on the left side of the equation indicates a time derivative. System (2.8) can be solved analytically, using that initially all cells are in the pre-aggregation state, i.e. p(0) = N 0 , a(0) = 0. Then
Since the ultimate objective of this approximation is to obtain analytical expressions for the loneraggregator partitioning behavior, an important observable is the time τ at which the decaying signal density exactly equals the strain-specific sensitivity threshold. τ can thus be obtained by solving
where we have used the fact thatλ(τ ) = λ according to Eq. (2.2). Since aggregating cells also contribute to the pool of signal, τ does not represent the aggregation time; after a time τ , any A-cell in the system will continue to move towards the aggregate at rateṽ until a(τ + ∆t) = 0. However, importantly, τ gives the time at which the last P − A transition occurs. Therefore, all cells that are still in the P -state at time τ will remain as loners and we can find the total number of loners as Henceforth we will focus on the former case, when aggregation does get initiated.
In general, we can not solve for τ in Eq. (2.12) and therefore we can not determine the number of loners analytically. Below, we try to circumvent this problem by looking at a few special cases.
Analytical results for the non-spatial limitṽ → ∞
In this limit, cells spend an infinitesimally short time in the A state and therefore p(t) + a(t) → N 0 e −λ/t .
To obtain τ we then solve σ H N 0 e −λ/τ = θ, which gives τ = ln σ H N0 θ /λ. Then, from Eq. (2.13), the number of loners, when there is a quorum for aggregation, is L = exp(−λ/τ ) = θ/σ H . (2.14)
Therefore, in this limit, λ gives the time scale of the aggregation but it has no effect on the number of loners, which is equal to the sensing-to-signal ratio.
Analytical results whenṽ = kλ orṽ = λ/k
In the special caseṽ = 2λ, using the change of variables y = exp(−λτ ), (2.12) becomes a quadratic equation from which y and thus τ can be obtained, In the other special case,ṽ = λ/2, Eq. (2.12) becomes again Eq. (2.15) using the change of variables y = exp(−ṽt). Thus, if there is a quorum for aggregation (i.e. N 0 > θ/σ H ) the number of loners is In general, the changes of variables introduced here, y = exp(−λt) and y = exp(−ṽt), will turn Eq. (2.12) into a polynomial equation of degree n provided thatṽ = nλ orṽ = λ/n. If the root of such a polynomial within the interval y ∈ (0, 1] can be obtained, then an expression for the number of loners as a function of the initial population N 0 is accessible. In Figure S4 , we show the two cases obtained here (Eqs. (2.16) and (2.17)), as well as the non-spatial limitṽ → ∞. In addition, we also show theṽ = 4λ case, where the equivalent to Eq. (2.15) is a 4-th degree polynomial, whose root in the interval y ∈ (0, 1] we obtained using To obtain an independent expression for L we need another, non-redundant relationship between L and Q. This can be obtained by first rearranging terms in Eq. (2.12), where we have used the fact that σ H = γ 2πηℓ 2 (see Section 2). In the limit N 0 → ∞, there is thus a phase separation given by the relative magnitudes of the P -to-A and A-to-M transition rates.
Proof of the existence of L. In order to obtain in Eq. 2.23 the limit of p(τ ) for infinite initial population sizes, we first need to prove that such a limit exists and is finite. To this end, we will first calculate the derivative of p(τ ) with respect to N 0 : dp(τ ) Since the numerator and the denominator of Eq. (2.27) have opposite signs for both λ >ṽ andṽ > λ, dp(τ )/dN 0 is always negative. Thus, p(τ ) is a decreasing function of N 0 . Since p is a non-negative and decreasing function, the limit of p(τ ) as N 0 tends to infinity exists and is always greater than or equal to zero. Importantly, due to the symmetry between p and N 0 exp(−ṽτ ), the limit Q defined in the calculation of L also exists and has the same properties as L.
2.4 Analytical results for co-development of two strains with same λ andṽ = 2λ
In mixed development, we consider two strains defined by the set of strain-specific parameters (λ, θ, γ). λ and θ have been defined above, and γ determines the strain-specific signal density σ H released by each cell.
We use the term high-threshold strain and the notation ht for the strain with the higher signal sensitivity threshold and low-threshold strain (lt) for the one with the lower signal-sensitivity threshold. Thus, θ ht > θ lt .
