Abstract-in this paper, a novel human visual sensitivity measurement approach is presented to assessment the visual quality of JPEG-coded images without reference image. The key features of human visual sensitivity (HVS) such as edge amplitude and length, background activity and luminance are extracted from sample images as input vectors. SVR-NN was used to search and approximate the functional relationship between HVS and mean opinion score (MOS). Then, the measuring of visual quality of JPEG-coded images was realized. Experimental results prove that it is easy to initialize the network structure and set parameters of SVR-NN. And the better generalization performance owned by SVR-NN can add the new features of the sample automatically. Compared with other image quality metrics, the experimental results of the proposed metric exhibit much higher correlation with perception character of HVS. And the role of HVS feature in image quality index is fully reflected.
Ⅰ INTRUDUCTION
Image quality evaluation plays an important role in processing image. With the extensive application of image, developing image quality metric without reference image has received widespread attention especially when it is difficult to obtain reference image. Thanks to image serving people, image quality assessment is more and more dependent on the characteristics of human visual system (HVS). Considerable volume of research has demonstrated that image quality evaluation methods considering human visual characteristics is better than others not considering these characteristics [1] . Therefore, it is imperative to develop the no-reference image quality metric based on human visual factors.
In the last few decades, extensive valuable research has been carried out in developing this topic. Gastaldo et al. proposed a circular back propagation (CBP)-based image quality evaluation method [1] , Venkatesh Babu et al. proposed a no-reference image quality index using growing and pruning radial basis function (GAP-RBF) [2] and Suresh et al. proposed a no-reference metric based on extreme learning machine classifier [3] .
JPEG is one of the most popular and widely used image formats in internet and digital cameras. In this paper, for JPEG images, the extracted visual sensitivity approach is used to assessment the visual quality of images without any reference. The key human visual sensitivity factors were used as input vectors of network. Image quality estimation includes computation of functional relationship between HVS features and subjective test scores. Here, the functional relationship is approximated using support vector regression neural network. The experimental results show that the proposed no-reference image quality metric has a good consistency with mean opinion score (MOS), really embodying the role of HVS features in image quality measurement.
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Ⅱ -BSED FEATURE EXTRACTION
A key distortion of JPEG images is horizontal and vertical blocking artifact generated by DCT-based transform coding for per 8×8 image block. In order to measure this kind of distortion accurately, several important human visual sensitivity factors such as edge amplitude and length, background activity and luminance [4] In order to explain this process clearly, the vertical profile and median filtered profile of single image in horizontal direction is shown in Fig.1 and Fig.2 , it is explicit that there is sharp rise between both neighboring locations because of block compression, which is in line with Reference [1] . Generally speaking, the more the compression ratio, the greater the rise value and the difference of both reflect human being's different sensitivity for different area in an image. The sensitivity difference is shown in Fig.3 . Fig.4 . Here, x axis, y axis and z axis respectively denote dimension per image, the number of sample images and corresponding HVS feature. It can be observed from Fig.1 that most of HVS features fall in the range of (-1, 0.3) and evenly distributed feature could ensure difference of different images. 
Ⅲ NO-REFEREENCE IMAGE QUALITY MODEL
Because of the goal of image quality assessment for people, the performance of measurement approach considering human visual sensitivity is highly better than those without considering them. Therefore, the human visual sensitivity objective score (HVSOS) is presented to assess image quality. The support vector regression neural network (SVR-NN) is utilized to approximate the functional relationship between human visual sensitivity features and mean opinion score. The HVSOS index considers human visual sensitivity factors as a criterion to evaluate the image quality, so the image visual quality is emphasized and then the process of image quality assessment is to some extent simplified.
A. The basic principles of SVR-NN
The basic idea of SVR-NN algorithm is that architecture of SVR-NN is initialized by SVR and then corresponding parameters of network is updated using neural network. In this paper, we select SVR − ε for initializing architecture of SVR-NN because of its better sparsity performance and Gaussian function as kernel function of SVR-NN because of its better performance of fitting. Therefore, the architecture of SVR-NN can be written as [5] :
Here, i α is vector solution, 
B. HVSOS metric approach model
Mentioned above, HVSOS model applied in image quality is constructed as Fig.2 : To obtain better assessment accuracy, neural network algorithm based on gradient-decent method is used to update SVR-NN network. The lost function for HVSOS is defined here [6] :
Here, t is the epoch number; i is the layer number,
is assessment value. Update the weight vector, center vector and width of the hidden node according to [7] : 
Here, k is the number of iteration η is the learning rate, α is momentum coefficient. Ultimately, the outliers are mistaken as normal training data. That is to say, the over fitting happens.
Therefore, the suitable decay method is that t A t u / ) ( = is selected, and then the better generalization performance is achieved, especially when A is a constant [6] .
E Ⅳ XPERIMENTS AND DISCUSSIONS
In our simulations, we have used the LIVE image quality assessment databaseⅠ [8] which is constituted of 29 JPEG original images and 204 JPEG images with different compression rates from original images. The 233 images are divided into two disjoint sets for training and testing. The corresponding MOS need be transformed to 1-10 range. In order to validate the effect of evaluation of proposed HVSOS, Wang's NR [9] , ELM [3] and SSIM index [10] are compared to proposed HVSOS algorithm.
After training phase, the parameters are set as follows: ε =1.25，C =31，γ =27， η =0.1800， α =0.0200, the number of iteration is 300. The error RMSE convergence curve is shown in Fig.5 . 
A. Visual analysis of HVSOS
In our experiments, the LIVE image database is divided into train set and test set. The PSNR and HVSOS are respectively used to predict the train and test sets. Fig.6 and Fig.7 show comparison measurement results for train sets, Fig.8 and Fig.9 for test sets. As can been seen from Fig.6 to Fig.9 , whether is train sets or test sets, the evaluation results of HVSOS index are all able to precisely vary with diversification of MOS values, more evenly distributing around the ideal straight line and then there are few outliers interfering with experimental results.
In order to vividly explain this phenomenon, here show four group pictures, such as Fig.10 (a) (b) , Fig.11  (a) (b) , Fig.12 (a) (b) , Fig.13 (a) (b) , each of which is composed of both same pictures except the blocking effect. These pictures reveal human visual sensitivity effect in different aspects. There is better visual effect in Fig.10 (a) and Fig.11 (a) than in Fig.10 (b) and Fig.11 (b) , because of the (b) pictures' bad blocking in them; while the both group of Fig.12 and Fig.13 owe the same high visual quality and little visual difference between (a) and (b) of each group. The table 1 shows each evaluation result that is predicted in HVSOS and PSNR two metrics. Seen from table 1, it is obvious and precise that the HVSOS index gave right difference for big difference between Fig.10 (a) and Fig.10 (b) , so is it for Fig.11 (a) and Fig.11 (b) ; while the PSNR index assesses the very similar evaluation results, which is not consistent with the corresponding MOS values. For the Fig.12 (a) and Fig.12 (b) , they have close visual quality. This is highly consistent with HVSOS index's evaluation result and MOS value, which is contrary to PSNR giving assessment results for Fig.13 (a) and Fig.13 (b) . From TABLE 2 , obviously, the RMSE value of HVSOS model is much less than that of other three algorithms and the R-square value of HVSOS are much more excellent than that of Wang's NR and SSIM algorithms. Therefore, we could conclude that the proposed HVSOS quality model owns better generalization performance and its measurement result has a higher consistency with HVS features.
B. The comparison between HVSOS approach and other popular metrics
Ⅴ CONCLUSIONS
In this paper, a novel HVSOS metric approach is presented to assessment the visual quality of JPEG-coded images considering various HVS features. The functional relationship between the extracted HVS features and MOS is modeled by SVR-NN. The network can be updated easily and the performance of the proposed metric is better than others. This metric can be easily extended to measure the quality of videos which also use similar block DCT-based compression.
