Sensory-driven behaviors engage a cascade of cortical regions to process sensory input 23 and generate motor output. To investigate the temporal dynamics of neural activity at this 24 global scale, we have improved and integrated tools to perform functional imaging across 25 large areas of cortex using a transgenic mouse expressing GCaMP6s, together with a 26 head-fixed visual discrimination behavior. This technique allows imaging of activity 27 across the dorsal surface of cortex with spatial resolution adequate to detect differential 28 activity in local regions at least as small as 100um. Imaging during an orientation 29 discrimination task reveals a progression of activity in different cortical regions 30 associated with different phases of the task. After cortex-wide patterns of activity are 31 determined, we demonstrate the ability to select a region that displayed conspicuous 32 responses for two-photon microscopy, and find that activity in populations of individual 33 neurons in that region correlates with locomotion in trained mice. We expect that this 34 paradigm will be a useful probe of information flow and network processing in brain-35 wide circuits involved in many sensory and cognitive processes. 
Introduction 40
One of the central challenges in neuroscience is to understand how sensory input is 41 processed and used to guide behavior. This involves the flow of neural activity and 42 transformation of encoded information across multiple brain regions. In vision (Felleman 43 and Van Essen 1991), these include primary visual cortex and extrastriate regions to 44 extract information from the visual scene, higher-order association areas involved in 45 decision-making, and motor regions to generate appropriate behavior. 46
Electrophysiological studies of single unit activity underlying sensory-driven behavior 47 have generally been limited to recording either one or a small number of regions at a 48 time. For example, one may target primary visual cortex in studying sensory encoding, or 49 frontal cortical areas for decision-making. In addition to limiting the understanding of 50 temporal dynamics and interactions across areas, such an approach makes it likely that 51 one might miss a previously unknown region that might be involved in processing, due to 52 the infeasibility of simultaneously recording individual neurons across the expanse of 53 cortex with electrodes. 54
Recently, imaging methods have been developed for species with smaller nervous 55 systems, including nematodes and zebrafish larvae, to allow imaging of activity across 56 nearly complete neural populations (Ahrens et al. 2012; Prevedel et al. 2014 ). However, 57 these species lack cortex. At the other end of the complexity spectrum, functional 58 imaging and EEG methods in humans allow approximate localization of task-specific 59 activity to cortical areas, but lack high spatial resolution and the capacity for follow-up 60 causal studies that are available in genetic model systems. 61
Here we present a toolbox of methods to bridge these domains in the mouse, using 62 widefield imaging to measure dynamic patterns of activity across broad regions of cortex 63 during behavior, then targeting areas of interest for two-photon imaging. The mouse is a 64 prime model system for understanding cortical circuits due to the genetic tools available 65 we observe activity across the dorsal surface of cortex with adequate signal-to-noise and 79 spatio-temporal resolution to track local activation during single trials within many 80 cortical areas simultaneously at the timescale of behavioral events. 81 We demonstrate the utility of this method by 1) mapping multiple sensory/motor 82 modalities across the cortical surface, 2) rapidly generating maps of extrastriate visual 83 areas, which can be aligned across sessions and subjects, 3) imaging the dynamics of 84 activity across cortical areas during the performance of a visual discrimination task, and 85 4) performing targeted two-photon imaging to measure the response properties of 86 ensembles of neurons within functionally localized regions, including an association area 87 between visual, somatosensory, and auditory cortex that was identified in the behavioral 88 task. Thus, using a combination of widefield and targeted two-photon imaging, we are 89 able to span the scale of the brain from global patterns of activity across multiple areas, 90 down to cellular resolution in local networks. 91 92 93 filter, T495lpxr dichroic mirror, and HQ525/50m emission filter (Chroma Technology). 210
Green light was supplied directly through a fiber placed obliquely above the brain. The 211 total power of blue light delivered to the specimen was 5-10mW, and because this is 212 spread over a large area it results in illumination intensity less than 0.1mW/mm 2 . At these 213 levels we did not observe bleaching over imaging sessions of multiple hours. 214
Green fluorescence or reflected light was collected and passed through the filter cube, 215 then focused onto a pco.edge sCMOS detector (PCO Corporation). Images were acquired 216 at 10Hz with 4x spatial binning using Camware software (PCO Corporation), with frame 217 acquisition and LED illumination triggered by TTL pulses from the stimulus presentation 218 computer to synchronize with visual stimulus frames. Illumination intensity, exposure 219 duration, and data storage rate should be balanced to achieve high framerates and fill the 220 dynamic range of the sensor. 221
Camera lenses allow a relatively high numerical aperture (NA) for light collection, which 222 can also be adjusted easily using the f-stop setting in order to restrict the NA. This 223 permits a flexible trade-off between sensitivity and depth of field, especially as increased 224 depth of field is useful given the curvature of the cortical surface. Imaging was generally 225 performed at an f-stop of 5.6. The ratio of the focal lengths of the two lenses determines 226 image magnification. To map 1cm of cortex across the 2cm detector (6.5um pixels), we 227 chose 50mm and 105mm lenses, yielding magnification of 2.1x and 3.1um specimen 228 pixels. In practice, we find an effective spatial resolution of ~25um, based on the highest 229 spatial frequencies present in non-binned images of vascular structure. Binning across 230 spatially oversampled pixels can reduce shot noise by allowing more total photons to be 231 detected with increased illumination or NA. This is a standard practice in intrinsic signal 232 imaging (Kalatsky and Stryker 2003) and is generally applicable at high light levels 233 where readout noise is negligible compared to photon count noise. 234 Two-photon imaging was performed using a MOM moveable objective microscope 235 (Sutter Instruments, Inc.) coupled to a Mai-Tai HP Ti-Sapph pulsed laser, with a 236 16x/0.8NA objective (Nikon). ScanImage software (Pologruto et al. 2003) in Matlab was 237 used for data acquisition, with a custom user function to record TTL output from the 238 stimulus/behavior system on the imaging timebase for later synchronization. Images were 239 acquired at 3.7fps and 256x256 pixels over a ~400x400um field of view, using 35-50mW 240 illumination power as measured at the front aperture of the objective. 241
Stimulus delivery and behavior control 242
Visual stimuli were presented on a Viewsonic VA2342 LCD monitor (28 x 50cm, 243 linearized by eye to correct for gamma (mean luminance 35cd/m 2 ), oriented tangentially 244 25 cm from the mouse's right eye (see Wiesenfeld and Branchek (1976) for optimal 245 distance in rat vision) in portrait configuration, covering ~60x90° of visual space. Stimuli 246 were generated with custom software using the Psychtoolbox extension for Matlab 247 (Brainard 1997; Pelli 1997). For passive mapping of visual responses, we binarized a 1/f 248 noise stimulus described previously (Niell and Stryker 2008) with spatial frequency 249 corner of 0.05cpd and cutoff of 0.12cpd, and temporal frequency cutoff of 5Hz. This 250 stimulus was binarized to black/white instead of grayscale to increase contrast and 251 generate edges. Note that the hard edges imposed by binarization caused higher spatial 252 frequency overtones. 253
For mapping of total visual responsiveness, this noise stimulus was presented in blocks of 254 5secs, with 5secs of gray screen intervening. For retinotopic mapping, this noise stimulus 255 was masked to create a 20deg wide bar that moved across the visual display with a 10sec 256 period (topographic noise stimulus, Figure 4A ). In order to define auditory responsive 257 regions, white noise bursts of 50ms duration were presented at 2Hz (450msec inter-258 stimulus interval) for 5 sec, followed by 5 sec of silence. 259
Movement of the mouse on the spherical treadmill was measured with a single optical 260 USB computer mouse positioned on the Styrofoam ball, acquired once per stimulus 261 frame (60Hz) in Matlab. Note that because we only used one USB computer mouse to 262 measure locomotion, we do not completely specify the motion of the ball. In order to 263 maintain sensitivity to forward locomotion while maximizing sensitivity to lateral motion 264 (used for behavioral response) the optical mouse was positioned laterally to the subject, 265 midway between the vertical and horizontal axes. Therefore, one coordinate of the 266 mouse's readout represents direct lateral movement of the subject, and the other 267 coordinate represents a mixing of forward locomotion and rotation around the vertical 268 axis. Therefore, while we can detect forward locomotion (moving vs stationary), there is 269 a scale factor in the absolute speed of forward motion, which could be computed based 270 on precise geometry but was not necessary for the current study. 271
The behavioral control system was based on Meier et al. (2011) with modifications to 272 allow optical mouse input for behavioral report of responses and TTL control of the 273 LEDs and sCMOS camera exposures. Visual stimuli for behavior consisted of 45° 274 diameter circular patches of square wave gratings at random spatial phase with spatial 275 frequency 0.16cpd. Visual stimuli for two-photon assessment of orientation selectivity 276 consisted of full-display drifting square wave gratings of eight evenly-spaced directions 277 of motion, at 2Hz temporal frequency and both 0.02cpd and 0.08cpd spatial frequency. 278
These were presented in randomly interleaved order, along with a gray (linearized mean 279 luminance) blank stimulus, for 4sec, with 4sec gray inter-stimulus interval. 280
Behavioral training 281
Prior to beginning behavior, mice were handled for several days until they were 282 comfortable with the experimenter. Once water scheduling was begun, animals received 283 water only during and immediately after head-fixed training on the ball. Training sessions 284 increased in duration over the course of 1-2 weeks, from 20 minutes to 2 hours per day. 285
All training was performed with a mostly automated system (Meier et al. 2011 ). First, 286 mice learned the simple visual task of discriminating the location of a luminance stimulus. 287
Animals were required to request a trial by stopping spontaneous locomotion for 1 288 second to receive a water reward. Upon requesting a trial, a stimulus was presented with 289 dark on either the top or bottom 2/3 of the screen, and light on the other 1/3. The animal 290 was rewarded with a second water drop for moving right (left) on the ball if dark was on 291 the top (bottom). When an animal could reliably request trials, the water reward for 292 stopping to initiate trials was eliminated. This task took about one week to learn and 293 established trial structure and attention to the visual stimulus. 294
Once a mouse could perform a significant number of trials and reached ~75% accuracy 295 on the luminance task, they were graduated to the orientation discrimination task. This 296 task followed a similar structure, but a circular grating patch (either horizontal or vertical) 297 was presented in the middle of the screen and the mouse was rewarded for moving left 298 (right) for horizontal (vertical). The stimulus remained on the screen for one second after 299 correct responses. Incorrect responses triggered a 3.5sec timeout with potentially aversive 300 flashing error stimulus and 50% probability of a correction trial, where the previous 301 stimulus was repeated until answered correctly, to prevent development of a side bias. 302
During training, water rewards were calibrated by the experimenter to maintain consistent 303 weights (>80% of baseline), corresponding to ~1.5ml of water through the course of a 304 session. Mice were trained 7 days per week for 1-2 hours per day, with a session ending 305 when the subject stopped initiating trials. We found that it was important to avoid letting 306 the animals continue for extended periods after satiation, as this reduces motivation and 307 slows training progress. 308
Imaging during behavior was performed after an animal reliably performed the 309 orientation discrimination at >80% correct. The imaging behavioral configuration was 310 identical to training, except the stimulus remained on the screen for one second even after 311 incorrect responses, replacing the flashing error stimulus used during training, to avoid 312 differences in visual input between correct and error trials. 313
Data analysis -widefield imaging 314
To analyze widefield images, 3:1 alternating blue and green frames were separately 315 interpolated to produce a continuous image series at 10Hz. To account for differences 316 across pixels in expression, illumination, and detection, following standard practice the 317 fractional fluorescence change (dF/F) relative to the mean over the recording period (an 318 approximation of the baseline) was calculated for each pixel in each channel. The 319 apparent baseline showed some non-stationarity, including a decrease over the first few 320 seconds after stimulus onset, likely due to adaptation. If such effects have spatial 321 structure, such as being specific to visual areas, they could potentially distort phase maps, 322 but in our data these non-stationarities were much smaller than visually evoked signals. 323
The green reflectance image was used to normalize the fluorescence image to compensate 324 for changes in absorbance due to hemodynamics. (for orthogonal components) function of the Jacobian whose sign indicates mirror 362 reflected topography. It does not preserve information within region interiors, eliminating 363 both sensitivity to potentially differential "cortical magnification" within regions and the 364 opportunity for non-rigid within-region alignment across subjects or development. 365
Two methods were used for determining boundaries between retinotopic regions. In an 366 automated partitioning approach (Fig 5E) , we use a watershed transform of retinotopic 367 position, supplemented by visual field sign boundaries. The zero contour of visual field 368 sign identifies most region boundaries, but misses those across saddle points such as 369 between V1 and AM. We therefore performed a watershed transform of the retinotopic 370 distance from the centroid of locations represented by the 30% most responsive pixels, 371
followed by hmin smoothing of 1.22% of the standard deviation of distances, which 372 delineated most region boundaries, including those that visual field sign missed. To 373 generate a final partitioning, we took the union of the watershed and visual field sign 374 boundaries and labeled areas that corresponded to published extrastriate maps. We note 375 that using a lower hmin smoothing factor allowed all known boundaries to be identified 376 without using visual sign, but led to additional subdivision within regions. 377
Alternately, distinct retinotopic areas were delineated for presentation by mapping the 378 visual field sign and one axis of the azimuth gradient into RGB space. Regions where the 379 visual field sign was negative were labeled red, and positive were labeled green. Because 380 this does not unambiguously describe the local gradient, we also mapped the sign of the 381
x-component of the azimuth gradient into the blue channel. Finally, the absolute 382 amplitude of the local gradient was mapped into saturation of the RGB signal, so that 383 regions with minimal gradient, representing poor topography, appeared white. 384
Behavioral data was analyzed by aligning imaging frames to stimulus onset, and 385 computing the median dF/F across trials at each timepoint. The resulting average 386 timecourse was then temporally deconvolved as described above. Performing 387 deconvolution prior to averaging gives nearly identical results, but is far more 388 computationally demanding. 389
Data analysis -two-photon imaging 390
Two-photon image data was first spatially aligned, using phase correlation to estimate x-391 y translation (courtesy of D. Ringach). Similar results could be obtained using imregcorr 392 in Matlab. Cell body ROIs were extracted semi-automatically, by first manually selecting 393 a pixel in the cell body from the mean fluorescence image and then automatically 394 extracting all pixels within a 20um window that had >0.8 correlation coefficient in 395 fluorescence timecourse with the selected pixel. This provided a clear outline of the cell 396 body in nearly all locations selected that corresponded to a labeled neuron in the 397 fluorescence images. The final signal for each cell was computed by taking the median 398 dF/F timecourse across selected pixels, although this doesn't account for differences in 399 SNR across pixels. Neuropil fluorescence was computed by extracting the mean dF/F in a 400 region around the cell, with identified cell bodies removed. This signal was multiplied by 401 a correction factor (ranging from 0.6 to 0.9) based on the fluorescence intensity in blood 402 vessels, and subtracted from the cellular dF/F to give the corrected timecourse of activity. 403
Deconvolution was not applied to two-photon data. 404
For analysis of drifting gratings, the mean dF/F during the second half of the preceding 405 inter-stimulus interval was subtracted from the mean dF/F during stimulus presentation, 406 to compute the evoked response. Visually responsive units were defined as those with a 407 significantly different response to at least one grating stimulus relative to the gray blank 408 condition (students t-test, p<0.05 with correction for multiple comparisons). Although 409 this is a standard measure, response distributions are not Gaussian, violating the 410 preconditions for Student's t-test; the lower power Komolgorov-Smirnof may be more 411 appropriate for future studies. Orientation tuning curves were computed at the spatial 412 frequency that gave the strongest response for each cell, by computing the mean over the 413 seven repeated presentations of each stimulus condition. The orientation selectivity index 414 (OSI) was computed from the tuning curve as in Niell and Stryker (2008) and Chen et al 415 (2013) as (R pref -R orth ) / (R pref +R orth ), from a fit to a sum of two wrapped Gaussians. Pixel-416 wise maps of orientation selectivity were computed in a similar manner, but based on the 417 fluorescence trace at each pixel rather than summed over cell body ROIs. 418 Analysis of responses to locomotion was performed by first calculating the fractional 419 fluorescence change for each cell (or individual pixel for pixel-wise maps) as described 420 above, and then calculating the correlation coefficient between the fluorescence trace and 421 running speed as measured by the optical mouse. Direct observation ruled out the 422 possibility that low speeds corresponded to locomotion around the axis to which our 423 single optical mouse was insensitive. Statistical significance was determined by 424 comparing the measured correlation coefficient with the distribution of correlation 425 coefficients computed for all possible temporal shifts. Units with a z-score of >2.6 426 (corresponding to p<0.01) relative to the shuffled distribution were considered 427 significant. Data was pooled across the subjects, disregarding potential correlations of 428 neurons within subjects. Although this is typically ignored, it may be significant when 429 neural activity is largely influenced by subject-specific factors, as in spontaneous 430 locomotion. 431
Unless otherwise noted, summary statistics are presented as medians with error bars 432 representing bootstrapped confidence intervals. 433
Results

435
A transgenic mouse expressing an ultra-sensitive reporter of neural activity throughout 436 cortex 437
With the goal of obtaining robust expression of GCaMP6s across the cortical surface, we 438 generated a transgenic mouse expressing GCaMP6s under the control of a tetracycline-439 responsive promoter element (TRE; tetO). (Fig 1A) . Following confirmation of transgene 440 incorporation by PCR, we screened for GCaMP6s expression after crossing to a CaMK2-441 tTA driver line (Mayford et al. 1996) . CaMK2 is expressed in most cortical excitatory 442 cells, but not inhibitory GABAergic cells (Benson et al. 1992 ). In one founder line, we 443 found strong expression throughout cortex, with a distribution that approximates the 444 expression of the tTA driver. No fluorescence was observed in mice that were not crossed 445 to the tTA driver line, confirming that expression is dependent upon the driver. 446
Expression was found across the extent of cortex, in a large fraction of cells in all cortical 447 layers (Fig 1 B-D) . In situ mRNA hybridization showed that GCaMP6s was co-expressed 448 in most CaMK2-positive neurons (212/247 cells, 86 +/-4% s.d., across three cortical 449 locations). Furthermore, cells that expressed GCaMP6s always expressed CaMK2 450 indicating that expression is in excitatory neurons, consistent with the driver. The 451 reliability of co-expression suggests that the observed variability in label density across 452 cortical layers reflects the density of CaMK2-positive neurons. Importantly, we did not 453 find evidence of fluorescence filling neuronal nuclei (Fig 1E) , which has previously been 454 correlated with cellular toxicity resulting from GCaMP over-expression (Tian et al. Since blood absorbs light though a wide band including the GCaMP excitation (blue) and 478 fluorescence emission (green) wavelengths, changes in blood volume significantly distort 479 single photon in vivo GCaMP measurements (Fig 3B,E) . This effect needs to be 480 corrected, as it is much larger and less directly coupled to local neural activity than the 481 intrinsic signal under red illumination, which arises from changes in hemoglobin 482 oxygenation. Cortical reflectance in the green wavelengths that do not excite GCaMP 483 provides a relatively isolated measure of the fraction of signal lost to hemodynamic 484 absorbance. Normalizing the blue signal to this amount provides an estimate of the 485 corrected fluorescence signal. 486
To perform the correction, on every 4 th frame we interleaved an image acquired with 487 green, rather than blue illumination. Compared to the mixed signal under blue 488 illumination, the green signal varies more slowly, with more delay from stimulus onset, 489 and is strongest around vasculature (Fig 3A,D; B,E), where it approaches the scale of 490 fractional change in GCaMP fluorescence under blue illumination. 491
We computed the corrected signal based on interpolated fractional changes, giving a 492 result that was closely locked to the visual stimulus (Fig 2C,D, green) . Finally, temporal 493 deconvolution using the empirically measured GCaMP6s time constants (Chen et al. 494
2013) provided even greater temporal resolution (Fig 2D, black) and a close match to the 495 temporal pattern of multi-unit neural activity recorded in V1 ( figure 2D, blue) . 496
Although the green reflectance subtraction cannot provide a complete correction, 497 particularly since hemoglobin absorbance is slightly higher for blue than green light 498 (Horecker 1943) , it clearly provides a significant reduction in hemodynamic signals, 499 especially around vasculature ( Figure 3C ). Future studies may improve on this correction 500 method using measurements at multiple wavelengths to more accurately estimate the 501 hemodynamic signal (Yoshida et al. 2015) . 502
We note that this correction is not simply masking blood vessels, but preserves the 503 underlying change in fluorescence, as seen in Figure 3F . Because regions with vessels are 504 darker, they emit fewer photons which will result in higher shot noise and slightly lower 505 SNR around vessels, although this was not apparent in resulting maps. 506
This visual stimulus resulted in evoked activity in posterior areas, corresponding to the 507 known location of visual cortex ( Figure 4A,B) . The individual frames in Fig 4A, as well  508 as Supplemental Movie 1, demonstrate that activation was clearly visible on individual 509 cycles without averaging. Averaging across cycles allowed evoked activity to be isolated 510 from ongoing endogenous activity ( Figure 4B) . 511
We compared the spatial distribution of visually evoked activity with two other 512 modalities. Vibrissal stimulation evoked activity in lateral cortex (Figure 4C while the phase corresponds to the stimulus location in retinotopic space. Although we 527 did not measure eye movements, the consistent maps we recorded suggest eye 528 movements were substantially unrelated to the stimulus under these conditions. 529
In order to evoke stronger visual responses than the typical, luminance bar or 530 checkerboard, we used a vertical or horizontal bar of the binary spatiotemporal 531 broadband noise described above ( Figure 5A large impact on the results, although it can be seen that the raw signal is slightly delayed 547 due to temporal summation and the slow decay ( Figure 5E ). 548
In order to align maps across sessions and identify extrastriate areas across individuals, 549
we computed the Jacobian (the concatenation of gradients in each direction) of 550 retinotopic position, confirming that it is roughly constant within a given visual area, but 551 unique across neighboring areas, as gradients are naturally sensitive to reversals. The 552 Jacobian represents the progression of retinotopic position at each cortical location 553 relative to neighboring cortex, while discarding differences in absolute positioning across 554 sessions and individuals, eliminating error that would arise from attempting to align 555 position directly. 556
The population we studied (male and female mice, age 2-8 months) was sufficiently 557 
Imaging activity across cortex during a visual discrimination task 574
We next measured task-specific activity across these demarcated cortical areas while 575 mice perform a visual discrimination task. We trained mice to indicate the orientation of 576 a grating (horizontal or vertical) by moving a threshold distance either left or right on the 577 spherical treadmill for water reward ( Figure 6A ). Mice initiated trials by remaining 578 stationary for 1 second and were free to decide when to respond. Aligning the deconvolved neural activity signal to the stimulus onset reveals a 588 progression of activity across cortical areas in the range of hundreds of milliseconds, 589 during which the animal makes the perceptual judgment and performs the motor output to 590 report a decision and receive the reward ( Figure 7A,B) . Average activation maps for 591 three individual subjects show similar, though not identical, patterns of activity (Figure  592 7B). In order to align across subjects, behavior sessions included 5 minutes each of 593 mapping stimuli along azimuth and elevation. By averaging all correct trials that crossed 594 response threshold between 0.4-0.6 sec, we observed the timecourse of activity in each 595 cortical area (Figure 7C,D) . The locus of early activity is in extratriate regions lateral to 596 V1 that are proposed to be members of a "dorsal" stream homologous to that in primates 597 (Wang et al. 2012 ).V1 is most active at intermediate times. In the last few hundred 598 milliseconds, as expected during locomotor response, activity was strongest in the same 599 area that was most active during spontaneous locomotion ( Figure 4D ) that likely includes 600 hindlimb S1 (Fig 7C,D red) . Notably, the same temporal pattern of activation was present 601 in the raw data before deconvolution, although the dynamics are greatly broadened and 602 less tightly locked to behavioral epochs, due to the relatively slow dynamics of GCaMP6s 603 ( Figure 7E) . 604
Curiously, a small region between lateral extrastriate, barrel, and auditory cortex is active 605 throughout the trial (Fig 7C arrow) . The next section will return to this poorly understood 606 area, which we refer to as area 39 based on Krieg (1946) , although subsequent studies 607 have assigned other designations. Lip and tongue representations in S1, which would 608 presumably be activated by licking and reward consumption, are beyond the anterior 609 lateral extent of the window. 610
Two-photon imaging of individual neuronal responses in behaviorally identified networks 611
Although the macroscopic scale examined up to this point provides a global network 612 view of cortical processing, ultimately understanding the computations being performed 613 requires access to activity in populations of individual neurons. Therefore, we conclude 614 by examining the activity of individual neurons in area 39, the region identified at the 615 macroscopic scale as active throughout the behavior. 616
First, to confirm that GCaMP6s expression in this mouse line does not disrupt response 617
properties and that the expression is adequate for two-photon measurements at 618 illumination levels low enough to avoid gross damage, we measured orientation 619 selectivity in V1 neurons, which has been well-characterized in previous studies (Chen et 620 were acquired using illumination intensities between 35-50mW at the specimen, a typical 636 level for in vivo studies that does not cause significant cortical damage over multiple 637 typical imaging sessions. 638
We next used widefield imaging to test whether we could elicit activity in area 39 in 639 simpler contexts than the visual orientation discrimination task, and determine its precise 640 location relative to other sensory cortices. Although the area was not strongly driven by 641 visual or auditory input sufficient to drive other areas, it was highly active during 642 spontaneous locomotion in mice trained on the orientation discrimination ( Figure 9A These results establish a potential connection with the locomotor component of the 653 discrimination task, which required the subject to first remain stationary to request a trial, 654
and then locomote to indicate response. While additional functional properties of this 655 region remain to be investigated, these data provide a direct demonstration of the capacity 656 to identify cortical areas active during behavior and probe their properties at the cellular 657
level. 658
Discussion 659
Widefield imaging of neural activity across cortex 660
The widefield imaging approach and transgenic GCaMP6s mouse line described here 661 address the need for a high spatial and temporal resolution method to map the dynamics 662 of neural activity across cortical areas during behavior. As we demonstrate, this enables 663 the direct visualization of multiple regions involved in stages of a task, allowing 664 identification and characterization of structures that might not be expected to be involved. 
Broad and robust expression of GCaMP6s using a transgenic mouse line 685
Imaging large brain areas simultaneously requires broad labeling with a fluorescent 686 indicator. In contrast to viral transduction or in utero electroporation, both of which are 687 limited to relatively local labeling, the extent of expression using a transgenic mouse line 688 can be determined primarily by the selected driver line. Here we show strong expression 689 in a high proportion of excitatory cortical neurons by using a CaMK2-tTA driver with a 690 tetO-responsive GCaMP6s line. Furthermore, using viral delivery or electroporation can 691 result in inconsistent targeting and expression levels, whereas expression in the 692 transgenic line does not require an invasive step and is consistent within strain. 
Imaging and analysis considerations 725
The signal-to-noise ratio provided by the combination of the ultra-sensitive GCaMP6s 726 indicator, the sCMOS detector, and high numerical aperture lenses provided high spatial 727 resolution, sufficient to detect activity structure within extrastriate areas. The stimuli we 728 used generated retinotopic maps with features as small as 50um. This was also the 729 smallest observed scale of activity correlations during behavior. However, this is coarser 730 than the spatial resolution measured by surface vasculature, presumably because 731 widefield fluorescence imaging samples a large volume in depth outside of the focal 732
plane. 733
The high signal-noise ratio also facilitates temporal deconvolution, which can be 734 susceptible to noise. Although the decay time constant of the GCaMP6s response is 735 roughly a half second, high frequency information is available in the faster rising edge, 736 and deconvolution revealed activity changes at least as fast as our 100 ms imaging rate. 737
Even faster imaging is possible, but high frequency information is ultimately swamped 738 by shot noise and detector noise. Faster GCaMP6 variants exist, but have lower signal 739 amplitude, so it remains to be determined whether deconvolution of signals from these 740 indicators would net an improvement. In general, the large responses of the slower 741 GCaMP6s used here may be preferable in many cases when measuring amplitude of 742 responses over slower timescales (such as retinotopic mapping), whereas faster indicators 743 may be preferable when the highest temporal resolution is essential. 744
Although deconvolution improves the interpretability of calcium imaging data in some 745 respects, principally by reducing temporal summation and the long decay time, resulting 746 in a potentially closer match to neural activity, it does have its own caveats. In particular, 747 inaccurate fitting of the temporal response kernel can cause responses to shift forward in 748 time excessively, although this is less likely due to the asymmetric nature of the 749 measured kernel. Also, deconvolution assumes a linear response, which may result in 750 distortion of large signals and inaccurate summation of temporally overlapping signals 751 such as sensory stimuli and motor outputs. Thus, although the deconvolved signal should 752 generally be closer to neural activity, it will not be perfect and should be interpreted 753
carefully. 754
One notable limitation to the widefield imaging approach is that not all cortical areas are 755 readily accessible for imaging, even in a lissencephalic species such as the mouse. Here we have demonstrated an integrated approach to studying the functional role of the 772 constellation of cortical visual areas. We begin by mapping the visually responsive 773 regions with a high signal-to-noise ratio that allows us to align across sessions and across 774 animals, which enabled differentiation of activity in identified extrastriate areas during 775 visual behavior. New statistical methods for delineating retinotopic areas (Garrett et al. 776 2014) may benefit from the higher SNR provided by GCaMP6s imaging over intrinsic 777 signal imaging, helping to solidify the demarcation of mouse extrastriate cortex. We also 778 expect the higher SNR to allow efficient retinotopic mapping using non-periodic stimuli, 779 thereby avoiding potential confounds due to spatiotemporal correlations in sweeping 780 stimuli such as anticipation, adaptation, and pursuit-type eye movements. 781 For the orientation discrimination task presented here, our data reveal a distinct pattern of 782 activation following stimulus onset, with an extrastriate region reaching its peak most peak activations could differ simply due to differing internal network structure. This 792 finding thereby opens up future studies of the intracortical circuits that determine the 793 dynamics of neural activity specific to a perceptual task. It will also be informative to 794 measure how activity profiles change over the course of training, beginning with naïve 795 subjects. 796
In the final phase of this study, we used two-photon imaging to target networks of 797 neurons in a functionally defined region. In this way, it is possible to bridge global 798 dynamics down to ensembles of individual neurons within subject. Specifically, we 799 measured the activity during locomotion in a parietal association area between visual, 800 auditory, and somatosensory cortex. Interestingly, this area is adjacent to AL, which has 801 been shown to respond to high speeds of visual motion as might be encountered during Krieg identified this region in rat as receiving projections from the three surrounding 806 secondary sensory cortices, naming it "area 39" in homology with Brodmann's name for 807 the inferior part of posterior parietal association cortex in primates, an area known for 808 sensory integration that had been found to perform executive functions after lesions to 809 premotor frontal cortex (Krieg 1947; 1946) . Caviness confirmed the area was 810 cytoarchitecturally distinct in mouse, but renamed it "area 2", implying a predominantly 811 somatosensory function and arguing that "it is doubtful that this cortical region of the 812 rodent will prove to subserve complex functions comparable to those associated with 813 
