ABSTRACT Recently, femtocells are expected to be densely deployed to meet the booming demands for wireless data traffic, which inevitably causes serious co-layer interference due to the unplanned deployment. Hence, how to efficiently combat interference while furthest guaranteeing the quality of service (QoS) becomes an open question. To address this issue, in this paper, we present a joint admission control and a resource allocation strategy for an orthogonal frequency-division multiple access-based femtocell network. Particularly, we consider the scenario, where users are classified into two types, of which high priority ones have priority to access the network and enjoy high-resolution video streams. To perfectly eliminate the colayer interference with limited spectrum while maximizing the number of users whose QoS requirements can be guaranteed, we formulate an integer nonlinear programming problem, followed by a graph-based algorithm with polynomial computational complexity to solve it. The basic principle behind the proposed algorithm is to first chordalize the given conflict graph, and then perform admission control with priority differentiation-based admission control sub-algorithm, followed by the final resource block assignment with maximum effect rank allocation sub-algorithm. Furthermore, we illustrate how our proposal could be implemented in the long-term evolution system. Finally, through extensive simulations, we show that our proposal outperforms other two schemes in terms of guaranteeing QoS requirements.
I. INTRODUCTION
With the booming development of personal mobile intelligent devices such as personal digital assistants (PDAs) and smartphones, mobile video services with large amounts of traffic data become increasingly prevalent. Specifically, over 70% of the data is expected to originate from indoor users, whose signals are of poor quality due to wall attenuation. To this end, a considerable amount of frequency resource is required to address the tremendous traffic load, which can hardly be satisfied due to spectrum shortage. In this regard, femtocell networks, served by low-cost low-power femto base stations (FBSs), have been proposed as a promising solution to tackle this issue. Due to their short transmit-receive distance, femtocells can improve the network throughput with a more efficient reuse of spectrum [1] . In addition, a vast amount of data traffic can be offloaded from macrocells with the aid of femtocells. However, the unplanned deployment of femtocells inevitably incurs serious co-layer interference [2] , [3] .
Orthogonal resource allocation (ORA) is an appealing approach to cope with co-layer interference [4] - [15] . Specifically, several graph-based resource allocation schemes were proposed in [4] - [9] . The scheme named FERMI in [4] categorized users into reuse ones and isolation ones, according to whether the received Signal to Interference plus Noise Ratio (SINR) exceeds the lowest SINR required. Link adaptions are required by reuse users, while orthogonal channels are required by isolation users. Then the property of chordal graph was employed to reduce the complexity of subchannels allocation. In addition, by synthetically taking the aggregate of interference as well as the asymmetry of interference into account, the performance of [4] was further enhanced in [5] .
Moreover, in [6] and [7] , a max k-CUT problem was formulated to divide femtocells into clusters. Femtocells in the same cluster are interference-free, and thus can reuse the same subchannel. Nevertheless, the inefficient heuristic algorithm fades the attractivity of this approach. Furthermore, authors in [8] and [9] presented two graph-based clustering frameworks, in which the branch-and-cut and dual-based methods were respectively exploited to search for the optimal solutions of the formulated problems. However, the approaches proposed in [8] and [9] as well as those in [4] - [7] could not provide quality of service (QoS) guarantees for users.
Schemes guaranteeing QoS requirements for users were investigated in [10] - [15] . A jointly non-cooperative gamebased base station association and power control scheme was analyzed in [10] , while the subchannel allocation and transmit power assignment were comprehensively considered in [11] - [13] . Specifically, the joint subchannel and power allocation problem in [11] was formulated into a non-convex mixed integer programming (MIP) problem. Then by relaxing the MIP problem into a convex one, the problem could be solved by the Lagrange dual decomposition approach together with a subgradient method. In addition, provided that there are sufficient spectrum resource, the target of [12] , [13] is to minimize downlink transmit power while satisfying QoS requirements of all users. In [14] , a greedy scheme named RAFF was suggested to maximize the efficiency of physical resource blocks of the network. Nevertheless, the exhaustive enumeration exploited in [12] and [13] as well as the the algorithm proposed in [14] would inevitably incur high complexity for large-sized networks. Furthermore, a lowcomplexity approach GBM (graph-based method for short) was proposed in [15] , with the objective to maximize the number of users while guaranteeing QoS requirements and the resource reuse ratio. Nevertheless, co-layer interference would be created due to the inefficiency of admission control strategy.
It should be mentioned that, aforementioned works have not taken priority differentiation between users into account. To the best of our knowledge, [16] - [18] are the first works that comprehensively consider priority differentiation and QoS guarantees for users. Users are classified into two types: high priority and best effort, of which only the high priority users are QoS-guaranteed, while the QoS requirements of best effort users are completely ignored. This classification is overly unfair for best effort users since all of them may suffer an extremely poor quality of experience (QoE). Additionally, the algorithms proposed in [16] - [18] were built on the branch-and-bound method, which would incur prohibitively high computational complexity, especially in largescale networks. In this paper, we design a joint admission control and resource allocation scheme for an Orthogonal Frequency Division Multiple Access (OFDMA)-based femtocell network, where users and their QoS requirements are both differentiated. The distinct features of this paper are as follows:
-We classify users into two types for an OFDMA-based femtocell network: high-priority (HP) and low-priority (LP), of which HP users are entitled to enjoy a more distinguished QoE. In addition, an HP user has higher priority to access the network over all the LP users in the same contention region. -We introduce the scalable video coding (SVC) technology, with which video streams can be decomposed into a base layer and an enhancement layer. And we match the scalability of video streams with the classification of users as follows: an HP user requires full layers of an SVC-based video stream, while an LP user only requires the base layer. Then a joint admission control and resource allocation problem is formulated to maximize the number of users whose QoS requirements can be guaranteed. -To solve the formulated integer nonlinear programming (INLP) problem, we propose a graph-based algorithm with polynomial computational complexity. The basic principle behind our proposed algorithm is to firstly chordalize the given conflict graph, and then perform admission control for each user with Priority Differentiation based Admission Control (PDAC) sub-algorithm, followed by the final RB assignment with Maximum Effect Rank Allocation (MERA) sub-algorithm.
The rest of this paper is organized as follows. Section II introduces the system architecture and examines the optimization constraints. The joint admission control and resource allocation problem is also formulated. Section III specifies the graph-based algorithm with three sub-phases. The complexity of the proposed algorithm is also analyzed. Section IV describes how our proposal is implemented in the Long Term Evolution (LTE) system. Then extensive numerical results obtained from computer simulations are presented in Section V, followed by the conclusion of this work in Section VI.
Notations: A M ×N stands for matrix A with the size of M × N . |C| denotes the cardinality of set C. For set S and T , S\T represents the relative complement of T in S, i.e., {x|x ∈ S, x / ∈ T }. a and a denote rounding up and rounding down to the nearest integer of a, respectively.
II. SYSTEM ARCHITECTURE AND PROBLEM FORMULATION
In this section, we first present the system architecture and examine the optimization constraints involved in our analysis; then, we mathematically formulate the admission control combined with resource allocation as an INLP problem.
A. SYSTEM ARCHITECTURE In our system, with SVC, a video stream is composed of a base layer and an enhancement layer. The former guarantees the basic level of video quality, while the latter enables a more accurate temporal and spatial resolution. It should be noted that, the enhancement layer cannot be successfully decoded VOLUME 6, 2018 if the basic layer is inaccessible. As such, the transmission of base layer is generally considered as mandatory while that of enhancement layer optional. That is to say, a video stream encoded with SVC can be provided with different quality levels adaptively, according to current network conditions such as the amount of idle spectrum resource [19] . Obviously, the aforementioned property of SVC makes it a highly attractive coding solution in modern video transmission systems. We consider a downlink OFDMA-based femtocell network consisting of F femtocells and U users, each user attached to only one FBS, as shown in Fig. 1 . The user set of femtocell f is denoted as U f . Note that macrocell is not mentioned here because we assume that the macro users have been preallocated with distinct frequency bands to guarantee the basic telecom service, which cannot be reused by any femtocell [4] , [16] , [17] . Provided that the video streams encoded with SVC are required by users. Moreover, resource block (RB) is the minimum assignable resource unit in our network with a total number of K [16] , [17] , [20] . Let us define the network as follows:
• Femtocells: F = {1, . . . , f , . . . , F}, • Transmit power of FBSs:
• Femtocell users:
• Required rates of users' base layers:
• Required rates of users' enhancement layers:
. We denote the interfering set for femtocell f by I F f , which is composed of f and other femtocells causing interference to f . To determine whether two femtocells interfere with each other, we employ the distance between them as a criterion for simplicity. Specifically, we denote the distance between the f -th FBS and the l-th FBS by D fl . If D fl is not greater than a certain threshold D th , l will be considered as an interferer for f and added to I F f (i.e.,
For further proceeding, we introduce a collision set I U u for user u, which consists of all users attached to f or femtocells interfered with f . Thus, it can be expressed as
Indeed, if user u and any user belonging to I U u are allocated with the identical RB, transmission collision would occur. For instance, with regard to the scenario of Fig. 1, I F C = {A, B, C, D} and
To further facilitate our analysis, we introduce a new profiling tool named conflict graph, which is a kind of graph that reveals the collision relationships between all users. In order to accord with the definition in the graph theory [21] , we denote the conflict graph by G = (V, E), where V is the set of vertices and E is the set of edges. Given a specific network, its conflict graph can be constructed as follows: For each u ∈ U, user u generates a vertex v u . Additionally, if m ∈ I U u (∀m ∈ U), then we draw an edge e um across v u and v m . On this basis, we can convert Fig. 1 into a conflict graph, as shown in Fig. 2 . Moreover, users are divided into two types: HP and LP. The sets of the two types of users are denoted by H and L respectively, subject to H ∪ L = U. In practice, users are differentiated based on the plans they subscribe with the operator (e.g., Mobility Management Entity) or their authorities in open/hybrid access [22] , [23] . For instance, if a user is the owner of an FBS (i.e., home femto-user), it may be determined as an HP user, whereas a visitor (i.e., roaming femtovisitor) of this FBS as an LP user. In this paper, we assume that HP users have two privileges: 1) Any HP user u ∈ H has higher priority to access the network over all the LP users belonging to I U u , unless its QoS requirement exceeds the total capacity that all the RBs can provide. 2) HP users are authorized to enjoy both the base layer and the enhancement layer of SVC-based videos, while LP users only require the base layer. By performing a synchronization procedure, we assume that the femtocell network is perfectly synchronized, and the admission control and resource allocation are executed at a Central Controller (CC) such as Local Gateway (L-GW) in [8] , Femtocell Management System (FMS) in [14] or Home eNodeB management system (HeMS) in [22] and [23] .
B. OPTIMIZATION CONSTRAINTS
First, let X U ×1 = [x u ] be the admission control vector. Specifically, x u is exploited to represent whether user u is accessed or not, the value of which can be given by
where if user u is accessed to the network, then x u = 1, otherwise, x u = 0. Then, let Y U ×K = [y uk ] be the RB allocation matrix, where y uk is the variable indicating whether RB k is assigned to user u or not, given by
If RB k is assigned to user u, then y uk = 1; otherwise, y uk = 0. Particularly, if one user has been rejected, it cannot be assigned with any RB, i.e., k:k∈K
To mitigate interference in the femtocell network, restrictions should be set when reusing RBs. Specifically, any two users, in the same cell or in different cells that are mutually interfered, cannot employ the same RB, i.e.,
Additionally, for u ∈ U f , the received SINR on RB k is modeled as follows:
where G fu is the channel gain from f -th FBS to user u, and N 0 is the additive white Gaussian noise power. S uk and I uk represent the received signal power and the aggregate interference power on RB k of user u, respectively. The corresponding achievable rate for user u on RB k is determined by R uk = W · log 2 (1 + ρ uk ), where W is the bandwidth of each RB. Then the achievable sum-rate of user u can be expressed as
Since the users are partitioned into two types: HP and LP, of which HP users have high priority to enjoy a more distinguished QoE, we set different QoS requirements for them, shown as follows:
Obviously, (7) is the exact matching of the video scalability and user classification. More clearly, we introduce a vector Z U ×1 = [z u ] to represent whether a user is QoS-guaranteed or not, just as follows: 1) ∀u ∈ H, it has a QoS requirement of B u + E u , which means that the transmissions of both its base layer and enhancement layer need to be fully satisfied. Hence, z u is given by
2) ∀u ∈ L, to ensure the basic level of quality for a video stream, the rate of its base layer must be achieved. Likewise, z u can be given by
As stated earlier, any HP user u ∈ H has higher priority to access the network over all the LP users belonging to I U u , unless its QoS requirement exceeds the total capacity that all the RBs can provide. As such, we can formulate the following constraint:
where H * ⊆ H denotes a subset of HP users, each of which has a QoS requirement no larger than the total capacity that all the RBs can provide, i.e.,
The objective of this study is to select a portion of users to access the network, and then find the optimal RB allocation matrix for them, with the aim of maximizing the number of accessed users whose QoS requirements can be met. By imposing the aforementioned constraints, we jointly formulate the admission control and resource allocation problem as follows:
s.t. (1), (2), (3), (4), and (10).
Since x u and y uk are both binary, the formulation is an INLP problem. Some classical algorithms such as branch-andbound [15] - [18] , [24] and brute-force [5] can be employed to obtain the optimal solution, whereas they would incur prohibitive computational complexity. To this end, we develop a suboptimal but efficient algorithm based on graph theory to solve this NP-hard problem with polynomial complexity.
III. PROPOSED GRAPH-BASED ALGORITHM
The algorithm can be divided into three phases: A. Chordalize the given conflict graph and enumerate all the maximal cliques. B. Control the admission of users with Priority Differentiation based Admission Control (PDAC) subalgorithm. C. Allocate RBs to accessed users with Maximum Effect Rank Allocation (MERA) sub-algorithm. 
A. PHASE A
Based on the graph theory, a maximal set of pairwise adjacent vertices is denoted as a maximal clique [21] . When it comes to our network, a maximal clique corresponds to a contention region in which any identical RB cannot be reused. For instance, the maximal cliques in Fig. 2 are listed in Table 1 . In this regard, to explore the optimal allocation of RBs, all maximal cliques in the conflict graph should be identified. However, there are an exponential number of maximal cliques in a general graph with no polynomial time algorithms to enumerate them [25] . By contrast, in a chordal graph wherein any cycle with more than three edges has at least one chord, the maximal clique enumeration can be performed within a polynomial time. On the basis of this feature, we convert the conflict graph into a chordal graph by filling a minimal set of virtual edges. The MCS-M algorithm in [26] can be employed to realize the conversion, which we do not dwell on in this paper. Fig. 3 depicts a simple case of chordalization, in which e bg , e cg and e df are three filled edges. We define the chordalized conflict graph as G + = (V, E ∪ E + ), where E + is the set of filled edges. Once G + is obtained, all its maximal cliques can be enumerated as the set C = {C 1 , . . . , C q , . . . , C Q } within linear time by determining a perfect elimination ordering (PEO) [26] . Since different maximal cliques may have intersections, a set C T u ⊆ C is introduced to denote all the maximal cliques that vertex v u simultaneously belongs to. For instance, with regard to vertex v b1 in Fig. 2 
where f a (u) is the normalized RB demand of v u , and f b (u) is the normalized |I U u |, which can be expressed as
The origin of f a (u) and f b (u) is stated as follows: Assume that if user u has occupied N u RBs, then all the users in I U u cannot acquire these RBs at the same time, where I U u = I U u ∪ {v m |e um ∈ E + } is the collision set of user u after the chordalization. Hence, the magnitude of ''bad effect'' mainly depends on N u and |I U u |, i.e., the user with a great RB demand or a large collision set should be rejected first since it seriously degrades the utilization of RBs. λ ∈ [0, 1] is the weighting coefficient to balance the above two factors.
As before, we would remove a rejected LP vertex from V A and related maximal cliques (Steps 16,17) . Meanwhile, after each rejection, the load of the corresponding cliques should be updated accordingly (Step 18). The aforementioned process will repeat until the available RBs become sufficient for the remaining vertices or all LP vertices in the clique have been rejected.
Note that if all LP vertices in one maximal clique have been rejected, yet the available RBs are still inadequate to meet the RB demands of remaining vertices, then similar admission control as for LP vertices should be implemented to HP vertices ( Steps 14, [16] [17] [18] . When the algorithm runs to the end, the set of accessed vertices V A and admission control vector X can be obtained. 
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C. PHASE C
In this part, we allocate RBs to vertices that are allowed to access the network, as illustrated in Algorithm 2. First, we let N R q and N L q denote the number of available RBs and the load for C q respectively (Step 2). Then we determine how many RBs could be allocated to vertex v g that has the maximum ''bad effect''. The allocated RB number N g is jointly determined by the number of required RBs for v g together with a multiplier min
could further determines the minimum share of v g among all its related cliques (i.e., cliques in C T g ). The multiplier can facilitate LP users to also enjoy full layers of the video streams when the available RBs are abundant (Steps 4,5). Then we pick out N g RBs from the candidate RB set K T g to serve v g (Steps 6-9). Accordingly, N R q and N L q for all C q ∈ C T g , as well as the candidate RB set K T u for all v u ∈ C q , C q ∈ C T g , should be updated (Steps 11,12). The aforementioned process will repeat until all the vertices receive allocation.
After the three phases above, the final admission control vector X and RB allocation matrix Y for solving the 
6:
7:
for all k ∈ K g do 8: y gk = 1.
9:
end for 10:
11
:
12:
end while 14: Output: RB allocation matrix Y.
optimization problem (12a) are obtained. In reality, the proposed graph-based algorithm is not always optimal for two reasons. On one hand, the filled edges created in the chordalization will introduce new conflicts between users, leading to a conservative allocation of RBs. On the other hand, the PDAC sub-algorithm is a heuristic search method, which sometimes only enables a sub-optimal solution.
D. COMPLEXITY ANALYSIS
If the brute-force search is employed to solve (12), the complexity reaches O(2 |V||K| ). With respect to our proposed algorithm, the complexity analysis consists of four parts. First, the complexity of MCS-M algorithm for chordalization is O(|V||E|). Then, by performing a PEO, the enumeration of maximal cliques in G + can be done within linear time O(|V|). In addition, the admission control runs in time O(|V| + |V| 2 ). When it comes to the resource allocation procedure, there exists a tradeoff between the amount of rejected vertices and complexity. Here, the worst-case complexity is considered, which is O(|V| 2 ). Taken together, our proposed algorithm has a polynomial complexity of O(|V|(|E| + 2|V| + 2)).
IV. THE IMPLEMENT OF OUR PROPOSAL IN THE LTE SYSTEM
The overall architecture of the LTE femtocell network is depicted in Fig. 4 , which mainly consists of the following infrastructures:
• Policy Control and Charging Rules Function (PCRF), • Serving Gateway (S-GW), • Mobility Management Entity (MME), • Evolved Serving Mobile Location Centre (E-SMLC), • Home eNodeB (HeNB, referred to as FBS in our work), • Home eNodeB Gateway (HeNB GW). Functions hosted by them have been specified in [22] and [23] , which would not be presented here. Additionally, each of these infrastructures is inter-connected by standardized interfaces [22] , [27] - [29] . At a high level, the network is comprised of the Core Network (CN)/Evolved Packet Core (EPC) network and the access network (i.e., Evolved Universal Terrestrial Radio Access Network (E-UTRAN)). The former is responsible for the overall control of the user equipment (UE) as well as the establishment of the bearers, while the latter provides all radio-related functions [30] . Before the arrival of the downlik data, we assume that the UE is in the Radio Resource Control (RRC)_IDLE state and the S-GW context data indicates no downlink user plane Tunnel Endpoint Identifier (TEID) towards the MME. Then the data would be buffered in the S-GW first when it arrives on the CN/EPC network. Furthermore, the S-GW would identify which MME has the control plane connectivity with that UE and send a Downlink Data Notification message to the MME. To further illustrate how our proposal is implemented in the LTE system, the related message flow is given in Fig.5 , which is explicated step by step as follows:
1. The MME sends a Paging message to the HeNB GW [22] , [31] , [32] .
The HeNB GW forwards the Paging message to each
HeNB that belongs to the tracking areas (TAs) where the UE is registered. 3. If one HeNB receives the Paging message from the HeNB GW, then it pages the UE. 4. Upon the reception of paging indication, the destined UE performs a random access procedure to realize the initial access. Details of this procedure are described in [22] . 5. As the destined UE is in the RRC_IDLE state, it sends Control Plane Service Request Non-Access Stratum (NAS) message to the HeNB over the RRC Connection Request message [22] , [27] , [33] . 6. The HeNB forwards the NAS message to the HeNB GW. It should be noted that the NAS message is encapsulated in the S1-AP Initial UE Message [22] , [34] . 7. The HeNB GW forwards the S1-AP Initial UE Message to the MME. 8. RRC connection is established between the detined UE and its serving HeNB, which involves the establishment of Signalling Radio Bearer1 (SRB1) [22] , [31] . 9. The MME initiates the initial context setup procedure by sending the Initial Context Setup Request message to the HeNB GW. This message includes general UE context (e.g., UE location, UE priority, etc.) and E-UTRAN Radio Access Bearer (E-RAB) context (e.g., serving GW TEID, QoS information and correlation identifier (ID)), and may be piggy-backed with the corresponding NAS messages. 10. The HeNB GW requests a measurement by the UE with a Measurement Control message, which is transmitted on the downlink Dedicated Control Channel (DCCH) using Acknowledged Mode (AM) Radio Link Control (RLC) [31] . 11. Upon the reception of the Measurement Control message, the HeNB creates a new measurement to identify the quality of the downlink physical channels. 12. The destined UE transmits the measurement results to the HeNB over a Measurement Report message on the uplink DCCH using AM or Unacknowledged Mode (UM) RLC. 13. The HeNB forwards the Measurement Report message to the HeNB GW.
14. The HeNB GW performs a joint radio admission control (RAC) and resource allocation (RA) procedure, of which the task is to admit or reject the establishment requests for new radio bearers and allocate RBs to UEs. RAC and RA should take into account the overall conflict relationships, the QoS requirements, the priority attributes of UEs as well as the Channel State Information (CSI) [22] . Obviously, this is the step where our proposed algorithm is executed.
The HeNB GW forwards the Initial Context Setup
Request message towards the HeNB. Note that the results of RAC and RA achieved in step 14 are added into the E-RAB context. 16 . If the establishment request for the radio bearer is not rejected in step 14, the HeNB setups the context of the destined UE and performs the necessary RRC signalling towards the UE to establish a new radio bearer [22] , [31] . 17. The HeNB initiates the RRC connection reconfiguration procedure. The destined UE applies the new configuration and replies with the RRC Connection Reconfiguration Complete message. In the case that the UE is unable to comply with the configuration included in the RRC Connection Reconfiguration message, it performs the reconfiguration failure procedure [32] .
The HeNB answers with the Initial Context Setup
Complete message to inform a successful operation of the initial context setup, or with the Initial Context Setup Failure message to inform an unsuccessful operation [22] .
The HeNB GW forwards the Initial Context Setup
Complete/Initial Context Setup Failure message to the MME.
In summary, the initial information needed by our algorithms is gathered in Steps 1-13. Then the admission control and resource allocation algorithms are performed in Step 14. Finally, in Steps 15-19, physical layer reconfigurations are performed according to the outputs of our algorithms.
V. PERFORMANCE EVALUATION
In this section, we first give the system parameters for the simulation environment. Then, we introduce the performance metrics. Furthermore, we compare the performance of our proposed scheme with the optimal solution and other two ones, i.e., FERMI in [4] and GBM in [15] . At last, to explore the performance gap between HP and LP users, we respectively present the metrics for the two types of users in detail.
A. SIMULATION SETUP
We consider a square-shaped area, which can be divided into multiple rooms (each with 20 m × 20 m). Each FBS is randomly deployed in one of these rooms [15] , [35] , [36] . 386, 6 .033) Mbps, respectively. RB is the smallest unit of resource that can be assigned to users, corresponding to 0.5 ms in the time domain and 180 KHz in the frequency domain [16] , [17] , [20] . In this study, 10 dBm transmit power is used, and the path loss is modeled as PL fu (dB) = 38.46 + 20 · log 10 (D fu ) + L w , where D fu is the distance in meters from f -th FBS to user u and L w = 5 dB is the wall attenuation [5] , [36] , [37] . Then the channel gain can be calculated as G fu = 10 −PL fu /10 . With a transmitting distance of 30 m, the transmit power can decline to −60 dBm, which can be deemed as a proper interference threshold in practice. Therefore, we set D th = 30 m in our simulations. The noise power spectral density and weighting coefficient λ are -174 dBm/Hz and 0.5, respectively. Moreover, HP ratio γ ∈ [0, 1] is defined to indicate the percentage of HP users. Note that each value of the simulation results is obtained by averaging over 100 random topologies.
B. PERFORMANCE METRICS
The performance of our proposal is evaluated from the following three metrics: ratio of guaranteed users, average throughput satisfaction rate (TSR) and fairness.
1) RATIO OF GUARANTEED USERS
An LP user that can enjoy the base layer, or an HP user that can fully enjoy both the base layer and the enhancement layer, is considered as a guaranteed user. Hence, ratio of guaranteed users can be denoted by
where H (·) is the Heaviside step function. Then the ratio of guaranteed users for HP and LP of our network can be respectively given by
2) AVERAGE TSR TSR represents a user's satisfaction degree with respect to the required rate [5] , [16] , [17] . For ∀u ∈ U, the TSR can be obtained through dividing its achievable sum-rate by the sum required rates of its base layer and enhancement layer, i.e.,
As observed, one user, no matter HP or LP, can be satisfied only when both the base layer and the enhancement layer of its required service are guaranteed, which is slightly different from the definition of ''guaranteed user''. VOLUME 6, 2018 Then the average TSR for HP and LP users can be respectively given by
3) FAIRNESS Jain's fairness index defined in [38] is employed, which can reflect how fairly the RBs are distributed among users. The fairness index for HP and LP users can be respectively expressed as follows: C. NUMERICAL RESULTS AND PERFORMANCE ANALYSIS Fig. 6 compares the performance of our proposed algorithm and the optimal solution (i.e., brute-force method) in terms of ratio of guaranteed users. For maintaining an acceptable computation complexity, an area of 80 m × 80 m, with each femtocell serving one user, is used in the simulation. From Fig. 6 , we can see that both FERMI in [4] and GBM in [15] have great performance degradation compared with the optimal solution, while our proposed algorithm approximates the optimal solution with a performance loss percentage no larger than 7.6%. Also, we intensively compare the performance of our proposed algorithm with FERMI and GBM in Fig. 7 and Fig. 8 . In this part, the simulated region is a square area of 400 m × 400 m and the number of users attached to each FBS is 4. Provided that 50 RBs are available, the impact of different values of F on the performance of our proposed scheme is shown in Fig. 7 . As observed, with the increase of F, the ratio of guaranteed users decreases due to the more serious interference. Meanwhile, our proposed scheme always outperforms FERMI and GBM, and the performance gaps increase with density increasing. The reason is that compared with GBM and FERMI, our proposed scheme takes into account both the priority differentiation between users and the scalability of SVC-based videos in admission control and resource allocation. In addition, as shown in Fig. 7 , the ratios of guaranteed users of all the three schemes decline with the increase of γ , which results from the increasing RB demands of the network.
We evaluate the ratio of guaranteed users with the increase of the number of RBs in Fig. 8 . Note that F = 100 is adopted here as well as in the remaining simulations. We can find that the performance metrics of all the schemes are gradually improved with the increase of K until they approximate 100%. That is to say, if K is large enough, the QoS requirements of all users can be fully satisfied. Meanwhile, as anticipated, our proposed scheme achieves a better performance than the other two schemes. However, as K grows, the performance gaps between our proposed scheme and the other two schemes become narrower. This is due to the fact that when RBs are sufficient, no matter which scheme is exploited, most of the users' QoS requirements can be guaranteed. Furthermore, the ratios of guaranteed users of all the three schemes decline with the increase of γ , which is consistent with the result in Fig. 7 . Fig. 9 plots the guaranteed ratios for HP and LP users of our proposal with the increase of γ . Results in Fig. 9 show that if γ increases or K decreases, the ratios of guaranteed users for both HP and LP will decrease. The reason is that more HP users or fewer RBs will result in more users rejected. Moreover, in Fig. 9 , given fixed γ and K , HP users outperform LP users. This is because in our proposal, HP users have higher access priority than LP ones. In addition, the performance gap between a great K and a small K becomes wider with the increase of γ . This is due to the fact that with the increase of γ , the RB demands grow rapidly, enabling K to be a decisive factor. Fig. 10 further investigates the average TSR for HP and LP users of our proposal versus γ , with different K . We can see that the performance with a large K is better than that with a small K . Specifically, when K is larger than 60, the average TSR for HP and LP users can distinctly exceed 97.6% and 62.8%, respectively. In addition, as depicted in the figure, the average TSR for both HP and LP users decrease with γ growing. The performance degradation is due to the fact that a higher percentage of HP users will lead to a lower guaranteed ratio. Meanwhile, as anticipated, given fixed K and γ , the performance of HP users is better than that of LP users. Furthermore, resembling the result in Fig. 9 , the performance gap between a great K and a small K rises gradually with the increase of γ .
It is of great importance to evaluate whether RBs are assigned to users with fairness. Therefore, we depict the Jain's fairness indexes for HP and LP users of our proposal in Fig. 11 . Note that only if the TSR of all users are identical, can the fairness index reach its maximum value of 1. We can see that fairness indexes for both HP and LP users are decreasing with the increase of γ or decrease of K . Moreover, the curve with a small K drops more sharply than that with a great K . This is due to the fact that with a great K , each user is more likely to obtain a high TSR resulting from the sufficient supply of RBs. Meanwhile, similar to the results above, HP users outperform LP users. Furthermore, we can observe that the performance curves for HP users in Fig. 10 and Fig. 11 are exactly the same. The reason is that in our proposal, the TSR for each HP user can only be 0 or 1, which makes (20) and (22) equivalent to each other. Fig. 12 compares the theoretical complexity. As observed, the iteration number of brute-force method grows at exponential rate (i.e., 2 |V||K| ) with the increase of the population of vertices (users) |V| or the number of RBs |K|. To finish such prohibitive amount of iterations is intractable in practice. Rather, with the complexity of O(|V|(|E| + 2|V| + 2)), the number of iterations for our proposal keeps polynomially stable. That is, our proposal has a low complexity comparable to GBM and FERMI. This is just how exactly the gain of our proposal in terms of complexity comes from. Note that all presented results are the theoretical worst-case complexities with the practical ones depending heavily on network conditions such as the location of each user.
VI. CONCLUSIONS
In this paper, the joint admission control and resource allocation problem in OFDMA-based femtocell networks has been investigated. First, we classified users into two types: HP and LP, of which HP users have higher priority to access the network over LP ones. Additionally, we match the classification of users with the scalability of video streams, i.e., HP users are authorized to enjoy the full layers of an SVCbased video stream, while LP users can only enjoy the base layer if spectrum is limited. Then, to eliminate co-layer interference with maximizing the number of guaranteed users, we jointly formulated the admission control and resource allocation as an INLP problem, which is mathematically NP-hard. Hence, we proposed a graph-based algorithm with polynomial computational complexity to solve the problem. The algorithm consists of three phases: chordalization, admission control with PDAC sub-algorithm and RB assignment with MLRA sub-algorithm. As a supplement, the implement of our proposal in the LTE system was analyzed. In the end, by carrying out numerical simulations, we verified that our proposed scheme outperforms other two schemes in terms of guaranteeing QoS requirements. Meanwhile, performance comparisons were also made between HP and LP users to demonstrate that our proposed algorithm is valid to safeguard the superiority of HP users.
