Using new methods for dealing with an infinite-point fractional differential equation with p-Laplacian and a parameter, we study the existence of unique positive solution for any given positive parameter λ, and then give some clear properties of positive solutions which depend on the parameter λ > 0, that is, the positive solution u * λ is continuous, strictly increasing in λ and lim λ→+∞ u * λ = +∞, lim λ→0 + u * λ = 0. Our analysis relies on some new theorems for operator equations A(x, x) = x and A(x, x) = λx, where A is a mixed monotone operator.
Introduction
Recently, fractional calculus and fractional differential equations have been of great interest, and it is caused both by the intensive development of the theory of fractional calculus itself and by the applications of such constructions in various sciences such as mechanics, chemistry, and engineering. For details, see [14, 16, 17] and references therein. For example, fractional differential equations have important applications in quantum mechanics, see [7, 12, 13] for example. On the other hand, there are some papers reported on analytical and numerical methods for solving fractional differential equations, see [8, 14] for example.
In the paper [17] , the authors considered the following infinite-point boundary value problem of fractional differential equations with p-Laplacian
0+ u(t))) + f(t, u(t)) = 0, 0 < t < 1, u(0) = u (0) = · · · = u (n−2) (0) = 0, D α 0+ u(0) = 0, u (i) (1) = ∞ j=1 α j u(ξ j ),
and obtained the existence results of at least one positive solution. Their methods are upper and lower solutions, the Schauder fixed point theorem. But the uniqueness of positive solutions was not studied.
Moreover, we can find some results about infinite-point fractional differential equations in literature, see [3-6, 9, 16, 17] for example. But there are very few results on the uniqueness of positive solutions for infinite-point fractional boundary value problem. So we will discuss the following infinite-point fractional differential equation with p-Laplacian and a parameter
where
As we know, fractional integral inequalities are useful in establishing the uniqueness of solutions for certain fractional differential equations, and they also provide upper and lower bounds for the solutions, see [1, 2] for example. Different from the works mentioned above, in this work, we will study the existence and uniqueness of positive solutions for the problem (1.1) for every parameter λ > 0. Moreover, we give some clear properties of the positive solutions which depend on the parameter. Our methods are based upon some new results for operator equations A(x, x) = x and A(x, x) = λx.
Preliminaries and several lemmas
Here, we list some definitions and useful lemmas from fractional calculus theory.
Definition 2.1 ([11]
). The Riemann-Liouville fractional integral of order α > 0 of a function y : (0, ∞) → R is given by
provided the right-hand side is pointwise defined on (0, ∞).
Definition 2.2 ([11]
). The Riemann-Liouville fractional derivative of order α > 0 of a continuous function y : (0, ∞) → R is given by
denotes the integer part of the number α, provided that the right-hand side is pointwise defined on (0, ∞). Now, we consider the linear fractional differential equation with infinite-point boundary conditions
, then the unique solution of (2.1) can be written by
2)
Lemma 2.4 ([10, 17] ). The function G(t, s) defined by (2.2) has the following properties:
is a positive number.
Let q > 1 satisfy
To discuss the problem (1.1), we first study the following linear boundary value problem
Lemma 2.5 ([17]
). The linear problem (2.3) has the following form of solution
where G(t, s) is given by (2.2).
Main results
Suppose that (E, · ) is a real Banach space which is partially ordered by a cone P ⊂ E, by θ we denote the zero element of E. For x, y ∈ E, the notation x ∼ y means that there exist k > 0 and µ > 0 such that kx y µx. Clearly, ∼ is an equivalence relation. Given h > θ (i.e., h θ and h = θ), we denote by P h the set P h = {x ∈ E|x ∼ h}. It is easy to see that P h ⊂ P is convex and lP h = P h for all l > 0. Definition 3.1. A : P × P → P is said to be a mixed monotone operator if A(x, y) is increasing in x and decreasing in y, i.e., u i ,
In [15] , Zhai and Zhang studied the following operator equations A(x, x) = x and A(x, x) = λx, where A : P × P → P is a mixed monotone operator and the following conditions are satisfied:
(A 1 ) there exists h ∈ P with h = θ such that A(h, h) ∈ P h ; (A 2 ) for any u, v ∈ P and t ∈ (0, 1), there exists ϕ(t) ∈ (t, 1) such that
They obtained the existence and uniqueness results for the above equations.
Lemma 3.2. Let P be a normal cone of E, and (A 1 ) and (A 2 ) be satisfied. Then operator equation A(x, x) = x has a unique positive solution x * in P h . Moreover, for any initial x 0 , y 0 ∈ P h , the sequences
Lemma 3.3. Let P be a normal cone of E, and (A 1 ) and (A 2 ) be satisfied. Suppose that x λ (λ > 0) is the unique solution of parameter equation A(x, x) = λx in P h . Then the following conclusions hold:
Our purpose of this section is to apply Lemmas 3.2 and 3.3 to study the problem (1.1), and obtain some new results on the existence and uniqueness of positive solutions. Moreover, we show that the positive solution with respect to λ has some clear properties. It should be pointed out that the method used here is new to the literature and so are the existence and uniqueness results to the infinite-point fractional differential equations.
Next we will discuss the problem (1.1) in the Banach space
We give the following conditions:
Theorem 3.4. Assume that (H 1 )-(H 4 ) hold, then
(a) for every λ ∈ (0, +∞), the problem (1.1) has a unique positive solution u * λ in P h , where h(t) = t α−1 , t ∈ [0, 1]. Moreover, for any initial values u 0 , v 0 ∈ P h , the sequences
Proof. To begin with, from Lemma 2.5, the problem (1.1) has an integral formulation given by
where G(t, s) is given as in Lemma 2.3. For any u, v ∈ P, we define
0, it is easy to check that A : P × P → P. In the sequel, we check that A satisfies all assumptions of Lemma 3.2 by several steps.
First step, we prove that A is a mixed monotone operator. In fact, for u i , v i ∈ P, i = 1, 2 with u 1 u 2 , v 1 v 2 , we know that u 1 (t) u 2 (t), v 1 (t) v 2 (t), t ∈ [0, 1] and by (H 1 ), (H 2 ), (H 4 ), Lemma 2.3, and the fact that ϕ −1 p is monotone increasing,
Second step, we show that A satisfies the condition (A 2 ). From (H 3 ), for u, v ∈ P, r ∈ (0, 1), we obtain
Let ϕ(t) = t γ(q−1) , t ∈ (0, 1), then 0 < γ(q − 1) < 1 and thus ϕ(t) ∈ (t, 1) for t ∈ (0, 1). Hence,
So the condition (A 2 ) is satisfied. Third step, we show that A(h, h) ∈ P h . On one hand, note that h(t) = t α−1 , t ∈ [0, 1], it follows from (H 1 )-(H 4 ) and Lemma 2.4 that
On the other hand, also from (H 1 )-(H 4 ) and Lemma 2.4, we have that
Since f is continuous, f(t, 0, 1) ≡ 0, we have
Note that m 1 s p(s), we can get 0 < l 1 l 2 . Consequently,
So we have 1
Hence A(h, h) ∈ P h , and the condition (A 1 ) is satisfied. From Lemma 3.2, it is clear that there exists
. So we can check that u * λ is a unique positive solution of the problem (1.1) for any given λ > 0. Moreover, u * λ is continuous in λ, that is,
also satisfies all the conditions of Lemma 3.2. By Lemma 3.2, for any initial values u 0 , v 0 ∈ P h , we construct two sequences
as n → ∞.
In the following, we need the other condition:
(H 3 ) for r ∈ (0, 1), there exists γ ∈ (0,
Theorem 3.5. Assume that (H 1 ), (H 2 ), (H 3 ) , and (H 4 ) hold, then (a) for every λ > 0, the problem (1.1) has a unique positive solution u * λ in P h , where h(t) = t α−1 , t ∈ [0, 1]. Moreover, for any initial values u 0 , v 0 ∈ P h , the sequences
Proof. We also consider the operator
Similar to the proof of Theorem 3.4, we know that A : P × P → P is a mixed monotone operator and satisfies
(ii) A(tx, ty) ϕ(t)A(x, y), x, y ∈ P, t ∈ (0, 1), where ϕ(t) = t γ(q−1) , t ∈ (0, 1).
Let β = γ(q − 1), then from (H 3 ) , we have 0 < γ(q − 1) < 1 2 and thus t 1 2 < ϕ(t) = t β < 1. Therefore, from Lemma 3.2, there exists
and then u * λ is a unique positive solution of the problem (1.1) for any given λ > 0. Further, from Lemma 3.3, u * λ is strictly decreasing, continuous in λ and lim
So we can obtain that: where n = 0, 1, 2, · · · , we obtain u n (t) → u * (t), v n (t) → u * (t) as n → ∞.
Remark 3.7. In literature, we have not seen such results as Theorem 3.4, Theorem 3.5, and Corollary 3.6 on infinite-point fractional differential equations. The methods used in literature are not mixed monotone operator's method. So our method is different from ones in literature. Our main results can not only guarantee the existence of a unique positive solution for any parameter, but also help to make two iterative schemes for approximating it. In addition, the positive solution with respect to the parameter has some clear properties.
An example
We consider the following fractional boundary value problem with p-Laplacian and a parameter, 
