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Аннотация. Для тройки гильбертовых пространств, определен-
ным образом взаимосвязанных между собой, а также абстрактного
оператора следа выводится абстрактная формула Грина, обобщаю-
щая известную формулу Грина для оператора Лапласа. На ее основе
рассматриваются абстрактные краевые задачи Дирихле, Неймана,
Ньютона и другие, а также соответствующие спектральные задачи.
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Введение
Пусть Ω— произвольная область в Rm с липшицевой границей ∂Ω.
Для дважды непрерывно дифференцируемой функции u = u(x), x ∈
Ω, и непрерывно дифференцируемой функции v = v(x) хорошо изве-
стна формула∫
Ω
v(u−∆u) dΩ =
∫
Ω
[∇v · ∇u+ vu] dΩ−
∫
∂Ω
v
∂u
∂n
dS. (0.1)
Ее можно переписать в виде
(v, Lu)L2(Ω) = (v, u)H1(Ω) −
(
γv,
∂u
∂n
)
L2(∂Ω)
, Lu := u−∆u, (0.2)
где γv := v|∂Ω, γ — оператор следа, а L2(Ω), H1(Ω) и L2(∂Ω) – стан-
дартные функциональные гильбертовы пространства.
В данной работе получена формула, обобщающая формулу (0.2)
на случай, когда взамен L2(Ω), H
1(Ω) и L2(∂Ω) взяты абстрактные
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гильбертовы пространства E, F и G, удовлетворяющие некоторым
условиям (см. п. 2.1). Впервые абстрактная формула Грина, а также
абстрактная схема рассмотрения краевых задач приведены в пара-
графе 1.3 монографии [1], с. 46–47 (см. также [2]), причем этот под-
ход принадлежит С.Г.Крейну. В данной статье получено некоторое
обобщение формулы из [1], принадлежащее Н.Д.Копачевскому.
Ввиду понимания той важной роли, которую может сыграть и
уже играет абстрактная формула Грина для тройки гильбертовых
пространств при изучении многих задач математической физики и
механики сплошных сред, первый из авторов этой статьи посчитал
целесообразным отдельную публикацию доказательства этой форму-
лы.
Отметим, что абстрактная формула Грина в других терминах
была введена в монографии [3].
1. Предварительные сведения
В этом параграфе для удобства дальнейшего чтения сообщаются
некоторые известные сведения из функционального анализа.
1.1. О шкалах гильбертовых пространств.
Напомним некоторые хорошо известные факты из теории шкал
гильбертовых пространств (см., например, [4], гл. III, а также [1],
стр. 36-38).
Пусть гильбертово пространство F плотно вложено в гильбертово
пространство E, т.е. F является плотным линейным подмножеством
в E и существует такое a > 0, что
||u||E ≤ a||u||F , ∀u ∈ F. (1.1)
Если выполнены эти условия, то говорят, что пространства E и F
образуют гильбертову пару (F ;E).
Пусть u ∈ F, v ∈ E. Тогда
(u, v)E = (u, V v)F , (1.2)
где V : E → F — линейный ограниченный оператор, причем
a−1||V v||E ≤ ||V v||F ≤ a||v||E , ∀v ∈ E. (1.3)
При этом V : E → F положителен, а если F компактно вложено в
E, то оператор V компактен. Для обратного оператора A := V −1 с
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областью определения D(A) = R(V ) (и областью значений R(A) =
E) из (1.2) следует, что
(u,Aw)E = (u,w)F , ∀u ∈ F, ∀w ∈ D(A) ⊂ F, (1.4)
причем D(A1/2) = F .
Оператор A называется порождающим оператором гильбертовой
пары (F ;E); по паре (F ;E) он определяется единственным образом.
Иногда пространство F состоит из элементов другой природы, чем
E, но существует взаимно однозначное отображение F в плотное в E
множество, сохраняющее алгебраические операции. Тогда F можно
отождествить с его образом, и если для образа снова выполнено не-
равенство (1.1), то вся конструкция построения гильбертовой пары
проходит и в этом случае.
По гильбертовой паре (F ;E) и соответствующему оператору A
строится шкала гильбертовых пространств Eα, α ∈ R, таким обра-
зом, что при α > 0 пространство Eα является областью определения
D(Aα) оператора Aα и
(u, v)Eα := (A
αu,Aαv)E , ∀u, v ∈ D(Aα). (1.5)
При этом оказывается, что F = E1/2. Для отрицательных индексов
α = −ν, ν > 0, на пространстве E вводится новая норма
||u||Eα = ||Aαu||E , (1.6)
а затем E пополняется по этой норме. Иногда пространство F со-
стоит из элементов другой природы, чем E, но существует взаимно
однозначное отображение F в плотное в E множество, сохраняющее
алгебраические операции. Тогда F можно отождествить с его обра-
зом, и если для образа снова выполнено неравенство (1.1), то вся
конструкция построения гильбертовой пары проходит и в этом слу-
чае.
Шкала Eα (−∞ < α < +∞) обладает следующими свойствами.
При α < β пространство Eβ взаимно однозначно и непрерывно ото-
бражает Eα на Eα−1. При α ≤ 1 расширение по непрерывности опера-
тора A отображает Eα на Eα−1, в частности, пространство E1/2 = F
отображается на E−1/2. Аналогично действует и оператор A1/2, в ча-
стности, он отображает E1/2 = F на E и E на E−1/2. При этом ока-
зывается, что пространство E−1/2 изометрически отождествляется с
пространством F ∗, сопряженным к пространству F :
E−1/2 = F ∗ = (E1/2)∗. (1.7)
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1.2. Об оснащении гильбертовых пространств.
(см. [5], гл. I, а также [6], гл. 14) Пусть снова гильбертово про-
странство F плотно вложено в гильбертово пространство E. При фи-
ксированном v ∈ E функционал lv(u) := (u, v)E , определенный на
элементах u ∈ F , является (в силу (1.1)) линейным ограниченным
функционалом на F . Поэтому элемент v ∈ E можно отождествить
с функционалом из F ∗. После такого отождествления E будет пло-
тным в пространстве F ∗. Отсюда следует, что скалярное произведе-
ние (u, v)E при u ∈ F можно расширить на тот случай, когда второй
множитель принадлежит F ∗. Если vn ∈ E и vn → v в F ∗, то возникает
линейный ограниченный функционал
lv(u) := 〈u, v〉E := limn→∞(u, vn)E , ∀u ∈ F, ∀v ∈ F
∗. (1.8)
При этом справедливо неравенство Коши-Буняковского
| 〈u, v〉E | ≤ ||u||F · ||v||F ∗ . (1.9)
При выполнении (1.8)–(1.9) говорят, что функционал lv ∈ F ∗
представлен через “скалярное произведение в E”, а тройку
пространств
E1/2 = F ⊂ E = E0 ⊂ F ∗ = E−1/2 (1.10)
называют оснащением пространства E.
1.3. Абстрактный оператор следа.
В пункте 1.1 отмечалось, что описанная там конструкция гиль-
бертовых пар и шкал проходит и в том случае, когда одно из про-
странств взаимно однозначно, линейно и непрерывно отображается
на плотное множество другого пространства. Здесь рассматривается
более общий случай, когда это отображение не взаимно однозначно.
Пусть на гильбертовом пространстве F определен линейный опе-
ратор γ (оператор следа), ограниченно действующий в гильбертово
пространство G, т.е. существует такое b > 0, что
||γu||G ≤ b||u||F ∀u ∈ F. (1.11)
Обозначим через N ядро оператора γ:
N = ker γ := {u ∈ F : γu = 0}. (1.12)
В силу (1.11) N есть подпространство пространства F . Обозначим
через M ортогональное дополнение к N в пространстве F :
F = N ⊕M ; (1.13)
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через G+ ⊂ G обозначим область значений оператора γ, т.е. G+ =
R(γ). Пусть γM := γ|M . Тогда γM осуществляет взаимно однозначное
отображение подпространстваM на G+. Это позволяет ввести на G+
структуру гильбертова пространства, полагая
(ϕ,ψ)G+ := (u, v)F , (1.14)
где
u, v ∈M, γMu = ϕ, γMv = ψ. (1.15)
Пусть u ∈ F, γu = ϕ ∈ G+. Тогда найдется элемент v ∈M , такой,
что γv = γMv = ϕ. Отсюда следует, что γu− γMv = γ(u− v) = 0, т.е.
u− v ∈ N .
Далее,
||u||2F = ||v + (u− v)||2F = ||v||2F + ||u− v||2F . (1.16)
В силу (1.14) отсюда следует, что
||ϕ||2G+ = ||v||2F ≤ ||u||2F , ∀u ∈ F, γu = ϕ,
и тогда
||ϕ||2G+ = minγu=ϕ ||u||
2
F . (1.17)
Предположим теперь, что G+ плотно вложено в G. Из (1.11) сле-
дует, что для любых ϕ ∈ G+, u ∈ M с γMu = ϕ справедливо нера-
венство
||ϕ||G = ||γMu||G = ||γu||G ≤ b||u||F = b||ϕ||G+ . (1.18)
Это означает, что пространства G и G+ образуют гильбертову па-
ру (G+, G), по которой можно построить гильбертову шкалу про-
странствGα так, чтоG+ = G
1/2. При этом пространствоG−1/2 можно
отождествить с пространством (G+)
∗.
Введем оператор TM , сопряженный к оператору γM в смысле
"скалярного произведения"в G. поскольку в силу (1.14), (1.15) опера-
тор γM изометрически отображает пространство M на пространство
G+ = G
1/2, то оператор TM = (γM )
∗ изометрически отображает про-
странство (G+)
∗ = G−1/2 на пространство M По определению, при
ψ ∈ G−1/2
(v, TMψ)F = 〈γMv, ψ〉G , ∀v ∈M, (1.19)
где символом 〈ϕ,ψ〉G обозначен линейный функционал с ϕ ∈ G+, ψ ∈
G−.
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Обозначим через ∂M оператор, обратный к TM . Тогда из (1.19)
имеем
(v, u)F = 〈γMv, ∂Mu〉G , ∀u, v ∈M. (1.20)
Из свойств операторов γm и TM следует, что оператор
C := γMTM = γM (γM )
∗ (1.21)
изометрически отображает пространствоG−1/2 на пространствоG1/2.
Его сужение на G будет ограниченным в G оператором.
В самом деле, из (1.11) следует, что при u ∈M, γu = ϕ, оператор
вложения W : G+ = G
1/2 → G ограничен:
||ϕ||G = ||Wϕ||G ≤ b||ϕ||G1/2 , ||W || ≤ b, ϕ ∈ G+. (1.22)
Поэтому и сопряженный оператор W ∗ : G → G−1/2 ограничен,
причем ||W ∗|| = ||W || ≤ b. Отсюда получаем неравенство
||ϕ||G−1/2 = ||W ∗ϕ||G−1/2 ≤ b||ϕ||G, ∀ϕ ∈ G. (1.23)
Опираясь на (1.22) и (1.23), имеем
||Cϕ||G = ||γMTMϕ||G ≤ b||γMTMϕ||G1/2 =
= b||ϕ||G−1/2 ≤ b2||ϕ||G, ∀ϕ ∈ G. (1.24)
Если вложение G+ ⊂ G компактно, то сужение оператора C на G
также компактно.
Из (1.19) при v = TMϕ, ϕ, ψ ∈ G, получаем
(TMϕ, TMψ)F = 〈γMTMϕ,ψ〉G = (γMTMϕ,ψ)G = (Cϕ,ψ)G, (1.25)
откуда следует, что оператор C самосопряжен и положителен. Из
этих свойств в свою очередь вытекает (см. п. 1.1), что оператор C−1 =
T−1M γ
−1
M = ∂Mγ
−1
M является порождающим оператором гильбертовой
пары (G+;G).
2. Абстрактная формула Грина для тройки гильберто-
вых пространств. Основной пример
2.1. Предварительные построения.
Рассмотрим ситуацию, объединяющую те, что уже встречались
в параграфе 1. Предположим, что для тройки гильбертовых про-
странств E, F и G выполнены следующие условия:
а) Пространство F плотно вложено в E;
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б) на пространстве F определен оператор γ (оператор следа),
ограниченно действующий из F в G, причем γ отображает F в пло-
тное множество R(γ) =: G+ пространства G;
в) ядро N := ker γ оператора γ плотно в E.
Как сейчас будет доказано, для тройки гильбертовых пространств
E, F и G справедлива абстрактная формула Грина, обобщающая
первую формулу Грина для оператора Лапласа (см. (0.1), (0.2)).
Доказательство этой теоремы проведем по этапам, а затем сфор-
мулируем итоговый результат.
10. Так как по условию в) подпространство N пространства F
плотно в E, то N и E образуют гильбертову пару (N ;E). Обозначим
через L0 порождающий оператор этой пары. Тогда L0 — положитель-
но определенный самосопряженный оператор, заданный на области
определения D(L0) = R(L−10 ) ⊂ N, R(L0) = E и D(L1/20 ) = N . Отсю-
да следует, что абстрактная краевая задача Дирихле
L0u = f ∈ E, γu = 0, (2.1)
имеет единственное решение u ∈ D(L0) ⊂ N при любом f ∈ E.
Введем по оператору L0 шкалу гильбертовых пространств E
α.
Тогда E1 = D(L0), E1/2 = D(L1/20 ) = N, E−1/2 = N∗. Рассмотрим
теперь расширение L˜ оператора L0 с E
1 = D(L0) на множество E1/2 =
N . Тогда D(L˜0) = N, R(L˜0) = N∗, и задача
L˜0u = f ∈ N∗, γu = 0, (2.2)
имеет единственное решение u ∈ N , которое называется слабым ре-
шением задачи (2.1). Очевидно, совокупность слабых решений за-
полняет все пространство N , если f пробегает все N∗. Для (слабых)
решений задачи (2.2) справедливо тождество
〈
v, L˜0u
〉
E
= 〈v, f〉E = (v, u)F , ∀v ∈ N. (2.3)
20. Введем, как и в п.1.3, ортогональное разложение (1.13), где
M := F ⊖ N . Так как N ⊂ F , то F ∗ ⊂ N∗ = R(L˜0). Рассмотрим
сужение Lˆ0 оператора L˜0 такое, что R(Lˆ0) = F ∗ ⊂ N∗. Тогда
D(Lˆ0) = L˜−10 F ∗ ⊂ N, (2.4)
и задача
Lˆ0u = f ∈ F ∗, γu = 0, (2.5)
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имеет единственное решение u ∈ D(Lˆ0) при любом f ∈ F ∗. Для это-
го решения, как и в задаче (2.2), выполнено тождество, следующее
из (2.3)〈
v, Lˆ0u
〉
E
= 〈v, f〉E = (v, u)F , ∀v ∈ N, ∀u ∈ D(Lˆ0) ⊂ N. (2.6)
30. Продолжим оператор Lˆ0, заданный на D(Lˆ0) ⊂ N , нулем на
множествоM := F ⊖N . Соответствующий оператор обозначим через
L. Тогда для любого u = u1 + u2, где u1 ∈ D(Lˆ0), u2 ∈ M , оператор
L задан по закону
Lu := Lˆ0u1, D(L) = D(Lˆ0)⊕M, D(Lˆ0) = N. (2.7)
40. Рассмотрим теперь сужение γM оператора следа γ на под-
пространство M , введем, как и в п.1.3, гильбертово пространство
G+ ⊂ G со скалярным произведением (1.14), (1.15), а затем опера-
торы TM = (γM )
∗, ∂M = (TM )
−1. Тогда для элементов u, v из M
будет справедливо тождество (1.20).
50. Введем на множестве D(Lˆ0) ⊂ N оператор, аналогичный опе-
ратору ∂M , заданному на M (см. (1.20)). Пусть u ∈ D(Lˆ0), v ∈ M .
Из неравенства
|
〈
v, Lˆ0u
〉
E
| ≤ ||v||F · ||Lˆ0u||F ∗ = ||Lˆ0u||F ∗ · ||γMv||G+ , (2.8)
которое получено с учетом (1.9) и (1.14) (1.15), следует, что выра-
жение
〈
v, Lˆ0u
〉
E
является линейным ограниченным функционалом
относительно γMv в пространстве G+. Потому его можно предста-
вить в виде скалярного произведения в пространстве G элемента
γMv ∈ G+ и элемента из G−, который обозначим через −∂ˆu:〈
v, Lˆ0u
〉
E
= −
〈
γMv, ∂ˆu
〉
G
, ∀u ∈ D(Lˆ0), ∀v ∈M. (2.9)
Отсюда следует, что оператор ∂ˆ определен на множестве
D(∂ˆ) = D(Lˆ0) = L˜−10 F ∗ ⊂ N (2.10)
и действует по закону (2.9). При этом
||∂ˆu||G− ≤ ||Lˆ0u||F ∗ . (2.11)
60. Введем, наконец линейный оператор ∂, состоящий из опера-
торов ∂ˆ и ∂M , по следующему правилу: если u = u1 + u2 ∈ D(L) =
D(Lˆ0)⊕M , то
D(∂) = D(L), ∂u := ∂ˆu1 + ∂Mu2. (2.12)
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2.2. Вывод абстрактной формулы Грина.
Итогом предыдущих рассмотрений является следующий резуль-
тат.
Теорема 2.1 (абстрактная формула Грина для тройки гиль-
бертовых пространств). Пусть для гильбертовых пространств
E, F и G выполнены условия а) – в) пункта 2.1. Тогда существуют
однозначно определяемые по E, F, G и γ операторы L и ∂, задан-
ные согласно формулам (2.4), (2.7), (1.20), (2.9)–(2.12), такие, что
D(L) = D(∂) ⊂ F, D(L) = F , и при любых v ∈ F, u ∈ D(L) справе-
дливо тождество
〈v, Lu〉E = (v, u)F − 〈γv, ∂u〉G , (2.13)
где символами 〈v, w〉E и 〈ϕ,ψ〉G обозначены линейные функционалы,
отвечающие элементам v ∈ F, w ∈ F ∗, ϕ ∈ G+ = R(γ), ψ ∈ G− =
(G+)
∗.
Доказательство. Доказательство формулы (2.13) опирается на пре-
дыдущие построения и непосредственную проверку.
Пусть выполнены условия а) – в) пункта 2.1. Тогда однозначно
строятся операторы L и ∂ (см. (2.7), (2.12)) такие, что справедливы
выводы пункта 2.1, причем D(L) = D(∂) ⊂ F, D(L) = D(∂) = F .
Пусть u = u1+u2 ∈ D(L), u1 ∈ D(Lˆ0) ⊂ N, u2 ∈M . Пусть, далее,
v = v1 + v2, v1 ∈ N, v2 ∈M . Тогда согласно (2.7), (2.12) имеем
Lu = Lˆ0u1, ∂u = ∂ˆu1 + ∂Mu2, γv = γMv2. (2.14)
Вычислим с учетом (2.14) разность между левой и правой частя-
ми (2.13); имеем
〈v, Lu〉E − (v, u)F + 〈γv, ∂u〉G =
=
〈
v1 + v2, Lˆ0u1
〉
E
−(v1+v2, u1+u2)F+
〈
γMv2, ∂ˆu1 + ∂Mu2
〉
G
. (2.15)
Так как подпространства N и M пространства F ортогональны, то
(v1 + v2, u1 + u2)F = (v1, u1)F + (v2, u2)F . (2.16)
Далее, для элементов v2 и u2 из M по формуле (1.20) получаем
(v2, u2)F = 〈γMv2, ∂Mu2〉G . (2.17)
Соответственно для элементов v1 и u1 из N по формуле (2.6) имеем
(v1, u1)F =
〈
v1, Lˆ0u1
〉
E
. (2.18)
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Используя формулы (2.16)–(2.18), в правой части (2.15) получаем
выражение 〈
γMv2, ∂ˆu1
〉
G
+
〈
v2, Lˆ0u1
〉
E
. (2.19)
Так как здесь u1 ∈ D(Lˆ0) ⊂ N, v2 ∈M , то из формулы (2.9) следует,
что это выражение равно нулю, и формула (2.13) доказана.
Замечание 2.1. Рассмотрим сужение области определения D(L)
оператора L на те элементы u ∈ F , для которых Lu ∈ E. Как
следует из предыдущих построений, в этом случае
Lu = L0u1, u = u1 + u2, u1 ∈ D(L0), u2 ∈M, D(L) = D(L0)⊕M,
где L0– оператор задачи Дирихле (2.1), D(L0) ⊂ N, D(L1/20 ) = N .
На указанных элементах u формула Грина (2.13) приобретает
вид
(v, Lu)E = (v, u)F − 〈γv, ∂u〉G , v ∈ F. (2.20)
Именно в такой форме она была приведена в монографии [1], стр. 46 –
47.
2.3. Основной пример.
Применим схему предыдущих пунктов к основному случаю, когда
E = L2(Ω), F = H
1(Ω), (2.21)
со скалярными произведениями
(u, v)E :=
∫
Ω
u(x)v(x) dΩ, (u, v)F :=
∫
Ω
[∇u(x) ·∇v(x)+u(x)v(x)] dΩ.
(2.22)
При этом предполагается, что Ω — липшицева область.
Так пространство H1(Ω) плотно вложено в пространство L2(Ω),
то (H1(Ω);L2(Ω)) образуют гильбертову пару, которой отвечает по-
рождающий оператор A, являющийся положительно определенным и
самосопряженным оператором, действующим в L2(Ω) и заданный на
плотном множестве D(A) ⊂ H1(Ω), D(A1/2) = H1(Ω). Для оператора
A согласно (1.4) выполнено тождество
(v,Au)E :=
∫
Ω
vAudΩ = (v, u)F :=
∫
Ω
[∇v · ∇u+ vu] dΩ (2.23)
для всех v ∈ H1(Ω) и u ∈ D(A).
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Для того, чтобы выяснить аналитическую природу оператора A,
удовлетворяющего этому тождеству, будем считать, что u(x) дважды
непрерывно дифференцируема. Тогда∫
Ω
vAudΩ =
∫
Ω
vu dΩ−
∫
Ω
v∆u dΩ+
∫
∂Ω
v
∂u
∂n
dS. (2.24)
Считая в этом тождестве v произвольной финитной функцией, при-
ходим к равенству (v, u − ∆u − Au)L2(Ω) = 0, откуда Au = u − ∆u.
Тогда из (2.24) следует, что∫
∂Ω
v
∂u
∂n
dS = 0,
для всех v ∈ H1(Ω), в частности, для всех непрерывно дифферен-
цируемых в Ω функций. Так как совокупность следов непрерывно
дифференцируемых в Ω функций плотна в L2(Ω), то из последне-
го равенства вытекает условие ∂u∂n = 0 (на ∂Ω). Таким образом, для
дважды непрерывно дифференцируемой функции из D(A) имеем
Au := u−∆u (в Ω), ∂u
∂n
= 0 (на ∂Ω). (2.25)
Рассмотрим теперь оператор следа γ : H1(Ω) → L2(∂Ω) =: G.
Согласно теореме вложения С.Л.Соболева оператор γ ограничено (и
даже компактно) действует из H1(Ω) в L2(∂Ω), причем область его
значенийR(γ) =: G+, согласно теореме вложения Е.Гальярдо [7], сов-
падает с пространством H1/2(∂Ω), компактно вложенным в L2(∂Ω).
При этом
ker γ =: N = {u ∈ H1(Ω) : γu := u|∂Ω = 0} =: H10 (Ω) (2.26)
плотно вложено в E = L2(Ω).
Таким образом, тройка пространств E = L2(Ω), F = H
1(Ω) и G =
L2(∂Ω) и оператор следа γ удовлетворяют условиям а) – в) пункта
2.1.
Проведем для рассмотренного примера построения, осуществлен-
ные в общем случае в этапах 10 – 50 п.2.1. Обозначим через L0 по-
рождающий оператор гильбертовой пары (N ;E) = (H10 (Ω);L2(Ω)).
Тогда L0 = L
∗
0 ≫ 0, D(L0) = R(L−10 ) ⊂ H10 (Ω), R(L0) = L2(Ω),
D(L1/20 = H10 (Ω))). Как и при выводе формулы (2.25), можно устано-
вить, что для функции u ∈ C2(Ω), аннулирующихся на ∂Ω, L0u =
u−∆u. Поэтому L0 есть разрешающий оператор задачи Дирихле для
уравнения Пуассона:
L0u := u−∆u = f, γu = u|∂Ω = 0. (2.27)
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При любом f ∈ L2(Ω) задача (2.27) имеет обобщенное решение u =
L−10 f ∈ D(L0) ⊂ H10 (Ω). Если f ∈ N∗ = (H10 (Ω))∗ =: H−1(Ω), то
расширение L˜0 оператора L0 на пространство H
1
0 (Ω) позволяет най-
ти слабое решение задачи (2.27): u = L˜−10 f . При этом справедливо
тождество
〈v, f〉L2(Ω) =
〈
v, L˜0u
〉
L2(Ω)
= (v, u)H1(Ω), ∀v ∈ H10 (Ω). (2.28)
Если f ∈ F ∗ ⊂ N∗, то (2.28) переходит в тождество
〈v, f〉L2(Ω) =
〈
v, Lˆ0u
〉
L2(Ω)
= (v, u)H1(Ω), ∀v ∈ H10 (Ω), u ∈ D(Lˆ0),
(2.29)
где оператор Lˆ0 — сужение L˜0 на D(Lˆ0) = L˜−10 (H1(Ω))∗ ⊂ H10 (Ω), с
помощью которого можно выразить те слабые решения задачи (2.27),
для которых f ∈ F ∗, u = Lˆ−10 f ∈ D(Lˆ0) ⊂ H10 (Ω).
Рассмотрим теперь множествоM = H1(Ω)⊖H10 (Ω). Снова, рассу-
ждая так же, как и при выводе формулы (2.25), можно установить,
что
M = {u ∈ H1(Ω) : u−∆u = 0 (в Ω)} =: H1h(Ω); (2.30)
это подпространство состоит из функций, которые будем называть
гармоническими. Продолжим оператор Lˆ0 нулем на M , т.е. будем
считать, что продолженный оператор L определен на D(Lˆ0)⊕H1h(Ω)
и для любого u = u1 + u2, u1 ∈ D(Lˆ0), u2 ∈ M , действует по закону
Lu = Lˆ0u1, L|H1h(Ω) = 0.
Рассмотрим сужение γM оператора γ на подпространство гармо-
нических функций M . Тогда γM задает взаимно однозначное соо-
тветствие между M и пространством следов G+ := H
1/2(∂Ω) ⊂ G =
L2(∂Ω), а оператор (γM )
∗ — между (G+)
∗ =: G− = H
−1/2(∂Ω) и
M . Обратный оператор ∂M := ((γM )
∗)−1 отображает M на G− =
H−1/2(∂Ω), и из формулы (1.20), примененной для данного случая,
т.е. из соотношения∫
Ω
(∇v · ∇u+ vu) dΩ =
∫
∂Ω
γMv∂Mu dS, v, u ∈ H1h(Ω), (2.31)
приходим к выводу, что
∂Mu =
∂u
∂n
|∂Ω ∈ H−1/2(∂Ω), (2.32)
где ~n — единичный вектор внешней нормали к ∂Ω. Отсюда следует,
что задача Неймана
u−∆u = 0 (в Ω), ∂u
∂n
= ψ (на ∂Ω),
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имеет (единственное) решение u из H1h(Ω) тогда и только тогда, когда
ψ ∈ H−1/2(∂Ω).
Пусть u ∈ D(Lˆ0) ⊂ H10 (Ω), v ∈ H1h(Ω). Тогда из соотношения (2.9),
которое в данном случае принимает вид
〈v, u−∆u〉L2(Ω) = −
〈
γMv, ∂ˆu
〉
L2(∂Ω)
,
с использованием формулы Грина (0.2) и тех же рассуждений, ко-
торые были приведены ранее для вывода (2.25), приходим к выводу,
что
∂ˆu =
∂u
∂n
(на ∂Ω), u ∈ D(Lˆ0) = D(∂ˆ) ⊂ H10 (Ω). (2.33)
Объединяя (2.32) и (2.33), получаем, что для u = u1 + u2 ∈ D(L) =
D(∂ˆ)⊕M
∂u = ∂ˆu1 + ∂Mu2 =
∂u
∂n
∈ H−1/2(∂Ω).
Таким образом, если выполнены условия
u ∈ D(L) ⊂ H1(Ω), v ∈ H1(Ω),
u = u1 + u2, u1 ∈ D(Lˆ0) = L˜−10 (H1(Ω))∗, u2 ∈ H1h(Ω), (2.34)
то по теореме 2.1 получаем, что справедлива формула Грина
〈v, u−∆u〉L2(Ω) = (u, v)H1(Ω) −
〈
γv,
∂u
∂n
〉
L2(∂Ω)
. (2.35)
Здесь u−∆u ∈ (H1(Ω))∗, γv ∈ H1/2(∂Ω), ∂u∂n ∈ H−1/2(∂Ω), а косыми
скобками обозначены соответствующие линейные функционалы.
Если, в частности, u − ∆u ∈ L2(Ω), ∂u∂n ∈ L2(∂Ω), то из (2.35)
получаем обычную формулу Грина
∫
Ω
v(u−∆u)dΩ =
∫
Ω
(∇v · ∇u+ vu)dΩ−
∫
∂Ω
v
∂u
∂n
dS. (2.36)
3. Абстрактные краевые задачи
Наличие абстрактной формулы Грина (2.13) для произвольной
тройки гильбертовых пространств, удовлетворяющих условиям а) –
в) п.2.1, позволяет рассмотреть абстрактные краевые задачи, анало-
гичные задачам Дирихле, Неймана, Ньютона, а также других видов.
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3.1. Абстрактная задача Дирихле.
Рассмотрим задачу
Lu = f, γu = ϕ, (3.1)
которую в силу предыдущих построений естественно назвать абстра-
ктной задачей Дирихле для уравнения Пуассона. Здесь предполага-
ется, что f — элемент из E, или F ∗, или N∗, ϕ ∈ G, а E, F , и G —
пространства, для которых справедлива формула Грина (2.13).
Теорема 3.1. Если выполнены условия
f ∈ F ∗, ϕ ∈ G+ ⊂ G, (3.2)
то задача (3.1) имеет единственное решение u ∈ D(L), выражаемое
формулой
u = Lˆ−10 f + (γM )
−1ϕ. (3.3)
Если f ∈ N∗ ⊃ F ∗, ϕ ∈ G+, то задача
L˜u = f, γu = ϕ, (3.4)
где L˜ — расширение оператора L на
D(L˜) = D(L˜0)⊕M = N ⊕M = F, (3.5)
имеет единственное решение, выражаемое формулой
u = L˜−10 f + (γM )
−1ϕ. (3.6)
Доказательство. Доказательство этой теоремы почти очевидно.
Представим решение u задачи (3.1) в виде
u = v + w, v ∈ D(Lˆ0) ⊂ N, w ∈M. (3.7)
Тогда
Lu = Lˆ0v, γv = 0, γu = γw = γMw.
Поэтому (3.1) распадается на две отдельные задачи
Lˆ0v = f, γv = 0; γMw = ϕ. (3.8)
Отсюда следует, что при ϕ ∈ G+
w = (γM )
−1ϕ ∈M, (3.9)
а при f ∈ F ∗
v = L˜−10 f ∈ D(Lˆ0) ⊂ N. (3.10)
Поэтому справедлива формула (3.3) и u ∈ D(L).
Второе утверждение доказывается аналогично.
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Следствием теоремы 3.1 и предыдущих рассуждений из п.2.3 яв-
ляется
Теорема 3.2. Если выполнены условия
f ∈ (H10 (Ω))∗ ⊃ L2(Ω), ϕ ∈ H1/2(∂Ω), (3.11)
то в области Ω ⊂ Rm с липшицевой границей ∂Ω краевая задача
Дирихле для уравнения Пуассона, т.е. задача
u−∆u = f (в Ω), u = ϕ (на ∂Ω), (3.12)
имеет единственное решение u ∈ H1(Ω).
3.2. Абстрактная задача Неймана.
Рассмотрим теперь задачу
Lu = f, ∂u = ψ, (3.13)
которую естественно назвать абстрактной задачей Неймана для
уравнения Пуассона.
Теорема 3.3. Если выполнены условия
f ∈ F ∗, ψ ∈ G−, (3.14)
то задача (3.13) имеет единственное решение u ∈ D(L), выражае-
мое формулой
u = A˜−1f + (TM )ψ. (3.15)
где A˜ — расширение на пространство F оператора A порождающего
гильбертову пару (F ;E), а TM = (∂M )−1.
Доказательство. Представим, как при доказательстве теоремы 3.1,
решение u ∈ D(L) в виде (3.7). Тогда
Lu = Lˆ0v = f ∈ F ∗, γv = 0, (3.16)
и потому v = Lˆ−10 f ∈ D(Lˆ0) ⊂ N ⊂ F . Далее,
∂u = ∂ˆv + ∂Mw = ψ, ∂Mw = −∂ˆv + ψ ∈ G− = (G+)∗. (3.17)
Поэтому существует единственный элемент w ∈M ,
w = TM (∂Mw) = −TM (∂ˆw) + TMψ, (3.18)
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где TM : G− →M — изометрический оператор.
Отсюда следует, что
u = v+w = (Lˆ−10 −TM ∂ˆ(Lˆ−10 ))f+TMψ =: A˜−1f+TMψ ∈ D(L), (3.19)
причем элемент vN := A˜
−1f , очевидно, является решением задачи
Неймана (3.13) при ψ = 0, т.е. задачи
Lu = f, ∂u = 0. (3.20)
Покажем, что сужение A := A˜|D(A) оператора A˜ на множество
D(A) := {u ∈ D(L) : Lu ∈ E ⊂ F ∗, ∂u = 0} (3.21)
является порождающим оператором гильбертовой пары (F ;E).
В самом деле, если Lu = f ∈ E, то задача (3.20) имеет един-
ственное решение vN , причем в представлении для vN оператор Lˆ0,
как следует из доказательства теоремы 2.1, должен быть заменен на
L0, D(L0) ⊂ N, R(L0) = E. Поэтому
u = (I − TM ∂ˆ)(L−10 )f =: A−1f, (3.22)
и проблема (3.20) эквивалентна операторному уравнению
Au = f, f ∈ E, u ∈ D(A), R(A) = E, A = A˜|D(A). (3.23)
Отсюда и из формулы Грина (2.13) следует, что
〈v, Lu〉E = (v, Lu)E = (v, f)E = (v,Au)E = (v, u)F ,
u ∈ D(A) ⊂ N ⊕M = F, v ∈ F. (3.24)
В силу (1.4) отсюда следует, что A — порождающий оператор гиль-
бертовой пары (F ;E).
Следствием теоремы 3.3 является
Теорема 3.4. Если выполнены условия
f ∈ (H1(Ω))∗ ⊃ L2(Ω), ψ ∈ H−1/2(∂Ω), (3.25)
то в области Ω ⊂ Rm с липшицевой границей ∂Ω краевая задача
Неймана для уравнения Пуассона, т.е. задача
u−∆u = f (в Ω), ∂u
∂n
= ψ (на ∂Ω), (3.26)
имеет единственное решение u ∈ H1(Ω).
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3.3. Абстрактная задача Ньютона.
Рассмотрим, наконец, задачу
Lu = f, ∂u+ σγu = ψ, (3.27)
где σ : G+ → G− — ограниченный оператор, являющийся расшире-
нием неотрицательного самосопряженного оператора, действующего
в G и заданного на области определения D(σ) ⊂ G, плотной в G,
причем D(σ1/2) ⊃ D(C−1/2) = G+, где C = γMTM (см. п.1.3). Зада-
чу (3.27) естественно назвать абстрактной краевой задачей Ньютона
для уравнения Пуассона. При σ = 0 она переходит в задачу (3.13).
Теорема 3.5. Пусть оператор σ : G+ → G− удовлетворяет сфор-
мулированным выше условиям. Тогда при
f ∈ F ∗, ψ ∈ G− (3.28)
задача (3.27) имеет единственное решение u ∈ D(L), выражаемое
формулой
u = (I − (γM )−1(C−1 + σ)−1∂ˆ)Lˆ−10 f + (γM )−1(C−1 + σ)−1ψ, (3.29)
где (C−1+σ)−1 — оператор, ограниченно действующий из G− в G+.
Доказательство. Будем разыскивать решение u ∈ D(L) в виде (3.7),
т.е.
u = v+w, v ∈ D(Lˆ0), w ∈M, γv = 0, Lw = 0, ∂u = ∂ˆv+∂Mw. (3.30)
Тогда взамен (3.27) приходим к системе уравнений
Lˆ0v = f, γv = 0, f ∈ F ∗, (3.31)
w ∈M, ∂Mw + σγMw = ψ − ∂ˆv. (3.32)
Из (3.31) получаем, что при f ∈ F ∗ будет v = Lˆ−10 f ∈ D(Lˆ0) = D(∂ˆ),
и потому ∂ˆv ∈ G−. Тогда в (3.32) ψ − ∂ˆv ∈ G−.
Заметим теперь, что между элементами γMw и ∂Mw, w ∈ M ,
имеется связь, определяемая оператором C := γMTM , см. п.1.3. В
самом деле, так как γM = (TM )
−1, то для любого w ∈M имеем
∂Mw = (TM )
−1w = (TM )
−1(γM )
−1γMw = C
−1γMw, (3.33)
где C−1 : G+ → G− — ограниченный оператор.
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С учетом (3.33) задачу (3.32) можно переписать в виде
(C−1 + σ)(γMw) = ψ − ∂ˆv ∈ G−. (3.34)
Если C−1 + σ имеет ограниченный обратный оператор, т.е. (C−1 +
σ)−1 : G− → G+, то из (3.34) имеем
γMw = (C
−1+ σ)−1(ψ− ∂ˆv), w = (γM )−1(C−1+ σ)−1(ψ− ∂ˆv), (3.35)
откуда для решения u = v + w следует представление (3.29).
Для завершения доказательства теоремы осталось установить огра-
ниченность оператора (C−1+σ)−1. Так как оператор σ обладает свой-
ством неотрицательности, т.е.
〈ϕ, σϕ〉G ≥ 0, ∀ϕ ∈ G+. (3.36)
то 〈
ϕ, (C−1 + σ)ϕ
〉
G
≥ 〈ϕ,C−1ϕ〉
G
, ∀ϕ ∈ G+. (3.37)
Далее, поскольку C−1 является порождающим оператором гильбер-
товой пары (G+;G), то G+ = D(C−1/2) и〈
ϕ,C−1ϕ
〉
G
= ||C−1/2ϕ||2G = ||ϕ||2G+ . (3.38)
Отсюда и из (3.36) получаем неравенство
||(C−1 + σ)ϕ||G− ≥ ||ϕ||G+ , ∀ϕ ∈ G+, (3.39)
откуда, в свою очередь, следует, что существует ограниченный опе-
ратор (C−1 + σ)−1 : G− → G+, причем
||(C−1 + σ)−1||G−→G+ ≤ 1. (3.40)
Теорема доказана.
Замечание 3.1. Сравнивая формулы (3.19) и (3.29) для решений за-
дач (3.13) и (3.27) и учитывая связь C = γMTM , приходим к выво-
ду, что обе они могут быть записаны в виде (3.29), причем σ 6= 0
в задаче (3.27) и σ = 0 в задаче (3.13). Этот факт очевиден из
(3.13), (3.27).
Следствием теоремы 3.5 является такой результат.
Теорема 3.6. Если выполнены условия (3.25) и оператор
σ : H1/2(∂Ω)→ H−1/2(∂Ω)
ограничен и неотрицателен, то в области Ω ∈ Rm с липшицевой
границей ∂Ω краевая задача Ньютона
u−∆u = f (в Ω), ∂u
∂n
+ σu = ψ (на ∂Ω), (3.41)
имеет единственное решение u ∈ H1(Ω).
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4. Абстрактные спектральные задачи
Здесь на основе формулы Грина (2.13) рассмотрены абстрактные
спектральные задачи, обобщающие известные задачи математиче-
ской физики, гидродинамики, дифракции и др.
4.1. Спектральная задача Дирихле.
Как и в параграфе 3, будем считать, что для тройки гильбертовых
пространств выполнены условия а) – в) п.2.1 и потому имеет место
формула Грина (2.13). Рассмотрим задачу
Lu = λu (u ∈ D(L) ⊂ F ⊂ E), γu = 0, (4.1)
т.е. спектральную задачу Дирихле. Из предыдущих построений оче-
видна
Теорема 4.1. Если подпространство N := ker γ пространства F
компактно вложено в E, то задача (4.1) равносильна операторному
уравнению
A0u = λu, u ∈ D(A0) ⊂ N, (4.2)
где оператор A0 положительно определен, самосопряжен и имеет
дискретный спектр {λk(A0)}∞k=1, состоящий из конечнократных по-
ложительных собственных значений λk(A0) с предельной точкой
+∞. Система {uk(A0)}∞k=1 его собственных элементов образует ор-
тогональный базис в пространствах E и N = D(A1/20 ) ⊂ F :
(uk(A0), ul(A0))E = δkl,
(A0uk(A0), ul(A0))E = (uk(A0), ul(A0))F = λk(A0)δkl.
(4.3)
Доказательство. Если u ∈ D(L) ⊂ F и γu = 0, то и u ∈ N ⊂ E, и
тогда в силу (4.1) имеем
Lu = Lˆ0u = L0u =: A0u = λu, R(A0) = E,
где L0 = A0 — оператор гильбертовой пары (N ;E), N = D(A1/20 ).
Если N = D(A1/20 ) компактно вложено в E, то оператор A0 имеет
дискретный спектр и справедливы остальные утверждения теоремы.
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4.2. Спектральная задача Неймана.
Рассмотрим теперь спектральную задачу Неймана
Lu = λu, (u ∈ D(L) = D(∂) ⊂ F ⊂ E), ∂u = 0. (4.4)
Теорема 4.2. Задача (4.4) равносильна уравнению
Au = λu, u ∈ D(A) := {u ∈ D(L) ⊂ F : ∂u = 0}, (4.5)
где A оператор гильбертовой пары (F ;E). Если F компактно вло-
жено в E, то оператор A самосопряжен, положительно определен
и имеет дискретный спектр {λk(A)}∞k=1 ⊂ R+ и выполнены формулы
ортогональности вида (4.3) для оператора A взамен A0.
Доказательство. Если u — решение задачи (4.4), то по формуле Гри-
на (2.13) получаем тождество
〈v, λu〉E = (v, λu)E = (u, v)F , ∀v ∈ F. (4.6)
из которого следует, что собственные значения λ положительны.
Назовем ненулевой элемент u ∈ F обобщенным собственным эле-
ментом задачи (4.4), отвечающим собственному значению λ, если
выполнено тождество (4.6) при любом v ∈ F .
Рассмотрим при u, v ∈ F билинейную форму (v, u)E , ограничен-
ную в F . Для такой формы, как известно (см., например, [6], с.26, а
также п.1.1), имеется представление
(v, u)E = (v,Bu)F , B ∈ L(F ). (4.7)
Так как
(v, u)F = (A
1/2v,A1/2u)E , (4.8)
где A — оператор гильбертовой пары (F ;E), то из (4.7) и (4.8) полу-
чаем
(v, u)E = (v,Bu)F = (A
1/2v,A1/2A−1u)E =
= (A1/2v,A1/2(A−1/2A−1A1/2)u)E =
= (v, (A−1/2A−1A1/2)u)F , ∀v, u ∈ F. (4.9)
Отсюда следует, что
B = A−1/2A−1A1/2 = A−1|D(A1/2) = A−1|F . (4.10)
Далее для простоты взамен B = A−1|F будем писать A−1.
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Если u ∈ F — обобщенное решение задачи (4.4), то из (4.6), (4.7)
и (4.10) получаем тождество
(v, (I − λA−1/2A−1A1/2)u)F = 0, ∀v ∈ F.
Отсюда следует, что u является решением уравнения
u = λA−1u, u ∈ F, (4.11)
и потому справедливо (4.5). Так как F = D(A1/2) компактно вложено
в E, то задача (4.5) имеет дискретный спектр и выполнены последние
утверждения теоремы.
Докажем, наконец, что задачи (4.4) и (4.5) равносильны. Снача-
ла установим, что для обобщенных решений задачи (4.4) выполнено
условие u ∈ D(L) ⊂ F . В самом деле, пусть при некотором u ∈ F
и λ ∈ R+ имеет место тождество (4.6). Положим u = u1 + u2, u1 ∈
N, u2 ∈M . Тогда из (4.6) при любом v ∈ N и f := λu ∈ F ⊂ E имеем
(v, u1)F = (v, f)E . (4.12)
Отсюда и из тождества (2.3), а также предыдущих перед ним рас-
суждений следует, что u1 ∈ D(L˜0) и L˜0u1 = f ∈ E. Но тогда u1 ∈
D(L0) ⊂ D(Lˆ0). (см. п.10, 20 и формулы (2.1)–(2.6)), и потому u =
u1 + u2 ∈ D(L) = D(∂) ⊂ F .
Применяя формулу Грина (2.13) для u ∈ D(L) и v ∈ F , имеем для
обобщенного решения (4.6)
(v, λu)E = (v, u)F = (v, Lu)E + 〈γv, ∂u〉G ,
т.е. тождество
(v, Lu− λu)E + 〈γv, ∂u〉G = 0, ∀v ∈ F. (4.13)
Если здесь считать, что v ∈ N , то в силу плотности N в E получаем
уравнение Lu = λu. Тогда 〈γv, ∂u〉G = 0 для любого v ∈ F . Так как
γv пробегает все пространство G+, плотное в G и в G−, то отсюда
следует, что ∂u = 0.
Следствие 4.1. Для собственных значений {λk(A0)}∞k=1 и
{λk(A)}∞k=1 задач Дирихле и Неймана (4.1) и (4.4) справедливы нера-
венства
λk(A0) ≥ λk(A), k = 1, 2, ... . (4.14)
Доказательство. В самом деле, этот факт следует из максимини-
мальных принципов для собственных значений задач (4.2) и (4.5), а
также того факта, что D(A1/20 ) = N ⊂ F = D(A1/2).
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4.3. Спектральная задача Ньютона.
Будем теперь считать, что оператор σ ∈ L(G+, G−) и удовлетво-
ряет условиям, сформулированным в начале п.3.3. Рассмотрим аб-
страктную спектральную задачу Ньютона
Lu = λu (u ∈ D(L) = D(∂)), ∂u+ σγu = 0. (4.15)
Теорема 4.3. Задача (4.15) равносильна уравнению
λA−1u = u+Kσu, u ∈ F, Kσ := PMγ∗MσγMPM , (4.16)
где PM : F →M — ортопроектор на M , а Kσ : F → F — ограничен-
ный неотрицательный оператор. Если F компактно вложено в E,
то задачи (4.15) и (4.16) имеют дискретный спектр {λk(Aσ)}∞k=1 ⊂
R+, λk(Aσ)→ +∞ (k →∞),
Aσ := (I +Kσ)
1/2A(I +Kσ)
1/2, D(Aσ) = R(A−1σ ) =
= R((I +Kσ)−1/2A−1(I +Kσ)−1/2) ⊂ F. (4.17)
Собственные элементы {uk}∞k=1 этих задач образуют ортогональ-
ный базис в E по форме ||u||2F + 〈γu, σγu〉G. При этом выполнены
формулы ортогональности
(uk, ul)E = δkl, (uk, ul)F + 〈γuk, σγul〉G = λk(Aσ)δkl. (4.18)
Доказательство. Доказательство этих утверждений проводится по
тому же плану, что и в теореме 4.2, с усложнениями, обусловленными
наличием оператора σ в (4.15).
Если u ∈ D(L) ⊂ F — решение задачи (4.15), то по формуле
Грина (2.13) получим тождество
〈v, λu〉E = (v, λu)E = (v, u)F + 〈γv, σγu〉G , ∀v ∈ F. (4.19)
Отсюда при v = u с учетом свойства (3.36) неотрицательности опе-
ратора σ получаем, что собственные значения λ задачи (4.15) поло-
жительны.
Назовем ненулевой элемент u ∈ F обобщенным собственным эле-
ментом задачи (4.15), отвечающим собственному значению λ, если
выполнено тождества (4.19) при любом v ∈ F .
Рассмотрим при v, u ∈ F билинейную форму 〈γv, σγu〉G. Так как
σ ∈ L(G+, G−), γ ∈ L(F,G+), то эта форма имеет представление
〈γv, σγu〉G = (v,Kσu)F , Kσ ∈ L(F ). (4.20)
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Пусть PM : F → M — ортопроектор на M в F . Тогда для любого
u ∈ F имеем γu = γMPMu, так как γw = 0 для w ∈ N = F ⊖
M . Вспоминая еще соотношения TM = (∂M )
−1 = γ∗M (см.п.1.3) и
используя тождество (1.19), приходим к тождеству
〈γv, σγu〉G = 〈γMPMv, σγMPMu〉G =
= (PMv, (∂M )
−1σγMPMu)F = (v, PMγ
∗
MσγMPMu)F . (4.21)
Отсюда и из (4.20) следует, что оператор Kσ имеет представле-
ние (4.16) и является ограниченным неотрицательным оператором,
действующим в F .
Учитывая представления (4.7), (4.10) и формулу (4.16) для Kσ,
для обобщенного решения (4.19) получаем тождество
(v, λA−1u− u−Kσu)F = 0, ∀v ∈ F, (4.22)
из которого следует уравнение (4.16).
Докажем теперь, что задача (4.16) имеет дискретный спектр и
выполнены последние утверждения теоремы. Так как Kσ ≥ 0 и огра-
ничен, то оператор I + Kσ ≥ I ≫ 0 и потому имеет ограниченный
обратный оператор, который является положительно определенным.
Учитывая это, осуществим в задаче (4.16) замену
(I +Kσ)
1/2u = v ∈ F (4.23)
и применим слева оператор (I +Kσ)
−1/2. Это дает уравнение
λA−1σ v = v, A
−1
σ := (I +Kσ)
−1/2A−1(I +Kσ)
−1/2 ∈ S∞(F ), (4.24)
равносильное спектральной задаче
Aσv = λv, v ∈ D(Aσ) = R(A−1σ ). (4.25)
Так как A−1σ — компактный и притом положительный оператор в
F , то задачи (4.24), (4.25) имеют дискретный положительный спектр
{λk(Aσ)}∞k=1 с предельной точкой +∞. Собственные элементы
{vk}∞k=1, vk = vk(Aσ), этих задач образуют ортогональный базис в
пространстве F и по форме оператора A−1σ , их можно выбрать удов-
летворяющими следующим формулам ортогональности:
(A−1σ vk, vl)F = δkl, (vk, vl)F = λk(Aσ)δkl. (4.26)
Отсюда с использованием обратной замены (4.23) и формул (4.21),
(4.7),(4.10) приходим к формулам (4.18).
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Докажем теперь равносильность задач (4.15) и (4.16). Для этого
достаточно установить, что из тождества (4.19) следуют соотноше-
ния (4.15). Однако это сводится к повторению рассуждений из конца
доказательства теоремы 4.2: полагая в (4.19) u = u1+u2, u1 ∈ N, u2 ∈
M, v ∈ N, f := λu, получаем тождество (4.12), откуда следует, что
u1 ∈ D(Lˆ0) и потому u ∈ D(L). Затем из тождества
(v, Lu− λu)E + 〈γv, ∂u− σγu〉G = 0, ∀v ∈ F, (4.27)
аналогичного тождеству (4.13), выводим, что для обобщенного реше-
ния u ∈ D(L) справедливы соотношения (4.15).
Следствие 4.2. Для собственных значений λk(A) и λk(Aσ) задач
Неймана и Ньютона (см.(4.4), (4.5), (4.15), (4.25)) выполнены нера-
венства
λk(Aσ) ≥ λk(A), k = 1, 2, ... . (4.28)
Доказательство. Доказательство этого факта основано на неравен-
стве
||v||2F
||A−1/2σ v||2F
=
((I +Kσ)u, u)F
(A−1u, u)F
=
||u||2F + 〈γu, σγu〉G
||u||2E
≥ ||u||
2
F
||u||2E
(4.29)
и соответствующих максиминимальных принципах для задач (4.24)
и (4.11).
4.4. Задачи со спектральным параметром в уравнении и
краевом условии.
Для эллиптических уравнений задачи такого типа изучались в
работах [8], [9]. В абстрактной форме и с некоторым обобщением их
можно сформулировать в виде
Lu = λu, ∂u+ σ1γu = λσ0γu, (4.30)
где
σ1 ∈ L(G+, G−), σ0 ∈ S∞(G+, G−), (4.31)
〈σ1ϕ,ϕ〉G ≥ 0, 〈σ0ϕ,ϕ〉G ≥ 0, ∀ϕ ∈ G+. (4.32)
При σ0 = 0, σ1 = σ получаем задачу Ньютона (4.15), а при σ0 = σ1 =
0 — задачу Неймана (4.4).
Теорема 4.4. Задача (4.30)–(4.32) равносильна уравнению
λ(A−1 +Kσ0)u = (I +Kσ1)u, u ∈ F, (4.33)
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Kσi := PMγ
∗
MσiγMPM ≥ 0, i = 0, 1. (4.34)
Если F компактно вложено в E, задачи (4.30)–(4.32) и (4.33) имеют
дискретный спектр {λk(Aσ0,σ1)}∞k=1 ⊂ R+, λk(Aσ0,σ1) → +∞ (k →
∞),
Aσ0,σ1 = (I +Kσ1)
1/2(A−1 +Kσ0)
−1(I +Kσ1)
1/2, (4.35)
D(Aσ0,σ1) = R(A−1σ0,σ1) = R((I +Kσ1)−1/2(A−1 +Kσ0)(I +Kσ1)−1/2).
(4.36)
Собственные элементы {uk}∞k=1 этих задач образуют ортогональ-
ный базис по формам ||u||2E + 〈γu, σ0γu〉G и ||u||2F + 〈γu, σ1γu〉G; для
них выполнены формулы ортогональности
(uk, ul)E+〈γuk, σ0γul〉G = δkl, (uk, ul)F+〈γuk, σ1γul〉G = λk(Aσ0,σ1)δkl.
(4.37)
Доказательство. Доказательство теоремы повторяет схему рассу-
ждений в теореме 4.3.
Если u ∈ D(L) ⊂ F — решение задачи (4.30)–(4.32), то для этого
решения по формуле Грина (2.13) получаем тождество
(v, λu)E+〈γv, λσ0γu〉G = (v, u)F +〈γv, σ1γu〉G , ∀v ∈ F, λ > 0. (4.38)
Если это тождество выполнено для некоторого ненулевого u ∈ F и
некоторого λ > 0, то такой элемент u будем называть обобщенным
решением задачи (4.30)–(4.32).
Тождество (4.38) равносильно операторному уравнению (4.33), где
Kσi определены формулами (4.34). Здесь операторы Kσ0 и Kσ1 обла-
дают следующими свойствами: Kσ1 ограничен и неотрицателен, а
Kσ0 компактен и неотрицателен в F ; эти факты следуют из усло-
вий (4.31), (4.32). Вывод формул (4.34) проводится аналогично полу-
чению соотношения (4.21).
Осуществим в (4.33) замену
(I +Kσ1)
1/2u = v (4.39)
и подействуем слева оператором (I +Kσ1)
−1/2 ∈ L(F ). Тогда возни-
кает спектральная задача
λA−1σ0,σ1v := λ(I +Kσ1)
−1/2(A−1 +Kσ0)(I +Kσ1)
−1/2v = v (4.40)
с компактным положительным оператором A−1σ0,σ1 . Свойство компа-
ктности этого оператора следует из того, что оператор (I +Kσ1)
−1/2
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ограничен, Kσ0 — неотрицателен и компактен, а потому A
−1+Kσ0 —
компактный положительный оператор в F .
Задача (4.40) равносильна уравнению
Aσ0,σ1v = λv, (4.41)
где Aσ0,σ1 определен формулами (4.35), (4.36). Из доказанных фактов
следует, что задачи (4.40), (4.41) имеют дискретный положительный
спектр {λk(Aσ0,σ1)}∞k=1 ⊂ R+, λk(Aσ0,σ1) → +∞ (k → ∞), а система
собственных элементов {vk}∞k=1 образует ортогональный базис в F и
по форме (A−1σ0,σ1v, v)F . Если для элементов {vk}∞k=1 выбрать условия
ортонормировки в виде
(A−1σ0,σ1vk, vl)F = δkl, (vk, vl)F = λ(Aσ0,σ1)δkl, (4.42)
то после обратной замены (4.39) для собственных элементов {uk}∞k=1
задач (4.40), (4.41) приходим к формулам (4.37), если учесть соотно-
шения
(v,Kσiu)F = 〈γv, σiγu〉G , i = 0, 1. (4.43)
В завершение доказательства данной теоремы проверим, что обоб-
щенное решение u ∈ F , определенное тождеством (4.38), является
обычным решением задачи (4.30). Как и в конце доказательства те-
оремы 4.3, положим в (4.38) f := λu ∈ F ⊂ E, u = u1 + u2, u1 ∈
N, u2 ∈M, v ∈ N , получим тождество (4.12), откуда заключаем, что
u1 ∈ D(Lˆ0), u ∈ D(L). Затем из тождества
(v, Lu− λu)E + 〈γv, ∂u+ σ1γu− λσ0γu〉G = 0, ∀v ∈ F, (4.44)
приходим к выводу, что выполнены соотношения (4.30).
Следствие 4.3. Для собственных значений задач (4.41) с операто-
рами σ0 и σ1, удовлетворяющими общим свойствам (4.31), (4.32),
справедливы неравенства
λk(A0,σ1) ≥ λk(Aσ0,σ1) ≥ λk(Aσ0,0), k = 1, 2, ... . (4.45)
4.5. Абстрактная спектральная задача, порожденная
проблемой нормальных колебаний вязкой жидкости в
открытом сосуде.
По аналогии с физической задачей, исследованной во многих ра-
ботах и описанной подробно в ([1], гл.VII), а также в [10], эту пробле-
му в абстрактной форме можно сформулировать в виде
Lu = λu, λ(∂u+ σ1γu) = σ0γu, (4.46)
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где σ1 и σ0 удовлетворяют условиям (4.31), (4.32), причем оператор
σ0 положителен, т.е.
〈σ0ϕ,ϕ〉G > 0, 0 6= ϕ ∈ G+. (4.47)
Аналогично предыдущему легко устанавливается
Теорема 4.5. Задача (4.47), (4.49), равносильна тождеству
(v, λu)E +
〈
γv, λ−1σ0γu
〉
G
= (v, u)F + 〈γv, σ1γu〉G , ∀v ∈ F, (4.48)
а это тождество, в свою очередь, равносильно уравнению
λA−1u+ λ−1Kσ0u = (I +Kσ1)u, u ∈ F. (4.49)
Доказательство. Вместо установления этих фактов заметим, что за-
дача (4.46), получается из задачи (4.30), если в (4.30) выражение λσ0
заменить на λ−1σ0. С учетом этой замены тождество (4.38) переходит
в (4.48), а уравнение (4.33) — в (4.49).
Замечание 4.1. Спектральная задача (4.49) является уже несамо-
сопряженной. Она имеет дискретный спектр с двумя предельными
точками: λ = +∞ и λ = 0. Все собственные значения, кроме, быть
может, конечного их числа, расположены на положительной полуо-
си, а собственные элементы обладают свойством базисности Рисса.
Подробный анализ всех свойств решений задачи вида (4.49) можно
найти в [1], гл.VII, а также в [10].
4.6. Абстрактная спектральная задача, порожденная
проблемой дифракции
Большой цикл работ по исследованию задач сопряжения в про-
блеме дифракции был проведен М.С.Аграновичем, его соавторами
и учениками, см. например [11], [12]. В частности, для внутренней
задачи дифракции в произвольной области Ω ⊂ Rm с липшицевой
границей ∂Ω возникает краевая задача
u−∆u+ λu = 0 (в Ω), ∂u
∂n
= µu (на ∂Ω), (4.50)
где λ ∈ C — фиксированный параметр, а µ ∈ C — спектральный пара-
метр. Если роли параметров меняются местами, то эта проблема в об-
щем эллиптическом случае исследована также в работе В.И.Горбачук
[13].
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Абстрактным аналогом проблемы (4.50) является задача
Lu+ λu = 0, ∂u+ σ1γu = µσ0γu, (4.51)
где операторы σi, i = 0, 1, удовлетворяют условиям (4.31), (4.32),
(4.47).
Теорема 4.6. Задача (4.51), равносильна тождеству
−(v, λu)E + 〈γv, µσ0γu〉G = (v, u)F + 〈γv, σ1γu〉G , ∀v ∈ F, (4.52)
а это тождество — уравнению
(−λA−1 + µKσ0)u = (I +Kσ1)u, u ∈ F. (4.53)
Доказательство. Доказательство этих фактов очевидно из рассу-
ждений в теореме 4.5, если заметить, что задачу (4.51) можно фор-
мально получить из (4.46), если в первом соотношении (4.46) λ заме-
нить на −λ, а во втором взять λ = µ−1.
Замечание 4.2. Форма уравнения (4.53) удобна тем, что здесь па-
раметры λ и µ в определенном смысле равноправны: любой из них
можно считать спектральным, а другой — фиксированным. Подро-
бное исследование (несамосопряженной) задачи (4.53) будет прове-
дено в работах первого из соавторов данной статьи, а также его
ученика П.А.Старкова.
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