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ABSTRACT

The formation of subsurface damage during machining of nickel-based
superalloys is a critical quality concern for the manufacture of gas turbine components.
The identification and understanding of this zone are critical to the reduction of
destructive testing and scrap costs in an ever changing manufacturing environment. This
thesis seeks to provide a novel objective method for identification of the depth of this
zone and an empirical model for the effects of machining parameters on this zone. This
allows for optimal machining parameters to be used in manufacturing reducing the need
for destructive testing, while also reducing manufacturing costs by reducing scrap rates
and processing time.
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CHAPTER ONE
INTRODUCTION

In modern manufacturing environment the effects of machining operations on
final product are often highly scrutinized as a source for cost reduction through both
tooling reduction and process cycle improvement. In the manufacture of gas-turbines the
difficulties in machining of nickel-based superalloys present an underlying difficulty in
fulfilling both of these key requirements. Tight quality control and defined life-cycle
properties of the components based on these materials require that all of these parameters
remain constant based on experiential knowledge in order to maintain quality limits.
Even more important in this aspect is the requirements on minimal depths of the machine
affected zone (MAZ.) The setting of this control requires that a destructive test be made
on parts made from a defined process. Once this destructive test is completed and
observed then the process is locked so as not to affect other parts. The problem with this
lies then in when modifications to machining parameters must be made, whether through
use of new tooling or the speeding up or slowing down of the parameters of interest.
Whenever this is done, whether it be because of a fault in the machine, a prematurely
breaking tool, or other possible errors in the process, new parts must be obtained and
destroyed in order to ensure that these quality controls are maintained.
In order to create a financial advantage for the manufacturer in this situation it is
important to understand the formation of the depth of this machining affected zone and
what impacts it. In creating a model for this zone, it allows for the decrease of
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destructive testing, but also allows for modifications to tooling and programming to be
made without stopping production of the components for a significant amount of time.
This not only significantly improves the lead-time of the components, but also allows for
added maneuverability when modifications need to be made to the process or new more
effective tooling is identified.
In doing this, however, there are limitations to the implementation of this type of
model. New materials are constantly changing the way these models are identified and
affected. As shown later in this thesis it is apparent that the way previous models were
derived no longer holds valid when they are applied to the machining of nickel-based
superalloys. It is also of utmost importance to create a method in which the identification
of these zones can be made objectively and in a quick amount of time. This allows that
every individual identifies the same zone and that arbitrary values cannot be selected
based on the advantage of the manufacturer.
This thesis seeks to provide the basis for the creation of a model for the machine
affected zone in nickel-based superalloys (NBSA) by fulfilling two important tasks. The
first of these tasks is to create a novel and simplified method of objectively identifying
this method. The method for identifying the zone put forth in this thesis has previously
been published by the author [Richardson 2010]. This method allows for objective
identification of the zone as opposed to subjective identification given by visually
inspecting the zone using available software (Image-J, etc.) Following this, a design of
experiments (DOE) was conducted on a specimen of a NBSA in order to determine the
effects of various machining parameters on the MAZ. These results are then compared to
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the experimental and analytical models provided by various authors with respect to the
depth of MAZ for turning and grinding of various materials. These models are sought in
this manner due to the lack of literature specifically addressing the identification of this
method in milled superalloys.
This information is provided by performing a literature review of the basic
microstructural properties of a NBSA and how these specific properties react when
distorted and also how they influence the machinability of the metal. This is followed by
explanation of models for thermal and mechanical predictions of the MAZ. This is due to
the fact that it is proposed that this zone is the product of thermal-mechanical forces
acting on the surface of the part. Following this, an explanation for various facets of
image analysis are discusses along with the novel method created by the author and used
for the identification of the zone in this thesis. Finally, the experimental results for both
the machining parameters and image analysis are presented.
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CHAPTER TWO
LITERATURE REVIEW
This chapter provides a review of pertinent information pertaining to the research
conducted in this thesis. The properties of nickel-based superalloys are first examined
followed by the examination of the fundamental mechanics of previous models that have
been presented for prediction of sub-surface damage along with a discussion of the
models that have been found in available literature.

PROPERTIES AND MACHINABILITY OF NICKEL-BASED SUPERALLOYS
Nickel-based Superalloys (NBSA) show the ability to maintain their properties at
extremely high temperatures (1200⁰ C) [Pollock 2006]. Because of this, these materials
find a variety of use in applications such as gas turbines, aircraft engines, space shuttles,
and nuclear reactors. The especially high strength of these superalloys along with their
ability to maintain this strength at temperature can be attributed to their microstructure.
NBSAs are generally based on a loosely 80% nickel and 20% chromium mixture with
additional alloying elements used to strengthen multiple properties of the alloys based on
the need of the user [Ezugwu 1999]. The microstructure of the NBSA is a two-phase
alloy with several important elements. These are:

a.) Gamma Phase (): This is the continuous face centered cubic (FCC)

austenitic nickel matrix. This phase tends to contain strengthening elements
such as cobalt, molybdenum, or chromium.
4

b.) Gamma Prime Phase (′): This is the precipitate dispersed throughout the

continuous gamma phase. Usually the volume of gamma prime is influenced
by the amount of titanium and aluminum that is in the chemistry of the NBSA.

c.) Carbides: Carbides are formed by adding carbon in very small percentages
(0.05 – 0.2% [Ezugwu 1999]) in order to initiate the formation of carbides in
NBSAs. These carbides generally break down into lower carbides (M23C6
and M6C) during heat treat. Higher carbides tend to be located in the
continuous matrix, whereas lower carbides tend to populate the grain
boundaries.
d.) Topologically Closed Pack Phases (TCPPs): Topologically Closed Pack
Phases are a result of the unstable nature of the NBSAs microstructure. When
certain alloying elements are present these phases have a tendency to form
following heat treatment or temperature change (high temperature application
over a certain time can cause the formation of TCPPs.) These phases detract
from the strength and ductility of the metal by removing certain strengthening
elements from the continuous gamma matrix and the gamma prime
precipitates [Pollock 2006] and are thus an unwanted addition. Due to the
importance of the effects of the formation of these phases a description of
impact on the yield stresses during cutting can be found in the appendix.
These components lead to the strength of the NBSA. However, the properties
imparted by this microstructure also lead to difficulties in machinability. Several of the
mechanisms that lead to difficulty in machining these materials are their low thermal
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diffusivity, rapid work-hardening due to the austenitic matrix of the gamma phase, and
the carbides present throughout the material [Choudhury 1998]. The low thermal
diffusivity of the NBSA leads to high temperatures at the tool tip leading to chemical
reactions or thermal softening of the cutting tool. The work-hardening leads to rapid tool
wear and the carbides lead to notching in the cutting tool.
Differences in the properties of the material can also be seen in comparing the forces
generated while machining this metal. When comparing to other materials several key
identifications can be made. The forces identified when machining four different
materials (titanium, aluminum and steel, and nickel-based superalloy) can be seen below.
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Figure 1: Machining forces of various materials [Henderson 2010]
It is apparent from these images that the nickel-based superalloy provides some
intriguing differences compared to that of the other materials. For the three materials on
the left it is apparent that a steady state is reached while the cutting-tool is engaged with
the workpiece. However, this is not the case for nickel-based superalloys (as seen on the
far right of Figure 1.) The major effect, as presented by Henderson et al. in this case is
that whereas values such as specific cutting force and tool wear are held constant due to
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the steady state nature of the materials, these values cannot be held constant when
machining nickel-based superalloys. This is of vital significance when comparing
damage zones in which these values are also held constant.
The properties of the NBSA are dependent on the microstructure and because of this
it is extremely important for the microstructure to remain intact. However, during
machining there is an area immediately below the surface that is deformed. Because this
area is detrimental to the life of the part it is kept tightly under control by the
manufacturer of the components. This white/dark layer can lead to low-cycle fatigue
failure. This machining phenomenon is described in more detail in the next section.

EFFECTS OF MACHINING ON SUBSURFACE DAMGE (WHITE/DARK LAYER)
The act of removing material from a piece of stock not only changes the part that
is being machined, but also has an impact on the microstructure and mechanical
properties of that material. For that reason, post processes such as shot peening are used
to reduce residual stresses that may be left on the surface of the part. The effect of shot
peening however, is to create a compressive stress on the surface of the part, this does not
affect any microstructural changes that may have taken place. Turning and grinding
models have been set forth for the prediction and modeling of sub-surface damage zones
[Agarwal 2008, Ramesh 2008], however little work has been put forth in identifying this
damage in terms of milling. In order to determine the primary effects that need to be
identified a review was done of these predictive models in order to determine the primary
effects of interest for development of a predictive model in milling. Though developing
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an analytical or empirical model of sub-surface damage is a subject of further research,
the understanding of the driving factors for these zones must be analyzed in order to
understand the results of experimentation evaluated in this thesis.
Though these damage zones tend to only be 10 microns or less deep (5-7 for the
NBSA analyzed in this thesis) this zone proves detrimental to the performance, integrity,
and fatigue life of the material [Tansel 1991].

Figure 2: White/Dark Layer zones [Tansel 1991]
The identification of these methods involves divergence from the bulk material in
both properties and structure. In grinding of certain alloys, for example, the white/dark
layer are described as having a martensitic structure compared to the austenitic structure
of the bulk material [Chou 1999]. Also, of importance are the differing properties that
this layer holds. Tensel et al. shows that the hardness at the surface and in this damaged
layer is higher than that of the bulk material (show in the figure below.)
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Figure 3: Variation of Hardness with surface depth [Tensel 1991]
Several works [Tensel 1991, Ramesh 2008] indicate the presence of significantly
high residual stresses at the surface of the material following machining compared to that
of the bulk material. These residual stresses lead to a higher possibility of crack
formation and low-cycle fatigue failure due to these zones. As shown by Tensel et al. the
effect of tool wear is also significant when focusing on the residual stresses in the
subsurface area after machining. An example of this is shown in Figure 4 below.
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Figure 4: Residual stress versus depth of material [Tensel 1991]
From the above figure it can be seen that residual stresses penetrate the depth of
the material much deeper and are much higher when a worn cutting edge is used as
opposed to that of a fresh cutting edge. The significance of this when dealing with softer
materials such as aluminum, steel, and even titanium in comparison may be minimal.
However, when looking at nickel-based superalloys the level of tool wear over the course
of a cut can be significant. This can lead to varying depths of residual stresses
throughout the part. This could then impact testing of the material in that a material may
check out that the residual stresses for a certain location of the part, but further down the
part the damage is unacceptable. If not accounted for this could lead to low-cycle failure
in the component.
Additionally, identification of these zones is usually limited to visual subjective
methods. Optical microscopy and SEM/TEM are used to identify the damage zone and
scales are often visually interpreted in order to identify the depth of the zone.
Additionally, when evaluating surface and subsurface integrity methods such as,
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luminescence spectroscopy, micro- and nano-indentation, as well as X-Ray scattering
techniques are often used. More detailed analysis of these specific methods can be found
explained by Lucca et al [Lucca 1998]. In addition to this it is important to note that all
interpretation of images is done using visual interpretation or analysis using programs
that require visual identification of the zone (Image-J for example.)

ASSESSMENT AND EVALUATION OF THE MECHANICS OF DAMAGE
FORMATION
Based on the models for sub-surface damage that have been created for turning
and grinding it is important to understand the role of temperature in the formation of this
zone. The general method used to identify the maximum temperature in these zones was
developed by Jaeger in the 1940’s [Jaeger 1942]. Most of these models have been
modified to fit the particular process that is being studied. For this thesis it is important
to understand the role of speed and feed in these temperatures.
Hou et al. also provide a generalized solution for moving heat sources using variable
geometry for the heat source (allowing for different types of manufacturing to be
analyzed) as well as varying types of heat intensities [Hou 2000]. The importance of this
is that due to the thermal diffusivity characteristics of NBSAs a bulk of the heat
generated during the machining process stays at the tip of the cutting tool leading to a
more normally distributed variation of the heat.
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Figure 5: The moving heat source problem [Hou 2000]
Hou’s moving heat source problem is shown in Figure 2 above. The first step in this
model begins with a modification to Jaeger’s basic model [Jaeger 1942].
This version of the equation, however, makes the assumption of a steady state
condition. This, however, is not viable for a general solution, so in order to do this the
moving heat source is considered for any value relative to the point of interest. Thus, for
any specific time value (designated  by Hou) is given as:
  

Where,  is time (s) and  is velocity (cm/s.) Thus for any given time the
temperature change at a given point relative to the point of interest can be given as:
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(1)

Where,
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qpt = the heat liberation due to a stationary heat source (J/s)
a = the thermal diffusivity (cm2/s)
c = specific heat (J/g*⁰C)
 = density (g/cm3)
Integrating this equation over a determined space of time from  = 0 to  =  the
total temperature increase over the allocated space. Furthermore by introducing the nondimensional variable , the final solution can be simplified to:
 =
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(3)

The integral part of the equation contains the non-dimensional parameter  (where,
=

జమ ఛ
ସ

) which contains t, thus as t increases the integral increases in value [Hou 2000].

This indicates that a longer heating time will indicate a larger overall temperature rise.
The latter is of extreme importance to this research. The hypothesis proposed by this
thesis indicates that a slower machining speed will lead to a deeper machining affected
zone. Thus Hou’s model supports this prediction based on the overall temperature model
proposed above. It is also important to note that the diffusivity is a rate based on time
and not overall temperature and thus, the magnitude of the temperature at the point of
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impact is not as important as the length of time at which the temperature is maintained at
that specific point.
As stated previously, the formation of this model relies on both thermal and
mechanical aspects of the interaction between the cutting tool and the work piece. In this
manner it is important to provide an understanding of the flow stress models that are
available and used in most current models. The Johnson-Cook model for flow stress in
the material provides an adequate analytical analysis on the flow stress of the material
based on the material properties [Umbrello 2006]. The Johnson-Cook model can be
shown as:


=  + 

Where,

%
' − '  
!1 + "#$  & 1 − 
 
%
' − ' 

A = yield strength (MPa)
B = hardening Modulus (MPa)
C = strain rate sensitivity
n = hardening coefficient
m = softening coefficient
 = Strain
% = strain rate (s-1)

% = reference strain rate (s-1)

T = temperature of workpiece (⁰C)
Tm = workpiece melting temperature (⁰C)
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(4)

Troom = ambient room temperature (⁰C)
The importance of this equation is in how it relates the stress to the material
properties. The constants A, B, C, n and m are based on the material and can be obtained
using several experimental methods. It is also important to note that the scope of the J-C
model is limited to certain stress ranges due to the methods required to identify the
constants used in the constitutive equations. It is important to note then that based on this
information; future research would require the identification and calculation of these
constants for any material used.

It is also important to note that due to the overall

properties of nickel-based superalloys these values may in fact be temperature dependent
as displayed by the piece-wise application of the J-C model for a nickel-based superalloy
in modeling carried out by Ranganath et al [Ranganath 2009].

EXISTING MODELS FOR MACHINE AFFECTED ZONE
Chou et al. used Jaeger’s moving heat source model in order to determine the
depth of the MAZ based on the penetration depth of a critical temperature [Chou 1999].
In this model three main modes of microstructural change are considered, namely 1.)
extreme plastic deformation, 2.) phase transformations due to temperature change, and 3.)
chemical reactions between the tool and the work piece [Chou 1999]. Due to the nature
of machining, it is difficult to separate the first two modes.

In the first step of the model

a 2-D model of a banded heat source is created and then described by the nondimensional temperature:
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Where,

', ( =

'


)*
=
2+




, -  + ( 

⁄ 

-

(5)

T = change in Temperature from initial conditions (⁰C)
k = thermal conductivity of the workpiece (W/m*⁰C)
V = cutting speed (m/s)
 = thermal diffusivity of the workpiece (m2/s)
Q = heat flux into the workpiece (W/m2)
 = non-dimensional integration variable
K0 = modified Bessel function
Z = non-dimensional coordinate, normal to the cutting surface (m)
Chou states that prior experimentation suggests that the white layers form when the
material reaches a critical temperature. This temperature is then correlated to the
temperature at which phase transformations occur in this material. This model then
correlates the depth of white layer with this critical temperature. Furthermore, Chou et
al. identify the critical penetration depth by identifying the deepest penetration depth for
all values of X in the above equation. Chou then creates an equation for T’ in which the
heat flux is considered a ratio of the cutting power to flank wear area (seen below in
equation 6.)

Where,

' =

Tcr = critical white layer temperature (⁰C)
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' )
2+./

(6)

A = area of flank wear (m2)
 = ratio of heat into the workpiece and cutting energy
Fc = cutting Force (N)
In this equation Chou made two key assumptions, that cutting forces vary minutely
with cutting speed ( is constant) and that flank wear is held constant. This leads to the
fact that the critical temperature (representing the MAZ) is a function of cutting speed.
Chou notes this and notes that a large amount of flank wear can lead to higher cutting
forces and longer contact time, which will in term lead to a deeper white layer.
Several outcomes with respect to the microstructural properties are also taken from
the experiments conducted in this research. Analysis of the chemistry of the part indicate
that there is no chemical reaction (no phases involving the combination of the cutting tool
and work piece) are present. It was also noted that the hardness of the white layer is the
same as that of the bulk material.
While Chou’s model focuses on the thermal aspects of the process they limit the
analysis of the mechanical aspects of the model, it is noted several times that the
expectation that the thermal mode is dominant. There are several important differences
in the model and results obtained by Chou et al. and those that could be correlated to
results in NBSAs.

One of these is that in this model the final determination of white

layer as a function of speed is based solely on the assumption that flank wear can be held
constant. Through experimentation shown by a team at Clemson’s ICAR (International
Center of Automotive Research) it can be seen that for NBSAs this value cannot be held
constant [Henderson 2010, Estrems 2010]. The difference in heat diffusivity between
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hardened steels and NBSAs should be taken into account. Nickel-based superalloys are
particularly designed for high temperature applications, thus it important to note that
speed will have a larger impact due to the fact that deeper temperature penetration will
require longer contact times.
In addition to this Ramesh et al. provided a model for the formation of the white layer
in hardened AISAI 52100 steel. The model put forth by the authors was an FE-based
thermo-mechanical model [Ramesh 2008]. In their FE model the material was treated as
elastic-plastic and the tool was treated as purely elastic. Flow stress characteristics in the
model used the Johnson-Cook flow stress model as a basis and friction was modeled
using the Coulomb model. Investigation into creation of the model using the FE software
led the author’s to identifying the process to that of a quenching process. Thusly, two
key methods were identified:

1.) Thermal analysis identifying the possibility and impact of phase
transformation.
2.) Mechanical analysis identifying the interaction between stresses, strains, and
the phase transformations.
Experimental tests were carried out by Ramesh et al. on AISI 52100 hardened steel
using a dry orthogonal cutting model. The results agree better at higher feeds, but all
predicted values fall within 1.5sigma of the actual value. The authors attribute this
difference to errors in the measurement technique (a measurement technique is
specifically identified in this thesis!)
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A major deficiency with this model compared to what this thesis is trying to present
is that the entire process is modeled as a quenching process. This model addresses
turning in dry conditions, whereas the model this thesis lays a basis for will be for milling
under wet conditions. Thusly, it is more important to understand these effects.
Similar to this, Ranganath et al. presented a model predicting damage formation in
nickel-based superalloys. Similar to Ramesh et al. the tests were performed using
orthogonal turning with no coolant. The method employed by Ranganath focuses on
understanding the material properties and the importance of the material properties on the
progression of damage into the material during machining [Ranganath 2009]. The
authors employ a “piece-wise” Johnson-Cook model in order to identify the flow stress
behavior during machining. “Piece-wise” refers to the fact that in this model two
different versions of the J-C model were used, one at high temperatures and one at low
temperatures. This was done in order to better account for the differences in properties
given by the microstructure at low and high temperatures and comparison of predicted
temperatures versus the actual measured temperatures for this model can be seen below
in figure 6.
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Figure 6: Flow-Stress values observed and compared with Piece-Wise J-C Model
[Ranganath 2009].
This is a key advantage to the model presented by Ramesh et al. and could explain
the differences experienced by that model with not matching experimental conditions at
lower feeds. Furthermore, the model shows the formation of higher stresses and strains at
lower speeds compared to higher speeds. The lower stresses and strains at higher speeds
are attributed to the higher temperature of the material and workpiece softening at these
temperatures. The final results correlate well with the experimental data and show a
lower depth of damage at higher speeds compared to that of lower speeds as seen in
figure 7 below.
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Figure 7: SEM image of damage [Ranganath 2009]
Again, this model compares a dry turning operation whereas the results of this
thesis are based on a wet milling operation.

The effect of coolant plays a significant

role in identifying difference in this model and the model needed for predicting damage
in the operations analyzed in this thesis. Again, as similar to all models identified in this
thesis, the identification of subsurface damage is either not discussed or cited as a source
of error due to visual inspection.

KALMAN FILTERING
In creating a method to identify the location of the damage zone it is of interest to
provide a more robust method that will allow for the identification for this zone.
Previous research [Richardson 2010] provided a novel statistical method based on
average in order to determine this zone. Though this method provided acceptable
identification, the noise present in the average values does not allow for identification of
variable MAZ throughout the image. In order to further identify this zone a more robust
method must be determined. The Kalman filter allows for the reduction of noise in this
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data and provides, possibly, an ever more robust method for the identification of this
zone.
The Kalman filter was developed by Rudolph E. Kalman in 1960 [Kalman 1960].
The Kalman filter is a recursive solution to filtering discrete data. The Kalman filter is a
very simplified version of optimizing a predicted solution by minimizing the error
covariance in noisy data [Welch 2001]. The following is a derivation of the Kalman filter
as presented by Welch and Gelb [Welch 2001, Gelb 1974].
It is first important to understand the idea of a recursive solution, which is a solution
that requires no stored past measurements in order to calculate current estimates. This is
best exemplified through estimation of a scalar constant where measurements are
corrupted by normally distributed noise.
Ultimately, this recursive solution is the basis for the more advanced Kalman filter
used in this research.
The Kalman filter in this research first uses a first-order system modeled by the state
space equations:


=



 = "



+  + 0
+ 1 + 

(7)
(8)

The noise present in each of these equations, w being the noise in the system and
v being the noise in the measurement, are assumed be normal with variances of Q and R
respectively.
0 = 2(0, 3)
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(9)

 = 2(0, 4)

(10)

For this explanation, the value of the estimated value is defined as:
5 = 5

(11)

This allows for an estimate error to be defined as:



=



− 5

(12)

Following this, the a priori error covariance can be defined as:
6 = 78

 
  9

(13)

Ultimately the goal of the Kalman filter is to determine a predicted value based on
a linear combination of the a priori predicted value and some weighted value of the
difference between the measured value and the a priori predicted value as shown in the
equation below:
5 = 5 + , − : 5

(14)

The difference in the predicted value and the actual measurement value is known as
the residual [Welch 2001]. A value of 0 indicates a perfect agreement of the actual value
and the predicted value.
The variable K is a minimization of the predicted value based on the covariance of
the measurement error and the a priori error covariance. This is calculated by
substituting equation 14 into equation 13 giving:
6 = 7 ;<





− 5 + , − : 5 =< 5 + , − : 5 = >
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(15)

The derivative of the trace of this result is then set to zero and solving for K. A
generalized result of this equation can be given by:
  
 
   

(16)

Analyzing the above equation it can be seen that as the value of R decreases and goes
to zero the value of K goes to one indicating that the measured value zk is being trusted.
R decreasing indicates that there is very little variance in the distribution of the error in
the measurement. The importance of the gain value here is that it determines the reliance
of the filter on the measured value and the predicted value.
In order to apply this filter through MATLAB to the data used in this thesis it is
important to understand the logic that lies behind the Kalman Filter. In this manner, the
Kalman filter should be thought of in two steps the time update step and the measurement
update step [Welch 2001]. An illustration of this can be seen below in figure 8.

Figure 8: Kalman Filter Algorithm [Welch 2001]
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This algorithm shows how the prediction and correction equations are applied in
the algorithm in order to effectively execute the Kalman Filter. This basic setup is then
placed into a generated loop in order to apply the filter to all values present in the data
set.

CONCLUSIONS
This thesis experimentally investigates the effects of machining parameters and
conditions that have not been presented or addressed in other models presented in this
literature review. Most of the models presented here deal with dry turning or grinding
operations. The results presented by Agarwal [Agarwal 2008] and Ranganath
[Ranganath 2009] give indications on how the damage layer is affected by conditions
using different machining operations such as grinding and turning respectively. This
thesis lays the basis for creating a model based on the holes presented in the above
methods. Turning and grinding are both continuous cutting operations whereas milling is
a discontinuous operation. This leads to dynamics in the formation of this damage zone
that are not captured in the above models. It is also important to note that possible issues
arrive in using simplified temperature and stress models in attempting to model the
thermo-mechanical aspects of the formation of this damage zone. As seen in the previous
sections, aspects of the machining that can be held constant with certain materials
(specific cutting force, tool wear) cannot be held constant when discussing nickel-based
superalloys. Also, as shown in models discussed, the modification of basic models is
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often required to fully predict the actions of these materials based on how their material
properties differ vastly from others studied.
In addition to this, this thesis proposes a simple objective method for identifying
these damage zones. The importance of this method can be easily seen in the fact that the
method of identification is not mentioned in the above review and is often cited as a
source of error when comparing predicted damage zones and actual damage zones. Also,
this provides a basis that allows for the elimination of bias in the identification of these
zones as well as the bias that may be present in a manufacturer’s necessity to move the
product.
This literature review has provided a basis of what methods and studies have been
conducted along with the results that they provided. Following this, the gaps in the
knowledge has been identified. Following this, a method of experimentation was set up
so as to provide the information necessary to answer the questions provided by the holes
found in this review.
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CHAPTER THREE
PROCEDURE
OVERVIEW OF EXPERIMENTAL PROCEDURE
The nickel super alloy used in this experiment was machined using an Okuma MB46VAE (see appendix B for details.) Force data was recorded using a Kistler
dynamometer (see appendix B for details.)
A detailed picture of the experimental setup can be seen in Figure 8 below.

Figure 9: Experimental Setup
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The cutting tool used is a Sandvik (RA390-016M19-11L) along with carbide inserts
(R390-11 T3 08M-PM 1030.) The geometry of the cutter can be seen in Figure 9.

Figure 10: Tool geometry
The part is initially prepped using a Sandvik 4” face mill and edged using the
same tool described above. The part is faced to ensure a flat face for running
experiments and edge to insure that the edges are straight (a varying radial depth of cut
would result in inaccurate force recordings.) The prepping programs are written using GCode so that preparing the part is consistent. This is done to make sure that the MAZ and
work hardening attributes imparted during the part preparation method are consistent. A
Renishaw spindle probe is then used to verify the flatness of the face.
The experiment is conducted following the preparation of the part. Eight passes
are run consecutively in the positive y direction (based on the dynamometer coordinate
system above.) The first 4 passes are based on the parameters of the design of
experiments (DOE) and the second 4 passes are repeats of the first 4 passes (to insure
repeatability of the experiment.) After each pass the inserts were removed and rotated or
replaced in order to ensure a fresh cutting face on each pass. In order to eliminate the
possibility of variation in depth, a Renishaw tool set station was used to measure tool
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length after the inserts were changed. The DOE was broken into two separate
experiments: Passes 1-4 (a and b) were conducted in one experiment and Passes 5-8 (a
and b) were conducted in a second experiment. This was done because of the limiting
size of the work piece. During the test the Kistler dynamometer records the forces seen
on the workpiece. This data is then imported into MATLAB and evaluated.
Following this, the face of the part is removed using a wire EDM (Robofil 310.) The
face is the analyzed using a Zygo laser interferometer (NewView 7200) to determine
surface profile and surface roughness. This face is then cut and set in a plastic medium
so that the face may be etched for SEM imaging. This setting can be seen below in figure
11.

Figure 11: Metallographic Specimen
Further details on the equipment used in this experiment can be found in
Appendix B of this thesis.
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METHOD OF PREPARING SPECIMENS FOR SEM
In order to prepare the specimen for SEM analysis, the sample had to be prepared
to produce an accurate image. Figure 121 below shows a basic layout of the geometry
and preparation areas of the specimen.

Machined
surface

Figure 12: Specimen as prepared for
SEM
The samples of the machined specimen were cut into smaller pieces to allow for resin
mounting (Figure 12 above.) Side A in the above image below was placed face up so that
the microstructure below the machined face could be imaged. In order to prep the face a
chemical agent, LNHF (made up of 50 mL lactic acid, 30 mL nitric acid, and 2 mL
hydrofluoric acid) was applied to face A for approximately five to ten seconds. This
combination degrades the gamma phase of the microstructure while leaving the gamma’
phase relatively unaffected and raises the gamma’ phase slightly above the gamma phase
causing a variance in the color and intensity of the different phases. Following this
application and subsequent cleaning a thin layer of carbon is added to the surface to
increase conductivity. This allows the electrons to flow more freely producing a better
image. Finally the images are taken at 10,000 times magnification using a voltage of 20
kV. A sample image can be seen below.
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Figure 13: Image acquired from SEM
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DOE FOR MACHINING PARAMATERS
The DOE for this experiment was carried out using the following parameters.

Table 1: Experimental Levels
Levels

+

-

Feed rate [mm/tooth/rev]

0.05

0.025

Speed [m/min] (Rotation [rev/min])

100 (2000)

25 (500)

Depth of cut [mm]

0.5

0.25

The tests that were carried out were based on the table below which is a two
factor design of experiments (DOE) with full resolution. Resolution was maintained
due to interest in both first and second order interactions.
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Table 2: DOE Setup
Feed
Test #

Depth of
Speed

rate

cut

1

-

+

+

2

-

-

+

+

+

+
3

4

+

-

+

5

-

+

-

6

-

-

-

7

+

+

-

8

+

-

-

The tests were carried out 1-4 (a, b repeats) on one face and 5-8 (a, b repeats) on a
different face. This was due to space restrictions on both the dynamometer and the
material provided. A descriptive image of the process can be seen below where the
orange circle represent the orientation of the counter during the experiment.
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Figure 14: Machining Description

METHOD FOR CALCULATING SUBSURFACE DAMAGE USING STATISTICAL
ANSLYSIS
In identifying the effects of machining parameters on the MAZ, an effective
means of measuring the depth of this zone must be used. Currently most values for the
depth are calculated using an optical “look and compare” method, in which the user
compares the scale to the apparent damage zone and assigns a value based on visual
inspection. A method was designed for this study that used the image toolbox of
MATLAB to statistically determine the depth of the MAZ. The method (as outlined
below follows a generalized algorithm described basically as:
1.) Import Image
2.) Rotate the image if necessary
3.) Convert to Black and White
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4.) Filtering (opening/closing) of the image
5.) Average intensity of each row is calculated
6.) Total average and standard deviation is calculated
7.) Location of MAZ is determined using average intensity and descriptive
statistics identified in steps 4 and 5 above

These steps are each described in further detail below.
An SEM image is imported into MATLAB in its original RGB (Red-Green-Blue)
format. The RGB format contains three arrays of pixel information layered, one on top
of the other, with values ranging from 1 to 255. Each value of the array contains the
intensity value for the pixels (one set for blue, one for green, and one for red.) An RGB
SEM image can be seen in Figure 14 below.
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Figure 15: SEM Image of NBSA Specimen

It is important to ensure that a flat surface (or near flat surface) is being used to
measure the depth of the MAZ. Thus, for images with a non-flat surface, the imrotate
function in MATLAB is used to rotate the image so that the surface being identified is
indeed horizontal. An image with a non-flat surface can be seen below in figure 16.
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Figure 16: Image with Angled Surface

The imrotate function in MATLAB rotates the image around its center point and
enlarges the image so that no data is lost (nor change in the image is made, thus the
original values for the scale are still valid after this transformation. For the additional
pixels added when the image is rotated, a 0 value pixel (black) is added to the image. An
example of this can be seen in figure 17.
The image in figure 17 is the image in figure 16, rotated clockwise by 1 degree.
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Figure 17: Image rotated by 1 degree for flat surface

As can be seen in the above image, the rotation of the image leads to the addition of
pixels in order to maintain the size of the image. These are simply removed by slightly
cropping the image in MATLAB. The value for this image (5B-1-10kx) did not change
at all still predicting a value of 0. So for very small values of rotation (< 3 degrees,
values of this image run through MATLAB deviated by .1 um or less) there is little to no
variation in the prediction of machining affected zone depth. However, it is necessary to
allow for the rotation of images due to the possible large variations in the image. This
would be caused by an image taken correctly or a specimen that was angled wrong under
the SEM. For this reason, rotation would occur before the depth of the MAZ was
analyzed. For this thesis, the above image was one of only a few with an inclination at
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the surface (no more than an angle of 2degrees was used to rotate the image.) Much
more common is waviness in the surface (for the images used in this analysis only 3 of
the 24 had any apparent inclination in the image.) This is accounted for by average the
surface location and projecting this value as a horizontal line on the surface. This
eliminates choosing maximum or minimum points on the surface. After the image has
been made horizontal (if necessary) then the analysis can move forward.
In order to evaluate the average intensities of the image, the image was converted to
a black and white image. This changed the representation of the image to a single array
with values of 0 (black) and 1 (white.) This is done by means of a threshold value.
MATLAB first converts the value to a gray scale (if not already in this form) and
converts these values to a double of range 0 to 1. The threshold value is then used to
convert values to black (less than the threshold value) or white (greater than the threshold
value.) The threshold value used in this method was the default of 0.5. The black and
white representation of the image in Figure 14 can be seen in Figure 18 below.
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Figure 18: A black and white Image of the original Micrograph,
Following this, a process of “filtering” the image is applied. The “filtering” of the
image consists of what most image processing software calls “opening” and “closing” the
image (Gonzalez 2009). Morphological opening of an image is defined as the erosion of
an image object X by its structuring element Y followed by the dilation of the same
image object by the same structuring element. This can be defined geometrically by the
following equation:
∘

∪   |  ⊆ 

(17)

This equation indicates that the morphological opening of the image consists of a
union of all translations of the structuring element Y that will fit inside of the image
object X. Morphological closing, conversely, consists of the dilation of an image object
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X by its structuring element Y followed by the erosion of the same image object by the
same structuring element. Geometrically this is equivalent to the compliment of the
union of all translations of the structuring element Y that do not overlap the image object
X. Opening the image tends to eliminate any objects that cannot contain the structuring
elements, smooth contours, and break small connecting areas. The closing of the image
tends to break small joining areas, fill holes smaller than that structuring element, and
also smooth contours. This method of opening followed by closing tends to reduce noise
in the image. The opened and closed image can be seen in Figure 19 below.

Figure 19: Filtered Image
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Following the “filtering” process described above the average intensity per row of
the image is analyzed. Using the scale that was obtained earlier the depth of the image
can be calculated using the scale per pixel constant and multiplying it by the number of
rows. The intensity average per row was calculated by averaging the intensity of each
pixel per row. That is:


=

∑ 

(18)

$

Where, x is the row average, y is the intensity at column j, and n is the total number
of columns summed across. It was noticed during application of the method that surface
of the images were not always flat, but may have some kind of curvature or distinct
change in surface height. In order to compensate for this equation 19 was used in a
similar manner.
ℎ=

∑ 
$

(19)

However, for the surface, h refers to the average depth of the surface (in pixels), p is
the depth of the pixel for column i, and n is the total number of row averages. This
avoids choosing the highest surface point and lowest damage point or (vice versa) in
order to make the MAZ larger (or smaller) than it is statistically.
Following this, the average intensity is plotted versus the depth (average surface
depth until the end of the image.) A typical result of this processing can be seen below in
Figure 20.
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Figure 20: Filtered Average Intensity Plot
In Figure 18, the horizontal blue line represents the average surface height as
calculated by the MATLAB program. The green line represents the total average
calculate over all rows (the above image has an average intensity value of 0.65.)
 

∑





(20)

The red line on the image indicates the depth at which the intensity is greater (or)
less than one standard deviation away from the total average or:


,

   

(21)



, 

   

(22)

This indicates that the values are holding steady within a one sigma window. This is
the point at which the average value has very little change. This can then be correlated to
the MAZ, by plotting a line based on this depth on the original image. Figure 21 below
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shows the correlation of the depth based on the average intensity of the image and the
actual image (several images of different depths are included to provide contrast and
variability.) It is also apparent from these two images that a one sigma window is
sufficient enough to define this window (the lines obviously correspond to the location in
which the intensity goes from a very high decrease to a relatively stable zone.)

Figure 21: Location Methodology applied to other images

CALCULATING THE DEPTH OF SUBSURFACE DAMAGE USING THE KALMAN
FILTER
This method follows very similar with that of the above, however in determining
the location at which the deviation from a standard microstructure to a damaged
substructure is changed. In this method, instead of identifying the variation via standard
deviation, a deviation in the filtered data is identified.
In this method steps 1-4 follow the same as the method in the previous. However,
following this the algorithm deviates as follows:
5.) Filter average intensity data using the Kalman filter
6.) Identify the average steady state value
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7.) Identify the value at which the filtered data achieves 93% of the steady state
value
These steps are described in more detail below.
Using equations 18 and 19 above the average intensity per row is calculated. In this
method, however, the evolution of the filtered data is used to identify the transition from
the damage layer to the standard microstructure. A plot of variation over the rows can be
seen in figure 22 below.
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Figure 22: First Order Kalman filtered data
The location at which the filtered reaches 93% of the steady value is the location
at which it is assumed the microstructure is constant.
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A second order Kalman filter was also investigated in order to determine if the depth
of the MAZ could be more accurately identified. The second order filter was estimated
using a random ramp function. This function can be modeled as a second order system.
In state space form it can be written as:


;@ > =  ∗ ;@ > +  ∗ AB + 0





A B = " ∗ ;@ > + 1 ∗ AB + 


(23)
(24)

Where the standard state space matrices are:
=;

1 1
>
0 1

 = A0B
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0B

1 = A0B

(25)
(26)
(27)
(28)

This can be separated to provide individual equations for y and m. These are:
 =  + @
@ = @ + 0
 =  + 

(29)
(30)
(31)

Using the equations provided in Chapter 2 to solve for the predicted values of yk, mk,
and zk for the Kalman filter gives:
5 = 1 − ) ∗ 5 + @
C  + ) 
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(32)


   1   
       

(33)

The filtered data is then used to predict the depth of MAZ by evaluated by analyzing
the filtered data and determining the time it takes the data to reach steady state.
Both first and second order Kalman filters were used to identify the depth of the damage
zone. The first order system was analyzed first using the method from Gelb [Gelb 1974]
defined in appendix C. Further to this a second order system was used to determine a
second order filter could produce more accurate results than the first order system.
The differences between the two filters can be seen below in Figure 23.

`
Figure 23: Comparison of First and Second Order Kalman Filters

It can be seen from the above images that the second order filter (left) provides a
much more exact representation of the data than the first order system. However, the
purpose of this method is to eliminate as much data as possible. Looking at the first
order system on the right it can be seen that the Kalman filter projects a much smoother
estimate to the data. Based on this, it is then important to analyze the gain of the two
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systems in order to determine the location of the MAZ. The Kalman gains of each
system can be seen below in Figure 24.

Figure 24: Kalman Gain for first and second order systems
Note that due to the fact that the second order system predicts both slope and
actual intensity value that are two gains for this system. Looking at the second order
system on the left and the first order system on the right it can be seen that the second
order Kalman gains go to a steady state value much quicker than the first order gains.
Looking at equations 32 and 33 above this indicates that based on the values of the
Kalman gains, the system is relying mostly on its prediction and very little on the actual
measurement received from the system (approximately 90% for the intensity prediction
and 99% for the slope prediction in the second order system.) The first order system
predicts a similar pattern, in that the values used were based mostly on the predicted
value and less on the measurement. This indicates very noisy data. However, upon
analysis of the location of the MAZ based on the analysis of the location of the MAZ
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based on the point at which the gain changes to steady state the first systems gain
provides a much more accurate location.
The benefit in the use of the Kalman method as opposed to the basic statistical
method is that the Kalman filter provides a more robust method of identification due to
the non-normal nature of the data that is extracted from the image.

CONCLUSIONS
During this research, a standardized DOE method was used to carry out the
necessary experiments to identify the effects of the parameters on the area of interest (in
this case, the depth of the machine affected zone.) Great care was taken to ensure that
tests were made as repeatable as possible (automated programming methods using GCode, constant depth of cut using the tool set station, and same cutting conditions
(coolant concentration, tooling, etc.).) In order to determine more accurately and
consistently the location of this zone, an automated, objective, statistically-based method
was created to identify this zone. Several methods were identified and used in order to
ensure the robustness and simplicity of the method. It is also important to note that all
methods above provide an un-biased objective method for identification of the depth of
the machine affected zone. This ensures the accuracy of the measurement as well as the
consistency of the measurement used across all experiments used during this thesis. This
allows for bias to be removed and comparison from image to image to be accepted.
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CHAPTER FOUR
RESULTS AND DISCUSSION
The results presented in this section were gathered through the experiments
conducted as previously explained in Chapter 3. The results collected from analysis in
determining an effective windowing method are first presented. The analysis of this
revolves around the interest in identifying multiple levels of damage within a single
image using the methods described in Chapter 3. Following this, the results of the
machining experiments are analyzed and discussed. These results are then compared
with the expectations formulated through the analytical models discussed in Chapter 2.
An empirical models is then identified using analysis of variance (ANOVA) using the
results gained from the machining experiments. Finally, process windows for machining
parameters that result in acceptable values of machining affected zone and surface
roughness are investigated and presented.

WINDOWING AND MAZ IDENTIFICATION
In order to identify multiple points of the MAZ using the described methods
above an adequate window size must first be identified. These windows were identified
by varying values by reducing the index from the right (forward reduction of the window
size) by incrementing the left bound of the image (reverse reduction of window size) or
by reducing from the left and incrementing from the right (central reduction of window
size.) The objective of this process was to identify the window size necessary to maintain
the accuracy of the statistical identification method discussed in Chapter 3.
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The first window size evaluation used was the forward window reduction method.
The variation of the evaluated depth of MAZ can be seen below in Figure 25.

Figure 25: Forward Window Reduction

The figure shows that even as the window size is only marginally change there is
variation in the final value of the evaluation method. This can be attributed to the
exclusion of outliers during the windowing process. As the window moves slowly to the
left low points in the data could be excluded (making the average higher) or high points
could be excluded (making the data lower.) The key focus of the graph however can be
seen at a window size of 771 where there is a dramatic drop in the predicted value of the
MAZ (from 5.65 um to 3.45 um.) This indicates a major shift in the predicted value
based on the data available to produce a statistical prediction of the depth of the MAZ.
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This change in value could predict an actual value change, i.e. the depth in the window is
actually this value or the major shift could indicate that the windowed values no longer
contain enough data to accurately reflect the data or that the data within the window is
too noisy. This can be further evaluated by looking at the reverse windowing method.

Figure 26: Reverse Window Reduction
This graph shows a slightly different trend than the forward window. For this
method the value stays exactly constant for window sizes down into the 900 range. At a
window size of approximately 180 pixels however, the average value decreases slightly
before a major deviation at a window size of approximately 420 pixels. Following this
however, the data comes back up to the higher value and sporadically decreases towards
the end. This indicates that this method becomes uncontrollable in this regime.
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The next method evaluated was that of the central windowing method. The results
from this method can be seen below in Figure 27. Note that because this method required
the movement of points from the left and the right, that the number of points has been
halved.

Figure 27: Central Window Reduction
From the above figure it can be seen that the windowed image maintains a similar
value up until a window size of 600 pixels before a gross shift in the predicted MAZ is
evaluated.
The variation in the methods of windowing the image indicates that the variation of
the window size has a significant effect on the predicted value by the program. This can
be attributed to the increased variation in noise that is found when the window size is
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shortened. As can be seen below in figure 28 there is very little variation in the total
average of the image for a given window size until very small window sizes (10-20
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Figure 28: Average Variation over window size
Furthermore, but looking at the evolution of the intensity average versus depth chart
(as seen in figure 29 below.) It can be seen that the noise in the chart both grows and
decreases with variation in window size. This shows that as the window size decreases
there is an increased chance that the noise within the intensity average values will “trip”
the identification of the zone by the algorithm.
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Figure 29: Evolution of average intensity plot
In order to work around this noise and identify a method that allows for a much
smaller window size to window the total image for variation in the MAZ, a single
Kalman filter and a second pass Kalman filter were applied to the data to reduce the
noise. As seen below in Figure 30, the Kalman filter provides significant reduction to the
noise produced by using the more simple averaging method.
Applying the same windowing technique as used above for the averaging method it
can be seen that the value of the filtered data maintains a constant value until much lower
window sizes.
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Figure 30: Evolution of MAZ prediction with window size for Kalman filtering method
It can also be found that using reverse and centralized windowing techniques as
previously identified with the average method provide similar results. This indicates that
while the value is consistent over the various window sizes, it is not predicting an
accurate value.
At initial glance it appears that the Kalman Filter allows for using much smaller
windows to predict the value of the depth of the MAZ than the average method.
However, when using the above method to evaluate the depth of the MAZ by windowing
the images shows that the zone does not change over the image. However, it is apparent
by looking at the image that the zone changes throughout the image. In order to
determine why the predicted value is the same throughout the image, the averages of each
window (and each image) are evaluated. The values of these windows showed very little
variation in total average and even the variation of the total average from image to image.
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Due to the predictive (and phase delayed) nature of the Kalman filter this leads to similar
values for each of the windows presented. This is handled easily by the averaging
method at higher window sizes because the determination of the zone is based on the
point at which the average value first crosses the specified target value. But because of
the delayed nature of the Kalman filter this window often occurs much earlier than the
average values predict. A comparative analysis of these averages leads to the conclusion.
The averages from window to window vary by less than 0.01 until very small window
sizes. This indicates that the value identifying the change of the microstructure from the
elongated grains to the standard bulk material microstructure is being held approximately
constant throughout the windowing process. Because of the delayed nature of the
Kalman filter, this provides a similar value throughout all windows regardless of size (as
long as the average value of steady state remains similar in value.)
Based on the above results it is not possible using the above described method to
create a window size or windowing method that will accurately depict changes in the
depth of the MAZ over the image of interest. Possible future research should include
watershedding [Gonzalez 2009] and other image analysis techniques to indicate
variations in specific grain size and other indicators of a variation from a normal grain
structure to a damaged grain structure. This method, however, provides an accurate and
simple method for identifying the zone given a large image.
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CORRELATION OF MAZ WITH MACHINING PARAMATERS
The machine affected zone in a material is the result of thermo-mechanical forces that
act during the interaction between the workpiece and the machine tool. A description of
this complex interaction can be seen below in Figure 31.
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Figure 31: Thermo-Mechanical Model Description
This figure shows two particular zones, the zone immediately following the cut
(1) and a zone deeper behind the tool (2). In zone one, the mechanical and frictional
forces are generating a large amount of heat that allow for easier deformation of the
material. Elastic and plastic deformation are occurring at this point deforming the grains
at and immediately below the surface of the workpiece. Following this interaction point
after the interaction (zone 2) sees a quenching of material due to the flow of coolant
around the interaction point. This leads to a hard surface and a softer more malleable
subsurface zone. Analyzing these zones based on the parameters varied during this
experiment produces some interesting concepts. Visualizing these two regions as both
feed and speed change the distance between these two regions vary. As speed is
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increased, the distance is significantly reduced and as speed is decreased the distance
between these two regions spreads out.
The table below shows the depth of the damage zone based on the machining
parameters using visual methods and the statistical method derived in this thesis. It is
important to analyze the variation in the differences between the two human users, as
well as, the values calculated using the Image-J program. It is interesting to note the
great disparity between all values calculated by the different methods. It is apparent that
averaging has the effect one would think. The values are often lower. This is explained
as both users and the Image-J program tend to select the maximum depth values (the
higher point in the surface and the lowest point in the damage layer.) This is alleviated
when using the average method because the values are averaged based on the average
surface location and the average damage zone. All values calculated by the average
method are also visually verified. It is also important to note that when using the Image J
program, the start AND end points are chosen by the user. This influences heavily the
value calculated by the program. The variation from user to user is indicative of the
necessity and value of the statistical method created in this thesis. The implications of
various users deciding that a part is good while another person identifies the part as bad
are great. The values calculated by the Kalman filtering method all show higher than
most all values predicted by users and the Image J program. This is because of the lag
inherent in the prediction of values based on the method. This tends to, in general,
predict high values. The outlier seen in image 6B-1 can be attributed to the atypical type
formation of the graph due to unique formations in the image. This is eliminated by the
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average method. The average method (due to its nature) tends to be able to handle the
influence of outliers more readily than the filtering method. Ultimately, the differences
here between users and methods can provide a significant impact on quality outcomes of
the part. The largest advantage provided by the automated method is that they provide
the same information regardless of user. This eliminates the possibility that perfectly fine
parts would be scrapped in some cases and in other cases a part that should be scrapped is
in fact used. The benefit of the statistical method is that there is common ground in
determining the depth of the part and eliminating arguments between suppliers and
manufacturers on how the part was measured. This commonality benefits the
manufacturer as well in allowing a standard to be set.
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Table 3: Experimental Results of Image analysis

By utilizing the DoE described above each of the parameters can be evaluated while
holding another constant. This allows for the effect of each parameter to be identified.
Using an analysis of variance the primary interactions and parameters can be identified
and evaluated. The analysis of variance shows (as seen below) that the significant
parameters affecting variation in the depth of the machine affected zone are feed and
speed. Depth of cut (DoC) plays little to no role in the variation of the MAZ.
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Looking at the table above it can be seen that the depth of the MAZ changes
significantly when speed is reduced (0.43um to 2.45um) and marginally when feed is
reduced (0.43um to 1.23um), but is relatively unaffected when depth of cut is changed
(0.43um to 0.38um.) The plot of each of these can be seen in the figures below.
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Figure 32: Depth of MAZ vs. Surface Speed
Looking at the above image it can be seen as the surface speed is decreased the
depth of the MAZ increases substantially for both values of the depth of cut. It can be
seen from the above that the MAZ increases more substantially when the depth of cut is
higher. This could be due to the higher amount of heat generated due to higher
mechanical and frictional forces generated when the depth of cut is increased.
Looking at further effects of speed on the MAZ, the effect of the feed is analyzed.
Experimental results for the various parameters can be seen below in figure 33.
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Figure 33: Depth of MAZ vs. Feed
Looking at the above results it can be seen that the variation in the feed has a
significant impact as well; however the difference between the different depth of cut
values is less significant than that of the surface speed. This also shows an opposite trend
compared to the surface speed in that the lower depth of cut actually shows a slightly
higher affected zone compared to that of the higher depth of cut parameter. The overlap
in values also shows less of a divergence as the feed is slowed, indicating that these
values will stay closer together as the feed is lowered compared to that of the surface
speed.
In addition to the speed and feed being analyzed it is useful to analyze the variation in
parameters from the perspective of the depth of cut to determine if the depth of cut really
has little to do with the machine affected zone. The change in the MAZ for the change in
the DoC with respect to the surface speed can be seen below in figure 34.
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Figure 34: MAZ vs. Depth of Cut with Respect to Surface Speed
It can be seen from the above image that compared to the difference between the
variation of feed and speed, that variation in the depth of cut has very little impact on the
depth of the machining affected zone. It is interesting to see, however that the decreased
speed shows a significantly higher variation over the change than that of the higher speed
indicating that the impact of the depth of cut (while statistically unimportant) plays a
more significant role at lower speeds than at higher speeds. This indicates that it is
preferable to machine at a shallower depth of cut if lower speeds are to be used. This is
beneficial for optimizing the parameters for tool wear, as higher speeds tend to lead to
decreased tool life.
The effect of the change in depth of cut with respect to the change in the feed rate can
be seen below in Figure 35.
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Figure 35: MAZ vs. Depth of Cut with Respect to feed
Similar to what is seen in figure 35 above it can be seen that there little impact
due to the change in the depth of cut. However, compared to the change in the feed, even
with variation in feed there is little change with regards to low or high feed, though the
figure does indicates that there is a slightly higher variation in the MAZ at lower feed
rates. This could be due to the longer length of time at which the specific region of the
workpiece is in contact with the high temperature region of the interaction point.
The significance of feed and speed can be further explained by examining the heat
penetration characteristics of the material. This can be attributed to the low thermal
diffusivity of the nickel-based superalloy. The temperature generated at the workpiece
and tool interact can be calculated by using a modified form of Jaeger’s moving heat
source model [Richardson 2006].
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This equation can then be used to calculate values for the maximum temperature at a
coordinate X within the given material. It is important to note that both heat diffusivity
() and velocity ( ) both play significant roles in the equation above.
However, though the temperature is higher during higher speeds, the amount of time that
any given region of the workpiece is in contact with this heat is significantly shorter,
allowing for a shallower penetration depth through the workpiece. Thusly, even though
the temperatures generated are higher, the penetration depth and thusly the effect of the
heat on the microstructure of the material is shallower during a fast pass than that of a
slow pass in which the heat point stays over the workpiece region for a longer period of
time.
Another important facet of understanding the depth of the MAZ is the mechanical
forces that are working during the cutting operation. This can be analyzed by looking at
the forces that occur during the milling of the NBSA. Forces increase significantly
throughout the cutting process, showing severe tool wear in the course of the machining
process, as seen below in figure 33. As these forces increase, the rubbing mechanisms
due to tool wear are increasing. This, in turn, leads to a rise in the heat generated at the
workpiece-tool interaction point.
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Figure 36: Experimental Forces gathered while machining the Nickel Based Superalloy
These forces indicate not only that the MAZ will change based on high or low forces,
but that the MAZ (for a NBSA) will vary throughout the work piece when linked with
significant tool wear. This would indicate that while the MAZ of a steel or aluminum
could possible remain constant throughout the machining process, the MAZ of the NBSA
would increase during its time in the cut. This can be seen by looking at the gradual
increase of the forces throughout the cut. This indicates that certain values held constant
in MAZ models for turning, grinding, and milling of standard materials (aluminums and
steels) cannot be held constant when modeling the machine affected zone of a NBSA.
For example, the forces from a machined piece of aluminum of similar dimensions of the
above pass can be seen below in figure 34.
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Aluminum Repeatbility Tests (Forward Direction)
65
60
55

Resultant Force (N)

50
45
40
35
30
25
20
15

0

10

20

30
40
Distance (mm)

50

60

70

Figure 37: Experimental Forces captured while milling an Aluminum workpiece
Comparing the forces in the aluminum in figure 37 to the forces in the NBSA
seen in figure 36 it can be seen that there is a significant slope to the forces seen in the
NBSA compared to the flat steady state forces seen in the aluminum. This shows that
while values can be considered constant in steady state machining for aluminum, the
same assumptions cannot be made for NBSA.
Another effect that must be taken into account is the work hardening aspects of
the material at lower speeds. By moving slower the temperature ahead of the piece is
allowed to cool before the next cutting reaches the material. This leads to a work
hardening aspect of NBSA that leads to increased heat generation at the point of contact.
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ANOVA OF MAZ AND EMPIRICAL MODEL FORMULATION
In order to empirically determine the influence of the variables identified in the
previous section an analysis of variance (ANOVA) was conducted on the results
presented above. The ANOVA statistically identifies the key variables in the data and
which ones have the most important influence on the outcome. The variable itself is
considered important if it contributes a significant amount of variation to the final result.
The normal probability plot below shows the variables in the case that have a nonrandom and active impact or have a significant influence on the process. These values
fall below the significance level used for the test (in this case 0.05 or 5%) which indicates
that they have failed the hypothesis test that they are not significant.
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Figure 38: Normal Effects Plot
In addition to this a Pareto chart of the effects is plotted and also indicates the
importance with respect to the defined alpha value. The Pareto chart below also indicates

69

that not only is speed and feed the only important impacts, but that none of the interaction
effects play a significant impact on the results.
Pareto Chart of the Effects

(response is Depth of MAZ, Alpha = .05)
0.635

F actor
A
B
C

A
B

N ame
S peed
F eed
DO C

Term

BC
AB
ABC
AC
C
0.0

0.2

0.4

0.6

0.8
1.0
Effect

1.2

1.4

1.6

1.8

Lenth's PSE = 0.16875

Figure 39: Pareto chart of effects
In addition to the significance of the independent variables, the ANOVA also
formulates the coefficients for an empirical model. The model calculated by the
ANOVA is:
 = 4.254 − 0.023 ∙ F

 − 29.9 ∙ /



(35)

Several important factors can be taken by analyzing the empirical formula calculated
using the ANOVA. The first is that both values are detrimental to the value indicating
that as each goes up the resulting value will become smaller. The second is that feed has a
significantly higher impact on the value than does speed. This follows the background
research and understanding of the analytic models found in the literature review of this
paper.
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PROCESS WINDOW IDENTIFICATION FOR MAZ AND SURFACE ROUGHNESS
In addition to identifying the subsurface damage it is also of importance to maintain a
requisite surface finish. Since these two objectives are both affected by feed and speed it
is of significant interest to optimize these parameters so that both an acceptable surface
finish and acceptable MAZ are identified. In order to do this, contour plots of the two
attributes were plotted using a specified range. One of these contour plots can be seen
below.
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Figure 40: Process window at DOC = 0.25 mm
In the above figures the white zones indicate combinations of values that allow for the
achievement of the acceptable values for MAZ and surface finish with the given
parameters. The graph on the right then represents the available process window in which
these attributes can be achieved. It is important to note that for the above graph, the feed
and speed are varied while the depth of cut is maintained constant at 0.25mm.
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This same analysis was then attempted on cutting parameters with a depth of cut of
0.5mm. The contour plots for the cutting parameters with the required values of both
depth of MAZ and surface roughness identical to those proposed above can be seen
below.
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Figure 41: Process window at DOC = 0.5 mm
According to the above contour plots there is not a viable process window that
achieves these requirements at the given parameter. In order to identify a viable process
window the requirements of both MAZ and surface roughness are modified to achieve a
viable process window. The requirements are relaxed to an acceptable MAZ of 1.5um
and surface roughness value of 0.6 um. The results of this analysis can be found below.
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Figure 42: Modified process window at DOC = 0.5 mm
It can be seen above that the relaxing of the requirements for MAZ and surface
roughness allow for a viable process window in the process. The importance in this
identification is that the increase of depth of cut requires that the necessary parameters be
relaxed in order to achieve the necessary results. The importance of the contour plots is
that it identifies the process windows for various combinations of parameters. This
allows the CAD programmer to optimize the machining programs around speed of
operations. Thus, as requirements are relaxed the programmer may be able to increase
feed and speed and thus increasing output. This allows for increased output when
necessary while still maintaining the distinct properties. This in turn reduces scrap cost,
testing cost, machining cost, labor cost, and other attributed costs while still maintaining
a quality part within the suggested tolerance ranges.
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CONCLUSIONS
It can be seen from the previous discussions that there are both advantages and
disadvantages in using the standard average method and the Kalman filtering method for
identifying the depth of the MAZ. The average method presents strengths at an overall
image level while the Kalman filtering method provides strengths when windowing the
image. Both however, are ultimately inadequate when attempting to window the images
of interest. The average method in this case provides an accurate, simple method for
identifying the MAZ that can be done quickly and with adequate understanding by
operators that would be using it. Going forward using the average method the MAZ is
identified under a set of experimentation aimed at determining the effects of the
machining parameter on the MAZ. These tests present results contrary to those achieved
by previous research in turning and grinding, indicating that as speed is increased the
depth of MAZ becomes smaller and that the depth of cut plays little to no part in the
formation of this zone. This, however, forms well with research that has been conducted
in the realms of heat penetration and its role in the formation of the zone. The
experimentation indicates that heat plays a significant role in the formation of the damage
layer and that the minimization of the focus of a heat source on the material will result in
a decreased zone of damage. Furthermore, an empirical model is created using ANOVA.
This model allows for comparison of the data with other experiments and is a foot step in
the direction of creating a comparative analytical-empirical model using the knowledge
gained by understanding the thermo-mechanical concepts put forth in this paper.
Furthermore process windows are set forth and identified by correlating the knowledge
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gained from the ANOVA on the depth of MAZ with previous data gained on surface
roughness. Using these values allows for manufacturers to optimize their process and
achieve parts that reach quality limits on both fronts due to their shared parameters.
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CHAPTER FIVE
CONCLUSIONS AND FUTURE RESEARCH
The results of this thesis provided vital understanding to several key aspects of
machining knowledge, namely:
•

An objective means of identifying the damage layer was necessary and a
novel means of doing so was created

•

The method provided, while accurate for a given image, is not suitable for
identifying variation within the image

•

In the nickel-based superalloy studied, as the feed and speed of the
machine were increased, the damage layer decreased

•

Process windows were identified for acceptable values of both surface
finish and the depth of the affected zone (vital quality parameters for
machining gas turbine components.)

In this thesis a novel method for objectively identifying the MAZ of a nickelbased superalloy using both a statistical method and a method based on the Kalman filter
was proposed and investigated. These methods proved to provide an accurate
representation of the material affected zone over a large number of images. Though this
method does not allow for identification of variations within this damage zone over an
entire image, the method does present a simple and accurate method of identifying this
zone. Additionally, other methods have been presented [Agarwal and Ranganath] in
order to show the work conducted by others. These lead to the basic and necessary
understanding of how the formation of subsurface damage occurs and is impacted by
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machining parameters. The theory behind these experimental results lead to the
necessary understanding of the thermal and mechanical aspects of the formation of the
subsurface damage zone and how they impacted the formation of this zone in a different
machining process. The understanding of these models then led to the concept of
understanding how the material may behave under milling conditions. Finally, the
experiments were conducted in order to verify the formation of the subsurface damage
zone in nickel-based superalloys with respect to the thermal and mechanical models
studied. The experimentation revealed that as predicted speed and feed played the
largest impact on the formation of this zone and that the faster the tool traveled the lower
the damage zone in the material. Ultimately all of the parameters studied in this thesis
and further parameters proposed to be investigated are necessary to alleviate
manufacturers of the use of large amounts of destructive testing. This thesis lays the
basis of a body of work that can lead to a large amount of savings in the machining of
nickel-based superalloys and a detailed understanding of the mechanics that lead to early
cycle failure of these machined components.
In moving forward it is important to focus on several points that this thesis has
provided a background for, such as:
•

The need for a more robust analytical/empirical model

•

An ability to control machining parameters to alleviate the necessity of
destructive testing and verification.

It is apparent that there are many facets to creating a model for the depth of the
MAZ. The model currently employed by all machining operations is thermo-mechanical
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in nature. The experimental data shows that speed plays the most significant role on the
depth of the MAZ. Through Jaeger’s models and other experiments with grinding and
turning, this seems to indicate that the thermal mechanism plays a larger part in the model
than that of the mechanical forces (predictably due to the formation of topologically
closed pack phases that are formed in reaction to the heat generated.) Due to the
importance of the MAZ in the quality limits of turbine companies it is extremely
important to research modeling the depth of this MAZ with respect to milling. Thus, it is
important to create a model in order to understand and predict the formation of this zone
throughout the process. A plan for creating this model can be seen below in figure 43.

Figure 43: Steps in Creating a Model of the MAZ
The next step forward from understanding and creating the model would be
integrating controllers into machining processes so that the machining affected zone
could be controlled. This offers a distinct advantage to manufacturers of turbine
components and turbines by eliminating the necessity to destroy parts to identify the
MAZ. Modeling this zone and providing parameters and allowing CAD/CAM
programmers to identify these would lead to massive costs savings in programming and
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scrap costs. A plan for setting up the control by integrating the derived model can be seen
below in figure 44.
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Figure 44: Outline for creation of an optimal controller for in-process control of MAZ

By determining the model and creating the controller above a more formal
understanding of the effect of these classes of materials can be more fully understood.
This allows for machining parameters to be maximized and quality standards to be
understood. This controller ultimately relies on the optimization of the process for the
minimization of the depth of the MAZ with respect to other parameters such as tool wear
and surface roughness whose interaction must be further studied in order to understand
how the process can be optimized for the multiple parameters.
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Appendix A
The Importance of TCPP Formation in Nickel-Based Superalloys

In analyzing the effect of the formation of TCPPs in nickel-based superalloys it is
important to look at the interaction energies and how they are calculated. By looking at
the elastic misfit, modulus effects, coherency, crystal structure, and other microstructural
effects, the impact of the formation of TCPPs on the mechanical properties and low cycle
fatigue can be identified. The bulk of the equations used for this discussion were taken
from discussions in a deformation mechanisms class (MSE 820) and the book used
therein [Fleischer 1963].
There are several properties of the topologically close packed phases that cause
them to diminish the standard properties of the bulk material. These include having
different microstructures, having a different shear modulus, and having different
expansion coefficients. As discussed in previous discussions the formation of these
TCPPs draws strengthening elements from the gamma prime phase, lowering the volume
fraction of the precipitate in the bulk material. In order to understand the weakening of
the material based on this formation it is important to understand the effects of lowering
the volume fraction (and atomic volume) in the interaction energy and misfit and
modulus effects.
It is first important to define the free atomic volume of the precipitate and the free
volume of the matrix. These are defined by Fleischer as:
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1 + G



1 + N

≡ HI


≡ HI
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(36)
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(37)

In this derivation it is then important to calculate the displacement of the matrix at
some distance r from the center of the precipitate. This can be calculated as:
I 
 = NI O P
I

(38)

Solving for the stress requires that the fractional volume expansion first be
calculated. Using equations (26) and (27) above and assuming a hydrostatic stress in the
precipitate, this can be defined as:
∆*
= 1 + G
*



− 1 + N



(39)

By solving the above equation using a Taylor expansion and neglecting the higher
order terms, this can be approximated as:
∆*
= 3(G − N)
*

(40)

Using the above allows solving for the misfit strain gives:
N!" =

3G
27
2 + ;1 + D >

(41)

This misfit strain can then substituted into the average shear strain of the matrix
giving:
 =

N!" I 
4

Solving this for the volume fraction then gives the average strain as:
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(42)

 = N!" H

(43)

Following this, assuming a Hookian elastic material, leads to the yield stress of:
# = 2QN!" H

(44)

It is very apparent from looking at this equation that the value of the volume
fraction has a very significant impact on the yield stress in the matrix. From this it is
important to note that as the fraction decreases so does the yield stress. The difficulty in
quantifying this, however, is that the formation of TCPPs, this equation has to be
modified to account for this other phase. The precipitation of the TCPP creates a second
precipitate in the bulk material. Because of this, the yield stress becomes a combination
of the yield stress with the standard precipitate and the yield stress with the newly formed
precipitate. This would yield:
#,$ = #,% + #,&'

(45)

Looking at this equation it is then apparent why the overall yield stress of the
material is decreased with the formation of the TCPP. Not only is the yield stress
attributed to the gamma prime precipitate phase reduced due to a reduction in the volume
fraction of the precipitate, the newly formed TCPP has a lower yield stress due to lower
modulus and other factors. Thus, overall yield stress of the material with regards to the
elastic misfit is significantly impacted, negatively, by the formation of these topologically
close-packed phases.
Next, the impacts of these phases on the modulus effects of the yield stress are
investigated. First, the concept of “line tension” must be defined. The “line tension” is
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the energy per unit length of a dislocation as it passes through the precipitate. This can
be defined as:
QR 
'≈
2

(46)

There are two key assumptions made in this approximation and that is that edge
and screw dislocations are identical and that the energy is taken far from the core. This is
based on the singularity at the center of the dislocation. The change in “line tension” can
then be defined as:
1

∆' = 8Q R − Q R
9
2

(47)

This shows that the change in line tension is a combination of the particle
modulus and Burger’s vector and that of the matrix. In order to calculate the energy, the
value T must be multiplied by the maximum distance which in the case of gamma prime
(a cuboid precipitate) is constant over the length of the of the particle and is the side
length, a. This can be used to calculate the distortion energy:
∆7 =

2


8Q R − Q R
9

(48)

By differentiating this energy with respect to the length of the cuboid structure,
the force can be calculated. This result is an equation equivalent to that in equation (47).
The yield stress can then be solved for knowing that stress is force divided by area.
Using this, the yield stress in this case can be defined as:
( =

/
R S′

(49)

For a cuboidal precipitate this can be defined as (L-a). Substituting this value and
equation (47) into equation (49) above yields:
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1

8Q R − Q R
9
( = 2
R S −

(50)

Assuming a square particle distribution the volume faction for this can then be
defined as:
H=

S′

(51)

Plugging this into equation X above gives the stress in terms of the volume
fraction:
( =

H Q R

− Q R 
2
R

(52)

Again, it is apparent in the above equation the impact of the volume fraction on
the yield stress. However, as with the elastic misfit effect, the effect of the formation of
topologically close-packed phases is not only impacted by the reduction in the volume
fraction. In this equation both the Burger’s vector and the modulus of elasticity must be
taken into account. With the formation of the TCPP a new particle is introduced into the
matrix with a separate modulus and Burger’s vector (these phases do not have the same
FCC crystal structure as the gamma and gamma prime phases.) Similar to the equation
for stress due to elastic misfit this equation is also affected in a much similar manner. By
analyzing the first term it can be seen that the formation of a TCPP will further decrease
this value. Assuming that the values of precipitates are additive, the equation above can
be modified to include the formation of this second phase and be written as:
( =



+ Q R
=
H <Q R

− Q R 
2
R
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(53)

The value of the additive precipitate terms in the parentheses will be less than the
initial value in equation X above (the TCPP will contain a lower modulus and different
Burger’s vector comparative to the gamma prime precipitate.) By lowering this value,
though the volume fraction of precipitate will remain the same (conservation of mass
must be maintained) the value in brackets will decrease. This further indicates that both
elastic misfit and modulus effects are lowered through the formation of TCPPs.
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Appendix B
Equipment and Software
OKUMA (MB46-VAE)
The Okuma MB46-VAE (pictured below in Figure 45) is a high precision, high speed
3-axis vertical milling machine (VMM.) The machine is combined with an OSP 200M
controller with an IBM Windows XP™ System.

Figure 45: OKUMA MB-46VAE 3-Axis Milling Center
A few features of the machine are noted below:
•

Spindle Max RPM: 15,000

•

Spindle Max Power: 11kW (15HP), 198 Nm (146 lb-ft)

•

Rapid traverse in x and y-axis (40m/min (1574.8 ipm))

•

Rapid traverse in z-axis (32m/min (1259.8 ipm))

•

Position accuracy: ± 0.004mm
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•

Repeatability: ± 0.0015
EDM (Charmilles Model Robofil 310)

The Robofil 310 model EDM pictured below in Figure 46 was used to slice
specimens for SEM image preparation.

Figure 46: Robofil 310 Wire EDM

A few of the specifications for this machine are:
•

5 Axis Control (X, Y, Z, U, and V)

•

Table resolution of .000020”

•

Automatic Wire threading
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•

0-30⁰ tapering capabilities

KISTLER (9257B)

Figure 47: Schematic of Kistler Dynanometer
Table 4: Kistler Specifications
Specifications

Kistler Type 9257B

Calibration
Measuring

Calibrated
Fx, Fy, Fz

k lbf

± 1.1

Fx, Fy

pC/lbf

≈-33.36

Range
Sensitivity
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, Fz

pC/lbf

≈-16.46

Fnx

kHz

≈2.3

Fny

kHz

≈3.5

°F

32...158

Length

in

≈6.693

Width

in

≈3.937

Height

in

≈2.362

Natural
Frequency
Operating
temperature
range

Connection

Fischer 9 pol. neg.

Sealing

welded/epoxy (IP67) With connecting cable Types 1687B5,
1689B5

Mass

Kg

7.3

MATLAB

Matlab is a numerical computing environment and programming language (with built
in processor) that allows users to import and analyze numerical data. Particularly, the
image toolbox of Matlab was used for this thesis. This allowed for importing and quick
analysis of images and their respective matrix equivalents. The toolbox has several built
in functions (mat2gray, im2bw, etc.) that allow the images to be imported and converted
quickly (and accurately.)
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Appendix C
Additional Contour Plots
In addition to plots provided in the text, contour plots of various parameters were
plotted in order to more fully understand the scope of the interaction between the surface
finish and depth of damage. These plots are the same as those provided in the text of this
thesis and as such can be read using the methods previously discussed in Chapter 4.

DOC = 0.25 mm
dMAZ
[µm]

DOC = 0.5 mm

Ra [µm]
0.3

0.5

dMAZ
[µm]

0.75

0.5
0.75
1
1.25
1.5
1.75
2
2.25
2.5
2.75

Ra [µm]
0.3

0.5

0.75

0.5
0.75
1
1.25
1.5
1.75
2
2.25
2.5
2.75
Process window does not exist.

Table 5: Process window (speed and feed) for DOC = 0.25 mm.

dMAZ
[µm]

DOC = 0.25 mm
Ra = 0.3 µm

Ra = 0.5 µm
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DOC = 0.25 mm
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Table 6: Process window (speed and feed) for DOC = 0.5 mm.
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Ra = 0.3 µm
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Appendix D
Code Used for Identification and Image Analysis

MAZ Location Code
%Machining Affected Zone (MAZ) Locator.
%Version 2.2
%Difference from 1.0 is attempted automation of program.
still
%unautomated.

Scale is

%Version 2.1 - 5/25/10 - Added functionality to check control images.
%Version 2.2 - 11/3/10 - Increased automation of program. Image flip
and
%Image start point added.
%Version 2.3 - 11/9/10 - Choice Added Between Standard Average Mode
and
%Filtered mode
clc; clear all; close all;
%Scale established visually using excel (length per pixel, um)
%May need to check if pixels are square or not
%This is calculated outside of this program
lpp
= .05;
%User inputed image name
filename
= input('Please input file name:
%Import Image
maz
=

','s');

imread(filename);

%Convert to black and white
maz_bw
= im2bw(maz);
%Does image need to be flipped?
flip
= input('Does image need to be flipped (Y or N):
','s');
if flip == 'Y'
maz_bw = maz_bw(end:-1:1, :);
else
maz_bw = maz_bw;
end
%Open and close image using dilation/erosion to eliminate noise
% se = strel('square',3);
% mazbwo = imopen(maz_bw,se);
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%
%
%

mazbwoc = imclose(mazbwo,se);
maz_bw = mazbwoc;

%Determine size of image
[X,Y]
= size(maz_bw);
m = 0;
bgncol = 0;
% %Initial location determined using imtool for this code
imtool(maz_bw)
endplace
= input('Please input row to start analysis from:
clc; close all;
[X Y] = size(maz_bw);
k = 0;
for i = 1:1:endplace
k = k+1;
for j = 1:1:Y
maz_mod(k,j) = maz_bw(i,j);
end
end
[X1 Y1]

= size(maz_mod);

%%
%Pre-allocated average matrix
rowavg = zeros(1,length(maz_mod));
for i = 1:1:X1
for j = 1:1:Y1
rowavg(X1+1-i) = rowavg(X1+1-i)+maz_mod(X1+1-i,j);
end
rowavg(X1+1-i) = rowavg(X1+1-i)/Y1;
end
%%
%Ensures that calculations start at surface of part
k1 = 0;

%counter

for i = 1:1:X1
if rowavg(X1+1-i) <= 0.02
elseif rowavg(X1+1-i) == 1
else
k1 = k1+1;
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');

dist_corr(k1) = k1*lpp;
%#ok<SAGROW> %creates new
depth vector of equal length
row_avg_corr(k1) = rowavg(X1+1-i); %#ok<SAGROW>
end
end
%%
%Determine average surface location
k2 = 0;
locate = diff(row_avg_corr);
surface = find(locate<0,1);
surface = 1:surface;
% surfloc = zeros(1,length(surface));
%
% for i = 1:1:length(surface)
%
surfloc(i) = row_avg_corr(i);
% end
%
% surfavg = 0;
%
% for i = 1:1:length(surfloc)
%
surfavg = surfavg+surfloc(i);
% end
%
% surfavg = surfavg/(length(surfloc));
%
% for i = 1:1:length(surfloc)
%
if surfloc(i) <= surfavg
%
k2 = k2+1;
%
else
%
end
% end
%
% surfbeg = k2*lpp;
% surfbegplot = surfbeg*ones(1,length(row_avg_corr));
%%
%Calculate total average of intensity
total_avg = 0;
for i = 1:1:length(row_avg_corr)
total_avg = total_avg + row_avg_corr(i);
end
total_avg = total_avg/(length(row_avg_corr));
total_avg_corr = total_avg*ones(1,length(dist_corr));
%%
%Create a deviation matrix
deviation = zeros(1,length(row_avg_corr));
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for i = 1:1:length(row_avg_corr)
deviation(i) = row_avg_corr(i)-total_avg;
end
%Calculate Standard Deviation of row_avg_corr
std_dev = 0;
for i = 1:1:length(row_avg_corr)
std_dev = std_dev + (row_avg_corr(i)-total_avg)^2;
end
std_dev = sqrt(std_dev/(length(row_avg_corr)-1));
%%
%Determine Location in which all values fall below total_avg +
1*std_dev
k3 = 0;
eval = total_avg+std_dev;
for i = length(surface):1:length(row_avg_corr)
k3 = k3+1;
checkavg(k3) = row_avg_corr(i)-eval; %#ok<SAGROW>
end
depth = find(checkavg<-1*std_dev,1);
depth = depth + length(surface);
dev_depth = lpp*depth;
dev_depth1 = dev_depth*ones(1, length(row_avg_corr));

for i = 1:1:length(maz_mod)
limage(i) = i;
end
dev_depth2 = (length(row_avg_corr) - (bgncol/2) depth)*ones(1,length(limage));
%%
imshow(maz_mod)
hold on
plot(limage,dev_depth2,'r','linewidth',3)
hold off

%%
%Plot average vs. distance
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figure, plot(row_avg_corr,dist_corr, total_avg_corr,dist_corr,
row_avg_corr, dev_depth1,'r'),
ylabel('depth(um)'),
xlabel('Average intensity')
title('Average Intensity vs. Depth')
figure, imshow(maz)
hold on
plot(limage,dev_depth2,'r','linewidth',3)
hold off
clc;
finalval = (depth)*lpp;

Forward / Reverse 1st Order Kalman Filter Code
%Applies Kalman FIlter and Double Kalman Filter (Forward)
clc; close all;
evalue = .99;

%Time constant value used to evaluate zone depth

data = row_avg_corr;
%data = data(:,end:-1:1);
X = length(data);
IC = data(1);

%Initial Condition

%Initial Conditions
x0 = IC;
%Initial location
p0 = 0;
%inital error variance

A = 1;
format)
B = 0;
C = 1;
D = 0;

%A,B,C, and D are the matrices for the system model (SS

u = 0;

%This is any input disturbance there may be in the system

Q = 1e-4;
noise
R = .01;
H = C;
I = 1;

%Q and R are the variances of the normally distributed

%Notation
%For higher order examples this is the identity matrix

y = zeros(1,length(X));
z = zeros(1,length(X));
x = zeros(1,length(X));
p = zeros(1,length(X));
xminus = zeros(1,length(X));
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pminus = zeros(1,length(X));
K = zeros(1,length(X));
count = zeros(1,length(X));
v = 0;
w = 0;

for i = 1:1:X
count(i) = i;
if i == 1
%Time Update Equations
xIC = A.*x0+B.*u;
pIC = A.*p0.*A' + Q;

K(i) = pIC.*H'.*(H.*pIC.*H'+R)^-1;
x(i) = xIC+K(i).*(data(i)-H.*xIC);
p(i) = (I-K(i).*H).*pIC;
else
xminus(i) = A.*x(i-1)+B.*u;
pminus(i) = A.*p(i-1).*A' + Q;
%Measurement Update Equations
K(i) = pminus(i).*H'.*(H.*pminus(i).*H'+R)^-1;
x(i) = xminus(i)+K(i).*(data(i)-H.*xminus(i));
p(i) = (I-K(i).*H).*pminus(i);
%Plug in predicted values

end
end
X2 = length(x);
limit = sum(x((X2-100):X2))/100;
point = find(x>evalue*limit,1);
finalval1 = point*0.05;
plot(count,data,count,x)
xlabel('Row')
ylabel('Intensity')
title('Prediction vs. Measurement')
legend('Measurement','Prediction')
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figure, plot(count,K)
xlabel('Row')
ylabel('Kalman Gain (K)')
title('Kalman Gain vs. Row')
%%
%Flip Data and Apply Kalman Filter to Filtered Data
%Initial Conditions
x0 = limit;
%Initial location
p0 = 0;
%inital error variance

data2 = x;
data2 = data2(:,end:-1:1);

X1 = length(data2);

%Length of matrix

y = zeros(1,length(X1));
z = zeros(1,length(X1));
x2 = zeros(1,length(X1));
p2 = zeros(1,length(X1));
xminus = zeros(1,length(X1));
pminus = zeros(1,length(X1));
K2 = zeros(1,length(X1));
count = zeros(1,length(X1));

for i = 1:1:X1
count(i) = i;
if i == 1
%Time Update Equations
xIC = A.*x0+B.*u;
pIC = A.*p0.*A' + Q;

K2(i) = pIC.*H'.*(H.*pIC.*H'+R)^-1;
x2(i) = xIC+K2(i).*(data2(i)-H.*xIC);
p2(i) = (I-K2(i).*H).*pIC;
else
xminus2(i) = A.*x2(i-1)+B.*u;
pminus2(i) = A.*p2(i-1).*A' + Q;
%Measurement Update Equations
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K2(i) = pminus2(i).*H'.*(H.*pminus2(i).*H'+R)^-1;
x2(i) = xminus2(i)+K2(i).*(data2(i)-H.*xminus2(i));
p2(i) = (I-K2(i).*H).*pminus2(i);
%Plug in predicted values

end
end
x2 = x2(:,end:-1:1);
%data = data(:,end:-1:1);
figure, plot(count,data,count,x2)
xlabel('Row')
ylabel('Intensity')
title('Prediction vs. Measurement')
legend('Measurement','Prediction')
figure, plot(count,K2)
xlabel('Row')
ylabel('Kalman Gain (K)')
title('Kalman Gain vs. Row')

X3 = length(x2);
limit2 = sum(x2((X3-100):X3))/(X3-(X3-100));
point2 = find(x2>evalue*limit2,1);
finalval2 = point2*0.05;

Windowing Code
%Machining Affected Zone (MAZ) Locator.
%Version 2.0
%Difference from 1.0 is attempted automation of program.
still
%unautomated.
%Version 2.1

Scale is

- 5/25/10 - Added functionality to check control images.

clc; clear all; close all;
%Scale established visually using excel (length per pixel, um)
%May need to check if pixels are square or not
%This is calculated outside of this program
lpp
= .05;
%Import Image
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maz

=

imread('SEM_damage.jpg');

%Convert to black and white
maz_bw
= im2bw(maz);

%Open and close image using dilation/erosion to eliminate noise
se = strel('square',3);
mazbwo = imopen(maz_bw,se);
mazbwoc = imclose(mazbwo,se);
maz_bw = mazbwoc;
%Determine size of image
[X,Y]
= size(maz_bw);
m = 0;
bgncol = 0;
clc; close all;
[X Y] = size(maz_bw);
finalval = zeros(512,1);
for xx = 1:1:1025
zetaprime(xx) = xx;
end

k = 0;
for i = 1:1:594
k = k+1;
for j = 1:1:1025
maz_mod(k,j) = maz_bw(i,j);
end
end
newimage = maz_mod;
for z = 1:1:1025
maz_mod = newimage(:,1:Y-(z-1));
%maz_mod = newimage(:,1+(z-1):Y);
%maz_mod = newimage(:,1+(z-1):Y-(z-1));
[X1 Y1]

= size(maz_mod);

value(z) = Y1;
%%
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%Pre-allocated average matrix
rowavg = zeros(1,length(maz_mod));
for i = 1:1:X1
for j = 1:1:Y1
rowavg(X1+1-i) = rowavg(X1+1-i)+maz_mod(X1+1-i,j);
end
rowavg(X1+1-i) = rowavg(X1+1-i)/Y1;
end
%%
%Ensures that calculations start at surface of part
k1 = 0;

%counter

for i = 1:1:X1
if rowavg(X1+1-i) <= 0.02
elseif rowavg(X1+1-i) == 1
else
k1 = k1+1;
dist_corr(k1) = k1*lpp;
%#ok<SAGROW> %creates new
depth vector of equal length
row_avg_corr(k1) = rowavg(X1+1-i); %#ok<SAGROW>
end
end
%%
%Determine average surface location
k2 = 0;
locate = diff(row_avg_corr);
surface = find(locate<0,1);
surface = 1:surface;
surfloc = zeros(1,length(surface));
for i = 1:1:length(surface)
surfloc(i) = row_avg_corr(i);
end
surfavg = 0;
for i = 1:1:length(surfloc)
surfavg = surfavg+surfloc(i);
end
surfavg = surfavg/(length(surfloc));
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for i = 1:1:length(surfloc)
if surfloc(i) <= surfavg
k2 = k2+1;
else
end
end
surfbeg = k2*lpp;
surfbegplot = surfbeg*ones(1,length(row_avg_corr));
%%
%Calculate total average of intensity
total_avg = 0;
for i = 1:1:length(row_avg_corr)
total_avg = total_avg + row_avg_corr(i);
end
total_avg = total_avg/(length(row_avg_corr));
total_avg_corr = total_avg*ones(1,length(dist_corr));
%%
%Create a deviation matrix
deviation = zeros(1,length(row_avg_corr));
for i = 1:1:length(row_avg_corr)
deviation(i) = row_avg_corr(i)-total_avg;
end
%Calculate Standard Deviation of row_avg_corr
std_dev = 0;
for i = 1:1:length(row_avg_corr)
std_dev = std_dev + (row_avg_corr(i)-total_avg)^2;
end
std_dev = sqrt(std_dev/(length(row_avg_corr)-1));
%%
%Determine Location in which all values fall below total_avg +
1*std_dev
k3 = 0;
eval = total_avg+std_dev;
for i = length(surface):1:length(row_avg_corr)
k3 = k3+1;
checkavg(k3) = row_avg_corr(i)-eval; %#ok<SAGROW>
end
depth = find(checkavg<-1*std_dev,1);
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depth = depth + length(surface);
dev_depth = lpp*depth;
dev_depth1 = dev_depth*ones(1, length(row_avg_corr));

for i = 1:1:length(maz_mod)
limage(i) = i;
end
dev_depth2 = (length(row_avg_corr) - (bgncol/2) depth)*ones(1,length(limage));
finalval(z) = (depth-k2)*lpp;
maz_mod = 0;
rowanalysis(z,:)=row_avg_corr;
hold on
plot(dist_corr,row_avg_corr), title('Image Average Over Window Size'),
xlabel('Intensity Average'), ylabel('Depth')
end
plot(dist_corr,row_avg_corr(1,:)), title('Image Average Over Window
Size'), xlabel('Intensity Average'), ylabel('Depth')
hold off
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