for the assessment. They are from CDS at 16 bitsisample, mono and with sampling rate = 44.1 kHz. They are coded with eight different bit rates ranging from 47.5 to 205kbitk. The perceptual audio quality measure (PAQM) developed in [5] was used to assess the effectiveness of the perceptual filter on reducing the noise disturbance in loudness due to quantisation. The segmental signal-tonoise ratio (SSNR) was also used to measure the objective performance. Listening tests and mean opinion scoring (MOS) were used to assess the subjective performance of the perceptual filter. bitstream demultiplexing reconstruction ancillary data
Fig. 2 Sub-band audio decoder with perceptual filtering
bit rate,kbit/s The amount of noise disturbance appears to depend strongly on the assigned bit rate. The lower the bit rate, the more serious is the noise disturbance. It is clear that the generalised perceptual filter has successfully reduced the noise disturbance by -1C15dB. The SSNR results reveal that, in all cases, the use of perceptual filtering improved the SSNR to a small degree (-0.5-3dB) . These results were expected, as the perceptual filter is not SSNR onented. The MOS of PFC for the symphony is -1.3-1.7 higher than that of non-PFC at bit rates < 100kbiVs and the filtered signal achieved an average 3.5 MOS. However, for bit rates > 125kbiVs, most listeners failed to distinguish the quality differences between different bit rate coders.
The performance of coders for the piano music is similar to that for the symphony, except that the SSNRs are higher, but only -0.5 MOS improvement is observed for coders with a bit rate < lookbit's. This may be due to the presence of strong attacks in the piano music, and the fact that the excitation pattern model from which the filter is derived is mainly for 'stationary' signals.
Conclusion:
A generalised perceptual filter based on a psychoacoustic excitation pattern model has been developed to exploit the nonlinear property of human hearing. It is shown that this filter can be applied to a sub-band audio coder without increasing the decoder complexity and the bit rate requirement. Experimental results showed that the noise disturbance owing to quantisation was successfully reduced, particularly at low bit rate audio coding. This led to an improvement in subjective signal quality in mean opinion scoring tests. An image watermarking scheme in a DCT domain is proposed. It is adaptive in that a different strength of watermark is applied to different blocks according to their block classlfication. For the classification, visual masking (both luminance and texture masking) is taken into account. Consequently, the watermarks thus generated are robust and invisible.
Introduction: Providing copyright protection for digital media is becoming increasingly important. For this reason, digital watermarking, especially for images and video, has drawn extensive attention recently. Two of the most basic requirements of watermarking, i.e. invisibility and robustness, are in conflict with each other. For instance, some watermarks reported in literature are not robust since they are made to be invisible; it is vital to make a watermark both robust and invisible.
In this Letter, we propose an adaptive watermarking algorithm in a discrete cosine transform (DCT) domain based on visual masking. We embed watermarks in some significant DCT coefficients so that they cannot be easily damaged. To embed strong watermarks in images under the constraint of being invisible, classification based on visual masking is applied to the image blocks prior to watermark embedding. The watermarks are embedded adaptively according to the classification. Simulation results demonstrate that watermarks generated in this way are very robust against some typical image processing techniques such as compression, lowpass filtering and subsampling. Overview ofproposed algorithm: The proposed watermarking algorithm is shown in Fig. 1 . The original image is first split into nonoverlapped blocks of 8 x 8 and then each block is DCT-transformed. In the DCT domain, the average brightness and texture complexity for each block are estimated. Based on this estimation, all blocks are classifiec ture (class l), bright (class 2). The watermark, into groups. Each groIp, three significant DCT image, with different weakest for class 1. Afier
We first split the o blocks of 8 x 8, denote compatible with the im, splitting, the DCT of E texture in the backgrou signal would be (texture classify each B,< into o class 3, as defined abo\ visibility of the embedded sed on visual masking, we ories: class 1, class 2 and texture complexity, we same method as that UI coefficients is computec texture in the block is. r the number, the stronger the = {xi, 0 4 i < n}, that obeys the normbed the watermark, the DCT coeffiinto three categories: dark and weak tex-;and strong texture (class 3), and remains a random number sequence, is divided having three numbers, is inserted into coefficients of one of the blocks in the strengths: the strongest for class 3 and the the modification of DCT coefficients, an 
version of x,, 0 5 i < n. wa:ermark exists, we compute the correlation
> T3, it indicates that a watermark exists in the tested image. Experiments indicate that the response of the detector to false marks does not exceed four. So, T3 is selected to be 6 here. watermarked images, respectively. The response of the detector to the watermarked image is shown in Fig. 3a, where the response to the true watermark is much stronger than that to the false watermarks. Fig. 3b shows the response of the detector to a subsampled (2:l in both horizontal and vertical directions) watermarked image. Fig. 2c shows the reconstructed watermarked image after JPEG compression (0.24bitipixe1, 26.3dB in PSNR) and Fig. 3c shows the corresponding response of the detector. Even though the watermarked image is seriously distorted, the watermark can still be detected robustly. Fig. 2d shows the watermarked image after 3 x 3 mean-filtering and Fig. 3d shows the corresponding response of the detector. Figs. 2 and 3 demonstrate the robustness of the watermark against subsampling, compression, and lowpass fdtering, respectively.
In summary, we propose an adaptive watermarking algorithm in this Letter. The main contribution is to apply a classification procedure based on visual masking to watermarking embedding. The watermark generated by the proposed algorithm exhibits the following merits: (i) very robust and invisible, (ii) easy implementation, (iii) compatible with most compression standards. Simulation results support these observations. The authors propose a segmentation-based hybrid image coding algorithm taking the features of the human visual system into account. A novel segmentation criterion based on luminance masking is presented. The image is segmented into blocks of different sizes and different properties. Block mean, polynomial approximation and discrete cosine transform coding are then applied to the blocks accordingly.
Introduction: Segmentation-based coding has received extensive attention in MPEG-4 activities in recent years for achieving content based manipulation of video data and a high compression ratio. The quadtree based technique is one of the most commonly used segmentation techniques, owing to its simplicity and efficiency. To measure the smoothness of a block and then decide whether the block should be divided or not, some criteria are needed. Block variance, which measures mean square deviation (error) from block mean, is the most frequently used criterion. It is well known that mean square error does not always closely match the features of the human visual system (HVS). This implies that block variance is not the best criterion for quadtree based segmentation. Motivated by this observation, we propose a l enance masking based criterion for segmentation. The effect of masking is to decrease the error in recognition during segmentation. Based on this criterion, a segmentation based hybrid coding algorithm is presented. The performance of the algorithm is verified experimentally.
Overview of proposed algorithm:
The algorithm is implemented in three steps: segmentation, classification and encoding, as shown in Fig. 1 . After the original image has been split into non-overlapping blocks of 32 x 32, the masking contrast of each block is computed, based on a visual model. This contrast is used as a metric to measure uniformity of the block. If the block is considered to be nonuniform, it will be split into four quadrant blocks. This procedure is repeated until either the block size reaches 8 x 8 or the block is classified as uniform. Therefore, once the segmentation is completed, the image is a union of many square blocks with three possible sizes. A two-level classifier is then applied to the 8 x 8 blocks. By measuring the contrast and the polynomial approximation error, we classify the 8 x 8 blocks into the following three categories: uniform, smooth and non-smooth blocks. To compress the image, block means, 2D polynomials and discrete cosine transform (DCT) coding are applied to the uniform blocks of variable sizes, smooth and non-smooth blocks of 8 x 8, respectively. A more detailed description of the algorithm is presented below.
Luminance masking based segmentation and class8cation: Using hierarchical segmentation and classification, an original image will be divided into the following five subsets: (i) SI: uniform blocks of 32 x 32 (ii) S,: uniform blocks of 16 x 16 (iii) S,: uniform blocks of 8 x 8 (iv) S,: smooth blocks of 8 x 8 (v) S,: non-smooth blocks of 8 x 8
A block with a variation in grey level can be viewed as a uniform background with a superimposed signal. If the amplitude of the signal is lower than the detection threshold of the HVS, the block can be considered to be uniform. Due to the amplitude nonlinearity of the HVS, the threshold depends on the background and the features of the signal. According to the features of the HVS, the brighter the background, the higher the luminance threshold (luminance masking [l] ). Based on this idea, we discuss a luminance masking based segmentation criterion.
According to Weber's law [2], the luminance threshold AI is given by AI = 0.021, where I denotes the background luminance.
Further research has indicated that the luminance threshold increases more slowly than is predicted by Weber's law [3] . Some more accurate contrast sensitivity functions (CSFs) have been presented in [3, 41. According to [4] , the luminance threshold can be expressed as where I, is the detection threshold when I = 0 and a is a constant of -0 . 0 . 7 .
Taking account of the features of the HVS, for a block B,' of n x n in an imagef(x, y), we propose the following metric to measure uniformity, based on eqn. 1.
AI = lo .max{l, ( I / I o ) " }
( 1) where m, is the mean of Bk and w(B,J is the weight determined using eqn. 1:
If d(Bk) < TI, where TI is a threshold, Bk is considered to be uniform (SI or S,) . Experiments have demonstrated that using t h s criterion leads to better performance than is achieved by using block variance as the criterion.
