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Abstrat
In this paper, a Gaifman-Shapiro-style module arhiteture is tailored to the ase of smod-
els programs under the stable model semantis. The omposition of smodels program
modules is suitably limited by module onditions whih ensure the ompatibility of the
module system with stable models. Hene the semantis of an entire smodels program
depends diretly on stable models assigned to its modules. This result is formalized as
a module theorem whih truly strengthens Lifshitz and Turner's splitting-set theorem
(1994) for the lass of smodels programs. To streamline generalizations in the future, the
module theorem is rst proved for normal programs and then extended to over smod-
els programs using a translation from the latter lass of programs to the former lass.
Moreover, the respetive notion of module-level equivalene, namely modular equivalene,
is shown to be a proper ongruene relation: it is preserved under substitutions of modules
that are modularly equivalent. Priniples for program deomposition are also addressed.
The strongly onneted omponents of the respetive dependeny graph an be exploited
in order to extrat a module struture when there is no expliit a priori knowledge about
the modules of a program. The paper inludes a pratial demonstration of tools that have
been developed for automated (de)omposition of smodels programs.
KEYWORDS: answer set programming, module system, ompositional semantis, stable
model semantis, modular equivalene
1 Introdution
Answer set programming (ASP) (Niemelä 1999; Marek and Truszzy«ski 1999; Gelfond and Leone 2002;
Baral 2003) is an approah to delarative rule-based onstraint programming that
has been suessively used in many knowledge representation and reasoning tasks
(Soininen et al. 2001; Nogueira et al. 2001; Erdem et al. 2006; Brooks et al. 2007).
In ASP, the problem at hand is solved delaratively
∗ This is an extended version of two onferene papers (Oikarinen and Janhunen 2006;
Oikarinen 2007) presented at ECAI'06 and LPNMR'07, respetively.
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1. by writing down a logi program the answer sets of whih orrespond to the
solutions of the problem and
2. by omputing the answer sets of the program using a speial purpose searh
engine that has been designed for this task.
A modelling philosophy of this kind suggests to treat programs as integral entities.
The answer set semantisoriginally dened for entire programs only (Gelfond and Lifshitz 1988;
Gelfond and Lifshitz 1990)reets also this fat. Suh indivisibility of programs
is reating an inreasing problem as program instanes tend to grow along the
demands of new appliation areas of ASP. It is to be expeted that prospetive
appliation areas suh as semanti web, bioinformatis, and logial ryptanalysis
will provide us with huge program instanes to reate, to solve, and to maintain.
Modern programming languages provide means to exploit modularity in a num-
ber of ways to govern the omplexity of programs and their development proess.
Indeed, the use of program modules or objets of some kind an be viewed as an em-
bodiment of the lassial divide-and-onquer priniple in the art of programming.
The benets of modular program development are numerous. A software system is
muh easier to design as a set of interating omponents rather than a monolithi
system with unlear internal struture. A modular design lends itself better for im-
plementation as programming tasks are then easier to delegate amongst the team
of programmers. It also enables the re-use of ode organized as module libraries,
for instane. To ahieve similar advantages in ASP, one of the entral goals of our
researh is to foster modularity in the ontext of ASP.
Although modularity has been studied extensively in the ontext of onven-
tional logi programs, see Bugliesi et al. (1994) for a survey, relatively little at-
tention has been paid to modularity in ASP. Many of the approahes proposed
so far are based on very strit syntati onditions on the module hierarhy, for
instane, by enforing stratiation of some kind, or by prohibiting reursion alto-
gether (Eiter et al. 1997; Tari et al. 2005; Eiter et al. 1997). On the other hand, ap-
proahes based on splitting-sets (Lifshitz and Turner 1994; Eiter et al. 1997; Faber et al. 2005)
are satisfatory from the point of view of ompositional semantis : the answer sets
of an entire program are obtained as spei ombinations of the answer sets of its
omponents. A limitation of splitting-sets is that they divide logi programs in two
parts, the top and the bottom, whih is rather restritive and oneptually very lose
to stratiation. On the other hand, the ompositionality of answer set semantis
is negleted altogether in syntati approahes (Ianni et al. 2004; Tari et al. 2005)
and this aspet of models remains ompletely at the programmer's responsibility.
To address the deienies desribed above, we aommodate a module arhi-
teture proposed by Gaifman-Shapiro (1989) to answer set programming, and in
partiular, in the ontext of the smodels system (Simons et al. 2002).
1
There are
two main riteria for the design. First of all, it is essential to establish the full om-
positionality of answer set semantis with respet to the module system. This is to
1
Also other systems suh as lasp (Gebser et al. 2007) and models (Lierler 2005) that are
ompatible with the internal le format of the smodels system are impliitly overed.
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ensure that various reasoning taskssuh as the veriation of program equivalene
(Janhunen and Oikarinen 2007)an be modularized. Seond, for the sake of exi-
bility of knowledge representation, any restritions on the module hierarhy should
be avoided as far as possible. We pursue these goals aording to the following plan.
In Setion 2, we take a loser look at modularity in the ontext of logi program-
ming. In order to enable omparisons later on, we also desribe related approahes in
the area of ASP in more detail. The tehnial preliminaries of the paper begin with a
reapitulation of stable model semantis (Gelfond and Lifshitz 1988) in Setion 3.
However, stable models, or answer sets, are reformulated for a lass of programs
that orresponds to the input language of the smodels solver (Simons et al. 2002).
The denition of splitting-sets is inluded to enable a detailed omparison with
our results. Moreover, we introdue the onepts of program ompletion and loop
formulas to be exploited in proofs later on, and review some notions of equivalene
that have been proposed in the literature.
In Setion 4, we present a module arhiteture for smodels programs, in whih
the interation between modules takes plae through a learly dened input/output
interfae. The design superially resembles that of Gaifman and Shapiro (1989)
but in order to ahieve the full ompositionality of stable models, further ondi-
tions on program omposition are inorporated. This is formalized as the main
result of the paper, namely the module theorem, whih goes beyond the splitting-
set theorem (Lifshitz and Turner 1994) as negative reursion is tolerated by our
denitions. The proof is rst presented for normal programs and then extended
for smodels programs using a translation-based sheme. The sheme is based on
three distinguished properties of translations, strong faithfulness, preservation of
ompositions, and modularity, that are suient to lift the module theorem. In this
way, we get prepared for even further syntati extensions of the module theorem
in the future. The respetive notion of module-level equivalene, that is, modular
equivalene, is proved to be a proper ongruene for program omposition. In other
words, substitutions of modularly equivalent modules preserve modular equivalene.
This way modular equivalene an be viewed as a reasonable ompromise between
uniform equivalene (Eiter and Fink 2003) whih is not a ongruene for program
union, and strong equivalene (Lifshitz et al. 2001) whih is a ongruene for pro-
gram union but allows only rather straightforward semantis-preserving transfor-
mations of (sets of) rules.
In Setion 5, we address priniples for the deomposition of smodels programs.
It turns out that strongly onneted omponents of dependeny graphs an be
exploited in order to extrat a module struture when there is no expliit a priori
knowledge about the modules of a program. In addition, we onsider the possibility
of relaxing our restritions on program omposition using the ontent of the module
theorem as a riterion. The result is that the notion of modular equivalene remains
unhanged but the omputational ost of heking legal ompositions of modules
beomes essentially higher. In Setion 6, we demonstrate how the module system
an be exploited in pratise in the ontext of the smodels system. We present
tools that have been developed for (de)omposition of logi programs and ondut a
pratial experiment whih illustrates the performane of the tools when proessing
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very large benhmark instanes, that is, smodels programs having up to millions
of rules. The onluding remarks of this paper are presented in Setion 7.
2 Modularity aspets of logi programming
Bugliesi et al. (1994) address several properties that are expeted from a modular
logi programming language. For instane, a modular language should
• allow abstration, parameterization, and information hiding,
• ease program development and maintenane of large programs,
• allow re-usability,
• have a non-trivial notion of program equivalene to justify replaement of
program omponents, and
• maintain the delarativity of logi programming.
Two mainstream programming disiplines are identied. In programming-in-the-
large approahes programs are omposed with algebrai operators, see for instane
(O'Keefe 1985; Manarella and Pedreshi 1988; Gaifman and Shapiro 1989; Brogi et al. 1994).
In programming-in-the-small approahes abstration mehanisms are used, see for
instane (Miller 1989; Giordano and Martelli 1994).
The programming-in-the-large approahes have their roots in the framework pro-
posed by O'Keefe (1985) where logi programs are seen as elements of an algebra
and the operators for omposing programs are seen as operators in that algebra. The
fundamental idea is that a logi program should be understood as a part of a sys-
tem of programs. Program omposition is a powerful tool for struturing programs
without any need to extend the underlying language of Horn lauses. Several al-
gebrai operations suh as union, deletion, overriding union and losure have been
onsidered. This approah supports naturally the re-use of the piees of programs
in dierent omposite programs, and when ombined with an adequate equivalene
relation also the replaement of equivalent omponents. This approah is highly
exible, as new omposition mehanisms an be obtained by introduing a orre-
sponding operator in the algebra or ombining existing ones. Enapsulation and
information hiding an be obtained by introduing suitable interfaes for ompo-
nents.
The programming-in-the-small approahes originate from (Miller 1989). In this
approah the omposition of modules is modelled in terms of logial onnetives
of a language that is dened as an extension of Horn lause logi. The approah
in (Giordano and Martelli 1994) employs the same strutural properties, but sug-
gests a more rened way of modelling visibility rules than the one in (Miller 1989).
It is essential that a semantial haraterization of a modular language is suh
that the meaning of omposite programs an be dened in terms of the meaning of
its omponents (Maher 1993). To be able to identify when it is safe to substitute
a module with another without aeting the global behavior it is ruial to have
a notion of semantial equivalene. More formally these desired properties an be de-
sribed under the terms of ompositionality and full abstration (Gaifman and Shapiro 1989;
Meyer 1988).
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Two programs are observationally ongruent, if and only if they exhibit the same
observational behavior in every ontext they an be plaed in. A semantis is ompo-
sitional if semantial equality implies observational ongruene, and fully abstrat
if semantial equivalene oinides with observational ongruene. The omposi-
tionality and full abstration properties for dierent notions of semantial equiv-
alene (subsumption equivalene, logial equivalene, and minimal Herbrand model
equivalene) and dierent operators in an algebra (union, losure, overriding union)
are onsidered in (Bugliesi et al. 1994). It is worth noting that minimal Herbrand
model equivalene oinides with the weak equivalene relation for positive logi
programs. As to be dened in Setion 3.3, two logi programs are weakly equiv-
alent if and only if they have exatly the same answer sets. As the equivalene
based on minimal Herbrand model semantis is not ompositional with respet to
program union (Bugliesi et al. 1994), we note that it is not a suitable omposition
operator for our purposes unless further onstraints are introdued.
2.1 Modularity in answer set programming
There are a number of approahes within answer set programming involving mod-
ularity in some sense, but only a few of them really desribe a exible module
arhiteture with a learly dened interfae for module interation.
Eiter, Gottlob, and Veith (1997) address modularity in ASP in the programming-
in-the-small sense. They view program modules as generalized quantiers as intro-
dued in (Mostowski 1957). The denitions of quantiers are allowed to nest, that
is, program P an refer to another module Q by using it as a generalized quantier.
The main program is learly distinguished from subprograms, and it is possible to
nest alls to submodules if the so-alled all graph is hierarhial, that is, ayli.
Nesting, however, inreases the omputational omplexity depending on the depth
of nesting.
Ianni et al. (2004) propose another programming-in-the-small approah to ASP
based on templates. The semantis of programs ontaining template atoms is de-
termined by an explosion algorithm, whih basially replaes the template with
a standard logi program. However, the explosion algorithm is not guaranteed to
terminate if template denitions are used reursively.
Tari et al. (2005) extend the language of normal logi programs by introduing
the onept of import rules for their ASP program modules. There are three types
of import rules whih are used to import a set of tuples X for a prediate q from
another module. An ASP module is dened as a quadruple of a module name, a
set of parameters, a olletion of normal rules and a olletion of import rules.
Semantis is only dened for modular programs with ayli dependeny graph,
and answer sets of a module are dened with respet to the modular ASP program
ontaining it. Also, it is required that import rules referring to the same module
always have the same form.
Programming-in-the-large approahes in ASP are mostly based on Lifshitz and
Turner's splitting-set theorem (Lifshitz and Turner 1994) or are variants of it. The
lass of logi programs onsidered in (Lifshitz and Turner 1994) is that of extended
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disjuntive logi programs, that is, disjuntive logi programs with two kinds of
negation. A omponent struture indued by a splitting sequene, that is, iterated
splittings of a program, allows a bottom-up omputation of answer sets. The restri-
tion implied by this onstrution is that the dependeny graph of the omponent
hain needs to be ayli.
Eiter, Gottlob, and Mannila (1997) onsider disjuntive logi programs as a query
language for relational databases. A query program pi is instantiated with respet
to an input database D onned by an input shema R. The semantis of pi de-
termines, for example, the answer sets of pi[D] whih are projeted with respet
to an output shema S. Their module arhiteture is based on both positive and
negative dependenies and no reursion between modules is tolerated. These on-
straints enable a straightforward generalization of the splitting-set theorem for the
arhiteture.
Faber et al. (2005) apply the magi set method in the evaluation of Datalog
programs with negation, that is, eetively normal logi programs. This involves
the onept of an independent set S of a program P whih is a speialization of
a splitting set. Due to a lose relationship with splitting sets, the exibility of
independent sets for pareling programs is limited in the same way.
The approah based on lp-funtions (Gelfond and Gabaldon 1999; Baral 2003) is
another programming-in-the-large approah. An lp-funtion has an interfae based
on input and output signatures. Several operations, for instane inremental exten-
sion, interpolation, input opening, and input extension, are introdued for ompos-
ing and rening lp-funtions. The omposition of lp-funtions, however, only allows
inremental extension, and thus similarly to the splitting-set theorem there an be
no reursion between lp-funtions.
3 Preliminaries: smodels programs
To keep the presentation of our module arhiteture ompatible with an atual
implementation, we over the input language of the smodels systemexluding
optimization statements. In this setion we introdue the syntax and semantis for
smodels programs, and, in addition, point out a number of useful properties of
logi programs under stable model semantis. We end this setion with a review of
equivalene relations that have been proposed for logi programs.
3.1 Syntax and semantis
Basi onstraint rules (Simons et al. 2002) are either weight rules of the form
a← w ≤ {b1 = wb1 , . . . ,bn = wbn ,∼c1 = wc1 , . . . ,∼cm = wcm} (1)
or hoie rules of the form
{a1, . . . ,ah} ← b1, . . . ,bn,∼c1, . . . ,∼cm (2)
where a, ai's, bj 's, and ck's are atoms, h > 0, n ≥ 0, m ≥ 0, and ∼ denotes negation
as failure or default negation. In addition, a weight rule (1) involves a weight limit
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w ∈ N and the respetive weights wbj ∈ N and wck ∈ N assoiated with eah positive
literal bj and negative literal ∼ck. We use a shorthand ∼A = {∼a | a ∈ A} for any
set of atoms A. Eah basi onstraint rule r onsists of two parts: a or {a1, . . . , ah} is
the head of the rule, denoted by Head(r), whereas the rest is alled its body. The set
of atoms appearing in a body of a rule an be further divided into the set of positive
body atoms, dened as Body+(r) = {b1, . . . , bn}, and the set of negative body atoms,
dened as Body−(r) = {c1, . . . , cm}. We denote by Body(r) = Body
+(r)∪Body−(r)
the set of atoms appearing in the body of a rule r. Roughly speaking, the body
gives the onditions on whih the head of the rule must be satised. For example,
in ase of a hoie rule (2), this means that any head atom ai an be inferred to
be true if b1, . . . ,bn hold true by some other rules but none of the atoms c1, . . . ,cm.
Weight rules of the form (1) over many other kinds of rules of interest as their
speial ases:
a← l ≤ {b1, . . . ,bn,∼c1, . . . ,∼cm} (3)
a← b1, . . . ,bn,∼c1, . . . ,∼cm (4)
← b1, . . . ,bn,∼c1, . . . ,∼cm (5)
compute {b1, . . . ,bn,∼c1, . . . ,∼cm} (6)
Cardinality rules of the form (3) are essentially weight rules (1) where w = l and
all weights assoiated with literals equal to 1. A normal rule, or alternatively a
basi rule (4) is a speial ase of a ardinality rule (3) with l = n + m. The in-
tuitive meaning of an integrity onstraint (5) is that the onditions given in the
body are never simultaneously satised. The same an be stated in terms of a basi
rule f ← b1, . . . ,bn,∼c1, . . . ,∼cm,∼f where f is a new atom dediated to integrity
onstraints. Finally, ompute statements (6) of the smodels system eetively or-
respond to sets of integrity onstraints ← ∼b1, . . . ,← ∼bn and ← c1, . . . ,← cm.
Beause the order of literals in (1) and (2) is onsidered irrelevant, we introdue
shorthands A = {a1, . . . , ah}, B = {b1, . . . , bn}, and C = {c1, . . . , cm} for the sets
of atoms involved in rules, and WB = {wb1 , . . . , wbn} and WC = {wc1 , . . . , wcm}
for the respetive sets of weights in (1). Using these notations (1) and (2) are
abbreviated by a← w ≤ {B =WB ,∼C =WC}2 and {A} ← B,∼C.
In the smodels system, the internal representation of programs is based on rules
of the forms (1)(4) and (6) and one may onlude that basi onstraint rules, as
introdued above, provide a reasonable overage of smodels programs. Thus we
onentrate on rules of the forms (1) and (2) and view others as syntati sugar in
the sequel.
Denition 3.1 An smodels program P is a nite set of basi onstraint rules.
An smodels program onsisting only of basi rules is alled a normal logi pro-
gram (NLP), and a basi rule with an empty body is alled a fat. Given an smodels
2
Stritly speaking B = WB and ∼C = WC are to be understood as sets of pairs of the form
(b, wb) and (∼c, wc), respetively. For onveniene the exat mathing between literals and
weights is left impliit in the shorthand.
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program P , we write At(P ) for its signature, that is, the set of atoms ourring in P ,
and Body(P ) and Head(P ) for the respetive subsets of At(P ) having body our-
renes and head ourrenes in the rules of P . Furthermore, Choices(P ) ⊆ Head(P )
denotes the set of atoms having a head ourrene in a hoie rule of P .
Given a program P , an interpretation M of P is a subset of At(P ) dening whih
atoms a ∈ At(P ) are true (a ∈M) and whih are false (a 6∈M). A weight rule (1)
is satised in M if and only if a ∈M whenever the sum of weights∑
b∈B∩M
wb +
∑
c∈C\M
wc
is at least w. A hoie rule {A} ← B,∼C is always satised inM . An interpretation
M ⊆ At(P ) is a (lassial) model of P , denoted byM |= P , if and only ifM satises
all the rules in P .
The generalization of the Gelfond-Lifshitz redut (Gelfond and Lifshitz 1988)
for smodels programs is dened as follows.
Denition 3.2 For an smodels program P and an interpretation M ⊆ At(P ),
the redut PM ontains
1. a rule a ← B if and only if there is a hoie rule {A} ← B,∼C in P suh that
a ∈ A ∩M , and M ∩ C = ∅;
2. a rule a ← w′ ≤ {B =WB} if and only if there is a weight rule a ← w ≤
{B =WB,∼C =WC} in P suh that w′ = max(0, w −
∑
c∈C\M wc).
We say that an smodels program P is positive if eah rule in P is a weight rule
restrited to the ase C = ∅. Realling that the basi rules are just a speial ase
of weight rules, we note that the redut PM is always positive. An interpretation
M ⊆ At(P ) is the least model of a positive smodels program P , denoted by LM(P ),
if and only if M |= P and there is no M ′ |= P suh that M ′ ⊂ M . Given the
least model semantis for positive programs (Janhunen and Oikarinen 2007), the
stable model semantis (Gelfond and Lifshitz 1988) straightforwardly generalizes
for smodels programs (Simons et al. 2002).
Denition 3.3 An interpretation M ⊆ At(P ) is a stable model of an smodels
program P if and only if M = LM(PM ).
Given an smodels program P and a, b ∈ At(P ), we say that a depends diretly
on b, denoted by b ≤1 a, if and only if P ontains a rule r suh that a ∈ Head(r)
and b ∈ Body+(r). The positive dependeny graph of P , denoted by Dep+(P ), is
the graph 〈At(P ),≤1〉. The reexive and transitive losure of ≤1 gives rise to the
dependeny relation ≤ over At(P ). A strongly onneted omponent (SCC) S of
Dep+(P ) is a maximal set S ⊆ At(P ) suh that b ≤ a holds for every a, b ∈ S.
3.2 Splitting sets and loop formulas
In this setion we onsider only the lass of normal logi programs. We formu-
late the splitting-set theorem (Lifshitz and Turner 1994) in the ase of normal
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logi programs
3
, and give an alternative denition of stable models based on the
lassial models of the ompletion of a program (Clark 1978) and its loop formu-
las (Lin and Zhao 2004). The splitting-set theorem an be used to simplify the
omputation of stable models by splitting a program into parts, and it is also a
useful tool for struturing mathematial proofs for properties of logi programs.
Denition 3.4 A splitting set for a normal logi program P is any set U ⊆ At(P )
suh that for every rule r in P it holds that At(r) ⊆ U if Head(r) ∈ U .
The set of rules r ∈ P suh that At(r) ⊆ U is the bottom of P relative to U ,
denoted by bU (P ). The set tU (P ) = P \ bU (P ) is the top of P relative to U whih
an be partially evaluated with respet to an interpretation X ⊆ U . The result is
a program e(tU (P ), X) dened as
{Head(r)← (Body+(r) \ U),∼(Body−(r) \ U) | r ∈ tU (P ),
Body+(r) ∩ U ⊆ X and (Body−(r) ∩ U) ∩X = ∅}.
A solution to a program with respet to a splitting set is a pair onsisting of a stable
model X for the bottom and a stable model Y for the top partially evaluated with
respet to X .
Denition 3.5 Given a splitting set U for a normal logi program P , a solution
to P with respet to U is a pair 〈X,Y 〉 suh that
(i) X ⊆ U is a stable model of bU (P ), and
(ii) Y ⊆ At(P ) \ U is a stable model of e(tU (P ), X).
Solutions and stable models relate as follows.
Theorem 3.6 (The splitting-set theorem (Lifshitz and Turner 1994))
Let U be a splitting set for a normal logi program P and M ⊆ At(P ) an interpre-
tation. Then M ∈ SM(P ) if and only if the pair 〈M ∩ U,M \ U〉 is a solution to P
with respet to U .
The splitting-set theorem an also be used in an iterative manner, if there is a
monotone sequene of splitting sets {U1, . . . , Ui, . . .}, that is, Ui ⊂ Uj if i < j,
for program P . This is alled a splitting sequene and it indues a omponent
struture for P . The splitting-set theorem generalizes to a splitting sequene theo-
rem (Lifshitz and Turner 1994), and given a splitting sequene, the stable models
of a program P an be omputed iteratively bottom-up.
Lin and Zhao present an alternative denition of stable models for normal logi
programs based on the lassial models of the ompletion of a program (Clark 1978)
and its loop formulas (Lin and Zhao 2004). We will apply this denition later on in
the proof of the module theorem (Theorem 4.14).
3
Lifshitz and Turner (1994) onsider a more general lass of logi programs, extended disjuntive
logi programs, that is, disjuntive logi programs with two kinds of negation.
10 E. Oikarinen and T. Janhunen
Denition 3.7 (Program ompletion (Clark 1978; Fages 1994)) The om-
pletion of a normal logi program P is
Comp(P ) =
∧
a∈At(P )
(
a↔
∨
Head(r)=a
( ∧
b∈Body+(r)
b ∧
∧
c∈Body−(r)
¬c
))
. (7)
Note that an empty body redues to true and in that ase the respetive equivalene
for an atom a is logially equivalent to a↔ ⊤.
Denition 3.8 Given a normal logi program P , a set of atoms L ⊆ At(P ) is a
loop of P if for every a, b ∈ L there is a path of non-zero length from a to b in
Dep+(P ) suh that all verties in the path are in L.
Denition 3.9 Given a normal logi program P and a loop L ⊆ At(P ) of P , the
loop formula assoiated with L is
LF(L, P ) = ¬
( ∨
r∈EB(L,P )
( ∧
b∈Body+(r)
b ∧
∧
c∈Body−(r)
¬c
))
→
∧
a∈L
¬a
where EB(L, P ) = {r ∈ P | Head(r) ∈ L and Body+(r) ∩ L = ∅} is the set of rules
in P whih have external bodies of L.
Now, stable models of a program and lassial models of its ompletion that
satisfy the loop formulas relate as follows.
Theorem 3.10 ((Lin and Zhao 2004)) Given a normal logi program P and an
interpretation M ⊆ At(P ), M ∈ SM(P ) if and only if M |= Comp(P ) ∪ LF(P ),
where LF(P ) is the set of all loop formulas assoiated with the loops of P .
3.3 Equivalene relations for smodels programs
There are several notions of equivalene that have been proposed for logi programs.
We review a number of them in the ontext of smodels programs.
Lifshitz et al. (2001) address the notions of weak/ordinary equivalene and strong
equivalene.
Denition 3.11 smodels programs P and Q are weakly equivalent, denoted by
P ≡ Q, if and only if SM(P ) = SM(Q); and strongly equivalent, denoted by P ≡s Q,
if and only if P ∪R ≡ Q ∪R for any smodels program R.
The program R in the above denition an be understood as an arbitrary ontext
in whih the two programs being ompared ould be plaed. Therefore strongly
equivalent logi programs are semantis preserving substitutes of eah other and
relation ≡s is a ongruene relation for ∪ among smodels programs, that is, if
P ≡s Q, then also P ∪ R ≡s Q ∪ R for all smodels programs R. Using R = ∅
as ontext, one sees that P ≡s Q implies P ≡ Q. The onverse does not hold in
general.
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A way to weaken strong equivalene is to restrit possible ontexts to sets of
fats. The notion of uniform equivalene has its roots in the database ommunity
(Sagiv 1987), see (Eiter and Fink 2003) for the ase of the stable model semantis.
Denition 3.12 smodels programs P and Q are uniformly equivalent, denoted
by P ≡u Q, if and only if P ∪ F ≡ Q ∪ F for any set of fats F .
Example 3.13 shows that uniform equivalene is not a ongruene for union.
Example 3.13 ((Eiter et al. 2004, Example 1)) Consider programs P = {a.}
and Q = {a ← ∼b. a ← b.}. It holds that P ≡u Q, but P ∪ R 6≡ Q ∪ R for the
ontext R = {b← a.}. This implies P 6≡s Q and P ∪R 6≡u Q ∪R. 
There are also relativized variants of strong and uniform equivalene (Woltran 2004)
whih allow the ontext to be onstrained using a set of atoms A.
For weak equivalene of programs P and Q to hold, SM(P ) and SM(Q) have
to be idential subsets of 2
At(P )
and 2
At(Q)
, respetively. The same eet an be
seen with P ≡s Q and P ≡u Q. This makes these relations less useful if At(P )
and At(Q) dier by some (loal) atoms not trivially false in all stable models. The
visible equivalene relation (Janhunen 2006) takes the interfaes of programs into
aount. The atoms in At(P ) are partitioned into two parts, Atv(P ) and Ath(P ),
whih determine the visible and the hidden parts of At(P ), respetively. Visible
atoms form an interfae for interation between programs, and hidden atoms are
loal to eah program and thus negligible when visible equivalene of programs is
onerned.
Denition 3.14 smodels programs P and Q are visibly equivalent, denoted by
P ≡v Q, if and only if Atv(P ) = Atv(Q) and there is a bijetion f : SM(P ) →
SM(Q) suh that for all M ∈ SM(P ), M ∩ Atv(P ) = f(M) ∩ Atv(Q).
Note that the number of stable models is also preserved under ≡v. Suh a strit
orrespondene of models is muh ditated by the answer set programming method-
ology: the stable models of a program usually orrespond to the solutions of the
problem being solved and thus the exat preservation of models is highly signi-
ant. In the fully visible ase, that is, for Ath(P ) = Ath(Q) = ∅, the relation ≡v
beomes very lose to ≡. The only dierene is the requirement that At(P ) = At(Q)
insisted on ≡v. This is of little importane as At(P ) an always be extended by
adding (tautologial) rules of the form a ← a to P without aeting the stable
models of the program. Sine weak equivalene is not a ongruene for ∪, visible
equivalene annot be a ongruene for program union either.
The veriation of weak, strong, or uniform equivalene is a coNP-omplete dei-
sion problem for smodels programs (Marek and Truszzy«ski 1991; Peare et al. 2001;
Eiter and Fink 2003). The omputational omplexity of deiding ≡v is analyzed
in (Janhunen and Oikarinen 2007). If the use of hidden atoms is not limited in any
way, the problem of verifying visible equivalene beomes at least as hard as the
ounting problem #SAT whih is #P-omplete (Valiant 1979). It is possible, how-
ever, to govern the omputational omplexity by limiting the use of hidden atoms
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by the property of having enough visible atoms (Janhunen and Oikarinen 2007). In-
tuitively, if P has enough visible atoms, the EVA property for short, then eah inter-
pretation of Atv(P ) uniquely determines an interpretation of Ath(P ). Consequently,
the stable models of P an be distinguished on the basis of their visible parts. Al-
though verifying the EVA property an be hard in general (Janhunen and Oikarinen 2007,
Proposition 4.14), there are syntati sublasses of smodels programs with the
EVA property. The use of visible atoms remains unlimited and thus the full expres-
siveness of smodels programs remains at programmer's disposal. Also note that
the EVA property an always be ahieved by delaring suiently many atoms
visible. For smodels programs with the EVA property, the veriation of visible
equivalene is a oNP-omplete deision problem (Janhunen and Oikarinen 2007).
Eiter et al. (2005) introdue a very general framework based on equivalene frames
to apture various kinds of equivalene relations. All the equivalene relations de-
ned in this setion an be dened using the framework. Visible equivalene, how-
ever, is exeptional in the sense that it does not t into equivalene frames based
on projeted answer sets. As a onsequene, the number of answer sets may not be
preserved whih is somewhat unsatisfatory beause of the general nature of answer
set programming as disussed in the previous setion. Under the EVA assumption,
however, the projetive variant of visible equivalene dened by
{M ∩ Atv(P ) |M ∈ SM(P )} = {N ∩ Atv(Q) | N ∈ SM(Q)}
oinides with visible equivalene.
Reently Woltran presented another general framework haraterizing 〈H,B〉-
equivalene (Woltran 2007). 〈H,B〉-equivalene is dened similarly to strong equiv-
alene, but the set of possible ontexts is restrited by limiting the head and body
ourrenes of atoms in a ontext program R by H and B, respetively. Thus, pro-
grams P and Q are 〈H,B〉-equivalent if and only if P ∪ R ≡ Q ∪ R for all R suh
that Head(R) ⊆ H and Body(R) ⊆ B. Several notions of equivalene suh as weak
equivalene together with (relativized) strong and (relativized) uniform equivalene
an be seen as speial ases of 〈H,B〉-equivalene by varying the sets H and B.
4 smodels program modules
We start this setion by introduing the syntax and the stable model semantis
for an individual smodels program module, and then formalize the onditions for
module omposition. One of the main results is the module theorem showing that
module omposition is suitably restrited so that ompositionality of stable model
semantis for smodels programs is ahieved. We also introdue an equivalene re-
lation for modules, and propose a general translation-based sheme for introduing
syntatial extensions for the module theorem. The sheme is then utilized in the
proof of the module theorem. We end this setion with a brief omparison between
our module arhiteture and other similar proposals.
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4.1 Syntax and semantis of an smodels program module
We dene a logi program module similarly to Gaifman and Shapiro (1989), but
onsider the ase of smodels programs instead of positive normal logi programs
overed in (Gaifman and Shapiro 1989). An analogous module system in the on-
text of disjuntive logi programs is presented in (Janhunen et al. 2007).
Denition 4.1 An smodels program module P is a quadruple 〈R, I,O,H〉 where
1. R is a nite set of basi onstraint rules;
2. I, O, and H are pairwise disjoint sets of input, output, and hidden atoms;
3. At(R) ⊆ At(P) whih is dened by At(P) = I ∪O ∪H; and
4. Head(R) ∩ I = ∅.
The atoms in Atv(P) = I ∪ O are onsidered to be visible and hene aessible
to other modules onjoined with P; either to produe input for P or to utilize the
output of P. We use notations Ati(P) and Ato(P) for referring to the input signature
I and the output signature O, respetively. The hidden atoms in Ath(P) = H =
At(P) \ Atv(P) are used to formalize some auxiliary onepts of P whih may not
be sensible for other modules but may save spae substantially. The use of hidden
atoms may yield exponential savings in spae, see (Janhunen and Oikarinen 2007,
Example 4.5), for instane. The ondition Head(R) ∩ I = ∅ ensures that a module
may not interfere with its own input by dening input atoms of I in terms of its
rules. Thus input atoms are only allowed to appear as onditions in rule bodies.
Example 4.2 Consider the Hamiltonian yle problem for direted graphs, that is,
whether there is a yle in the graph suh that eah node is visited exatly one
returning to the starting node.
Let n denote the number of nodes in the graph and let arc(x, y) denote that there
is a direted edge from node x to node y in the graph.
Module Hn = 〈R, I,O, {c, d}〉 selets the edges to be taken into a yle by insisting
that eah node must have exatly one inoming and exatly one outgoing edge. The
input signature of Hn is a graph represented as a set of edges: I = {arc(x, y) |
1 ≤ x, y ≤ n}. The output signature of Hn represents whih edges get seleted into
a andidate for a Hamiltonian yle: O = {hc(x, y) | 1 ≤ x, y ≤ n}. The set R
ontains rules
{hc(x, y)} ← arc(x, y) (8)
c ← 2 ≤ {hc(x, 1), . . . , hc(x, n)} (9)
c ← ∼hc(x, 1), . . . ,∼hc(x, n) (10)
c ← 2 ≤ {hc(1, x), . . . , hc(n, x)} and (11)
c ← ∼hc(1, x), . . . ,∼hc(n, x) (12)
for eah 1 ≤ x, y ≤ n; and a rule d ← ∼d, c whih enfores c to be false in every
stable model. The rules in (8) enode the seletion of edges taken in the yle. The
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rules in (9) and (10) are used to guarantee that eah node has exatly one outgo-
ing edge, and the rules in (11) and (12) give the respetive ondition onerning
inoming edges.
We also need to hek that eah node is reahable from the rst node along the
edges in the yle. For this, we introdue module Rn = 〈R′, I ′, O′, {e}〉. The input
signature of Rn is I ′ = O, and the output signature is O′ = {reached(x) | 1 ≤ x ≤
n}, where reached(x) tells that node x is reahable from the rst node. The set R′
ontains rules
reached(y) ← hc(1, y)
reached(y) ← reached(x), hc(x, y)
e ← ∼e,∼reached(y)
for eah 2 ≤ x ≤ n and 1 ≤ y ≤ n. 
To generalize the stable model semantis to over modules as well, we must
expliate the semantial role of input atoms. To this end, we will follow an ap-
proah
4
from (Janhunen et al. 2007) and take input atoms into aount in the
denition of the redut adopted from (Janhunen and Oikarinen 2007). It should
be stressed that all negative literals and literals involving input atoms get evalu-
ated in the redution. Moreover, our denitions beome equivalent with those pro-
posed for normal programs (Gelfond and Lifshitz 1988) and smodels programs
(Janhunen and Oikarinen 2007) if an empty input signature I = ∅ is additionally
assumed. Using the same idea, a onventional smodels program, that is, a set of
basi onstraint rules R, an be viewed as a module 〈R, ∅,At(R), ∅〉 without any
input atoms and all atoms visible.
Denition 4.3 Given a module P = 〈R, I,O,H〉, the redut of R with respet to
an interpretation M ⊆ At(P) and input signature I, denoted by RM,I , ontains
1. a rule a← (B \ I) if and only if there is a hoie rule {A} ← B,∼C in R suh that
a ∈ A ∩M , B ∩ I ⊆M , and M ∩ C = ∅; and
2. a rule a ← w′ ≤ {B \ I =WB\I} if and only if there is a weight rule a ← w ≤
{B =WB,∼C =WC} in R, and
w′ = max(0, w −
∑
b∈B∩I∩M
wb −
∑
c∈C\M
wc).
As all ourrenes of atoms in the input signature and all negative ourrenes of
atoms are evaluated, the generalized redut RM,I is a positive program in the sense
of (Janhunen and Oikarinen 2007) and thus it has a unique least model LM(RM,I) ⊆
At(R) \ I.
4
There are alternative ways to handle input atoms. One possibility is to ombine a module
with a set of fats (or a database) over its input signature (Oikarinen and Janhunen 2006;
Oikarinen 2007). Yet another approah is to interpret input atoms as xed atoms in the sense
of parallel irumsription (Lifshitz 1985).
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Denition 4.4 An interpretation M ⊆ At(P) is a stable model of an smodels
program module P = 〈R, I,O,H〉, denoted by M ∈ SM(P), if and only if M \ I =
LM(RM,I).
If one is interested in omputing stable models of a module with respet to a
ertain input interpretation, it is easier to use an alternative denition of stable
semantis for modules (Oikarinen and Janhunen 2006), where an atual input is
seen as a set of fats (or a database) to be ombined with the module.
Denition 4.5 Given an smodels program module P = 〈R, I,O,H〉 and a set of
atoms A ⊆ I, the instantiation of P with an atual input A is
P(A) = 〈R ∪ {a. | a ∈ A}, ∅, I ∪O,H〉.
The module P(A) is essentially an smodels program with I∪O as the set of visible
atoms. Thus the stable model semantis of smodels programs in Denition 3.3
diretly generalizes for an instantiated module.
Denition 4.6 An interpretation M ⊆ At(P) is a stable model of an smodels
program module P = 〈R, I,O,H〉 if and only if M = LM(RM ∪ {a. | a ∈M ∩ I}).
It is worth emphasizing that Denitions 4.4 and 4.6 result in exatly the same
semantis for smodels program modules.
Example 4.7 Reall module Hn from Example 4.2. We onsider the stable models
of Hn for n = 2 to see that the rules in Hn do not alone guarantee that eah
node is reahable along the edges taken in the yle andidate. Consider M =
{arc(1, 1), arc(2, 2), hc(1, 1), hc(2, 2)}. The redut RM,I ontains fats hc(1, 1) and
hc(2, 2); and rules c ← 2 ≤ {hc(1, 1), hc(1, 2)}, c ← 2 ≤ {hc(2, 1), hc(2, 2)},
c ← 2 ≤ {hc(1, 1), hc(2, 1)}, and c ← 2 ≤ {hc(1, 2), hc(2, 2)}; and nally the rule
d← c. Now M ∈ SM(Hn) sine M = LM(RM,I). However, M does not orrespond
to a graph with a Hamiltonian yle, as node 2 is not reahable from node 1. 
4.2 Composing programs from modules
The stable model semantis (Gelfond and Lifshitz 1988) does not lend itself di-
retly for program omposition. The problem is that in general, stable models asso-
iated with modules do not determine stable models assigned to their omposition.
Gaifman and Shapiro (1989) over positive normal programs under logial on-
sequenes. For their purposes, it is suient to assume that whenever two mod-
ules P1 and P2 are put together, their output signatures have to be disjoint and
they have to respet eah other's hidden atoms, that is, Ath(P1) ∩ At(P2) = ∅ and
Ath(P2) ∩At(P1) = ∅.
Denition 4.8 Given smodels program modules P1 = 〈R1, I1, O1, H1〉 and P2 =
〈R2, I2, O2, H2〉, their omposition is
P1 ⊕ P2 = 〈R1 ∪R2, (I1 \O2) ∪ (I2 \O1), O1 ∪O2, H1 ∪H2〉
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if Ato(P1) ∩Ato(P2) = ∅ and P1 and P2 respet eah other's hidden atoms.
The following example shows that the onditions given for ⊕ are not enough to
guarantee ompositionality in the ase of stable models and further restritions on
program omposition beome neessary.
Example 4.9 Consider normal logi program modules P1 = 〈{a← b.}, {b}, {a}, ∅〉
and P2 = 〈{b← a.}, {a}, {b}, ∅〉 both of whih have stable models ∅ and {a, b} by
symmetry. The omposition of P1 and P2 is P1⊕P2 = 〈{a← b. b← a.}, ∅, {a, b}, ∅〉
and SM(P1 ⊕ P2) = {∅}, that is, {a, b} is not a stable model of P1 ⊕ P2. 
We dene the positive dependeny graph of an smodels program module P =
〈R, I,O,H〉 as Dep+(P) = Dep+(R). Given that P1 ⊕ P2 is dened, we say that P1
and P2 are mutually dependent if and only if Dep
+(P1 ⊕ P2) has an SCC S suh
that S ∩Ato(P1) 6= ∅ and S ∩ Ato(P2) 6= ∅, that is, S is shared by P1 and P2.
Denition 4.10 The join P1 ⊔ P2 of two smodels program modules P1 and P2 is
P1 ⊕ P2, provided P1 ⊕ P2 is dened and P1 and P2 are not mutually dependent.
Example 4.11 Consider modules Hn and Rn from Example 4.2. Sine Hn and
Rn respet eah other's hidden atoms and are not mutually dependent, their join
Hn ⊔ Rn = 〈R ∪R′, I, O ∪O′, {c, d, e}〉 is dened. 
The onditions in Denition 4.10 impose no restritions on positive dependenies
inside modules or on negative dependenies in general. It is straightforward to show
that ⊔ has the following properties:
(i) Identity: P ⊔ 〈∅, ∅, ∅, ∅〉 = 〈∅, ∅, ∅, ∅〉 ⊔ P = P for all modules P.
(ii) Commutativity: P1⊔P2 = P2⊔P1 for all modules P1 and P2 suh that P1⊔P2
is dened.
(iii) Assoiativity: (P1 ⊔ P2) ⊔ P3 = P1 ⊔ (P2 ⊔ P3) for all modules P1,P2 and P3
suh that all pairwise joins are dened.
The equality = used above denotes syntatial equality. Also note that P ⊔ P is
usually undened, whih is a dierene with respet to ∪ for whih it holds that
P ∪P = P for all programs P . Furthermore, onsidering the join P1⊔P2, sine eah
atom is dened in exatly one module, the sets of rules in P1 and P2 are distint,
that is, R1 ∩ R2 = ∅, and also, At(P1 ⊔ P2) = At(P1) ∪ At(P2), Atv(P1 ⊔ P2) =
Atv(P1) ∪ Atv(P2), and Ath(P1 ⊔ P2) = Ath(P1) ∪ Ath(P2).
Having the semantis of an individual smodels program module now dened, we
may haraterize the properties of the semantis under program omposition using
the notion of ompatibility.
Denition 4.12 Given smodels program modules P1 and P2 suh that P1⊕P2 is
dened, we say that interpretations M1 ⊆ At(P1) and M2 ⊆ At(P2) are ompatible
if and only if M1 ∩Atv(P2) =M2 ∩ Atv(P1).
We use natural join ⋊⋉ to ombine ompatible interpretations.
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Denition 4.13 Given smodels program modules P1 and P2 and sets of inter-
pretations A1 ⊆ 2At(P1) and A2 ⊆ 2At(P2), the natural join of A1 and A2, denoted
by A1 ⋊⋉ A2, is
{M1 ∪M2 |M1 ∈ A1,M2 ∈ A2 suh that M1 and M2 are ompatible}.
The stable model semantis is ompositional for ⊔, that is, if a program (module)
onsists of several submodules, its stable models are loally stable for the respe-
tive submodules; and on the other hand, loal stability implies global stability for
ompatible stable models of the submodules.
Theorem 4.14 (Module theorem (Oikarinen 2007)) If P1 and P2 are smod-
els program modules suh that P1 ⊔ P2 is dened, then
SM(P1 ⊔ P2) = SM(P1) ⋊⋉ SM(P2).
Instead of proving Theorem 4.14 diretly from srath we will propose a general
translation-based sheme for introduing syntatial extensions for the module the-
orem. For this we need to dene a onept of modular equivalene rst, and thus
the proof of Theorem 4.14 is deferred until Setion 4.4.
It is worth noting that lassial propositional theories have an analogous property
obtained by substituting ∪ for ⊔ and replaing stable models by lassial models
in Theorem 4.14, that is, for any smodels programs P1 and P2, CM(P1 ∪ P2) =
CM(P1) ⋊⋉ CM(P2), where CM(P ) = {M ⊆ At(P ) |M |= P}.
Example 4.15 Reall modules Hn and Rn in Example 4.2. In Example 4.7 we
showed that M = {arc(1, 1), arc(2, 2), hc(1, 1), hc(2, 2)} is a stable model of H2. Now
module R2 has six stable models, but none of them is ompatible with M . Thus by
Theorem 4.14 there is no stable model N for H2 ⊔ R2 suh that N ∩ At(H2) =M .
The join Hn⊔Rn an be used to nd any graph of n nodes whih has a Hamiltonian
yle. For instane H2 ⊔R2 has four stable models:
{arc(1, 2), arc(2, 1), hc(1, 2), hc(2, 1), reached(1), reached(2)}
{arc(1, 1), arc(1, 2), arc(2, 1), hc(1, 2), hc(2, 1), reached(1), reached(2)}
{arc(1, 2), arc(2, 1), arc(2, 2), hc(1, 2), hc(2, 1), reached(1), reached(2)}
{arc(1, 1), arc(1, 2), arc(2, 1), arc(2, 2), hc(1, 2), hc(2, 1), reached(1), reached(2)}.
These models represent the four possible graphs of two nodes having a Hamiltonian
yle. 
Theorem 4.14 straightforwardly generalizes for modules onsisting of several sub-
modules. Consider a olletion of smodels program modules P1, . . . ,Pn suh that
the join P1⊔· · ·⊔Pn is dened (reall that ⊔ is assoiative). We say that a olletion
of interpretations {M1, . . . ,Mn} for modules P1, . . . ,Pn, respetively, is ompatible,
if and only if Mi and Mj are pairwise ompatible for all 1 ≤ i, j ≤ n. The natural
join generalizes for a olletion of modules as
A1 ⋊⋉ · · · ⋊⋉ An = {M1 ∪ · · · ∪Mn |Mi ∈ Ai and {M1, . . . ,Mn} is ompatible},
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where A1 ⊆ 2At(P1), . . . , An ⊆ 2At(Pn).
Corollary 4.16 For a olletion of smodels program modules P1, . . . ,Pn suh
that the join P1 ⊔ · · · ⊔ Pn is dened, it holds that
SM(P1 ⊔ · · · ⊔ Pn) = SM(P1) ⋊⋉ · · · ⋊⋉ SM(Pn).
Although Corollary 4.16 enables the omputation of stable models on a module-by-
module basis, it leaves us the task of exluding mutually inompatible ombinations
of stable models. It should be noted that applying the module theorem in a naive
way by rst omputing stable models for eah submodule and nding then the
ompatible pairs afterwards, might not be preferable.
Example 4.17 Consider smodels program modules
P1 = 〈{a← ∼b.}, {b}, {a}, ∅〉,
P2 = 〈{b← ∼c.}, {c}, {b}, ∅〉, and
P3 = 〈{c← ∼a.}, {a}, {c}, ∅〉,
and their join P = P1 ⊔ P2 ⊔ P3 = 〈{a← ∼b. b← ∼c. c← ∼a.}, ∅, {a, b, c}, ∅〉. We
have SM(P1) = {{a}, {b}}, SM(P2) = {{b}, {c}}, and SM(P3) = {{a}, {c}}. To
apply Corollary 4.16 for nding SM(P), a naive approah is to ompute all stable
models of all the modules and try to nd a ompatible triple of stable models M1,
M2, and M3 for P1, P2, and P3, respetively.
• Now {a} ∈ SM(P1) and {c} ∈ SM(P2) are ompatible, sine {a} ∩ Atv(P2) = ∅ =
{c} ∩Atv(P1). However, {a} ∈ SM(P3) is not ompatible with {c} ∈ SM(P2), sine
{c} ∩Atv(P3) = {c} 6= ∅ = {a} ∩Atv(P2). On the other hand, {c} ∈ SM(P3) is not
ompatible with {a} ∈ SM(P1), sine {a} ∩Atv(P3) = {a} 6= ∅ = {c} ∩ Atv(P1).
• Also {b} ∈ SM(P1) and {b} ∈ SM(P2) are ompatible, but {b} ∈ SM(P1) is inom-
patible with {a} ∈ SM(P3). Nor is {b} ∈ SM(P2) ompatible with {c} ∈ SM(P3).
Thus there are no M1 ∈ SM(P1), M2 ∈ SM(P2), and M3 ∈ SM(P3) suh that
{M1,M2,M3} is ompatible, whih is natural as SM(P) = ∅. 
It is not neessary to test all ombinations of stable models to see whether we
have a ompatible triple. Instead, we use the alternative denition of stable models
(Denition 4.6) based on instantiating the module with respet to an input inter-
pretation, and apply the module theorem similarly to the splitting-set theorem. One
should notie that the set of rules in P presented in Example 4.17 has no non-trivial
splitting sets, and thus the splitting-set theorem is not appliable (in a non-trivial
way) in this ase.
Example 4.18 Consider smodels program modules P1, P2, and P3 from Example
4.17. Now, P1 has two stable models M1 = {a} and M2 = {b}.
• The set M1 ∩ Ati(P3) = {a} = A1 an be seen as an input interpretation for
P3. Module P3 instantiated with A1 has one stable model: SM(P3(A1)) = {{a}}.
Furthermore, we an use A2 = {a} ∩ Ati(P2) = ∅ to instantiate P2: SM(P2(A2)) =
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{{b}}. However, {b} is not ompatible with M1, and thus there is no way to nd a
ompatible olletion of stable models for the modules starting from M1.
• We instantiate P3 with M2 ∩ Ati(P3) = ∅ = A3 and get SM(P3(A3)) = {{c}}.
Continuing with {c} ∩ Ati(P2) = {c} = A4, we get SM(P2(A4)) = {{c}}. Again,
we notie that {c} is not ompatible with M2, and thus it is not possible to nd a
ompatible triple of stable models starting from M2 either.
Thus we an onlude SM(P) = ∅. 
4.3 Equivalene relations for modules
The notion of visible equivalene (Janhunen 2006) was introdued in order to neglet
hidden atoms when logi programs or other theories of interest are ompared on the
basis of their models. The ompositionality property from Theorem 4.14 enables
us to bring the same idea to the level of program modulesgiving rise to modular
equivalene of logi programs. Visible and modular equivalene are formulated for
smodels program modules as follows.
Denition 4.19 For two smodels program modules P and Q,
• P ≡v Q if and only if Atv(P) = Atv(Q) and there is a bijetion f : SM(P)→ SM(Q)
suh that for all M ∈ SM(P),
M ∩ Atv(P) = f(M) ∩ Atv(Q); and
• P ≡m Q if and only if Ati(P) = Ati(Q) and P ≡v Q.
We note that the ondition Atv(P) = Atv(Q) insisted on the denition of ≡v,
implies Ato(P) = Ato(Q) in the presene of Ati(P) = Ati(Q) as required by the
relation ≡m. Moreover, these relations oinide for ompletely speied smodels
programs, that is modules P with Ati(P) = ∅.
Modular equivalene lends itself for program substitutions in analogy to strong
equivalene (Lifshitz et al. 2001), that is, the relation ≡m is a proper ongruene
for the join operator ⊔.
Theorem 4.20 (Congruene) Let P,Q and R be smodels program modules suh
that P ⊔ R and Q ⊔ R are dened. If P ≡m Q, then P ⊔ R ≡m Q ⊔ R.
The proof of Theorem 4.20 is given in Appendix A. The following examples illus-
trate the use of modular equivalene in pratie.
Example 4.21 Reall programs P = {a.} and Q = {a ← ∼b. a ← b.} from
Example 3.13. We an dene modules based on them: P = 〈P, {b}, {a}, ∅〉 and Q =
〈Q, {b}, {a}, ∅〉. Now it is impossible to dene a module R based on R = {b ← a.}
in a way that Q ⊔ R would be dened. Moreover, it holds that P ≡m Q. 
Example 4.22 Module HR
n = 〈R′′, I ′′, O′′, {f}〉 is based on an alternative enod-
ing for Hamiltonian yle problem given in (Simons et al. 2002). In ontrast to the
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enoding desribed in Example 4.2, this enoding does not allow us to separate the
seletion of the edges to the yle and the heking of reahed verties into separate
modules as their denitions are mutually dependent. The input signature of HR
n
is the same as for Hn, that is, I ′′ = I = {arc(x, y) | 1 ≤ x, y ≤ n}. The output
signature of HR
n
is the output signature of Hn ⊔ Rn, that is,
O′′ = O ∪O′ = {hc(x, y) | 1 ≤ x, y ≤ n} ∪ {reached(x) | 1 ≤ x ≤ n}.
The set R′′ ontains rules
{hc(1, x)} ← arc(1, x)
{hc(x, y)} ← reached(x), arc(x, y)
reached(y) ← hc(x, y)
f ← ∼f,∼reached(x)
f ← ∼f, hc(x, y), hc(x, z) and (13)
f ← ∼f, hc(x, y), hc(z, y) (14)
for eah 1 ≤ x, y, z ≤ n suh that y 6= z in (13) and x 6= z in (14).
Now, one may notie that HRn and Hn⊔Rn have the same input/output interfae,
and SM(HRn) = SM(Hn ⊔ Rn) whih implies HRn ≡m Hn ⊔Rn. 
As regards the relationship between modular equivalene and previously proposed
notions of equivalene, we note the following. First, if one onsiders the fully visible
ase, that is, the restrition Ath(P) = Ath(Q) = ∅, modular equivalene an be seen
as a speial ase of A-uniform equivalene for A = I. Reall, however, the restrition
that input atoms may not appear in the heads of the rules as imposed by module
struture. With a further restrition Ati(P) = Ati(Q) = ∅, modular equivalene
basially oinides with weak equivalene beause At(P) = At(Q) an always be
satised by extending the interfae of the module. Setting Ati(P) = At(P) would in
priniple give us uniform equivalene, but the additional ondition Head(R)∩I = ∅
leaves room for the empty module only.
In the general ase with hidden atoms, the problem of verifying ≡m for smodels
program modules an be redued to verifying ≡v for smodels programs. This
is ahieved by introduing a speial module GI ontaining a single hoie rule,
whih ats as a ontext generator in analogy to (Woltran 2004). We say that two
modules P and Q are ompatible if they have the same input/output interfae, that
is, Ati(P) = Ati(Q) and Ato(P) = Ato(Q).
Lemma 4.23 Consider ompatible smodels program modules P and Q. Now P ≡m
Q if and only if P ⊔ GI ≡v Q ⊔ GI where I = Ati(P) = Ati(Q) and GI =
〈{{I} ←}, ∅, I, ∅〉 generates all possible input interpretations for P and Q.
Proof
Notie that P ⊔ GI and Q ⊔ GI are smodels program modules with empty input
signatures, and thus they an also be viewed as smodels programs. ( =⇒ ) Assume
P ≡m Q. Sine P ⊔ GI and Q ⊔ GI are dened, P ⊔ GI ≡m Q ⊔ GI by Theorem
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4.20. This implies P ⊔ GI ≡v Q ⊔ GI . ( ⇐= ) Assume P ⊔ GI ≡v Q ⊔ GI , that
is, Atv(P) = Atv(Q) and there is a bijetion f : SM(P ⊔ GI) → SM(Q ⊔ GI) suh
that for eah M ∈ SM(P ⊔ GI), M ∩ Atv(P) = f(M) ∩ Atv(Q). By Theorem 4.14,
SM(P ⊔ GI) = SM(P) ⋊⋉ SM(GI) and SM(Q ⊔ GI) = SM(Q) ⋊⋉ SM(GI). Now,
SM(GI) = 2
I
, and thus SM(P ⊔ GI) = SM(P) and SM(Q ⊔ GI) = SM(Q). This
implies P ≡v Q, and furthermore P ≡m Q sine P and Q are ompatible smodels
program modules.
Due to the lose relationship of ≡v and ≡m, the respetive veriation problems
have the same omputational omplexity. As already observed in (Janhunen and Oikarinen 2007),
the veriation of P ≡v Q involves a ounting problem in general and, in parti-
ular, if Atv(P) = Atv(Q) = ∅. In this speial setting P ≡v Q holds if and only if
|SM(P)| = |SM(Q)|, that is, the numbers of stable models for P and Q oinide.
A redution of omputational time omplexity an be ahieved for modules that
have enough visible atoms, that is, the EVA property. Basially, we say that mod-
ule P = 〈R, I,O,H〉 has enough visible atoms, if and only if R has enough visible
atoms with respet to Atv(P ) = I ∪ O. However, the property of having enough
visible atoms an be elegantly stated using modules. We dene the hidden part of
a module P = 〈R, I,O,H〉 as Ph = 〈Rh, I ∪O,H, ∅〉 where Rh ontains all rules of
R involving atoms of H in their heads. For a hoie rule {A} ← B,∼C ∈ R, we
take the projetion {A ∩H} ← B,∼C in Rh.
Denition 4.24 (The EVA property (Janhunen and Oikarinen 2007))
An smodels program module P = 〈R, I,O,H〉 has enough visible atoms if and
only if the hidden part Ph = 〈Rh, I ∪O,H, ∅〉 has a unique stable model M for eah
interpretation N ⊆ Atv(P) = I ∪O suh that M ∩ (I ∪O) = N .
Verifying the EVA property is coNP-hard and inΠP2 for smodels programs (Janhunen and Oikarinen 2007,
Proposition 4.14), and thus for smodels program modules, too. It is always pos-
sible to enfore the EVA property by unovering suiently many hidden atoms:
a module P for whih Ath(P) = ∅ has learly enough visible atoms beause Ph has
no rules. It is also important to realize that hoie rules involving hidden atoms in
their heads most likely break up the EVA propertyunless additional onstraints
are introdued to exlude multiple models reated by hoies.
Based on the observations we an onlude that verifying the modular equiva-
lene of modules with the EVA property is a coNP-omplete deision problem.
Motivated by the omplexity result and by previous proposals for translating var-
ious equivalene veriation problems into the problem of omputing stable mod-
els (see (Janhunen and Oikarinen 2002; Turner 2003; Woltran 2004) for instane),
we reently introdued a translation-based method for verifying modular equiva-
lene (Oikarinen and Janhunen 2008b). In the following theorem, EQT(·, ·) is the
linear translation funtion mapping two smodels program modules into one smod-
els program module presented in (Oikarinen and Janhunen 2008b, Denition 10).
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Theorem 4.25 ((Oikarinen and Janhunen 2008b, Theorem 4)) Let P and
Q be ompatible smodels program modules with the EVA property, and C any
smodels program module suh that P⊔C and Q⊔C are dened. Then P⊔C ≡m Q⊔C
if and only if SM(EQT(P,Q) ⊔ C) = SM(EQT(Q,P) ⊔C) = ∅.
4.4 Proving the module theorem using a general translation-based
extension sheme
Let us now proeed to the proof of the module theorem. We desribe the overall
strategy in this setion whereas detailed proofs for the theorems are provided in
Appendix A. Instead of proving Theorem 4.14 from srath, we rst show that the
theorem holds for normal logi program modules, and then present a general sheme
that enables us to derive extensions of the module theorem syntatially in terms
of translations.
We start by stating the module theorem for normal logi program modules.
Theorem 4.26 ((Oikarinen and Janhunen 2006)) If P1 and P2 are normal
logi program modules suh that P1 ⊔ P2 is dened, then
SM(P1 ⊔ P2) = SM(P1) ⋊⋉ SM(P2).
Proof for Theorem 4.26 is given in Appendix A.
Next denition states the onditions whih we require a translation funtion to
have in order to ahieve syntatial extensions to the module theorem. Intuitively,
the onditions serve the following purposes: rst, the translation has to be strongly
faithful, that is, it preserves the roles of all atoms in the original module; seond,
it is ⊔-preserving, that is, possible ompositions of modules are not limited by the
translation; and third, the translation is modular.
For onveniene, we dene an operator reveal(P, A) = 〈R, I,O ∪A,H \A〉 for
any program module P = 〈R, I,O,H〉 and for any set of atoms A ⊆ H . The
revealing operator is used to make a set of hidden atoms of a module visible to
other modules.
Denition 4.27 Let C1 and C2 be two lasses of logi program modules suh that
C2 ⊆ C1. A translation funtion Tr : C1 → C2 is strongly faithful, modular and
⊔-preserving, if the following hold for any program modules P,Q ∈ C1:
1. reveal(P,Ath(P)) ≡m reveal(Tr(P),Ath(P));
2. if P ⊔Q is dened, then Tr(P) ⊔ Tr(Q) is dened; and
3. Tr(P) ⊔ Tr(Q) = Tr(P ⊔Q).
Notie that the ondition for strong faithfulness requires Ati(Tr(P)) = Ati(P),
Ato(Tr(P))∪Ath(P) = Ato(P)∪Ath(P), andAth(P) ⊆ Ath(Tr(P)) to hold. Moreover,
strong faithfulness implies faithfulness, that is, P ≡m Tr(P).
Theorem 4.28 Let C1 and C2 be two lasses of logi program modules suh that
C2 ⊆ C1 and there is a translation funtion Tr : C1 → C2 that is strongly faithful,
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⊔-preserving, and modular as given in Denition 4.27. If the module theorem holds
for modules in C2, then it holds for modules in C1.
The proof of Theorem 4.28 is provided in Appendix A.
As regards the translation from smodels program modules to NLP modules, it
sues, for example, to take a natural translation similarly to (Simons et al. 2002).
Note that the translation presented in Denition 4.29 is in the worst ase exponen-
tial with respet to the number of rules in the original module. For a more ompat
translation, see (Ferraris and Lifshitz 2005), for example.
Denition 4.29 Given an smodels program module P = 〈R, I,O,H〉, its trans-
lation into a normal logi program module is TrNLP(P) = 〈R′, I, O,H ∪H ′〉, where
R′ ontains the following rules:
• for eah hoie rule {A} ← B,∼C ∈ R the set of rules
{a← B,∼C,∼a. a← ∼a | a ∈ A};
• for eah weight rule a← w ≤ {B =WB,∼C =WC} ∈ R the set of rules
{a← B′,∼C′ | B′ ⊆ B,C′ ⊆ C and w ≤
∑
b∈B′
wb +
∑
c∈C′
wc},
where eah a is a new atom not appearing in At(P) and H ′ = {a | a ∈ Choices(R)}.
Theorem 4.30 The translation TrNLP from smodels program modules to normal
logi program modules given in Denition 4.29 is strongly faithful, ⊔-preserving,
and modular.
The proof of Theorem 4.30 is given in Appendix A.
The module theorem now diretly follows from Theorems 4.26, 4.28, and 4.30.
Proof of Theorem 4.14
By Theorem 4.26 we know that the module theorem holds for normal logi program
modules. Theorem 4.28 shows that Denition 4.27 gives the onditions under whih
Theorem 4.26 an be diretly generalized for a larger lass of logi programmodules.
By Theorem 4.30 we know that the translation TrNLP from smodels program
modules to NLP modules introdued in Denition 4.29 satises the onditions given
in Denition 4.27, and therefore smodels program modules are overed by the
module theorem.
4.5 Comparison with earlier approahes
Our module system resembles the module system proposed in (Gaifman and Shapiro 1989).
However, to make our system ompatible with the stable model semantis we need
to introdue a further restrition of mutual dependene, that is, we need to deny
positive reursion between modules. Also other propositions involve similar ondi-
tions for module omposition. For example, Brogi et al. (1994) employ visibility
onditions that orrespond to respeting hidden atoms. However, their approah
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overs only positive programs under the least model semantis. Maher (1993) for-
bids all reursion between modules and onsiders Przymusinski's perfet models
(Przymusinski 1988) rather than stable models. Etalle and Gabbrielli (1996) re-
strit the omposition of onstraint logi program (Jaar and Maher 1994) modules
with a ondition that is lose to ours: At(P ) ∩ At(Q) ⊆ Atv(P ) ∩ Atv(Q) but no
distintion between input and output is made, for example, Ato(P ) ∩ Ato(Q) 6= ∅
is allowed aording to their denitions.
Approahes to modularity within ASP typially do not allow any reursion (nega-
tive or positive) between modules (Eiter et al. 1997; Tari et al. 2005; Lifshitz and Turner 1994;
Gelfond and Gabaldon 1999). Theorem 4.14, the module theorem, is stritly stronger
than the splitting-set theorem (Lifshitz and Turner 1994) for normal logi pro-
grams, and the general ase allows us to generalize the splitting-set theorem for
smodels programs. Consider rst the ase of normal logi programs. A splitting of
a program an be used as a basis for a module struture. If U is a splitting set for
a normal logi program P , then we an dene
P = B ⊔ T = 〈bU (P ), ∅, U, ∅〉 ⊔ 〈tU (P ), U,At(P ) \ U, ∅〉.
It follows diretly from Theorems 3.6 and 4.14 that M1 ∈ SM(B) and M2 ∈ SM(T)
are ompatible if and only if 〈M1,M2 \ U〉 is a solution for P with respet to U .
Example 4.31 Consider a normal logi program P = {a← ∼b. b← ∼a. c← a.}.
The set U = {a, b} is a splitting set for P , and therefore the splitting set-theorem
(Theorem 3.6) an be applied: bU (P ) = {a ← ∼b. b ← ∼a.} and tU (P ) = {c ←
a.}. Now M1 = {a} and M2 = {b} are the stable models of bU (P ), and we an
evaluate the top with respet to M1 and M2, resulting in solutions 〈M1, {c}〉 and
〈M2, ∅〉, respetively. On the other hand, P an be seen as join of modules P1 =
〈bU (P ), ∅, U, ∅〉 and P2 = 〈tU (P ), U, {c}, ∅〉. Now, we have SM(P1) = {M1,M2} and
SM(P2) = {∅, {b}, {a, c}, {a, b, c}}. Out of eight possible pairs only 〈M1, {a, c}〉 and
〈M2, {b}〉 are ompatible.
However, it is possible to apply Theorem 4.14 similarly to the splitting-set theo-
rem, that is, we only need to ompute the stable models of P2 ompatible with the
stable models of P1. Notie that when the splitting-set theorem is appliable, the
stable models of P1 fully dene the possible input interpretations for P2. This leaves
us with stable models {a, c} and {b} for the omposition. 
On the other hand, onsider the module P1 = 〈bU (P ), ∅, U, ∅〉 in the above ex-
ample. There are no non-trivial splitting sets for the bottom program bU (P ) =
{a ← ∼b. b ← ∼a.}. However, P1 an be viewed as the join of two NLP mod-
ules Q1 = 〈{a← ∼b.}, {b}, {a}, ∅〉, and Q2 = 〈{b← ∼a.}, {a}, {b}, ∅〉 to whih the
module theorem is appliable.
In the general ase of smodels program modules we an use the module theorem
to generalize the splitting-set theorem for smodels programs. Then the bottom
module ats as an input generator for the top module, and one an simply nd the
stable models for the top module instantiated with the stable models of the bottom
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module. The latter strategy used in Example 4.31 works even if there is negative
reursion between the modules, as already shown in Example 4.18.
The module theorem strengthens an earlier version given in (Janhunen 2006)
to over programs that involve positive body literals, too. The independent sets
proposed by Faber et al. (2005) push negative reursion inside modules whih is
unneessary in view of our results. Their version of the module theorem is also
weaker than Theorem 4.14.
The approah to modularity based on lp-funtions (Gelfond and Gabaldon 1999;
Baral 2003) has features similar to our approah. The omponents presented by
lp-funtions have an input/output interfae and a domain reeting the possible
input interpretations. The funtional speiation requires an lp-funtion to have
a onsistent answer set for any interpretation in its domain. This is something that
is not required in our module system. Lp-funtions are exible in the sense that
there are several operators for rening them. However, the omposition operator
for lp-funtions allows only inremental ompositions, whih again basially reets
the splitting-set theorem.
5 More on program (de)omposition
So far we have established a module arhiteture for the lass smodels programs,
in whih modules interat through an input/output interfae and the stable model
semantis is fully ompatible with the arhiteture. In this setion we investigate
further the ways to understand the internal struture of logi programs by seeing
them as ompositions of logi program modules. First, we use the onditions for
module omposition to introdue a method for deomposing an smodels program
into modules. A more detailed knowledge of the internal struture of a program (or a
module) might reveal ways to improve searh for stable models. Another appliation
an be found in modularization of the translation-based equivalene veriation
method in (Oikarinen and Janhunen 2008b). Seond, we onsider possibilities of
relaxing the onditions for module omposition, that is, whether it is possible to
allow positive reursion between modules in ertain ases.
5.1 Finding a program deomposition
Reall that any smodels program P an be viewed as a module 〈P, ∅,At(P ), ∅〉, and
thus we onsider here a more general ase of nding a module deomposition for an
arbitrary smodels program module P = 〈R, I,O,H〉. The rst step is to exploit the
strongly onneted omponents D1, . . . , Dn of Dep
+(P) and dene submodules Pi
by grouping the rules so that for eah Di all the rules r ∈ R suh that Head(r) ⊆ Di
are put into one submodule.
Now, the question is whether Pi's dened this way would form a valid deomposi-
tion of P into submodules. First notie that input atoms form a speial ase beause
Head(R)∩ I = ∅. Eah a ∈ I ends up in its own strongly onneted omponent and
there are no rules to inlude into a submodule orresponding to strongly onneted
omponent {a}. Thus it is atually unneessary to inlude a submodule based on
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suh a omponent. Obviously, eah weight rule in R goes into exatly one of the
submodules. One should notie that for a hoie rule r ∈ R it an happen that
Head(r) ∩Di 6= ∅ and Head(r) ∩Dj 6= ∅ for i 6= j. This is not a problem, sine it is
always possible to split a hoie rule by projeting the head, that is, by replaing a
hoie rule of the form {A} ← B,∼C with hoie rules {A∩Di} ← B,∼C for eah
SCC Di suh that A ∩Di 6= ∅.
5
Based on the disussion above, we dene the set of rules dening a set of atoms
for an smodels program module.
Denition 5.1 Given an smodels program module P = 〈R, I,O,H〉 and a set of
atoms D ⊆ At(P) \ I, the set of rules dening D, denoted by R[D], ontains the
following rules:
• a hoie rule {A ∩D} ← B,∼C if and only if there is a hoie rule {A} ← B,∼C
in R suh that A ∩D 6= ∅; and
• a weight rule a ← w ≤ {B =WB ,∼C =WC} if and only if there is a weight
rule a← w ≤ {B =WB ,∼C =WC} in R suh that a ∈ D.
We ontinue by dening a submodule of P = 〈R, I,O,H〉 indued by a set of
atoms D ⊆ At(P) \ I. We use Denition 5.1 for the set of rules, and hoose D ∩O
to be the output signature and the rest of the visible atoms appearing in R[D] to
be the input signature.
Denition 5.2 Given an smodels program module P = 〈R, I,O,H〉 and a set of
atoms D ⊆ At(P) \ I, a submodule indued by D is
P[D] = (R[D], (At(R[D]) \D) ∩ (I ∪O), D ∩O,D ∩H).
Let D1, . . . Dm be the strongly onneted omponents of Dep
+(P) suh that Di ∩
I = ∅. Now we an dene Pi = P[Di] for eah 1 ≤ i ≤ m. Sine the strongly
onneted omponents of Dep+(P) are used as a basis, it is guaranteed that there
is no positive reursion between any of the submodules Pi. Also, it is lear that
the output signatures of the submodules are pairwise disjoint. Unfortunately this
onstrution does not yet guarantee that hidden atoms stay loal, and therefore
the omposition P1⊕ · · · ⊕Pm might not be dened beause ertain Pi's might not
respet eah others hidden atoms.
A solution is to ombine Di's in a way that modules will be losed with respet
to dependenies aused by the hidden atoms, that is, if a hidden atom h belongs
to a omponent Di, then also all the atoms in the heads of rules in whih h or ∼h
appears, have to belong to Di, too. This an be ahieved by nding the strongly
onneted omponents, denoted by E1, . . . , Ek, for Dep
h(P, {D1, . . . , Dm}), where
5
Note that in the ase of disjuntive logi programs, splitting a rule into two modules is more
involved, see (Janhunen et al. 2007) for a disussion on a general shifting priniple.
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Deph(P, {D1, . . . , Dm}) has {D1, . . . , Dm} as the set of verties, and
{〈Di, Dj〉, 〈Dj , Di〉 | a ∈ Di, b ∈ Dj , r ∈ R,
b ∈ Head(r) and a ∈ Body(r) ∩Ath(P)}
as the set of edges. Now, we take the sets
Fi =
⋃
D∈Ei
D
for 1 ≤ i ≤ k and use them to indue a module struture for P by dening Pi = P[Fi]
for 1 ≤ i ≤ k.
As there may be atoms in At(P) not appearing in the rules of P, that is, At(P) =
At(R) does not neessarily hold for P = 〈R, I,O,H〉, it is possible that
At(P) \ (At(P1) ∪ · · · ∪ At(Pk)) 6= ∅.
To keep trak of suh atoms in I \At(R) we need an additional module dened as
P0 = 〈∅, I \At(R), ∅, ∅〉.
There is no need for a similar treatment for atoms in (O∪H) \At(R) as eah atom
in O ∪H belongs to some At(Pi) by denition.
Theorem 5.3 shows that we have a valid deomposition of P into submodules.
Theorem 5.3 Consider an smodels program module P, and let D1, . . . Dm be the
SCCs of Dep+(P) suh that Di ∩ I = ∅, and E1, . . . , Ek the strongly onneted
omponents of Deph(P, {D1, . . . , Dm}). Dene P0 = 〈∅, I \At(R), ∅, ∅〉, and Pi =
P[Fi] for Fi =
⋃
D∈Ei
D and 1 ≤ i ≤ k. Then the join of the submodules Pi for
0 ≤ i ≤ k is dened and P ≡m P0 ⊔ · · · ⊔ Pk.
Proof
Based on the onstrution of Fi's and the disussion in this setion it is lear that
P′ = P0 ⊔ · · · ⊔ Pk is dened. It is easy to verify that the sets of input, output, and
hidden atoms of modules P′ and P are exatly the same. The only dierene between
the sets of rules in P and P′ is that some hoie rules in P may have been split into
several rules in P′. This is a syntatial hange not aeting the stable models of
the modules, that is, SM(P) = SM(P′). Notie also that Dep+(P) = Dep+(P′). Thus
it holds that P′ ≡m P.
5.2 Semantial onditions for module omposition
Even though Example 4.9 shows that onditions for ⊕ are not enough to guarantee
that the module theorem holds, there are ases where P⊔Q is not dened and still
it holds that SM(P⊕Q) = SM(P) ⋊⋉ SM(Q).
Example 5.4 Consider modules P = 〈{a← b. a← ∼c.}, {b}, {a, c}, ∅〉 and Q =
〈{b← a.}, {a}, {b}, ∅〉. Now, the omposition
P⊕Q = 〈{a← b. a← ∼c. b← a.}, ∅, {a, b, c}, ∅〉
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is dened as the output sets are disjoint and there are no hidden atoms. Sine
SM(P) = {{a}, {a, b}} and SM(Q) = {∅, {a, b}}, we get SM(P ⊕ Q) = {{a, b}} =
SM(P) ⋊⋉ SM(Q). 
Example 5.4 suggests that the denial of positive reursion between modules an
be relaxed in ertain ases. We dene a semantial haraterization for module
omposition that maintains the ompositionality of the stable model semantis.
Denition 5.5 The semantial join P1⊔P2 of two smodels program modules P1
and P2 is P1⊕P2, provided P1⊕P2 is dened and SM(P1⊕P2) = SM(P1) ⋊⋉ SM(P2).
The module theorem holds by denition for smodels program modules omposed
with ⊔. We an now present an alternative formulation for modular equivalene
taking features from strong equivalene (Lifshitz et al. 2001).
Denition 5.6 smodels program modules P and Q are semantially modularly
equivalent, denoted by P ≡sem Q, if and only if Ati(P) = Ati(Q) and P⊔R ≡v Q⊔R
for all R suh that P⊔R and Q⊔R are dened.
It is straightforward to see that ≡sem is a ongruene for ⊔ and redues to ≡v for
modules with ompletely speied input, that is, modules P suh that Ati(P) = ∅.
Theorem 5.7 P ≡m Q if and only if P ≡sem Q for any smodels program modules
P and Q.
Proof
Assume P ≡sem Q. Now, P ≡m Q is implied by Denition 5.6 with empty ontext
module R = 〈∅, ∅, ∅, ∅〉. Assume then P ≡m Q, that is, there is a bijetion f :
SM(P) → SM(Q) suh that for eah M ∈ SM(P), M ∩ Atv(P) = f(M) ∩ Atv(Q).
Consider arbitrary R suh that P⊔R and Q⊔R are dened. Then SM(P⊔R) =
SM(P) ⋊⋉ SM(R) and SM(Q⊔R) = SM(Q) ⋊⋉ SM(R).
We now dene g : SM(P⊔R)→ SM(Q⊔R) suh that for any M ∈ SM(P⊔R),
g(M) = f(MP ) ∪MR,
where M = MP ∪MR suh that MP ∈ SM(P) and MR ∈ SM(R) are ompatible.
Now, g is a bijetion and M ∩ (Atv(P) ∪ Atv(R)) = g(M) ∩ (Atv(Q) ∪ Atv(R)) for
eah M ∈ SM(P⊔R). Sine R was arbitrary, P ≡sem Q follows.
Theorem 5.7 implies that ≡m is a ongruene for ⊔, too. Thus it is possible to
replae P with modularly equivalent Q in the ontexts allowed by ⊔.
The syntatial restrition denying positive reursion between modules is easy
to hek, sine SCCs an be found in a linear time with respet to the size of the
dependeny graph (Tarjan 1972). To the ontrary, heking whether SM(P1⊕P2) =
SM(P1) ⋊⋉ SM(P2) is a omputationally harder problem.
Theorem 5.8 Given smodels program modules P1 and P2 suh that P1 ⊕ P2 is
dened, deiding whether it holds that SM(P1 ⊕ P2) = SM(P1) ⋊⋉ SM(P2) is a
coNP-omplete deision problem.
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Proof
Let P1 and P2 be smodels program modules suh that P1 ⊕ P2 is dened. We an
show SM(P1⊕P2) 6= SM(P1) ⋊⋉ SM(P2) by hoosingM ⊆ At(P1⊕P2) and heking
that
• M ∈ SM(P1 ⊕ P2) and M ∩ At(P1) 6∈ SM(P1); or
• M ∈ SM(P1 ⊕ P2) and M ∩ At(P2) 6∈ SM(P2); or
• M 6∈ SM(P1 ⊕ P2), M ∩At(P1) ∈ SM(P1), and M ∩At(P2) ∈ SM(P2).
One we have hosen M , these tests an be performed in polynomial time, whih
shows that the problem is in coNP. To establish coNP-hardness we present a
redution from 3SAT. Consider a nite set S = {C1, . . . , Cn} of three-literal lauses
Ci of the form l1 ∨ l2 ∨ l3 where eah li is either an atom a or its lassial negation
¬a. Eah lause Ci is translated into rules ri,j of the form ci ← fj , where 1 ≤ j ≤ 3,
and fj = a if lj = a and fj = ∼a if lj = ¬a. The intuitive reading of ci is that
lause Ci is satised. We dene modules P1 = 〈{e← d.}, {d}, {e}, ∅〉 and
P2 = 〈{ri,j | 1 ≤ i ≤ n, 1 ≤ j ≤ 3} ∪ {d← e, c1, . . . , cn.},
At(S) ∪ {e}, {d}, {c1, . . . , cn}〉.
Now P1 ⊕ P2 is dened, and SM(P1) = {∅, {d, e}}. There is M ∈ SM(P2) that is
ompatible with {d, e} if and only if S ∈ 3SAT. Sine d 6∈ N and e 6∈ N for all
N ∈ SM(P1⊕P2), it follows that S ∈ 3SAT if and only if SM(P1⊕P2) = SM(P1) ⋊⋉
SM(P2).
Theorem 5.8 shows that there is a tradeo for allowing positive reursion between
modules, as more eort is needed to hek that omposition of suh modules does
not ompromise the ompositionality of the stable model semantis.
6 Tools and Pratial Demonstration
The goal of this setion is to demonstrate how the module system introdued in
Setion 4 an be exploited in pratise in the ontext of the smodels system and
other ompatible systems. In this respet, we present tools that have been developed
for the (de)omposition of logi programs that are represented in the internal le
format
6
of the smodels engine. The binaries for both tools are available under
the asptools olletion
7
. Moreover, we ondut and report a pratial experiment
whih illustrates the performane of the tools when proessing substantially large
benhmark instanes, that is, smodels programs having up to millions of rules (see
the asptools web page for examples).
The rst tool, namely modlist, is targeted at program deomposition based
on the strongly onneted omponents of an smodels program given as input.
In view of the objetives of Setion 5.1, there are three optional outomes of the
deomposition, that is, strongly onneted omponents that take into aount
6
The reader is referred to (Janhunen 2007) for a detailed desription and analysis of the format.
7
http://www.ts.hut.fi/Software/asptools/
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1. positive dependenies only,
2. positive dependenies and hidden atoms, and
3. both positive and negative dependenies as well as hidden atoms.
The number of modules reated by modlist dereases in this order. However, our
benhmarks over program instanes that get split in tens of thousands of modules.
To takle the problem of storing suh numbers of modules in separate les we
deided to use le ompression and pakaging tools and, in partiular, the zip
utility available in standard Linux installations. We found zip superior to tar as
it allows random aess to les in an arhive, or a ziple. This feature beomes
valuable when the modules are aessed from the arhive for further proessing.
The tool for program omposition has been named as lpat whih refers to
the onatenation of les ontaining logi programs. A new version of the tool
was implemented for experiments reported below for better performane as well as
usability. The old version (version 1.8) is only able to ombine two modules at a
time whih gives a quadrati nature for a proess of ombining n modules together:
modules are added one-by-one to the omposition. The new version, however, is
able to read in modules from several les and, even more onveniently, a stream
of modules from an individual le. The zip faility provides an option for reating
suh a stream that an then be forwarded for lpat for omposition. This is the
strategy for omposing programs in experiments that are desribed next.
To test the performane of our tools, we piked a set of benhmark instanes
having from tens of thousands up to millions of rulesexpressed in the smodels
format. For eah instane, the rst task is to deompose the instane into modules
using modlist and to reate a ziple ontaining the modules. The type of modules
to be reated is varied aording the three shemes summarized above. The seond
task is to rereate the benhmark instane from a stream of modules extrated from
the respetive ziple. As suggested above, the atual omposition is arried out
using lpat and we also hek that the number of rules mathes with the original
instane. Due to high number of rules, heking the equivalene of the original and
omposed programs (Janhunen and Oikarinen 2007) is unfeasible in many ases. If
all atoms are visible, this an be aomplished syntatially on the basis of sorted
textual representations of the programs involved. To ensure that modlist and
lpat produe orret (de)ompositions of programs, suh a hek was performed
for all ompositions reated for the rst three benhmarks whih involve no hidden
atoms. As regards omputer hardware, we run modlist and lpat on a PC with
a 1.8GHz Intel Core 2 Duo CPU and 2GBs of main memoryoperating under the
Linux 2.6.18 system. In experimental results olleted in Table 1, we report the sum
of user and system times that are measured with the /usr/bin/time ommand.
There are three benhmark types (bt for short) as enumerated in the beginning of
this setion. We refer to them using the respetive abbreviations +, +h, and ±h.
The rst benhmark instane in Table 1, viz. ephp-13, is a formalization (Järvisalo and Oikarinen 2007)
of the lassial pigeon hole priniple for 13 pigeonsextended by redundant rules in
analogy to Tseitin's extended resolution proof system. This program an be deemed
medium-sized within our benhmarks. There are no hidden atoms, no positive re-
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Benhmark na nr bt nm dt (s) t (s)
ephp-13 35 518 90 784 + 35 518 2 110 362
+h 35 518 2 110 362
±h 35 362 2 090 361
mutex3 276 086 2 406 357 + 101 819 22 900 9 570
+h 101 819 23 300 9 640
±h 101 609 24 000 9 580
phi3 7 379 14 274 + 6 217 74,3 3,32
+h 6 217 74,3 3,35
±h 5 686 63,2 2,92
seq4-ss4 6 873 1 197 182 + 3 425 121 60,0
+h 1 403 89,4 31,9
±h 107 20,2 7,58
Legends for abbreviations: na: Number of atoms
nr: Number of rules
nm: Number of modules
bt: Benhmark type
dt: Deomposition time
t: Composition time
Table 1. Summary of benhmark results for module (de)omposition
ursion and little negative reursion in this program instane as indiated by the
number of atoms (35 518) and the respetive numbers of modules (see olumn nm).
Thus we have an example of a very ne-grained deomposition where the denition
8
of eah atom ends up as its own module in the outome. The given timings indi-
ate that modlist and lpat are able to handle 15 and 100 modules per seond,
respetively. The share of le I/O and (de)ompression is substantial in program
deomposition. For instane, the atual splitting of the ephp-13 benhmark (+h)
using modlist takes only 0, 59 seondsthe rest of approximately 2110 seonds is
spent to reate the ziple. To the ontrary, inating the stream of modules from
the ziple is very eient as it takes only 0, 45 seonds in ase of ephp-13. After
that the restoration of the original program instane takes roughly 361 seonds.
The reation and ompression of a joint symbol table for the modules aounts for
the most of the time spent on this operation. It should also be stressed that it is
impratial to store modules in separate les for this program. For instane, a shell
ommand that refers to all modules fails due to exessive number of arguments at
the respetive ommand line.
The next two programs in Table 1, mutex3 and phi3, are related to the distributed
8
The set of rules that mention the atom in question in their head.
32 E. Oikarinen and T. Janhunen
implementability problem of asynhronous automata, and partiular formalizations
of lassialmutual exlusion and dining philosophers problems (Heljanko and tef nesu 2004;
Heljanko and tef nesu 2005). These programs involve no hidden atoms and both
positive and negative interdependenies of atoms our. The extremely high num-
bers of rules (2406357) and modules (101819) are learly reeted in running times
pereived for mutex3. However, the respetive rates of 4 and 10 modules per seond
do not dier too muh from those obtained for ephp-13 given the fat that the
number of rules is about 25 times higher. The data observed for phi3 is analogous
to those obtained for ephp-13 and mutex3 but the respetive modules-per-seond
rates are muh higher: approximately 90 and 2000. This may partly boil down to the
fat phi3 is the smallest program under onsideration and it has also the smallest
number of rules per module ratio.
Our last benhmark program, seq4-ss4, is taken from benhmark sets of (Brain et al. 2006)
where the optimization of mahine ode using ASP tehniques is of interest. The
program in question formalizes the optimization of a partiular sequene of four
SPARC-v7 instrutions. This program instane has the greatest modules as re-
gards the number of rulesthe average number of rules per module varies from
about 350 to 11200 depending on the module type. It has also hidden atoms whih
makes a dierene between modules based on plain SCCs and their ombinations
indued by the dependenies aused by the use of hidden atoms. The respetive
modules-per-seond rates 28, 19, and 5 are all better than 4 obtained for mutex3.
To provide the reader with a better idea of sizes of individual modules, we have
olleted some numbers about their distribution in Table 2. Eah program involves
a substantial number of modules with just one rule eah of whih denes a single
atom of interest. On the other hand, the largest SCCs for ephp-13, mutex3, phi3, and
seq4-ss4 involve 949, 2091912, 2579, and 1071689 rules, respetively. For mutex3,
the biggest module onsists of a denition of an equivalene relation over states
in the veriation domainreating a huge set of positively interdependent atoms.
For ephp-13, the greatest module is a olletion of nogoods whih an be shown
to have no stable models in roughly 99500 seonds using smodels (version 2.32).
However, the remaining rules of ephp-13 make this fat muh faster to prove: only
61 seonds elapse.
A few onluding remarks follow. Inreasing the number of modules in a program
tends to derease the number of modules that an be deomposed per time unit.
This observation suggests that the reation of the ziple has a quadrati avor
although modules themselves an be gured out in linear time (using a variant of
Tarjan's algorithm). Perhaps this an be improved in the future by better integrat-
ing the reation of the ziple into modlist. For now, it reates a shell sript for this
purpose. Handling the biggest program instanes is also subjet to the eets of
memory alloation whih may further slow down omputations. On the other hand,
the ost of inreasing the number of rules in modules seems to be relatively small.
Moreover, it is lear on the basis of data given in Table 1 that the omposition of
programs is faster than deomposition. This would not be the ase if the old version
of lpat were used for omposition. Last, we want to emphasize that modlist and
lpat have been implemented as supplementary tools that are not diretly related
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Benhmark ephp-13 mutex3 phi3 seq-ss4
nr nm
1 14 474 67 749 2 811 2 969
2 7 014 2 757 1 434
34 12 680 41 1 962
58 149 30 798 2
916 618 255 6
1732 582 11
3364 1
65128 134
129512 296
5131 024 1 9
over 1 024 2 1 2
Table 2. Distribution of the sizes of modules (see Table 1 for legends)
to the omputation of stable models. Nevertheless, we intend to exploit these tools
in order to modularize dierent tasks in ASP suh as verifying ordinary/modular
equivalene and program optimization. The existene of suh tools enables modular
program development and the reation of module libraries for smodels programs,
and thus puts forward the use of module arhitetures in the realm of ASP.
7 Conlusions
In this paper, we introdue a simple and intuitive notion of a logi program module
that interats with other modules through a well-dened input/output interfae.
The design has its roots in a module arhiteture proposed for onventional logi
programs (Gaifman and Shapiro 1989), but as regards our ontribution, we tailor
the arhiteture in order to better meet the riteria of ASP. Perhaps the most im-
portant objetive in this respet is to ahieve the ompositionality of stable model
semantis, that is, the semantis of an entire program depends diretly on the
semantis assigned to its modules. To this end, the main result of this paper is for-
malized as the module theorem (Theorem 4.14) whih links program-level stability
with module-level stability. The theorem holds under the assumption that positively
interdependent atoms are always plaed in the same module. The join operation ⊔
dened for program modules eetively formalizes this onstraintwhih we nd
aeptable when it omes to good programming style in ASP.
The module theorem is also a proper generalization of the splitting-set theo-
rem (Lifshitz and Turner 1994) reast for smodels programs. The main dier-
ene is that splitting-sets do not enable any kind of reursion between modules.
Even though the module theorem is proved to demonstrate the feasibility of the
respetive module arhiteture, it is also applied as a tool to simplify mathe-
matial proofs in this paper and reently also in (Oikarinen and Janhunen 2008a;
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Oikarinen and Janhunen 2008b). It also lends itself to extensions for further lasses
of logi programs whih an be brought into eet in terms of strongly faithful, ⊔-
preserving, and modular translations for the removal of new syntax (Theorem 4.28).
Moreover, the module theorem paves the way for the modularization of various rea-
soning tasks, suh as searh for answer sets, query evaluation, and veriation, in
ASP.
The seond main theme of the paper is the notion of modular equivalene whih is
proved to be a proper ongruene relation for program omposition using ⊔ (Theo-
rem 4.20). Thus modular equivalene is preserved under substitutions of modularly
equivalent program modules. Sine uniform equivalene is not a ongruene for
ordinary ∪ but strong equivalene is by denition, modular equivalene an be
viewed as a reasonable ompromise between these two extremes. In addition to the
ongruene property, we present a number of results about modular equivalene.
1. We show that deiding modular equivalene forms a coNP-omplete deision
problem for smodels program modules with the EVA property, that is, those
having enough visible atoms so that their stable models an be distinguished
from eah other on the basis of visible atoms only. In this way, it is possible
to use the smodels solver for the atual veriation task.
2. We onsider the possibility of redening the join operation ⊔ using a se-
mantial ondition that orresponds to the ontent of the module theorem.
The notion of modular equivalene is not aeted, but the ost of verifying
whether a partiular join of modules is dened beomes a coNP-omplete
deision problem. This is in ontrast with the linear time hek for positive
reursion (Tarjan's algorithm for strongly onneted omponents) but it may
favorably extend the overage of modular equivalene in ertain appliations.
3. Finally, we also analyze the problem of deomposing an smodels program
into modules when there is no a priori knowledge about the struture of the
program. The strongly onneted omponents of the program provide the
starting point in this respet, but the usage of hidden atoms may enfore a
higher degree of amalgamation when the modules of a program are extrated.
The theoretial results presented in the paper have emerged in lose onnetion
with the development of tools for ASP. The pratial demonstration in Setion
6 illustrates the basi failities that are required to deal with objet level modules
within the smodels system.
9
The linker, namely lpat, enables the omposition of
ground programs in the smodels format. Using this tool, for instane, it is possible
to add a query to a program afterwards without grounding the program again. On
the other hand, individual modules of a program an be aessed from the ziple
reated by the module extrator modlist. This is highly pratial sine we intend
to pursue tehniques for module-level optimization in the future.
9
Likewise, soure level modules ould be inorporated to the front-end of the system (lparse).
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Appendix A Proofs
Proof of Theorem 4.20
Let P and Q be modules suh that P ≡m Q. Let R be an arbitrary module suh
that P ⊔ R and Q ⊔ R are dened. From Atv(P) = Atv(Q) and Ati(P) = Ati(Q) it
follows that Atv(P ⊔R) = Atv(Q ⊔ R) and Ati(P ⊔R) = Ati(Q ⊔ R).
Consider any model M ∈ SM(P ⊔ R). By Theorem 4.14, SM(P ⊔ R) = SM(P) ⋊⋉
SM(R), that is, MP =M ∩ At(P) ∈ SM(P) and MR = M ∩ At(R) ∈ SM(R). Sine
P ≡m Q, there is a bijetion f : SM(P) → SM(Q) suh that MP ∈ SM(P) ⇐⇒
f(MP ) ∈ SM(Q), and
MP ∩ Atv(P) = f(MP ) ∩ Atv(Q). (A1)
Denote MQ = f(MP ). Clearly, MP and MR are ompatible. Sine (A1) holds,
also MQ and MR are ompatible. Applying Theorem 4.14 we get MQ ∪ MR ∈
SM(Q ⊔ R) = SM(Q) ⋊⋉ SM(R).
Now, dene a funtion g : SM(P ⊔ R)→ SM(Q ⊔ R) as
g(M) = f(M ∩At(P)) ∪ (M ∩ At(R)).
Clearly, g maps the set of visible atoms in M to itself, that is,
M ∩ (Atv(P ⊔ R)) = g(M) ∩ (Atv(Q ⊔ R)).
Funtion g is a bijetion, sine
• g is an injetion: M 6= N implies g(M) 6= g(N) for all M,N ∈ SM(P ⊔ R), sine
f(M ∩At(P)) 6= f(N ∩ At(P)) or M ∩ At(R) 6= N ∩ At(R).
• g is a surjetion: for any M ∈ SM(Q ⊔ R), N = f−1(M ∩ At(Q)) ∪ (M ∩ At(R)) ∈
SM(P ⊔ R) and g(N) =M , sine f is a surjetion.
The inverse funtion g−1 : SM(Q ⊔ R) → SM(P ⊔ R) an be dened as g−1(N) =
f−1(N ∩ At(Q)) ∪ (N ∩ At(R)). Thus P ⊔ R ≡m Q ⊔ R.
Proof of Theorem 4.26
We present an alternative proof to the one given in (Oikarinen and Janhunen 2006).
We use the haraterization of stable models based on the programs ompletion and
loop formulas presented in Theorem 3.10.
First, we need to generalize the onepts of ompletion and loop formulas for
NLP modules. Given a normal logi program module P = 〈R, I,O,H〉, we dene
Comp(P) =
∧
a∈O∪H
(
a↔
∨
Head(r)=a
( ∧
b∈Body+(r)
b ∧
∧
c∈Body−(r)
¬c
))
, (A2)
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that is, we take the ompletion in the normal way for the set of rules R with the
exeption that we take into aount that input atoms do not have any dening
rules. As regards loop formulas, we dene LF(P) = LF(R), sine no atom in the
input signature an appear in any of the loops.
Consider an arbitrary NLP module P = 〈R, I,O,H〉. Dene a set of rules, that is,
a onventional normal logi program, R′ = R∪GI , where GI = {a← ∼a¯. a¯← ∼a |
a ∈ I} and all atoms a¯ are new atoms not appearing in At(P). Now, M ∈ SM(P) if
and only ifN =M∪{a¯ | a ∈ I\M} ∈ SM(R′). On the other hand, by Theorem 3.10,
N ∈ SM(R′) if and only if N |= Comp(R′) ∪ LF(R′). Considering the ompletion,
sine Head(R)∩ I = ∅, and atoms a¯ are new, it holds that Comp(R′) = Comp(P)∪
Comp(GI). As regards loop formulas, we notie that Dep
+(R′) is Dep+(R) together
with verties for atoms {a¯ | a ∈ I}, whih have no edges in Dep+(R′). Therefore,
LF(R′) = LF(R) = LF(P).
Thus N |= Comp(R′)∪LF(R′) if and only if N |= Comp(P)∪Comp(GI)∪LF(P).
Furthermore, based on the relationship between M and N , it holds that N |=
Comp(P)∪Comp(GI)∪LF(P) if and only ifM |= Comp(P)∪LF(P). Thus Theorem
3.10 generalizes diretly for NLP modules: given a normal logi program module
P and an interpretation M ⊆ At(P), it holds that M ∈ SM(P) if and only if
M |= Comp(P) ∪ LF(P).
Now, sine the join operation does not allow positive reursion between two
modules, and (Ato(P1) ∪ Ath(P1)) ∩ (Ato(P2) ∪ Ath(P2)) = ∅, it holds that
Comp(P1 ⊔ P2) = Comp(P1) ∪ Comp(P2), and (A3)
LF(P1 ⊔ P2) = LF(P1) ∪ LF(P2). (A4)
Furthermore, the satisfation relation is ompositional for ∪, that is,M |= P ∪Q
if and only if M ∩ At(P ) |= P and M ∩ At(Q) |= Q for any propositional theories
P and Q. Thus
M ∈ SM(P1 ⊔ P2) ⇐⇒ M |= Comp(P1 ⊔ P2) ∪ LF(P1 ⊔ P2)
⇐⇒ M |= Comp(P1) ∪Comp(P2) ∪ LF(P1) ∪ LF(P2)
⇐⇒ M ∩ At(P1) |= Comp(P1) ∪ LF(P1) and
M ∩ At(P2) |= Comp(P2) ∪ LF(P2)
⇐⇒ M ∩ At(P1) ∈ SM(P1) and M ∩ At(P2) ∈ SM(P2).
It follows that SM(P1 ⊔ P2) = SM(P1) ⋊⋉ SM(P2).
Proof of Theorem 4.28
Let C1 and C2 be two lasses of logi program modules suh that C2 ⊆ C1, and the
module theorem holds for modules in C2. Consider a translation funtion Tr : C1 →
C2 suh that Conditions 13 from Denition 4.27 are satised. Let P1,P2 ∈ C1 be
modules suh that P1⊔P2 is dened. Then Condition 2 implies that Tr(P1),Tr(P2) ∈
C2 are modules suh that Tr(P1)⊔Tr(P2) is dened. Sine the module theorem holds
for modules in C2, SM(Tr(P1) ⊔ Tr(P2)) = SM(Tr(P1)) ⋊⋉ SM(Tr(P2)). Moreover,
Condition 3 implies that SM(Tr(P1 ⊔ P2)) = SM(Tr(P1) ⊔ Tr(P2)).
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Condition 1 implies there is a bijetion
g : SM(P1 ⊔ P2)→ SM(Tr(P1 ⊔ P2))
suh that for any M ∈ SM(P1 ⊔ P2) we have M = g(M)∩At(P1 ⊔ P2). Notie that
strong faithfulness requires that the projetions ofM and g(M) have to be idential
over whole At(P1 ⊔ P2) not just over Atv(P1 ⊔ P2). Similarly there are bijetions
g1 : SM(P1)→ SM(Tr(P1)) and
g2 : SM(P2)→ SM(Tr(P2))
suh that for any Mi ∈ SM(Pi) (i = 1, 2) it holds that Mi = gi(Mi) ∩ At(Pi).
Consider arbitrary M ⊆ At(P1 ⊔ P2), and its projetions M1 = M ∩ At(P1) and
M2 =M ∩ At(P2). Now, M1 and M2 are ompatible, and M =M1 ∪M2.
Assume that M ∈ SM(P1 ⊔ P2). Sine the module theorem holds for C2, we have
g(M) ∈ SM(Tr(P1 ⊔ P2)) = SM(Tr(P1) ⊔ Tr(P2)) = SM(Tr(P1)) ⋊⋉ SM(Tr(P2)),
that is,
N1 = g(M) ∩ At(Tr(P1)) ∈ SM(Tr(P1)),
N2 = g(M) ∩ At(Tr(P2)) ∈ SM(Tr(P2)), and
N1 and N2 are ompatible projetions of g(M). Moreover,M = g(M)∩At(P1⊔P2)
and Mi = Ni ∩ At(Pi) for i = 1, 2. Using the inverse funtions of g1 and g2 we get
M1 = g
−1
1 (N1) ∈ SM(P1) and M2 = g
−1
2 (N2) ∈ SM(P2).
For the other diretion, assume that M1 ∈ SM(P1) and M2 ∈ SM(P2). Then
N1 = g1(M1) ∈ SM(Tr(P1)) and N2 = g2(M2) ∈ SM(Tr(P2)). Sine
N1 ∩ Atv(Tr(P2)) = M1 ∩Atv(P2),
N2 ∩ Atv(Tr(P1)) = M2 ∩Atv(P1), and
M1 andM2 are ompatible, alsoN1 and N2 are ompatible. By applying the module
theorem for C2, we get N = N1 ∪ N2 ∈ SM(Tr(P1) ⊔ Tr(P2)) = SM(Tr(P1 ⊔ P2)).
Furthermore, N ∩ At(P1 ⊔ P2) =M1 ∪M2 =M , and using the inverse of g we get
M = g−1(N) ∈ SM(P1 ⊔ P2).
Thus we have shown SM(P1 ⊔ P2) = SM(P1) ⋊⋉ SM(P2).
Proof of Theorem 4.30
Consider smodels program modules P1 and P2. It is straightforward to see that
TrNLP is ⊔-preserving, that is, if P1⊔P2 is dened, then also TrNLP(P1)⊔TrNLP(P2)
is dened. The key observation is that for every edge in the dependeny graph
Dep+(TrNLP(P1) ⊔ TrNLP(P2)) there is also an edge in Dep
+(P1 ⊔ P2).10 Sine P1
and P2 are mutually independent, also TrNLP(P1) and TrNLP(P2) are mutually
independent. Furthermore, if P1 ⊔ P2 is dened, then TrNLP(P1) and TrNLP(P2)
respet eah other's hidden atoms. This is beause new atoms are introdued only
10
It might be the ase that Dep+(P1 ⊔P2) ontains some edges that are not in Dep
+(TrNLP(P1)⊔
TrNLP(P2)). This happens when there is a weight rule the body of whih an never be satised.
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for Choices(P1) ⊆ Ato(P1) ∪ Ath(P1) and Choices(P2) ⊆ Ato(P2) ∪ Ath(P2), and
(Ato(P1) ∪ Ath(P1)) ∩ (Ato(P2) ∪ Ath(P2)) = ∅. Sine
TrNLP(P1) ⊔ TrNLP(P2) = TrNLP(P1 ⊔ P2)
holds, TrNLP is also modular. Thus TrNLP satises onditions 2 and 3 in Deni-
tion 4.27.
We are left to show that
reveal(P, H) ≡m reveal(TrNLP(P), H)
for any smodels program module P = 〈P, I,O,H〉 and its translation TrNLP(P) =
〈R, I,O,H ∪H ′〉. Note that SM(P) = SM(reveal(P, H)) and SM(TrNLP(P)) =
SM(reveal(TrNLP(P), H)), and the additional restrition imposed by revealing is
that the bijetion between these sets of stable models needs to be suh that their
projetions over At(P), not just over Atv(P), oinide.
We dene a funtion f : SM(P)→ 2At(TrNLP(P)) suh that
f(M) =M ∪ {a | a ∈ Choices(P ) \M}.
Clearly M = f(M) ∩At(P). We need to show that
(i) given any M ∈ SM(P), f(M) ∈ SM(TrNLP(P)); and
(ii) f : SM(P)→ SM(TrNLP(P)) is a bijetion.
Note that for any atom a ∈ Choices(P ), it holds that a ∈ f(M) if and only if a 6∈M
if and only if a 6∈ f(M).
(i) We show that N = f(M) ∈ SM(TrNLP(P)) for any M ∈ SM(P):
Assume rst N 6|= RN,I , that is, there is a rule r in RN,I that is not satised by N .
If Head(r) ∈ At(P), then r is of the form a← B′ \ I and there are two possibilities:
1. There is a rule a ← B′,∼C,∼a ∈ R orresponding to a hoie rule {A} ←
B′,∼C ∈ P suh that a ∈ A, a 6∈ N , B′∩I ⊆ N , and C ∩N = ∅. Sine a 6∈ N
implies a ∈ N , r is satised in N , a ontradition.
2. There is a rule a ← B′,∼C′ ∈ R orresponding to a weight rule r′ =
a ← w ≤ {B =WB,∼C =WC} ∈ P suh that B′ ⊆ B, C′ ⊆ C, w ≤∑
b∈B′ wb +
∑
c∈C′ wc, B
′ ∩ I ⊆ N , and C′ ∩ N = ∅. Sine N 6|= r we
must have a 6∈ N (whih implies a 6∈ M) and B′ \ I ⊆ N . Thus B′ ⊆ N
whih implies B′ ⊆ M . Moreover, C′ ∩ N = ∅ implies C′ ∩ M = ∅. But
then w ≤
∑
b∈B′∩M wb +
∑
c∈C′\M wc. Sine B
′ ⊆ B and C′ ⊆ C, we have
w ≤
∑
b∈B∩M wb +
∑
c∈C\M wc and M 6|= r
′
, a ontradition.
Otherwise eah r ∈ RN,I is of the form a, in whih ase there is a rule a← ∼a ∈ R
and a 6∈ N . Sine a 6∈ N implies a ∈ N , then N |= r, a ontradition. Thus
N |= RN,I , and furthermore N \ I |= RN,I.
Assume now N \I 6= LM(RN,I), that is, there is N ′ ⊂ N \I suh that N ′ |= RN,I.
We deneM ′ = N ′∩At(P) and showM ′ |= PM,I , whih ontradits the assumption
M \ I = LM(PM,I), sine M ′ ⊂ M \ I. Assume that there is a rule r ∈ PM,I suh
that M ′ 6|= r. There are two possibilities:
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1. r is of the form a ← B \ I. Then there is a hoie rule {A} ← B,∼C ∈ P ,
suh that B ∩ I ⊆M , C ∩M = ∅, and a ∈M ∩ A. Now, B ∩ I ⊆ M implies
B ∩ I ⊆ N , C ∩ M = ∅ implies C ∩ N = ∅, and a ∈ M implies a ∈ N
and a 6∈ N . Together with {A} ← B,∼C ∈ P these imply r ∈ RN,I . Sine
M ′ 6|= r, we have a 6∈ M ′ and B \ I ⊆ M ′. But, sine N ′ ∩ At(P) = M ′, this
implies N ′ 6|= r, a ontradition to N ′ |= RN,I .
2. r is of the form a ← w′ ≤ {B \ I =WB\I}. Then there is a weight rule
a← w ≤ {B =WB,∼C =WC} ∈ P suh that
w′ = max(0, w −
∑
b∈B∩I∩M
wb −
∑
c∈C\M
wc).
Sine M ′ 6|= r, we have a 6∈ M ′ and w′ ≤
∑
b∈(B\I)∩M ′ wb. Dene B
′ =
(B∩I∩M)∪((B \I)∩M ′) and C′ = C \M , and reall that N ′∩At(P) =M ′.
Now w ≤
∑
b∈B′ wb +
∑
c∈C′ wc, C
′ ∩N = ∅, B′ ∩ I ⊆ N , B′ \ I ⊆ N ′ and
a 6∈ N ′, whih implies that there is a rule r′ = a ← B′ \ I ∈ RN,I suh that
N ′ 6|= r′ whih is in ontradition with N ′ |= RN,I .
Thus assuming that there is N ′ ⊂ N \ I suh that N ′ |= RN,I leads to a ontradi-
tion, and it holds that N \ I = LM(RN,I), that is, N ∈ SM(TrNLP(P)).
(ii) We show that f : SM(P)→ SM(TrNLP(P)) is a bijetion:
Clearly f is an injetion: M 6= M ′ implies f(M) 6= f(M ′). To show that f is a
surjetion, we onsider an arbitrary N ∈ SM(TrNLP(P)) and show N ∩ At(P) =
M ∈ SM(P) and f(M) = f(N ∩ At(P)) = N .
 Assume rstM 6|= PM,I , that is, there is a rule r ∈ PM,I that is not satised.
Notie that all the rules in PM,I orresponding to a hoie rule in P are
always satised in M . Thus we need to onsider only rules that orrespond
to a weight rule in P . Now, r = a ← w′ ≤ {B \ I =WB\I} ∈ P
M,I
, if
there is a weight rule a ← w ≤ {B =WB ,∼C =WC} ∈ P suh that w′ =
max(0, w−
∑
b∈B∩M∩I wb−
∑
c∈C\M wc). SineM 6|= r, then a 6∈M and w
′ ≤∑
b∈(B\I)∩M wb. Dene B
′ = B ∩M and C′ = C \M . Sine N ∩ At(P) =M
and w ≤
∑
b∈B′ wb +
∑
c∈C′ wc, there is a normal rule a ← B
′,∼C′ ∈ R.
Furthermore, C′ ∩ N = ∅ and B′ ∩ I ⊆ N imply r′ = a ← B′ \ I ∈ RN,I.
Sine a 6∈M , also a 6∈ N . Furthermore, B′ \ I ⊆M ⊆ N . These imply N 6|= r′
whih leads to a ontradition. Thus M |= r, and moreover M |= PM,I .
 Next, assume that there is M ′ ⊂ M \ I suh that M ′ |= PM,I and dene
N ′ =M ′ ∪ (N \At(P)) ⊂ N \ I. Sine N ′ \At(P) = N \At(P) by denition,
eah rule of the form a ∈ RN,I is satised in N ′. Other rules in RN,I are of
the form r = a← B′ \ I where a ∈ At(P). There are now two possibilities.
1. There is a hoie rule {A} ← B′,∼C ∈ P , suh that a ∈ A, B′ ∩ I ⊆ N ,
C ∩N = ∅, and a 6∈ N . Now, M ∩ At(P) = N ∩ At(P) implies r ∈ PM,I ,
and furthermore, M ′ |= PM,I implies M ′ |= r. Realling M ′ ∩ At(P) =
N ′ ∩ At(P), we get N ′ |= r.
2. There is a rule a← B′,∼C′ ∈ R orresponding to a weight rule a← w ≤
{B =WB ,∼C =WC} ∈ P suh that B′ ⊆ B, C′ ⊆ C, w ≤
∑
b∈B′ wb +∑
c∈C′ wc, B
′ ∩ I ⊆ N and C′ ∩ N = ∅. If B′ \ I 6⊆ N ′, then N ′ |= r.
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Assume that B′ \ I ⊆ N ′. It follows from B′ ⊆ B and C′ ⊆ C that
w ≤
∑
b∈(B\I)∩N ′
wb +
∑
b∈B∩I∩N
wb +
∑
c∈C\N
wc.
Sine M ∩ At(P) = N ∩ At(P), there is r′ = a← w′ ≤ {B \ I =WB\I} ∈
PM,I suh that w′ = max(0, w −
∑
b∈B∩I∩M wb +
∑
c∈C\M wc). Further-
more, w′ ≤
∑
b∈(B\I)∩M ′ wb =
∑
b∈(B\I)∩N ′ wb. Sine M
′ |= r′, we have
a ∈M ′, and also a ∈ N ′. Thus N ′ |= r.
Thus using the assumption M \ I 6= LM(PM,I) we an show that there is
N ′ ⊂ N \ I suh that N ′ |= RN,I, whih leads to a ontradition with N \ I =
LM(RN,I). Therefore, M \ I = LM(PM,I).
 Finally, we show that f(M) = f(N ∩ At(P)) = N . Let N ′ = f(M), that is,
N ′ =M ∪ {a | a ∈ Choices(P ) \M}.
Notie that N ∩ At(P) = N ′ ∩ At(P) = M . Assume N 6⊆ N ′, that is, there
is a ∈ N suh that a 6∈ N ′. Sine a 6∈ N ′, we have a ∈ N ′ and furthermore
a ∈ N . The only rule r in R suh that a = Head(r) is a ← ∼a. However,
if a ∈ N , there is no rule in RN,I in whih a appears in the head. Beause
N \ I is the least model of RN,I, we have a 6∈ N , a ontradition. Assume
then N ′ 6⊆ N , that is, there is a ∈ N ′ suh that a 6∈ N . Sine a ∈ N ′, we have
a 6∈ N ′ and furthermore a 6∈ N . If a 6∈ N , then a ∈ RN,I . Sine N \ I |= RN,I,
we must have a ∈ N , a ontradition. Therefore it holds that N = N ′.
Thus we have shown that TrNLP is a strongly faithful, ⊔-preserving, and modular
translation funtion.
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