Abstract. Let (R, m) be a Cohen-Macaulay local ring, I an m-primary ideal of R and J its minimal reduction. We study the depths of F (I) under certain depth assumptions on G(I) and length condition on quotients of powers of I and J, namely n≥0 λ(mI n+1 /mJI n ) and n≥0 λ(mI n+1 ∩ J/mJI n ).
Introduction
Let (R, m) be a Cohen-Macaulay local ring of dimension d > 0 with infinite residue field and I an m-primary ideal of R. The fiber cone of I, denoted by F (I) := ⊕ n≥0 I n /mI n , the associated graded ring of I, denoted by G(I) := ⊕ n≥0 I n /I n+1 and the Rees algebra R(I) := ⊕ n≥0 I n t n ⊂ R[t] are together known as blowup algebras related to I. Many authors have studied the relationship between properties of the ideal and its blowup algebras. Northcott and Rees introduced the concept of a reduction of an ideal to study various properties of the ideal and its blowup algebras. An ideal J ⊆ I is said to be a reduction of I with respect to an R-module M if I n+1 M = JI n M for some n ≥ 0. The integer r M J (I) = min{n | I n+1 M = JI n M} is called the M-reduction number of I with respect to J. If M = R, then J is said to be a reduction of I and the integer r J (I) = r R J (I) is known as the reduction number of I with respect to J. A reduction is said to be a minimal reduction if it is minimal with respect to inclusion. It is known that if the residue field of R is infinite, then all minimal reductions are minimally generated by ℓ(I) number of elements, where ℓ(I) := dim F (I) is the analytic spread of I.
The relation between the lengths of quotients of ideals and depths of blowup algebras has been a subject of several papers. Let λ(−) denote the length function. It has been shown by many authors that the two integers ∆(I, J) = controls the depth of the associated graded ring. Valabrega and Valla proved that I n ∩J = JI n−1 for all n ≥ 1 if and only if G(I) is Cohen-Macaulay, where J is a minimal reduction of I, [VV] . The Valabrega-Valla condition can be rephrased as n≥1 λ(I n ∩J/JI n−1 ) = 0.
Guerrieri studied ideals satisfying n≥1 λ(I n ∩ J/JI n−1 ) = 1 and showed that in this case depth G(I) = d − 1, [Gu1] . She also proved that if λ(I 2 ∩ J/JI) = 2 and I k ∩ J = JI k−1 for all k ≥ 3, then depth G(I) ≥ d − 2, [Gu2] . Huckaba and Marley proved that e 1 (I) ≤ Λ(I, J) and if the equality holds, then depth G(I) ≥ d − 1, [HM] . Wang showed that if Λ(I, J) − e 1 (I) = 1, then depth G(I) ≥ d − 2. As a consequence he deduced that if ∆(I, J) = 2, then depth G(I) ≥ d − 2, [W] . Guerrieri and Rossi proved that if λ(I 2 ∩ J/JI) = 3 and J ∩ I n = JI n−1 for all n ≥ 3, then depth G(I) ≥ d − 3, assuming that R/I is Gorenstein and d ≥ 4, [GR] .
In the case of fiber cone, the similar relations have not been investigated well. Cortadellas and Zarzuela proved that if G(I) is Cohen-Macaulay, then F (I) is Cohen-Macaulay if and only if n≥2 λ(mI n ∩ J/mI n−1 J) = 0, [CZ] . It is known that r(I) ≤ 1 implies that the fiber cone is Cohen-Macaulay, [S] . The relation between m-reduction number and the depth of fiber cone is not that strong. The fiber cone need not even have depth d − 1 when r m J (I) = 1, cf. Example 5.1. In this article we study the depths of fiber cones of ideals satisfying the properties n≥1 λ(mI n+1 ∩ J/mJI n ) ≤ 1 and n≥0 λ(mI n+1 /mJI n ) ≤ 2 under some depth assumptions on depth of G(I). The paper is organized in the following manner. In Section 2, we present some preliminary lemmas needed for the proof of main theorems. In Section 3, we prove: Theorem 3.1. Let (R, m) be a Cohen-Macaulay local ring of dimension d ≥ 1 with infinite residue field, I an m-primary ideal and J ⊆ I a minimal reduction of I such that
Theorem 3.3. Let (R, m) be a Cohen-Macaulay local ring of dimension d ≥ 2 with infinite residue field, I an m-primary ideal and J ⊆ I a minimal reduction of I such that
In Section 4, we prove:
Theorem 4.1, 4.2. Let (R, m) be a Cohen-Macaulay local ring of dimension d ≥ 2 with infinite residue field. Let I be any m-primary ideal of R and J ⊆ I a minimal
We also study the Cohen-Macaulay property of fiber cones in these cases. In the last section we present some examples to support our results. The computations have been performed in the Computational Commutative Algebra software, CoCoA [Co] .
Preliminaries
In this section we prove some technical lemmas which are required in the proof of main theorems. Throughout this paper (R, m) denotes a Cohen-Macaulay local ring with infinite residue field, I an m−primary ideal and J its minimal reduction. First, we recall some results from the literature that we need.
Theorem 2.1. [BH, Theorem 1.1.7 ] Let R be a ring, M an R−module,x 1 , . . . , x n an M−regular sequence, and I = (x 1 , . . . , x n ). Let X 1 , . . . , X n be indeterminates over R. If 
Then for all 1 ≤ n ≤ k,
The following lemma, which is very useful in detecting positive depth property of fiber cones, is known as the "Sally machine for fiber cones". Lemma 2.3 (Lemma 2.7, [JV1] ). Let (R, m) be a Cohen-Macaulay local ring, I an mprimary ideal in R and x ∈ I such that x * is superficial in G(I) and x o is superficial in
For the rest of the section, let (R, m) be a Cohen-Macaulay local ring of dimension d > 0 with infinite residue field, I an m-primary ideal and J ⊆ I a minimal reduction of I such that for some k ≥ 2, mI n ∩ J = mJI n−1 for 1 ≤ n < k.
Lemma 2.4. Let {x 1 , . . . , x d } be a minimal generating set for J such that mI n ∩(x i 1 , . . . , x ir ) ⊆ mI n−1 J for all n ≤ k and for some
Without loss of generality we may assume i 1 = 1, . . . , i r = r. The Lemma 5.2 in [JV1] proves the case r = d − 1. Assume 1 ≤ r ≤ d − 2. We proceed by induction on k. Let k = 2. Sincex 1 , . . . ,x r is a part of an R/m-basis for I/mI, mI ∩ (x 1 , . . . , x r ) = m(x 1 , . . . , x r ). Let y = a 1 x 1 + · · · + a r x r ∈ mI 2 ∩ (x 1 , . . . , x r ). By hypothesis y =
it is enough to prove:
. . , x r ) for all integers t, n such that 0 ≤ t < k and t < n. We prove the claim by induction on t. Suppose t = 0. We need to prove that m(x r+1 , . . . ,
. . , x r ) for all n, r ≥ 1. We prove this statement by induction on n. Since (x 1 , . . . , x r ) is a regular sequence, the case n = 1 is obvious. Assume that n ≥ 2 and that the statement is true for all h < n. Let s ∈ m(x r+1 , . . . ,
Thus we can write
where k σ , . . . , k ρ ∈ m. Therefore s is a homogeneous polynomial in x 1 , . . . , x d of degree n − 1 with coefficients from m such that s ∈ mJ n and x 1 , . . . , x d is a regular sequence. By the Theorem 2.1 all the coefficients, k σ , . . . , k ρ are in mJ. Hence
This proves case t = 0. Assume
. Then by what we have shown in proving the case t = 0,
It is possible to write
where k σ , . . . , k p ∈ m and all j ω ∈ mI t . Again using the Theorem 2.1, we get j ω ∈ (x 1 , . . . , x r ). Hence j ω ∈ mI t ∩ J for all ω. Since t < k, by hypothesis we obtain all j ω ∈ mI t−1 J. Therefore
In particular we have shown that
By induction hypothesis, mI
This completes the proof of the claim and hence the lemma.
Lemma 2.5. Let y 1 , . . . , y r be elements in J −mJ such that the sets {y i , y j } 1 ≤ i < j ≤ r are part of minimal generating sets for J. Then for each 0 ≤ t ≤ k − 1, we have
Proof. We prove by induction on r. Assume r = 2. Let 0 ≤ t ≤ k − 1. Let w ∈ (mI t + (y 1 )) ∩ (mI t + (y 2 )). Then i 1 + w 1 y 1 = w = i 2 + w 2 y 2 for some i 1 , i 2 ∈ mI t and w 1 , w 2 ∈ R. Therefore w 1 y 1 − w 2 y 2 ∈ mI t ∩ (y 1 , y 2 ) = mI t−1 (y 1 , y 2 ), by Lemma 2.4. This implies that w 1 y 1 ∈ mI t−1 y 1 + (y 2 ). From hypothesis {y 1 , y 2 } is a regular sequence we get w 1 ∈ mI t−1 + (y 2 ). Hence w ∈ mI t + (y 1 y 2 ).
Assume r ≥ 3 and that the statement is true for each integer strictly less than r. Let w ∈ (mI t + (y 1 )) ∩ · · · ∩ (mI t + (y r )). Then w = i r + w r y r with i r ∈ mI t . Thus w r y r ∈ ∩ r−1 i=1 (mI t + (y i )). By induction hypothesis w r y r ∈ mI t + (y 1 · · · y r−1 ). Therefore w r y r = i + αy 1 . . . y r−1 for some i ∈ mI t and α ∈ R. This gives w r y r − αy 1 · · · y r−1 ∈ mI t ∩(y r , y j ) for all j = 1, . . . , r −1. By the Lemma 2.4, w r y r −αy 1 · · · y r−1 ∈ mI t−1 (y r , y j ) for all j = 1, . . . , r − 1. If w r y r − αy 1 · · · y r−1 = ay r + by j for some a, b ∈ mI t−1 , then for all 1 ≤ j ≤ r − 1, (w r − a)y r ∈ (y j ) so that (w r − a) ∈ (y j ). Thus w r ∈ ∩ r−1 j=1 (mI t−1 + (y j )).
By induction hypothesis w r ∈ mI t−1 + (y 1 . . . y r−1 ). Hence w ∈ mI t + (y 1 , . . . , y r ). † Lemma 2.6. Let y 1 , . . . , y r be elements in J − mJ such that the sets {y i , y j } are part of minimal generating sets for J for 1 ≤ i < j ≤ r. Suppose that y 1 , . . . , y r satisfy the following equalities:
Proof. We proceed by induction on r. If r = 2, then there is nothing to prove. Assume r ≥ 3. By induction hypothesis, we have the following two equalities:
. Suppose βy 1 y r ∈ mI k ∩ (y 1 y r ). Then βy 1 y r = iy 1 + αy 1 · · · y r−1 for some i ∈ mI k−1 and α ∈ R. As y 1 is regular, βy r = i + αy 2 · · · y r−1 . This implies βy r ∈ ∩ r−1
. By the proof of Lemma 2.5, we get β ∈ ∩ r−1 j=2 (mI k−2 + (y j )) so that by Lemma 2.5 we get β ∈ mI k−2 (y 2 · · · y r−1 ). Therefore
Proof. Since it is possible to choose a minimal generating set {x 1 , . . . ,
is a superficial sequence in F (I), we show that the result holds for a part of a minimal generating set of J.
We prove the lemma by induction on k. Let k = 2. Let {x 1 . . . , x d } be a minimal basis for J. Suppose that
Since {x 1 , . . . , x d } is a regular sequence, a − a j , b + a i ∈ I and hence a, b ∈ I. Again from the same argument we get a l ∈ (x i , x j ) ⊆ J for all l = i, j. Since mI ∩ J = mJ, all these coefficients are in mJ. Thus (a − a j )x j − (b + a i )x i is a homogeneous polynomial of degree 1 in x i , x j which belongs to mJ 2 . By the Theorem 2.1 we get a − a j , b + a i ∈ mJ. But a i , a j ∈ mI.
Hence a, b ∈ mI. So ax j ∈ mIx j . We proved mI 2 ∩ (x j ) = mIx j . However this yields the
Hence for each set of minimal generators for J there are at least d − 1 elements which satisfy our requirement.
, it can easily be seen that
If we choose an element
for all h = 2, . . . ,î, . . . , d and hence
Using the Claim in the Lemma 2.4 with t = k − 2 and n = k we can conclude that
The other inclusion is obvious. Therefore mI
Suppose k ≥ d. Since J/mJ is a vector space over an infinite field it is possible to find elements
. . , {x 1 , . . . , x d−1 , x k+1 } are minimal generating sets for J. Moreover, for any d + 1 ≤ h ≤ k + 1, by the selection of x h , {x j ,x h } ∈ J/mJ is R/m-linearly independent for any j < h and hence form a part of minimal generating set for J. Define y 1 = x 1 , . . . , y d = † x d , y d+1 = x d+1 , . . . , y k+1 = x k+1 . Then {y i , y j } is a part of minimal generating set of J for 1 ≤ i, j ≤ k + 1, i = j. Also we have mI
. . , k. Thus y 1 , . . . , y k+1 satisfy the hypotheses of Lemma 2.6. Therefore
This completes the proof of the lemma.
Ideals with
In this section we study ideals satisfying the property n≥1 λ(mI n+1 ∩ J/mJI n ) ≤ 1.
It is known that if G(I) is Cohen-Macaulay, then F (I) is Cohen-Macaulay if and only if mI
n ∩ J = mJI n−1 for all n ≥ 1, [CZ, Theorem 3.2] . We relax the depth condition on G(I), in the sufficiency part of the result of Cortadellas and Zarzuela. We also give an example to show that if depth G(I) = d − 1 and F (I) is Cohen-Macaulay, then the equation mI n ∩ J = mI n−1 J need not hold, cf. Example 5.3.
Theorem 3.1. Let (R, m) be a Cohen-Macaulay local ring of dimension d ≥ 1 with infinite residue field, I an m-primary ideal and J a minimal reduction such that mI
o is regular in F (I), and hence
Proof. Putting t = d in Theorem 3.1, the statement (1) follows. For (2), note that if mI n = mI n−1 J, then mI n ∩ J = mI n−1 J. Now the assertion follows from Theorem 3.1. Now we study the ideals satisfying the property n≥2 λ(mI n ∩ J/mI n−1 J) = 1. We prove that in this case the depth of the fiber cone is at least as much as that of the associated graded ring, except when the associated graded ring is Cohen-Macaulay. We also provide an example which shows that the lower bound on the depth of F (I) is sharp.
Theorem 3.3. Let (R, m) be a Cohen-Macaulay local ring of dimension d ≥ 2 with infinite residue field, I be an m-primary ideal in R and J ⊆ I a minimal reduction of I such that
Proof. By hypothesis, there exists an integer k ≥ 2 such that λ(mI k ∩ J/mI k−1 J) = 1 and
We first prove the case t = d − 1. We do this by induction on
Therefore, by Lemma 2.2, x o is a regular element in F (I).
Assume d ≥ 3. Let "-" denotes modulo (x). By repeatedly applying Lemma 2.7, choosē x 2 , . . . ,
Lifting the equation back to R, we get
Intersecting with mI k we get
For n = k, this inequality anyway holds because of the hypothesis. Therefore we have,
for all n ≥ 1. This implies thatx
is a regular element, where "-" denotes modulo (x, x 2 , . . . , x d−2 ), i.e., depth F (Ī) ≥ 1. By repeatedly applying Sally machine for fiber cones, Lemma 2.3, we get depth
n ∩J =mĪ n−1J for all n = k, and depth G(Ī) ≥ 1. Therefore, by the first part of the proof, we get depth 
Corollary 3.5. Suppose λ(mI 2 /mIJ) = 1 and mI
Proof. Since (mI 2 ∩ J)/mIJ is a submodule of mI 2 /mIJ, λ(mI 2 ∩ J/mIJ) ≤ 1 and
then the assertion follows from Lemma 2.4 and Theorem 28 of [CZ] .
If λ(mI 2 ∩ J/mIJ) = 1, the assertion follows from Theorem 3.3.
We conclude this section by deriving a result analogues to a result by Vasconcelos on the depth of the associated graded rings. 4. Ideals with n≥0 λ(mI n+1 /mJI n ) = 1 or 2
In this section, we study fiber cones of ideals with n≥1 λ(mI n /mI n−1 J) = 1 or 2. In [JV2] , it was proved that if λ(mI/mJ) = 1 and depth
In the following theorem we generalize this result. 
Proof. We prove the result on d. For d = 2, the result follows from Corollary 4.5 in [JV2] . Assume d ≥ 3. We first prove the result for t = d. We show that if λ(mI/mJ) = 1, then depth(F (I)) ≥ 1. Let x ∈ J − mJ be an element such that x * is superficial in G(I) and 
Proof. First we prove the theorem for t = d, i.e., we show that depth(F (I)) ≥ 1. We do this by induction on d. Suppose d = 2. Since n≥0 λ(mI n+1 /mJI n ) = 2 there are two possible cases, namely, (i) λ(mI/mJ) = 1 = λ(mI 2 /mJI) and mI j+1 = mJI j for all j ≥ 2
(ii) λ(mI/mJ) = 2 and mI j+1 = mJI j for all j ≥ 1. †
In the first case, the assertion follows by Corollary 4.5 in [JV2] . Now assume that λ(mI/mJ) = 2 and mI j+1 = mJI j for all j ≥ 1. Let {x, y} be a minimal generating set for J such that x * , y * is a superficial sequence in G(I) and x o , y o is a superficial sequence in F (I). To show x o is a regular element in F (I) it is enough to prove the claim below. Claim : (mI j+1 : x) = mI j for all j ≥ 0. We prove the claim by induction on j. Since x is a part of minimal generating set for J and hence I, j = 0 case holds. Assume j ≥ 1 and the induction hypothesis that (mI j : x) = mI j−1 . To show that (mI j+1 : x) = mI j . Consider the following exact sequence for j ≥ 1,
where "-" denotes the modulo (x). The first map µ y is the multiplication by y and second map µ x is the multiplication by x. Since mI j+1 = mJI j for all j ≥ 1, the last two modules of the above exact sequence are zeros. Hence the first two modules are isomorphic. That is (mI
where the last equality follows by induction hypothesis. This implies that (mI j : x) = (mI j : J). λ(mI n+1 /mJI n ) ≤ 2, then depth(F (I)) ≥ 1. Now assume n≥0 λ(mI n+1 /mJI n ) = 0. This implies that mI = mJ. Now the result follows from Lemma 2.3(1) of [Go] . (2) If λ(mI/mJ) = 2 and mI 2 = mJI, then F (I) is Cohen-Macaulay.
Therefore (x 3 ) * , (y 3 ) * is a regular sequence in G(I). Hence depth G(I) = 2. Also, it can be computed that e 0 (F (I)) = 9 = 1+λ(I/J +mI)+λ(I 2 /JI +mI 2 ). Therefore by Theorem 2.1 of [DRV] , F (I) is Cohen-Macaulay. It can also be verified that µ(I 3 ) = 11 < 13 =
