Abstract. We propose a novel technique for background estimation on the tabletop systems that have an information display on the tabletop and observe tabletop objects with a camera. In such systems, the background of an image observed with the camera includes the image shown on the tabletop display. The background varies according to the information presented on the tabletop display. Although we can estimate the background image from a displayed image based on traditional geometric registration and photometric correction, the background image is not sufficiently accurate in terms of pixel value blending for background subtraction. We estimate the background image in high accuracy based on the pixel structures of the display and the camera. We experimentally evaluate the methods by comparing the estimated image with the observed image.
Introduction
The tabletop systems that have an information display on the tabletop and observe tabletop objects with a camera have recently been applied to human interfaces in tabletop tasks [1] [2] . Showing instructional information on the display in the tabletop can provide deictic instructions to users about the objects on the tabletop.
When showing such instructional information in an easily viewable area for the user, the system has to understand the positions of the objects on the tabletop.
In the tabletop systems, the method often used is one that obtains the position and posture of the target objects using a tag, like ARToolkit, and calculates object regions using an object model. However, such a technique cannot be applied to objects that are too small to append tags. In this paper, we propose a technique for acquiring object regions from an observed image directly without using such tags.
There are two approaches that acquire object regions from an observed image directly. One approach is to build models of the objects and extract the object regions that match the model from the image. The other approach is to build a model of the background and extract the object regions that do not match the model from the image. We chose the second approach because the first method requires the preparation of many models for various shapes of objects, whereas the second technique requires the preparation of only one background model, which is not related to the objects.
When the background is varying, we can not use the observed image captured when no objects are on the tabletop as the background model. A number of background models able to deal with dynamic backgrounds have been proposed for use in cases when the background changes.
In the tabletop systems considered in this study, the background changes dynamically according to the displayed instructional information. Therefore, for background subtraction, we attempted to estimate the background image from the displayed image. When the background can be estimated, object regions can be extracted from an observed image by background subtraction.
To estimate the background when an arbitrary image is displayed, the relationships of the position and color between each pixel of the displayed and observed images are required. The relationships are computed by geometric registration and color correction techniques used in projector-camera systems [3] . In related works, by applying geometric and photometric conversions based on relationships of images projected by a projector, compensation of the projected images is achieved. In this study, we estimate the background image when an arbitrary image is displayed using the similar approach.
Geometric conversion based on geometric relationship and photometric conversion based on photometric relationship are applied in this order. Traditional geometric conversion includes homography transformation and interpolation. Homography transformation makes a pixel center on a coordinate system onto another coordinate system. Because the transformed pixel center are not always mapped to a pixel center on the latter coordinate system, to calculate the RGB value of each pixel of converted image, interpolation is needed. In the interpolation, it is assumed that the RGB value of a pixel is at the center of the pixel. Although different pixel structures exists in that each pixel can have three RGB devices (display) or one device of RGB devices (camera), traditional geometric conversion does not take into account such pixel structures.
When we estimate the background of an image with the traditional approach, because of its low accuracy, there are large differences between the observed image and the estimated image, especially in positions that display large differences in pixel values between nearby pixels. In tabletop systems, when we use characters or arrows that have sharp edges for presenting information, the estimated background image will show a large difference. When we extract object regions by background subtraction using the estimated background image, if the pixels that show large differences are clustered, the clustered pixels will be extracted as error regions. If the error regions are large, the system will not be able to find objects in the correct regions.
To avoid this, background estimation with high accuracy is needed. In this paper, we propose a novel technique for background estimation on the tabletop systems by modeling the pixel structures of the display and the camera and using interpolation based on these models in geometric conversion. This interpolation based on pixel structures has the advantage of being robust for various relative resolutions of the display and the camera. Especially when the difference of the relative resolutions of the dispaly and the camera is large, the effect of the pixel structure is large. In such case, although the error of traditional method is large, our method works still better than the traditional method. By estimating the background image to high accuracy with this technique, we can extract object regions by background extraction with fewer errors. This paper is organized as follows. Section 2 describes the method of estimation using traditional image conversion and discusses the associated problems. Section 3 describes the method of estimation using the proposed image conversion that takes into consideration pixel structures. Section 4 outlines experiments that quantify the performance of the proposed method. Finally, Section 5 provides a conclusion and outlines future work.
Background estimation using the traditional approach

Overview of background estimation
In general, observed images have nonlinear distortion caused by optical properties of the lens. In this study, it is assumed that this distortion has been calibrated.
An image for presenting information on the tabletop systems is displayed on the tabletop display, which is a surface in 3D space, and the observed image is captured from the image plane of the camera. The relationship between the two surfaces is called Homography transformation. This transformation can be described as a homography matrix.
We can calculate the homography matrix using pairs of pixels, one of which is in the displayed image and the other in the observed image. Using a checker pattern board, we can obtain the position of the pixel pairs at the corners of the checker pattern. In this case, by showing the checker pattern image on the display and observing it with the camera, we can calculate the homography matrix between the display surface and the image plane of the camera.
The homography matrix for geometric conversion (denoted by H), the position of a pixel on the displayed image I s (denoted by (x, y)), and the position of a pixel on the geometrically converted image I t from I s (denoted by (i, j)) are described as
In computer systems, a color image is handled as a set of discrete pixels that have a three-dimensional color vector. When we geometrically convert an image with a matrix (1), the converted pixel position do not always match a pixel position on the converted image. Pixel values of the converted image are calculated by interpolating the converted pixels around the pixel (Fig.1) . The pixel value of (i, j) on I t is calculated by transforming all of the pixels of I s onto the converted image I t with the matrix H, and interpolating with its neighbor converted pixels on I t . In this case, the interpolation is performed assuming that the values of a pixel are at the center of the pixel. This homography transformation and interpolation is called "geometric conversion". After "geometric conversion", we can obtain the background image by "photometric conversion,"which converts the pixel value based on color correspondence using color lookup tables. A method of calculating this color correspondence is proposed by Nayar et al. [4] . We can obtain image I o , which is a photometrically converted image from the geometrically converted image I t , by this method using a color lookup table.
Errors in geometric conversion
In the interpolation in the geometric conversion, it is assumed that each pixel is discrete in that its RGB values are at the center of the pixel. However, the display has three independent RGB devices, and the camera observes each RGB color in independent pixels. A magnified view of this is shown in Fig.2 . When we estimate the background image, errors caused by the difference in these color expressions appear.
We then calculate the difference between the estimated background image and the observed image to evaluate the conversion errors. We use the image in Fig.3 (i) as an example of information displayed on the tabletop systems.
We use a 20 inch wide LCD (DELL; resolution 1900 × 1200) and an IEEE-1394 digital camera (Flea; Point-grey Research; resolution 1024 × 768). In this evaluation, we set the camera to the specified camera resolution, and the resolution of the display is set to be almost the same as the camera resolution. We used a 20 inch wide LCD display made by DELL and Flea which is an IEEE-1394 digital camera made by Pointgrey Research. The camera was calibrated using Zhang's calibration technique [5] .
The observed image is shown in Fig.3 (ii) ; the estimated image and the image resulting after background subtraction are shown in Fig.4 . In the characters and arrow region, errors are present that are not in the object region, as can be seen from Fig.4 (ii). This is caused by clustered pixels which have a large variation.
When we use characters or arrows for instructional information on the tabletop systems, their sharp edges cause the edges to be extracted as error regions.
If an error appears, the system cannot distinguish the error regions from the object regions.
In this case, we can reduce the error regions as noise, but when the error regions are large, small object regions are also removed as noise. We continuously apply erosion to the estimated background image to remove all the error regions and simultaneously apply dilation to the image. The object region resembling a string loop is thus removed as noise (Fig.4 (iii) ).
Analysis
To analyze the errors, we compare the pixel values in the edge regions of the estimated and observed images. Fig.5 and 6 show the pixel values in the edge regions (15 pixels each) of the images shown in Fig.3 (iii) (Left and Right lines respectively). Looking at the region within the frame shown in Fig.5 , values of R and G are smaller than those of B in the observed image. Moreover, looking at the region within the frame in Fig.6 , values of G and B are smaller than those of R in the observed image. However, in the estimated image, values of R, G, and B are almost identical. This suggests that the color of each pixel appears uneven in the observed image, and the color cannot be reconstructed using the traditional geometric conversion method. This is because that although the display and the camera treat R, G and B devices independently and each device has size, the traditional interpolation in geometric conversion treats a three-dimensional color as a point. Therefore, the traditional method could not simulate the display-camera conversion accurately.
In our proposed method, we resolve this problem and perform interpolation in geometric conversion that models the structures of the display and the camera in order to achieve accurate background image estimation.
Geometric conversion based on pixel structures
Pixel structures
Display pixel structure To express arbitrary colors in each pixel, most displays express colors via a juxtapositional additive color mixture system using the three primary colors red (R), green (G), and blue (B). The juxtapositional additive color mixture system is a photometric property that mixes multiple colors into one color by using color regions too small to be distinguishable by the human eye.
For example, take the case of the pixel structure of an LCD. An ordinary LCD arranges three small rectangles of R, G, and B, which are the three primary colors, and each small rectangle comprises a pixel of the LCD (Fig.2 (i) ). Because of this pixel structure, an LCD can express many colors by adjusting the brightness of each RGB value.
We model each pixel of the displayed image as follows (Fig.7) . A pixel of the image has 1/3 of the width of three RGB rectangle regions. The shape and arrangement of each RGB pixel vary for each type of display. However, we can discuss them by building an appropriate model that covers every type of display. Therefore, in the following sections, we use the LCD model. Camera pixel structure The color acquisition methods of a camera also vary according to each type of camera. In this paper, we describe the Bayer format, which is the most popular camera pixel structure. We also discuss all methods by building an appropriate model for each type of structure. The Bayer pattern is a pixel arrangement pattern, whose system is as follows. There are three types of light-receiving element: One receives only red light waves (R), the second only green light waves (G), and the third only blue light waves (B). These three types of elements are arranged as follows (see also Fig.2 (ii) ).
where N is a natural number, 0 ≤ i ≤ width of I, and 0 ≤ j ≤ height of I.
Because each element can receive only one color (R, G, or B), we have to interpolate the other colors from neighboring elements. The most common interpolation method is linear interpolation.
An example of Bayer interpolation is shown in Fig.8 . It shows that image I c observed with a camera is converted to image I t by Bayer interpolation. After this interpolation, the image becomes an ordinary image with RGB values in each pixel.
Proposed interpolation in geometric conversion
For camera and display pixels that have the structures described below, we can simulate the conversion "display on an LCD and observation using a camera."We apply the display pixel structure model described in 3.1 to the input image I s and obtain displayed image I d that reflects the pixel structure. The pixel values are interpolated based on the size of the pixels. As each RGB subpixel of I d is rectangle, its four corner points are converted geometrically onto the coordinate system of the image I c (Fig.9) . The pixel value I c (i, j) at (i, j) in image I c is calculated by summing RGB subpixel values of the pixels in I d in the pixel region I c (i, j) weighted by each RGB subpixel region size. We denote the number of pixels which lap over I c (i, j) by the homography transformation as N ij , those pixels as 
Finally, we convert image I c based on the camera pixel structure described in 3.1 and obtain the geometrically converted image I t (Fig.8) . After photometric conversion to I c , we can obtain the estimated image based on display and camera pixel structures.
Experimental results
Using our proposed method and the traditional method, we experimentally compared estimated images to an observed image in order to evaluate the accuracy of background estimation.
We used a checker pattern image whose grid measures 100 × 100 pixels.The pattern has flat regions of brightness and sharp edges.
To show the effectiveness of our method with various resolutions and positions regarding the display and camera, we tested four cases as follows:
case A: The resolution of the camera is relatively larger than the resolution of the display (the camera observes an area of the display measuring 500 × 450 pixels). case B: The resolution of the camera is the same as the resolution of the display (the camera observes an area of the display measuring 1000 × 750 pixels). case C: The resolution of the display is relatively larger than the resolution of the camera (the camera observes an area of the display measuring 1300×900 pixels). case D: The resolution of the camera is the same as the resolution of the display; the display is rotated about 45 • (the camera observes an area of the display measuring 1000 × 750 pixels).
In each case, we show the evaluation image on the display and observe it using the camera.
To examine the accuracy of estimation, we obtain differences between the input images and estimated images converted using both methods.
We then calculate the integrated histogram of the differences. The calculation is applied to a region measuring 480 × 360 pixels at the center of the image. Results are shown in a semi-logarithmic graph in Fig.10 . It is better that the threshold which used in background subtraction is small. On the other hand, it is necessary for the threshold to be larger than the maximum noise of the observed image. We took two images for the same objects and obtained their difference to evaluate the minimum possible threshold. The results are shown in Fig.10 as "limit". These graphs show the numbers of error pixels binarizing with thresholds in the horizontal axis. In those graphs, the smallerer the threshold is, the more accurate background subtraction is performed.
In case B, errors in both the methods are relatively small than other cases. This is because the resolution of the display and that of the camera are nearly equal, hence the effect of the pixel structures is small.
In case A and C, because the large divergence between resolution of the camera and that of the display, the effect of the pixel structure is large. In case D, because of the rotation of the camera, the error of the traditional method is larger than case B. In these cases, the traditional method which is not based on the pixel structures can not convert images in high accuracy. On the other hand, our proposed method can convert images as high accuracy as the conversion of case B. Now look at the threshold 32 as shown in Fig.10 . In this threshold, the number of error pixels of the "limit"is 0. In case B, the error pixel of the traditional method is 5003 and that of the proposed method is 573. In this case, we could reduce the error about 1/9 of the traditional method.
We applied background subtraction using the threshold 32 to the images shown in Fig.3 (i) and Fig.11 (i) which are the background displayed images. Fig.3 (i) includes only text for instruction of a tabletop task. Fig.11 (ii) includes also text and a picture for instruction of a tabletop task. The results are shown in Fig.4 (ii) and Fig.12 . In Fig.4 (ii) and Fig.12 (ii) which are processed by the traditional method, the noise regions are clustered. The largest cluster is as large as the thin cable (diameter:1mm) which we suppose that it is one of the most small objects in tabletop tasks. On the other hand, in Fig.12 (i) and (iii) which are processed by our proposed method, the noise regions are enough smaller than the thin cable in the image. This provides evidence for the effectiveness of the proposed method based on pixel structures for the tabletop system. We additionaly analyze the reason of the error which still remained in our proposed method. We calculate integrated histograms of the differences in several region of the images and calculate the thresholds which makes the error 0. The result shows that the threshold in a region far from the center of the image is larger than the threshold in a region near the center of the image.
We may say it is caused by insufficient accuracy of the lens distortion correction and lens blur. In this study, we assume there are no lens distortion and the focus of the camera is set on the display surface in evaluation. It seems reasonable to suppose that the residual between the proposed method and "limit"is caused by insufficiency of the assumption.
We have proposed a technique for background estimation on tabletop systems that have an information display on a tabletop and observe tabletop objects with a camera.
We estimated the background image by geometric and photometric conversion. Although the display and the camera treat R, G and B devices independently and each device has size, the interpolation in traditional geometric conversion treated a three-dimensional color as a point. Therefore, the interpolation in the traditional geometric conversion does not work accurately. We modeled the display and camera pixel structure and improve the interpolation with the model. Through this method, we obtained the background image in high accuracy.
We experimentally evaluated our proposed method and the traditional method by comparing the estimated image with the observed image. We show the effectiveness of our method in various relative resolutions between the camera and the display.
In this paper, we have assumed that the focus of the camera is set at the center of the LCD, but in practice lens blur remains in the observed images. In addition, the focus is sometimes off in fringes because of variations in the distance between the camera and the display surface. Therefore, remaining errors should be considered as a blur of the observed images.
If we can estimate the blur of the observed image and apply the blur to the estimated image, these errors will be reduced. In future work, we would like to estimate the blur of the observed image for reducing remaining errors and build a tabletop system with object recognition.
