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Résumé 
L'analyse de la marche à partir des données cinématiques du genou offre des informations importantes 
sur la fonction de la locomotion humaine. Ces données ont été récemment promues pour le diagnostic 
des pathologies de genou à travers leur classification. Le but de cette étude est d'analyser la complexité 
intrinsèque des données cinématiques en vue de leur classification. Nous proposons d'évaluer deux 
mesures : le chevauchement entre les attributs et la séparabilité des classes. Les résultats obtenues 
prouvent que l'ordre de complexité des données cinématiques est assez élevé comparé à celui d'autres 
ensembles de données utilisées dans la littérature comme données de référence. 
1. Introduction 
L’analyse de la marche à partir de données cinématiques du genou (angles de 
flexion/extension, d’abduction/adduction et de rotation interne/externe) offre des 
informations sur la fonction de locomotion humaine [1] [2] . Plusieurs études ont montré la 
valeur ajoutée et la pertinence d’une analyse cinématique pour l’aide au diagnostic de 
pathologie de genou à travers leur classification [3] [4]. Cependant, une telle classification est 
difficile pour deux raisons. Premièrement, les données cinématiques de chaque sujet sont 
fournies sous la forme d’un vecteur de mesures de grande dimension rendant l’analyse 
vulnérable à la malédiction de la dimensionnalité [5]. Deuxièmement, ces données présentent 
une grande variabilité intra-classe et une petite variabilité inter-classe [6]. La figure 1 illustre 
les données cinématiques tridimensionnelles de deux classes: une classe de données 
asymptomatiques (AS) et une classe de données arthrosiques (OA). Plusieurs travaux de 
recherche ont appréhendés la classification de données cinématiques pour discriminer une 
classe de sujets sains d’une classe de sujets pathologiques [7]. Cependant aucune n’a investigué 
l’analyse de la complexité intrinsèque de ces données. Le but de cette étude est d’analyser la 
complexité des données cinématiques tridimensionnelles du genou et ce indépendamment de 
la méthode de classification à étudier. Il s’agit de la première étude qui aborde la 
problématique de la complexité de ce type de données avant d’investiguer leur classification. 
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Figure 1: Illustration des données cinématiques tridimensionnelles des deux classes: asymptomatiques 
(AS) et arthrosiques (OA) : (a) la flexion/extension, (b) l’abduction/adduction et (c) la rotation 
interne/externe 
2. Mesures de complexité 
La mesure de la complexité s’est basée sur l’évaluation des frontières des classes de point de vu 
séparabilité, chevauchement et caractéristiques géométriques. Nous avons évalué deux 
groupes de mesures: (1) Mesure de chevauchement entre les points d’intérêt et (2) Mesure de la 
séparabilité des classes [8]. 
Mesure de chevauchement entre les attributs 
Cette mesure évalue la capacité des attributs à séparer les instances des différentes classes [9]. 
Dans notre étude, ces attributs sont constitués d’un ensemble de facteurs biomécaniques 
mesurés sur les courbes de la cinématique. Le chevauchement a été évalué via plusieurs 
paramètres notamment : Le ratio maximal de Fisher (Maximum Fisher’s discriminant ratio) F1, le 
chevauchement interclasses (Overlap of the per-class bounding boxes) F2, et l’efficacité maximale 
des points d’intérêts (maximum individuel feature efficiency) F3.  
Le paramètre F1 quantifie la distance entre les centres des deux classes, en se basant sur 
chacun des attributs individuellement comme décrit par l’équation 1. 
𝐹$ = 𝑚𝑎𝑥) 𝜇)$ − 𝜇), ,𝜎)$, +	𝜎),,  (1) 
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où 𝜇)$	et 𝜎)$ sont la moyenne et la variance des de la 1ere classe par rapport au ieme attribut. Une 
valeur élevée de ce paramètre permet de déduire que les classes sont fort probablement 
séparable au moins par un attribut. Cependant, la géométrie des classes intervient aussi car les 
classes peuvent chevaucher même si les centres sont éloignés, ainsi ce paramètre seul ne suffit 
pas pour trancher. Le paramètre F2 mesure le chevauchement entre les distributions des deux 
classes. Il est défini par le ratio de l’intervalle de chevauchement contenant des attributs 
appartenant aux deux classes par l’intervalle entier des attributs :  
𝐹, = min 𝑚𝑎𝑥 𝑓), 𝑐$ ,𝑚𝑎𝑥 𝑓), 𝑐, −	max 𝑚𝑖𝑛 𝑓), 𝑐$ ,𝑚𝑖𝑛 𝑓), 𝑐, 	max 𝑚𝑎𝑥 𝑓), 𝑐$ ,𝑚𝑎𝑥 𝑓), 𝑐, −	min 𝑚𝑖𝑛 𝑓), 𝑐$ ,𝑚𝑖𝑛 𝑓), 𝑐, 	;)<$  (2) 
où l est le nombre d’attributs, 𝑓)  est le ieme attribut, et 𝑐$, 𝑐, les deux classes. Contrairement à F1 
une faible valeur de ce paramètre qui est aussi appelé volume de chevauchement (Volume of 
Overlap Region) permet de conclure que les attributs permettent de discriminer les données de 
chaque classe. Le 3eme paramètre F3, calcule l’efficacité de discrimination de chaque attribut et 
retourne la valeur maximale. Ainsi pour chaque attribut on calcule ratio du nombre 
d’instances non contenu dans la région de chevauchement par le nombre total des instances. 
La valeur maximale correspond par la suite au paramètre F3.  
Mesure de la séparabilité des classes 
La mesure de séparabilité examine les frontières de chaque classe afin d’estimer la complexité 
de séparer les instances des différentes classes. Elle peut être évaluée via plusieurs paramètres, 
notamment : la fraction des points sur la frontière de la classe (The fraction of points on the class 
boundary) N1 et le ratio de la moyenne de la distance du voisin le plus proche dans la même 
classe par la distance du voisin le plus proche de l’autre classe (Ration of Average Intra/Inter 
Class Nearest Neighbour Distance) N2 [10]. Le calcul de N1 est effectué à l’aide de l’arbre 
couvrant (minimum spanning tree) à travers toute la base de données. Ce paramètre correspond 
au ratio du nombre de nœuds de cet arbre qui sont connectés et appartiennent à différentes 
classes par le nombre des instances de la base de données. Si un nœud est connecté à plusieurs 
nœuds de classes différentes, il est compté juste une fois. Une valeur élevée de N1	indique que 
la majorité des instances sont situées à la frontière de la classe ce qui rend la sa séparation plus 
difficile. Le paramètre N2 compare l’étalement des instances de la même classe par rapport à 
la distance des plus proches voisins appartenant aux autres classes. Une faible valeur de N2 
permet de conclure que les instances de la même classe sont assez proches dans l’espace des 
attributs. 
𝑁2 = 𝑖𝑛𝑡𝑟𝑎𝐷𝑖𝑠𝑡(𝑒𝑥))GH)<I 𝑖𝑛𝑡𝑒𝑟𝐷𝑖𝑠𝑡(𝑒𝑥))GH)<I  (3) 
où 𝑒𝑥)  est une instance et 𝑁J	est le nombre d’exemples dans la base de données. 
3. Application aux données cinématiques 
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Le tableau 1 résume les résultats de l’analyse de complexité. Les mesures de complexité 
permettent de déduire l’aspect assez complexe du problème de classification des données 
cinématiques du genou. Nous remarquons que le paramètre F1 est assez faible ce qui reflète un 
chevauchement important entre les instances des classes dans l’espace des attributs. Une forte 
valeur de N2 prouve aussi que les instances de la même classe sont assez dispersées. Les trois 
bases de données Iris, Abalone et Wine, nous ont servi comme références pour avoir une idée 
sur l’ordre de grandeur de ces paramètres. La base Abalone qui donne de très bons résultats de 
classification suit parfaitement le comportement que doivent avoir ces paramètres comme 
décrit précédemment. 
Table 1: Mesures de complexité des données cinématiques 3D du genou ainsi que pour d’autres bases 
de données de référence 
 F1	 F2	 F3	 N1	 N2	
Données cinématiques 3D 
du genou  0,38 8,57 10
-14 0,065 0,5 0,94 
Iris  16,82 0,0048 0,57 0,013 0,095 
Abalone  14,03 0 0,99 4,7 10-4 0,025 
Wine  4,29 3,9 10-5 0,76 0,06 0,49 
4. Conclusion 
Dans cette étude nous avons analysé la complexité intrinsèque des données cinématiques en 
utilisant les mesures de chevauchement entre les attributs et la séparabilité des classes. Les 
résultats obtenus démontrent une grande complexité de ces données comparativement à des 
bases de données de références. Ces résultats nous orientent vers le besoin d’utiliser des 
méthodes de prétraitement des données cinématiques avant leur classification et vers 
l’utilisation de méthodes de classification avancées où les données ne sont pas linéairement 
séparables. 
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