In the recent years, there has been a significant improvement in the quality of samples produced by (deep) generative models such as variational auto-encoders and generative adversarial networks. However, the representation capabilities of these methods still do not capture the full distribution for complex classes of images, such as human faces. This deficiency has been clearly observed in previous works that use pre-trained generative models to solve imaging inverse problems. In this paper, we suggest to mitigate the limited representation capabilities of generators by making them image-adaptive and enforcing compliance of the restoration with the observations via back-projections. We empirically demonstrate the advantages of our proposed approach for image super-resolution and compressed sensing.
Introduction
The developments in deep learning [1] in the recent years have led to significant improvement in learning generative models [2, 3, 4, 5, 6, 7, 8, 9] . Methods like variational auto-encoders (VAEs) [2] , generative adversarial networks (GANs) [3] and latent space optimizations (GLOs) [6] have found success at modeling data distributions. However, for complex classes of images, such as human faces, while these methods can generate nice examples, their representation capabilities do not capture the full distribution. This phenomenon is sometimes referred to in the literature, especially in the context of GANs, as mode collapse [7, 9] . Yet, as demonstrated in [10] , it is common to other recent learning approaches as well.
Another line of works that has gained a lot from the developments in deep learning is imaging inverse problems, where the goal is to recover an image x from its degraded or compressed observations y [11] . Most of these works have been focused on training a convolutional neural network (CNN) to learn the inverse mapping from y to x for a specific observation model (e.g. super-resolution with certain scale factor and bicubic anti-aliasing kernel [12] ). Yet, recent works have suggested to use neural networks for handling only the image prior in a way that does not require exhaustive offline training for each different observation model. This can be done by using CNN denoisers [13, 14, 15] plugged into iterative optimization schemes [16, 17] , training a neural network from scratch for the imaging task directly on the test image (based on internal recurrence of information inside a single image) [18, 19] , or using generative models [20, 21, 22] .
Methods that use generative models as priors can only handle images that belong to the class or classes on which the model was trained. However, the generative learning equips them with valuable semantic information that other strategies lack. For example, a method which is not based on a generative model cannot produce a perceptually pleasing image of human face if the eyes are completely missing in an inpainting task [21] . The main drawback in restoring complex images using generative models is the limited representation capabilities of the generators. Even when one searches over the range of a pre-trained generator for an image which is closest to the original x, he is expected to get a significant mismatch [20] .
In this work, we propose a strategy to mitigate the limited representation capabilities of generators when solving inverse problems. The strategy has two components. The first is an internal learning phase at test time that makes the generator image-adaptive, and the second is an explicit backprojection step that enforces compliance of the restoration with the observations y. We empirically demonstrate the advantages of our proposed approach for image super-resolution and compressed sensing.
Related work
Our work is mostly related to the recent work [20] , which has suggested to use pre-trained generative models for the compressive sensing (CS) task [23, 24] : reconstructing an unknown signal x ∈ R n from observations y ∈ R m of the form
where A is an m × n measurement matrix, e ∈ R m represents the noise, and the number of measurements is much smaller than the ambient dimension of the signal, i.e. m n. Following the fact that in highly popular generative models, such as GANs, VAEs and GLOs, a generator G(·) learns a mapping from a low dimensional space z ∈ R d to the signal space G(z) ∈ R n , Bora et al. [20] have proposed a method, termed CSGM, that estimates the signal asx = G(ẑ), whereẑ is obtained by minimizing the non-convex 2 cost function
using backpropagation and standard gradient based optimizers.
For specific classes of images, such as handwritten digits and human faces, experiments have shown that this approach can reconstruct nice looking images with much fewer measurements than the classical sparsity-based Lasso method [25] . However, unlike Lasso, it has been also shown that CSGM cannot provide accurate recovery even when there is no noise and the number of observations is very large. This shortcoming is mainly due to the limited representation capabilities of the generative models (see Section 6.3 in [20] ), and is common to related recent works [22, 26, 27] .
Note that using specific structures of A, the model (1) can be used for different imaging inverse problems, making the CSGM method applicable for these problems as well. For example, it can be used for denoising task when A is the n × n identity matrix I n , inpainting task when A is an m × n sampling matrix (i.e. a selection of m rows of I n ), deblurring task when A is a blurring operator, and super-resolution task if A is a composite operator of blurring (i.e. anti-aliasing filtering) and down-sampling.
Our image-adaptive approach is inspired by [28] , which is influenced itself by [18, 19] . These works follow the idea of internal recurrence of information inside a single image within and across scales [29, 30] . However, while the two methods [18, 19] completely avoid an offline training phase and optimize the weights of a deep neural network only in the test phase [19] , the work in [28] incorporates external and internal learning by taking offline trained CNN denoisers, fine-tuning them in test time and then plugging them into a model-based optimization scheme [17] . Note, though, that the internal learning phase in [28] uses patches from y as the ground truth for a denoising loss function (f (x) = y −x 2 2 ), building on the assumption that y directly includes patterns which recur also in x. Therefore, this method requires that y is not very degraded, which makes it suitable perhaps only for the super-resolution task, similarly to [18] , which is also restricted to this problem. Note that the approach in [19] can be applied to different observation models, but each one requires modified network architecture and training process. In contrast, in our work the test-time optimization is done on the same generator using a general fidelity term (2) which is suitable to many observation models. Moreover, our generative prior has semantic knowledge that other priors lack, and our internal learning phase yields a significantly better restoration by diminishing the disability of G(z) to represent x.
Using back-projections (BP) in applications such as tomographic reconstruction and super-resolution is a rather old strategy [31, 32] . In many recent sophisticated super-resolution algorithms it is often used as a post-processing step that moderately improves the results [29, 30, 18, 33] . However, we have not encountered its usage in reconstructions based on generative priors. In this paper we show that this simple technique is highly effective in mitigating the limited representation capabilities of generators.
The proposed methods
In this work, our goal is to make the solutions of inverse problems using generative models more faithful to the observations and more accurate, despite the limited representation capabilities of the pre-trained generators. To this end, we examine two strategies.
"Hard" compliance to observations via back-projecting
Denote byx an estimation of x, e.g. using the CSGM method [20] . Assuming that there is no noise, i.e. e = 0, a simple way to strictly enforce compliance of the restoration with the observations y is back-projecting (BP) the estimatorx onto the affine subspace {AR n = y}
Note that this problem has a closed-form solution
where
is the pseudoinverse of A (assuming that m < n, which is the common case, e.g. in super-resolution and compressed sensing tasks). In practical cases, where the problem dimensions are high, the matrix inversion in A † can be avoided by using the conjugate gradient method that only requires applying the operators A and A T [34] .
Let P A A † A denote the orthogonal projection onto the row space of A, and Q A I n − A † A denote its orthogonal complement. Substituting (1) into (4) giveŝ
which shows that the reconstruction is consistent with y on P A x, and considers only the projection ofx onto the null space of A. Thus, for an estimatex obtained using a generative model, the BP technique essentially eliminates the component of the generator's representation error that resides in the subspace spanned by the rows of A, but does not change the component in the null space of A. Still, from the (Euclidean) accuracy point of view, this strategy is very effective, as demonstrated in the experiments section.
As can be seen in (5), in case of noisy observations, i.e. e 2 > 0, a final denoising step might be required. In our experiments for white Gaussian noise e, off-the-shelf Gaussian denoisers were suffice, despite the fact that the noise is colored by A † .
"Soft" compliance to observations via image-adaptation
Our second strategy to handle the limited representation capabilities of the generators is making them image-adaptive (IA) by internal learning in test-time. In details, instead of recovering the latent signal x asx = G(ẑ), where G(·) is a pre-trained generator andẑ is a minimizer of (2), we propose to simultaneously optimize z and the parameters of the generator, denoted as θ, by minimizing the cost function
The optimization is done using backpropagation and standard gradient based optimizers. The initial value of θ is the pre-trained weights, and the initial value of z isẑ, obtained by minimization with respect to z alone, as done in CSGM. Then, we perform joint-minimization to obtainθ IA andẑ IA , and recover the signal usingx IA = Gθ
The reasoning behind our approach is that while the current leading learning strategies cannot train a generator whose representation range covers every sample of a complex distribution, they do allow to modify it to better represent a single specific sample that agrees with the observations y. Yet, contrary to prior works that optimize the weights of neural networks only by internal learning [18, 19] , here we incorporate information captured in the test-time with the valuable semantic knowledge obtained by the offline generative learning. To we make sure that information captured in test-time does not come at the expense of offline information which is useful for the test image at hand, we start with optimizing z alone, as mentioned above, and for the joint minimization we use small learning rates and early stopping, as described in the experiments section below.
Finally, we note that this strategy enforces only a "soft" compliance of the restoration with the observations y, because our gentle joint optimization, which prevents overriding the offline semantic information, may not completely diminish the component of the generator's representation error that resides in the subspace spanned by the rows of A, as done by BP. On the other hand, intuitively, the strong prior (imposed by the offline training and by the generator's structure) is expected to improve the restoration also in the null space of A (unlike BP). Indeed, as shown below, by combining the two approaches, i.e. applying the IA phase and then the BP onθ IA , we obtain better results than only applying BP onx = G(ẑ). This obviously implies decreasing the component of reconstruction error in the null space of A.
Experiments
In our experiments we use two recently proposed GAN models, which are known to generate very high quality samples of human faces. The first model is BEGAN [8] , trained on CelebA dataset [35] , which generates a 128 × 128 image from a uniform random vector z ∈ R 64 . The second model is PGGAN [9] , trained on CelebA-HQ dataset [9] that generates a 1024 × 1024 image from a Gaussian random vector z ∈ R 512 . We use the official pre-trained models, and for details on the architectures and training procedures of these models we refer the reader to their original publications [8, 9] . Note that previous works, which use generative models for solving inverse problems, have considered much simpler datasets, such as MNIST [36] or a small version of CelebA (downscaled to size 64 × 64), which perhaps do not demonstrate how severe the effect of mode collapse is.
The test-time procedure is done as follows, and is almost the same for the two models. For CSGM we follow [20] and optimize (2) using ADAM optimizer [37] with learning rate of 0.1. We use 1600 iterations for BEGAN and 1800 iterations for PGGAN. The final z, i.e.ẑ, is chosen to be the one with minimal objective value f (z) along the iterations, and the CSGM recovery isx = G(ẑ). Performing a post-processing BP step (4) gives us also a reconstruction that we denote by CSGM-BP.
In the reconstruction based on image-adaptive GANs, which we denote by IAGAN, we initialize z withẑ, and then optimize (6) jointly for z and θ (the generator parameters). For compressed sensing we use ADAM with learning rate of 10 −4 for z and θ in the case of BEGAN, and learning rates of 10 −4 and 10 −3 for z and θ respectively in the case of PGGAN. For super-resolution we use ADAM with learning rates of 10 −4 and 10 −3 for z and θ respectively in both GANs. We run the algorithm for 200 iterations in both compressed sensing and super-resolution when using BEGAN, where in PGGAN we run for 300 and 150 iterations in compressed sensing and super-resolution respectively. The final minimizersθ IA andẑ IA are chosen according to the minimal objective value, and the IAGAN result is obtained byx IA = Gθ IA (ẑ IA ). Another recovery, which uses both two strategies from Section 3, is obtained by performing a post-processing BP step (4) onx IA . We denote this reconstruction by IAGAN-BP.
Compressed sensing
The first experiment is done for compressed sensing using m × n Gaussian measurement matrix A with i.i.d. entries drawn from A ij ∼ N (0, 1/m), similar to the experiments in [20] . In this case, there is no efficient way to implement the operators A and A T . Therefore, we consider only the BEGAN that generates 128 × 128 images (i.e. n = 3 × 128 2 = 49, 152), which are much smaller than those generated by PGGAN. its mode collapse), CSGM performance reaches a plateau in a quite small value of m, contrary to IAGAN error that continues to decrease. The back-projection strategy is shown to be very effective, as it makes sure that CSGM-BP is rescued from the plateau of CSGM. The fact that IAGAN still has a very small error when the compression ratio is almost 1 follows from our small learning rates and early stopping, which have been found necessary for small values of m, where the null space of A is very large and it is important to avoid overriding the offline semantic information. However, this small error is often barely visible, as demonstrated by visual results in Figure 2 , and further decreases by the BP step of IAGAN-BP.
In order to examine our proposed strategies for the larger model PGGAN as well, we turn to use a different measurement matrix A which can be applied efficiently -the subsampled Fourier transform. This acquisition model is also more common in practice, e.g. in compressed sensing MRI [38] . Furthermore, this choice of A simplifies the BP step, because A † is simply the Hermitian transpose of A (this property follows from the fact that the subsampled Fourier transform is a tight frame [39] ). We check compression scenarios with ratios 0.3 and 0.5. The PSNR results (averaged on 100 images from each dataset) are given in Table 1 , and several visual examples are shown in Figures 3 and 4 . In Figure 3 we also present the binary masks used for 30% and 50% Fourier domain sampling of 128 × 128 images in CelebA. The binary masks that have been used for CelebA-HQ have similar form.
The unsatisfactory results obtained by CSGM clearly demonstrate the limited capabilities of both BEGAN and PGGAN for reconstruction, despite the fact that both of them can generate very nice samples [8, 9] . In all the scenarios our BP and IA strategies improve the results, where the latter seems more effective. Yet, recall that the BP step improves only the reconstruction in the row space of A. Therefore, while applying it without taking care of the reconstruction error in the null space of A does improves the PSNR, it also leads to visual artifacts (see the results of CSGM-BP). Performing BP on the recovery of IAGAN to obtain IAGAN-BP seems to be the best, as it enjoys the IA strategy that improves the results also in the null space of A.
Super-resolution
We turn to examine the super-resolution task, for A which is a composite operator of blurring with a bicubic anti-aliasing kernel followed by down-sampling. For BEGAN we use super-resolution scale factor of 4, and for PGGAN we use scale factors of 8 and 16. Similar to previous compressed sensing experiment, again the BP step can be computed efficiently, because A † can be implemented by bicubic upsampling. The PSNR results (averaged on 100 images from each dataset) of the different methods are given in Table 2 representation error. The results of CSGM-BP have less artifacts than in the compressed sensing experiments, and they are even often better than IAGAN. Yet, IAGAN-BP that combines the two strategies obtains the best perceptual quality in all experiments and, except from the experiment with scale factor 16, also the best PSNR. It may seem somewhat surprising that the simple bicubic upsampling has competitive accuracy, i.e. PSNR, with our more sophisticated methods IAGAN and IAGAN-BP. However, recall that this interpolation technique uses the observed information as is, and does not hallucinate any details that may improve its perceptual quality (indeed, the bicubic recoveries in Figures 5 and 6 are very blurry). In contrast, the CSGM and IAGAN build on a generative prior which encourages good perceptual quality (e.g. during adversarial training, the generator tries to fool the discriminator with natural looking images and does not have any distortion considerations). Therefore, as discussed in [40] , we pay some price for the inherent tradeoff between distortion and perception.
The next experiment is an extreme demonstration of mode collapse. In this scenario we use the BEGAN model to recover slightly misaligned images -the images are vertically translated by a few pixels. The results are shown in Figure 7 . The CSGM is highly susceptible to the poor capabilities of BEGAN in this case, while our IAGAN strategy is quite robust.
The final experiment considers super-resolution of noisy images. The goal is to demonstrate that even though the BP strategy is justified in Section 3.1 for the noiseless case, it is still effective for moderate noise levels. However, since A † e may amplify the noise, a final denoising step should be performed. We note that for very high noise levels, a simple and perhaps better alternative is to denoise the input low-resolution image (i.e. as a pre-processing) instead of the output of the BP stage. Yet, doing it for moderate levels of noise will cost in loss of fine details that can be exploited by the super-resolution method. The experiment is performed with the BEGAN model, and e is white Gaussian noise with standard deviation of 0.05 (i.e. 12.75/255). We use CBM3D denoiser [41] as a final phase for CSGM-BP and IAGAN-BP. Visual results are demonstrated in Figure 8 . It is clear the the BP procedure compensated by denoising significantly improves the performance of CSGM. For our IAGAN approach, the improvement is more moderate, since IAGAN reconstruction is already pleasant. Both methods yield sharper recoveries than the plain bicubic upsampling.
Conclusion
In this work we considered the usage of generative models for solving imaging inverse problems. The main deficiency in such applications is the limited representation capabilities of the generators, which unfortunately do not capture the full distribution for complex classes of images. We suggested two strategies for mitigating this problem. The first is a final back-projection (BP) step that eliminates the component of the generator's representation error that resides in the row space of the measurement matrix. The second is an image adaptive approach, termed IAGAN, that improves the generator capability to represent the specific test image, and can improve also the restoration in the null space of the measurement matrix. One can also use these strategies together. Experiments on compressed sensing and super-resolution tasks demonstrated that our strategies yield significantly improved reconstructions, which are both more accurate and perceptually pleasing than other alternatives, especially when the image-adaptive approach is being used. 
