The diagonalization of a conventional multiple-input multiple-output (MIMO) channel into parallel and independent subchannels via singular value decomposition (SVD) is a fundamental strategy that allows the MIMO channel capacity to be achieved using scalar channel codes. This letter establishes a similar channel diagonalization result for the uplink and the downlink of a cloud radio access network (C-RAN), in which a central processor is connected to a remote radio head (RRH) serving a single user via rate-limit digital fronthaul carrying the compressed baseband signal. Specifically, we show that the diagonalization of the MIMO channel between the RRH and the user via SVD and the subsequent independent and parallel quantization of scalar signals and channel coding in each of the subchannels is optimal. This letter establishes this fact using the majorization theory. Further, an uplink-downlink duality for the multiple-antenna C-RAN is identified for this single-user case.
I. INTRODUCTION
A FUNDAMENTAL result in multiple-input multipleoutput (MIMO) communication is that the diagonalization of a Gaussian vector channel y = Hx + z via singular value decomposition (SVD), H = U H H V H H , leads to an optimal transmission and reception strategy. The use of the singular vectors V H as the precoders, the singular vectors U H as the receive beamformers, and the use of error-correcting codes designed for single-input single-output (SISO) additive white Gaussian noise (AWGN) channel over the independent and parallel subchannels can achieve the capacity of the overall Gaussian vector channel [1] . Moreover, if the uplink and downlink channels are reciprocals of each other, because the singular values of H and H H are the same, the capacities of the uplink and downlink channels are also the same.
This letter investigates the uplink and downlink of a cloud radio-access network (C-RAN) [2] consisting of a cloud-based central processor (CP), a remote radio head (RRH), and one user. The RRH is connected to the CP via a finite-capacity digital link. In the uplink, the RRH compresses the received baseband analog signal and sends the compressed signal to the CP for demodulation and decoding. In the downlink, the CP pre-computes the desired analog transmit signal and sends a compressed version to the RRH for transmission. For such a C-RAN, we ask the question of whether the natural strategy of first diagonalizing the MIMO channel into parallel scalar channels followed by independently compressing the scalar signal and coding over each of the subchannels is optimal. This letter answers the question in the affirmative by utilizing the majorization theory [3] . The answer is nontrivial because it involves a joint optimization of transmission and quantization under finite fronthaul. As a consequence of the optimality of channel diagonalization, an uplink-downlink duality is established for the single-RRH single-user C-RAN.
We note that although a main future benefit of C-RAN stems from multiple-RRH cooperation for interference mitigation, the single-RRH single-user C-RAN considered here is already of interest, because the processing of baseband signals in the cloud provides computational offloading benefit [4] even without RRH cooperation. The single-user C-RAN model considered in this letter can also be thought of as corresponding to one subcarrier of an orthogonal frequency-division multipleaccess (OFDMA) C-RAN system, in which users are separated via orthogonal subcarriers, free of co-channel interference [5] .
II. UPLINK AND DOWNLINK C-RAN MODEL
Consider the uplink and downlink C-RAN model consisting of one CP, one RRH and one user, as shown in Fig. 1 . The RRH is equipped with N R > 1 antennas; the user is equipped with N U > 1 antennas. In the uplink, the channel from the user to the RRH is denoted by H ∈ C N R ×N U ; in the dual downlink, the channel from the RRH to the user is given by H H by reciprocity. Without loss of generality, we assume that the rank of H is min(N R , N U ). The transmit power constraint is denoted by P for both the uplink and the downlink. It is assumed that the RRH is connected to the CP via a (noiseless) digital fronthaul link of capacity C.
This letter considers compression-based strategies for relaying information between the CP and the RRH via the fronthaul link for both uplink and downlink [6] , [7] . Although from a capacity perspective a RRH capable of decoding and encoding can potentially outperform compression in our setting, the compression strategy significantly simplifies the computational requirements at the RRH. For this reason, the practical implementations of C-RAN in 5G cellular systems are likely to involve compression over the fronthaul [4] .
A. Uplink C-RAN
The uplink discrete-time baseband channel is modeled as
where it is assumed that the user transmits a Gaussian signal with covariance S ul , i.e., x ul ∼ CN (0, S ul ), and z ul ∼ 2162-2345 c 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. CN (0, σ 2 I) denotes the noise at the RRH. The total transmit power of the user across all the antennas is tr(S ul ). The RRH compresses its received signal and sends the compressed signal to the CP. This quantization process can be modeled as
where it is assumed that the quantization noise has a Gaussian distribution with covariance Q ul , i.e., e ul ∼ CN (0, Q ul ). Based on the rate-distortion theory [8] , the fronthaul rate needed for transmittingỹ ul can be expressed as
The achievable rate for the user, accounting for the quantization noise, can now be expressed as
With a transmit power constraint P and fronthaul constraint C, the maximum achievable uplink rate for the user is the optimal value of the following optimization problem [6] :
tr(S ul ) ≤ P.
B. Downlink C-RAN
The downlink discrete-time baseband channel is modeled as
where x dl denotes the transmit signal of the RRH, and z dl ∼ CN (0, σ 2 I) denotes the AWGN at the user. The transmit signal x dl is a compressed version of the beamformed signal, assumed to be Gaussian distributed as
The compression process is modeled as
where the compression noise is also assumed to be Gaussian, i.e., e dl ∼ CN (0, Q dl ). The total transmit power of the RRH across all the antennas can now be expressed as tr(S dl + Q dl ).
By rate-distortion theory, the fronthaul rate for transmittingx dl can be expressed as
The achievable rate of the user is
With the same transmit power constraint P and fronthaul constraint C as in the uplink, the maximum achievable downlink rate for the user is the optimal value of the following optimization problem [7] :
III. OPTIMALITY OF CHANNEL DIAGONALIZATION This letter shows that the SVD diagonalization of the channel is optimal for both the uplink and the downlink C-RAN by providing optimal solutions to problems (P1) and (P2). Define the SVD of H as H = U H H V H H , where H ∈ C N R ×N U is a rectangular diagonal matrix with D = rank(H) = min(N R , N U ) diagonal elements denoted by h 1 , . . . , h D , with |h 1 | ≥ · · · ≥ |h D |, and U H ∈ C N R ×N R and V H ∈ C N U ×N U are unitary matrices.
Theorem 1: The optimal solution to problem (P1) has the following form: 
where Sdl = diag(p dl 1 , . . . ,p dl N R ) and Q dl = diag(q dl 1 , . . . , q dl N R ) are diagonal matrices with non-negative diagonal elementsp dl 1 , . . . ,p dl N R and q dl 1 , . . . , q dl N R . It is well-known that to maximize the capacity of the vector point-to-point channel, the optimal strategy is to set the precoder and receiver beamformer as singular vectors in V H and U H so as to diagonalize the channel H [1] . Theorems 1 and 2 imply that under the assumption of compression-based strategies for C-RAN, the optimal transmit and receive scheme is also to diagonalize the vector channel into D = rank(H) parallel sub-channels such that a simple quantization of scalars together with scalar AWGN codes on each subchannel is optimal. The proofs are based on majorization theory [3] and are deferred to the next section. Here, h d , (p ul d ,p dl d + q dl d ), and (q ul d , q dl d ) are the channel strength, transmit power, and quantization noise level of the uplink/downlink subchannel d.
The optimality of channel diagonalization allows us to establish an uplink-downlink duality relationship for the multi-antenna single-user single-RRH C-RAN. Based on Theorems 1 and 2, the maximizations of the uplink and downlink rates for C-RAN, i.e., (P1) and (P2), reduce to the following scalar optimization problems. For the uplink, we have:
and for the downlink, we have:
Although the above problems (13) and (14) are not convex, there is an interesting duality between the two. For the SISO C-RAN, the duality has been shown in [9, Th. 1] . Specifically, consider the case of D = 1, the maximum uplink achievable rate is
where we have used the relationships p ul = P and
Likewise in the downlink D = 1 case, utilizing the relationshipsp dl + q dl = P and
it can be shown that the maximum downlink achievable rate is exactly the same as the uplink:
By applying this result to each subchannel d, it can be shown that the optimal value of the problem (13) must be the same as that of the problem (14). Theorem 3: Consider a C-RAN model implementing compression-based strategies in both the uplink and the downlink, where both the user and RRH are equipped with multiple antennas. Any rate that is achievable in the uplink is achievable with the same sum-power and fronthaul capacity constraint in the downlink, and vice versa.
The above result can be thought of as a generalization of celebrated uplink-downlink duality (e.g., [10] ) to the C-RAN, but restricted to the single-RRH single-user case. 
IV. PROOFS VIA LOGARITHMIC MAJORIZATION
Define the SVD of = HS ul H H and Q ul as = U U H and Q ul = U Q ul Q ul U H Q ul , respectively, for some = diag(λ ,1 , . . . , λ ,N R ) with λ ,1 ≥ · · · ≥ λ ,N R , and Q ul = diag(λ U ul ,1 , . . . , λ U ul ,N R ) with λ U ul ,1 ≤ · · · ≤ λ U ul ,N R . Note that the optimization variables of problem (19) are changed to R, (instead of S ul ), and Q ul .
Consider the first constraint in problem (19). Given any matrix A, define γ ↓ (A) and γ ↑ (A) as the vectors consisting of all the eigenvalues of A in decreasing and increasing order, respectively. According to [3, 9. H.1.d], γ ( (Q ul + σ 2 I) −1 ) is logarithmically majorized by γ ↓ ( ) • γ ↓ ((Q ul + σ 2 I) −1 ) (see [12, Definition 1.4] ), where • represents the elementwise product. Moreover, it can be shown that f (x) = N n=1 log 2 (σ 2 +x n ) is a Schur-geometrically convex function of x = [x 1 , . . . , x N ] T (see [12, Definition 1.5] ). Since the diagonal elements of , ( Q ul + σ 2 I) − 
