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Introduction
Traditional modelling of financial time series critically relies on the assumption of conditional normality of returns. This assumption implies that conditional skewness and excess kurtosis should be equal to zero. However, empirical evidence is in sharp contrast to this assertion. Unconditionally, these moments prove not to be zero. Moreover, similar to the first two conditional moments, higher moments demonstrate considerable time variation as noted by Bekaert et al. (1998) and Ghysels et al. (2011) .
Thus, explicit modelling of conditional higher moments that allows for time variation, is necessary to avoid model misspecification.
Since the pioneering work of Hansen (1994) , a number of researchers have proposed parametric models for conditional skewness. Examples of studies on the economic importance of conditional skewness in financial asset returns, its econometric modelling and its empirical applications include Siddique (1999, 2000) , Chen et al. (2001) , Brännäs and Nordman (2003) , Jondeau and Rockinger (2003) , Patton (2004) , León et al. (2005) , Lanne and Saikkonen (2007) , Grigoletto and Lisi (2009) , Wilhelmsson (2009) , Ghysels et al. (2011) , Durham and Park (2013) , Conrad et al. (2013) , and Feunou et al. (2013) . There exist a number of studies that focus on conditional kurtosis, among them Brooks et al. (2005) and Guidolin and Timmermann (2008) . In this paper we focus on conditional skewness, or conditional asymmetry.
The existing research does not tell us which parametric conditional skewness model provides a better fit for the data. As noted by Kim and White (2004) , this is partially due to the extreme sensitivity of traditional skewness and kurtosis measures to outliers.
1 They propose several robust measures for skewness and kurtosis. In previous work (Feunou et al. 2013) , we found that conditional asymmetry in returns is related to the "relative semi-variance," defined as the upside variance minus the downside variance. 2 We showed that modelling downside risk is possible when a measure of skewness is explicitly incorporated in the model. We used Pearson's (1895) "mode skewness" as the measure of choice.
Pearson's mode skewness is more robust to outliers than traditional skewness measures. Building upon and expanding on suggestions in Kim and White (2004) and Feunou et al. (2013) , this paper fills the existing gap in the literature regarding model adequacy for parametric conditional skewness models.
Our objective is threefold. First, we establish through a proposition that the relative semi-variance,
1 By traditional, we mean standardized third and fourth moments of a random variable.
2 We define the "upside variance" as the variance of the returns conditional upon their realization above a certain threshold. Their variance conditional upon their realization below the same threshold is called "downside variance." Based on these two definitions, we define the difference between upside variance and downside variance as the "relative semi-variance." 1 divided by the total variance, is a measure of skewness that satisfies the properties proposed by Groeneveld and Meeden (1984) for any reasonable skewness measure. Second, we develop an intuitive and easy-to-implement method for non-parametric measurement of realized asymmetry. Third, based on this measure of realized asymmetry, we can test any parametric model for conditional skewness and provide a method of how to model the conditional skewness. We test a number of parametric models of conditional asymmetry with various functional and distributional assumptions. The testing procedure is based on Mincer and Zarnowitz (1969) regressions and is similar in spirit to the methodology developed by Chernov (2007) to close the realized-implied volatility predictive regression gap. We find that in addition to allowing time variation in the conditional asymmetry, we need to allow for a "leverage effect," but also for asymmetry-in-asymmetry to obtain the best characterization of the conditional skewness dynamics.
3 The most successful characterization of the conditional asymmetry shares several functional features with the celebrated exponential GARCH (EGARCH) model of Nelson (1991) . Ghysels et al. (2011) propose a methodology for modelling and estimating the conditional skewness based on a mixed data sampling (MIDAS) method of volatility estimation introduced and extensively studied by Ghysels et al. (2005 Ghysels et al. ( , 2006 Ghysels et al. ( , 2007 , and Bowley's (1920) Bowley's (1920) robust coefficient of skewness. This measure is constructed using the inter-quantile ranges of the series investigated, while our measure is based on the difference between upside and downside semi-variances. Durham and Park (2013) study the contribution of conditional skewness in a continuous-time framework. For tractability, they assume simple dynamics based on a single Lévy process for the conditional skewness in their estimated models. We model the conditional asymmetry in discrete time and assume much richer dynamics. Durham and Park establish the cost of ignoring conditional higher moments in modelling returns dynamics. Thus, their simple model is adequate to motivate their work. The economic relevance of conditional asymmetry has been established in several asset pricing studies. As pointed out by Christoffersen et al. (2006) , conditionally non-symmetric return innovations are critically important, since in option pricing, for example, heteroskedasticity and the leverage effect alone do not suffice to explain the option smirk. In this study, we try to find the model that best characterizes the dynamics of the conditional asymmetry in S&P 500 returns in a rich set of models. Jondeau and Rockinger (2003) characterize the maximal range of skewness and kurtosis for which a density exists. They claim that the generalized Student-t distribution spans a large domain in this maximal set, and use this distribution to model innovations of a GARCH-type model with conditional parameters. They find time dependency of the asymmetry parameter, but a constant degree-of-freedom parameter in the series they study. They provide evidence that skewness is strongly persistent, but kurtosis is much less so. While influenced by Jondeau and Rockinger (2003) , our study differs from their work in two important dimensions. First, we study a larger number of models and distributions than Jondeau and Rockinger (2003) , and we therefore consider our study to be more comprehensive.
Second, since we compare non-nested models, we rely on Mincer and Zarnowitz's (1969) methodology to investigate the adequacy of models.
The rest of the paper proceeds as follows. In section 2, we provide the theoretical background for our study. We discuss the implications of various distributional assumptions in section 3. Section 4
describes the different parametric model specifications for the conditional skewness that we test in our empirical analysis. We report our empirical findings in section 5. Section 6 concludes.
Theoretical Background
Conventional asymptotic theory in econometrics typically leads to limiting distributions for economic variables that are conditionally Gaussian as sample size increases. Examples of such work include Bollerslev et al. (1994) and Davidson (1994) . Thus, conditional skewness should converge to zero as sample size increases. However, as Ghysels et al. (2011 ), Brooks et al. (2005 , and Jondeau and Rockinger (2003) show, conditional skewness for many financial time series does not vanish in large samples or through sampling at higher frequencies. In what follows, we extend their findings and develop a testing framework to compare different parametric models of conditional skewness.
In general, common parametric distributions considered in empirical work to characterize the distribution of logarithmic returns are unimodal and satisfy the following conditions:
where m is a suitably chosen threshold. A few studies in the literature use distributions that explicitly allow for skewness in returns; in particular, the skewed generalized Student-t distribution popularized by Hansen (1994) , the skewed generalized error distribution of Nelson (1991) , and the binormal distribution applied to financial data in our previous work (Feunou et al. 2013 ) all satisfy equation (1). We introduce a new measure of asymmetry, called the relative semi-variance (RSV), defined by the difference between Based on our discussion in section 2, we posit that modelling conditional skewness or asymmetry is equivalent to modelling relative semi-variance, RSV t . The literature on modelling and measuring volatility in finance and economics is vast. It suffices to say that, for years now, using realized variance following the methodology of Andersen et al. (2001 Andersen et al. ( , 2003 is the standard method for measuring volatility in financial time series. As an example, Chernov's (2007) study on the adequacy of optionimplied volatility in forecasting future volatility crucially depends on this methodology. We modify this standard methodology in the literature to build a non-parametric and distribution-free measure for conditional asymmetry in returns. In a recent paper, Neuberger (2012) discusses a somewhat similar measure of realized skewness.
We construct our measures following the common practice in the realized variance literature by summing up finely sampled squared-return realizations over a fixed time interval, RV t = nt j=1 r 2 j,t , where there are n t high-frequency returns in period t, r j,t is the jth high-frequency return in period t.
We then construct the realized downside and upside variance series as
where n d t and n u t are, respectively, the number of high-frequency returns below and above the conditional mode of return m t in period t, and where I (·) denotes an indicator function. Thus, the measure for realized relative semi-variance is simply defined as , where T > 0, be defined on a complete probability space (Ω, F, P). Let {F} t∈[0,T ] ⊆ F be an information filtration, defined as a family of increasing P-complete and right-continuous σ-fields. Information set F t includes asset prices and relevant state variables through time t. Let RV u t+1 and RV d t+1 be defined as above for this price process. Then
Proof: See the appendix.
Thus, a simple testing procedure consists of regressing RV
Following the standard Mincer and Zarnowitz (1969) methodology, we view the model with the β 0 closest to zero, the β 1 closest to one and the highest regression R 2 as the better model for conditional skewness.
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We have followed Barndorff-Nielsen et al. (2010) closely in our treatment of sources of conditional skewness. This implies that in the proof of the above proposition, and following Barndorff-Nielsen et al.
(2010), we have shut down the "instantaneous" or "high-frequency leverage effect" to derive the desired results. In practice, we have shown that our realized relative semi-variance shares many features with the realized semi-variances studied by Barndorff-Nielsen et al. (2010) .
We have observed, but have not studied this issue in depth, that in data sampled at high enough frequency, conditional skewness is driven purely by jumps. This is a reasonable assumption at frequencies such as 5-minute, 15-minute, half-hour, hourly, or even daily sampled data, since the instantaneous leverage effect is clearly weak at such high frequencies. However, as the sampling frequency is lowered to, for example, monthly or quarterly periods, this assertion loses power. The leverage effect is an important contributor to conditional skewness in lower sampling frequencies. Figure 1 shows the paths for daily realized relative semi-variance and realized variance for S&P 500 returns in the 1980-2010 period. Both series are constructed using 15-minute returns. In order to provide a more tractable picture of the behavior of realized relative semi-variance, we thin out the plot and use every 22nd data point in the figure. We study the correlation between realized relative semivariance and realized variance and volatility. We find that the correlation between realized variance and relative semi-variance is -0.5076, the correlation between realized variance and skewness is -0.0206, the correlation between realized volatility and relative semi-variance is -0.4475, and finally, the correlation between realized volatility and skewness is -0.0538. Thus, RRSV and RV are negatively correlated. It is immediately clear that spikes in realized relative semi-variance typically lead to significant jumps in realized variance. It is also clear that there is evidence of clustering visible in relative semi-variance, particularly in the first half of the sampling period. The range of realized relative semi-variance is comparable to that reported in our previous work (Feunou et al. 2013 ).
Model Specification for the Conditional Skewness
In modelling the first two conditional moments, it is not necessary to take a stance on the parametric distribution of the returns. Unlike the first two conditional moments where no assumption on the parametric distribution is required, modelling higher moments requires a specification of a parametric distribution. Two flexible families of distributions attract a lot of attention in the literature. They are the skewed generalized Student-t (GST) and the skewed generalized error distribution (SGED). We also study the binormal distribution, which we recently introduced to the finance literature (Feunou et al. 2013 ). Without loss of generality, we standardize these distributions by fixing their mean to be equal to zero, and their variance to be equal to one. Standardized returns are denoted by z.
3.1
The skewed generalized Student-t distribution Hansen (1994) popularized the skewed GST distribution. Its density is defined by
where λ is the skewness parameter, η represents degrees of freedom and
This density is defined for 2 < η < ∞ and −1 < λ < 1. GST density nests a large set of conventional densities. For example, if λ = 0, Hansen's GST distribution reduces to the traditional Student-t 7 distribution. We recall that the traditional Student-t distribution is not skewed. In addition, if η = ∞, the Student-t distribution collapses to a normal density.
Since λ controls skewness, if λ is positive, the probability mass concentrates in the right tail. If it is negative, the probability mass is in the left tail. It is well known that the traditional Student-t distribution with η degrees of freedom admits all moments up to the ηth. Therefore, given the restriction η > 2, Hansen's distribution is well defined and its second moment exists. The third and fourth moments of this distribution are defined as
The mode of the distribution is −a/b. Thus, the relative semi-variance is
We find that using relative semi-variance as a measure of skewness in the context of generalized Student-t distribution adds flexibility to the analysis. Note that for the third moment to exist for a random variable with skewed GST distribution, η must be greater than 3. However, we need only η > 2 for relative semi-variance to exist, which is the same condition for the existence of the second moment.
Thus, it is possible to study asymmetry even when the third moment does not exist.
The skewed generalized error distribution
The probability density function for the SGED is
, where Γ (·) is the gamma function. Scaling parameters η and λ are subject to η > 0 and −1 < λ < 1.
This density function nests a large set of conventional densities. For example, when λ = 0, we have the generalized error distribution, as in Nelson (1991) . When λ = 0 and η = 2, we have the standard normal distribution; when λ = 0 and η = 1, we have the double exponential distribution; and when λ = 0 and η = ∞, we have the uniform distribution on the interval − √ 3, √ 3 .
The parameter η controls the height and the tails of the density function, and the skewness parameter λ controls the rate of descent of the density around the mode (−δ). The third and the fourth moment are defined as
where
The mode of this distribution is −δ.
As a result, we find that the relative semi-variance is
3.3 The binormal distribution
The binormal distribution was introduced by Gibbons and Mylroie (1973) . It is an analytically tractable distribution that accommodates empirically plausible values of skewness and kurtosis, and nests the familiar normal distribution. 7 In our previous work (Feunou et al. 2013) , we showed that a GARCH model based on the binormal distribution, which we call BiN-GARCH, is quite successful in characterizing the elusive risk-return trade-off in the U.S. and international index returns. Our BiN-GARCH model explicitly links the market price of risk to conditional skewness.
The conditional density function of a standardized binormal distribution (SBin), or binormal distribution with zero mean unit variance, and Pearson mode skewness λ, is given by
, and where
, and this distribution collapses to the familiar standard normal distribution.
We find that −λ is the conditional mode, and up to a multiplicative constant, ν 
We consider this property to be the most important characteristic of the binormal distribution, given our objectives. The existence and positivity of the quantities ν d and ν u impose a bound on the parameter λ, given by |λ| ≤ 1 π /2 − 1 ≈ 1.3236. Finally, it is trivial to show that the relative semi-variance for the standardized binormal distribution is
3.4 The skewness-kurtosis boundary This relation confirms that, for a given level of kurtosis, only a finite range of skewness may be spanned. This is known as the skewness-kurtosis boundary, and it ensures the existence of a density.
Thus, the real challenge while modelling the distribution of z t is to get close enough to this skewnesskurtosis boundary. Figure 2 shows the skewness-kurtosis boundary for Hansen's skewed generalized Student-t, SGED, and binormal distributions against the theoretical boundary discussed in Widder (1946) and Jondeau and Rockinger (2003) . It is clear from this figure that the SGED spans a larger area of the theoretical skewness-kurtosis boundary than does the skewed generalized Student-t distribution. Thus, we expect models based on the SGED to outperform models based on the GST distribution. The sharp limit on permissible skewness levels in the binormal distribution seriously limits its ability to span the theoretical skewness-kurtosis boundary.
Figures 3 and 4 demonstrate the contribution of skewness and peakedness parameters, λ and η, respectively, to generating skewness and kurtosis in skewed generalized Student-t distribution and SGED, respectively. Note that the patterns for the skewness surface in both distributions are very similar.
The difference lies in the permissible values for η and the level of skewness generated by comparable combinations of skewness and peakedness parameters. That is, the skewed generalized Student-t seems to generate larger values for skewness in comparison with SGED. The pattern of the kurtosis surface, however, is different for these distributions. The skewed generalized Student-t distributions demonstrate a more explosive pattern as we move toward the corners of the admissible set for λ. The behavior of the kurtosis surface for all admissible values of λ is more subdued for SGED. Both distributions show mild evidence of asymmetry in kurtosis for lower values of η.
Model Specification
In this section, we introduce the functional forms of the models that we fit to the data for testing purposes. We first discuss how we make our models comparable. We want to estimate the parameters of interest without imposing restrictions on our estimation procedure; however, we also want to preserve the theoretical bounds imposed on the shape parameters. We use sign-preserving transformations. In particular, following Hansen (1994) and Nelson (1991) , because of the different restrictions on the shape parameters, we map the transformed parameters to be estimated into the true parameters, using a logistic mapping for the skewness and an exponential mapping for the peakedness. This step allows us to estimate the transformed parametersλ andη as free values, and then recover the original parameters.
For the generalized Student-t distribution, we use the mappings
These transformations are intuitive. Recall that skewed generalized Student-t distribution requires that |λ| < 1. Transforming λ following equation (10) ensures that these bounds are preserved, regardless of the estimated value ofλ. Similarly, GST requires that 2 < η < ∞. Equation (10) preserves these limits for η, regardless of the estimated value ofη. For the skewed generalized error distribution, we have
so as to maintain the restrictions |λ| < 1 and η > 0.
Finally, for the standardized binormal distribution, we have
Note that the binormal distribution does not have a distinct peakedness parameter. The transformation in equation (12) is to maintain the bound on Pearson mode skewness, |λ| ≤ 1 π /2 − 1 ≈ 1.3236, for the binormal distribution discussed immediately after equation (8).
We estimate and compare results from up to nine specifications for skewness and peakedness factors, across the three distributions discussed in section 3. A total of 24 models fit to the data. In the most basic model, both of these factors are constant parameters to be estimated. We relax this specification and allow for time variation and functional complexity in these processes. We assume that the conditional variance process for returns follows an Engle and Ng (1993) NGARCH specification. Thus, the conditional variance process follows
, and where I t denotes the information set up to time t.
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The most basic model that we study assumes constantλ andη. We call this model M0. We relax the assumption of time invariance for the skewness process in Model 1, but maintain that the peakedness process is still a parameter to be estimated. In model M1, we assume that the skewness process follows a symmetric ARCH(1) process,λ
The assumption of symmetry here means that the arrival of good or bad news impacts the skewness process with the same magnitude.
Asymmetry in volatility is a well-documented feature of financial data. Several studies in the (G)ARCH literature address this issue, which leads to the leverage effect in financial data. Among these studies, we note Nelson (1991) , Glosten et al. (1993) , and Engle and Ng (1993) . Jondeau and Rockinger (2003) argue that asymmetry in ARCH for skewness and kurtosis requires investigation.
Hence, we study this issue in model M2, where we assume an Asym-ARCH structure in the skewness process,λ, but assume constantη. In this model,λ follows
where I(·) denotes an indicator function.
We allow for the richer GARCH(1,1) dynamics in the skewness process in model M3. In this model, we still assume constantη.λ followsλ
This model, except for distributional assumptions and normalization, is the same model studied by Harvey and Siddique (1999) .
To study the potential existence of an asymmetry-in-asymmetry or leverage effect in the conditional skewness, we assume that the skewness process follows an asymmetric GARCH form in model M4. In this model,η is still assumed to be constant. Asym-GARCH inλ implies the following functional form:
In the remaining four models, we relax the assumption of constantη. In model M5, we assume a symmetric ARCH structure for bothλ andη:
In model M6, we study the impact of good and bad news on both skewness and peakedness processes by assuming an asymmetric ARCH in bothλ andη:
Model M7 investigates the implications of assuming a GARCH specification for both skewness,λ, and peakedness,η, processes:λ
As with M3, this formulation is very similar to the model in Harvey and Siddique (1999) .
Finally, we study the implications of assuming an asymmetric GARCH functional form for bothλ andη in model M8:
5 Estimation Results
Data
We use daily Standard and Poor's 500 (S&P 500) index excess returns from Thomson Reuters Datastream. The data series starts in January 1980 and ends in September 2010. 
Discussion of the results
We report two sets of results for each distribution. First, we report estimation results for all models studied for each distribution. We then report the results from running the Mincer and Zarnowitz (1969) regressions of realized skewness measure on parametric skewness results. We report estimation results for the full sample Tables 2 and 3 report the estimation results for models in section 4 for the GST distribution. Note that the baseline model (represented as N in both tables) is rejected in favor of all alternative models entertained in our study, based on likelihood ratio tests that are not reported to save space. Models M0-M8 deliver a better fit for the data. Thus, the first criterion is met.
For model M0, we find that estimated peakedness parameters are statistically different from zero at the 5 percent level across all samples studied. However, the skewness parameter is statistically significant in the full sample and the 2000-09 subsample. We conclude that there is very strong evidence in favor of the existence of excess kurtosis and convincing evidence supporting skewness, which gets stronger as we use the 21st-century data. Models M5 to M8 in Tables 2 and 3 report the impact of time variation on the conditional kurtosis.
In general, the GARCH-type parameter γ 2 and the ARCH-type parameter γ 1,+ are statistically significant at the 5 percent level. We observe evidence of an asymmetric impact in good and bad news for conditional kurtosis models. The estimated γ 1,− parameter is statistically different from zero in the full sample, but this is not true in general for subsample results. In addition, the magnitude of estimated γ 1,+ is generally larger than that of γ 1,− parameters. Thus, it seems that, in this case, good news is more important than bad news for conditional kurtosis dynamics.
The likelihood test statistics (henceforth LR statistics) show that the models studied differ on how well they fit the data. Overall, model M8, which allows for asymmetric GARCH-type dynamics for both λ t andη t , performs the best based on LR tests. That is, based on LR tests carried out, M8 provides a better fit than models M0 to M7 in the full sample and the 1990-99 and 2000-09 subsamples for returns. Table 4 reports the results from running the Mincer-Zarnowitz predictive regressions introduced in equation (5), where the right-hand-side variables are implied skewness measures from one of the models in equations (14)- (21) and the left-hand-side variable is the realized skewness measure introduced in equation (4). The RRSV measure is based on high-frequency information, while implied skewness measures are based on daily data. Note that model M1 provides the highest R 2 in full-sample estimation, but the estimated β 1 is significantly different from unity. However, the best model should be the one with the highest R 2 among all specifications with β 1 not significantly different from unity. Our results suggest that models M4 and M8 both have β 1 not statistically different from one, and the highest R Our estimation results for models M5-M8 imply that, again, evidence in support of asymmetryin-asymmetry in the conditional skewness is quite strong for the full sample and in the subsamples.
In addition, there is significant support for asymmetry in the conditional kurtosis, where good news reduces fat-tailedness. This is not surprising. Arrival of "good news" should reduce market uncertainty, and M8 all have slope parameters that are statistically indistinguishable from one. Joint tests of both slope and intercept parameters being different from one and zero, respectively, cannot be rejected for the above models at the 5 percent confidence level for the full sample, and models M1 and M5 provide the highest R 2 of 24 percent. These specifications have ARCH-type time-varying conditional skewness dynamics in common, but M5 nests M1 through the conditional kurtosis dynamics. However, neither of these two models is preferred in any of the subsamples, since the hypothesis β 1 = 1 is rejected at conventional levels of confidence. Again, as mentioned earlier, we base our judgment mainly on fullsample results, and model M1 would be the preferred specification, since it is more parsimonious and slightly favored over M5 based on LR tests and BIC values in Tables 5 and 6 . However, note that the joint hypothesis β 0 = 0 and β 1 = 1 is not rejected for model M8, neither in the full sample with an R 2 of 14 percent nor in the second and third subsamples with R 2 s of 7 percent and 16 percent, respectively.
In the first subsample, M8 is also the preferred model, with an R 2 of 22 percent among all specifications where the hypothesis β 1 = 1 is not rejected. Then M8 would be the best model, should we extend our model-selection criteria to subsample regression results and the need for fitting the excess-returns data as well.
We report the estimation results for the binormal distribution model in Table 8 . Since the standardized binormal distribution is a one-parameter distribution, it does not allow for independent estimation of conditional kurtosis. Thus, we estimate only models M0-M4 for the case of standardized binormal distributed errors. Similar to the previous cases, we find significant supporting evidence for asymmetryin-asymmetry. Almost all estimated parameters are statistically different from zero. Based on the LR statistics, M3 is the preferred model for the full sample. It allows for symmetric GARCH-type dynamics in the conditional skewness measure. In the 1980-89 subsample, M3 remains the model of choice. In the 1990-99 subsample, M4 is tied with M2 based on the LR test, but M2 is preferred to M4 based on BIC. In the 2000-09 subsample, no model performs better than M0, which allows for constant λ and η. 
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Comparing our results for the full sample across the three distributional assumptions, we observe the following: (i) GST-based estimation results imply that Model 8, which allows for asymmetry in both conditional skewness and kurtosis, performs better than alternative models studied in characterizing excess-returns dynamics and in Mincer-Zarnowitz predictive regressions of parametric onto non-parametric measures of relative downside semi-variances.
(ii) SGED-based estimation results imply that if we want both reasonable characterization of excess-returns dynamics and strong predictive results for measuring RRSV, then our choice is M8, which allows for asymmetry in both conditional skewness and kurtosis. However, if we are interested only in predictive power for the RRSV, then M1 is the better choice. (iii) Binormal distribution-based estimation results, similar to the SGED case, lead us to choose the parsimonious M1 for predictive purposes only. Once we decide to characterize excessreturns dynamics as well, then we choose the more flexible M3, which allows for symmetric GARCH(1, 1)-type dynamics in the skewness process.
We derive our theoretical framework from the literature on realized volatility. Thus, in our testing procedures, we follow that literature closely in that we are concerned with in-sample predictability and not out-of-sample forecast ability. Thus, it appears that, strictly speaking, model M8 with SGED errors provides estimated β 1 s that are statistically close to unity, delivers reasonable R 2 s and provides very good in-sample characterization of excess-returns dynamics. We conclude that a model that allows for asymmetric GARCH(1, 1)-type dynamics and a SGED is the overall preferred model. In addition, this 11 χ 2 2 critical values at 5 percent and 1 percent confidence levels are 5.99 and 9.21, respectively, while the computed LR test statistic is over 11. model provides strong statistical support for asymmetry-in-asymmetry and asymmetry in conditional kurtosis.
In quite a few cases, we could not reject a statistically significant positive difference between intercept parameters β 0 and 0. While the upward bias observed across models and distributions may seem undesirable at first glance, we keep in mind that the vast literature on the information content of implied volatility faces the same type of problem. Chernov (2007) addresses the bias issue by adding a suitable predictor to the right-hand side of the predictive regression. It is possible that, by addressing the possibility of a missing variable, predictive regressions may improve. However, since M8 coupled with an SGED works well and is largely free of this bias, it is quite possible that this bias is due to distributional assumptions. We will address this interesting issue in future research.
Conclusions
In this paper, we address an important gap in the recent and growing literature on conditional skewness. In recent years, an increasing number of studies have addressed the importance of modelling higher moments and how their dynamics affect financial risk-management procedures. We propose a methodology to assess the model adequacy of the growing number of proposed parametric measures of the conditional skewness.
We show that, theoretically, conditional skewness matters when a series demonstrates significant relative semi-variance. We then propose a simple and intuitive non-parametric measure of relative semi-variance, which we call realized relative semi-variance, in the spirit of the successful literature on realized variance. We show that, under mild regularity conditions, parametric models of conditional asymmetry approximate the realized relative semi-variance. We also show that our proposed measure and methodology have close ties to the literature on realized variance, on the one hand, and to the recent developments on realized semi-variance on the other.
We then study several parametric models of conditional skewness. Since the performance of the parametric models of skewness crucially depends on the distributional assumptions, we study a range of relevant distributional models, including the skewed generalized Student-t of Hansen (1994) and Jondeau and Rockinger (2003) , skewed GED, and binormal distribution in our previous work (Feunou et al. 2013 ). We find statistically significant evidence in support of asymmetry-in-asymmetry, or the so-called leverage effect in the conditional skewness, and strong support for asymmetric (G)ARCH-type dynamics for both skewness and peakedness processes in the conditional distribution. We conclude that, based on our results, the best model for conditional skewness is one that allows for asymmetric GARCH(1,1) dynamics and admits skewed GED errors, applied to both skewness and peakedness processes in the conditional distribution of returns. This model shares many features with the wellknown EGARCH model of Nelson (1991) .
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Appendix:
Proof of Proposition (2.2)
The set-up is similar to that of Andersen et al. (2003) (henceforth, ABDL (2003) 
where A is a finite variation and predictable mean component, and M is a local martingale.
Let r (t, h) = p(t) − p(t − h) denote the continuously compounded return over [t − h, t] . The cumulative returns process from t = 0 onward, r = (r(t)) t∈ [0,T ] , is then r(t) ≡ r(t, t) = p (t) − p (0) =
A(t) + M (t).
Further assume that the mean process, {A(s) − A(t)} s∈ [t,t+h] , conditional on information at time t is a predetermined function over [t, t + h] .
An immediate result of this assumption is the Corollary 1, and hence equation (6) of ABDL (2003), which establishes that
In other words, the conditional variance equals the conditional expectation of the quadratic variation of the returns process.
Denote the mode of the distribution of r(t + h, h) conditional on F t by m (t, h) . Let i (t + h, h) = 1 [r(t+h,h)≥m(t,h)] denote an indicator random process that takes 1 if the returns between [t, t + h] are greater than or equal to the conditional mode m (t, h) .
Since the mean process, {A(s) − A(t)} s∈ [t,t+h] , conditional on information at time t, is a predetermined function over [t, t + h] , without loss of generality, we omit A from this point onwards.
25
We thus have
Using Corollary 3 in Chapter II.6 of Protter (1992) , where it is shown that E M (t + h)
Hence, two components drive the conditional skewness. The first component is the conditional covariance between returns and the indicator variable that shows whether the market has an upward or downward movement. The second component is the conditional covariance between the quadratic variation of returns and the same indicator variable. From this point on, we focus on the latter component, since, as we show later in this appendix, it is driven by jumps in the returns. The former component is the skewness induced by the instantaneous correlation between log-returns and volatility:
From Corollary 1 of ABDL (2003), we have
In other words, the conditional covariance between quadratic return variation and the upside indicator equals the conditional expectation of the quadratic covariation between the quadratic return variation and the upside indicator.
Proposition 2 of ABDL (2003) provides a consistent estimator of y (1) , y 
t , and thus we have
where j t ≡ inf τm,j ≥t (j) ,j t+h ≡ sup τm,j ≤t+h (j) and i (t) ≡ i (t, t) = 1 [r(t)≥δ(t,0)] .
Thus,
) is a measure of realized skewness.
We now simplify the derived realized skewness expression
and we can show that
so that the measure of realized skewness becomes
Thus, using Barndorff-Nielsen et al.'s (2010 ) (henceforth, BKS (2010 ) notation, we have shown that the realized skewness is the difference between the upside realized semi-variance (RS + ) and the downside realized semi-variance (RS − ):
To recap, we have
Further using BKS (2010) results, we can provide more insight into the sources of conditional skewness. BKS (2010) show that
where ∆p s ≡ p (s) − p (s−) is the jump at time s. Hence positive skewness is driven by the fact that positive jump amplitudes are higher than negative amplitudes, whereas negative skewness is driven by the fact that negative jump amplitudes are higher than positive amplitudes. In this figure we plot realized variance and realized relative semi-variance for S&P 500 returns, sampled at 15-minute frequency. To provide a more informative illustration, we plot daily realized volatilities and the end of the month realized relative semi-variance (every 22nd observation is plotted) values. 
Generalized T Distribution Skewed Generalized Error Distribution
This figure depicts the skewness-kurtosis boundaries for Hansen (1994) skewed generalized Student-t distribution and skewed GED against the theoretical boundary implied by Theorem 12.a, page 134 of Widder (1946) . The theoretical boundary is obtained from µ 2 This figure shows the contribution of the skewness, λ, and peakedness parameter, η, in generating skewness (top panel) and kurtosis (bottom panel) surfaces for the skewed generalized Student-t distribution of Hansen (1994) . The range of parameters is chosen such that they do not violate the skewness-kurtosis boundary. This figure shows the contribution of the skewness, λ, and peakedness parameter, η, in generating skewness (top panel) and kurtosis (bottom panel) surfaces for the skewed generalized error distribution (SGED). The range of parameters is chosen such that they do not violate the skewness-kurtosis boundary. The top panel of this table reports summary statistics of excess returns. Calculation of the returns is based on subtracting the daily 3-month U.S. Treasury bill rate from the log difference of the market total return index. Mean of excess returns and standard deviations are reported as annualized percentages. Excess kurtosis values are reported. The column titled "J-B p-Value" reports p-values of Jarque and Bera (1980) tests of normality in percentages. The bottom panel reports the computed statistics of the observed relative semi-variance (RSV) in the data. Reported RSV is based on the mean difference between filtered downside and upside semi-variances. The first column reports the annualized RSV, and the second column is the standard deviation of this quantity. Due to availability of high-frequency data for S&P 500 returns, we report the non-parametric estimate for relative downside semi-variance for the United States denoted as S&P 500 (NP), based on 15-minute returns. The sample period is January 1980 to September 2010. Source: Thomson Reuters Datastream and FRED II data bank at the Federal Reserve Bank of St. Louis. -3.2268 -3.2674 -3.2650 -3.2619 -3.2628 -3.2597 -3.2620 -3.2571 -3.2573 -3.2519 This table reports the estimated parameters ofλ andη as in equation (10), and where innovations follow a skewed GST process as in Hansen (1994) . N represents the baseline normally distributed errors case. Models M 0 to M 8 represent equations (14) to (21), respectively. To save space, we report estimated values for κ 1 and κ 1+ on the same row. Estimated standard errors are reported in parentheses, below the estimated parameters. "Log L" represents the computed log likelihood function. We report likelihood ratio test statistics, "LR Stat," with respect to the preceding model. "NA" implies that the models are non-nested, and thus the LR test statistic is not computed. All models are preferred to the benchmark normal model, based on the likelihood ratio test. Thus, we do not report these test statistics. * represents rejection of the null hypothesis in question at the 5% confidence level. "BIC" represents Bayesian information criteria for the estimated models. -3.1109 -3.1143 -3.1116 -3.1094 -3.1087 -3.1063 -3.1159 -3.1121 -3.1122 -3.1072 This 
, where error terms in the parametric model follow a skewed Student-t distribution. * indicates rejection of the null hypothesis that β i = i, i = 0, 1 at the 5% confidence level or better. JT represents the value of the test statistic built under the null hypothesis that β 0 and β 1 are jointly equal to 0 and 1, respectively. * and † denote the rejection of this null hypothesis at the 5 and 10% confidence levels, respectively. The critical values for this test are 5.991 and 4.605, respectively, based on χ 2 df =2 . This table reports the estimated parameters ofλ andη as in equation (11), and where innovations follow a skewed GED. N represents the baseline normally distributed errors case. Models M 0 to M 8 represent equations (14) to (21), respectively. To save space, we report estimated values for κ 1 and κ 1+ on the same row. Estimated standard errors are reported in parentheses, below the estimated parameters. "Log L" represents the computed log likelihood function. We report likelihood ratio test statistics, "LR Stat," with respect to the preceding model. "NA" implies that the models are non-nested, and thus the LR test statistic is not computed. All models are preferred to the benchmark normal model, based on the likelihood ratio test. Thus, we do not report these test statistics. * represents rejection of the null hypothesis in question at the 5% confidence level. "BIC" represents Bayesian information criteria for the estimated models. , where error terms in the parametric model follow a skewed Student-t distribution. * indicates rejection of the null hypothesis that β i = i, i = 0, 1 at the 5% confidence level or better. JT represents the value of the test statistic built under the null hypothesis that β 0 and β 1 are jointly equal to 0 and 1, respectively. * and † denote the rejection of this null hypothesis at the 5 and 10% confidence levels, respectively. The critical values for this test are 5.991 and 4.605, respectively, based on χ 2 df =2 . -3.1109 -3.1162 -3.1135 -3.1109 -3.1106 -3.1078 This table reports the estimated parameters ofλ, whereλ = − ln[ π/2 − 1λ + 1] and innovations follow a binormal distribution. N represents the baseline normally distributed errors case. Models M 0 to M 4 represent equations (14) to (17), respectively. To save space, we report estimated values for κ 1 and κ 1+ on the same row. Estimated standard errors are reported in parentheses, below the estimated parameters. "Log L" represents the computed log likelihood function. We report likelihood ratio test statistics, "LR Stat," with respect to the preceding model. "NA" implies that the models are non-nested, and thus the LR test statistic is not computed. All models are preferred to the benchmark normal model, based on the likelihood ratio test. Thus, we do not report these test statistics. * represents rejection of the null hypothesis in question at the 5% confidence level. "BIC" represents Bayesian information criteria for the estimated models. This table reports Mincer-Zarnowitz regression results from RV d t+1 (h) − RV u t+1 (h) = β 0 + β 1 (V art [r t+1 |r t+1 < mt] − V art [r t+1 |r t+1 > mt]), where error terms in the parametric model are binormally distributed. * indicates rejection of the null hypothesis that β i = i, i = 0, 1 at the 5% confidence level or better. JT represents the value of the test statistic built under the null hypothesis that β 0 and β 1 are jointly equal to 0 and 1, respectively. * and † denote the rejection of this null hypothesis at the 5 and 10% confidence levels, respectively. The critical values for this test are 5.991 and 4.605, respectively, based on χ 2 df =2 .
