Using a 143-channel whole-head magnetoencephalograph (MEG) we recorded the temporal changes of brain activity from 26 healthy young subjects (14 females) related to shallow perceptual and deep semantic word encoding. During subsequent recognition tests, the subjects had to recognize the previously encoded words which were interspersed with new words. The resulting mean memory performances across all subjects clearly mirrored the different levels of encoding. The grand averaged event-related fields (ERFs) associated with perceptual and semantic word encoding differed significantly between 200 and 550 ms after stimulus onset mainly over left superior temporal and left superior parietal sensors. Semantic encoding elicited higher brain activity than perceptual encoding. Source localization procedures revealed that neural populations of the left temporal and temporoparietal brain areas showed different activity strengths across the whole group of subjects depending on depth of word encoding. We suggest that the higher brain activity associated with deep encoding as compared to shallow encoding was due to the involvement of more neural systems during the processing of visually presented words. Deep encoding required more energy than shallow encoding but for all that led to a better memory performance.
INTRODUCTION
Many studies in human memory research focused on the investigation of verbal information processing using various different methodological approaches. One of the main motivations within this field of research has been to define the different kinds of memory systems existing in the human brain (e.g., Tulving, 1987; Tulving and Schacter, 1990; Squire and Zola, 1996; Rugg et al., 1997 Buckner and Koutstaal, 1998; Nyberg et al., 1998) . Many other efforts have been made to understand and compare the processes related to the encoding and the retrieval of verbal information.
In the present study we focused our interest on the encoding of verbal information. The level of processing during the encoding of verbal information has been shown to manipulate later memory performance (Craik and Lockhart, 1972) . For example, shallow processing of words without any semantic processing leads to poor memory performance, whereas deep encoding including semantic information processing enhances memory performance. This psychological finding provided a reliable procedure for a physiological investigation of processes related to the encoding of words with respect to subsequent memory performance. Recently, used the electroencephalography (EEG) and the positron emission tomography (PET) to investigate brain activity related to the successful retrieval of differently encoded words. They found that before 500 ms after stimulus onset no physiological differences occurred between correctly recognized repetitions of deeply and shallowly encoded words. On the other hand, after 500 ms after stimulus onset event-related potentials (ERPs) evoked by correctly recognized repeated words differed according to the nature of how they were encoded. Correctly recognized repetitions of deeply encoded words elicited more positive-going waveforms than correctly recognized repetitions of shallowly encoded words. These differences were more pronounced over the left hemisphere than over the right hemisphere. The PET data related to the retrieval of differently encoded words showed that the left hippocampal formation was more activated during the retrieval of deeply encoded words than of shallowly encoded words.
We believe that many of the neural populations involved in the retrieval of words were also activated during their prior encoding. Therefore, one would expect a similar relationship between the level of brain activation and the level of processing during the encoding as it has been shown for the retrieval of words . It has been suggested that the activity of the left prefrontal cortex is modulated as a function of encoding operations using the electroen-cephalography (EEG) (Lang et al., 1988) and the positron emission tomography (PET) (Kapur et al., 1994) . According to the so called "hemispheric encoding/retrieval asymmetry," it is the left frontal cortex in general, which is reported to be involved in encoding as compared to the right frontal cortex, which has been suggested to be related to the retrieval of information (Tulving et al., 1994a) . Martin (1999) reported increases of medial temporal lobe (MTL) activity related to deep encoding as compared to shallow encoding.
We were also interested in the physiological correlates of depth of processing during the encoding of words. In order accurately to determine the time courses and the loci of brain activities related to different levels of verbal encoding we used a modern wholehead magnetoencephalograph (MEG) with 143 sensors providing high temporal resolution and good spatial resolution. The MEG has been shown to represent a reliable approach to augment the understanding of human cognitive functions (e.g., Hari, 1991; Salmelin et al., 1994; Kuriki et al., 1998; Helenius et al., 1998; Gootjes et al., 1999; Helenius et al., 1999; Tarkiainen et al., 1999; Walla et al., 1999; Salmelin et al., 2000; Tendolkar et al., 2000) . We recorded magnetic field changes from 26 healthy young subjects (14 females) during two encoding conditions. Depth of processing was varied due to distinct instructions during the study phases of word recognition tasks. As a consequence, a shallow perceptual and a deep semantic condition could be compared. We focused on incidental learning and did not inform our subjects about the following memory task during which they were asked to discriminate between previously presented and new words. The accuracy of memory performance was used to test the effects of the different levels of encoding on recognition.
METHODS

Subjects
26 (14 females) volunteers participated in the experiments. The mean age was 25.2 years (SD ϭ 3.1). They Note that the percentage of hits was higher after semantic encoding.
FIG. 2.
Sensor signals averaged across all subjects. Comparison of the temporal changes of the event-related fields (ERFs) evoked by both encoding conditions. The sensors MLF45 (left frontal) and MLP43 (left parietal) represent locations where significant differences occurred. The black lines represent shallow perceptual encoding and the red lines represent deep semantic encoding. The latencies of the first and the second effect which we found are marked according to our statistical results.
FIG. 3.
Distribution of significant differences between shallow perceptual and deep semantic encoding based on data averaged across all subjects. Red filled circles represent sensor locations where t tests revealed significant differences with P values Ͻ0.01, orange filled circles represent sensor locations with P values between 0.01 and 0.04, and yellow filled circles represent sensor locations with P values between 0.04 and 0.05. (A) shows the distribution of significant differences between 200 and 550 ms after stimulus onset (first effect) and (B) shows the distribution of significant differences between 600 and 850 ms after stimulus onset.
were all right handed as assessed with a modified version of the Edinburgh Inventory (Oldfield, 1971) and had normal or corrected to normal vision (contact lenses).
Procedure
The subjects were seated on a comfortable chair and viewed a screen in front of them onto which words were visually presented (distance from eyes to screen was around 1.70 m and the visual angle for words was between 1.5°and 3.6°). Each word appeared for 300 ms with an inter stimulus interval of 2.3 s. Before the presentation of each word a plus (ϩ) was shown as a fixation point. In total, 444 German nouns (three to nine letters) were shown during one experiment which consisted of two sessions; each session consisted of a study phase (74 words) and a test phase (148 words). During both study phases the "ϩ" presented before each word was replaced by an "x" in half of the cases (randomly). Subjects were instructed to decide whether the first and the last letter of a presented word are in alphabetical order or not when they saw an "x" before it. This kind of encoding is referred to as "perceptual." Although this task is rather difficult the words are processed on a quite superficial level which is important for our study. When a "ϩ" was presented before a word, they were instructed to decide whether the word's meaning was animate or inanimate. This kind of encoding is referred to as "semantic." A test phase in which all study words were shown again together with the same number of new words followed each study phase. The subjects then had to discriminate between previously presented and new words. The perceptual encoding condition was expected to result in poor recognition memory performance because of shallow encoding, whereas the semantic encoding condition was expected to result in much better recognition memory performance because of deep encoding.
In all cases the subjects responded by pressing one of two keys. One key was for the left hand and the other one was for the right hand. Response hand and lists of stimulus words were counterbalanced. The order of words was randomly varied for each subject.
Recordings
The MEG was a 143-channel whole-head-system manufactured by CTF Systems Inc. (Canada). The sampling rate was 250/s and recordings were filtered online with a bandpass from 0.3 to 80 Hz. An offline bandpass filter from 0.5-20 Hz was applied. For testing the reliability of the 20 Hz low-pass filter we also used an offline bandpass filter of 0.5-80 Hz and compared the results. There was neither a time shift nor a decrease of the relevant peak amplitudes when we used a lowpass filter of 20 Hz as compared to 80 Hz because the offline digital filters were zero phase filters (CTF Systems Inc.). The high-pass filter of 0.5 Hz was also compared to 0.3 Hz and showed no differences with respect to the data we analyzed. Average event-related fields (ERFs) were calculated for each subject and across all 26 subjects for each encoding condition. The coordinates of the MEG data sets based on the nasion and the left and right preauricular points of the subjects in relation to the sensor locations (individual coordinate systems). Intra individual head positions were not changed between experimental blocks and inter individual differences were kept as small as possible. Magnetic field maps were created to visualize the magnetic field distributions. A difference map was made in order to show the distributions of activity differences.
Statistics
Since our motivation was to describe brain processes relevant across a whole representative group of healthy young subjects we used the grand averaged data (across all subjects) for statistical analysis. In order to analyze statistically any activity differences between the encoding conditions, the mean amplitudes of 100 ms intervals (overlapping for 50 ms) covering the time range from 0 to 1000 ms after stimulus onset were determined for each encoding condition and each sensor. Analysis of Variance (ANOVAs), where these mean amplitudes were dependent, variables were calculated to test the interaction of the encoding conditions and the sensor locations. For showing the distribution of significant effects t tests were calculated for every single sensor location.
Anatomical Investigation
MRI scans with a 1.5 Tesla Scanner from Siemens were made in order to generate anatomical pictures of our subjects. Nasion, left and right preauricular points, and anterior and posterior commissures were used to define the coordinate systems. The physiological data were combined with the anatomical data (based on the same landmarks). It was therefore possible to integrate function into brain anatomy. For this analyzing procedure we used the software package CURRY (Neuro Scan Labs; a division of Neurosoft, Inc.).
Source Reconstruction
To provide information about the nature and anatomical location of electrical sources that explain the measured MEG data we chose a spherical volume conductor model and performed forward calculations using a two dipole model for single subjects. For this purpose we used the software package CURRY (Neuro Scan Labs; a division of Neurosoft, Inc.).
RESULTS
Behavior
The mean word recognition performances (corrected for guessing according to Snodgrass and Corwin, 1988) across all 26 subjects strongly depended on depth of processing during the encoding. A paired sampled t test revealed a significant difference between the two recognition performances (t ϭ 11.553, P Ͻ 0.001). Figure 1 shows the relative number of correctly recognized repetitions related to shallow and deep encoding.
Physiological Data
In general, the event-related field (ERF) curves of both encoding conditions showed two dominant peaks, one at about 150 ms and the other at about 450 ms after stimulus onset. Since the time of word presentation was 300 ms we hypothesized that these two peaks represent visual on/off signals in the brain. This hypothesis was tested by an unpublished experiment in which presentation times were randomly varied (three subjects). The latency of the second peak strongly correlated with the duration of presentation confirming our hypothesis.
Within the latency range from approximately 200 to 550 ms after stimulus onset, the ERFs related to both encoding conditions differed mainly over left prefrontal and left temporo-parietal sensors (first effect). Further differences occurred later between 600 ms and 850 ms after stimulus onset mainly over left fronto-temporal and left parietal sensors (second effect). Figure 2 shows the overlaid temporal changes of the ERFs evoked by both encoding conditions measured at representative sensors for the first effect (over the left temporoparietal brain area; MLP43) and for the second effect (over the left frontotemporal brain area; MLF45).
The ANOVAs revealed significant encoding condition/sensor location interactions for the mean amplitudes of the 100 ms intervals (overlapping for 50 ms) between 300 and 550 ms after stimulus onset (Greenhouse-Geisser corrected; Table 1 ). This result indicates that within this time range significant differences exist between shallow and deep encoding. Due to the fact that no condition main effects occurred we assume that these differences are a focused phenomenon. The results of the t tests comparing the mean amplitudes of both encoding conditions for each sensor location indicate a distribution of this effect over left prefrontal, left temporoparietal, and right frontal sensors (first effect; Fig. 3A) . No significant condition main effects and no significant encoding condition/sensor location interactions occurred within the time range of the second effect although the t tests calculated for each sensor location revealed significant differences for a small population of left prefrontal and left parietal sensors (second effect; Fig. 3B ). Due to the lack of any significant ANOVA results related to the second effect we assumed that it is not relevant across the whole group of subjects and did no further analysis.
In the following, we will focus on the first effect. The MEG maps of both encoding conditions based on the grand average data as well as the difference map (deep encoding condition minus shallow encoding condition) are shown for the first effect in Fig. 4 . As can be derived from the difference map, the deep encoding condition was associated with higher brain activity than the shallow encoding condition. According to the magnetic field distributions of both conditions a two dipole model seemed to be appropriate for source localization. Within the time range of the early effect bilateral temporal activation is expected to occur (Lounasmaa et al., 1996) . Therefore, we assumed that the ingoing (red) and outcoming (blue) field patterns on each temporal area represent activities of a temporal neural generator. The statistical results based on the grand average data shown in Fig. 3 indicate significant effects mainly over the left hemisphere. Therefore, we assumed that within our representative group of 26 healthy subjects an overall effect occurred over the left temporal brain area.
Dipole source modeling procedures were used for single subjects and left temporal and temporoparietal neural generators were found to be differently activated depending on the encoding condition. Not all single subjects showed magnetic field distributions clear enough to use a two dipole model for source reconstruction. Since our strategy was first to apply an Analysis of Variance (ANOVA) to the grand averaged data and to describe significant effects related to the whole group of subjects we picked out a sample of subjects who mirrored the averaged results. Figure 5 provides examples of four single subjects showing their individual brains and the dipole locations at the left hemisphere at time points between 200 and 550 ms after stimulus onset of each encoding condition separately. Although we used a two dipole model to explain the magnetic field patterns of single subjects we only show the locations of left hemisphere dipoles because our statistical analysis revealed an overall significant effect over the left hemisphere. Figure 5 indicates inter individual differences regarding the location of single left hemispheric dipoles but it shows that brain activity was higher in case of deep encoding as compared to shallow encoding which is our main result across the whole group of 26 subjects.
DISCUSSION
A Theoretical Model for Shallow and Deep Encoding
As mentioned above, depth of processing during the encoding of information is a very significant parameter manipulating later memory performance on previously processed items (Craik and Lockhart, 1972) . The deeper a stimulus such as a word is processed the better it is subsequently recognized. This fact is nicely mirrored in the behavioral data of the present study. The shallow encoding instruction of deciding whether the first and the last letter of a presented word was in alphabetical order or not was referred to perceptual processing. Although this task might have involved phonological processing and working memory as well the depth of word processing was kept on a low level. No semantic processing systems were activated and the following recognition memory performance was poor. On the other hand, to make an animate/inanimate decision includes semantic processing and might also activate episodic processing systems depending on the subjects personal experiences. This level of encoding resulted in a much better memory performance than did shallow encoding.
The functional basis for this phenomenon might be that deep encoding engages more neural networks during the processing of an item than shallow encoding. We suggest that shallow encoding carried out by per -FIG. 4 . Magnetoencephalographic (MEG) maps averaged across all subjects. The two maps on the upper line show the average magnetic field distributions of both encoding conditions separately. The time range was chosen according to the statistical results. The lower line shows the difference map (the magnetic field distribution related to shallow encoding was subtracted from the magnetic field distribution related to deep encoding). The white circles mark the regions where main significant differences occurred.
ceptual processing networks is performed every time a word is seen, whereas deeper encoding such as semantic encoding needs additional processing networks to be involved. Facing the idea that each of these separate neural networks has its own memory system the advantage of a previously deep encoded word during its recognition would be due to a wider and more distributed access of associated information stored in these separate neural networks. This idea is consistent with the so called constructive memory framework FIG. 5. Individual brains of single subjects including the localized dipoles at the left temporal or temporoparietal lobes. Note that for each subject the localized dipole was stronger (in nAm) in case of semantic encoding as compared to perceptual encoding at the same point in time after stimulus onset. Note that dipole size has no meaning. . Within this framework it is supposed that the frontal lobes, especially prefrontal areas, are involved in the so called process of source monitoring Johnson et al., 1993) . During memory retrieval frontal brain areas are suggested to be involved in the search for possible associated information stored in separate neural networks distributed over the whole brain. The involvement of the prefrontal cortex in recognition memory and memory for source was also described in a recent fMRI study (Rugg et al., 1999) .
The idea of the frontal lobe function in memory retrieval also goes along with the phenomenon of false recognition, during which new items are falsely classified as repeated (Schacter et al., 1997) . New words are sometimes thought to be previously seen because of two main reasons, namely if they are perceptually and/or semantically similar to previously encountered words. As has been shown in a previous study falsely recognized words were associated with an increase of frontal brain activity compared to correctly recognized words (Walla et al., 2000) . Due to the above mentioned similarities between new words and previously shown words similar activity patterns occurred during some of the new word presentations which made an accurate old/new discrimination harder and led to higher frontal activities reflecting a more intensive search for item representations in separate neural networks.
The Physiology of Shallow and Deep Encoding
First of all, it is noteworthy that the average activity patterns (across all subjects) related to both encoding conditions were very similar, especially at early latencies before 600 ms after stimulus onset.
The analysis of our physiological data revealed the first MEG evidence of a relationship between depth of processing during the encoding of verbal information and the level of brain activation. The deep encoding condition was associated with higher neural activity than the shallow encoding condition between 200 and 550 ms after stimulus onset at the left temporal brain area. Within previous MEG studies it has been shown that this brain region is strongly involved in language processing Helenius et al., 1998; Helenius et al., 1999a,b; Gootjes et al., 1999; Tarkiainen et al., 1999; Salmelin et al., 2000) .
Since our deep encoding instruction included semantic processing it might be that the higher activation related to deep encoding as compared to shallow encoding reflects processes related to speech comprehension. In our experiments subjects also had to perform recognition tasks. Deep encoding led to a better recognition performance than shallow encoding. Therefore, we can correlate the higher brain activation elicited by deep encoding with a better recognition performance as well. The dipoles calculated for single subjects (Fig. 5) indicate interindividual differences regarding their location but clearly show that the strength of activity varied as a function of depth of encoding which was found to be a significant overall effect.
Only recently, temporal lobe activity has been proposed to be differently activated according to different encoding operations (Martin, 1999; Schacter and Wagner, 1999) . Within this study, hemispheric differences related to the encoding have been suggested to depend on the nature of the information which was going to be encoded. Thereby, the encoding of verbal material has been reported to be associated with left temporal lobe activation whereas the encoding of nonverbal material has been reported to be associated with right temporal lobe activation. Since we used words as stimuli our depth of processing effect confirms this finding by providing evidence for different levels of activation of the left hemisphere depending on depth of processing.
We believe that parts of the temporal lobes are automatically activated during the encoding of information, as has been recently proposed by Martin (1999) . Furthermore, we believe that perceptual encoding and the storing into its own memory system automatically happens whenever a sensory input enters the brain. It might be that this "primitive" encoding is in the nature of each peripheral neural system directly processing sensory inputs.
According to the instructions given within experimental designs different cognitive systems are involved in the processing of a sensory input. Any consciously perceived visual information goes from occipital areas towards temporal and frontal areas (Lounasmaa et al., 1996) . The left temporal activation which we described in our study associated with verbal encoding might reflect the summation of the activities of all separate neural systems, which were involved in the process of encoding. The more systems were involved the higher was the overall activity. This activity might then be directed toward the brain structures, which are relevant for the memory formation, most likely represented by the hippocampal formation.
CONCLUDING COMMENTS
Our study provides the first MEG evidence that a neural population at the left temporal brain area is differently activated between 200 and 550 ms after the stimulus onset during the encoding of verbal information depending on depth of processing, which is directly related to the accuracy of memory performance. Deep encoding elicits high brain activation and leads to a good memory performance, whereas shallow encoding elicits lower brain activation and leads to a poorer memory performance.
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