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Summary
The wave function of a quantum system retains a memory of its motion in the form
of a geometric phase factor. This phase factor can be measured by interfering the
wave function with another coherent wave function enabling one to discern whether
or not the system has undergone an evolution.
By elucidating the intimating connection between dynamical symmetry and geo-
metric phase, we investigate the relation between the geometric phase and dynamical
invariants, where the Liouville-von-Neumann equation is directly deduced. Further-
more, we show that an arbitrary shift of the Hamiltonian leaves the geometric phase
invariant.
The study is expanded for geometric phase in open system, where it is formulated
entirely in terms of geometric structures on a complex projective Hilbert space
because a general belief is that Berry’s phases are geometric in their nature, i.e.,
proportional to the area spanned in parameter space.
The geometric phase in the open system is given in terms of both the wave
function and the density matrix of open system. Our results have in an agreement
with the one directly from the nonunitary evolution. The results are applied to the
spin-1/2 system with all possible decay.
It is known that the geometric quantum computation is largely insensitive to
local inaccuracies and fluctuations, and thus provides us a possible way to achieve
fault-tolerant quantum gates.
A new scheme to realize nonadiabatic geometric quantum computation is pro-
posed by varying parameters in the Hamiltonian for nuclear-magnetic-resonance
systems, where the dynamical and geometric phases are implemented separately
without the usual operational process. Therefore, the phase accumulated in the ge-
ometric gate is a pure geometric phase for any input state. The results are expanded
iv
Summary v
to the unconventional quantum computation.
At last, we define a new geometric phase by considering both the energy and
momentum conservation, where the corresponding dynamical phases have two parts
differently from the conventional calculations for the geometric phase. The results
are applied to quantum tunneling process, which is helpful to distinguish the concept
about the tunneling time.
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Chapter 1
Introduction
1.1 Quantum geometric phase
Quantum theory is one of the most important physical theories of the 20th century.
Quantum mechanics has not only advanced our understanding of nature in a pro-
found way but it has also provided the basis on an undoubtedly and indispensably
guided principle lying behind contemporary science and technology. Quantum me-
chanics has, more significantly, changed our view of microscopic world in a way to
a completely surprising and unprecedented depth.
An important feature of quantum theory is entanglement, which gives rise to
correlations that cannot be explained by any local realistic description of quantum
mechanics. Entanglement is a quintessential property of quantum mechanics that
sets it apart from any classical physical theory. The idea of non-local correlation
among remote particles was originally exploited in a classic paper on the incom-
pleteness of quantum mechanics by Einstein, Podolsky and Rosen [1]. In this paper,
Einstein and his co-workers [1] proposed a Gedenken experiment involving in two
1
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entangled particles, which showed that quantum mechanics cannot in all situations
be a complete description of physical reality. This idea subsequently conceptualized
in a seminal paper by Schro¨dinger [2], and a subsequent work by Bell [3]. Inciden-
tally, these particles (EPR pairs) have now found wide applications in the area of
quantum information theory [4, 5, 6, 7, 8].
Besides quantum entanglement, quantum mechanics harbors another surprising
elegant idea. The wave function of a quantum system retains a memory of its motion
in the form of a geometric phase factor. This phase factor can be measured in
principle by interfering the wave function which has undergone the above evolution
with another coherent wave function that did not evolve, which enable one to discern
whether or not the system has undergone an evolution [9, 10]by the geometric phase.
This idea arose from the acquisition of a purely geometric phase when a state
undergoes an adiabatic evolution. Historically, the concept of geometric phase was
first introduced by Pancharatnam [11] in his study of interference between light
waves in distinct states of polarization. It was subsequently rediscovered by Berry
[12] for quantum systems undergoing a cyclic adiabatic evolution. The Berry’s phase
has since been linked to the notion of parallel transport [13] and re-formulated
elegantly and rigorously in differential geometric terms. It has also been found
that the phase depends only on the area covered by the evolution of the system in
1.1. Quantum geometric phase 3
parameter space and does not depend on how the motion is performed.
As early as 1956, Pancharatnam [11], analyzing an experiment involving in a
sequence of changes in polarization of a beam of classical light by sending it through
suitable polarizers, anticipated the quantal geometric phase. The geometric phases
are essentially from application of the Poincare´ representation for the manifold of
pure polarization states of a plane electromagnetic wave. More precisely, the ampli-
tudes of wave functions are mapped onto given points on the Poincare´ sphere for a
pure state [14, 15, 16].
Berry’s phase was founded under condition of a cyclic evolution [12]. Evolution
along a great circle arc on the Poincare´ sphere is particularly simple in that it can be
generated by a constant Hamiltonian in such a way that dynamical phase vanishes.
Berry’s phases is important to both a fundamental point of physical view [17]
and their applications [18]. Therefore, In the past many years, a great deal of work
has been done on applying and generalizing the concept of Berry’s phase. Its first
experimental confirmation was the observation by Tomita and Chiao of geometrically
induced optical activity [19]. Geometric phase has been further observed in spin
1/2 systems through nuclear-magnetic-resonance (NMR) experiments [20] and with
polarized photons using interferometers (PPI) [21, 22]. Its mathematical structure
was elucidated by Simon [13].
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It is known that this phase can be interpreted as a holonomy of the Hermitian
fibre bundle over the parameter space. This quantum holonomy phenomenon was
generalized to the non-Abelian gauge theory [23, 24], fractional statistics [25, 26],
quantum Hall effect [27], quantum tunneling [28], nonlinear classical field theory
[29], Maxwell,s equation [30] and the implementation of fault tolerant quantum gates
[18, 31]. Moreover, the restriction to the adiabatic approximation was removed by
Aharonov and Anandan [32].
Aharonov and Anandan [32] subsequently regarded the geometric phase factor
as an inherent geometric property of the physical motion of the quantum state of
the system itself and dropped the requirement for adiabatic condition.
It is known that the quantum state |ψ >, in a complex Hilbert space H, is
physically indistinguishable from the state |ψ′ >= eiχ|ψ > because of interpretation
of probability wave. In other words, the initial and final states should be found along
the same ray inH, but may be related to each other by a phase[32, 33, 34, 35]. Under
this condition, the quantity,
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is gauge invariant. Moreover, this function is reparametrization invariant[35]. When
a quantum system undergoes a cyclic evolution, the first term on the left and on the
right in Eq. (1.1.1) only contributes a factor 2pi.
By considering the projective space, P , in which vectors are grouped under
equivalent classes |ψ >∼ reiχ|ψ > for any r > 0 and real χ, the associated projection
map is
Π : H → P,
|ψ >→ Π(|ψ >) = {|ψ′ >: |ψ′ >= reiχ|ψ >}, (1.1.2)
and the ket representing the system state traces out a path, C : [0, τ ] → H, where
Π(C) is closed curve in P . For each point |ψ > on C, we can choose a smoothly
varying representative |ψ > from Π(|ψ(t) > in such a way that |ψ(0) >= |ψ(τ) >.




|ψ′(t) >= 0. (1.1.3)
This condition has not only its origin in formalism of Schro¨dinger equation but it
has also a purely geometric origin [12, 13].
Let’s consider the equivalent classes of the wave function |ψ(t) >, such as
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|ψ′(t) >= eiχ(t)|ψ(t) > . (1.1.4)
By differentiating Eq. (1.1.4) to the time t, we have




+ < ψ(t)|H|ψ(t) > . (1.1.5)
It is noted, on the right of Eq. (1.1.5), that the first term is from the total





= H|ψ(t) >, (1.1.6)
in the unit h¯ = 1.
If the dynamical phase,
∫ τ
0 dt < ψ(t)|H|ψ(t) >, is removed from the overall phase
∫ τ











dt < ψ′(t)| ∂
∂t
|ψ′(t) >, (1.1.7)
which is independent of dynamics and gauge-free, but it does depend on the under-
lying geometry of the evolution. This phase, in other words, depends geometrically
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on the area covered by the evolution of the system but it does not depend on how
the motion is performed.
The classical analogue to the Aharonov and Anandan’s phase is Hannay’s angle
[36] for a general quantum state [37], where the Hannay’s angle forms the conjugate
variables of motion constants in the action for classical motions. It is well known
that, however, both the quantum Berry’s phase and classical Hannay’s angle are
generally two very different concepts albeit sharing almost similar expression in some
cases since classical physical quantities are fully different from quantum observables.
Another way[38, 39, 40, 41] of extending Berry’s phase for time periodic Hamil-
tonian to the case of nonadiabatic evolution is proposed by making use of the Lewis-
Resenfeld invariant theory (LRIT)[42]. In such an approach, the geometric phase can
be computed without the adiabatic hypothesis because the solution of Schro¨dinger
equation is exactly obtained by using the eigenstates of dynamical invariant opera-
tors. Moreover, the geometric phase exists even for the Hamiltonian that does not
have an explicit time-dependence, which is the same as Aharonov and Anandan’s
approach.
Geometric phase in the system of pure state has been the subject of recent
mathematical studies. An increasing interest in studying about the geometric phase
has been for open system [43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54], where the
1.2. Geometric quantum computation 8
statistical mixtures was considered [55, 56], based on both the experimental context
of quantum interferometry and the different generalizations of the parallel transport
condition [57, 58].
1.2 Geometric quantum computation
Quantum computation employs the principle of coherent superposition and quan-
tum entanglement to solve certain problems, such as factoring large integers and
searching data in an array, much faster than a classical computer [59]. The basic
building blocks of a quantum computer are quantum logic gates. It was shown that
any quantum computation can be reduced to a sequence of two classes of quantum
gates, namely, universal two-qubit logic gates and one-qubit local operations [60].
The standard paradigm of quantum computation is the dynamical one where the
local interactions between the qubits are controlled in such a way so that one can
enact a sequence of quantum gates. On the other hand, it has been recognized
that the quantum gate operations can also be implemented through the geometric
effects on the wave function of the systems, this is the so-called geometric quantum
computation [18, 31]. Compared with the dynamical gates, the geometric quantum
computation possesses practical advantages. It is well known that geometric phases
depend only on some global geometric features, and do not depend on the details of
the path, the time spent, the driving Hamiltonian, and the initial and final states
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of the evolution [32]. Therefore the geometric quantum computation is largely in-
sensitive to local inaccuracies and fluctuations, and thus provides us a possible way
to achieve fault-tolerant quantum gates.
In the implementation of geometric quantum computation, one practical question
we usually meet is how to remove or avoid the dynamical phases since geometric
phases are generally accompanied by dynamical ones which are not robust against
local inaccuracies and fluctuations. To this end one simple method is to choose the
dark states as qubit space, thus the dynamical phase is always zero [61]. Another
general method is to let the evolution be dragged by the Hamiltonian along several
special closed loops, then the dynamical phases accumulated in different loops may
be cancelled, with the geometric phases being added [62, 63, 64] . This is the so-
called multi-loop or single-loop scheme.
The geometric quantum computation based on the cancellation of dynamical
phases is referred to as conventional geometric quantum computation, which was
usually applied to nuclear-magnetic-resonance systems. It is obvious that the ex-
perimental errors are increased because the evolution has to repeat several times to
cancel the dynamical phase. More worryingly, the dynamical phase accumulated in
the gate operation is possibly nonzero and can not be eliminated.
Correspondingly several schemes have been presented recently to realize the so-
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called unconventional geometric quantum computation [65, 66, 67, 68, 69]. The
central idea of the unconventional geometric quantum computation is that for certain
quantum evolution of a quantum system of interest one can implement fault-tolerant
quantum computation by using the total phase accumulated in the evolution because
it depends only on global geometric features of the evolution in the rotating frame
at the cavity frequency. However, this approach does not distinguish between the
total phase and the geometric phase. The total phase is, especially, different from
the geometric phase in the experimental frame.
In comparison with conventional geometric gates, unconventional geometric gates
do not require additional operations to cancel the dynamical phases and thus sim-
plify the realization operations. Schemes for implementing the unconventional geo-
metric gate have been proposed in trapped ion systems [65, 67] and in cavity QED
systems[68, 69]. In the schemes of cavity QED systems[68, 69], the excited states
are utilized as the ancillary states or as the computational basis during the quan-
tum computation operations, thus the spontaneous emission cannot be avoided in
such schemes. Therefore, it is necessary to consider interaction of the system with
vacuum reservoir
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1.3 Quantum tunneling
Quantum tunneling, where a particle has a probability to penetrate a classically
forbidden region, is one of the most important applications and the striking features
of wave mechanics. Therefore, it is interesting to study the geometric phase for
quantum tunneling process.
It is well known that the total barrier penetration probability may be calculated
directly from the stationary Schro¨dinger equation. However, its tunneling time
remains an undefined and controversial topic for many years (For a recent and rather
extensive review, see Refs. [70, 71]). Indeed, an outstanding problem regarding
quantum tunneling time concerns the issue of causality in the particle propagation.
The classical definition for the duration of a collision event is unambiguous and
often straightforward. The time is measured by observing the movement of a particle
from one point in space to another. In quantum mechanics, however, the uncertainty
principle disallows such a simple measurement. It is, therefore, necessary to redefine
the notion of tunneling time.
Quantum tunneling processes and the definition of quantum tunneling time have
been investigated extensively by using numerical[72, 73], experimental[74, 75, 76,
77, 78, 79], and analytic methods in a number of works. There have been several
methods on how tunneling time can be estimated. The concept of phase time[80, 81,
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82] was calculated from the temporal delay of the transmitted wave packet so that
the tunneling time is associated with an energy derivative of phase shift. In another
approach, quantum tunneling time was obtained from the Wigner function of the
propagating wave packet[83, 84]. It is also possible to investigate quantum tunneling
time by using a local Larmor time. The local Larmor time[85, 86, 87, 88, 89] was
defined by using an averaged spin component < sy > of the particles due to the
Larmor precession arising from a homogeneous magnetic field confined to the barrier
region. In yet another popular formalism, Bu¨ttiker and Landauer proposed that one
should study quantum tunneling time using the transmission coefficient through a
static barrier augmented by a small oscillation in the barrier height. An equally
popular method concerns the computation of dwell time. The dwell time[89, 90]
was expressed as the total probability of the particle within the barrier divided by
the incident probability current, which may average over all scattering channels.
Other methods, such as Bohmian trajectories[91], Feynman path integral[92, 93, 94,
95, 96], Nelson’s quantum mechanics[97, 98], variational approach[99] and dispersion
relations[100], have also been attempted. In most of these cases, the tunneling time
was often defined as the time spent by path of a particle within the barrier. Despite
several attempts to unify these concepts, there is still no preferred notion of quantum
tunneling time.
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It has been known, sometime, that different arrangements for the tunneling
process could lead to different relevant time scales. The controversy surrounding
this question is evident in the historical development of the problem. Therefore,
a clear and an unambiguous interpretation of the temporal process of tunneling is
important not only for its possible applications but also a fundamental interesting
in physical problem.
1.4 Motivations and goals
The importance of Berry’s phase[12] on various areas of physics has naturally re-
sulted in the interest in the generalization of geometric phase. Aharonov and Anan-
dan advanced another approach to the geometric phase for the nonadiabatic and
cyclic evolution[32]. The significance of Aharonov and Anandan’s generalization
is twofold. On the one hand, the cyclic evolution of a physical system is of most
interest in physics both experimentally and theoretically. On the other hand, the
universal existence of the cyclic evolution is guaranteed for any quantum system.
This nonadiabatic geometric phase, especially, showed a geometric picture of quan-
tum dynamics, which can be defined for any closed curve in the projective Hilbert
space. Thus, the geometric phase is independent of the Hamiltonian of the physical
system for a given closed curve[32, 33, 34].
It is interesting, therefore, to elucidate the intimate connection between dynam-
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ical symmetry and geometric phase. We investigate, especially, the relation between
the above two approaches in the nonadiabatic case.
By considering dynamical symmetry between canonically equivalent systems, we
investigate the connection between the geometric phase and dynamical invariants,
where the Liouville-von-Neumann equation is directly deduced. Furthermore, we
show that an arbitrary shift of the Hamiltonian leaves the geometric phase invariant.
Application of geometric phases in quantum computation [18, 31] has motivated
their studies under more realistic situations [43, 44, 45, 46, 47, 48, 49, 50, 51, 52,
53, 54]. When a system interacts with an environment, for example, its quantum
superpositions may decay into statistical mixtures and this effect, called decoherence,
is the most important limiting factor for quantum computation [55, 56]. However,
the definition of the geometric phase for open system is still an open problem.
There have been many proposals tackling the problem from different generalizations
of the parallel transport condition [57, 58], which motivate us to formulate entirely
in terms of geometric structures on a complex projective Hilbert space because a
general belief is that Berry’s phases are geometric in their nature, i.e., proportional
to the area spanned in parameter space.
The density matrix was introduced as a way of describing a quantum system
when the state of the system is not completely known, where a mixed state can
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always be written in many different ways as a probabilistic mixture of distinct but
not necessarily orthogonal pure states. Thus, the geometric phase for the open
system should be, in principle, directly expressed by the density matrix. However,
it can be in experiment expressed by the wave function. By comparing the two
different expressions of the geometric phase described by the wave functions and
by the density matrix, we find that our results are in agreement with nonunitary
evaluation.
Methods for the physical implementation of quantum computation via geometric
phase have been proposed [18, 31] by the all-geometric approach called holonomic
quantum computation, based on the feature that one can achieve the entangling uni-
versal quantum gates entirely in terms of purely geometric operations(holonomies).
Holonomic quantum computation is a scheme intrinsically fault-tolerant and there-
fore resilient to certain types of computational errors. Once more the holonomies
are built up when a quantum system is driven to a cyclic evolutions through adi-
abatic change in the control parameters in the Hamiltonian. Such holonomies can
be either Abelian phase factors or non-Abelian unitary operations if the spectrum
of the Hamiltonian is degenerate.
A novel way to realize nonadiabatic geometric quantum computation is proposed
by varying parameters in the Hamiltonian for nuclear-magnetic-resonance systems,
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where the dynamical and geometric phases are implemented separately without the
usual operational process. Therefore, the phase accumulated in the geometric gate
is a pure geometric phase for any input state. In comparison with the conventional
geometric gates by rotating operations, our approach simplifies experimental imple-
mentations and makes them robust to certain experimental errors. In contrast to the
unconventional geometric gates, which are executed using global geometric features
in the rotating frame, our approach distinguishes the total and geometric phases and
offers a wide choice of the relations between the dynamical and geometric phases.
Furthermore, we present a scheme for implementing the unconventional geomet-
ric two-qubit phase gate with nonzero dynamical phase based on two-channel Raman
interaction of two atoms in a cavity. We show that the dynamical phase and the
total phase for a cyclic evolution are proportional to the geometric phase in rotating
frame, hence they possess the same geometric features as the geometric phase does.
In our scheme the atomic excited state is adiabatically eliminated and the operation
of the proposed logic gate involves only the metastable states of the atoms, thus the
effect of the atomic spontaneous emission can be neglected. The influence of the
cavity decay on our scheme is examined. It is found that the relations regarding
the dynamical phase, the total phase and the geometric phase in the ideal situation
are still valid in the case of weak cavity decay. However, the presence of the cavity
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decay results not only in amplitude damping of the wave function, but also stops us
from performing the cyclic evolution for the cavity mode, thus it reduces the fidelity
of the gate operation. The feasibility and the effect of the phase fluctuations of
the driving laser fields are also discussed. The result is expanded to the two-mode
case. It is shown that the evolution time of the gate in the two-mode case is less
than that of the single-mode case. Thus the gate can be more decay tolerant than
the previous one. The scheme can also be generalized to a system consisting of two
atoms interacting with N quantized cavity fields.
It has been known for sometime that different arrangements for the tunneling
process could lead to different relevant time scales. The controversy surrounding this
question is evident in the historical development of the problem. Therefore, a clear
and unambiguous interpretation of the temporal process of tunneling is important
not only for its possible applications but also for a fundamental interest in physical
problem. Therefore, we propose a clue about definition of the quantum tunneling
time using the geometric phase for the tunneling process, which may be helpful to
distinguish the concept of quantum tunneling time.
1.5 Organization
This thesis includes 6 chapters. Chapter 1 is an introduction. In chapter 2, we
study the relation between dynamical symmetry and geometric phase. In chapter
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3, we give a definition of the geometric phase for open system and the result is
applied to spin-1/2 system with all possible decay. In chapter 4, geometric quantum
computation is discussed for nuclear-magnetic-resonance systems and cavity QED
systems respectively. In chapter 5, we propose to define quantum tunneling time by
the geometric phase, which may be helpful to distinguish the concept of quantum
tunneling time. In chapter 6, we give some discussions and conclusions.
The contents of the chapter 2 are from our paper [101] and organized as follows.
In section 2.1, we firstly present a brief discussion of dynamical symmetry, then dy-
namically symmetric equations are obtained by performing a transformation related
to the symmetric factor in Hilbert space. Furthermore, the Liouville-von-Neumann
equations are directly deduced for the canonically equivalent systems. In section
2.2, by considering dynamical evolution in dynamical U(1) symmetry, we deduce
the Aharonov and Anandan’s approach to the nonadiabatic geometric phase. In
section 2.3, we discuss the connection between the geometric phase and the dynam-
ical invariant. In section 2.4, the results are generalized to a non-Abelian geometric
phase. In section 2.5, we apply our results to the two level atomic system.
The contents of the chapter 3 are from our papers [52, 53] and organized as fol-
lows. In section 3.1, we briefly review open system and Lindbladian master equation.
In section 3.2, we define the geometric phase for open two-level system by estab-
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lishing connecting density matrices, describing an evolution of an open quantum
two-level system, with a nonunit vector ray in a complex projective Hilbert space.
Because the geometric phase depends only on the smooth curve on this space, it is
formulated entirely in terms of geometric structures. In section 3.3, we give an in-
terpretation of differential geometry to our formula. Further, the result is expanded
to an open three-level system in section 3.4. Geometric phase expressed by a den-
sity matrix is given in section 3.5. In section 3.6, we calculate geometric phases
for Lindbladian master equation with possible decay sources. Moreover, effects of
squeezed vacuum reservoir on geometric phase are analyzed in section 3.7.
The contents of the chapter 4 are from our papers [145, 146] and organized as
follows. In the section 4.1, a new scheme is proposed to perform the geometric
quantum computation for nuclear magnetic resonance system, where the dynami-
cal phase may either equal to zero or have an expression with the corresponding
geometric phase by controlling the Hamiltonian parameters, which corresponds to
adjust some initial physical quantities. In the section 4.2, we study the two-channel
Raman interaction with a small cavity detuning in cavity QED, where the geometric
quantum gates are given in rotating frame at cavity frequency. In the section 4.3,
the results are expanded to two-mode cavity.
The contents of the chapter 5 are from our paper [28] and organized as follows.
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In the section 5.1, we briefly discuss transformational symmetry for wave function
in quantum system. In the section 5.2, we first found the connection between trans-
formational symmetry and continuity of wave function, then the problem about
quantum tunneling time is introduced. In section 5.3, we calculate geometric phase
for quantum tunneling. In the section 5.4, we give some results and discussions.
In chapter 6, We give some discussions and conclusions for fundament of geo-




The purpose of this chapter is to elucidate the intimate connection between dy-
namical symmetry and the geometric phase. We investigate, especially, the relation
between the above two approaches to the nonadiabatic case. Furthermore, we show
that two physical systems of dynamical symmetry, with HamiltoniansH(t) andH ′(t)
respectively, have the same geometric phase. The method is applied to the two-level
system, where the invariant operator is explicitly constructed by supersymmetric
algebra.
2.1 Dynamical symmetry
Let us consider two physical states for the canonically equivalent systems with wave
functions |ψ(t) > and |ψ′(t) > described by the generalized time-dependent Hamil-
tonian H(t) and H ′(t) respectively. Schro¨dinger equations (in the unit h¯ = 1) for
the states are
21








= H ′|ψ′(t) >, (2.1.2)
which may be expressed by the unitary operators of time evolutions, so that
|ψ(t) >= u(t, t0)|ψ(t0) >, (2.1.3)
|ψ′(t) >= u′(t, t0)|ψ′(t0) >, (2.1.4)
where u(t, t0) and u
′(t, t0) are unitary time evolution operators.
For a complete set of initial state vectors, the time evolution operators are sup-
posed not to distinguish the differences between the initial states |ψ(t0) > and
|ψ′(t0) > for the canonically equivalent systems since they act on any initial states.
In the following, we will only consider that u(t, t0) and u
′(t, t0) have the following
relation,
u′(t, t0) = eiα(t)u(t, t0), (2.1.5)
where, for U(1) dynamical symmetry, α(t) is an arbitrary real function called an
overall phase. For U(N) dynamical symmetry, α(t) =
∑
i fi(t)Xi may be expressed
by the generators Xi of dynamical symmetry and satisfies
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[α(t), H(t)] = 0. (2.1.6)
It is known that there exists a dynamically unitary transformation v(t) between
the two physical systems, such as
|ψ′(t) >= v(t)|ψ(t) >, (2.1.7)
|ψ′(t0) >= v(t0)|ψ(t0) >, (2.1.8)
where the unitary operator v(t), mapped the solutions |ψ(t) > of the Schro¨dinger
equation defined by the HamiltonianH(t) to the solutions |ψ′(t) > of the Schro¨dinger
equation defined by the HamiltonianH ′(t), leaves the transition amplitudes, between
the energy states and the expectation values of the observables invariant.




v−1(t) = H(t)− ∂α(t)
∂t
= H ′(t), (2.1.9)
v−1(t)H ′(t)v(t) + i
∂v−1(t)
∂t
v(t) = H(t), (2.1.10)
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which mean that the unitary translation v(t) constitutes a dynamical symmetry
between two canonically equivalent systems. From Eq. (2.1.9), we see that H ′(t) =
H(t)− ∂α(t)
∂t
has a shift related to a derivative of symmetric factor α(t).
A transformation, furthermore, is performed for v(t), such as
w(t) = e−iα(t)v(t), (2.1.11)
which is in correspondence with a generally global phase transformation of the




w−1(t) = H(t), (2.1.12)
and
w−1(t)H ′(t)w(t) + i
∂w−1(t)
∂t
w(t) = H ′(t), (2.1.13)
where w(t) is a dynamically symmetric operator. It is obvious that w(t) is a unitary
operator. By comparing Eqs. (2.1.9) and (2.1.10) with Eqs. (2.1.12) and (2.1.13)
respectively, we see that a time-dependent unitary transformation is performed to
map a system to a canonically equivalent system.
Suppose that the generator of the dynamical transformation v(t) is I(t). In the
infinitesimal case, we have
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w(t) = 1− iI(t)δt. (2.1.14)
Substituting Eq. (2.1.14) into Eqs. (2.1.12) and (2.1.13), one finds
∂I(t)
∂t




= i[I(t), H ′(t)], (2.1.16)
where the generator I(t) of the dynamically symmetric transformation w(t) is a
Hermitian invariant operator. Eqs. (2.1.15) and (2.1.16) are called as the Liouville-
von-Neumann equation[42, 101, 102, 103].
Comparing Eq. (2.1.15) with Eq. (2.1.16), we find
[I(t), α(t)] = [I(t),
∑
i
fi(t)Xi] = 0, (2.1.17)
which means that I(t) commutes with α(t) =
∑
i fi(t)Xi. Therefore, they have the
same eigenstates.
2.2 Geometric phase
It is interesting, at first, to deduce Aharonov and Anandan approach[32] to the
nonadiabatic geometric phase by the dynamical symmetry. In the section, we only
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consider U(1) dynamical symmetry, where α(t) is an arbitrary real function. Let us
now turn to the transformation between |ψ(t) > and |ψ′(t) >,
|ψ′(t) > = v(t)|ψ(t) >
= eiα(t)w(t)|ψ(t) > . (2.2.18)
By differentiating Eq. (2.2.18) and using Eq. (2.1.2), we have
i < ψ′(t)| ∂
∂t
|ψ′(t) > = −∂α(t)
∂t
+ i < ψ(t)|w+(t)∂w(t)
∂t
|ψ(t) >
+ < ψ(t)|H|ψ(t) > . (2.2.19)
It is noted, on the right of Eq. (2.2.19), that the first term is from the total
phase and the last term from the dynamical phase for a field that obeys Schro¨dinger
equation. If the dynamical phase,
∫ τ
0 dt < ψ(t)|H|ψ(t) >, is removed from the
overall phase
∫ τ






















dt < ψ(t)| ∂
∂t
|ψ(t) >, (2.2.20)
where |ψ(t) >= eiα(t)|ψ(t) >, which means that α(t) is an overall phase of the
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physical system |ψ(t) >. The geometric phase in Eq. (2.2.20) has the same result
as Aharonov and Anandan’s one[32]. However, our deduction is directly from a
treatment of dynamical symmetry, which not only provides a geometric meaning to
Berry’s phase but also gives a simple prescription for the dynamical evolution.
Let us consider a projective map described by Π(|ψ >) = {|ψ(t) >: |ψ(t) >=
eiα(t)|ψ(t) >}. Then |ψ(t) > defines a curve , C, in Hilbert space: [0, τ ] → H
with Cˆ = Π(C) being a closed curve in projective Hilbert space. It is obvious that
the same |ψ(t) > can be chosen for every curve C for which Π−1(C) = Cˆ by an
appropriate choice of α(t).
It is noted that the geometric phase, described by Eq. (2.2.20), is an integral
of the one-form K =< ψ(t)|d|ψ(t) > around the closed curve Cˆ in the projective
Hilbert space. If there is a different choice for α(t), such as |ψ∗(t) >= eiβ(t)|ψ >,
then K → K∗ = K − dβ and therefore γ is invariant. Thus, the geometric phase,
described by Eq. (2.2.20), is independent of α(t) and H(t) for a given closed curve
Cˆ.
Similarly, we can also consider the following evolution of the wave function,
|ψ′(t) > = u′(t, t0)|ψ′(t0) >
= eiα(t)u(t, t0)|ψ′(t0) > . (2.2.21)
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Inserting Eq. (2.2.21) into Eq. (2.1.2), we find








Thus, the geometric phase, for the canonically equivalent system with the wave

















dt < ψ′(t)| ∂
∂t
|ψ′(t) >, (2.2.23)
where |ψ′(t) >= e−iα(t)|ψ′(t) >, which means that −α(t) is an overall phase of
the physical system |ψ′(t) >. Similarly, the geometric phase in Eq. (2.2.23) is
independent of α(t) and H ′(t) for a given closed curve.
2.3 Invariant operator and geometric phase
From Eqs. (2.1.15) and (2.1.16), we know that I(t) is one of a complete set
of commuting observables, so that there is a complete set of eigenstates of I(t).





− i[I(t), H(t)] = ∂I(t)
∂t
− i[I(t), H ′(t)] = 0. For the U(1) dynamical symmetry,
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we know from Eqs. (2.1.15) and (2.1.16) that the eigenstate is nondegenerate. The
nondegenerate eigenvalue equation of the time-dependent invariant operator is given
by
I(t)|λn, t >= λn|λn, t >, (2.3.24)
which is used to construct the solution of the Schro¨dinger equation because the









iχ′n|λn, t >, (2.3.26)
where cn and c
′
n do not depend on the involving time. The phases χn and χ
′
n, called
Lewis phases, are determined by[42, 101, 102, 103]
χ˙n =< λn, t|i ∂
∂t
−H(t)|λn, t >, (2.3.27)
χ˙′n =< λn, t|i
∂
∂t
−H ′(t)|λn, t > . (2.3.28)
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From Eqs. (2.3.27) and (2.3.28), we know that one can obtain the exact solution
of the Schro¨dinger equation for all canonically equivalent Hamiltonians, such asH(t)
and H ′(t), by the eigenstate of invariant operator I(t).
If α(t) = −χn(t) is chosen, we find
|ψn(t) > = eiα(t)|ψn(t) >
= |λn, t >, (2.3.29)
which means that the projective Hilbert space, where path of the state vector forms
a closed curve, is spanned by the instantaneous eigenstates of the invariant op-
erator I(t). Therefore, Eq. (2.3.29) elucidates an intimate connection between
the Aharonov and Anandan approach and the invariant approach to the geometric
phase.




< λn, t| ∂
∂t
|λn, t > dt. (2.3.30)
From Eq. (2.3.30), we see that the geometric phase is indeed independent of the
Hamiltonian H(t) and an arbitrary phase α(t). It is known that Eqs. (2.3.25) and
(2.3.26) are some exact solutions of the Schro¨dinger equations, the geometric phase
can be computed without the adiabatic hypothesis.
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The parameter space, associated with the invariant I(t), is defined such that
cyclic evolutions occur in this space. While in Berry’s work the Hamiltonian contains
time-dependent parameters, in the present approach, the geometric phase exists even
for the Hamiltonians that do not have an explicit time-dependence.
In fact, α(t) may be chosen as an arbitrary function to calculate the geometric
phase. Thus, there exists the difference of a constant factor from the result of Eq.
(2.3.30) for the cyclic evolution, which is not important to the geometric phase.
Next, Let us consider the geometric phase for the canonically equivalent system
with the Hamiltonian H ′(t) = H(t)− ∂α(t)
∂t
.
Using Eq. (2.2.23) and Eq. (2.3.26), we find
|ψ′(t) > = e−iα(t)|ψ′(t) >
= eiχn(t)+iχ
′
n(t)|λn, t >, (2.3.31)









< λn, t| ∂
∂t
|λn, t > dt. (2.3.32)




n(t))dt is a constant under the cyclic evolution. Thus,
Berry’s phase for the system with the Hamiltonian H(t) is the same as the one for
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the canonically equivalent system with Hamiltonian H ′(t) = H(t)+f(t), where f(t)
is an arbitrary real function.
2.4 Non-Abelian geometric phase
In the section, we expand our results to the degenerate state with U(N) dynamical
symmetry, which corresponds to non-Abelian geometric phase.
It is, similarly, noted that I(t) is a Hermitian invariant operator with a mem-
ber of a complete set of commuting observables. Therefore, there exists a set of
simultaneous eigenfunctions |λn, a; t > satisfying
I(t)|λn, a; t >= λn|λn, a; t >, (2.4.33)
< λm, b; t|λn, a; t >= δmnδba, , (2.4.34)
where a and b are a degenerate label. |λn, a; t > are also eigenstates of the Hamil-
















|λn, a, t >, (2.4.36)
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where cn and c
′
n do not depend on the involving time and P stands for the time-
ordering operator. The phases, χn,a and χ
′
n,a, are determined by[42, 103]
χ˙n,a =< λn, a, t|i ∂
∂t
−H(t)|λn, a, t >, (2.4.37)
χ˙′n,a =< λn, a, t|i
∂
∂t
−H ′(t)|λn, a, t > . (2.4.38)









is reduced to Wilezek and Zee’s non-Abelian geometric phase [23, 24, 101]. Moreover,
this geometric phase factor in Eq. (2.4.39) reduces to the phase factor γn in Eq.
(2.3.30) if there is no degeneracy. It is in general difficult to evaluate Eq. (2.4.39),
because of the path-ordering operation P of non-commuting factor.
It is interesting to note that the geometric phase in Eq. (2.4.39) depends only
on the eigenstate of invariant operator and its derivative. Therefore, the systems
H(t) and H ′(t) have the same geometric phase.
It is worth, finally, emphasizing that the information about the geometric phase
is entirely included in the invariant operator I(t), the different Hamiltonians, such
as H(t) and H ′(t), admitting I(t) as a dynamical invariance satisfied Eqs. (2.1.15)
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and (2.1.16), would be the same set of geometric phases. If I(t) is an adiabatic
invariant, ∂I ′/∂t = 0, then I(t) commutes with the Hamiltonian. Therefore, the
eigenfunctions of the I(t), H(t) and H ′(t) are diagonal. Thus, the adiabatic Berry’s
approach is recovered.
2.5 An example for a two-level atomic system
The Jaynes-Cummings model (JCM) [104, 105, 106] as a basis of fully quantum de-
scription of radiation matter interaction has some extensive applications in quantum
optics, quantum electronics and two-level atomic system. Therefore, the geometric
properties of the JCM have acquired much interest[107, 108, 109]. Since the super-
symmetry structure was found to embed in the JCM [110, 111, 112, 113, 114], it is
interesting to calculate the geometric phase from the dynamically supersymmetric
invariant.
The Hamiltonian of the time-dependent JCM under the rotating wave approxi-
mation is given by




) + g(t)a+σ− + g∗(t)aσ+. (2.5.40)
The intrinsic relationships among fundamental properties, such as supersymme-
try, phase invariance of electromagnetic field, unitarity and energy spectrum pe-
culiarities, are revealed by this model. Here a+ and a denote the photon creation
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and annihilation operators satisfying the commutation relation [a, a+] = 1, σ±, σ3
are Pauli matrices acting on the states of the two-level system and the frequencies,
ω0(t) and ω(t), are assumed real. While g
∗(t) is a complex conjugation of g(t).
By defining the tensor operators[110],
V = σ+σ− + a+a, (2.5.41)







Γ(t) = g(t), (2.5.44)




(ω0(t) + ω(t))V +
1
2
(ω0(t)− ω(t))M + Γ(t)Q+ + Γ∗(t)Q−, (2.5.45)
which can be easily recognized as an element of the superalgebra associated with the
unitary supergroup u(1, 1). The tensor operators satisfy the commutation relations,
{Q², Qη} = 1
2
V δ²,−η, (2.5.46)
[V,M ] = 0 = [V,Q²], (2.5.47)
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[M,Q²] = 2²Q², (², η = ±), (2.5.48)
where V is a Casimir operator. Eqs. (2.5.46)-(2.5.48) imply that the set of operators
{V,M,Q+, Q−} generates a dynamically closed superalgebra.
In order to compute the geometric phases, we require to get the eigenstates of the
invariant operator. In accordance with the closed superalgebra theory, the invariant




(Ω0(t) + Ω(t))V +
1
2
(Ω0(t)− Ω(t))M + ξ(t)Q+ + ξ∗(t)Q−,
(2.5.49)
where Ω0(t),Ω(t), ξ(t) and ξ
∗(t) are different from ω0(t), ω(t),Γ(t) and Γ∗(t) respec-
tively and will be determined by Eq. (2.1.15).
Inserting Eq. (2.5.46) into Eq. (2.1.15) and using Eqs. (2.5.46)-(2.5.48), we find
Ω˙(t) = 0, Ω˙0(t) = 0, (2.5.50)
which imply that Ω0(t) and Ω(t) are constant,
ξ(t)Γ∗(t)− ξ∗(t)Γ(t) = 0, (2.5.51)
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and
ξ˙(t) = i(Ω0(t)− Ω(t))Γ(t)− iξ(t)(ω0(t)− ω(t)). (2.5.52)
From Eqs. (2.5.50)-(2.5.52), we can calculate Ω0(t),Ω(t), ξ(t) and ξ
∗(t) as the func-
tions of ω0(t), ω(t),Γ(t) and Γ
∗(t).





(Ω0 + Ω)2 + 2|ξ|2(n+ 1), (2.5.53)






(ξ˙ξ∗ + ξξ˙∗) = i(Ω0 − Ω)(Γξ∗ − ξΓ∗) = 0, (2.5.54)




= 0 implying that the eigenvalues are independent of time.
The corresponding eigenstates are expressed as











where eiβ = ξ(t)/|ξ(t)|, |n > is a photon number state and
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sin(θn/2) =
Gn√




(∆n − δ)2 +G2n
, (2.5.58)
where δ = Ω0+Ω,∆n =
√
δ2 +G2n, Gn = 2|ξ|2
√
n+ 1. The JCM describes generally
a nonresonant interaction between a two-level system with lower state |− >, upper
state |+ >, and a harmonic oscillator denoted by the photon number state |n >.
The geometric phase, for the two-level atomic system, is given by
γn+ = i
∮
dt < λ+n , t|
∂
∂t








dt < λ−n , t|
∂
∂t




dβcos2(θn/2) = −pi(1 + cosθn). (2.5.60)
It is interesting to note that, for the photon number n = 0, the phase is different from
zero, which means that the vacuum field introduces a correction in the geometric
phase [115].
By considering dynamical symmetry between canonically equivalent systems, we
investigate the connection between the geometric phase and dynamical invariants,
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where the Liouville-von-Neumann equation is directly deduced. Furthermore, we
show that an arbitrary shift of the Hamiltonian H(t) → H ′(t) = H(t) +∑i fi(t)Xi
, where fi(t) is a real function and Xi is a generator of dynamical symmetry, leaves
the geometric phase invariant.
Chapter 3
Geometric phase for open system
Geometric phases are interesting in both a fundamental point of physical view[17]
and for their applications[18, 31]. However, the definition of the geometric phase
for open system is still an open problem. Here, we formulate entirely the geometric
phase in terms of geometric structures on a complex projective Hilbert space because
a general belief is that Berry’s phases are geometric in their nature, i.e., proportional
to the area spanned in parameter space.
3.1 Open system
In a real system, noise and decoherence are big problems. The process limits the
ability to maintain pure quantum states in quantum information.
It is known that the decay of quantum information, due to the interaction of
a system with its environment, can be described by a superoperator. If the en-
vironment frequently scatters off the system, and the state of the environment is
not monitored, then off-diagonal terms in the density matrix of the system decay
40
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rapidly in a preferred basis[116, 117]. The time scale for the decoherence is set by
the scattering rate, which may be much larger than the damping rate for the system.
The great challenge facing any such information processing in the quantum regime
lies in avoiding, controlling or overcoming the effects of the decoherence.
When a relevant dynamical time scale of the open quantum system is long com-
pared to the time for the interaction with environment, the evolution of the system
is effectively local in time (the Markovian approximation). Much as general uni-















where L is a superoperator.
The first term on the right of Eq. (3.1.1) is a usual Schro¨dinger term that
generates a unitary evolution. The other terms describe all possible transitions that
the open system may undergo due to interactions with the reservoir. The operators
Γµ are called Lindblad operators or quantum jump operators. Each ΓµρΓ
+
µ term
induces one of the possible quantum jumps. while Γ+µΓµρ + ρΓ
+
µΓµ term induces
other possible quantum jumps.
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We can readily check, using Eq. (3.1.1), that ρ˙ is Hermitian and trρ˙ = 0, which
implies that the Lindblad’s master equation in Eq. (3.1.1) preserves positivity of
the density operator ρ(t) for the open system
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where P is the path-ordering operation of superoperator L.
The density matrix of the open system satisfies the following relations
ρ+ = ρ ≥ 0,
ρ2 < ρ, (3.2.3)
trρ = 1.
In a two-level system, the density matrix is a 2 × 2 matrix and its dynamics is
characterized by Eq. (3.1.1). It is well-known that unit matrix 12×2 and three pauli
matrices (σ1, σ2 , and σ3) construct a complete basis of 2 × 2 matrices. In other
words, any 2× 2 matrices may uniquely be expanded by
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ρ = a+ b · σ, (3.2.4)












tr(ρσi), i = 1, 2, 3.





(1 + n · −→σ ), (3.2.6)
where n is a Bloch vector along the three pseudospin directions,
n = tr(ρ−→σ ) = (ρ12 + ρ21, i(ρ12 − ρ21), ρ11 − ρ22), (3.2.7)
satisfies the following relations because of Eqs. (3.2.3) and (3.2.6),
n∗ = n,
(3.2.8)
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n · n = r2 = (ρ12 + ρ21)2 − (ρ12 − ρ21)2 + (ρ11 − ρ22)2 < 1.
From Eq. (3.2.8), we know that the Bloch parameters, such as n, its three compo-















leads to a unit Poincare´ sphere construction. n/r corresponds to a diametrical point
on S2, while n < n/r is the interior diametrical point on the corresponding Bloch
sphere. Thus, one can find a map from the given points in the unit Poincare´ sphere
to a Hilbert space.










to parameterize the Bloch vector n as
n = (rsinαcosβ, rsinαsinβ, rcosα). (3.2.12)
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It is well-known that the given points on the unit Poincare´ sphere may be mapped
onto field amplitudes as a pure state, such as
nRi = ni/r =< ψ|σi|ψ >, (3.2.13)
where |ψ > is a normalized unit vector ray describing the pure state in a two-
dimensional complex projective Hilbert space H2. Eq. (3.2.13) may be obtained
directly by Eq. (3.2.6) in case of the pure state, i. e., ρ = |ψ >< ψ| and n = nR.
If |ψ > is subjected to a SU(2) transformation, n
r
∈ S2 undergoes an orthogonal
rotation belonging to SO(3):






, (R(u) ∈ SO(3)). (3.2.15)






which shows that there is a coset space of identification such as S2 = SO(3)/SO(2) =
SU(2)/U(1). Therefore, the normalized vector ray ψ, describing the pure state in
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the projective Hilbert space, is mapped uniquely in a one-to-one manner to a unit
vector nR = n/r on the unit Poincare´ sphere besides an overall phase.
From Eq. (3.2.13), we know that n may also be mapped onto field amplitudes in
Hilbert space. Because r < 1 is real, the vector n < nR = n/r is in interior of this
unit Poincare´ sphere. The mixed states, therefore, can be identified with the interior
points of this sphere. It is known that the SU(2) group is locally isomorphous with
the SO(3) group. Thus, n is uniquely corresponding to |Ψ >= √r|ψ >, to be used
to describe the mixed state, in this projective Hilbert space besides an overall phase.
This is obvious that, under the same orthogonal rotations according to Eqs. (3.2.14)
and (3.2.15), |Ψ′ >= u|Ψ > and n′i = Rik(u)nk are satisfied.
Thus, a map of the one-to-one correspondence, for the general density matrix
evolved dynamically according to Eq. (3.1.1) with nonunit vector ray in projective
Hilbert space, is given by,






We now begin with a smooth ( open or closed) curve C = {Ψ(t) = Π−1ρ(t)} and
subdivide it into N parts. The points of subdivision are at t0, t1, · · ·, tN and for the
values of Ψ(t) = Π−1ρ(t) at these points we write,
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Ψ0 = Ψ(t0) = Π
−1ρ(t0),
Ψ1 = Ψ(t1) = Π
−1ρ(t1),
(3.2.18)
· · · · · · · · · · · · · · · · · · · · ·,
ΨN = Ψ(tN) = Π
−1ρ(tN).
Each trajectory, then, is represented by a discrete sequence of quantum states
{Ψ0,Ψ1, · · ·,ΨN}. The dynamics given by the master equation is recovered by
summing incoherently all the states associated with each trajectory, and taking the
continuous limit δt→ 0. Thus the geometric phase, expressed by the wave function,
is given by the Pantcharatnam formula,
γg = −LtN→∞arg{< Ψ0|Ψ1 >< Ψ1|Ψ2 > · · · < ΨN−1|ΨN >< ΨN |Ψ0 >}
= LtN→∞{arg < Ψ0|ΨN > −argΠNi=0 < Ψi|Ψi+1 >}
= LtN→∞{arg < Ψ0|ΨN > −argΠNi=0 < Ψi|Ψi + δtΨ˙i >}
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where we use that < Ψi|Ψi > is real in terms of Eqs. (3.2.17) and (3.2.18). Eq.
(3.2.19) is a gauge and reparametrized invariance. Therefore, γg is a geometric phase
associated with an evolution of the quantum open system.
3.3 Interpretation of differential geometry
If the first term on the right in Eq. (3.2.19) is equal to a constant factor 2pi, the
Pantcharatnam phase becomes the Berry’s phase.
It is known that the Berry’s phase, for the pure state, has described elegantly and
rigorously by differential geometric terms[13], which lead to the discovery that the
geometric phase of the pure state depends only on the area covered by the evolution
of the system and does not depend on how the motion is performed. It is interesting,
therefore, to formulate the Berry’s phase for the mixed state by using the language
of differential geometry.
Under a local gauge transformation for the pure state, such as
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|ψ(η) >→ |ψ′(η) >
= e−iα(η)|ψ(η) >, (3.3.20)



































































= β + dα, (3.3.22)
where β is called as one-form. In Eq. (3.3.22), we use the fact that < Ψ(η)|Ψ(η) >
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is real. By using an exterior differentials, furthermore, the two-form can be written
as


































 dηi ∧ dηj













The symplectic two-form σ is invariant under the local gauge transformations (3.3.20)
and (3.3.21), such as
σ → σ′ = dβ + d2α
= dβ
= σ. (3.3.25)
Therefore, the quantity (Berry’s phase)
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is the geometric phase associating with a nonunit vector state for the open system
carried around the closed curve C.
3.4 Extension to a three-level system
Because a higher dimensional Hilbert space may associate with quantum information
such as quantum cryptography, an increasing interest is to study the geometric phase
of the three-level system.
Similarly, the unit matrices 13×3 and eight Gell-mann matrices λ construct a
complete basis of 3× 3 matrices. Any 3× 3 matrix ρ, therefore, may be obtained as
ρ = c+ d · λ, (3.4.27)






tr(ρλi), i = 1, 2, · · ·, 8.
3.4. Extension to a three-level system 52


















2 − (ρ12 − ρ21)2 + (ρ11 − ρ22)2 + (ρ13 + ρ31)2
−(ρ13 − ρ31)2 + (ρ23 + ρ32)2 − (ρ23 − ρ32)2] + 1
4
















is an analogue of the generalized unit Poincare´ sphere for the three-level system.
Similarly to the two-level system, the Bloch parameters in the three-level system,
such as n, its eight components and r, are real. Thus, we may introduce seven angles,
such as θ, φ, α, β, γ, χ and ξ, to parameterize them by




































Inserting Eqs. (3.4.33)-(3.4.37) into Eq. (3.4.30), the n vector is written by
n = r
√
3(sin2θsinφcosφcos(β − χ− α+ γ), sin2θsinφcosφsin(β − χ− α+ γ),
1
2
sin2θ(cos2φ− sin2φ), sinθcosθcosφcos(α− γ − ξ),
−sinθcosθcosφsin(α− γ − ξ), sinθcosθsinφcos(β − χ− ξ),
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which satisfies the relation n2 = r2 < 1.
Like the case of the two-level system, a mapping of n/r ∈ S on the generalized
unit Poincare´ sphere for the three-state system onto |ψ >∈ H3 in a three-dimensional






< ψ|λi|ψ >, i = 1, 2, · · ·, 8, (3.4.39)
which implies that the action of SU(3) on vectors in H3 leads to an adjoint action
on S, such as







, (R(u) ∈ SO(8)),






We see from Eq. (3.4.41) that S2 may be a coset space SU(3)/U(1)× U(1).
3.4. Extension to a three-level system 55







which means that a mapping of a unit vector on the generalized Poincare´ sphere
onto the three-dimensional projective Hilbert space is established.
It is known that the vector n < n/r is in interior of this unit Poincare´ sphere
for three-state system. Therefore, the mixed states of the three-state system can be
identified with the interior points of this generalized unit poincare´ sphere.
Because of Eq. (3.4.32), the Bloch vector n < n/r(r < 1) inside this generalized
unit Poincare´ sphere for a three-state system corresponds to the nonunit vector ray,







It is known from Eq. (3.3.26) that two-form defined by |Ψ > is invariant under a
gauge transformation. Therefore, the Berry’s phase, for the three-level open system










[sin2θ(cos2φd(α− γ) + sin2φd(β − χ)) + cos2θdξ],
(3.4.43)
where C is a closed circle arc on the generalized Poincare´ sphere for the three-state
system.
From Eq. (3.2.17) in the two-state system and Eq. (3.4.42) in the three-state
system, a mapping of the nonunit vector states, to be used to describe the open
system, onto the interior points in the generalized Poincare´ sphere is established.
The mapping plays an important role in connecting the open system with nonunit
vector ray in projective Hilbert space. By using the corresponding vector ray of
open system, we may observe the geometric phase for the open system evaluating
according to Eq. (3.1.1).
If the system undergoes a cyclic evolution, the geometric phase of the open
system depends only on the closed curve in the projective Hilbert space of ray,
which is formulated entirely in terms of geometric structures on this space.
3.5 Geometric phase expressed by a density ma-
trix
It is known that the density matrix was introduced as a way of describing a quantum
open system because the state of the open system is not completely known. In a
general case, a state for the open system can always be written in many different
3.5. Geometric phase expressed by a density matrix 57
ways as a probabilistic mixture of distinct but not necessarily orthogonal pure states.
According to Eqs. (3.2.19) in the two-level open system and (3.4.43) in the
three-level open system, the geometric phase is, in experience, expressed by the
wave function. In fact, the physical system is usually described by the density
matrix ρ. Therefore, it is interesting to obtain the geometric phase expressed by
density matrix.
We may now define renormalized density matrix and wave function by
ρR(t) = ρ′(t)/Trρ′(t), (3.5.44)
where ρ′(t) = |Ψ(t) >< Ψ(t)| and |Ψ(t) > is defined by Eqs. (3.2.17) in the two-level
system and (3.4.42) in the three-level system.
|ΨR(t) > = |Ψ(t) > /
√
< Ψ(t)|Ψ(t) >
= |Ψ(t) > /||Ψ(t)||








T rρR(t) = 1, (3.5.46)









If a particular lift is chosen by
< ΨR|δΨR >= 0, (3.5.47)








On the other hand, one finds

















It is noted that the following relation is satisfied by
|ΨR + δΨR >< ΨR + δΨR| = ρR + δρRρR + ρRδρR
= ρR + δρR, (3.5.50)
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which means that, given |ΨR > projecting onto ρR and ρR+ δρR near ρR, ΨR+ δΨR
is explicitly in phase with ΨR and projecting onto ρR + δρR.
Therefore, by comparing Eq. (3.5.47) with Eq. (3.5.49), we obtain [35]
δ|ΨR >= δρR|ΨR >, (3.5.51)
which may be directly obtained by the parallel transport and normalized condition
of the wave vector |ΨR >.
Using Eq. (3.5.51), one finds
|ΨRN > ' |ΨRN−1 > +δ|ΨRN−1 >
= (1 + ρ˙RN−1∆t)|ΨRN−1 > . (3.5.52)
We can now repeatedly use this construction to go from |Ψ0 > to |ΨN > in a






























































































where P indicates a path-ordering operator.
Using Eqs. (3.2.19), (3.5.48) and (3.5.53), the geometric phase, according to the
density matrix, may be written as














































Eq. (3.5.54) is in general very difficult to evaluate, because of the path-ordering
operator of the density matrix. It is noted that Eq. (3.5.54) has the same result
obtained by the nonunitary evaluation[35], where ρ′(t) may be obtained by ρ(t)
described by the Lindblad’s master equation.
From Eq. (3.2.19) and Eq. (3.5.54), we see that the geometric phase is expressed
by the wave function and by density matrix respectively. Thus, a connection, be-
tween geometric phases experienced by the wave function and the physical system
described by the density matrix, is demonstrated.
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3.6 Examples for possible decay sources
Let us apply Eq. (3.2.19) to a well-known physical system. A two-level system
evolves under the free Hamiltonian H = 1
2
ωh¯σz and is subjected to dephasing de-
scribed by Γ =
√
λσz. For this system, the corresponding Lindblad’s master equation
can be written as





ωh¯σz, ρ(t)]− λρ(t) + λσzρσz, (3.6.55)











under the initial condition. Where θ and φ = ωt are two azimuthal angles in the
poincare´ sphere [32, 33, 34] when there are no interactions between the system and
the reservoir.
The corresponding Bloch parameters in Eq. (3.2.8) and Eqs. (3.2.10)-(3.2.11)






cos2θ + e−4λtsin2θ, (3.6.57)
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β = ωt.
It is noted that the solid angle, described by the Bloch parameters, in the Bloch
sphere is changed according to the dephasing parameter λ and the time t.
Thus, the geometric phase, for the two-level open physical system with the de-
phasing as a source of decoherence, can be written as



























We see that the Pancharatnam phase is changed according to the dephasing param-
eter λ because the solid angle of the Bloch sphere, described by Eq. (3.6.57), is
changed. By taking the limit λt << 1 and keeping the terms up to the first order in
the expansion of tanh−1, Eq. (3.6.58) produces the geometric phase for the no-jump
case (λ = 0) as γg = ξ− ωt2 (1− cosθ), which has the same result as the conventional
calculation.
In case of the closed path, we don’t consider the total phase ξ = 2pi and take
t = 2pi/ω, Eq. (3.6.58) will give out the Berry’s phase, such as
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It is noted that the Berry’s phase depends also on the dephasing parameter
λ, which is different from Carollo et al.’s result[45], where they stated that the
dephasing did not change the solid angle and the Berry’s phase. We see from Eq.
(3.6.57) that the solid angle is changed because of the dephasing.
Another interesting example is the one that includes spontaneous decay Γ =
√
λσ− as a source of decoherence for the spin 1/2 system. Thus, Eq. (3.1.1) can be
written as a matrix equation,
ρ˙(t) =
( −λρ11(t) −iωρ12 − 12λρ12
iωρ21 − 12λρ21 λρ11
)
, (3.6.60)














λt cos2(θ/2)(1− e−λt) + sin2(θ/2)
)
. (3.6.61)
Using Eqs. (3.2.8), (3.2.10) and (3.2.11), we obtain the corresponding parameters
of Bloch sphere as
r =
√
e−λtsin2θ + (1− 2cos2(θ/2)e−λt)2, (3.6.62)
3.6. Examples for possible decay sources 64
and
cosα = (2cos2(θ/2)e−λt − 1)/
√
e−λtsin2θ + (1− 2cos2(θ/2)e−λt)2, β = ωt.
(3.6.63)
According to Eq. (3.2.19), the geometric phase, for the open two-level physical
system with the spontaneous decay, is given by
γg = ξ − ωt+ ω
2λ
{ln(4− a2)(2 + a)
−ln(2− a2e−λt + 2
√
1 + a2(e−2λt − e−λt)
−ln(2ae−λt − a+ 2
√
1 + a2(e−2λt − e−λt)}, (3.6.64)
where a = 2cos2(θ/2). The total phase ξ may be obtained by Eqs. (3.6.59) and
(3.6.63). Because the spontaneous decay Γ =
√
λσ− is a decoherence source that
cannot be associated with a unitary map (σ+σ− 6= 1), the geometric phase has more
complicated expression than the one of a unitary evolution.
For the spin 1/2 system with another spontaneous decay Γ =
√
λσ+ as a source
of decoherence, the corresponding parameters of Bloch sphere may be found as
r =
√
e−λtsin2θ + (1− 2sin2(θ/2)e−λt)2, (3.6.65)
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and
cosα = (1− 2sin2(θ/2)e−λt)/
√
e−λtsin2θ + (1− 2sin2(θ/2)e−λt)2, β = ωt.(3.6.66)
Similarly, the geometric phase can be calculated as
γg = ξ − ω
2λ
{ln(4− b2)(2 + b)
−ln(2− b2e−λt + 2
√
1 + b2(e−2λt − e−λt)
−ln(2be−λt − b+ 2
√
1 + b2(e−2λt − e−λt)}, (3.6.67)
where b = 2sin2(θ/2).
It is obvious that there are different geometric phases for different modes, such
as dephasing Γ1 =
√
λ1σz, spontaneous decay Γ2 =
√
λ2σ− and Γ3 =
√
λ3σ+.
In the following, let us consider the spin 1/2 system with a dephasing and a
spontaneous decay modes. Γ1 =
√
λ1σz and Γ2 =
√
λ2σ−, for example, are as
sources of decoherence. By solving Eq. (3.1.1), we find
r =
√
e−(λ2+4λ1)tsin2θ + (1− 2cos2(θ/2)e−λ2t)2, β = ωt, (3.6.68)
and
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(1− 2cos2(θ/2)e−λ2t)2 , (3.6.69)
where the sign ± depends on the sign of 1− 2cos2(θ/2)e−λ2t. Since the parameters
of the Bloch sphere depend on the jump parameters, the geometric phase for this
system,




a− 1 + 4λ1f(
λ2 + 4λ1
λ2






1− ae−λ2t (λ2 + 4λ1)− 4λ1f(
λ2 + 4λ1
λ2




will be changed according to the jump parameters λ1 and λ2. Where a = 2cos
2(θ/2)




c−1(1− t)d−c−1(1− tz)−bdt is a hypergeometric func-
tion. The total phase may be obtained by Eqs. (3.6.59) and (3.6.70).
Similarly, for the spin 1/2 system with both of Γ1 =
√
λ1σz and Γ2 =
√
λ1σ+ as
sources of decoherence, the corresponding parameters of the Bloch sphere are
r =
√
e−(λ2+4λ1)tsin2θ + (1− 2sin2(θ/2)e−λ2t)2, β = ωt, (3.6.71)
and
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(1− 2sin2(θ/2)e−λ2t)2 , (3.6.72)
where the sign ± depends on the sign of 1 − 2sin2(θ/2)e−λ2t. Thus, the geometric
phase, according to Eq. (3.2.19), can be obtained by replacing a = 2sin2θ/2 in Eq.
(3.6.70).
Comparing Eq. (3.6.70) with Eqs. (3.6.64) and (3.6.65), we find that the geo-
metric phases with two jumps are not a sum of two separated ones with one jump.
As consequence it is not surprising that the geometric phase is also nonlinear in the
dynamics that generates it, whether or not this dynamics comes from Hamiltonian
terms of jump terms.




λ2σ− and Γ3 =
√
λ3σ+
as sources of decoherence, the corresponding parameters of Bloch sphere may be
obtained by solving Eq. (3.1.1), such as
r(t) =
√





cosα = (cosθe−(λ2+λ3)t +
λ3 − λ2
λ2 + λ3
(1− e−(λ2+λ3)t))/r(t), β = ωt. (3.6.74)
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Using Eq. (3.2.19), we find
















)− df(1 + d
c







where a = cosθ, b = λ3−λ2
λ3+λ2
, c = λ2 + λ3 and d = 4λ1. The geometric phase depends
on all jump parameters λ1, λ2 and λ3. Similarly, the geometric phase for the spin
1/2 system with three jumps is not a sum of the three separated ones with a single
jump.
3.7 Effects of squeezed vacuum reservoir on geo-
metric phase
Recently, squeezed light sources have become available in the laboratory and a great
deal of attention has been focused on the interactions between the squeezed light and
the atomic systems. It is known that a broadband squeezed vacuum forms a reservoir
characterized by a phase-sensitive white noise. The interaction of squeezed radiation
with atomic systems results in some unusual properties. The pioneer work[119] per-
formed by Gardiner in 1986 suggested that the atomic phase decay could be inhibited
by a squeezed vacuum reservoir as compared to the normal vacuum reservoir, thus
leading to a subnatural linewidth in the atomic fluorescence spectrum[120]. The
3.7. Effects of squeezed vacuum reservoir on geometric phase 69
subnatural linewidth phenomena in the resonance fluorescence[121] and the absorp-
tion spectrum for such systems were found in the further studies by others[122]. It is
interesting, therefore, to study the geometric phase induced by a squeezed vacuum
reservoir.
Let us consider the coupling of a two-level atom interacting with an electro-
magnetic field with the Hamiltonian H = 1
2
h¯Ωσ3 and an incident squeezed vacuum
reservoir. A master equation can be derived for the atomic density operator ρ for
the situation in which the incoming light is squeezed quantum white noise[119], such
as










γN{2σ+ρσ− − σ−σ+ρ− ρσ−σ+}
−1
2
γM{2σ+ρσ+ − σ+σ+ρ− ρσ+σ+}
−1
2
γM∗{2σ−ρσ− − σ−σ−ρ− ρσ−σ−}, (3.7.76)
where Ω is the atomic resonance frequency and σ3 = |e >< e| − |g >< g|, σ+ =
|e >< g| and σ− = |g >< e| with the relations, such as σ± = (σ1 ± iσ2)/2, of
Pauli operators σi(i = 1, 2, 3), in which |g > (|e >) is the ground (exited) state
of the system. While γ is the atomic decay rate for spontaneous emission into the
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unsqueezed vacuum, and N andM are parameters which characterize the squeezing,
with |M |2 ≤ N(N + 1), here the equality holds for a maximally squeezed state.
M = |M |eiφ and the phase φ depends on details of the scheme used to generate the
squeezed vacuum.
If we set N = 0 and M = 0 in Eq. (3.7.76), the atomic density operator is only
from the contribution of spontaneous decay of atom in the normal vacuum reservoir.
In this case, Eq. (3.7.76) becomes the Lindblad’s master equation[100]. It is noted
that the master equation in Eq. (3.7.76) preserves positivity of the density operator
ρ(t) for the open system. The solution of Eq. (3.7.76) is direct. By taking the initial
state of the two-level atom as |Ψ(0) >= cos θ
2
|e > +sin θ
2





















which are obvious only from contributions of the second and third terms in Eq.
(3.7.76). The solutions for the diagonal elements of atomic density operator are
similar to the spontaneous decay of atom in the normal vacuum reservoir. For the
nondiagonal elements of density matrix, there exist two cases. We find, for the case
of Ω2r = Ω
2 − γ2|M |2 ≥ 0,
































which are from contributions of all terms in Eq. (3.7.76). It is noted that ρ12 and
ρ21 are functions of cos(Ωrt), sin(Ωrt) and an exponential decay. Thus, both the
complex oscillations and exponential decay with the evolving time will be included in
the nondiagonal elements of density matrix. When the squeezed parameter |M | = 0,
the oscillations become simple with the frequency Ω related to the electromagnetic
field. Therefore, the complex oscillations are one of the squeezed vacuum properties.
For the case of Ω2r = Ω































In the case of |M | = 0, the solution doesn’t exist. Therefore, ρ12 and ρ21 in Eqs.
(3.7.81) and (3.7.82) are fully from the effects of squeezed vacuum reservoir.
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The Bloch parameters can be obtained by Eqs. (3.2.8) and (3.2.10)-(3.2.11). For
the case of Ω2r = Ω
2 − γ2|M |2 ≥ 0, one finds
r2 = r2> = (ρ12 + ρ21)










































Ωsin(Ωrt) + γ|M | sinφ sin(Ωrt)
Ωr cos(Ωrt)− γ|M | cosφ sin(Ωrt) . (3.7.85)
From Eqs. (3.7.83)-(3.7.85), we see that the Bloch parameters, such as r>, α>
and β>, oscillate with the evolving time (See Figs. 3.1 and 3.2). Especially, β>
doesn’t depend on the exponential decay. Similarly, for the case of Ω2r = Ω
2 −
γ2|M |2 < 0, we have
r2 = r2< = sin
2 θ
(
cosh(|Ωr|t)− γ|M ||Ωr| cosφ sinh(|Ωr|t)
)2
e−γ(2N+1)t










Figure 3.1: Geometric phases(ξ, in radian) in a maximally squeezed state for Ω2r =
Ω2 − γ2|M |2 ≥ 0 as functions of the atomic decay rate γ ≤ Ω/|M |(in unit of
1/second) and evolving time t(in unit of second) with the parameters Ω = 1/second,
N = 2, |M | =
√



























Ωsinh(|Ωr|t) + γ|M | sinφ sinh(|Ωr|t)
|Ωr| cosh(|Ωr|t)− γ|M | cosφ sinh(|Ωr|t) . (3.7.88)
In this region, the oscillations of the Bloch parameters disappear (See Figs. 3.3 and
3.4).
It is known that the geometric phase can be calculated by establishing in con-
necting density matrices with nonunit vector ray in a complex projective Hilbert
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space. Thus the geometric phase, expressed by the wave function in the complex
projective Hilbert space, is given by Eqs. (3.2.19) and (3.7.83)-(3.7.88),











where the total phase is given by









+ cos(β(t)− β(t0))sinα(t0)2 sinα(t)2
.
(3.7.90)
Eq.(3.7.89) is a gauge and reparametrized invariance. Therefore, ξ is a geometric
phase associated with an evolution of a quantum open system. It has the same
result with nonunitary evolution[35, 53], where the geometric phase is expressed by
the density matrix. However, it is difficult to perform a concrete calculation because
of the time-ordering operator(See Eq. (3.5.54)).
It is interesting to note from Eqs. (3.7.85) and (3.7.90) when the evolving time
t0 = 0 and t = 2pi/Ωr, the total phase is 2pi in the case of Ω
2
r = Ω
2 − γ2|M |2 ≥ 0.
Under this condition, the constant total phase may be dropped and the geometric
phase, described by the second term in Eq. (3.7.89), is the area enclosed in the
path traced out the surface of the Bloch sphere. However, it is not simply given
by the solid angle enclosed by the isolated spin resonances(See Eqs. (3.7.84) and











Figure 3.2: Corresponding radiuses of Bloch sphere for Fig. 3.1.







Figure 3.3: Geometric phases(ξ, in radian) induced by a squeezed vacuum reservoir
for Ω2r = Ω
2 − γ2|M |2 ≥ 0 as functions of the squeezed parameter |M | ≤ Ω/γ and
evolving time t(in unit of second) with the parameters Ω = 1/second, N = 2, γ =
0.2/second, φ = pi/4 and θ = pi/4.




















Figure 3.5: Same as Fig. 3.1 for Ω2r = Ω
2 − γ2|M |2 < 0 with the parameters
Ω = 1/second, N = 2, φ = pi/4 and θ = pi/4.




















Figure 3.7: Same as Fig. 3.3 for Ω2r = Ω
2 − γ2|M |2 < 0 with the parameters
Ω = 1/second, N = 2, γ = 0.4/second, φ = pi/4 and θ = pi/4.









Figure 3.8: Corresponding radiuses of Bloch sphere for Fig. 3.7.
(3.7.85) as pointed out by Whitney and Gefen[44]. there does not exist, strictly,
the cyclic motion for the physical system because there exists an exponential decay
in the density matrices so that the field amplitudes describing the mixed state in
the complex projective Hilbert space is a function of the exponential decay. If
the normal and squeezed vacuum reservoir disappear at the same time, the Bloch
parameters are r = 1, α = θ and β = Ωt according to Eqs. (3.7.83)-(3.7.85). When
t0 = 0 and t = 2pi/Ω, Eq. (3.7.89) gives the Berry’s Phase as ξ = −pi(1 − cosθ).
Therefore, our definition of geometric phase is available for both the pure state and
mixed state. Similar situation is for the case of Ω2r = Ω
2 − γ2|M |2 < 0. When
sinφ = −Ω/(γ|M |), the total phase is 0 or 2pi. For the same reason, this doesn’t
imply there exists a cyclic motion. We note that the geometric phase induced by
a squeezed vacuum reservoir was calculated in ref.[54] under the condition of cyclic
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motion, where the authors claimed that their scheme was immune from unwanted
environmental effects.
The geometric phases as the functions of the atomic decay rate (or the squeezed
parameter |M |) and the evolving time t are shown in Figs. 3.5-3.6 for the case of
Ω2r = Ω
2 − γ2|M |2 ≥ 0 and Figs. 3.7-3.8 for the case of Ω2r = Ω2 − γ2|M |2 < 0.
Radiuses of the Bloch sphere as corresponding trajectories are shown in Fig. 3.1
for the geometric phases in Fig. 3.5, Fig. 3.2 for the ones in Fig. 3.6, Fig. 3.3
for the ones in Fig. 3.7 and Fig. 3.4 for the ones in Fig. 3.8. We find that, with
oscillating and decreasing of the corresponding radiuses of the Bloch sphere, the
geometric phases oscillate and decrease according to the evolving time in the case
Ω2r = Ω
2 − γ2|M |2 ≥ 0, where the oscillation frequency Ωr is different from the
atomic resonance frequency Ω because of interacting between the squeezed vacuum
reservoir with the atom. If |M | is equal to zero, the oscillations disappear because
the squeezed vacuum reservoir is similar to the spontaneous decay of atom under the
condition(See Eq. (3.7.76)). In the case of Ω2r = Ω
2 − γ2|M |2 < 0, the oscillations
disappear for both the geometric phases and the radiuses as trajectories in the Bloch
sphere. the geometric phases increase with decreasing of the corresponding radiuses
according to the evolving time. For the small γ and t, the geometric phases are
slightly complicated(See Figs. 3.5 and 3.7). These may be understood because
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the Bloch parameters are functions of cosh(|Ωr|t), sinh(|Ωr|t) and the exponential
decay.
In conclusion, a mapping is established in connecting density matrices, associated
with an evolution of a quantum open system, with vector ray in a complex projective
Hilbert space. By using the corresponding vector ray to represent the open two-level
system, we may observe the geometric phase for the open two-level system. The
geometric phase of the open two-level system depends only on the smooth (open
or closed) curve in the complex projective Hilbert space of ray, which is formulated
entirely in terms of geometric structures on this space.
Chapter 4
Geometric quantum computation
Up to now, there have been two approaches to obtain the geometric gate: (i) driving
the qubits to undergo appropriate adiabatic or nonadiabatic cyclic evolution and
(ii) displacing a harmonic oscillator along a closed path conditional on the state
of the qubits. A gate obtained via the first approach is called as a conventional
geometric gate, where the dynamical phase is cancelled by single-loop or multi-
loop rotating operations [18, 31, 123, 124, 125]. The latter is referred to as an
unconventional geometric gate and it depends only on global geometric features in
the rotating frame at the cavity frequency[68, 126, 127, 128]. In comparison with
the conventional geometric gates, the unconventional geometric gates do not require
additional operations to cancel the dynamical phase. However, this approach does
not distinguish between the total phase and the geometric phase. Therefore, our
purpose is to propose a new scheme for geometric quantum computation.
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4.1 Nonadiabatic geometric quantum computation
It is known that a quantum gate based on the geometric phase can be constructed
by using adiabatic evolution[129]. However, it is difficult to experimentally real-
ize quantum computation with adiabatic evolution because the long operation time
is required, especially for solid-state systems whose decoherence time is very short
[123, 124, 125]. This is especially true given that the evolution has to repeat sev-
eral times to cancel the dynamical phase. The decoherence is the most important
limiting factor for quantum computation because its effect is that quantum superpo-
sitions decay into statistical mixtures[55]. It may be better, therefore, to construct
geometric quantum gates by using the nonadiabatic geometric phase[129, 130]. For
a nonadiabatic cyclic evolution, the total phase between the final and initial states
is sum of the geometric and dynamical phases. In the established methods of geo-
metric quantum computation, it is necessary to remove the dynamical component,
such as by using dark states[61] and by rotating operations in a so-called single-loop
and multi-loop scheme. The experimental errors are, obviously, increased because
of the operational process. More worryingly, the dynamical phase accumulated in
the gate operation is possibly nonzero and cannot be eliminated.
In order to design geometric quantum gates, we show first in detail how to
calculate the nonadiabatic geometric phases [130, 131, 132]. Consider Hamiltonian
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for a single-qubit system in nuclear magnetic resonance (NMR),
H(t) = −1
2
Ω0(σx sin θ cosωt+ σy sin θ sinωt)
−1
2
Ω1σz cos θ, (4.1.1)
where Ωi = g(µ)Bi/h¯ with g(µ) are the gyromagnetic, Bi(i = 1, 2) and θ act as
an external controllable parameters and can be experimentally changed, and σi(i =
x, y, z) are the pauli operators. For the initial time t = 0 the magnetic field lies in the
x-z plane. The Hamiltonian can be expressed as H(0) = −1
2
Ω0σx sin θ− 12Ω1σz cos θ.
As the evolving time t increases the magnetic field rotates in the x-y plane.
In order to describe the process, we use the Baker-Campbell-Hausdorff formula to








It is known that the geometric gates based on the nonadiabatic cyclic evolution
depend only on some global features, which makes them robust to certain compu-
tational errors. Therefore, we are interested in an exact solution generated by the
Schro¨dinger equation for the wave function ψ(t) with a cyclic evolution of NMR
system. According to Eq. (4.1.2), a unitary transformation is given by





which corresponds to rotating the state vector ψ(t) clockwise by an angle (−ωt) and




= H ′ψ′(t), (4.1.4)
where the effective Hamiltonian can be obtained by using Eqs. (4.1.3) and (4.1.4).
We find












2 θ + (Ω1 cos θ + ω)
2
)1/2
and θ′ = tan−1{Ω0 sin θ/Ω1 cos θ + ω).
Because the effective Hamiltonian H ′ is independent of the evolving time, the evo-
lution of wave function ψ′(t) is exactly given by ψ′(t) = exp{−itH ′}ψ′(0). Thus we
find











. Eq. (4.1.6) describes exactly the evolution of a single-
qubit system in NMR. Next, we seek for eigenfunctions of the Hamiltonian H ′,
such as H ′φk = −12Ωkφk, where k = ±1. Thus, the eigenfunctions may be written
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as φ+ = exp{− i2θ′σy}|0 >= cos θ
′
2
|0 > +sin θ′
2
|1 > and φ− = exp{− i2θ′σy}|1 >=
− sin θ′
2
|0 > +cos θ′
2
|1 >, where |0 > and |1 > constitute the computational basis
for the qubit. By using the eigenfunctions, the evolution of wave function in the
cyclic motion with period T = 2pi/ω may be expressed as
ψ(T ) = u(T )ψ(0) = e−ipikeipikΩ/ωφk. (4.1.7)
From Eq. (4.1.7), the total phase is given by
αk = pik − pi(Ω/ω)k. (4.1.8)




< ψ(t)|H(t)|ψ(t) > dt = −pik(Ω/ω − cos θ′). (4.1.9)
Thus, the geometric phase may be written as
γgk = αk − γdk = pik(1− cos θ′). (4.1.10)
By analyzing Eqs. (4.1.8)-(4.1.10), we find when the following relation is satis-
fied,
(1 + r)(Ω1 cos θ + ω) = (Ω/ω + r)Ω, (4.1.11)
the total, dynamical and geometric phases have the following relations,
γdk = rγ
g
k = rkγ, αk = (1 + r)γ
g
k = (1 + r)kγ. (4.1.12)
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where γ = pi(1− cosθ′) = pi(1− (Ω1 cos θ + ω)/Ω).
It is noted that r may be either determined by Eq. (4.1.11) besides a trivial
geometric phase, i.e.,
r =
(Ω1 cos θ + ω)− Ω2/ω
Ω− (Ω1 cos θ + ω) , (4.1.13)
where we do not need any choice of the parameters for the relations (4.1.12), or
used as an arbitrary parameter by adjusting the initial physical quantities, such as
Ω0,Ω1, θ and ω, according to requirements in experiment or in theory. By solving
Eq. (4.1.11), we find
Ω20 sin










which implies that there exist, indeed, some physically meaningful solutions with
the physical meaning in Eq. (4.1.11). In other words, by adjusting the mag-
netic field parameter Ω1 in z-direction and angle θ in x-y plane for a given r
and frequency ω, we can find a positive value of magnetic field parameter Ω0 in
the x-y plane. For example, for r = 0, if sin θ > 0 and cos θ < 0 are chosen,
Ω0 =
√
ω(Ω1 cos θ + ω)− (Ω1 cos θ + ω)2/ sin θ will be determined. if sin θ < 0 and
cos θ < 0 are chosen, Ω0 = − (ω(Ω1 cos θ + ω)− (Ω1 cos θ + ω)2)1/2 / sin θ will be
determined. For r = 1, similarly, by choosing −(9/8)ω < Ω1 cos θ <
√
3/2ω, we can
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get a group of positive Ω0 at least. These choices may be easy to be experimentally
realized.
From Eq. (4.1.12), we find when r = 0, γdk = 0 and αk = γ
g
k . In this case, the
system is in dark state with the cyclic evolution. The dark state has a zero energy
eigenvalue for the Hamiltonian (4.1.1). Therefore, its dynamical phase disappears.
The result is similar to the conventionally geometric quantum computation, where
the dynamical phase was cancelled by rotating operations in single-loop and multi-
loop approaches. For r 6= 0, the dynamical phase and total phase are proportional
to the conditional geometric phase. When r = 1, especially, γdk = γ
g
k and αk =
2γgk . This result is similar to the unconventionally geometric quantum computation,
where one uses the global geometric features in the rotating frame at the cavity
frequency and does not distinguish between the total phase and geometric phase. In
the two cases, however, our approach is to control the parameters in the Hamiltonian
(See Eq. (4.1.14)) and does not need any extra operations, which may be a distinct
advantage for experimentally implementing geometric quantum computation.
We see that our approach offers a wide choice of the relations between the dy-
namical phase and geometric phase. Thus, a pair of orthogonal states φ± can evolve
cyclically and the relation u(T )φ± = exp(∓i(1 + r)γ)φ± is satisfied. Thus an ar-
bitrary initial state can be expressed as ψi = b+φ+ + b−φ− with a± = (φ±, ψi).
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According to Eqs. (4.1.7) and (4.1.12), the final state at time T = 2pi/ω is calcu-
lated as ψf = b+e
−i(1+r)γ+φ+ + b−ei(1+r)γ−φ−.
Under the computational basis {|0 >, |1 >}, the unitary transformation u(r, γ, θ′),
between the input and output states, can be written as
u(r, γ, θ′) =















which is a geometric quantum gate because it depends only on the geometric phase
γ.
For two-qubit system in NMR, the most natural two-qubit gate is the one gen-




Ω0((σ1x + σ2x) sin θ cosωt
+(σ1y + σ2y) sin θ sinωt)
−1
2
Ω1(σ1z + σ2z) cos θ +
1
4
λ−→σ 1 · −→σ 2, (4.1.16)
where λ is the strength of the interaction between two qubits. By redefining
−→
J =
−→σ1 + −→σ2, where [Jm, Jn] = 2i²mnlJl(m,n, l = x, y, z) are satisfied, we rewrite the
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where the effective Hamiltonian, for the two-qubit system, is











2 − 6))e i2 θ′Jy . (4.1.18)











φJk, where J = 1 and k = 1, 0,−1 or J = 0
and k = 0. The corresponding eigenfunctions for J = 1 are expressed respectively by
Φ1+1 = exp{− i2θ′Jy}|00 >= cos2 θ
′
2





(|01 > +|10 >) + sin2 θ′
2
|11 >,
Φ10 = exp{− i2θ′Jy} 1√2(|01 > +|10 >) = 1√2(− sin θ′|00 > +cos θ′(|01 > +|10 >
) + sin θ′|11 >) and Φ1−1 = exp{− i2θ′Jy}|11 >= sin2 θ
′
2








|11 > . For J = 0, the eigenfunction is Φ00 = exp{− i2θ′Jy} 1√2(|01 >
−|10 >) = 1√
2
(|01 > −|10 >)), while {|00 >, |01 >, |10 > and |11 >} are the
computational basis for the two-qubit system.
The evolution of wave function, under the cyclic condition with the period T =
2pi/ω, is given by
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. From Eq. (4.1.19), the total phase may be written
as


















+ kpi cos θ′. (4.1.21)
Thus, the geometric phase is
γgJk = αJk − γdJk = pik(1− cos θ′). (4.1.22)
Similarly, we find that, when Eq. (4.1.11) is satisfied for the two-qubit system, the















J(J + 1)− 3
2
)
+ (1 + r)γgJk. (4.1.24)
It is noted in Eqs. (4.1.23) and (4.1.24) that our approach for two-qubit system is
neither different from the previous one for single-qubit system nor the conventional
and unconventional approach, where the total phase, dynamical phase and geometric
phase satisfy the expressions (4.1.23) and (4.1.24). There doesn’t exist, especially,
solution of the dark state because of the spin-spin interaction.
From Eq. (4.1.19), we know that the eigenstates of the effective Hamiltonian H ′′
can evolve cyclically. For J = 1, the input states are Φ1+1, Φ1+0 and Φ1−1. After a
cyclic evolution, the output state is Ψ1(f) = exp{−ipiλω
(




r)γ}Φ1+1+b10Φ10+b1−1 exp{i(1+r)γ}Φ1−1), where bJk, decided by the initial states,
are constant independent of the evolving time. For J = 0, similarly, the input state
is Φ00 and the output is Ψ0(f) = b00 exp{i3piλ2ω}Φ00.
We see that the phase factors exp{−ipiλ
ω
(
J(J + 1)− 3
2
)
} and exp{i3piλ2ω} can
be regarded as overall phase factors for spin J = 1 subsystem and spin J = 0
subsystem respectively, which are not important and may be dropped in quantum
computation under the condition that the control qubit is far away from the reso-
nance condition for the operation of the target qubit so that the strength, λ, of the
interaction between two qubits is very small.
4.1. Nonadiabatic geometric quantum computation 92
In terms of the computational basis {|00 >, |01 >, |10 >, |11 >}, where the
first(second) bit represents the state of the control (target) qubit, the unitary trans-
formation U(r, γ, θ′) up to a relative phase factor, between the input and output
states, can be written as




∆11 ∆12 ∆13 ∆14
∆21 ∆22 ∆23 ∆24
∆31 ∆32 ∆33 ∆34
∆41 ∆42 ∆43 ∆44
 , (4.1.25)
where ∆11 = a1 + a2 cos θ
′ + sin2 θ′,∆12 = a2 sin θ′ − 12 sin 2θ′,∆13 = a2 sin θ′ −
1
2
sin 2θ′,∆14 = a1 − a2 cos θ′ − sin2 θ′,∆21 = Γ1(1 + cos θ′) − 12 sin 2θ′,∆22 = Γ2 +
cos2 θ′ + 1∆23 = Γ2 + cos2 θ′ − 1,∆24 = Γ1(1 − cos θ′) + 12 sin 2θ′,∆31 = Γ1(1 +
cos θ′)− 1
2
sin 2θ′,∆32 = Γ2+cos2 θ′−1,∆33 = Γ2+cos2 θ′+1,∆34 = Γ1(1− cos θ′)+
1
2
sin 2θ′,∆41 = a3 + a4 cos θ′ − sin2 θ′,∆42 = a4 sin θ′ + 12 sin 2θ′,∆43 = a4 sin θ′ +
1
2
sin 2θ′,∆44 = a3−a4 cos θ′+sin2 θ′. And a1 = exp{−i(1+r)γ} cos2(θ′/2)+exp{i(1+
r)γ} sin2(θ′/2), a2 = exp{−i(1 + r)γ} cos2(θ′/2) − exp{i(1 + r)γ} sin2(θ′/2), a3 =
exp{−i(1+r)γ} sin2(θ′/2)+exp{i(1+r)γ} cos2(θ′/2), a4 = exp{−i(1+r)γ} sin2(θ′/2)−
exp{i(1 + r)γ} cos2(θ′/2),Γ1 = −i sin(1 + r)γ sin θ′, and Γ2 = −i sin(1 + r)γ sin2 θ′.
Thus, we achieve the entangling universal quantum gates based entirely on purely
geometric operations (holonomies). Geometric quantum computation demands that
logical gates in computing are realized by using geometric phase shifts, so that it
may have the built-in fault-tolerant advantage due to the fact that the geometric
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phases depend only some global geometric features. As an example, we choose the
parameters as {cos θ = −ω/Ω1, sin θ =
√
1− ω2/Ω21, cos θ′ = 0, sin θ′ = 1, r = 1, γ =





2 0 0 0
0 1 −1 0
0 −1 1 0
0 0 0 2
 ,
which is a nontrivial conditional geometric phase gate.
In conclusion, we have proposed a way to realize the nonadiabatic geometric
computation. By controlling the Hamilitonian parameters, i.e., the magnetic field
and its direction, so as to satisfy Eq. (4.1.11), we find that the total and dynamical
phases have the expressions (4.1.12) for the single-qubit system and (4.1.23) and
(4.1.24) for the two-qubit system with the geometric phase. Thus the phase accu-
mulated in the geometric gate is a pure geometric phase. In comparison with the
conventional geometric gates by rotating operations, our approach does not need
any extra operation process, which leads to a possible reduction experimental error
as well as the gate-operation time. It is known that, in the usual approach, the
dynamical phase accumulated in the gate operation is possibly nonzero when an
input state is a superposition. In contrast to the unconventional geometric gates
by using global geometric features in the rotating frame at the cavity frequency,
our approach distinguishes the dynamical and geometric phases and offers a wide
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choice of the relations between the dynamical phase and geometric phase. There-
fore, we hope that our approach may be helpful for experimental implementation of
geometric quantum computation.
4.2 Unconventional geometric quantum computa-
tion in cavity QED
In this work we make use of the two-channel Raman interaction with a small cavity
detuning in cavity QED, which is different from the general two-channel Raman
resonance[134, 135] in which there is a detuning from the Raman resonance in one
channel containing the cavity mode, to realize the unconventional geometric gate. In
our scheme the atomic excited states are adiabatically eliminated and never excited
during the quantum gate operation, therefore atomic spontaneous emission can be
avoided.
We consider two identical three-level atoms in Λ-configuration placed in a high-Q
cavity. The level structure of the atoms is shown in Fig. 4.1, where |ei〉, |gi〉 (i = 1, 2)
are metastable states and |ci〉 is an excited state. The transitions |ci〉 ↔ |gi〉 and
|ci〉 ↔ |ei〉 are supposed to be dipole-allowed. Each atom is off-resonantly excited
via two Raman channels by laser fields and the cavity mode. One channel is excited
by two classical external fields Ep(t) and Es(t) with the frequencies ω1 and ω2,
respectively. The second channel contains a classical external field Eg(t) with a
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frequency ω and a quantized cavity field of frequency ωf . The first channel is
assumed to satisfy the usual Raman resonance, that is, ω1− ω2 = ω0, while the
second has a small detuning δ from the Raman resonance, that is, ω− ωf = ω0 + δ,
where ω0 is the energy difference between levels |e〉 and |g〉. The Hamiltonian of the


















where h¯ωi (i = g, e, c) are the energy of the atomic level i and h¯ωc has been chosen as
zero, a and a† are respectively the annihilation and creation operators of the cavity
mode, η is the coupling constant of the cavity mode and the atom, Ω, Ω1 and Ω2
are Rabi frequencies of the classical driving fields.
In the case that the detunings δ1 and δ2 (See Fig. 4.1) are sufficiently large in
comparison with η, Ω, Ω1 and Ω2, the atomic excited state |c〉 can be adiabatically
eliminated. If we further assume that δ1 − δ2 is large enough and satisfies
















we can take the rotating wave approximation and obtain an effective Hamiltonian
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Figure 4.1: The two-channel Raman transition diagram. The detunings δ1 and δ2
are assumed to be sufficiently large, so that the excited state |c〉 can be eliminated.
with a small detuning















where σ+ = |e〉〈g| and σ− = |g〉〈e| are atomic operators, r and g are respectively
















where φ0 is the initial relative phase between the driving field Eg(t) and the cavity
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field.














































where |±〉j = (|g〉j ± |e〉j)/
√




j with eigenvalues ±1,
respectively. In the strong effective classical driving regime r À |g|, the terms in Eq.
(4.2.32) which oscillate with high frequencies can be eliminated in the rotating-wave














2 ) . (4.2.33)
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The similar Hamiltonians have been derived in the strongly driving Jaynes-Cummings
model [136] and the two-channel Raman interaction in cavity QED [135]. Note that
the theoretical model in Eq. (4.2.32) is similar to that in Ref. [135], however, in our
model there is a small detuning δ from the Raman resonance in the second channel as
described above and the effective coupling constant g(t) is a complex number, while
in Ref. [135] the effective coupling constant g(t) is assumed to be a real function
and cannot be adopted in the present work to realize the unconventional geometric
quantum computation as shown in the following.
We choose |±〉j = (|g〉j±|e〉j)/
√
2, the eigenstates of σxj (j = 1, 2), as the compu-
tational basis, so that the Hamiltonian (4.2.33) will not give rise to any population
changes in such a computational basis when the system is governed by the Hamilto-
nian (4.2.33). In the computational basis {|+〉1|+〉2, |+〉1|−〉2, |−〉1|+〉2, |−〉1|−〉2}





× diag[λ++, λ+−, λ−+, λ−−], (4.2.34)
where λkl (k, l = +,−) are the eigenvales of (σx1 + σx2 ) with λ++ = −λ−− = 2,
λ+− = λ−+ = 0. The time evolution matrix U(t) is thus diagonal
U(t) = diag [U++(t), 1, 1, U−−(t)] , (4.2.35)
4.2. Unconventional geometric quantum computation in cavity QED 99
where the diagonal matrix elements Ukl(t) (k = l; k, l = +,−) can be derived from
Eq. (4.2.34),









































D [∆αkl(τn)] , (4.2.36)








matrix elements of the Hamiltonian Heff in the computational basis and are still









. The displacement operators satisfy the following relation,
D(α)D(β) = eiIm(αβ
∗)D(α+ β). (4.2.37)




















λkl|g|e−iφ0 [(cos δt− 1)− i sin δt] . (4.2.40)
Suppose the cavity mode is initially in the vacuum state, then after a time interval
T = 2mpi/δ (m is a positive integer), the cavity mode evolves to its finial state
and completes a closed path, Ukl(T ) = e
iγklD(0) = eiγkl . Here γkl is the total phase
acquired by the state |k〉1|l〉2 (k, l = +,−) in the cyclic evolution from τ = 0 to
τ = T . The total phase γkl consists of two parts, one part is geometric phase γ
g
kl,
and the other is the dynamical phase γdkl [35, 137]. In order to give an explicit
form of the geometric phase γgkl and the dynamical phase γ
d
kl, we adopt the the
coherent-state path integral method [67, 137, 138] to derive the formula about γgkl
and γdkl. In general, the wave function of the system |Ψ(T )〉 acquires a phase in a
cyclic evolution process,
|Ψ(T )〉 = exp(iγ)|Ψ(0)〉, (4.2.41)
where the wave function |Ψ(t)〉 is governed by the Schro¨dinger’s equation,




= Heff |Ψ(t)〉. (4.2.42)
From Eq. (4.2.41) one can obtain exp(iγ) = 〈Ψ(0)|Ψ(T )〉 = 〈Ψ(0)|U(T )|Ψ(0)〉.
As mentioned above, in the computational basis {|+〉1|+〉2, |+〉1|−〉2, |−〉1|+〉2,
|−〉1|−〉2}, the time evolution matrix U(t) takes the diagonal form (4.2.35). Thus
the total phase γkl, acquired by the basis vector |k〉1|l〉2 (k, l = +,−), is of the form,
exp(iγkl) = 〈α(0)|Ukl(T )|α(0)〉, (4.2.43)
where |α(0)〉 is an initial coherent state of the cavity mode. According to the





















kl, αkl; t) = 〈αkl(t)|Hkl(t)|αkl(t)〉. (4.2.46)
Substituting Eqs. (4.2.34) and (4.2.40) into Eq. (4.2.46), we get




























With Eqs. (4.2.40) and (4.2.47), the geometric phase γgkl and the dynamical phase































γdkl = −γgkl. (4.2.52)
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It is interesting to note that the relations, between the total phase γkl, the dynamical
phase γdkl and the geometric phase γ
g
kl, indicate that the total phase γkl and the
dynamical phase γdkl possess the global geometric features at the rotating frame as
the the geometric phase γgkl does. Therefore the cyclic evolution
U(T ) = diag
[
eiγ, 1, 1, eiγ
]
, (4.2.53)
with γ = i
2
∫ T
0 G(t)dt, is a two-qubit phase gate operation which is largely insensitive
to local inaccuracies and fluctuations. This gate is nontrivial if γ 6= 2npi (n is an














Here the condition of the closed path evolution for the cavity mode T = 2mpi/δ with
m a positive integer has been used. It is known that the effective coupling constant
g and the detuning δ can be controlled by adjusting the driving light field, so that
a cyclic evolution condition and a certain total phase γ can thus be achieved.
In the above discussion, we have neglected the cavity decay and the possibility
of spontaneous emission in the atoms, two main sources of decoherence in cavity
QED quantum computation. If we consider the case in which the excited states
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of the atoms are adiabatically eliminated and the quantum phase gate operation
only involves atomic metastable states, we may neglect the atomic spontaneous
emission. However, we still need to study the effects of the cavity decay. Cavity
decay is regarded as the decoherence in cavity mode due to coupling to a reservoir,
so that the system comprising of the atoms and the cavity mode becomes an open
system. The system then evolves as a mixed state through interaction with the
environment.
Geometric phase in open systems was extensively studied in very recent years
[45, 46, 47, 48, 49, 50, 51, 52, 53, 113, 135]. It is known in the chapter 3 that the
geometric phase in the open system is very complicated. Our purpose is simply to
estimate the effect of cavity decay in this work. Therefore, in the following, we will
resort to the quantum trajectory method [45] to evaluate the geometric phase in
the case of weak cavity decay. Although, as have been pointed out very recently in
Refs. [139, 140], this method for the geometric phases of a general situation with
stochastic unravelings is no longer applicable because there are infinite different
ways to unravel the environment with the trajectory method, and each unraveling
gives rise to different definitions of geometric phase, it can still be used to associate a
geometric phase to an individual quantum trajectory through the measurement of the
environment [140]. Therefore, we will focus on a no-jump trajectory corresponding
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to the situation that no leaky photons from the cavity are detected during monitoring
the environment outside the cavity. In practice, in the case of the high-Q cavity
we consider here, the no-jump trajectory occurs with the most probability and the
jump-trajectories occur with a very small probability during the realization of the
quantum gate operations. Therefore the situation described here is rather different
from the general situation with stochastic unravelings, it is actually an individual
trajectory through the measurement of the environment as described in Ref. [140].
In the no-jump trajectory the wave function of the system, |Ψ0(t)〉, evolves ac-
cording to an effective non-Hermitian Hamiltonian due to its coupling to the reser-
voir:
Hnon = Heff − ih¯κa†a, (4.2.55)
where Heff is given by Eq.(4.2.33), κ is the cavity decay rate. The detection click of
the leaky photon(s) (jump) is accompanied by the wave function collapse[141, 142].
In order to obtain the wave function of the system |Ψ0(t)〉 under the condi-
tion of no-jump (here the superscript ”0” represents no-jump trajectory), let us set
|Ψ0(t)〉 = e−κta†a|Φ(t)〉, after substituting into the Schro¨dinger equation governed
by Hnon in Eq. (4.2.55), we have













2 ) . (4.2.57)
Note that H˜ differs from Heff in Eq. (4.2.33) only by the following transformations:
g(t) → g(t)e−κt and g∗(t) → g∗(t)eκt. Similarly we could derive the effective wave
function |Φ(t)〉 as in Eq. (4.2.41). From Eq.(4.2.56) we get
|Φ(t)〉 = U˜(t)|Φ(0)〉, (4.2.58)
where U˜(t) is the time evolution operator which, in general, is not unitary, |Φ(0)〉 =
|Φ(0)〉c|Φ(0)〉a is the initial state of the system with the subscripts ”c” and ”a” rep-
resenting cavity and the atoms respectively. We assume henceforth that initially the
cavity mode is in its vacuum state |0〉c and the atoms are in a state |Φ(0)〉a. Accord-
ing to Eqs. (4.2.56) and (4.2.57), U˜(t) takes the following form in the computational
basis {|+〉1|+〉2, |+〉1|−〉2, |−〉1|+〉2, |−〉1|−〉2},
U˜(t) = diag[U˜++(t), 1, 1, U˜−−(t)], (4.2.59)
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with the diagonal matrix elements U˜kl(t) (k = l; k, l = +,−) given by





































































is neither a standard displacement operator nor a unitary operator in the case of
κ 6= 0. By repeatedly using the following relation in Eq.(4.2.60),






















































with dβ+kl(τ) = −i12λklg∗(τ)eκτdτ.
In the case of no-jump trajectory, the geometric phase in the open system can
be written as [45],
γg,0kl = γ
t,0
kl − γd,0kl , (4.2.66)











where |Ψ0kl(t)〉 (k, l = +,−) is the wave function of the system at time t evolving
from the initial state |0〉c|k〉1|l〉2 with the computational basis |k〉1|l〉2. γg,0kl is the
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geometric phase acquired by |k〉1|l〉2 from t = 0 to t = T . γd,0kl and γt,0kl correspond
respectively to the total phase and the dynamical phase. Substituting |Ψ0kl(t)〉 =
e−κta
†a|Φkl(t)〉 and |Φkl(t)〉 = U˜kl(t)|0〉c|k〉1|l〉2 into Eqs.(4.2.67) and (4.2.68) we have



































kl(0) = 0 is used since initially the initial value of effective coupling
constant g(0) is zero. Thus the Eq.(4.2.69) is further simplified as























According to Eq. (4.2.66), we get
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γg,0kl = γ
t,0















It is not difficult to check that, when κ = 0, the above results with the cavity decay




kl revert to the ones for the ideal (no cavity decay) case. By
comparing Eqs.( 4.2.71) and (4.2.70) with Eq.(4.2.72), one finds that in the case of
weak cavity decay the dynamical and the total phases are both proportional to the
geometric phase at the rotating frame. In other words, even in the situation of weak
cavity decay, the dynamical and the total phases still possess a geometric feature at
the rotating frame, which is the same result as in the ideal case. The presence of the
cavity decay not only reduces the amplitude of the wave function, but also prevents















where |fkl(t)〉c is a coherent state of the cavity mode with











Obviously, when κ 6= 0 and λkl 6= 0, we have fkl(t) 6= 0 at any time t. Hence
the cavity mode cannot return to its original state in the case of the cavity decay.
When κ is very small in comparison with δ and |g|, we can choose t = T = 2mpi/δ
(m being a positive integer) as the time interval for an approximate closed path
with a small coherent amplitude fkl(T ). Moreover, the fidelity of the quantum gate
operation will be affected because the non-closure of the path of the cavity mode
means there is entanglement between the atoms and the cavity mode at the end of
the gate operation, so we should choose m as small as possible (e.g. m = 1, and
Tmin = 2pi/δ), such that the coherent amplitude fkl(Tmin) is the smallest.
Next let us consider the damping factor of the amplitude of the computational
basis state. It is characterized by the real part of the exponential in Eq. (4.2.73)
and denoted in the following by Rkl for the basis state |k〉1|l〉2. Substituting Eq.











1 + 2κT − e−2κT
)]
. (4.2.75)
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If the cavity decay rate κ is very small in comparison with δ and |g|, the first order






It is reasonable that the damping factor Rkl are proportional to κT. So a small value
for κT is required to make the amplitude of computational basis less damping.
Now let us consider what is about the two-qubit phase gate operation when the
time interval is chosen for the approximate closed path. Substituting (4.2.30) and
















Taking first order approximation in Eq. (4.2.77), we have,
γt,0kl ∼
λ2kl|g|2 (κ2 − δ2) δT
4(κ2 + δ2)2
. (4.2.78)
We suppose that, as an example, the resultant total phase for the state |+〉1|+〉2
(|−〉1|−〉2) is −pi. Then the two-qubit phase gate operation (4.2.59) is approximately
U˜(T ) = diag[− exp(R++), 1, 1,− exp(R−−)] whith the relation R++ = R−−. In order
to achieve −pi total phase, the relation about |g| and δ can be determined according
to Eq. (4.2.78): 2m|g|2 (δ2 − κ2) = (κ2 + δ2)2.
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Figure 4.2: (Color online) The fidelity F of the computational basis state |++〉 (or
| − −〉) after gate operating time T = 2mpi/δ versus k/|g| with m = 1, 2, 3, 4.
Finally we examine the fidelity Fkl of the computational basis via the gate op-
eration during a time interval [0, T ]. Fkl is defined as
Fkl = |〈Ψ(i)kl (T )|Ψ0kl(T )〉|2, (4.2.79)
where |Ψ(i)kl (T )〉 = |Ψ0kl(T )〉|k=0 correspond to the basis states of the system at time
T in the ideal case. Obviously, F+− = F−+ = 1 and F++ = F−− are satisfied, so it
is sufficient to calculate F++ = F . In Fig. 4.2 we plot the fidelity F as a function
of κ/|g| when m = 1, 2, 3, 4. We find that the fidelity F decreases as κ/|g| increases.
The result shows that κ/|g| should be sufficiently small to keep a reasonable fidelity.
Let us briefly assess the feasibility of our scheme under the current experimental
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technique. It is important to note that the detunings δ1 and δ2 (See Fig. 4.1)
should be sufficiently large compared with η, Ω, Ω1 and Ω2 in order that the atomic
excited state can be adiabatically eliminated. Therefore, we take δ1 = 100|η| and
δ2 = 50|η|. Since the value of η is half the value of single photon Rabi frequency, we
can further assume |Ω| = 10|η|, |Ω1| = |Ω2| = 20|η| (i = 1, 2), where Ω, Ω1 and Ω2
are the Rabi frequencies of the classical driving fields. With these choices, it is easy
to check that the conditions in Eq. (4.2.27) and |r| À |g| are satisfied, and that
|g| ∼ |η|/5. As an example, we wish to achieve a total phase −pi with m = 1. In
the ideal case, according to Eq. (4.2.54) we can set the relation between δ and |g| :
δ =
√
2|g|. Furthermore, the gate time is approximately Tmin = 2pi/δ =
√
2pi/|g|. In
the microwave cavity QED experiments of Haroche group[143], the coupling constant
of the cavity mode and the atom is |η| = 2pi × 49 kHz and the photon lifetime is
Tc =1 ms. Thus the gate time Tmin is approximately 0.072 ms which is generally
much short than the photon lifetime Tc. In fact, in another microwave cavity QED
experiment of Walther group [144], the photon lifetime reached 0.3 s. These figures
showed that our scheme may be realized under the current experimental technique.
Besides cavity decay, the phase fluctuations of the driving laser fields could also
have a decoherence effects even for the case of no cavity decay. In fact, if there
are the phase fluctuations in the driving laser fields, the effective classical coupling
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r in Eq. (4.2.29) is generally a complex number r = |r| exp[i(θ0 + θ)], where θ0
is a controllable phase of the driving laser fields and θ is a random phase factor
standing for the phase fluctuations. The mean of the phase fluctuations is zero,
〈θ〉 = 0. For simplicity we assume θ0 = 0. After substituting into Eq. (4.3.85) and









[cos θ (|+〉jj〈+| − |−〉jj〈−|)
+i sin θ (|+〉jj〈−| − |−〉jj〈+|)] ,
(4.2.80)
where g¯ = geiθ. In comparison with Eq. (4.2.33), Eq. (4.2.80) is no longer the same
form (diagonalizing) due to the presence of the last term. However, in the above
Hamiltonian, the cavity mode operators and the atomic operators still remain sep-
arable, all the conclusions about the dynamical, total and geometric phases derived
in case of pure state are still valid. From the expression of G in Eq. (4.2.48) and
the formulas about the various phases thereafter, one see that the factor θ that
appears in g¯ has no effect on these phases. However, the eigenstates of the atomic
operator in Eq. (4.2.80) for j th atom are replaced by cos θ/2|+〉j− i sin θ/2|−〉j and
−i sin θ/2|+〉j + cos θ/2|−〉j, moreover they are no longer the eigenstates of atomic
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j . In other words, the presence of phase fluctuations in the
driving laser fields will give rise to the unwanted atomic transitions unless the phase
fluctuations are kept small, |θ| ¿ 1. Therefore, our scheme requires a high quality
laser fields with little phase fluctuations acting as the driving fields in order to avoid
the undesirable atomic transitions.
In summary, we present a scheme for implementing the unconventional geometric
two-qubit phase gate with nonzero dynamical phase based on two-channel Raman
interaction of two atoms in a cavity. We show that the dynamical and the total
phases for a cyclic evolution are proportional to the geometric phase in the same
cyclic evolution, hence they possess the same geometric features at the rotating
frame as the geometric phase does. For noisy system, we argued that the atomic
excited state can be adiabatically eliminated and that the operation of the proposed
logic gate involves only in the metastable states of the atom. Thus the effect of the
atomic spontaneous emission can be neglected. The influence of the cavity decay
on our scheme can therefore also be examined using the trajectory method. It is
found that the relations regarding the dynamical, total and geometric phases in the
ideal situation are still valid in the case of weak cavity decay at the rotating frame.
However, the presence of the cavity decay results not only in amplitude damping
of the wave function, but also stops us from performing the cyclic evolution for the
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cavity mode, thus it reduces the fidelity of the gate operation. The feasibility and
the effect of the phase fluctuations of the driving laser fields are also discussed.
4.3 Expanding to two-mode cavity
In previous section, we only considered two three-level atoms interacting with a
single quantized cavity field. Here, we consider a generalized system with two-mode
cavity. A unconventional geometric quantum computation scheme is proposed to be
realized in such a system. It is found that the evolving time of the present gate can
be less than that of the gate given in the previous section. This implies that the
gate is more tolerant to cavity decay than the previous one. We also show that the
scheme can be generalized to a system consisting of two atoms interacting with N
quantized cavity fields.
For two three-level atoms interacting with two quantized fields, the atomic energy
levels and the interactions between atom and cavity are shown in Fig. 4.3. The
three states of each atom are |ei〉, |gi〉 and |ci〉 with i = 1, 2 where |ei〉, |gi〉 are
metastable states and |ci〉 is an excited state. The allowed transitions are |ci〉 ↔ |gi〉
and |ei〉 ↔ |gi〉 which are excited off-resonantly via three Raman channels by laser
fields and the cavity modes. Two of the channels contain classical fields Ωm with
frequencies ωm and two quantized fields with frequencies ωfm , where m = 1, 2. The
last channel is excited by two classical external fields Ω3 and Ω4 with frequencies ω3
4.3. Expanding to two-mode cavity 118
and ω4, respectively. Especially, they satisfy the Raman resonance, ω3− ω4 = ω0,
where ω0 is the energy difference between levels |e〉 and |g〉. While the others have
small detunings ∆1 and ∆2 from the Raman resonance, the Hamiltonian of the








































Here, am(m = 1, 2) are the annihilation operator for each cavity mode, ωi(i ∈ e, c, g)
are the energy of the atomic level i, while gm(m = 1, 2) are the coupling constant of
the cavity mode with the atom, Ω1,2,3,4 are the coupling strengths of the atom with
the laser fields.





















The detunings δl(l = 1, 2, 3) are assumed to be sufficiently large so that the top level
|c〉 can be adiabatically removed. The approximation leads to each atom only con-
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Figure 4.3: Each atom in Λ configuration with levels |g〉, |e〉 and |c〉 interacts with
the exciting fields. Here δ1, δ2, δ3, ∆1, ∆2 are frequency detunings, and g1, g2, Ω1,
Ω2, Ω3 and Ω4 the respective coupling strengths.
taining levels |e〉 and |g〉. In addition, the rotating-wave-approximation conditions












































are applied in order to avoid undesired atomic transitions. Thus an effective Hamil-
tonian, with small detunings, is given by


























where σ+ = |e〉〈g| and σ− = |g〉〈e|. The effective couplings r(t), h1(t) and h2(t) are
























































where |±〉j = (|g〉j ± |e〉j)/
√





±1, respectively. In the strongly effective classical driving regime r À |h1|&|h2|,
the oscillation terms with high frequencies in Eq. (4.3.85) can be eliminated in the













2 ) . (4.3.86)
In cavity QED quantum computation, cavity decay and spontaneous emission
in the atoms are two main sources of decoherence. As the quantum computation
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considered here only involves atomic metastable states, the effect of atomic sponta-
neous emission may be neglected. Cavity decay is regarded as the decoherence in
cavity mode due to coupling with a heat bath or reservoir. The system then evolves
as a mixed state through interaction with the environment.
Geometric phase in the open systems has been extensively investigated recently
[45, 52, 53, 58, 140]. From chapter 3, the geometric phase in the open system is
very complicated. In order to simplify the calculation, we here use the quantum
trajectory method [45] to evaluate the geometric phase in the case of weak cavity
decay. Very recently, this method has been proved to be not applicable to a general
situation with stochastic unravelings [137, 138] because there are infinite different
ways to unravel the environment with the trajectory method, and each unraveling
gives rise to different definitions of geometric phase. However, it can still be used
to associate a geometric phase to an individual quantum trajectory through the
measurement of the environment [140].
Now, we will focus on a no-jump trajectory corresponding to the situation that
no leaky photons from the cavity are detected when monitoring the environment
outside the cavity [141, 142, 143, 144].
During the time interval when no photon is detected (no-jump trajectory), the
wave function of the system, |Ψ0(t)〉, evolves according to an effective non-Hermitian
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Hamiltonian due to its coupling with the reservoir, such as
Hnon = Heff − ih¯κ1a†1a1 − ih¯κ2a†2a2, (4.3.87)
where κi(i = 1, 2) are the cavity decay rate for mode ai(i = 1, 2).
Considering very weak decay rates, the evolution of the system governed by the
non-Hermitian Hamiltonian can be investigated using no-jump trajectories [113, 58].















2 ) , (4.3.89)
and
|Φ(t)〉 = U˜(t)|Φ(0)〉, (4.3.90)
where U˜(t) is the non-unitary evolution operator, |Φ(0)〉 = |0〉1|0〉2|kl〉 is an initial
state of the system with the subscripts “1” and “2” representing cavity modes. It
is assumed that, initially, the cavity modes are in vacuum state. |kl〉 represent the
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atomic states with k, l = +,−. We choose the eigenstates of σx, |±〉 = (|g〉±|e〉)/√2
as the computation basis, such that the evolution governed by the Hamiltonian
will not give rise to any population changes. In the computational basis {| + +〉,
| + −〉, | − +〉, | − −〉} (with corresponding eigenvalues λkl), U˜(t) is of the form
















































i,kl(τ) = −iλkl2 hi(τ)e−κiτdτ , dα(2)i,kl(τ) = −iλkl2 h∗i (τ)eκiτdτ .
In the case of no-jump trajectory, the geometric phase in the open system can
be calculated as [45, 113],
γg,0kl = γ
t,0
kl − γd,0kl ,
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where |Ψ0kl(t)〉 (k, l = +,−) are the wave functions of the system at time t evolving
from the initial state |0〉1|0〉2|kl〉. γg,0kl is the geometric phase acquired by |kl〉 from
t = 0 to t = T . The total phase γd,0kl and the dynamical phase γ
t,0






































By comparing the above equations, we find
γg,0kl = γ
t,0
kl − γd,0kl = −γt,0kl . (4.3.94)
The relations between the total, the dynamical and the geometric phases indicate
that the total and the dynamical phases possess the global geometric features at the
rotating frame as the geometric phase does. For the case of no-jump trajectory, the
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and Rkl represent amplitude damping due to decay, which are found as (with t =










































According to the computational basis, the evolution is represented by a diagonal
matrix, diag[eR++eiγ
t,0
++ , 1, 1, eR−−eiγ
t,0
−− ], which is a two-qubit phase gate possessing





kl are in an agreement with the ones in the ideal case (no cavity decay).
It is worth to note that our scheme is more efficient than the one given in Ref.
[145]. In other words, the evolution time is reduced in the new computation scheme.
The gate proposed in Ref. [145] is realized in a system consisting of two atoms
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interacting with one quantized field, while the gate presented here in a system of two
atoms interacting with two quantized fields. From Eq. (4.3.91), we see that the two
cavity modes contribute to the accumulated phase at the same time. Therefore, the
phase γt,0kl consists of two parts from the two modes respectively (see Eq. (4.3.93)).



















pi. Thus the evolution time is Ttwo−mode = 2pi∆ =
2pi√
2(|h1|2+|h2|2)
. Let us recall that
the evolution time is Tone−mode = 2pi∆ =
2pi√
2|h1|2
in the single-mode case [139]. As
the gate in Ref. [145], one needs to increase the value of |h1| in order to reduce the
evolution time such that the evolution time is less than the photon lifetime. On the
other hand, due to the rotating-wave approximation, the constraints of the practical
experimental technique to achieve strong coupling in cavity QED, |h1| cannot take
sufficiently high values. As a result, one needs to maintain a balance between the
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Figure 4.4: The fidelity F++/−− of the phase gate after operating time T =
2mpi/∆1 = 2npi/∆2 versus x = κ1/h1 = κ2/h2 when ∆1/h1 = ∆2/h2.
two requirements. But in the two-mode case the situation can be modulated because
there are two-part (|h1| and |h2|) contributions to the total phase and the evolving
time. By using a two-mode cavity, we add the term |h2| to partake of the mission of
|h1|. The evolving time of the new gate can be less than that of the one proposed in
Ref. [145]. This means that the present gate is more tolerant to cavity decay than
the one given in Ref. [145] due to the reduction of evolution time.
It is known that the cavity decay destroys a cyclic evolution of the system.
It is obvious that the cavity modes cannot return to their original states when
κ1 6= 0, κ2 6= 0 and λkl 6= 0. Only when κi(i = 1, 2) is very small in comparison
with ∆i(i = 1, 2), h1 and h2, we can choose t = T = 2mpi/∆1 = 2npi/∆2 (m,n
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being positive integers) as the time interval for an approximate closed path with
small coherent amplitudes. So we should choose m,n as small as possible (e.g.
m = n = 1), such that the coherent amplitudes are small enough. The presence of
the cavity decay affects the fidelity Fkl of the quantum gate operation. Fkl is defined
as
Fkl = |〈Ψ(i)kl (T )|Ψ0kl(T )〉|2, (4.3.101)
where |Ψ(i)kl (T )〉 = |Ψ0kl(T )〉|κ1,κ2=0 correspond to the states of the system at time T in
the ideal case. In Fig. 4.4, we plot the fidelity F as a function of x = κ1/h1 = κ2/h2
when ∆1/h1 = ∆2/h2. In Fig. 4.4, (1) is for m = 2, n = 1 and (2) is for m = n = 1.
We find that the fidelity F decreases when x increases. The result shows that x
should be sufficiently small in order to keep a reasonable fidelity. For the purpose
of comparison, we also show the result given in Ref. [145] when m = 1 (Fig. 4.4
(3)). It is clear that the fidelity of the gate proposed here attenuates more slowly
with increasing decays than the fidelity of the one in Ref. [145]. That is to confirm
that our gate is more tolerant to decay compared with the gate in Ref. [145].
The scheme can also be generalized to a system consisting of two atoms inter-
acting with N quantized cavity fields. The Hamiltonian may be written as












where ai are the annihilation operators of cavity mode i, κi represent decay rate of
the corresponding cavity. In the computational basis {|++〉, |+−〉, |−+〉, |−−〉},

















































κiτdτ . There are
N parts in γt,0N due to the N-mode cavity fields. It is reasonable to say that the more
the modes of cavity, the more tolerant of the gate to cavity decay can be realized.
In the following, we first assess the feasibility of our scheme under the current
experimental technique. It is important to note that the detunings δ1 and δ2 (See Fig.
4.3) should be sufficiently large in comparison with gi(i = 1, 2) and Ωj(j = 1, 2, 3, 4)
such that the atomic excited state can be adiabatically eliminated. Let us take
g1 = g2 = g, δ1 = 120|g|, δ2 = 80|g| and δ3 = 40|g|. We can further assume
|Ω1| = |g|, |Ω2| = 23 |g|, |Ω3| = |Ω4| = 2|g| such that |h1| = |h2| = |h|. With these
choices, it is easy to check that the conditions defined in Eq. (4.3.82) and |r| À |h1,2|
are satisfied. Suppose we wish to achieve a total phase −pi with m = n = 1 and
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∆1 = ∆2 = ∆, we can find the relation between ∆ and |h| : ∆ = 2|h| in ideal
case. Furthermore, the gate time is approximately Tmin = 2pi/∆ = pi/|h|. In the
microwave cavity QED experiment of Walther group [140], the coupling constant of
the cavity mode and the atom is |g| = 41 kHz and the photon lifetime is achieved
to be Tc =0.3s. It can be found that the gate time Tmin is approximately 0.0046 s
which is much shorter than the photon lifetime Tc. These results showe that our
scheme may be realized under the current experimental technique.
In summary, the unconventional geometric quantum computation is expanded to
the two-atom interacting with two quantized fields. We include the effect of cavity
decay on the gate in the investigation. The time evolution of the system results in
a two-qubit phase gate. It is found that the total phase possesses global geometric
features at the rotating frame so that the phase gate is robust to some types of noise.
One advantage of the proposed phase gate is that it is not affected by spontaneous
emission because it only involves metastable states of the atoms. It is worth noting
that the evolving time of the gate is less than that of the one proposed in Ref. [139].
This mans that the gate can be more tolerant to cavity decay than the previous
one. This is another advantage of the gate. The scheme can also be generalized to
a system consisting of two atoms interacting with N quantized cavity fields.
Chapter 5
Quantum tunneling via geometric
phase
Quantum tunneling processes and the definition of quantum tunneling times have
been investigated extensively for many years. However, the tunneling time remains
an undefined and controversial topic for the tunneling process. Indeed, an outstand-
ing problem regarding quantum tunneling time concerns the issue of causality in the
particle propagation.
It is known that geometric phase depends only on global geometric features and
is resilient to certain types of computational errors. Therefore, it is interesting to
study quantum tunneling time via geometric phase.
5.1 Transformational symmetry
It is well-known that the energy and momentum conservation correspond to an
invariance of the time-space translation. In other words, the space and time are
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homogeneous. Specifically, one can consider a spacetime transformation,
T : x→ x+ a, t→ t+ s, (5.1.1)
with a corresponding unitary operator u(T ) acting on the Hilbert space as
|Ψ′ > = u(T )|Ψ >
= u(T )
∫
dxdt|x, t >< x, t|Ψ >
=
∫
dxdt|x+ a, t+ s > Ψ(x, t)
=
∫
dx′dt′|x′, t′ > Ψ(x′ − a, t′ − s), (5.1.2)
where |Ψ′ > and |ψ > are state vectors in the Hilbert space and ψ(x, t) =< x, t|ψ >
is the wave function. According to Eq. (5.1.2), the wave function possesses the
following translational symmetry,
Ψ′(x, t) = < x, t|Ψ′ >
=
∫
dx′dt′ < x, t|x′, t′ > Ψ(x′ − a, t′ − s)
=
∫
dx′dt′δ(x′ − x)δ(t′ − t)Ψ(x′ − a, t′ − s)
= Ψ(x− a, t− s)
= exp{−i(akˆ + tH)}Ψ(x, t), (5.1.3)
where Schro¨dinger equation is used. Eq. (5.1.3) means that the generators of trans-
lational symmetry are momentum kˆ and Hamiltonian H.
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5.2 Quantum tunneling time
We first begin by considering a scattering process under a static square-well potential
localized in the interval (0, d),
V (x) =

0, (x < 0),
V0, (0 < x < d),
0, (x < d).
(5.2.4)
The Hamiltonian for the system is H = kˆ2
2m
+ V (x). It is obvious for a constant
potential that [H,H] = [H, kˆ] = 0. This implies that the energy and momentum of
the system are conserved. Therefore, the wave functions of scattering process satisfy
Eq. (5.1.3).
We next suppose that the incoming particles are represented by a plane wave of
unit amplitude and scattered by the potential V (x) in Eq. (5.2.4). The incoming
wave is partially reflected elastically and partially transmitted. Moreover, the wave
function satisfying Schro¨dinger equation for a particle with energy E = h¯2k2/2m <
V0 and it assumed the following form
Ψ(x, t) =

ψ1(x, t) = e
ikx−iEt/h¯ +
√






(0 < x < d),
ψ3(x, t) =
√
T (k)eiα(k)+ikx−Et/h¯, (d < x),
(5.2.5)
where V0 − E = h¯2(k20 − k2)/2m = h¯2κ2/2m, R(k) and T (k) are the reflection and
transmission probabilities respectively, while β(k) and α(k) are the corresponding
phase shifts.
Since the values of a and s in Eq. (5.1.1) are arbitrary, we may set a = s = 0
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or a = ±∆x, s = 0 at points of x = 0 and x = d for arbitrary time t respectively.
Thus, one sees that














which are just some conditions for the continuity of the wave functions and their
space derivatives. Thus, substituting Eq. (5.2.5) into Eq. (5.2.6), we find












D(k) = 4k2κ2 + k20sinh
2(κd), (5.2.10)
and the scattering phases are given by
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The definition of quantum tunneling time has been investigated for many years.
There have been many methods on how the tunneling time can be estimated. As
some examples, we only consider the phase time[80, 81, 82], the dwell time[89, 90]
and the Bu¨ttiker time[84, 85, 86, 87, 88].
The concept of phase time was calculated from the temporal delay of the trans-
mitted wave packet so that the tunneling time is associated with an energy derivative
of phase shift. The phase time was written as









The dwell time was expressed as the total probability of particle within the bar-
rier divided by the incident probability current, which may average over all scattering
channels. The dwell time takes the form as









It is also possible to investigate quantum tunneling time using the local Larmor
time. The local Larmor time was defined by using an averaged spin component
< sy > of the particles due to the Larmor precession arising from a homogeneous
magnetic field confined to the barrier region. In yet another popular formalism,
Bu¨ttiker and Landauer proposed that one should study quantum tunneling time
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using the transmission coefficient through a static barrier augmented by a small
oscillation in the barrier height. The semi-classical time was expressed as
(t2 − t1)B =
(















5.3 Geometric phase for quantum tunneling
Let us consider a physical system with an invariance of time-space translation, which
leads to the translational symmetry of the wave function in the physical system, such
as Ψ′(x, t) = Ψ(x−a, t− s)(See Eq. (5.1.3)), where a and s are translational factors
for space and time respectively. The translational symmetry assures that the wave
functions and their derivatives are continuous(See Eq.(5.2.6)). It is well-known that
both Ψ′(x, t) and Ψ(x − a, t − s) are a function of the energy E, momentum k,
path x, the time t, translational factors a and s(See Eq.(5.2.5)). Thus, because the
energy and momentum are conservative and the translational factors are arbitrary,
the path x(t) of the physical system is a function of the time t according to the
translational symmetry of the wave function.
For a smooth ( open or closed) curve C = {Ψ(t) = Ψ(x(t), t)}, one can subdivide
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it into N parts. The points of subdivision are at t0, t1, · · ·, tN . The values of the
path x(t) and wave function Ψ(x(t), t) at these points can be written as
x0 = x(t0), x1 = x(t1), · · ·, xN = x(tN), (5.3.16)
Ψ0 = Ψ(x0, t0),Ψ1 = Ψ(x1, t1), · · ·,ΨN = Ψ(xN , tN). (5.3.17)
Each trajectory, then, is represented by a discrete sequence of quantum states
{Ψ0,Ψ1, · · ·,ΨN}. The dynamics given by the Schro¨dinger equation is recovered by
summing incoherently all the states associated with each trajectory, and taking the
continuous limit δt→ 0. The geometric phase associated with these discrete states
is given by the Pancharatnam formula,
γg = −LtN→∞arg{(Ψ0,Ψ1)(Ψ1,Ψ2) · · · (ΨN−1,ΨN)(ΨN ,Ψ0)}
= LtN→∞{arg(Ψ0,ΨN)− argΠNi=0(Ψi,Ψi+1)}
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where (Ψi,Ψi) is real. And
dΨ(x(t), t) = dt
∂
∂t













It is obvious that Eq. (5.3.18) is reparametrizied and gauge invariant. Therefore,
γg can be regarded as a geometric phase. Moreover, it is noted that there exist two
parts for the dynamical phase, which is different from the conventional calculations
for geometric phase. The two dynamical phases essentially arise from the energy
and momentum conservation respectively.
As an example, we consider a scattering process under a static square-well po-
tential localized in the interval (0, d) for Eq. (5.2.4), which commonly invokes for
a quantum tunneling problem. Quantum tunneling is a process whereby a parti-
cle has a probability to penetrate a classically forbidden region. It has many most
important applications but the definition of tunneling time in a quantum tunneling
process has never been fully resolved. Indeed, the formulation of tunneling time re-
















Figure 5.1: 3-D plots of geometric phase as a function of the barrier width d and
the incoming energy E, where the barrier height V0 is set to unity.
mains an undefined and controversial topic for many years (For a recent and rather
extensive review, see [39]). One of the outstanding problems regarding quantum
tunneling time concerns the issue of causality in the particle propagation. There-
fore, it is helpful to distinguish the concept about the tunneling time by considering
the geometric phase for the tunneling process.
It is easy to combine the incoming plane wave and reflection wave packet as a





A(k, x) = 1 +R(k) + 2
√
R(k) cos(2kx− β(k)), (5.3.20)
and
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For the geometric phase for the tunneling process in the region of 0 < x < d, it
is interesting to note that the total phase may be expressed as
arg(Ψ(x1, t1),Ψ(x2, t2)) = arg(ψ1(x1, t1), ψ3(x2, t2))
= Re (α(k)− γ(k, x1) + kx2 − E(t2 − t1)/h¯) , (5.3.22)
where x1 = 0 and x2 = d are tunneling points and t2−t1 is a corresponding tunneling

















= −Re (E(t2 − t1)/h¯) , (5.3.23)























(κ2 + k2) cosh(2κ(x− d)) + (κ2 − k2) . (5.3.24)
Thus, by using Eqs. (5.3.22)-(5.3.24) and (5.3.18), the geometric phase, for the
tunneling process, may be written as





(κ2 + k2) cosh(2κ(x− d)) + (κ2 − k2) , (5.3.25)
We see, from Eq. (5.3.25), that the geometric phase is a function of the barrier
width d, height V0, incoming particle energy E and momentum k.
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Figure 5.2: Cross-sectional plot of geometric phase as a function of d for various
incoming energy E.
5.4 Results and discussions
In the following, we take the unit 2m = h¯ = V0 = 1. The geometric phase for the
tunneling process, as the functions of both the barrier width d and the energy E of
incoming particle, is shown at Fig. 5.1(three-dimensional figure) and Fig. 5.2(two-
dimensional figure), where x1 = 0 and x2 = d in Eq. (5.3.25) are taken. We see
that, with increasing of the incoming energy, the geometric phase decreases from
positive value to negative one. At d = 0, the geometric phase disappears. This
information may be understood because the tunneling process disappears, where
the wave function ψ2 equals to zero. At d=1, the geometric phase is at maximum
for the low energy and at minimum for the high energy. In the range of d = [0, 1],
the geometric phase rapidly increases for the lower energy and decreases for the
higher energy in contrast to the region of d = [1, 3]. Beyond these two regions, the
geometric phase is slowly changed.
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Figure 5.3: Graphs of phase, dwell and Bu¨ttiker times with geometric phase for














Figure 5.4: Three dimensional parametric plots of phase time with geometric phase

















Figure 5.5: Three dimensional parametric plots of dwell time with geometric phase
for various incoming energy E.















Figure 5.6: Three dimensional parametric plots of Bu¨ttiker time with geometric
phase for various incoming energy E.
The geometric phases, as functions both the tunneling time and the incoming
energy, are shown at Fig. 5.3(for the dot E=0.2), Fig. 5.4(for phase time), Fig.
5.5(for dwell time) and Fig. 5.6(for the Bu¨ttiker time). It is noted from Figs. 5.3-
5.6 that the geometric phase has fully different behavior. For the phase time and
dwell time, the geometric phases are confined at a small range of the tunneling time.
It is noted that the geometric phase for the phase time, especially, is a double value
function of the tunneling time, while the geometric phase for the Bu¨ttiker time has
a wide region for the tunneling time.
In total, if the geometric phase for the tunneling process can be observed in
the experiments, one can get the tunneling time by using the relation between the
geometric phase and the tunneling time. Therefore, it is helpful to discern which is
correct for all definitions of the tunneling time.
Chapter 6
Conclusions
It is known that the wave function, describing by the Schro¨dinger equation, should
be interpreted in terms of probabilities. When the location of a microscopic object,
such as photon, electron, neutron, proton, atom and molecule, is observed by ex-
perimenters, the probability of finding it in each region depends on the magnitude
of its wave function at the time of observation. According to the interpretation of
probability wave, the quantum state |ψ(x, t) > is physically indistinguishable from
|ψ′ >= eiχ(x,t)|ψ(x, t) >, where χ(x, t) is an arbitrary real function, because of
the same probability between them. However, the wave functions |ψ(x, t) > and
|ψ′(x, t) > do not satisfy the same Schro¨dinger equation, which means that they
are different quantum states. Therefore, it is a big problem how to distinguish the
quantum states |ψ(x, t) > and |ψ′(x, t) >.
Fortunately, the wave function of a quantum system retains a memory of its
motion in terms of a geometric phase factor. This phase factor can be measured
by interfering the wave function with another coherent wave function enabling one
144
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to discern whether or not the system has undergone an evolution. Therefore, the
geometric phase is important to both fundament and application of quantum theory.
My thesis includes two parts. In first part, we firstly study the relations between
the Berry’s approach, Aharonov and Anandan’s approach and dynamical invariant
approach to the geometric phase. Then, we propose a definition about the geometric
phase in the open system in terms of its geometric structure.
In second part, a new scheme to realize nonadiabatic geometric quantum compu-
tation is firstly proposed by varying parameters in the Hamiltonian for the nuclear-
magnetic-resonance systems. Then the method is expanded to the cavity QED
system. At last, we propose the definition about quantum tunneling time by using
the geometric phase in quantum tunneling process.
6.1 Fundament of geometric phase
By investigating two physical systems with the dynamical symmetry, we first deduce
the Liouville-von-Neumann equation describing motion of the dynamical invariant
operator. Then the relation, between the Aharonov and Anandan’s approach and
the dynamical invariant approach to geometric phase for the nonadiabatic case,
is analyzed in a unified method. This makes us easily understand the intimate
connection of the geometric meaning of the Berry’s phase and the prescription of the
dynamical evolution. Furthermore, the result is extended to non-Abelian geometric
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phase.
Because the projective Hilbert space, where the path of state vectors forms a
closed curve, is spanned by the eigenstate of the invariant operator, the geometric
phase is fully determined by the invariant operator. Thus the different Hamiltonian
admitting I(t) as a dynamical invariant would be the set of geometric phases. Fur-
thermore, we show that an arbitrary shift, for dynamically symmetric system, of the
Hamiltonian leaves the geometric phase invariant.
The method is applied to the two-level atomic system described by the Jaynes-
Cummings model, where the invariant operator is constructed by supersymmetry.
It is noted that the vacuum field introduces a correction in the geometric phases for
the two-level atomic system.
In a real system, noise and decoherence are big problems. The process limits
the ability to maintain pure quantum states in quantum information. For the open
quantum system, the state is not completely known. Therefore, the density matrix
was introduced to describe the mixed state of real system. Because the effect of
decoherence is the most important limiting factor for quantum computation, we
furthermore expand our study to calculate geometric phase in the open system.
By expanding the density matrices of the open two-level system in terms of Pauli
matrices in the two-level system and Gell-mann matrices in the three-level system,
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we parameterize coefficients of the expansion by some azimuthal angles and find an
identity mapping of the density matrices onto interior points of the unit Poincare´
sphere. Thus, the relations, between the points on the unit Poincare´ sphere and wave
functions, are extended to connection between the interior points in the sphere and
the nonunit vector rays in projective Hilbert space that correspond to the density
matrices associating with an evolution of an open quantum system. Furthermore,
geometric phases, for the open system described by the master equation, are pro-
posed to observe by the nonunit vector rays.
This method is applied to the spin 1/2 system with all possible decay sources
of decoherence in the normal vacuum reservoir and the squeezed vacuum reservoir.
We find that all geometric phases are changed according to the jump parameters( or
squeezed parameters) and they are not a sum of the geometric phase with a single
jump source.
It is known that the density matrix was introduced as a way of describing a
quantum open system because the state of the open system is not completely known.
However, in the quantum jump approach[45, 46], kinematic approach[49, 50] and our
approach, the geometric phase is, in experience, expressed by the wave function and
is functions of the environment’s spectra. In fact, the geometric phase should be
directly described by the density matrix[35]. Our approach about the geometric
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phase in the open system (See Eq. (3.2.19)) can be also expressed by the density
matrix under the parallel transport condition (See Eq. (3.5.54)), which is in exactly
agreement with Mukunda and Simon’s expression of the density matrix for the
geometric phase directly from the nonunitary evolution[35]. Therefore, our approach
may be available for the open system.
In comparison with other previous definitions for the geometric phase in the open
system, our approach emphasizes its geometric structure, where the simple structure
is exploited so that any state can be described as (generally un-normalized) vector
in a Bloch sphere. By renormalizing this vector, we define the geometric phase as
the area enclosed in the path traced out on the surface of the sphere.
6.2 Applications of geometric phase
It is known that the geometric quantum computation is largely insensitive to local
inaccuracies and fluctuations, and thus provides us a possible way to achieve fault-
tolerant quantum gates. Therefore, it is interesting to investigate some applications
of the geometric phase.
At first, a novel way to realize nonadiabatic geometric quantum computation
is proposed by varying parameters in the Hamiltonian for the nuclear-magnetic-
resonance systems, where the dynamical and geometric phases are implemented
separately without the usual operation process. Therefore, the phase accumulated
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in the geometric gate is a pure geometric phase for any input state.
It is noted that for the unconventional geometric gates the total and dynam-
ical phases were calculated in the rotating frame at the cavity frequency, where
the total phase was taken as the geometric phase. Thus the total, dynamical and
geometric phases are all geometric. This implies that there exists a direct propor-
tionality, which is independent of all parameters of the system, between the total,
geometric and dynamical phases respectively. Therefore, it is obvious that, if the
proportionality constant between the geometric and dynamical phases is 0 or -1, the
dynamical or total phases are zero respectively so that all phases disappear. In the
laboratory frame, especially, the total phase is not geometric [146, 147]. In the case,
the independent proportionality does not exist for both the cyclic and noncyclic
motions.
In contrast to the unconventional geometric gates by using global geometric
features in the rotating frame, our approach distinguishes the total and geometric
phases in the laboratory frame and offers a wide choice of the relations between the
dynamical phase and geometric phase, where our proportionality constant between
the geometric and dynamical phases depends on the parameters of the Hamiltonian.
However, by choosing some parameters in the Hamiltonian, the proportionality is
constant so that the errors of the proportionality constant disappears as the un-
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conventional geometric gates. Moreover, the proportionality constant includes all
possible values in the physical region. Therefore, our approach is more general com-
pared to the approach based on the unconventional geometric gates and may be
helpful for experimental implementation of geometric quantum computation.
For two-qubit phase gate with nonzero dynamical phase based on two-channel
Raman interaction of two atoms in a cavity, furthermore, we show that the dynamical
phase and the total phase for a cyclic evolution are proportional to the geometric
phase at the rotating frame for the same cyclic evolution, hence they possess the
same geometric features as the geometric phase does. In our scheme the atomic
excited state is adiabatically eliminated and the operation of the proposed logic
gate involves only the metastable states of the atoms, thus the effect of the atomic
spontaneous emission can be neglected. The influence of the cavity decay on our
scheme is examined. It is found that the relations regarding the dynamical phase,
the total phase and the geometric phase in the ideal situation are still valid in the
case of weak cavity decay. However, the presence of the cavity decay results not
only in amplitude damping of the wave function, but also stops us from performing
the cyclic evolution for the cavity mode, thus it reduces the fidelity of the gate
operation. The feasibility and the effect of the phase fluctuations of the driving
laser fields are also discussed. the results are expanded to the two atoms interacting
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with two quantized fields.
It is known that one of the striking features in wave mechanics is quantum tun-
neling. The controversy surrounding the quantum tunneling time is evident in the
historical development of the problem. The different arrangements for the tunnel-
ing process cound led to different relevant time scales. Therefore, it is important to
apply the concept of geometric phase to quantum tunneling time.
A new geometric phase is proposed by considering both the energy and momen-
tum conservation, where the corresponding dynamical phases have two parts from
the momentum and energy conservation respectively. The results are applied to
quantum tunneling process, where the geometric phase is a function of quantum
tunneling time. If the geometric phase is observed in the experiments, one can get
the information of quantum tunneling time by using the relation between the ge-
ometric phase and the tunneling time. Therefore, it may be helpful to distinguish
the concept about the tunneling time.
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