I. INTRODUCTION
Methyloxirane is a colorless liquid produced on large scale industrially. It is commonly employed in the synthesis of polymers as well as an intermediate for a variety of compounds ranging from adhesives and coatings over solvents for food and cosmetics. Despite its wide use, it has to be handled with care since it may, among others, cause cancer and genetic defects. In this regard, analytical chemistry plays an important role, not only for the analysis of pure methyloxirane but also for the investigation of substances that may contain methyloxirane after the preparation process.
A standard technique in analytics is the measurement of Raman spectra. This gives valuable information about the system under study and can be used for the identification of molecular fingerprints. Although there are certain rules of thumb for the assignment of bands in the spectra, calculations are of great help for the interpretation of spectra as well as the detailed deduction of molecular structures and interactions between or even within molecules. The routine way for the calculation of Raman spectra within the BornOppenheimer approximation is based on the double-harmonic approximation 1, 2 (in this work, we deal with off-resonance Raman spectra) starting with a geometry optimization of the system of interest (usually in the gas phase and assuming a temperature of 0 K) in order to obtain its structure at the minimum of the electronic energy. Molecular vibrations described by normal modes can be obtained from the second derivatives of the electronic energy with respect to nuclear coordinates. The corresponding Raman intensities are evaluated as derivatives of the electric-dipole-electric-dipole polarizability tensor elements with respect to normal coordinates 3 (for sake of brevity, we will refer to the electric-dipole-electric-dipole polarizability simply as polarizability in the following).
a) E-mail: sandra.luber@chem.uzh.ch Despite several advantages, like being quite simple and computationally efficient, the double-harmonic approximation has also shortcomings. Aside from the fact that vibrational anharmonicities are not included, it is based on an entirely static picture. The effect of the temperature is only considered, if at all, a posteriori via the correction with Boltzmann population factors. 4 This makes the adequate description of, e.g., solvent effects not straightforward. Continuum solvation models can be used to mimic the solvent environment, but it is difficult to accurately include specific interactions, such as hydrogen bonds, in this way. Another possibility is the combination of continuum solvation models with micro-solvation including explicit solvent molecules. Although this approach improves the agreement between computational and experimental data, [5] [6] [7] [8] it does not account for dynamic effects. This problem can, to some extend, be overcome by taking molecular structures from snapshots of molecular dynamics (MD) runs. 6, [9] [10] [11] [12] Subsequent Raman spectra calculations for each of these molecular structures and averaging over the resulting spectra 6, 11, 12 lead to a better agreement with experimental data, but -although still relying on the double-harmonic approximation -with a significantly higher computational effort compared to a single static harmonic calculation. Employing such a procedure, snapshots from ab initio MD (AIMD) 13, 14 simulations have been found to be superior to the ones generated employing classical MD. 6 A completely different approach solely based on AIMD is the computation of Raman spectra via time correlation functions of the polarizability tensor. This is not only a convenient way to simulate conformational dynamics and solvent effects at finite temperatures, the employment of periodic boundary conditions makes the calculation of Raman spectra for condensed matter possible. This approach has, for example, been used by Putrino and Parrinello 15 for the calculation of Raman spectra of high-pressure ice and by Schettino et al. 16 for a napthalene crystal. As the position operator is illdefined in periodic systems, the Berry-phase formulation for the electric polarization [17] [18] [19] has been employed in the definition of the polarizability. Very recently, Gygi et al. 20 presented Raman spectra of liquid water obtained from AIMD with a similar technique. In this case, the problem of the ill-defined position operator has been circumvented by using the velocity operator, which is well-defined in periodic systems. Within this formulation, the solution of an additional set of linear equations is necessary. Another procedure has been taken by Kirchner et al. 21 employing maximally localized Wannier functions. [22] [23] [24] [25] In this way, the Raman spectra have been computed via molecular polarizabilities (see also Ref. 26) as derived from the variation of molecular electric dipoles when an external electric field is applied. 21 This approach utilizes a finite difference scheme.
In this paper, we present Raman spectra of liquid Smethyloxirane (for its molecular structure, see Fig. 1 ) calculated with different approaches, which either rely on the static double-harmonic approximation or on AIMD. For the latter, the calculation of the polarizability tensor has been implemented into the program package CP2K using computationally efficient density functional perturbation theory (DFPT) [27] [28] [29] [30] [31] based on the Berry-phase scheme for electric polarization in combination with the Gaussian and plane wave method. 32 Furthermore, a new approach for the calculation of local polarizabilities is presented, which is possible at negligible additional cost during the calculation. The computational results are compared to experimental data of liquid Smethyloxirane.
The paper is organized as follows: after the theoretical background in Sec. II, the computational methodology is described in Sec. III. The influence of simulation parameters on the via AIMD computed Raman spectra of S-methyloxirane is discussed in Sec. IV. A comparison of these Raman spectra to experimental data and further analysis in terms of intraand intermolecular contributions can be found in Secs. V and VI, respectively. Static calculations are presented in Sec. VII, followed by a summary and outlook in Sec. VIII.
II. THEORETICAL BACKGROUND
Employing the Born-Oppenheimer approximation and Placzek's polarizability theory, 33 the Raman intensity for the depolarized experimental set-up in the far from resonance approximation (i.e., the incident light is far away from any resonance with an electronic transition) can be written as 3, 34 
with the anisotropic Raman invariant (summation over Greek indices is implied)
Here α αβ is the αβ component (the Greek subscripts α and β represent the spatial x-,y-, and z-coordinates) of the polarizability tensor α. For non-metallic systems, this component is given in the static limit ω L → 0 (ω L is the angular frequency of the incident light) as In case of periodic systems, the position operator is not uniquely defined. Going to the one-dimensional case and taking the electronic ground-state wavefunction | 0 to be periodic (| 0 (r α ) = | 0 (r α + L) with L being the imposed periodicity), this difficulty can be overcome by using the Berry-phase scheme [17] [18] [19] where the expectation value for the position operator is evaluated as
A good approximation in AIMD simulations with a large simulation cell is to take the point of the Brillouin zone only. Moreover, in Kohn-Sham (KS) DFT [36] [37] [38] [39] [40] [41] [42] [43] the groundstate electronic wavefunction | 0 can be written as a Slater determinant of occupied ground-state molecular KS orbitals |ψ i that we take here to be real without loss of generality at . The electric dipole in the α direction then becomes
with the matrix elements
Here |ψ i and |ψ j have the same occupation number f occ , that is, one in the spin-polarized case and two in the spin-restricted case.
In the most general case, the simulation cell is described by three primitive lattice vectors a 1 , a 2 , and a 3 forming a 3 × 3 matrix h = [a 1 , a 2 , a 3 ] with elements h αν = a αν , α ∈ x, y, z, ν ∈ 1, 2, 3, and h α = (a α1 , a α2 , a α3 ). The volume of the simulation cell is det h. We work in scaled coordinates s = h −1 r 16 in order to describe the electric polarization for the three-dimensional case, irrespective of the shape of the supercell. Thereby, the electric dipole is given as
where the redefined S α component has the matrix elements
Employing Eq. (6), the polarizability can be evaluated in the electric-dipole approximation via α αβ = −δp Berry α /δE β , with E β being the external electric field in direction β.
In the framework of DFPT, 27, 28 the external electric field E can be treated as a perturbative parameter λ coupled to the electric dipole p
Berry . This gives rise to a perturbation λ
Berry β added to the unperturbed KS energy functional (0) . 29 The total energy functional for the perturbation in β direction amounts to
with the unperturbed and first-order perturbed KS orbitals
}, respectively. The corresponding charge density up to first order in E β reads
where we explicitly denote the dependence on the spatial coordinates. Employing the orthogonality condition
the first-order perturbed KS orbitals {|ψ
} are calculated via the inhomogeneous set of coupled equations
and the projector
is the unperturbed ground-state KS Hamiltonian and E Hxc [n(r)] the Hartree, exchange, and correlation energy functional.
The polarizability is obtained as
In order to decompose the polarizability into local contributions, maximally localized Wannier functions can be employed. 20, 21, 26 Based on the Gaussian type orbital method, we can take an alternative way avoiding computationally expensive localization procedures. Using atomic centered basis functions {|χ μ } and expansion coefficients C i, ν , KS orbitals are in general expressed as
The αβ component of the polarizability of a subset A (which consists of at least one atom) can then be written as a sum of inter-and intra-subset contributions,
and
Here C ), we have distributed the contributions arising from the coupling of the atom(s) in subset A with the atom(s) not included in this subset in equal shares. This can, of course, be modified depending on the type of atoms/subsets and the goal of the calculation.
Along AIMD simulations, α can be calculated as a function of time t selecting snapshots of the trajectory at regular intervals. Vibrational spectra are obtained by Fourier transformation of certain time autocorrelation functions. 44, 45 The depolarized Raman intensity can be calculated from the autocorrelation of the polarizability components and subsequent Fourier transformation via
The resulting intensities are multiplied by the harmonic approximation quantum correction factor Employing Eqs. (17) and (21), the Raman spectra obtained for a simulation cell containing N mol subsets, which we take here to be molecules for the sake of brevity, can be analyzed in more detail. As a first step, an anisotropic Raman invariant γ 2 tot,intra is computed by replacing the polarizability components α αβ in Eq. (21) 
in the intensity expression [see Eq. 
III. COMPUTATIONAL METHODOLOGY
We have implemented the calculation of the polarizability for (non-)periodic systems into the CP2K program package 47 which was employed for the Born-Oppenheimer AIMD simulations presented in this paper. KS-DFT was used as the electronic structure method in the framework of the Gaussian and plane waves formalism. We tested three different density functionals: BP86, 48 [75] [76] [77] and the TZVP-GTH and DZVP-GTH basis sets were applied. Grimme's D3 dispersion corrections 78 were added (except in the case of the BP86 density functional). For the condensed phase simulation of 20 S-methyloxirane, we employed a cubic cell containing 20 molecules corresponding to a density of 0.830 g/l at 298.5 K. 79 The propagation time step (δt) in the AIMD simulation was set to 0.5 fs. If not mentioned otherwise, the polarizability tensor was calculated for each time step. Before the production runs in the NVE ensemble, the systems were equilibrated in the NVT ensemble for 5 ps. The temperature was set to 298.5 K via a Nosé-Hoover chain thermostat. 80, 81 The spectra for the depolarized experimental set-up (compare Sec. IV) were produced by a modified and extended version of the program TRAVIS 21, 82 applying zero padding and a Hanning type window function.
For the static calculations, the molecular structures were optimized employing the program package TURBOMOLE, 83 version 6.4, by means of KS-DFT. The Raman spectra were obtained with the program package MOVIPAC 61 employing the electronic energy gradients and polarizability tensors obtained from TURBOMOLE. The second derivatives of the electronic energy with respect to the nuclear coordinates were calculated numerically by MOVIPAC for displaced structures via a 3-point central difference formula. 84 The step length in the numerical differentiation was set to 0.01 bohr. Ahlrichs' def2-TZVP basis set 85 was used together with the BLYP density functional. The resolution-of-the-identity density-fitting technique [86] [87] [88] was exploited in all calculations. For the calculation using 20 S-methyloxirane molecules, dispersion corrections 78 were also been added in analogy to the AIMD calculation. The presented Raman spectra are plotted for the depolarized experimental set-up with a Lorentzian band width at half-maximum height of 15 cm −1 .
IV. PARAMETER DEPENDENCE OF THE RAMAN SPECTRA
S-methyloxirane is a well-known molecule and widely studied for the calculation of vibrational spectra (see, e.g., Refs. 34, 52, and [89] [90] [91] [92] [93] [94] [95] . Nevertheless, to the best of our knowledge, no computational study of the Raman spectrum of its liquid phase has been published yet. In this paper, we present the Raman spectra of liquid S-methyloxirane computed with the protocol described in Secs. II and III. An important factor in the calculation of vibrational spectra from AIMD runs is the sampling of all accessible conformations of the system under study corresponding to the addressed state in the phase space. In order to guarantee the convergence of the sampling, the AIMD simulation has to be propagated for a sufficiently long time. Here, we assess the quality of the sampling by comparing spectra obtained from trajectories of different length. Fig. 2 shows Raman spectra of liquid S-methyloxirane obtained with the BP86 density functional for varying sampling times. Similar to the observations in Ref. 21 , the most intense bands are already well recognizable after 5 ps. At 10 ps, a large part of the bands -especially for wavenumbers lower than 1600 cm −1 -is almost converged so that only tiny changes are observed for longer runs. After 12.5 ps, the wavenumber region below 1600 cm −1 is completely converged. For the C-H stretching vibrations occurring above 2900 cm −1 , small differences in the band intensities are still obtained up to 22.5 ps. In case of the BLYP density functional (see bottom of Fig. 2) , the convergence behavior is comparable to the one obtained with BP86.
Another simulation parameter is the time step for the polarizability calculation along the trajectory (δt pol ). One can choose if the polarizability tensor is calculated at each propagation time step or less. The latter has the advantage that the linear response equations are not evaluated at every AIMD step, which leads to saving in computational time. Based on the 20 ps long trajectory obtained with BLYP and a propagation time step of δt = 0.5 fs, we have observed that a value of δt pol ≤ 5.0 fs gives rise to only minor changes in the Raman spectra, in particular for the lower wavenumber range till 2000 cm −1 [see Fig. 1 in the supplementary material 96 ]. For δt pol > 5.0 fs, we have observed a poor quality of the spectrum. Further tests also show that the Raman spectra for this specific system are mainly determined by the quality of the trajectory. Calculating the trajectory and Raman spectra with a double-zeta valence basis set with one set of polarization functions (DZVP-GTH) leads to remarkable changes (see Fig. 2 in the supplementary material 96 ). In contrast, changing the basis set only for the linear response calculations does not significantly modify the results as long as the trajectory has been generated with BLYP/TZVP-GTH/D3 (see Fig. 2 in the supplementary material 96 ). Similarly, negligible changes are obtained if the BLYP-GTH pseudopotential is replaced by the PBE-GTH pseudopotential or if the BLYP density functional is substituted by the BP86 or PBE density functional in the linear response calculation (compare Fig. 3 in the supplementary material 96 ). calculations with AIMD (see, e.g., Refs. 68, 69, and 97). The relative intensity of the calculated bands at 800 cm −1 (with BP86) and 768 cm −1 (with BLYP) is somewhat lower than the one of the experimental band at 824 cm −1 . Nevertheless, the agreement is very good, especially if compared to experimental data of S-methyloxirane vapor that show the most intense bands at around 960 and 1270 cm −1 . 34, 94 Even a tiny broadening at the higher-wavenumber side of the experimental band at about 745 cm −1 is obtained for the corresponding band in the calculation employing BP86. With BLYP, this band occurs with a relatively small intensity between the two strong bands at 686 and 768 cm −1 . The radial distribution functions shown in Fig. 4 give further information about structural properties of the system under study. Their quite simple pattern illustrates that S-methyloxirane is an unstructured liquid. Solely minor differences in the C-H radial distribution are observed in case of the two density functionals. The two first peaks at around 1.1 and 2.2 Å are due to intramolecular distances while the peaks at about 2.8 and 3.5 Å are a consequence of both inter-and intramolecular distances. The C-O radial distributions show a first maximum at around 1.5 Å resulting from the C-O bonds of the oxirane ring. The distance from the ring oxygen to the carbon atom of the methyl group gives rise to the second maximum at about 2.5 Å. The position of the maxima agree very well. However, a small broadening at the longer distance side is observed for BLYP compared to the analogous band obtained with BP86. Contrary to that, the band occurring at around 3.5 Å, which corresponds to intermolecular C-O distances, is broader at the lower distance side in the case of BLYP. These differences may also be caused by the D3 dispersion correction, which was only applied in the calculation with BLYP. A similar picture is found for the C-C radial distributions, where the first maximum arises from the C-C bonds and the second maximum from the distance of the methyl carbon atom with its second nearest carbon neighbor. This indicates that intramolecular C-C and C-O bonds in the BLYP calculation are partly longer compared to the ones evaluated with BP86. That observation can explain the shift of the bands in the BLYP spectrum, compared to the ones computed with BP86, in the wavenumber range from 650 to 850 cm −1 . Indeed, these frequencies are related to stretching vibrations of the C-C and C-O bonds.
V. COMPARISON TO EXPERIMENTAL DATA
On the other hand, the C-H 2 twist motions responsible for the band at 869 cm −1 and 873 cm −1 in case of BLYP and BP86, respectively, do not involve significant changes of the C-C and C-O bonds.
The remaining computed bands up to 1600 cm −1 are also somewhat shifted to lower wavenumbers compared to the experimental data, but it is straightforward to assign the bands in the measured spectrum to the calculated ones. Also the evaluated relative intensities match the measured ones very well. For instance, the strong experimental band between 1200 and 1300 cm −1 , which, according to static calculations, corresponds to C-H bending and C-CH 2 stretching vibrations and is by far the most intense one in the experimental gas-phase spectrum of S-methyloxirane, 34, 94 is perfectly reproduced in the calculations. This is especially true in case of BP86, where the shift to lower wavenumbers is less pronounced than in case of BLYP. The smaller shift correlates well with the above observation of slightly longer C-C bonds in the BLYP AIMD simulation. In addition, a good agreement can be observed for weaker bands. The band at around 1450 cm −1 , predominantly arising from methyl asymmetric bending vibrations, 34 is found with a similar relative intensity both in experiment and calculation, whereby the broad band is split into a doublet in case of BP86. Furthermore, the band measured at around 1140 cm −1 is computed with a wavenumber of about 1100 cm −1 and a broadening close to the one found in experiment. In this wavenumber range, C-H 2 wagging and C-H 2 /C-H 3 rocking motions occur. The evaluated wavenumbers are very similar for both the BLYP and BP86 calculations in agreement with the small differences found in the C-H radial distribution (see Fig. 4 ).
VI. DECOMPOSITION OF RAMAN INTENSITIES: INTRA-AND INTERMOLECULAR CONTRIBUTIONS
In order to trace back the origin of Raman bands in more detail, the Raman spectrum can be analyzed in terms of intraand intermolecular contributions (compare Sec. II). We performed such an analysis for the 20.0 ps long BLYP/TZVP-GTH/D3 run where δt pol was set to 5.0 fs.
The corresponding Raman spectra are given in the upper part of Fig. 5 . The intramolecular spectrum arising from γ 2 tot,intra contributes by far the largest part to the overall Raman intensity (see spectrum labeled with "intra(tot)" in trum than in the one evaluated from α tot,intra . As illustrated in Fig. 5 , the reason for this is the negative contribution arising from the time cross correlation between α tot,intra and α tot,inter (see spectrum named "cross(tot)" in Fig. 5 ).
Since α tot,inter gives only a minor contribution, we focus on the intramolecular part in the following. γ 2 tot,intra can be further decomposed into γ 2 mol,intra and γ 2 mol,inter (see spectra "intra(mol)" and "inter(mol)" in Fig. 5, respectively) as derived in Sec. II. The bands originating from γ 2 mol,intra are more intense than the ones resulting from γ 2 mol,inter . However, the intermolecular contribution is the main reason for the observed higher band intensity of the doublet at the higher wavenumber side at around 400 cm −1 . The intermolecular component also primarily leads to the much higher intensity of the band at about 690 cm −1 compared to the following one around 770 cm −1 . Smaller contributions of the intermolecular part are also found for the other bands in the spectrum.
A similar picture is obtained if the same analysis is performed for the 20 ps long BP86/TZVP-GTH simulation (see lower part of Fig. 5 ). The intermolecular contribution is responsible for the much higher intensity of the band around 700 cm −1 compared to the one at about 800 cm −1 . These two bands are more or less equally intense in the intramolecular spectrum (see spectrum "intra(mol)" in Fig. 5 ), which is in very good agreement with the experimental spectrum. Especially, the band observed at around 1440 cm −1 in the experimental spectrum appears to be mainly originating from intermolecular contributions in the calculations (see in particular the spectra named "inter(mol)" in Fig. 5 ).
VII. COMPARISON TO STATIC CALCULATIONS
A cluster of 20 S-methyloxirane molecules, which was obtained from a snapshot of the AIMD run, has also been taken for a geometry optimization and subsequent standard Raman calculation within the double-harmonic approximation (assuming a temperature of 0 K). As can be seen in Fig. 6 , the intensities obtained from the AIMD and static calculation are quite different. The most intense bands in the wavenumber range till 1600 cm −1 are observed in the static calculation at around 1250 and 1450 cm −1 , which does neither agree with the AIMD spectrum nor with the experimental data for liquid S-methyloxirane. The two highest bands in the experimental spectrum around 800 cm −1 are also found in the static calculation with two quite intense bands at about 700 and 800 cm −1 . The positions of the bands in the static calculation are in better agreement with experiment than the AIMD results. Some smaller differences between the experimental/AIMD spectrum and the static one are also visible, e.g., for the band in the range from about 1100 to 1200 cm −1 . It is well known that BLYP in combination with the double-harmonic approximation leads to frequencies quite close to experimental fundamental ones. Inclusion of anharmonic corrections as done by the AIMD calculation thus apparently deteriorates the agreement with experimental data.
Using a smaller number of S-methyloxirane molecules in the static calculation does not lead to a significant change in the spectrum. This is obvious in Fig. 6 showing the static spectra obtained with only one S-methyloxirane molecule. The band around 1150 cm −1 is found with a slightly higher intensity and the bands at about 1450 cm −1 feature a somewhat different, less broadened band shape, which is, as expected, in worse agreement with the experimental data for liquid Smethyloxirane.
These findings show that the calculation within the double-harmonic approximation is not able to correctly reproduce the band shapes and intensities of the liquid as modeled by 20 S-methyloxirane molecules (and a temperature of 0 K). However, employing the same system in a periodic AIMD simulation gives rise to a spectrum in much better agreement with experimental data since, in addition to the periodicity of the system, the dynamics at ambient conditions is automatically taken into account.
VIII. SUMMARY AND OUTLOOK
We have described an efficient computational set-up for the calculation of polarizabilities and Raman spectra via AIMD utilizing the Gaussian and plane waves method implemented in the CP2K program package. The spectra have been evaluated via autocorrelation functions of the polarizability tensor that has been obtained via DFPT using the Berry-phase formulation for the electric polarization. This approach considers the dynamic behavior of the system under study and is thus ideally suited for the consideration of solvent effects in Raman spectra. It can furthermore straightforwardly be applied to liquids and solids under periodic boundary conditions with an arbitrary shape of the simulation cell. In addition to that, we have presented a new approach for the computation of local polarizabilities, which facilitates the interpretation of the calculated spectra and gives information about the system under study. This calculation does not require any localization procedure and comes at a negligible additional cost in the spectra calculation. The polarizability calculations can also be performed as post-processing of any trajectory file. This allows the separation of the trajectory and polarizability calculation and gives more flexibility regarding the computational parameters and effort.
As an example, we have presented the Raman spectra of liquid S-methyloxirane, a molecule widely used as solvent in industry. Employing a simulation cell containing 20 Smethyloxirane molecules, already a simulation time of 7.5 ps has been found to be enough to obtain a good description of the characteristic bands in the spectrum, especially for the bands below 2000 cm −1 . Furthermore, we have demonstrated that it is not necessary to calculate the polarizability tensor at every time step for the 20 ps long trajectory, which leads to a significant reduction of computational cost. Investigation of the basis set and density functional dependence reveals that the appearance of the spectra is to a large extent influenced by the quality of the underlying trajectory, for which the property tensors are calculated. This finding suggests that the computational effort can additionally be reduced by choosing a tailored, computationally less demanding basis set for the polarizability calculation.
The comparison to the measured spectrum of liquid Smethyloxirane reveals a very good agreement between experimental and computational results, both in case of the BP86 and BLYP density functional. A slightly better match with the experimental frequencies in the wavenumber range from about 600 to 1500 cm −1 has been observed for BP86. A static calculation within the double-harmonic approximation leads to band positions, which are in general in closer accordance with experimental data. Nevertheless, the band intensities and band shapes do not resemble the experimental ones to a large extent. Analysis of the AIMD results in terms of inter-and intramolecular contributions further shows that the band shape of the doublet at around 400 cm −1 corresponding to skeletal vibrations is largely determined by intermolecular contributions and cross-correlation effects between intra-and intermolecular parts. Moreover, the different intensities of the two most intense bands in the calculated spectra are mainly a result of a large positive intermolecular contribution to the band around 700 cm −1 . In the pure intramolecular spectra, these bands have more or less equal intensity.
This makes clear that AIMD is an excellent approach for the calculation of vibrational spectra of liquids. Since dynamic effects at ambient conditions are considered in the AIMD simulation, a very good agreement with experimental data can be achieved. An even higher agreement with experiment may be obtained for hybrid density functionals such as PBE0 98 that has been found to be superior to non-hybrid density functionals in case of IR spectra calculated from AIMD. 99 
