Balanced nested designs are closely related to other combinatorial structures such as balanced arrays and balanced n-ary designs. In particular, the existence of symmetric balanced nested designs is equivalent to the existence of some balanced arrays. In this paper, various constructions for symmetric balanced nested designs are provided. They are used to determine the spectrum of symmetric balanced nested balanced incomplete block designs with block size 3 and 4.
Introduction
The notion of a balanced array was first introduced by Chakravarti [7] in connection with some class of statistical designs. Later on, many people contributed to the theory and construction of balanced arrays; see, for example, [8, 12, 17, 22] .
Let S be a set {0, 1, . . . , s − 1} of s elements, and let X be the set of all t-dimensional column vectors with elements from S. A balanced array of strength t, denoted by BA(m, n, s, t), over S is an m × n matrix A with entries from S which satisfies the following two conditions:
(A1) in any t-rowed submatrix A of A, any t-vector x ∈ X occurs exactly µ(x) times as columns in A , and (A2) for any permutation σ of order t and for any x ∈ X, µ(x) = µ(σ(x)).
The µ(x)'s are the indices of the balanced array. If µ(x) = µ for every x ∈ X, then the balanced array coincides with the well-known combinatorial structure called orthogonal array of strength t, which is usually denoted by OA(m, n, s, t). The following matrix is a BA(4, 9, 3, 2) defined over S = Z 3 with µ(x) = 1 for every x ∈ X, where X is the set of all 2-dimensional column vectors with elements from S = Z 3 . In fact it is an OA(4, 9, 3, 2) over S = Z 3 . 
2
Let V be a set of v elements and B a collection of subsets of V. The elements of V and B are called points and blocks respectively, and the pair (V, B) is called a design. There are many types of designs, including the well-known pairwise balanced designs, (r, λ)-designs, group divisible designs, and balanced incomplete block designs. An (r, λ)-design is a design which satisfies the following two conditions:
(B1) every point occurs in precisely r blocks of B, and (B2) every pair of distinct points occurs in precisely λ blocks.
In particular, when each block contains k points, it is a balanced incomplete block design, denoted by B(v, k, λ).
Let (V, B) be a design where each block B ∈ B is partitioned into n subblocks B 1 , . . . , B n (some of them may be empty). We denote by B i the collection of the ith subblock B i for each B ∈ B and let Π = {B 1 , . . . , B n }. The triple (V, B, Π) is called a nested design. Note that the sizes of subblocks are not required to be the same in each block, and some of them may even take the value 0. A nested design having some properties of "balance" among its subdesigns is called a balanced nested design. Its exact meaning will be described later.
We consider a class of balanced nested designs. Let λ ij (x, y) denote the number of blocks B ∈ B containing x in the ith subblock and y in the jth subblock of B. A symmetric balanced nested design is a triple (V, B, Π) such that for any distinct points x and y of V, λ ij (x, y) is independent of the points x and y chosen, say λ ij (x, y) = λ ij . In this case we can easily see that λ ij = λ ji . This is the reason why we call this balanced nested design symmetric. If we develop each of the above 6 blocks modulo 5, then we can obtain a collection B of 30 blocks. It can be easily verified that (V, B) forms a balanced incomplete block design over V = Z 5 ∪ {∞}, with block size k = 4, and λ = 12. We partition each block of B into 3 subblocks of size 2, 1 and 1, respectively, to obtain Π = {B 1 (mod 5), B 2 (mod 5), B 3 (mod 5)}, where B 1 = {{3, 4}, {2, 3}, {∞, 3}, {1, ∞}, {2, 4}, {0, 2}}, B 2 = {{∞}, {0}, {1}, {2}, {3}, {4}}, and B 3 = {{0}, {∞}, {2}, {4}, {1}, {3}}. Then we can aslo easily check that (V, B, Π) forms a symmetric balanced nested design with λ 11 = λ 12 = λ 21 = λ 13 = λ 31 = 2, and λ 23 = λ 32 = 1. Clearly, (V, B 1 ) forms a B(6, 2, 2), while for i = 2, 3, (V, B i ) forms a 1-(6, 1, 5) design. Here a 1-(|V|, k, |B |/|V|) design means a pair (V, B ) such that each point of V occurs in exactly |B |/|V| blocks of B , where each block in B is of size k.
2
In [17] , Kuriki and Fuji-Hara defined a special class of symmetric balanced nested designs. In each of such designs, the base design (V, B) and the subdesigns (V, B i ) are an (r, λ)-design and (r i , λ i )-designs, respectively, by recalling that λ i = λ ii . This design is called in [17] an (r, λ)-design with mutually balanced nested subdesigns. In this paper we will call it a symmetric balanced nested (r, λ)-design. In [17] , Kuriki and Fuji-Hara not only considered the constructions for symmetric balanced nested (r, λ)-designs, but also established an equivalence between such a design and a balanced array of strength 2, as Theorem 1.3 shows. 
where v = |V|, b is the number of blocks of B, and n = |Π|.
A generalization of Theorem 1.3 to balanced arrays of strength t is given by Fuji-Hara and Kuriki [12] . Recently, Fuji-Hara et al. [13] defined another type of balanced nested designs, in which λ ij (x, y) + λ ji (x, y) is independent of x and y chosen for any distinct points belonging to V. Such a balanced nested design is called a pair-sum balanced nested design in [13] . It is clear that if a balanced nested design is of symmetric type, then the design is also of pair-sum type. It is shown [13] that the existence of a pair-sum balanced nested design satisfying some additional properties is equivalent to the existence of a balanced n-ary design. The notion of a balanced n-ary design was first introduced by Tocher [24] . Some good surveys on balanced n-ary designs can be found in [4, 5] .
¿From now on, we will mainly investigate a symmetric balanced nested balanced incomplete block design B(|V|, k, λ), (V, B, Π), in which each ith subblock B i of B ∈ B contains
λ for all i ∈ {1, . . . , n} with k i ≥ 2. The symmetric balanced nested design described in Example 1.2 is in fact a symmetric (6, 4, 12) -BND of form (2, 1, 1) .
In this paper, we will provide various constructions for symmetric balanced nested designs. As a consequence, the spectrum of symmetric balanced nested balanced incomplete block designs with block size 3 and 4 will be completely determined.
2 Group divisible balanced arrays and symmetric balanced nested group divisible designs
Let S = {0, 1, . . . , s − 1} be a set of s elements, and T be an m × n matrix with entries from S satisfying the following three conditions:
times, respectively, as columns in T for any i, j ∈ S when these two rows belong to distinct submatrices, or the same submatrix of
Then T is called a group divisible balanced array, and denoted by GDBA(m, n, s; T 0 , . . . , T u−1 ). A group divisible balanced array is a special case of a partially balanced array of strength 2 discussed in, for example, [22] . The µ(i, j)'s and ν(i, j)'s are the indices of the group divisible balanced array. When µ(i, j) = ν(i, j) for every i, j ∈ S, the group divisible balanced array becomes a balanced array of strength 2.
In a GDBA(m, n, s;
× n matrices, then T is said to be uniform, and is denoted simply by GDBA(m, n, s; u). For each i ∈ S = {0, 1, . . . , s − 1}, let k i be the number of times the element i appears in a column of a GDBA(m, n, s; u). When k i is independent of the column chosen for every i ∈ S = {0, 1, . . . , s − 1}, we say that the GDBA(m, n, s; u) is of form
Group divisible balanced arrays are useful in the construction of balanced arrays. We now introduce the concept of a symmetric balanced nested group divisible design, and show that such a nested design coincides with a group divisible balanced array. Some recursive constructions for symmetric balanced nested group divisible designs will be presented. They are analogues of Wilson's constructions for group divisible designs. Symmetric balanced nested group divisible designs can be used to construct symmetric balanced nested balanced incomplete block designs, or in other words, group divisible balanced arrays can be used to construct balanced arrays. First we give some definitions.
Let K be a set of some positive integers. A group divisible design (K, λ)-GDD is a triple (V, G, B) where V is a set of points, G is a partition of V into groups, and B is a collection of subsets of V, called blocks, such that
(D2) |G ∩ B| ≤ 1 for every G ∈ G and every B ∈ B, and (D3) every pair of points {x, y}, where x and y belong to distinct groups, is contained in exactly λ blocks of B.
The type of a GDD (V, G, B) is the multist {|G| : G ∈ G}. An exponential notation is used to describe types: a type 1 , that is, the groups all have the same size g, is said to be uniform. 
λ for all i = j ∈ {1, . . . , n} and 
and Note that Theorem 2.1 is a generalization of Theorem 1.3. Also note that the BA (6, 30, 4, 2) in Example 1.1 can be constructed from the symmetric (6, 4, 12)-BND of form (2, 1, 1) in Example 1.2, and vice versa, in the ways described in the proof of Theorem 2.1.
In order to describe our recursive constructions for symmetric balanced nested group divisible designs, we need the well-known recursive constructions for group divisible designs due to Wilson [25] . 
Now we can state our recursive constructions for symmetric balanced nested group divisible designs.
Theorem 2.4 Let (V, G, B) be a uniform GDD with index λ. Further let w : V −→ N ∪ {0} be a weight function. For each B ∈ B, suppose that there exists a symmetric
Theorem 2.5 leads to the following corollary which is very useful in the construction of symmetric balanced nested balanced incomplete block designs.
Meanwhile, as an immediate consequence of Theorem 2.4, a structural property of symmetric balanced nested balanced incomplete block designs can be obtained. 
Frames and symmetric balanced nested designs
To apply the recursive constructions described in Section 2, we must first have some constructions to produce ingredient symmetric balanced nested designs. The method of differences is the most widely used direct construction for many types of designs. Symmetric balanced nested designs can also be constructed from this method. They will be described in Section 6 of this paper. In this section, we use another combinatorial structure, called frames, to construct symmetric balanced nested designs.
Let (V, G, B) be a ({k}, λ)-GDD of type T . If the collection B of blocks can be partitioned into partial resolution classes each of which partitions
Frames were formally introduced by Stinson [23] to construct Kirkman triple systems with subsystems. Together with a so-called "filling in holes" construction, frames provide a powerful mechanism for the construction of resolvable designs and their related structures. Existence and construction of frames have been investigated by many people; see, for example, [15] and the relevant references therein. Here we provide a construction for symmetric balanced nested GDDs by means of frames. 
, it is known (see, for example, [15] ) that there are exactly λg/(k − 1) partial resolution classes associated with it. −1)n+1 , . . . , Q G,tn , t = 1, . . . , g, we form a new block B ∪ {x t }. For any two given points x and y from distinct groups, they appear λ times in the new blocks constructed from the blocks of partial resolution classes not associated with any group containing x or y, and 2n times in the new blocks constructed from the blocks of partial resolution classes associated with the group containing x and y respectively. Then (V, G, B ) with
We provide an example to illustrate the first part of this construction. We then obtain a symmetric (4, 4)-BNGDD of type 2 4 and of form (3, 1) .
As an immediate consequence of Theorem 3.1, we have the following corollary. 
if λ is even.
Proof Stinson [23] and Assaf and Hartman [2] proved that a (3, λ)-frame of type g u exists if and only if u ≥ 4, g(u − 1) ≡ 0 (mod 3) and λg ≡ 0 (mod 2). Then apply Theorem 3.1. 2
One particular class of frames has drawn a lot of interest in the literature. This is a (k, k − 1)-frame of type 1 tk+1 where t is any positive integer, commonly referred to as an almost resolvable design, denoted by (tk + 1, k, k − 1)-ARD.
Corollary 3.4 The existence of a
The existence of a (tk + 1, k, k − 1)-ARD has been established for those k which are not too large (see [15] ). For example, if k = 3, 4 or 5, then a (tk + 1, k, k − 1)-ARD exists for any positive integer t. 
Room frames and symmetric balanced nested designs
Room frames can also be used to construct symmetric balanced nested designs. They have been studied extensively, and a large number of their applications are known (see [10] ).
Let S be a set of elements, and {S 1 , . . . , S n } be a partition of S. An {S 1 , . . . , S n }-Room frame is an |S| × |S| array, F , indexed by S, which satisfies the following four properties:
(E1) every cell of F either is empty or contains an unordered pair of elements of S, (E2) the subarrays S i × S i are empty for 1 ≤ i ≤ n (these subarrays are referred to as holes), (E3) each element x / ∈ S i occurs once in row (or column) s for any s ∈ S i , and
The type of a Room frame F is defined to be the multiset {|S i | : 1 ≤ i ≤ n}. As usually done in the literature, we use an "exponential" notation to describe types, i.e., a type t Note that in this case, g = 1, so every pair of distinct elements occurs in the first subblocks.
The next construction is another one which makes use of skew Room frames. x, y, r, c) can be partitioned into some sets such that each set forms a partition of S − S i for some i, and each S i corresponds to 2|S i | of the sets, then the skew Room frame is said to be partitionable. Proof Colbourn, Stinson and Zhu [9] showed that the existence of a partitionable skew Room frame of type g Proof Furino et al. [14] showed that the existence of a partitionable skew Room frame of type g With the aid of a computer, Colbourn, Stinson and Zhu [9] found some partitionable skew Room frames by using the starter-adder technique. Their partitionable skew Room frames can be used to produce some symmetric balanced nested designs with block size 5 by means of Theorems 4.7 and 4.8. (1, 13) , (1, 17) , (1, 29) , (3, 5) , (3, 9) , (4, 8) }.
Proof A partitionable skew frame of type g u was found in [9] for (g, u) = (1, 13), (1, 17) , (1, 29) , (3, 5) , (3, 9) , (4, 8) . Then apply Theorems 4.7 and 4.8. 5 Nested BIBDs, ordered designs, Latin squares and symmetric balanced nested designs
In [13] , Fuji-Hara et al. described a construction for pair-sum balanced nested designs from perpendicular arrays and nested designs. In this section we first propose a variation of this construction. Instead of using perpendicular arrays as ingredients, we use ordered designs. Their related structure, namely, mutually orthogonal Latin squares, will be also employed in the construction of symmetric balanced nested designs.
An ordered design OD(g, s, λ) is a λs(s − 1) × g array with s elements such that each row has g distinct elements, and that each tuple of two columns contains each ordered row tuple of two distinct elements precisely λ times.
It can be easily seen, from the definition of an ordered design OD(g, s, λ) , that each element appears in any column the same number of times, λ(s − 1), and that a symmetric (s, g, λg(g − 1))-BND of form (1, . . . , 1) is equivalent to a regular OD(g, s, λ) .
We also need the definition of a nested BIBD due to Preece [21] , which was later generalized by Kageyama and Miao [18] . Let (V, B) be a (v, k, λ)-BIBD. Suppose that each block of B is partitioned into k/k subblocks with k points each. We denote the collection of all subblocks by B . If (V, B ) is a (v, k , λ )-BIBD, then the triple (V, B, B ) is called a nested BIBD, denoted by (v; k, λ; k , λ )-NBIBD. Obviously,
where r is the number of blocks of B containing each point of V, b and b are the numbers of blocks and subblocks of B and B , respectively. Now we can describe our first construction for symmetric balanced nested designs from ordered designs and nested BIBDs. It is in fact a type of recursion employing a symmetric balanced nested design of form (1, . . . , 1) and a nested BIBD to get another symmetric balanced nested design with larger block size. {2, 5} (mod 7), {4, 3} (mod 7), {1, 6} (mod 7), {4, 3} (mod 7), {1, 6} (mod 7), {2, 5} (mod 7); and the following collection B 3 of subblocks of size 2:
{4, 3} (mod 7), {2, 5} (mod 7), {4, 3} (mod 7), {1, 6} (mod 7), {2, 5} (mod 7), {1, 6} (mod 7).
Let Π = {B 1 , B 2 , B 3 }. Then it is easy to verify that (Z 7 , B, Π) is a symmetric (7, 6, 30)-BND of form (2, 2, 2). 2
Our second construction for symmetric balanced nested designs by means of ordered designs is the following, which is quite simple but useful.
Theorem 5.3 If there exists an OD(g, s, λ), then there exists a symmetric (s, g, λg(g
Proof Let V = {1, . . . , s}, and B be the collection of row vectors of the OD(g, s, λ) over V. Then (V, B) is a BIBD B(s, g, λg(g − 1) ). Divide each block (row vector) B of B into subblocks B 1 , . . . , B g of sizes k 1 , . . . , k g respectively such that
Denote by B i the collection of the ith subblocks B i for all B ∈ B. Then it follows that (V, B i ) is a BIBD B(s, k i , λk i (k i − 1)) for any integer i ∈ {1, . . . , g} with k i ≥ 2 and a 1-(s, k i , λ(s − 1)) design for any integer i ∈ {1, . . . , g} with k i = 1, and that for any distinct points x and y of V, the number of blocks B of B containing x in the ith subblock and y in the jth subblock of B is λk i k j which is independent of the x and y chosen.
2 A large number of constructions for nested BIBDs can be found, for example, in [19] and [20] . For the result on ordered designs, the interested reader is referred to [3] . It is well known (see [3] ) that the existence of a set of k idempotent MOLS(v) is equivalent to the existence of an OD(k + 2, v, 1). Generally, the existence of an OD(k + 2, v, λ) is equivalent to the existence of an idempotent orthogonal array OA(k + 2, λv(v − 1), v, 2), where the term "idempotent" means that this orthogonal array contains exactly λ times the column vector (i, . . . , i)
The next construction makes use of mutually orthogonal Latin squares with selforthogonality to produce symmetric balanced nested designs with smaller indices. This is a variation of Theorem 5.3. What we are to do is to take half of the blocks from the collection of blocks so that their indices become half of the former ones.
A Latin square L is said to be self-orthogonal if L is orthogonal to its transpose L A self-orthogonal Latin square has at least one transversal, its main diagonal. Hence, any self-orthogonal Latin square can be changed into an idempotent one by renaming the elements. (v, 2t + 2, (t + 1)(2t + 1))-BND of form (k 1 , . . . , k 2t+2 ) where each k i is even or zero and
Theorem 5.4 The existence of a set of t SOLS(v) implies the existence of a symmetric
Proof Let V = {1, 2, . . . , v}, and let 
Then it is easily checked that (S, B, {B 1 , B 2 }) forms a symmetric (7, 6, 15)-BND of form (4, 2) .
Note that the index in this Example is 15, quite smaller than the index in Example 5.2, which is 30. 
. , v}, where v is odd, and let
for any integer i ∈ {1, . . . , 2t + 3} with k i ≥ 2, and a 1-(v, k i , (v − 1)/2) design for at most one i ∈ {1, . . . , 2t + 3} with k i = 1, and that for any distinct points x and y of V, the number of blocks B of B containing x in the ith and y in the jth subblocks of B is k i k j /2, which is independent of the x and y chosen. 2 Example 5.7 It is also easy to check that
and A 1 and A 2 in Example 5.5 together form a set of 2 SOLSSOM (7) We can devide each of the above blocks into subblocks of even sizes and one of odd size, say, for example, 4 and 3, as follows, to obtain two collections B 1 Then it is easily checked that (S, B, {B 1 , B 2 }) forms a symmetric (7, 7, 21 )-BND of form (4, 3) .
Idempotent mutually orthogonal Latin squares, self-orthogonal Latin squares, selforthogonal Latin squares with a symmetric orthogonal mate and their related structures have been studied extensively. The interested reader is referred to [1, 11, 26] for their recent surveys.
Symmetric balanced nested designs over finite fields
For the recursive constructions described in Section 2 to work, we must first have some methods of construction to produce symmetric balanced nested designs directly. The most commonly used direct construction technique is the method of differences developed by Bose [6] in 1939. This method will be used here to provide several infinite series of symmetric balanced nested designs over finite fields. Similar results on pair-sum balanced nested designs have been reported in [13] .
Let q be a prime power and let V = GF (q), a finite field of order q. 
Further let B be a collection of blocks y + cB for y ∈ V and c ∈ C h . Then Wilson [25] and Hanani [16] showed that the pair (V, B) forms a BIBD B(q, f , (f − 1)), where q = hf + 1. 
In fact, this approach can lead to two more series of symmetric balanced nested designs. [25] and Hanani [16] showed that the pair (V, B ) forms a B(q, f + 1, (f + 1)), where q = hf + 1. 
and B i , 2 ≤ i ≤ n, be the collections of blocks y + cB , the first subblocks y + cB 1 , and the ith subblocks, 2 ≤ i ≤ n, y + cB i for y ∈ V and c ∈ C h , respectively, and Π = {B 1 , B 2 
Therefore, for distinct points θ If we divide the block B 1 = {0, 1, 10} into B 0 = {0} and B 1 = {1, 10}, and let B 0 be the collection of blocks y + {0}, y + {0}, y + {0}, y + {0} and y + {0} for y ∈ GF (11), B 1 the collection of blocks y + {1, 10}, y + {2, 9}, y + {4, 7}, y + {3, 8} and y + {6, 5} for y ∈ GF (11), and Π = {B 0 , B 1 , B 2 }, then (GF (11), B , Π ) forms a symmetric (11, 7, 21 )-BND of form (1, 2, 4) . 2 
Existence results
Balanced nested designs are of interest in their own right, as well as having many applications in the construction of other types of combinatorial structures, such as balanced arrays and balanced n-ary designs. In the previous sections, we described various methods of construction for symmetric balanced nested designs. In the remainder of this paper, we try to establish the existence results of symmetric balanced nested balanced incomplete block designs with small block size k. These would also imply some existence results of balanced arrays and balanced n-ary designs. , and thus in B 1 , . . . , B n , r, r 1 , . . . , r n be the replication numbers of each point x ∈ V in B, B 1 , . . . , B n , λ 1 , . . . , λ n the indices of the subdesigns (V, B 1 ) , . . ., (V, B n ), and λ ij the numbers of blocks B ∈ B containing a point x ∈ V in the ith and another point y ∈ V in the jth subblocks of B, 1 ≤ i, j ≤ n. Then by some simple counting arguments, we obtain the following equalities:
Therefore, we can easily obtain the following statement. 
(ii) Otherwise,
These necessary conditions are in fact also sufficient in most cases for the existence of a symmetric (v, k, λ)-BND. We first consider the case k = 3. Proof The necessity follows from Theorem 7.1. For the sufficiency, we apply Theorem 5.3. It is known (see [3] , for example) that an OD(3, v, 1) exists for any integer v ≥ 3. Then we obtain a symmetric (v, 3, 6)-BND of form (1, 1, 1 ). Repeating such a design λ/6 times, we obtain a symmetric (v, 3, λ)-BND of form (1, 1, 1) . Next we investigate the existence of a symmetric (v, 4, λ)-BND. There are only four possible forms, i.e., (1, 1, 1, 1), (2, 1, 1 ), (2, 2) and (3, 1), need to be considered. 1, 1, 1 ).
Proof The necessity follows from Theorem 7.1. For the sufficiency, we apply Theorem 5.3. It is easy to see that the existence of a symmetric (v, 4, 12)-BND of form (1, 1, 1, 1 ) is equivalent to that of a pair of 2 idempotent MOLS(v). Since there does not exist a pair of 2 MOLS(6), we know that there does not exist a symmetric (6, 4, 12) -BND of form (1, 1, 1, 1 ), too. It is known (see [1] and [3] , for example) that an OD (4, v, λ Proof The necessity follows from Theorem 7.1. For the sufficiency, we first consider the cases λ 12 ≡ 1, 2 (mod 3). In these cases, v ≡ 1 (mod 3). We apply Corollary 3.5 to obtain a symmetric (v, 4, 4)-BND of form (3, 1) for any integer v ≡ 1 (mod 3). Repeat each block λ/4 times we get the desired design.
Next we consider the case λ 12 ≡ 0 (mod 3). In this case, the necessary conditions are simplified to v ≥ 4. Similarly to the proof of Theorem 7.5, we can know that there exists a symmetric (v, 4, 12)-BND of form (3, 1) for any integer v ≥ 4, v = 6. For the case v = 6, let the point set V be Z 5 1, 1, 1) .
As a summary, we obtain the main existence result of this paper. 
