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REMARKS ON NON–MAXIMAL INTEGRAL ELEMENTS OF THE CARTAN PLANE IN
JET SPACES
MICHAEL BA¨CHTOLD* AND GIOVANNI MORENO**
Abstract. There is a natural filtration on the space of degree–k homogeneous polynomials in n independent
variables with coefficients in the algebra of smooth functions on the Grassmannian Gr (n, s), determined by the
tautological bundle. In this paper we show that the space of s–dimensional integral elements of a Cartan plane
on Jk−1(E,n), with dimE = n+m, has an affine bundle structure modeled by the the so–obtained bundles over
Gr (n, s), and we study a natural distribution associated with it. As an example, we show that a third–order
nonlinear PDE of Monge–Ampe`re type is not contact–equivalent to a quasi–linear one.
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1. Introduction
Let Gr (n, s) be the Grassmannian manifold of s–dimensional vector subspaces of L := Rn. The algebra
(1) S•T ∗ = C∞(Gr (n, s))⊗R S•L∗
of polynomials functions on L with coefficients in the algebra C∞(Gr (n, s)), regarded as a C∞(Gr (n, s))–module,
is nothing but the module of smooth sections of the full symmetric algebra of the dual of the trivial bundle
T := Gr (n, s)× L

Gr (n, s).
Here, as everywhere else in this paper, we took the liberty of using the same symbol both for the total space
and for the module of sections of a vector bundle. Moreover, since the bundle–theoretic features of S•T ∗ will
be exploited only through its homogeneous components, we keep calling a “bundle” even such an infinite–rank
module.
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2 M. BA¨CHTOLD AND G. MORENO
Recall that the tautological bundle Σ ⊆ T , which is defined by1
(2) ΣΣ = Σ ∀Σ ∈ Gr (n, s),
fits into the so–called universal sequence
(3) Σ //
##
T //

T
Σ
{{
Gr (n, s).
Much as a submanifold N ⊆M determines a filtration2 of the smooth function algebra C∞(M) by the powers
of the ideal µN of the functions vanishing on N , the sub–bundle (2) determines a filtration of the symmetric
algebra (1). The key step is to introduce the sequence (4) below, which can be regarded as a sort of “dual” of
the sequence of bundles (3):
(4) S•Σ∗
%%
S•T ∗oo

µΣ
zz
oo
Gr (n, s).
Again, we interpret each homogeneous component of the modules appearing in (4) as a vector bundle over
Gr (n, s), and retain the name “bundle” for the whole modules. In particular, the sub–bundle µΣ determines a
natural filtration
S•T ∗ ⊇ µΣ ⊇ µ2Σ ⊇ · · · ,
to which it corresponds a tower of vector bundles
S•T∗
µΣ
$$
S•T∗
µ2Σ
oo

· · ·oo
{{
Gr (n, s).
Symbol Jk(E,n) will denote the space of k–jets of n–dimensional submanifolds of E, being E an arbitrary
(n+m)–dimensional manifold. In this paper we prove the following result (see also Figure 1).
Theorem 1. The space Is(C) of s–dimensional horizontal integral elements of the Cartan plane C on Jk−1(E,n)
at a point θ ∈ Jk−1(E,n) is an affine bundle over Gr (n, s), modeled by the kth homogeneous component of
S•T∗
µkΣ
⊗R N , with N ∼= Rm.
The main motivation for Theorem 1 comes from the theory of geometric singularities of solutions of nonlinear
PDEs (see [14] and references therein). Roughly speaking, the space In(C) corresponds to the k–jets of regular
solutions whose k− 1st jet is θ, where by regular we mean projecting without degenerations to the lower–order
jet spaces. On the other hand, Is(C), with s < n, corresponds to the so–called singular solutions (of type n−s),
i.e., projecting with degeneration.3 In this perspective, Theorem 1 is a first step towards the description, in
terms of Grassmannian manifolds and their natural structures, of the geometry of Is(C), which is a somewhat
less known object as compared to In(C), i.e., the well–known fiber Jk(E,n)θ. It is worth mentioning that a
parallel investigation has been carried out recently by one of us (GM) in the context of jet spaces of infinite
order [10].
We stress that, except for the concluding Section 6, the point θ is fixed once and for all, so that the topology
of E plays no role whatsoever in our analysis. Moreover, since, as it will turn out, the space Is(C) possesses
an affine bundle structure, it is not restrictive to fix also an n–dimensional horizontal integral element L ≤ C,
which, in its turn, can be identified with Rn. Similarly, if θ = [L0]k−1y , then the normal space N at θ, which is
defined as
TyE
TyL0
, is completely determined by θ and as such it will be identified with Rm. The only “variable
objects” we shall deal with are the integral elements of C and their “shadows” on L, which are elements of
Gr (n, s).
1.1. Notations and conventions. By the symbol L (resp., N) we shall always mean Rn (resp., Rm), being
n and m fixed values throughout the paper; accordingly, R[x1, . . . , xn] can be written as S•L∗. Concerning jet
spaces and related notions (coordinates, total derivatives, etc.), our notations and conventions comply with the
one used in the book [6] or in the review paper [7]. We managed not to use a proprietary notation, except for
the Grassmannian Gˇr (C, s) of horizontal s–dimensional subspaces of C, reading PˇC when s = 1.
1By convention, we shall denote by Ep the fiber at p of a bundle E: this should clarify the curious formula (2) above.
2This is the so–called “µ–adic filtration” exploited in the geometric theory of singularities of PDEs [9].
3Recall that degeneracy here refers to the map, not the solution itself, which is a genuine smooth submanifold of Jk−1(E,n)
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Figure 1. Maximal, i.e., n–dimensional, horizontal integral subspaces of C can be labeled by
polynomials: Lp, Lq, etc. In turn, the entire family of s–dimensional subspaces of a fixed Lp,
which coincides with Gr (n, s), is made of (non–maximal, horizontal) integral elements. So, a
pair (Σ0, p) made of a subspace of L and a polynomial on L, can be used to identify a generic
s–dimensional horizontal integral element of C. Nevertheless, to make this identification one–
to–one, some polynomials, namely those which lift Σ0 to the same subspace of C, need to be
factored out, and the universal sequence over Gr (n, s) provides precisely these polynomials.
Σ(p)0
Σ(q)0
pq
Lq
L
L
C
p
Σ0∈Gr (n, s)
S kL∗∈
1.2. Structure of the paper. This paper is pivoted around Theorem 1, proved in the central Section 5. In
spite of the plainness of its arguments, the general proof of Theorem 1 may look slightly abstract, so that we
deemed it convenient to dedicate the opening Section 2 to a toy model, whose proof can be carried out in few
elementary steps. In the rest of the paper we basically go over the same ideas and results sketched in Section
2, but in a broader context and with more details. To this end, two gadgets need to be introduced: the so–
called meta–symplectic structure on the Cartan plane (Section 3), and a suitable incidence relation of isotropic
elements, with respect to such a structure (Section 4). In the concluding Section 6 we obtain two easy but
apparently original results which benefits from Theorem 1, and speculate on its envisaged range of applications.
2. A motivating example
The first nontrivial example to test Theorem 1 corresponds to the choice n = 3. Let C = L ⊕ L∗, with
L = Span {x1, x2, x3} and L∗ = Span
{
ξ1, ξ2, ξ3
}
, where 〈xi, ξj〉 = δji , and denote by
(5) graph (p) := {l + p(l) | l ∈ L}
the graph of p = pijξ
i⊗ξj ∈ L∗⊗L∗. Call horizontal a subspace Σ ≤ C whose projection on L is non degenerate,
and define
(6) Gˇr (C, s) := {Σ ∈ Gr (C, s) | Σ is horizontal}.
Obviously, Gˇr (C, s) is nonempty only for s = 0, 1, 2, 3. Observe that
(7) Gˇr (C, 3) = L∗ ⊗R L∗
since any horizontal 2D subspace of C is the graph of a homomorphism from L to L∗.
2.1. The “horizontal” Lagrangian Grassmannian of a 6D symplectic space. Interestingly enough, the
subspace S2L∗ of symmetric forms on L corresponds precisely to the homomorphisms whose graph is Lagrangian
with respect to the canonical symplectic structure ω = ξi ∧ xi, owing to the well–known fact that
(8) ω|graph(p) ≡ 0⇔ p ∈ S2L∗.
In other words, we have proved that
(9) I3(C) ∼= S2L∗,
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i.e., the claim of Theorem 1 for s = n = 3 and m = 1. In such a case, Gr (3, 3) reduces to a point, µΣ is the
zero ideal, N is a line and hence the 2nd homogeneous component of S
•T∗
µ2Σ
⊗R N is nothing but S2L∗. The
so–obtained result just reformulates the fact that the generic fiber of J2(3, 1) over J1(3, 1) is the open and dense
subset of the Lagrangian Grassmannian of the contact distribution, made of horizontal elements.
2.2. 2D isotropic subspaces of a 6D symplectic space. We examine now the case s = 2, and try to
generalize formula (7). The key difference is that, in the case s = 3, any Σ ∈ Gˇr (C, 3) projects over the
same subspace L, whereas the projection Σ of a generic element Σ ∈ Gˇr (C, 2) ranges into the family of all 2D
subspaces of L, i.e., it belongs to the Grassmannian Gr (3, 2). In other words, there is a natural fibration
Gˇr (C, 2)

Gr (3, 2),
with
(10) Gˇr (C, 2)Σ = Σ∗ ⊗R L∗.
Observe that formula (10) is not, strictly speaking, the analog of (7), since it accounts for not the whole space
Gˇr (C, 2), but just a fiber of it. The only way to make it “global”, is to use the universal sequence (3): indeed,
the spaces Σ and L appearing in (10) can be thought of as the fibers of Σ and T , respectively, over the same
point Σ, so that formula
(11) Gˇr (C, 2) = Σ∗ ⊗ T ∗
actually describes the space Gˇr (C, 2) as a tensor combination of natural vector bundles over Gr (3, 2). It remains
to describe the sub–bundle I2(C) made of isotropic 2D subspaces: since any such subspace is contained into a
3D (i.e., Lagrangian) subspace, in view of (5), we can claim that for any Σ ∈ I2(C) there exists a homomprhism
pΣ ∈ S2L∗ such that
(12) Σ = {σ + pΣ(σ) | σ ∈ Σ},
i.e., Σ is the graph of the restriction of pΣ to Σ ≤ L. In other words, the space S2L∗ acts on the fiber I2(C)Σ.
The stabilizer of Σ is made by those p ∈ S2L∗ such that the subspace Σ given in (12) coincides with Σ, i.e.,
such that p|Σ ≡ 0. Being p symmetric, the last condition is equivalent to the fact that p ∈ µ2Σ, and hence it is
proved that I2(C)Σ is modeled over the 2nd homogeneous component of the fiber of S•T∗µ2Σ over the point Σ.
2.3. An example of polar distribution. As an immediate consequence of (9),
(13) TLI3(C) ∼= S2L∗.
In the case of I2(C) there is no analog of isomorphism (13), but just an inclusion:
(14) TΣI2(C) ≤ T Gˇr (C, 2) = Σ∗ ⊗R C
Σ
.
On the other hand, Σ is isotropic, and as such it is contained into the kernel of the map C ω−→ C∗ −→ Σ∗, i.e.,
there is a homomorphism CΣ → Σ∗ which, combined with (14), yields
TΣI2(C) −→ Σ∗ ⊗R Σ∗,
p 7−→ p] := ω( · , p( · )).(15)
It can be easily shown that p] is symmetric, e.g., by a direct coordinate approach. Indeed, graph (p) is isotropic
if and only if there exists a p˜ ∈ S2L∗ such that
graph (p) = {σ + p˜(σ) | σ ∈ Σ},
i.e., p = p˜|Σ modulo the natural projection of CΣ onto CL :
(16) p˜ ∈ L∗ ⊗ L∗ −→ Σ∗ ⊗ L∗ = Σ∗ ⊗ C
L
←− Σ∗ ⊗ C
Σ
3 p.
Let Σ = Span {x1, x2} and CΣ = Span {x3, L∗}, so that
(17) p = pαjξ
α ⊗ ξj + pαξα ⊗ x3.
Now, to apply the rightmost arrow of (16) to p is the same as to set pα = 0, and to impose that p is the
restriction of a symmetric p˜ means to require that that pαj are symmetric for j = 1, 2. In turn, this means
that p] = pαβξ
α ⊗ ξβ is symmetric. We have just shown that the analog of isomorphism (13) for non–maximal
isotropic elements is the epimorphism ] : TΣI2(C) −→ S2Σ∗. The polar plane PΣ ≤ TΣI2(C) is defined as
(18) PΣ := ker ],
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and Σ 7−→ PΣ defines a distribution on I2(C) called polar, firstly studied, to the authors best knowledge,4 by
one of us (MB) [2]. The existence of this distribution was pointed out by A.M. Vinogradov [13] during the Ph.D
thesis of the first author.
Imposing (18) on the coordinate expression (17) of p we get
(19) p = ξα ⊗ (pα3ξ3 + pαx3),
i.e., p takes its values in the subspace Span
{
x3, ξ
3
}
of CΣ . The pre–image of im p under the natural projection
C → CΣ is a subspace of C canonically associated with p, known as its osculator, and denoted by osc p [4]. So,
(18) is equivalent to the fact that osc p is contained in L ⊕ Span{ξ3}, which is precisely L ⊕ (LΣ)∗, i.e., the
ω–orthogonal complement Σ⊥ of Σ in C.
Now we are able to reveal the geometric content of PΣ. Let γp(t) be an integral curve of p ∈ TΣI2(C), such
that γp(0) = Σ. Then {γp(t)}−<t< is a family of planes containing Σ, and we denote by Oγp its linear envelope,
i.e., the smallest linear subspace containing it: osc p is precisely the intersection of all the Oγp ’s. Hence, p ∈ PΣ
if and only if the deformation of Σ determined by p is, to first order, contained into Σ⊥.
2.4. Concluding remarks. In this preliminary section we proved main Theorem 1, in the simplest case in
which its statement does not become trivial. We also pointed out the existence of a canonical distribution on
Is(C), which possesses a transparent geometric interpretation. A fuller structural account of this distribution
will be the object of a forthcoming study [3]. The remainder of this paper is dedicated to the proof of Theorem
1 and to some examples of the polar distribution. We quickly review the basic tools and notions needed for
this.
3. The meta–symplectic structure on C
We generalize the setting of Section 2 as follows. Recall that C was given as the direct sum L ⊕ L∗: now,
instead of L∗, i.e., linear functions on L, we take all N–valued polynomials on L, of a certain degree k− 1, i.e.,
the space Sk−1L∗ ⊗R N . In other words, we set
(20) C := L⊕ (Sk−1L∗ ⊗R N).
Definition (6) can be reproduced verbatim in this broader context, in which (7) becomes
(21) Gˇr (C, n) = L∗ ⊗R Sk−1L∗ ⊗R N.
The meta–symplectic form on C serves exactly the same purpose as the symplectic form in Section 2 , i.e., it
allows to single out the elements of Gˇr (C, n) which correspond to the symmetric polynomials of degree k on L.
Remark 1. The polarization pˆ of a polynomial p of degree k is 1k times its differential dp, which can be understood
as a linear map from L to Sk−1L∗:
L
pˆ−→ Sk−1L∗ ⊗R N,
l 7−→ pˆ(l) := p(l, · · · · · · · · ·︸ ︷︷ ︸
k−1 symmetric entries
).(22)
In other words, symmetric polynomials correspond to exact forms, which in turn coincide with the closed
ones. So, the sought–for meta–symplectic form Ω must tell the latter ones, much as the canonical symplectic
form on the cotangent manifold allows to distinguish the graphs of closed forms. Its definition is straightforward.
Just set
(23) Ω′(l, p) := pˆ(l) ∈ Sk−2L∗ ⊗R N
for any l ∈ L and p ∈ Sk−1L∗ ⊗N .
Lemma 1. There exists a unique (Sk−2L∗ ⊗N)–valued 2–form Ω on C which extends the Ω′ defined by (23),
such that both L and Sk−1L∗ ⊗R N are Ω–isotropic.
Proof. From (20) it follows that
(24) Λ2(C) = Λ2(L)⊕
(
L∗ ⊗R
(
Sk−1L∗ ⊗N)∗)⊕ Λ2(Sk−1L∗ ⊗R N).
Then Ω := 0 + Ω′ + 0 is the desired form. 
Definition 1. Ω is the meta–symplectic form on C.
4The name polar is used here for the first time. The authors cannot be sure though that the same notion is not already present,
in other guises, in the literature.
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Example 1 (Coordinates). If L = Span {x1, . . . , xn} and N = Span {y1, . . . , ym}, then
(25) Sk−1L∗ ⊗N = Span{pjσξσ ⊗ yj | |σ| ≤ k − 1} ,
where σ = (σ1, . . . , σn) is a multi–index and ξ
σ is a short for ξσ1ξσ2 · · · ξσn . Coefficients pjσ appearing in (25)
can be taken as the basis elements of the dual space
(26)
(
Sk−1L∗ ⊗N)∗ = Span{pjσ | |σ| ≤ k − 1} .
In these coordinates,
Ω = (ξi ∧ pjσ)⊗ (ξσ−1i ⊗ yj).
Here σ − 1i := (σ1, . . . , σi−1, σi − 1, σi+1, . . . , σn).
Lemma 2. There exists a unique (Sk−2L∗ ⊗ N)–valued 2–form on C satisfying (23), and it is precisely the
curvature form of the Cartan distribution of Jk−1(E,n) at θ.
Example 2. When k = 2 and dimN = 1, Ω is the symplectic form on the contact distribution of J1(n, 1).
4. Isotropic Grassmannians and flag manifolds
We give now the central definition.
Definition 2. The subset
(27) Is(C) := {Σ ≤ C | dim Σ = s, Ω|Σ ≡ 0, Σ horizontal}
of the Grassmannian manifold of s–dimensional subspaces of C is called the isotropic Grassmannian; the inci-
dence relation
(28) Is,n(C) := {(Σ, R) | Σ ≤ R} ⊆ Is(C)× In(C)
is the isotropic (partial) flag manifold.5
We stress that by “horizontal” in (27) we mean that Σ is transversal with respect to the fibers of Jk−1 −→
Jk−2.
Corollary 1. In(C) is precisely the subset of Gˇr (C, n) (see (21)) made of symmetric polynomials.
Proof. Just go through the steps (8). 
Next result casts a bridge between the isotropic flag manifold and the universal sequence over Gr (n, s).
Lemma 3. Is,n(C) can be canonically identified with SkT ∗.
Proof. It is enough to identify In(C) with SkL∗, and observe that SkT ∗ is the trivial bundle Gr (n, s)× SkL∗.
Indeed, a pair (Σ0, p) ∈ Gr (n, s) × SkL∗ can be identified with the integral flag (Σ(p)0 , Lp) where Lp is the
element of In(C) which corresponds to p ∈ SkL∗, and Σ(p)0 is the image of Σ0 ⊆ Rn ≡ L in the identification
L ≡ Lp (see also Figure 1). 
Corollary 2. Is,n(C) is a smooth manifold and
(29) dim Is,n(C) = s(n− s) +
(
n+ k − 1
k
)
.
Observe that, from its bare definition (28), it is not so evident that Is,n(C) possesses the trivial affine bundle
structure over Gr (n, s) revealed by above Lemma 3. This insight on Is,n(C) is crucial in order to understand
the structure of Is(C). Indeed, there is a natural surjection Is(C) −→ Gr (n, s).
Corollary 3. Diagram
(30) Is,n(C) //
%%
Is(C)
zz
Gr (n, s)
is commutative.
5See [10] for more information on isotropic flags.
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5. Proof of Theorem 1
The identification proved in Lemma 3, may lead to suspect that the sequence (30) corresponds to the rightmost
triangle from (4). As it turns out, this is correct if one replaces µΣ by its power µ
k
Σ.
Before proving Theorem 1, it is convenient to explain it intuitively as follows.
Remark 2. Is,n(C) is an affine bundle modeled over SkT ∗, while Is,n(C) −→ Is(C) (see diagram (30) above)
is modeled over Sk
(
T
Σ
)∗
, that is, over µkΣ ∩ SkΣ∗. Hence, it is natural to expect that Is(C) is modeled over
SkT∗
µkΣ∩SkΣ∗
.
Proof of Theorem 1 . Fix Σ0 ∈ Gr (n, s), and observe that
(31)
SkL∗
Sk
(
L
Σ0
)∗
is the kth homogeneous component of the fiber of S
•T∗
µkΣ
over Σ0. On the other hand,
Is(C)Σ0 = {Σ ∈ Is(C) | Σ = Σ0},
where Σ is the image of Σ under the projection C → L ∼= Rn.
As in the proof of Lemma 3, write down an element of Is,n(C)Σ0 as a pair
(Σ
(p)
0 , Lp),
where, in the above notation, Σ
(p)
0 = Σ0. Observe also that the bundle projection (30) determines the map
Is,n(C)Σ0 −→ Is(C)Σ0 ,
(Σ
(p)
0 , Lp) 7−→ Σ(p)0 .
Now we can show that the free and transitive action of SkL∗ over Is,n(C)Σ0 descends to a transitive but not
free action over Is(C)Σ0 whose stabilizer is precisely Sk
(
L
Σ0
)∗
, thus proving that (31) is isomorphic to Is(C)Σ0 .
To this end, take q ∈ SkL∗ and Σ(p)0 ∈ Is(C)Σ0 , and act as follows:
(32) Σ
(p)
0
q7−→ Σ(p+q)0 .
Then the stabilizer at 0 is simply the subspace of polynomials q such that Σ
(q)
0 = Σ0; but, by definition,
Σ
(q)
0 ⊆ Lq is the graph of the linear map q : L −→ Sk−1L∗, restricted to Σ0: hence, it coincides with Σ0 if and
only if the polarization of q vanishes on Σ0, i.e., if and only if q ∈ Sk
(
L
Σ0
)∗
(see also Figure 1). 
Corollary 4. Is(C) is a smooth manifold and
dim Is(C) = l(n− l) +
[(
n+ k − 1
k
)
−
(
n− l + k − 1
k
)]
m.
5.1. The polar distributions. We generalize now the notion of polar distribution given in Subsection 2.3.
Corollary 5. The linear map
TΣIs(C) ]−→ SkΣ∗ ⊗R N,
p 7−→ p] := Ω( · , p( · )),(33)
generalizing (15) is well–defined and surjective.
Definition 3. PΣ := ker ] is the polar plane at Σ, and Σ
P7−→ PΣ is the polar distribution on Is(C).
Corollary 6.
dimP = s(n− s)+
+
[(
n+ k − 1
k
)
−
(
n− s+ k − 1
k
)
−
(
s+ k − 1
k
)]
m.(34)
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6. Examples
6.1. Isotropic lines in 1st order jets. The case of one–dimensional isotropic subspaces of the Cartan plane
on J1(E,n) is particularly simple, since all lines are isotropic. In this case, Gr (n, 1) = Pn−1 and I1(C) can be
written as PˇC, the affine subspace of PC made of horizontal lines. Hence, diagram (30) reads
Pn−1 × (S2L∗ ⊗R N) //
((
PˇC
}}
Pn−1
and, by Theorem 1, PˇC is modeled by
(35)
S2(T ∗)
S2
(
T
Σ
)∗ ⊗N.
In particular, the rank of PˇC is m · dim (S2(T ∗)) − dim(S2 (TΣ)∗) = m · n, so that dim PˇC = n − 1 + mn =
n − 1 + m + (n − 1)m, which is exactly the dimension of the first jet–prolongation of a rank–m bundle η over
Pn−1.
Observe that, if (35) is split as
(
S2Σ∗ ⊕
((
T
Σ
)∗ ⊗ Σ∗))⊗N , then the sub–bundle V1 := (TΣ)∗ ⊗Σ∗, of rank
(n − 1) ·m corresponds to the vertical distribution J1(η) → J0(η). On the other hand, the polar distribution
P1, whose dimension is dimV1 + n− 1, corresponds to the Cartan distribution on J1(η) [3].
Lemma 4. PˇC, with its polar distribution, is isomorphic to the 1st jet prolongation J1(η), with its Cartan
distribution, where η is the rank–m bundle S2Σ∗ ⊗N , being Σ→ Pn−1 the tautological line bundle.
Proof. To begin with, choose local coordinates (xi, uj , uji ) on J
1(E,n), with i ∈ {1, . . . , n} and j ∈ {1, . . . ,m}.
Then, locally,
(36) C = Span
{
Di, ∂uji
}
,
and Ω = dxi ∧ duji ⊗ ∂uj . Let Σ = Span {`} ∈ PCθ, with
(37) ` = D1|θ + bαDα|θ + f ji ∂uji
∣∣∣
θ
,
where α ∈ {2, . . . , n}. Then
(38) (b2, . . . , bn, f j1 , . . . , f
j
n)
is a coordinate system for the open neighborhood Σ∗ ⊗ Σc of Σ, in the projective space PC = RPn(m+1)−1,
where Σc := Span
{
Dα|θ, ∂uji
∣∣∣
θ
}
is a complement of Σ. Since Σ∗ ⊗ Σc identifies with TΣPC by means of the
correspondence (
h : ` 7→ BαDα|θ + F ji ∂uji
∣∣∣
θ
)
↔ ξh = Bα∂bα |θ + F ji ∂fji
∣∣∣
θ
,
the fact that ξh belongs to PΣ reflects on a condition on the coefficients B
α and F ji . More precisely,
ξh ∈ PΣ ⇔ Ωθ(`, h(`)) = 0
⇔ Ωθ(D1|θ + bαDα|θ + f ji ∂uji |θ,
BαDα|θ + F ji ∂uji |θ) = 0
⇔ F ji Ω
(
D1, ∂uji
)∣∣∣
θ
+ bαF ji Ω
(
Dα, ∂uji
)∣∣∣
θ
+
+f ji B
αΩ
(
∂uji
, Dα
)∣∣∣
θ
= 0
⇔ (F j1 + bαF jα − f jαBα)∂uj |θ = 0
⇔ F j1 = f jαBα − bαF jα ∀j = 1, 2, . . . ,m.(39)
Equations (39) shows that the elements of PΣ are in one–to–one correspondence with the (n − 1)m–tuples
(B2, . . . , Bn, F j2 , . . . , F
j
n). In particular, we obtain a basis {ξ2, . . . , ξn, ξj2, . . . , ξjn} of PΣ by choosing F jα = 0 and
Bα = δαβ for the Xβ ’s (with β = 2, 3, . . . , n), and then choosing Bα = 0 and F
j
α = δ
β
αδ
j
k for the X
β
k ’s (with
β = 2, 3, . . . , n and k = 1, 2, . . . ,m). Notice that the values at Σ of the vector fields
Xα := ∂bα + f
j
α∂fj1
,(40)
Xαj := ∂fjα − bα∂fj1 ,(41)
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are, by construction, ξα and ξ
α
j , respectively, i.e., P is spanned by (40) and (41). Moreover,
[Xα, X
β
j ] = −2δβα∂fj1 .(42)
Observe that (40) resembles a total derivative, (41) is almost a vertical vector field, and (42) is reminiscent of
the well–known commutation relation of the standard non–holonomic frame of a first order jet space. The idea
is to look for a coordinate system which “turns right” formulas (40), (41) and (42). To this end, let
(43) (y2, . . . , yn, v1, . . . , vm, vj2, . . . , v
j
n)
be a new coordinates on PC, given by
bα := yα,(44)
f jα := v
j
α,(45)
f j1 := 2v
j − vjαyα.(46)
Then it is immediate to see that ∂yα + v
j
α∂vj = Xα, ∂vjα = X
α
j , and −δβα∂vj = [Xα, Xβj ]. In other words, (44),
(45) and (46) define a local diffeomorphism between PC and J1(Rn−1+m, n− 1), which sends P into the Cartan
distribution of J1(Rn−1+m, n− 1). 
Remark 3. The previous proof in coordinates is an adaptation of the proof found in [2]. A generalization of
this result states that the polar distribution is a prolongation of a certain natural system of PDEs on a type of
natural bundles. A precise statement with a coordinate invariant proof will appear in [3].
6.2. Applications to nonlinear PDEs. The polar distribution provides an important insight on the structure
of non–maximal integral elements of C which can be effectively used to study nonlinear PDEs: indeed, all the
proposed constructions stem from the contact structure on jet spaces and, as such, constitute a valuable source
of invariants. In a sense, the whole geometric theory of PDEs can be seen as a chapter of contact geometry,
where the meta–symplectic structure represents a sort of higher–order analog of the symplectic structure on
contact planes [8]. The importance of non–maximal isotropic elements is that among them there are the singular
solutions of a given PDE, which, in some cases,6 allow to reconstruct the equation itself. More precisely, to any
kth order PDE E ⊆ Jk(E,n) one can associate7 its s–type singularity equation (originally appearing in [12])
Σ[s]E ⊆ In−s(C),
which is, by definition, a contact invariant of E .8 Furthermore, Σ[s] can be equipped with the restricted polar
distribution, and this structure can be used to prove non–equivalence results.
Example 3 (A non–equivalence result). The 3rd order PDE E := {uxxyuyyy−u2xyy = 0} is not contact equivalent
to a quasi–linear one.
Proof. It will be accomplished as follows. First, we show that Σ[1]E contains PˇD, where D is the three–
dimensional sub distribution
(47) D = Span {D1, D2, ∂uxx} ⊆ C.
Second, we show that the polar distribution, restricted to PD, has dimension at least one. This means that Σ[1]E
contains a nonempty subset where the polar distribution is, at least, one–dimensional. Then we pass to the
singularity equation of a generic quasi–linear PDE, and we show that the polar distribution is zero–dimensional
in all the points. Hence, the two cannot be contact–equivalent.
Before proving the above–listed three steps, let us recall that E ⊆ J3(R3, 2), and also that the point θ ∈
J2(R3, 2) is fixed. The 5D Cartan distribution, which is generated by the two total derivatives9 D1 and D2,
and by the vertical vector fields ∂uxx , ∂uxy and ∂uyy , is denoted by C. Hence, the singularity equation Σ[1]E sits
in I1(C) = PˇC.
In preparation for the first step, it is convenient to identify characteristic covectors with their (one–dimensional)
kernels, henceforth called characteristic directions. Then, recall10 that the singularity equation Σ[1]E is made of
the projections of the characteristic directions for E : in other words, a line Σ ∈ PˇC belongs to Σ[1]E if and only
if there is a point θ˜ ∈ Eθ such that the corresponding integral plane Lθ˜ contains Σ, and Σ is a characteristic
6Multidimensional Monge–Ampe`re equations are a remarkable and well–known example of such PDEs [1]; a somewhat less
familiar though formally analog case has been studied by one of us (GM) in the context of 3rd oder scalar PDEs [11] in two
independent variables.
7Beware that now the symbol C denotes the whole Cartan distribution, not an its single plane.
8A pleasant review of the “fold–type” case, i.e., when s = 1, can be found in [14]; additional information about the more general
cases can be retrieved from the references therein.
9Here Di is truncated to the coefficients of 2
nd order, since it is a tangent vector determined by θ ∈ J2, for i = 1, 2.
10See, e.g, [14].
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direction for E at θ˜. Take now a generic line Σ = Span {D1 + aD2 + c∂uxx} ∈ PˇD, where a, c are projective
coordinates, and observe that the point θ˜ := (c, 0, 0, 0) ∈ J3(R3, 2)θ belongs, in fact, to Eθ. Since
(48) Lθ˜ = Span {D1 + c∂uxx , D2} ,
it is obvious that Σ ⊆ Lθ˜. Moreover, the symbol uyyy(dx)2dy − 2uxyydx(dy)2 + uxxy(dy)3 of E vanishes at θ˜,
i.e., all directions lying in Lθ˜ and, in particular, Σ, are characteristic ones. We conclude that Σ[1]E ⊇ PˇD, as
desired.
The second step is almost self–evident. Indeed, by comparing (48) and (47), one realizes not only that any
Σ ∈ PˇD is contained into the singularity equation Σ[1]E , but also that this very Σ sits into an integral plane Lθ˜
which is entirely contained into D. Hence, Σ belongs to a one–parametric family {Σt} ⊆ Σ[1]E each member
of which lies into the same Lθ˜. But {Σt} is an integral curve of the polar distribution, and it develops within
Σ[1]E : hence,
(49) dimP |Σ[1]E ≥ 1,
as promised.
Turn now to the third and last step and, towards an absurd, suppose that E is quasi–linear: hence, its symbol
is constant along the fiber Eθ. This fact reflects on the structure of the singularity equation Σ[1]E . Indeed, since
all integral planes Lθ˜, with θ˜ ∈ Eθ, are mutually and canonically identified each other, then it makes sense to
claim that the intersection
(50) Σ[1]E ∩ PLθ˜ = {Σ = Span {`} | q(`) = 0}
is made of the same three elements (possibly counted with multiplicity), which are the (real) roots of a fixed,
i.e., not depending on θ˜, 3rd order homogeneous polynomial q, which is the (in this sense, constant) symbol of
E . The same reasoning as above shows that any integral curve of P , passing through Σ ∈ Σ[1]E is tangent to
PLθ˜, but the intersection of the latter with Σ[1]E is 0–dimensional in view of (50), and hence dimP |Σ[1]E = 0,
contradicting (49). 
6.3. Concluding remarks and perspectives. The celebrated 1995 proof, due Bryant & Griffiths, of an old
conjecture of Sophus Lie shows that, under mild restrictions, any parabolic Monge–Ampe`re equation is contact–
equivalent to a quasi–linear one [5]. Example 3 above may be thought of as a negative counter–example of an
analogous property, but formulated in the context of 3rd order Monge–Ampe`re equations, which is an area little
explored so far (see [11] and references therein).
In spite of its simplified settings (low order PDEs, two independent variables, and s = 1), Example 3 should
help to realize what is the applicative range of the proposed geometric framework for the non–maximal integral
elements C.
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