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CAPÍTULO 1
INTRODUCCIÓN
La Economia como Ciencia se ha planteado desde sus inicios el propósito
de entender como funcionan los diversos fenómenos socio-económicos de la
realidad. Con ello se pretende, la sistematización de dichos fenómenos para
poder realizar predicciones sobre su evolución futura, elaborar diagnósticos
sobre la realidad económica, y proponer medidas con fundamento teórico para
alterarla o corregirla cuando esta resulta insatisfactoria.
El objetivo de esta tesis es aplicar las técnicas y herramientas de la
matemática del caos al estudio de la dinámica del ciclo y el crecimiento
economíco. Con ello, pretendemos mostrar cómo la utilización de sistemas
dinámicos no lineales en régimen de comportamiento caótico para la
modelización cualitativa de la dinámica económica, no sólo impone menos
restricciones que el análisis tradicional, sino que permite explicar de forma
endógena a través de modelos perfectamente deterministas, el comportamiento
irregular, aperiódico y escasamentepredecible observado en la evolución de las
economías reales.
No existe en la actualidad, una única definición rigurosa y aceptada con
generalidad de lo que se entiende por la teoría o matemática del Caos. Sin
embargo, y a modo introductorio podríamos decir que esta teoría del caos está
constituida por todo un conjunto de técnicas matemáticas que sirven para
estudiar el comportamiento de procesos que, aparentemente, se comportan de
forma aleatoria, aperiódicay carente de toda regularidad, aunque de hecho, su
desarrollo está determinado por reglas bien precisas, es decir, por leyes
deterministas.
Para unaprimera introduccióna lateoría del caos puede consultarse Lorcnz (1995). De
una forma más formal esta primera aproximación a la teoría del caos puede realizarse con
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1.1 Objetivos generales
o,
La razón por la que hemos decidido intentar aplicar las herramientas de la
ematemática del caos al estudio de la dinámica del ciclo y e! crecimiento
económico puede resuniirse con las siguientes palabras de Richard Goodwin,
uno de los primeros autores en destacar la importancia del uso de la
e
modelización de la dinámica económica a través de sistemas no-lineales y en
régimen de comportamiento caótico:«. como todos sabemos, las series
económicas temporales son altamente erráticas; así que nosotros debemos, me e
parece, tomar con seriedad estas nuevas lineas de investigación. Deberia
recordarse que el análisis probabilistico es una confesión de ignorancia parcial»
(Goodwin, 1996, p.l8)~ —
Esas nuevas lineas de investigación hacen referencia a los modernos
desarrollos englobados bajo la Teoría del Caos, y que han supuesto la tercera —
revolución importante dentro de laFísica, comparando sus efectos renovadores
en esta ciencia con los introducidos por la Teoría de la Relatividad y la
Mecánica Cuántica (Fernández Diaz, 1994, Pp 15-24). a’
Dicha revolución ha sido posible gracias a su aceptación y asimilación por
el conjunto de colectividad científica, fundamentalmente en el terreno de las mt
ciencias de la naturaleza —fisica, quimica, astrología, meteorología, biología.
etc.2—. Es precisamente la gran generalidad de situaciones dentro de distintas a,parcelas de la ciencia una de las características fundamentales de esta teoría o
matemática del caos. Nos estamos refiriendo a una primera propiedad de la
matemática del caos: la ubicuidad del caos (Lorenz, 1995, pp.149-I 54). Así, a,
aunque las aplicaciones iniciales han sido en la fisica, pronto pasaron ha a
aplicarse a todas las ramas o parcelas de la ciencia. Incluso su conocimiento ha
traspasado las fronteras puramente científicas instalándose en el conocimiento a,
general de la sociedad con una asombrosa facilidad Dicha aceptación parece
clara cuando ya en la sociedad en su conjunto se habla de la teoría del caos, del
efecto mariposa, de los objetos fractales, etc. Quizás esta aceptación general y mt
popularizada con su gran impacto social se explique por la utilización del
vocablo caos para referirse a este todavía joven campo de conocimiento3, ya
que esta teoría del caos pretende encontrar cierto orden, cierta regularidad mt
dentro del desorden, dentro del caos en su acepción tradicional, esto es, dentro
a,
Martin: Morán y Reyes (1995) y Alligood. Sauer y Yorke(1997).
2 Una amplia muestra de estas aplicaciones se puede encontrar en Hall <1991). a,
La primera vez que se utilizó ¡a palabra «caos» para referirse a esta parcela de
conocimiento fue en el articulo de Li y Yorke (1975):. «Peñad Ibree Implies Chitos».
Posteriormente, esta denominación se afianzó con la publicación del bes/-se¡lcr de James
Gleick. Chaus: making a new setence.
a,
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de la completa falta de forma o de organización sistemática, de una situación de
confusión y desorden.
Quizás deberíamos empezar por preguntamos que entendemos por orden,
Todo apunta a que el concepto de orden frente al de caos, más que ser una
propiedad intrínseca del fenómeno objeto de estudio, es una carácteristica que
el observador le atribuye al objeto observado. Dicha condición de orden se
atribuye a un objeto, fenómeno o situación, cuando el observador dispone de
una serie de puntos de referencia adecuados para [os fines que éste persigue,
una cierta forma de ver el fenómeno que le permite sistematizarlo ,entenderlo
y explicarlo -ordenarlo-. Por lo tanto el orden está asociado a algún criterio
ordenador: «El concepto de orden es siempre un intento de poner unidad y
articular relaciones en una multiplicidad de elementos, sea tal unidad inherente
alas cosas mismas o bienprovenga de nuestra forma de pensar»(Sabater, 1999,
p.l28)
La ciencia trata de encontrar una serie de leyes o relaciones causales que
permitenordenar los fenómenos de la realidad. Dichos criterios ordenadores de
la realidad pueden ser de distinta clase: determinismo causal, incertidumbre
causal —cuando se reconoce de manera explicita cierto componente aleatorio
desconocido en las relaciones de causalidad entre los elementos que forman el
fenómeno objeto de estudio—, ieyes de alcance general o universal, o leyes de
carácter específico. Tratamos de destacar la idea de que el orden es siempre
subjetivo y depende del observador. Pues bien, con la teoría o matemática del
caos se ponen a disposición del observador (del científico), un nuevo conjunto
de herramientas que le dotan de un nuevo patrón o punto de vista o criterio
ordenador para la realidad que nos rodea que permite explicar ciertas
regularidades observadas y que previamente sólo podían ser tratadas de manera
estadística.
La cuestión de cuando el uso de este nuevo criterio ordenador, es mejorque
el tradicional estadístico es una cuestión metodológica que nos lleva a la
evolución en el conocimiento científico. En principio, si con la matemática del
caos podemos explicar mejor ciertas cosas, podemos mejorar la predicciones,
por qué no incorporarla al conjunto de herramientas que tradicionalmente
utilizamos en el análisis de la realidad socio-económica.
A pesar de la generalidad con la que ha sido utilizada la matemática del caos
en las ciencias de la naturaleza existen todavía muchas reticencias para ser
utilizada, o mejor, para serincorporada plenamente ene! dominio de las ciencias
sociales, y en particular dentro de la economía (Rosser, 1999, p.l?O). Quizás
esta reticencia se explique porque esasaportaciones suponen comportamientos
de los agentes ad-oc sin fundamentación económica, y porque en el día de hoy
aún no existe evidencia clara a favor del caos en las series temporales. Esta tesis
pretende acercar este aún joven campo de conocimiento a la ciencia económica
para su estudio del fenómeno económico, mostrando la gran generalidad de
situaciones en las que puede ocurrir el caos.
e,
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Lateoria del caos determinista nació como un nuevo paradigma cientifleo
con el que se esperaba unificar las complejidades de todos los campos de la
ciencia. Esta aspiración se ha quedado en una utopia, y siendo menos
ambiciosos deberiamos hablar de la matemática del caos, como n conjunto de
herramientas, incluidas dentro de la dinámica no lineal, que permite explicar U
ciertas irregularidades o complejidades, quedandoinmersadentro de una familia
mas amplia de herramientas para el estudio de fenómenos complejos.
a
En esta tesis partimos de la proposición inicial de que la economía es un
sistema complejo y que su comportamiento es igualmente complejo. Existen
a
distintas denominacionespara la complejidad. Atían (1991, pp.22) identifica tres
tipos básicos de complejidad: la complejidad Algorítmica o del algoritmo, la
complejidad natural o de comprension y la complejidad probabilistica. La a,
primera hace referencia a la complejidad en la formalización y el diseño de una
máquina programada para cumplir una tarea. Esta complejidad algorítmica es
cuantificable. La medida de complejidad viene dada por el tiempo necesario de
cálculo para resolver un problema, o mínimo número de instrucciones de un
programa en la máquina de Turing —Ordenador Ideal— para realizar una tarea.
La tercera hace referencia al grado de ignorancia explicativa, a la incertidumbre e
probabilistica —por carencia de información o imposibilidad práctica de su
tratamiento sistemático— dentro de una estructura observada. También es
cuantificable a través de la probabilidad como medida de la incertidumbre. La a
segunda la complejidad natural o de compresión representa más una intuición,
no cuantificable, sobre nuestra dificultad para comprender una exposición, una
idea. a’
Otras definiciones de complejidad hacen referencia simplemente a la que
podriamos denominar complejidad estructural, o número de grados de libertad, a’
de elementos fundamentales que componen el sistemaDesde otra perspectiva,
Woldrof(1994, pp.9-l3) que define los sistemas complejos como aquellos que a
poseen las siguientes tres propiedades a la que nosotros añadimos una cuarta:
1) Auto organización —Estos sistemas pueden estar compuestos por a
muchas partes pero organizados de forma espontánea—
2) Adaptavilidad —existe un proceso de adaptación o cambio o reacción
entre el sistema y su entorno— mt
3) Dinamismo —los sistemas complejos son esencialmente dinámicos en el
sentido de que su estado presente va a estarnecesariamente influido por
lo que le haya ocurrido en el pasado— a,
4) Son sistemas No-lineales —a los que no se les aplica el principio de
superposición: El todo es más que la mera suma de las partes—.
mt
Estas cuatro regularidades de los sistemas complejos son el objeto de
estudio de lo que ha venido a denominarse ciencia de la complejidad (véase
Rosser, 1999), en la que se sostiene que la complejidad no proviene de factores U’
exógenos al sistema, sino que emerge de forma endógena del propio
comportamiento o flincionamiento del mismo.
mt
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Desde esta perspectiva, los sistema complejos senan aquellos gobernados
por un gran número de fuerzas inter actuando entre sí, con la propiedad de una
autoorganización espontánea, que sonadicionalmente adaptativos, es decir, que
no se limitan únicamente a responder a los sucesos de forma pasiva, sino que
por el contrario tratan activamente de adaptarse a esos sucesos para poder
tomarventaja de los mismos. y que porúltimo poseen un tipo de dinamismo que
los hace cualitativamente diferentes de los objetos o fenómenos estáticos que
son simplemente complejos como un ordenador o un chip4
El estudio de estos sistemas complejos se ha realizado tradicionalmente a
través de modelos que incluían componentes estocásticos, es decir,
considerando que los sistemas lineales en equilibrio estático estaban sujetos a
perturbaciones puramente aleatorias. La matemática del Caos supone una
posible via alternativa para el estudio de comportamientos complejos junto a
otros instrumentos como la teoría de las catástrofes de Rene Tom —que tuvo
cierta profusión en la economía sobre todo en la década de los 70 y 80— y la
teoría de la sinergia —que aunque todavía ha sido escasamente utilizada en
economia puede constituir un importante instrumento para el análisis dinámico
de sistemas en el que coexisten multitud de subsistemas interactuando de
manera cooperativa pero no deliberada y creando asi una autoorganización no-
lineal del sistema (véase Gandolfo 1997, p. 535) ~—.
Otro ejemplo seria los mercados constituidos por un gran nñmero de agentes
interactuando (oferentes demandantes ~‘ gobierno) bajo ciertas restricciones (nonnas
establecidas en los mercados a través de normas o reglas legales o no que condicionan las
decisiones de los agentes que en él intervienen) y que adquieren una autoorganización por
ejemplo en sistemas de libre mercado o de economía mixta de mercado. Los mercados
responden a cambiosen los estilos de vida. preferencias de los consumidores, inmigración o
cambios en las dotaciones de factoresproductivos), nuevos desarrollos tecnológicos. cambios
en la estructura de costes (materias primas productos energéticos. salarios, etc).
La teoria de la sinergia ha sido aplicada en economía para estudiar los rendimientos
crecientes a escala —las propias fuerzas el mercado hacen que la economía se autoorganice.
haciendo uso de los rendimientos crecientes—. Ejemplo económico lo pone Woldrof (1994.
pp.45-46) cuando un agente debe afrontar la decisión de comprar un coche de entre dos
posibilidades A y E que le resultan completamente indiferentes. Sus decisiones se basan
entonces en cuestiones de confianza o de costumbre preguntando a otros agentes conocidos
y que le merecen confianza, si da la casualidad de que pregunta a tres y dos de ellos se han
comprado el A y le dicen que les ha dado buen resultado, seguramente él se decidirá ha
comprar el A. En el mercado entonces habrá un consumidor más de A por lo que si le
preguntan a él dirá A. y habrá más posibilidades de que un nuevo consumidor se compre el
A que el E. aunque inicialmente haya el mismo número de usuarios del A que del E. Existen
por tanto rendimientos crecientes. Hasta ahora: Rendimientos decrecientes siguiendo el
enfoque neoclásico —No existe papel para la política económica más que por ollado de la
oferta. regular el buen funcionamiento de los mercados—. Bajo el supuesto de los rendimientos
crecientes, si existe posibilidad activa para la política económica que mejore el bienestar de
¡a sociedad, ya que en muchos casos las opciones finalmente adoptadas no tienen que ser las
más eficientes (ejemplo VHS vs. BETA). Además el problema había sido que no se sabia
como modelizar esas situaciones de rendimientos crecientes: la aparición de la teoria sobre
la competencia imperfecta, problemas de información, beunded rationahly. permite un
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En adelante nos referiremos a una definición muy concreta de lo complejo,
al comportamiento complejo de sistemasen el sentido de irregularidad, es decir,
supondremos que un sistema presenta un comportamiento complejo cuando su
evolución sea irregular, sin que aparentemente siga una pauta o regla precisa en
su evolución, esto es, presenta dinámica compleja. Así, podemos encontramos
con sistemas sencillos hablando en sentido estricto, es decir, con bajos grados
de libertad, con una simplicidad relativa, pero que presenta un comportamiento
altamente irregular y aperiódico, aunque de hecho siguen una leyes bien
precisas. Precisamente estaremos interesados en lo que podría denominarse
como caos de baja dimensión: nos interesa especialmente analizar cómo a través u
de leyes de movimiento sencillas, aunqueno-lineales, el sistema puede presentar
comportamiento complejo
e
Esta es una de las propiedades de la matemática del caos que queremos
explotar en nuestra aplicación al estudio del ciclo y el crecimiento económico:
permite estudiar fenómenos con comportamiento complejo que sin embargo U
siguen leyes deterministas sencillas. La relación causal utilizada por la
matemática del caos para explicar ciertas regularidades empíricas es de carácter
dinámico. Es por ello, que comenzaremos el próximo capitulo 2 repasando los
principales elementos de los sistemas dinámicos, entre los que se encuentran los
sistemas caóticos.
a
Los sistemas caóticos se caracterizan porque en su evolución sigue un
comportamiento de equilibrio dinámico irregular, aperiódico y escasamente a,
predecible. Es por ello, que la consideración de estos sistemas caóticos supone
una ruptura frente a la visión tradicional de los sistemas dinámicos
deterministas. Hasta la aparición del caos, y debido a la regularidad que a,
alcanzaban las soluciones en equilibrio de los sistemas dinámicos conocidos
(lineales o linealizables), era necesaria la introducción de comportamientos
estocásticos en los sistemas deterministas para poder explicar la complejidad e a,
irregularidad observada en la evolución temporal de multitud de fenómenos
dinámicos. Esa dualidad entre los sistemas deterministas y los sistemas
estocásticos ha quedado rota con la consideración de los sistemas caóticos~, que e
se sitúan en una posición intermedia, haciendo necesaria la distinción, dentro del
ámbito puramente determinista, de la dinámica simple frente a la dinámica
compleja (Day 1994, Pp. 19). La dinámica simple será aquella que converge a
comportamientos ciclicos regulares y puede considerarse como simple porque
puede caracterizarse perfectamente por un número finito de valores que se
mtrepiten de forma periódica a intervalos fijos de tiempo. La dinámica compleja
estudio rigurosos de esas situaciones) u
La teoría de la sinergia, por otro lado, abre una puerta para la comprensión del nexo
perdido entre la micro y la maroceconomia, esto es, aquello que ha venido a denominarse —
como la microfimdamentación del comportamiento agregado de las economias.
6 Sobre elpapel de los sistemas caóticos en la ruptura de la polémica detenninismo VS —
indeterminismo véase Prigogine (1997) y Fernández Diaz (1995).
a,,
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será aquella que converge a comportamientos ciclicos irregulares y aperiódicos
sin necesidad de introducir componentes estocásticos (caos determinista). Nos
encontramos de nuevo ante la ruptura del dualismo tradicional entre sistemas
deterministas y estocásticos, situándose el caos determinista en una posición
intermedia. Haciendo referencia a la visión tradicional del determinismo,
podríamos calificar entonces a los sistemas caóticos, haciendo uso de las
palabras del profesorFernández Díaz, como de asintóticamente deterministas,
debido precisamente a esa necesidad de conocimiento del estado del sistema con
exactitud infinita para poder determinar de forma exacta la evolución fritura del
sistema
El caos, presenta una propiedad que tratamos de aprovechar aquí. Nos
referimos a su capacidad para explicar ciertos fenómenos complejos a partir de
leyes o modelos relativamente sencillos. No tratamos con ello de afirmar que la
economia se comporta de manera puramente determinista aunque caótica.
Pensamos más bien que en la dinámica real coexisten por el contrario
comportamientos estocásticos y deterministas. A pesar de esto, la matemática
del caos conduce irrevocablemente a un cambio de paradigma. No nos podemos
limitar ya al recurso reduccionista de los modelos lineales, que necesariamente
deben recurrir a factores exógenos para explicar la irregularidad. Con el caos
se explica de manera endógena ese comportamiento errático que emerge del
flmncionanijento del propio modelo, sin necesidad de recurrir obligatoriamente
al supuesto de los shocks estocásticos y estocásticos recurrentes..
Se produce por tanto un cambio de paradigma: se pasa de la linealidad
reducionista heredada de la tradición mecanicista de la época de Newton (S.
XVIII)ala ciencia de la complejidad(S. 50(I), dentro de la cual debe integrases
como uno de sus componentes la teoría del caos. Este cambio de paradigma
implica también un cambio en el objeto de estudio: Se pasa a estudiar el todo,
después de muchos años donde la preocupación ifindamental era estudiar las
partes más simples y pequeñas por separado con el pensamiento de que ello
conduciría a un mejor conocimiento del propio sistema. Detrás de esa forma de
proceder se encontraba la postura reduccionista de la linealidad y el principio
de superposición el todo es la suma de las partes. Bajo esta postura, y
túndamentalmente desde la ortodoxianeoclásica se ha llegado con un alto grado
de formalismo matemático riguroso con el propósito de seguir a la Física, para
ser asimilables a la ciencia Física o Química debemos ser exactos y rigurosos.
Sin embargo en la Física se ha producido un Salto que todavía no ha sucedido
de manera clara en la economia. Ese formalismo no ha conseguido sin embargo
un entendimiento profundo de la realidad económica, lo que es más, recordando
el carácter normativo o finalista que inevitablemente posee la ciencí, no se han
conseguido solucionar muchos de los problemas que disminuyen el bienstar de
las economias: pobreza paro, etc.
Los fenómenos complejos por el contrario son fenómenos no lineales, es
decir, en los que el todo es algo más que la mera suma de sus partes. Esas
panes estás inter conexionadas y se establecen unas retroalimentación o
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¡eedbaúk positivo entre cada una de esas partes y el todo, de forma que el todo a,
es algo más que la suma de las panes Quizas en esta no-linealidad reside la gran
dificultad que existe en economia a la hora de tratar de ir desde el
comportamiento microeconórnico al comportamiento macro —problemas de la a,,
agregabilidad y separabilidad, etc, que han conducido a la introducción de
supuestos extremos como el del agente representativo—. El estudio de los
sistemas bajo el paradigma de la no-linealidad asume explícitamente que el todo mt
es algomás que la suma de las partes, negando así el principio de superpostuon.
Hasta la aparición de la matemática del Caos, el único instrumento del que a,
se disponía para tratar los sistemas con comportamiento complejo era la teoría
de la probabilidad, de forma que esa irregularidad se suponía que venia
determinada de forma aleatoria por algún tipo de proceso estocástico lo que
explicaba también la falta de predicciones precisas pora esos sistemas con
comportamientocomplejo. Siguiendo este enfoque se han desarrollado multitud
ade avances en el terreno de la teoría de la probabilidad y de procesos
estocásticos para tratar de ajustar de la mejor forma posible el comportamiento
observado del sistema —avances muy significativos en la econometría) con el fin
ade mejorar las predicciones etc. Con la aparición de la teoría del Caos, se
dispone de un instrumento adicional que pensamos que no debe rechazarse sin
más, ya que éstos proporcionan una via para endogeneizar la irregularidad a,
observada en las series económicas, permitiendo un mejor entendimiento de]
fenómeno económico—y también tal vez, las predicciones -aunqueeso no quiere
decir que el ajuste puramente econométrico no ajuste bastante bien este mt
comportamiento irregular.
a,
1.2 Estructura de la Tesis
a
Podemos concretar ahora algo más el propósito que tratamos de alcanzar
en esta tesis. El objetivo que se pretende alcanzar en esta tesis, es el de explicar
endógenamenle, o al menos tratar de entender algunas de las características u’
cualitativas del proceso dinámico del crecimiento económico: Crecimiento
irregular, aparentemente aleatorio e impredecible. a,
Las herramientas que utilizaremos para tal fin, las proporciona la Teoría o
matemáticas del Caos: Trataremos de encontrar los mecanismos que generan a,
el “desorden” en el movimiento, recumendo a los modelos tradicionales (que
muestran como se produce el cambio en el estado dinámico) que son no
caóticos y por tanto deben recurrir a factores exógenos aleatorios para explicar a,
estas características cualitativas. Es decir, recurriendo a las relaciones de
feedback presentes en estos modelos, estudiaremos como se produce la ruta
hacia el caos, desarrollando lo que Day denomina ejercicios de dinámica a
comparativa.
Para ello será necesario, tras repasar las principales aportaciones en cuanto mt
a
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a los modelos de crecimiento, ciclos y desarrollo, construir algun modelo
general no lineal donde se integren estas visiones alternativas del crecimiento.
La exigencia de relaciones no lineales (Las variables en las ecuaciones no son
directamente proporcionales entre si, sino que varian como la raíz o alguna otra
potencia no unitaria) vendrá dada por una doble motivación:
1) Aceptado que la actividad económica es intrínsecamente dinámica y por
tanto todo intento de representación de la misma mediante algún modelo de
relación debe tenerlo presente, hemos de aceptar que dicha relación es también
no lineal (de hecho Estas relaciones se usan en La teoria microeconómica
Curvas de indiferencia fUnción de producción), y por tanto debemos apartarnos
de la modelización lineal tradicional aunque esta sea realmente atractiva por su
sencillez.
2) Por otra parte, la existencia de no linealidad hace posible la aparición de
trayectorias caóticas en el estado de los sistemas, es decir, que a partir de
relaciones simples y deterministas con la única exigencia de no-linealidad,
permite explicar de forma endógena la incertidumbre existente en la evoluión
de estos modelos,
De esta forma habremos conseguido un avance respecto a los modelos
tradicionales al no tener que recurrir a factores exógenos (no explicados dentro
del propio fUncionamiento delmodelo, y que no se ven afectados por el mismo)
dichas características cualitativas del proceso de crecimiento.
Estamos hablando del Caos determinista. Una visión que se aleja del
determinismo reduccionistay del indeterminismo total de Popper, y que permite
la existencia simultanea de un sistema que es intrinsecamente determinista
(aunque no lineal) bajo ciertas condiciones (que trataremos de determinar) sea
simultáneamente impredecible aleatorio incertidumbre, cuando existen
comportamientos caóticos (Alta sensibilidad a las condiciones iniciales, y a
pequeñas perturbaciones, junto que nuestra incapacidad de una perfecta
medición, o perfecto conocimiento de la realidad que tratamos de explicar, en
economia por ejemplo, los errores de medida).
En las ciencias sociales no-experimentales nos encontramos ante una doble
dificultad ¡netodológica a la hora de analizar sistemas o fenómenos bajo el
prisma del caos. Nos referimos por un lado, a que no podemos hacer
esperimentos controladossobre el fenómeno económico para estudiar bajo que
situaciones surgen comportamientos complejos. En segundo lugar, tampoco se
conocen excatamente cuales son las verdaderas leyes que rigen el fenómeno
económico por lo que tampoco podemos sustituir la experimentción por la
simulación del fenómeno por ordenador haciendo uso de sus leyes de
comportamiento. Debido a estas dificultades, que la forma de analizar el caos
en la economía difiere en cierta medida del método de investigación en las
ciencias de la naturaleza: En una primera etapa se estudia laposibdidadteórica
de que aparezca comportamiento caóticoen los modelos existentes o conocidos
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que intentan representar, aunque sea de manera aproximada, el fenómeno
PC
economico. Cundo se observa que es posible que en los modelos teóricos
surga el caos, ello no implica que la economía real se compone de hecho de
manera caótica, sin simplemente, que existen modelos con mayor o menor
fundamento económico donde bajo ciertas condiciones puede aparecer
comportamiento caótico determinista. Se justifica asi que al menos desde un
plano teórico la economía puede presentar comportamiento complejo sin
necesidad de introducir supuestos sobre la existencia de variables aleatorias en
la economía. (Tampoco quiere decir que no sea necesario introducir
componentes estocásticos para que la economia presente comportamientos
complejos, que de hecho, la economia real esté exenta de perturbaciones o
ruidos aleatorios.) Además en este punto hay que recordar el comentario
anterior sobre la Econofisica y la critica de Lucas, es decir, que no resulta en e
absoluto correcto laaplicación de las leyes tomadas de la fisica -que se sabe que
representan perfectamente, o determinan perfectamente el comportamiento de
ciertos fenómenos fisicos reales- y utilizarlos ad-hoc al estodio de fenémenos t
económicos. Sabemos por el contrario que el análisis riguroso de la economia,
si se quiere evitar la crítica de Lucas, debe basarse un una fUndamentación
mícroeconómica rigurosa del comportamiento de los agentes (por ello mt
dislinguifemos eritté lo qUé talificaremos módélós désétiptivó<-qúéáóiiútités
sin duda para describir y entender como evoluciona la economía pero que
carecen de una fUndamentación microeconómica rigurosa-, y los modelos con
fundamentación micro. (Hay que recordar que esta polémica en torno a la
fUndamentación micro del comportamiento macro tiene ya una larga historia a,
Polémica entre visión keynesian-Neoclásica, que en absoluto se inicia con al
consideración del comportamiento complejo. Este comportamiento complejo
puede aparecer en ambos tipos de modelos, por lo que es una característica a,
común a ambos y que tiene su origen en la matemática y no en los supuestos en
los que se basan los distintos modelos o enfoques económicos: pensamos que
la teoría del caos puede unificar a los distintos enfoques sólo en la posibilidad a,
de que haya caos -igual que en el enfoque lineal más perturbación de Frisch-
Slutsky, utilizado por neoclásicos y por autores como Kalecky, pero no más,
seguirá habiendo una disgresión sino enfrentamiento entre las distintas escuelas e
de pensamiento, que puede ser bastante fructífera—modelos neokeynesianos—
Distintas aportaciones segúnque escuela de pensamiento conducentambién mt
a distintas propuestas de politica económica. La consideración de sistemas
caóticos también introduce algunos cambios en lamanera de plantear la política
económica, y sobre ello nos centraremos en el capitulo7, cuando veamos las a
criticas endógenas a la hipótesis de las expectativas racionales, o a la hora de la
predicción y los retardos temporales o a la propia eficacia de la politica a,
coyuntural y la forma de plantearla cuando se hace referencia a la bifúrcación
o el cambio cualitativo en el régimen de comportamiento seguido por el sistema
cuando se realizan ejercicios de dinámicacomparativa en base a estos modelos u’
—se escapa al proposito de esta tesis, aunque se tiene en consideración para
próximas investigaciones los problemas asociados al control eficiente y óptimo
de los sistemas cuando estos se comportan de manera caótica-. a,
a,
‘e
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Por otra parte y ante la imposibilidad de realizar experimentos controlados
y como consecuencia de no disponer de teorías válidas de forma general
aceptadas. En una segunda etapa del análisis de la posibilidad de
comportamiento caótico en sistemas económicos, debe tratarse de contrastar la
hipótesis de si la series observadas pueden ser las soluciones a un sistema en
régimen de comportamiento caótico aunque las leyes de comportamiento de
dichos sistemas sean totalmente desconocidas. O por el contrario, si son las
soluciones a sistemas dinámicoslineales estocásticos: quetambién proporcionan
dinámica compleja, pero de forma exógena (superponiendo comportamientos
puramente aleatorios). Este tipo de análisis tendrá importantes implicaciones:
tanto desde el punto de vista teórico ya que obliga a la reformulación de las
distintas teorías en un entorno plenamente no-lineal, y en el que se de cabida a
la existencia de equilibrios dinámicos distintos a la punto fijo. En tema de
predicción, ya que cuando estamos ante sistemas caóticos de baja dimensión,
es posible mejorar las predicciones basadas en sistemas lineales estocásticos (el
objetivo de la economía no es la predicción o no es sólo la predicción, es algo
más, es formular teorías que sirvan para entender el fenómeno económico, para
realizar diagnosis de la realidad, a demás de predicciones y para servir de base,
de fUndamento riguroso, para el proceso de política económica. Así que
dedicaremos un tema a las implicaciones para la política económica de la
presencia de caos en sistemas: hay que reformular la politica económica,
dirigirla a un enfoque dinámico, donde el objetivo de la estabilización se afronte
por el control de los distintos regimenes de comportamiento y no tanto por el
valor que tome la variable en cada instante del tiempo, suponiendo que esta no
es de equilibrio, porque dicho equilibrio hace referencia al punto fijo.
Por esa necesidad vamos a organizar la tesis de este modo. La tesis
comienza introduciendo las principales técnicas y herramientas de! caos
determinista. Posteriormente se repasan los principales ingredientes del análisis
tradicional del ciclo y el crecimiento económico, esencialmente lineal, y porello,
necesitado de la superposición de perturbacionespuramente aleatoriasexógenas
para explicar la irregularidad observada en la dinámica económica. A
continuación se muestra como esas técnicas del caos determinista pueden ser
aplicadas al estudio teórico del crecimiento económico cíclico irregular
endógeno a través de reglas o leyes deterministas estructuralmente simples
aunque no-lineales. Se destaca a su vez las implicaciones que para la política
económica se desprenden del caos determinista, en particular la posibilidad de
que la política económica recupere el papel activo en la estabilización,
regulación o control de la dinámica económica que el enfoque tradicional
neoclásico le había negado. Terminamos aplicando las técnicas de la
matemáticas del caos para tratar de detectar evidencia empírica de
comportamientos caóticos en la dinámicasubyacente en la evolución observada
en las principales series temporales de la economía real española. Anque los
resultados de este análisis empírico no resultan concluyentes en cuanto a la
hipótesis de caos determinista si parece clara la evidencia a favor de la
existencia de estructuras dinámicas no lineales en la mayoría de series
temporales consideradas.
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CAPITULO 2
ELEMENTOS DE LAMATEMÁTICA DELCAOS (1)
DEFINICIÓN DE CAOS DETERMINISTA.
Como ya seha comentado, la matemática delcaos constituye una alternativa
al análisis estadístico o probabilístico de los fenómenos que se comportan de
manera compleja o no regular. Precisamente, el estudio de los sistemas caóticos
sejustifica por laexistencia de un gran número de fenómenos de la realidad que
presentan una evolución temporalaparentementealeatoria. irregular. aperiódica
y escasamente predecible. Con la matemática del caos es ahora posible la
representación y explicación de esa complejidad en la dinámica de ciertos
fenómenos a partir de modelos perfectamente deterministas y estructurainiente
simples. El caos determinista abre así una opción intermedia entre los sistemas
deterministas de la dinámica clásica —regulares. periódicos y perfectamente
predecibles— y los procesos de dinámica puramente aleatoria —irregulares,
aperiódicos y escasamente predecibles.
Como ya adelantamos en el anterior capítulo, tres son las propiedades
fUndamentales que caracterizan a los sistemas caóticos:
• Son procesos dinámicos no-lineales, es decir, presentan retroalimentación
entre sus variables de estado con desfase temporal no-lineal.
• Las soluciones a estos sistemas dinámicos no-linealespresentan una elevada
irregularidad y aperiodeidad.
• Son sistemas con una dependencia sensitiva a las condiciones iniciales.
La matemática del caos, es decir, el conjunto de herramientas que tienen
como objeto de estudio de los sistemas caóticos —más adelante daremos una
definición precisa de dichos sistemas—, caen de lleno, por tanto, dentro del
ámbito del análisis de los sistemas dinámicos. En este capitulo repasamos
algunos de los conceptos fUndamentales de dichos sistemas con el objeto de fijar
el entorno en el cual encuadrar a la teoría del caos. Una vez, introducida la
definición y los principales elementos de la dinámica caótica, estaremos en
condiciones de utilizar estas herramientas para el análisis de la dmamica del
ciclo y el crecimiento económico.
..~ncomflC
CAPrTULO 2. ELEMENTOS DE LA MATEMATJCA DEL CAos (1) 2-2
a,
e
2.1. Concepto y clasificación de los sistemas dinámicos.
es
En esteapanado repasaremos los aspectos más significativos de los sistemas
dinámicos, como son el propio concepto y clasificación de los sistemas a
dinámicos, qué es la solución a un sistema dinámico y qué se entiende por
equilibrio dmaimco.
a,
¿Qué es un sistema dinámico?
a
La Dinámica, en términos generales. hace referencia alestudio matemático
del movimiento y de las fUerzas que lo generan. Con el análisis dinámico se
mtenta determinar cómo cambian las cosas, porqué ocurren esos cambios y e
cómo pueden ser controlados o modificados. Un sistema o un fenómeno se dirá
dinámico si está sometido al cambio respecto a una o varias variables.
exigiéndose adicionalmente que en dicho cambio exista una relación de a,
retroalimentación o feed-back. es decir, que el movimiento al que se vea
sometido e] sistema dependa, entre otros factores, de la situación en la que se
a,haya encontrado el propio sistema anteriormente. Podemos definir, por tanto.
el estado de un sistema, como toda aquella información necesaria para poder
determinar qué es lo que el sistema hará a continuación. a,
Cuando se analiza el cambio respecto a una única variable hablamos de
sistemas dinámicos ordinarios. Cuando el sistema puede cambiar respecto a dos a,
o más variables se habla de sistemas dinámicos en diferencias o derivadas
parciales. En economíase trata normalmente con sistemas dinámicos ordinarios
donde la variable respecto a la que se considera que cambia el sistema es el e
tiempo, es decir, su propósito es el de estudiar la evolución temporal de los
fenómenos económicos. Es por ello que en adelante nos referiremos siempre a
este tipo de sistemas que cambian o evolucionan en el tiempo1.
e
Los sistemas dinámicos están constituidos por un conjunto de elementos,
cuyo estado en cada instante del tiempo se caracteriza a su vez por el valorque a
tomen un conjunto de variables x
1, x~ denominadas variables de estado,
entre las que existen relaciones matemáticas llamadas leyes o ecuaciones de
movimiento o evolución (Fernández Diaz, 1994, Pp. 29). Un sistema dinámico
quedará determinado, por tanto, por un sistema de relaciones fimcionales
—tantas como variables de estado tenga el sistema— en las que se hace explicita a,
la retroalimentación temporal entre las variables que definen el fenómeno
a,
1 Aunque el use en economía de sistemas dinámicos en derivadas parciales es todavía
escaso, existen algunas aplicaciones como por ejemplo en el análisis de la econornia espacial
(Puu. 1991) y en la valoración de activos financieros (Fernández Díaz, 2000. pp.243-250).Para el estudio general de sistema en derivad s pa ciales pue econsultarse Peral (1995). U’
a,
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dinámico. Dicho de otro modo, los sistemas dinámicos están formados por n
ecuaciones dinámicas, expresando cada una de ellas cómo cambian en el
tiempo cada una de las variables de estadcí.
Estos sistemas pueden clasificarse. siguiendo distintos criterios no
exeluyentes. como sistemas en tiempo discreto y tiempo continuo, sistemas
autónomos y no autónomos. lineales y no-lineales, deterministas y estocásticos.
Sistemas dinámicos en tiempo discreto y en tiempo continuo
Los sistemas dinámicos admiten distintos criterios de clasificación no
exeluyentes. Una primera clasificación de los sistemas dinámicos es aquella
que distingue entre los sistemas diferenciales y los sistemas en diferencias. Un
sistema dinámico en tiempocontinuo o un sistema de ecuaciones dilérenciales
puede representarse de forma genérica como’:
i4tf$x1(ttxdtt....x,(t).t)
donde j E dr (t)/dt . es decir, que cada ecuación en (2.1) representa la derivada
respecto al tiempo de cada una de las n variables de estado. El sistema (2.1)
puede representarse también de forma compacta como:
£rf(x.t) xeDclR” teR (2.2)
donde x=xft)=(x1ft). xjt), x3Ú), ... ,xjt))’ es el vector de variables de estado o
vector de Estados. Este vector de estado es una función del tiempo. Sin
embargo. por motivos de simplicidad, en adelante omitimos la variable
temporal t en su designación. Por otra parte. fD c 1W —41W es un campo
vectorial cuyo dominio D es el espacio de los estados o espacio de frises. El
campo vectorial nos indica la pendiente o variación en el tiempo de cada punto
del espacio de estados XCDGIW .Este espacio contiene a todos los posibles
estados que puede adoptar el sistema y su dimensión estará determinada por el
número n de variables de estado del sistema
2 Existen numerosos textos que tratan sobre el estudio de sistemas dinámicos. Podemos
citar entreotros Edwards y Penney (1986), Luenberguer (1979)o Zilí (1988). Para un análisis
de los sistemas dinámicos ordinarios y sus aplicaciones a la economía puede consultarse
Gandolfo (1997).
Hemos representado, sin pérdida de generalidad un sistema diferencial de primer orden
de dimensión n. En general, el orden de una sistema diferencial viene dado por el orden de la
máxima derivada respecto al tiempo que aparezca en dicho sistema. En adelante trataremos
únicamente con sistemas dinámicos de primer orden, ya que tras un adecuado cambio de
variables, un sistema de cualquier orden superior al unitario siempre puede transformase en
otro equivalente de mayor dimensión pero de primer orden.
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Un sistema dinámico en tiempo discreto o un sistema de ecuaciones en
diférencias finitas puede a su vez representarse como:
&r., zzf(x (k).x4k)...s(k).k) (2.3)
e
eonk= a i, 2, 3.... “y donde dx, sx,ck-4- ])-x,(%. por lo que el sistema (2.3).
4puede rescribirse como-:
e
x
1 (k+ 1) t1 (x1 (k).x,(k)....x$k>.k)
x2(k+1 )tf/x(ktx/k)....sik).k) (2.4) a,
o en forma compacta: u
x(k±l)=f(x(kgk) : xeD¿zIW : kcN (2.5)
a
donde nuevamente, .cx(ky=(x1(k). x~(k), x3(k) v,(k)) ‘. representa el vector
de variable de estados o vector de estado del sistema en el espacio de estados
n-dimensional D.
De lo anterior se désprende que ladifereficifffundaméntal entre los sistéffiás a,
en tiempo discreto y en tiempo continuo se encuentra en que mientras que en
los primeros el incremento temporal de referencia, Alo, es finito, en los
segundos el incremento temporal seconsidera infinitesimalmente pequeño. Así, e
la relación entre sistemas en tiempo discreto y continuo puede establecerse
como:
a,
dic
x hm ¡ (2.6)di A¡’Ak-O Alo a,
En realidad, el único requisito que debe cumplirse es que ¡1k sea finito y regular, de e
formaque a partir de un instate inicial 4<,, los instantes siguientes k,, k,, 4 puedan escribirse
como k,w-Jk, 4±24*,k«i-3Jk, ... Nosotros consideramos, sin pérdida de generalidad, que
flk~l y k,=O). Posteriormente introduciremos la posibilidad de que la variable temporal 4 a,
tome valores negativos cuando hablemos de reversibilidad. De momento sólo consideramos
la evolución hacia adelante en el tiempo.
De manera análoga al caso continuo, los sistemas en tiempo discreto de primer orden a
engloban a los de cualquier otro de mayor orden. En este caso, el orden de un sistema dinámico
en diferencias viene dado por el máximo retardo de la variable de estado que aparezcaen sus
ecuaciones. Nosotros trataremos sólo con sistemas de primer orden porque, nuevamente, tras a,
el oportuno cambio de variable siempre es posible encontrar un sistema en diferencias de
primer orden equivalente a otro de orden superior.
a,
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Ambas representaciones para los sistemas dinámicos están conectadas, por
tanto, por el paso a] límite (2.6). Es por ello, que la utilización de sistemas en
tiempo discreto o continuo será, en la mayoría de los casos una cuestión de
conveniencia. Debido a que la dimensionalidad necesaria para que aparezcan
comportamientos caóticos en los sistemas en diferencias finitas es menor que
para el caso continuo, muchos de los ejemplos que desarrollaremos
posteriormente vendrán representados de forma discreta, aunque. dichos
modelos siempre podrán generalizarse paramostrar el mismo comportamiento
cualitativo cuando se representan en forma dc sistemas diferenciales.
Sistemas dinámicos autónomos y no-autónomos.
Un sistema se dice autónomo cuando la variable temporal de referencia (4
ó t) no aparecen de manera explícita en las relaciones funcionales del sistema.
En los sistemas autonomos, por tanto, la variable temporal sólo afecta al
sistema de manera indirecta a través de las variables de estado x(/c) o xi?,). Es
decir, el cambio del sistema depende del valor que tome la variable de estado
pero no del tiempo de forma directa.
Una propiedad de los sistemas no-autónomos como (2.2) y (2.5). es que
mediante un apropiado cambio de variable siempre se pueden rescribir como
otros autónomos equivalentes aunque de mayor dimensión. Dicho cambio de
variable implica incorporar una nueva variable x,.1=’t con su correspondiente
ley de movimiento: ~ =]o Ax~.< ‘=1. Es por ello que a partir de ahora nos
referiremos de forma genérica a sistemas dinámicos autónomos, que en tiempo
continuo y en tiempo discreto pueden representarse respectivamente como:
.‘Yflx) ; xcDc}R> wlR (2.7)
x(k-’-1)=f(x(k)) ; XEDCJR~ loeN (2.8)
Un caso particular entre los sistemasno-autónomos es aquél en el que a los
campos vectoriales(2.7) y (2.8) se añaden unas fuerzasexógenas a laevolución
del propio sistema que se utilizan para controlar su evolución. Estas fuerzas o
variables de controlrepresentan. como decimos, unaacción exógena al propio
sistema en el sentido de que la evolución de éstas afecta al comportamiento del
sistema sin que. en principio, se de la dependencia inversa.
Las variables de control pueden actuar superponiéndose a la acción del
sistema dinámico —control aditivo—, o sobre los propios parámetros que definen
dicho sistema —control paraméí’rico—. Si denominamos por g(t) y ,¡¿~) a las
variables de control aditivo y paramétrico respectivamente, el sistema dinámico
(2.7)-(2.8) podrá escribirse entonces como:
x=f(xqt(t))--g(t) xeDcW; teR; ~aeVcR~;geWcR« (2.9)
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a
u.
x(k+ 1)sf(x(k).gk)) Ag(k) :x¿D¿R”:locX: ge VzRP;ge lVsiR« (2.10)
Estas fuerzas exógenas son el componente fundamental de la teoría del e
control de los sistemas dinámicos. Esta teoría trata de determinar cuál es la
trayectoria que deberían seguir las variables de control para poder conducir la
evolución de las variables de estado hacia las trayectorias deseadas o
consideradas óptimas. A su vez, esta teoría del control supone el sustento
teórico en el que se apoya el diseño y ejecución de la politica económica
a,encaminada a regular la dinámica del ciclo y el crecimiento económico, ya que
los instrumentos de la política económica pueden considerarse, precisamente.
como integrantes del conjunto de variables de control. Este tema será tratado
e
en el capítulo 8, por lo que posponemos el análisis de lateoría del control hasta
entonces. Por el momento, nos centraremosen sistemas dinámicos de la forma
(2.7)y(2.8) e.
Sistemas dinámicos lineales y no lineales (1) a
Otro criterio de clasificación de los sistemas dinámicos es el que distingue
entre los sistemas linealesx los no-lineales. En principio, un sistema dinámico a,
es lineal cuando la forma funcional de todas las ecuaciones que fbrman el
sistemaf () (i~J. -- ti) son lineales. En caso contrario, el sistema será no-lineal.
a,
Dicho de otra forma, los sistemas dinámicos (2.7) y (2.8) serán lineales si se
pueden representar, respectivamente, de la forma:
ft4x±c xelR”: teR (2.11)
x(lo±])zA.x(k)±c; xe}R” loeN (2.12) e
siendo las matricesA(nxn) y c(n~]). sendas matrices de coeficientes fijos.
a
Como tendremos ocasión de comprobar más adelante, existen importantes
diferencias entre los sistemas dinámicos lineales y los no lineales. Estas
diferencias se encuentran, fundamentalmente, en las propiedades de sus
soluciones, tanto en lo que hace referencia al principio de superposición. como
en los distintoscomportamientos cualitativos que en el tiempo pueden mostrar.
a,Así, el principio de superposición. que permite analizar el todo como la suma
de las panes, sólo es aplicable a los sistemas lineales, mientras que el
comportamiento a largo plazo de éstos sistemas está restringido a los puntos
fijos, en los que el sistema alcanza un estado estacionario que se mantiene
constante a lo largo del tiempo. Existen, sin embargo, otras diferencias entre
estos sistemas dinámicos. Así, sólo excepcionalmente para casos paniculares
podrán obtenerse expresiones analíticas explícitas para las soluciones de
sistemas dinámicos no lineales, mientras que, en general. siempre será posible
obtenerlas si el sistema dinámico es lineal. a,
a
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Sistemas dinámicos estocásticos y deterministas
Un sistema dinámico es estocástico cuando su evolución temporal se ve
afectada por alguna variable aleatoria, es decir, cuando alguna de las variables
de estado en (2.7)-(2.8) es una variable aleatoria. En caso contrario, el sistema
será determinista, esto es. cuando la evolución en el tiempo de cada una de las
variables de estado queda perfectamente determinada por el sistema (2.7}-(2.8)
sin necesidad de recurrir a ninguna variable aleatoria.
Una de las principales características de los sistemas estocásticos es que sus
soluciones constituyen procesos estocásticos, es decir, sucesiones de variables
aleatorias, de las que sólo se conoce su función de distribución de probabilidad.
Como consecuencia de ello, la diferencia fundamental entre los sistemas
deterministas y los estocásticos radicará en la unicidad de sus soluciones a
partir de un estado inicial. En efecto, a partir de un estado inicial, los sistemas
deterministas determinarán perfectamente la evolución futura del sistema de
manera unívoca, de forma que de dos soluciones de un sistema determinista
que arranquen de un mismo estado inicial, serán idéntica. Por el contrario, la
condición inicial de la que parte un sistema dinámico estocástico debe
considerarse como una realización concreta de un proceso estocástico.
determinando el sistema en este caso, únicamente, una distribución de
probabilidad de estados posibles para instantes futuros. Es decir, en los
sistemas estocáslicos. dos realizaciones idénticas del proceso podrán seguir
evoluciones distintas en el futuro.
Tradicionalmente, el estudio de los fenómenos con una evolución temporal
compleja e irregular, se ha realizado suponiendo que la dinámica subyacente,
generadora de dicha complejidad, debía representarse a través de procesos
estocásticos, rechazando así la hipótesis determinista. Este enfoque ha venido
propiciado, en parte, porque las soluciones a los sistemas deterministas, al
menos hasta la aparición de los sistemas caóticos, perfectamente regulares,
ordenadas y periódicas, eran incapaces de reproducir la dinamica compleja
observadaen los fenómenos reales. De hecho, el grado máximo de complejidad
que podían describir los sistemas deterministas estaba restringido a los
movimientos cuasiperiódico.
El propósito que perseguimos en esta tesis se centra en la posibilidad de
que el comportamiento complejo emerja, de forma endógena, de la propia
dinámica de modelos perfectamente deterministas —caos determinista—. Nos
centraremos, por tanto, a partir de ahora en las características fundamentales de
los sistemas deterministas6, Posteriormente, retomaremos la hipótesis de
comportamientos estocásticos cuando nos refiramos alos test de detección del
6 Sobre la integración de las soluciones y el análisis de los sistemas dinámicos estocásticos
véase Oksendal (1998). En esta misma obra puede encontrarse una aplicación de dichos
sistemas para la valoración de opciones financieras.
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caos en las series económicas en el capítulo 4 y a la capacidad explicativa de
los modelos tradicionales del ciclo y el crecimiento económico.
En este punto sólo queremos apuntar que en el análisis de la complejidad u
cabe una tercera posibilidad a la que no debemos renunciar. Esta sería la
constituida por la presencia de comportamientos caóticos y estocásticos
conjuntamente. En ella existirán, por tanto, dos fuentes de complejidad uno u.
determinista y otro puramente aleatorio. Así mismo, debemos comentar que
aunque esta alternativa nos parece la más atractiva y realista, no será analizada
u.
en profundidad en esta tesis, proponiendo desde aqui su consideración para
próximas investigaciones.
e
e.
2.2. La solución de un sistema dinámico
e
Una vez que tenemos representado la evolución de un fenómeno a través
de un sistema dinámico, hay que resolverlo al igual que se hace con los
modelos estáticos. Sin embargo. a diferencia de éstos, la solución de un sistema —
dinámico no será un único valor para cada una de las variables de estado, sino
toda una trayectoria temporal, todo un conjunto de valores para cada una de
alas variables de estado y para cada instante del tiempo. que dependerá de las
relaciones funcionales del sistema y de las condiciones iniciales desde las que
parta el sistema.
La solución de un sistema dinámico es, por tanto, una trayectoria temporal
completa para cada variable de estado, quedando los valores instantáneos de a,,
cadauna de ellas conectados en el tiempo con los estados anteriores del sistema
a través del sistema dinámico. Así. la solución de un sistema dinámico vendrá
da por aquellas trayectorias para las variables de estado cuya evolución a,
temporal venga determinada por las ecuaciones que definan el sistema.
Esta solución se define en general como una función del tiempo. Cuando
nos encontramos ante sistemas continuos:
.t=f(x) xeDcIR~ ; teR (2.13) a,
una solución a (2.13) será una firnción
e.
(2.14)
e.
definida en un intervalo le[a, 1,] ( O=a<ba, b iR ;] dR), tal que para todo tel,
entonces 4 veriftca (2.13), es decir:
tti>(t)xf [~(t)j (215) a,
e
a,,
2-9CAPITULO 2. ELEMENTOS DE LA MATEMÁTLOA DEL CAOS (1)
La soluciones (2.14) al sistema (2.13) no serán únicasT. En general serán
familias n paramétricas de soluciones. Para garantizar la unicidad de las
soluciones introducimos el concepto de condición inicial. Así, se dice que
cuando una solución verifica que en un instante reí. 4~<)=xI. la solución
cumple con la condición inicial (t,>. x).
Si suponemos que D es abierto, y que existen y son continuas las derivadas
parciales respecto a todas las variables del campo vectorialf en D. el teorema
de la existencia y unicidad nos dice que si fijamos una condición inicial Q<>. xc,)
arbitraria con la única condición de que x,>e D. se cumple que existe un
tntervalo 1 que contiene a y y una única función QQ) definida en 1 que es
solución del sistema y cumple la condición inicial (~b . xJ8
La solución de (2.13) para lacondición inicial (t
0, x0) será, entonces. única
y se podrá escribir, por tanto. como Q(t; t0,x0). Dicha solución presenta ciertas
propiedades. Una de ellas es la de su invarianza traslaciones en el tiempo:
Q(tvfF(s; s0,x9))=4( t-f-s; s0,X<>). Esta propiedad muestra que el instante en el
que comience la solución es irrelevante —no así el estado del sistema en dicho
instante inicial—, por lo que en adelante definiremos . sin pérdida de
generalidad, t<>=O ‘~
Una órbita, será aquel conjunto de puntos del espacio de fases que se
obtiene cuando se dan valores a ~‘ posteriores a r~ ~=O:{ ctq x_) >O~ ~. Una
cuestión importanteque cabe destacar es que como consecuenciade la unicidad
de la solución para una condición inicial, estas órbitas nunca se podrán cruzar.
Recordemos que a cualquier punto de la órbita le seguirá otro que vendrá
determinado de forma univoca por el sistema dinámico (2.13), es decir, su
derivada en el tiempo. que indica cual será el movimiento de la órbita a partir
a dicho punto, será único. Por lo tanto no es posible que la órbita se corte en
La obtención de la solución de un sistema dinámico implica, en general, el proceso
opuesto al de la diferenciación de funciones continuas. A partir de una ecuación conocida dada
que depende de una variable x, por ejemplo: y=a+bx (*), podemos calcular su derivada
respecto ax aplicando las técnicas tradicionales del cálculo diferencial: dy/dx=b (*), En un
sistema dinámico la ecuación conocida es la que nos expresa de que depende la derivada (**),
y su solución implica precisamente la integración de la correspondiente ecuación (), por lo
que sólo se podrán integrar soluciones del tipo y%x + C, que constituye en realidad una
familia de soluciones, tantas como posibles valores tome la constante C.
Recordemos que estamos hablando de sistemas dinámicos deterministas, ya que, como
serecordará, en los sistemas estocásticos no existe una única solución (aunque se partade una
condiciones inicial dada pueden seguirle dos realizaciones diferentes). En estos casos, la
solución es un proceso estocástico susceptible sólo, al análisis probabilistico.
“Esta propiedades aplicable sólo a los sistemas autónomos (2.13)
“‘ Estas órbitas dependerán adicionalmente de los parámetros estructurales y,en su caso,
de los valores que tomen las variables de control que definen el campo vectorial. Estos
elementos serán introducidos más tarde cuando tratemos los temas del análisis de dinámica
comparativa y la teoría del control.
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ningún punto, es decir, que a partir de un mismo punto le sigan dos posibles
estados distintos del sistema. Este es un resultado importanteque será utilizado
posteriormente en la reconstrucción de órbitas en el espacio de fases a partirde
una serie temporal.
El/lujo del sistema (2.13) será el conjunto de todas las soluciones (3.14)
posibles al sistema para distintas condiciones inicialesx.. esto es. la familia de
soluciones para distintas X11. Dicho de otro modo, dado un abierto UcD clR~.
el flujo del sistema se define como ~b(t :U )={cIiQ : x0): X<IEU}. La
representación gráfica de los flujos en el espacio de fases, nos proporctona
información cualitativa de las soluciones y constituyen la base para la solución
gráfica de los sistemas dinámicos.
Lo comentado hasta ahora sobre las soluciones para sistemas continuos
puede aplicarse también al caso discreto. Dado un sistema dinámico en tiempo
discreto:
x(k+1)=flx(k)) ; fDcR’7—>D: locN (2.16) e-
La solución del sistema dinámico (2.16) será una función de variable
natural en la que a cada instante lo le va a corresponder un estado del sistema.
es decir, un valor para cada una de sus n variables de estado:
@N—*DcJR~ (2.17)
para la cual se verifica el sistema (2.16). es decir.
F(k+1)rf [~(lo)~ VlocN (2.18)
Esta solución (2.17) no será única. Para garantizar la existencia y unicidad
de la solución a (2.18) introducimos el concepto de condición inicial para el a,
caso discreto. Si para el instante inicial lo
0=O. se verifica que ~»(Oftx0. entonces
se dice que la solución ~t(lo)satisface la condición inicial x0. Dado un punto
arbitrario x0 que pertenece al dominio D del sistema (x0eD), existe una única a,
solución del sistema que satisface esa condición inicial ‘1(k ; x<9.
De manera análoga al caso continuo podemos definir la órbita y el flujo de a
un sistema en tiempo discreto como {cI«lo ; x~): lo=O}y cb(lo ~U<{‘F(lo
x~e UcDcR
0} respectivamente.
a,
Sistemas lineales y no lineales (II): el principio de superposición
a
Como ya comentamos en el capítulo 1 la diferencia fundamental entre el
paradigma lineal y el no-lineal se encuentraen el principio de superposición de a,
los sistemas lineales, según el cual el todo es igual a la suma de las partes. Este
principio asume, por tanto, que la interacción de los distintos elementos
integrantes de un sistema se realiza de forma aditiva, es decir, que el a,
comportamiento global de un sistema, por complicado que éste sea, no es más
a,
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que la superposición lineal de los comportamientos correspondientes a cada
uno de sus elementos constituyentes.
Bajo este principio de la superposición. el paradigma lineal ha enfocado el
análisis de los fenómenos de la naturaleza identificando y aislando sus
elementos esenciales. A partir de aquí, los estudios deben centrarse en el
funcionamiento de cada uno de esos elementos por separado. ya que por el
principio de superposición. el comportamiento agregadoquedará perfectamente
determinado por la superposición lineal o agregación de cada uno de ellos.
Por el contrario, el paradigma no-lineal rechaza este principio de
superposición. El todo es algo más que la simple suma de las partes. El
comportamiento global de un sistema se determina por la relación no-lineal
entre los comportamientos individuales de cada uno de sus componentes. El
estudio aislado de los elementos integrantes de un sistema no mejora.
necesariamente, el conocimiento del todo. Debe considerarsede formaexplícita
la interacción no lineal entre el todo y sus partes.
Este principio de superposición puede aplicarse a la solución de un sistema
dinámico para diferenciar los sistemas lineales de los no-lineales. Así se dice
que un sistema es lineal si la suma de sus soluciones es también solución del
sistema (Steward. pp), es más, podemos considerar que un sistema será lineal
cuando cualquiercombinación lineal de dos de sus soluciones es de nuevo una
solución al sistema:
a1i$«t/k: x1)+a,’F(t/lo: x,)=Q(Úk: a1x1 +%X2> (2.19)
En caso contrario se dice que el sistema es no lineal. Retomaremos la
consideración del supuesto sobre la linealidad cuando analicemos los posibles
comportamientos que desde el punto de vista cualitativo pueden presentar los
distintos tipos de sistemas dinámicos. El principio de superposición y supuesto
de linealidad juegan también un papel importante a la hora de la posibilidad de
obtener expresiones analíticas explícitas para las soluciones de un sistema
dinámico.
Soluciones analiticas y numéricas
Dado un sistema dinámico (2.13)0(2.16), cuando se puede encontrar de
forma explícita la expresión exacta para su solución (2.14)0(2.17), entonces
se dice que el sistema tiene solución analítica. En general, para la mayoría de
los sistemasresulta altamente complicado obtener una expresión explícita para
la solución analítica de un sistema dinámico, en particular de los caóticos. Esto
sólo será posible para los sistemas lineales y algunos casos particulares de los
no-lineales (véase Fernández Diaz 2000, Pp. 62-69). En cualquier caso, y
gracias a las modernas técnicas computacionales siempre es posible obtener o
simular, aunque sea de manera aproximada, la solución numérica del sistema.
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Estas soluciones numéricas se basan en la recursiva iteración numérica del
sistema dinámico a partir de una condición inicial dada y una vez establecida
una forma funcional o especificación concreta del sistema. En los sistemas en
tiempo discretos este método no presenta problemas si éstos están bien e.
definidos. Así, la solución o la órbita de un sistema de ecuaciones en
diferencias (2.16) podría calcularse como
a
F(Lx0) sz{ ftx0), 41(x0)). /441(x0))). ...} { f10(xy locN } (2.20)
dondefk> representa la k-esima iterada del sistema.
Por otra parte. en el caso de los sistemas en tiempo continuo, la órbita o
a
solución del sistema será una función continua del tiempo. Para la obtención
de la soluciónnumérica de estos sistemas diferenciales, habrá que utilizar algún
método que permita al discretización del tiempo de forma que sea posible iterar e.
e] proceso con el mínimo error de aproximación posible. Este error sera tanto
mayor cuanto mayor sea la longitud de paso. Lamayoria de estas técnicas parte
de un desarrollo en series de Taylordel sistema, permitiendo así la elección del O
mínimo error mediante la elección del orden de dicho desarrollo—11.
En cualquier caso, la obtención de la solución numérica implica la a
repetición de un gran cantidad de operaciones de cálculo. Afortunadamente, el
uso del ordenador, facilita enormemente esta tarea de cálculo para la iteración
de dichas soluciones. Es por ello que por una parte. el desarrollo de la dinámica o
no-lineal, no tuvo su arranque hasta que comenzó a generalizarse el uso del
ordenador, y por otra parte, que éste se ha convertido, hoy por hoy, en una
herramienta imprescindible para el estudio de sistemas dinámicos lineales. Esto a,
resulta especialmente importante para el caso de los sistemas no-lineales, ya
que por regla general, para estos sistemas no es posible integrar una solución
analítica explícita. ¡2
a
Sobre el cálculo numérico de soluciones de las ecuacionesdiferenciales ordinarias véase
Fraile (1991. Cap. 5), Zilí (1988, Pp 395-427) y Edwards y Penney (1986, Pp 453-470). a
Actualmente la mayoría de paquetes informáticos incluyen distintas aplicaciones para la
solución de sistemas de ecuaciones diferenciales. En nuestras simulaciones utilizaremos la
función 0DE23 del programa Matlab, que utiliza el método de Runge-Kutta de órdenes 2-3 e.
y donde la longitud de paso se calcula de forma óptima en cada iteración para minimizar el
error de aproximacton.
12 Ademásde la soluciónanalíticay la numérica podríamos hablar también de la solución
gráfica. Este tipo de análisis se ha utilizado ampliamente en economía, y a el nos referiremos
en el capitulo 5 para la solución de los sistemas de crecimiento económico, En este método de
integración de soluciones se utiliza la representación gráfica de las formas funcionales del e
modelo junto al análisis del flujo del sistema para el análisis a largo plazo de sistemas
asintóticamente convergentes a un punto fijo. Las limitaciones de este enfoque se encuentran
por tanto, en que son aplicables, a lo sumo, a sistemas de tres dimensiones. Además no
considera la posibilidad de que aparezcan comportamientos cualitativos a largo plazo distintos e.
al punto fijo.
O
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La representación gráfica de las soluciones
La solución a un sistema dinámico, ya sea analítica o numérica, puede
representarse gráficamente como una senda temporal. Es decir, mediante un
gráfico en el que se represente el valor de cada una de las variables de estado
en función del tiempo. Este gráfico proporcionará información sobre el
movimiento, estados que adopta el sistema en su evolución temporal x
velocidad de dicha evolución respecto al tiempo —la pendiente de dicha gráfica
vendrá dada por la ecuación dinámica correspondiente a la variable de estado
que estemos considerando—. Esta representación será esencial para estudiar la
velocidad de convergencia hacia el equilibrio dinámico a largo plazo como
veremos en el próximo apartado.
Otras veces interesa representar cual es el valor que toman cada una de las
variables de estado en un mismo instante temporal de forma conjunta. Esto
puede realizarse dibujando un gráfico en un espacio que tenga tantas
dimensiones como número de variables de estado tenga el sistema’3. Este
espacio recibe el nombre de espacio de fases, y cada punto del mismo
representa un estado concreto de un sistema dinámico, ya que las coordenadas
de un punto en el espacio de fases serán numéricamente iguales a los valores
que tomen cada una de las variables de estado en un mismo instante temporal.
De esta forma, una solución particular del sistema dinámico, es decir, una
secuencia cronológica de estados del sistema, se podrá representar como una
curva en el espacío de fases, una órbita, correspondiendo cada punto de la
misma a un instante temporal concreto.
Larepresentación de la órbita en el espacio de fases no proporciona imagen
de velocidad del movimiento del sistema, sólo las distintas posiciones que va
adoptando el sistema a medida que transcurre el tiempo. esto es. su órbita
Cuando estamos en el espacio de fases, el mapa o campo vectorial nos dice
como debemos pasar de un estado a otro. Cuando tratamos con sistemas en
tiempo continuo la órbita que sigue a una condición inicial será una curva
continua, mientras que en sistemas de tiempo discreto será una colección o
secuencia de puntos en el espacio de fases.
La representación del flujo del sistema en el espacio de fases permite el
análisis del comportamiento cualitativo global de todas las posibles órbitas que
se inicien en algún xoeUcD. El flujo permitirá por tanto detectar la posible
existencia de conjuntos atractores o equilibrios dinámicos estables en la
evolución temporal del sistemas
~Esto puede realizarse gráficamente sólo cuando el sistema tienen dimensión (número
de variables de estado) 3 o inferior. Para dimensiones superiores se pueden utilizar otras
técnicas de representación gráfica como los mapas de Poincaré que suponen básicamente
cortaduras del espacio de fases n-dimensional. Véase Alligood, Sauer y Yorke (1997, pp.’18-
49)
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2.3. El concepto y tipos de equilibrio dinámico
En el estudio de la dinámica de un sistema, y una vez que se ha integrado
su solución, se analiza cuál es el equilibrio a largo plazo. Estos equilibrios
serán conjuntos invariantes bajo la acción del sistema, esto es. un conjunto
invariante será aquel subconjunto del espacio de fases lcDoR” tal que si el
sistema se sitúa en dicho conjunto invariante en algún instante del tiempo.
entonces la dinámica del propio sistema hace que éste permanezca en dicho
conjunto invariante de forma permanente. Es decir, un conjunto invariante será
0’
aquél IcDcR~ tal que si ~(í; x)el para algún instante Ú. entonces xcD Vr-t’
Estos equilibrios podrán ser atractores o repulsores (Stewart, 1991, Pp.
101-117). Un conjunto atractor será un equilibrio dinámico no-reducible con
una cuenca de atracción, es decir, un equilibrio que posee un entorno del
mismo para el cual el sistema termina atrapado dentro del equilibrio y que no a,
se puede descomponer en otros subconjuntos disjuntos invariantes bajo la
acción del sistema14. Esto es, un conjunto atractor, será un conjunto invariante
cerrado AcD tal que en un entorno del mismo UDA el sistema acaba quedando a
atrapado en el mismo. ~}x)cA para algún t. La cuenca de atracción será aquel
entorno del atractor para el cuál toda trayectoria que parta de dicha cuenca
acaba atrapada dentro del atractor (Ruelle .1992 Pp. 23-27) 1=
Los conjuntos repulsores serán aquellos equilibrios dinámicos o conjuntos
invariantes que no son atractores. Dicho de otro modo. los conjuntos repulsores a,
serán aquellos que no son estables, en el sentido de que si el sistema parte de
un entorno del repulsor, se irá apartando de él a medida que pasa el tiempo. a
Desde el punto de vista de la dinámica económica, los equilibrios
dinámicos con mayor interés serás los conjuntos atractores —que siempre e.
estarán presentes en los sistemas dinámicos disipativos o que disminuyen su
volumen—. Es decir,
en el estudio de la dinámica de un sistema, y una vez que se ha integrado su a
solución, se analiza hacia dónde tiende la órbita que describe el sistema en e]
espacio de fases a medida que transcurre el tiempo. A la región del espacio de
fases hacia la que converge una órbita transcurrido un cierto periodo de tiempo a
transitorio sedenomina atractor y los valores que tomen las variables de estado
en dicho atractor determinan el equilibrio a largo plazo alcanzado por el
sistema.
a
14 Como se verá más adelante, el atractor será no irreducible si el sistema dinámico es
topológicamente transitivo.
a,
‘~ Se dice que U cD es un entorno de xe D si U contiene un abierto que contiene a x.
a
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Punto Ffjo
Figura 2.1, Punto Fijo.
No tenemos aquí en consideración las condiciones de existencia y unicidad
de estos equilibrios”’. Simplemente apuntaremos que dichos equilibrios pueden
existir o no existir, ser únicos o múltiples y que la cuenca de atracción puede
estar constituida por ciertas regiones acotadas del espacio de fases o por todo
el dominio de definición del sistema. En este último caso hablaremos de
equilibrios globalmente estables, y reservamos la denominación de estabilidad
local para refirnos al comportamiento de las soluciones dentro del atractor.
Puntos fijos
Cuando el atractor está constituido porun único punto del espacio de fases.
el equilibrio se dice que es del tipopunto ¡¡¡o lo que implica que cuando el
sistema alcanza dicho estado, permanece en él de forma permanente (figura
2.1):
.4 ir> = x ; xcDcR” (2.21)
Este es el típico equilibrio presente (y el único posible) en los sistemas
lineales. Estos puntos fijos son puntos singulares del sistema dinámico que a
su vez pueden clasificarse en nodos, puntos de silla (saddle point), focos o
centros. Estos puntos fijos podrán ser, asintóticamente estables, estables o
inestables en función de la evolución temporal del sistema cuando éste se
encuentra en un entorno dado del punto fijo: si el sistema converge a dicho
punto fijo éste será asintóticamente estable; si se mantiene a cierta distancia de
él se dice que el equilibrio es estable y si la solución del sistema se aleja o
Sobre estos temas puede consultarse Brock y Malliaris (1989, Pp. 53-85)
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e
e
a,
a,
a
diverge del punto fijo a medida que transcurre el tiempo se dirá que es inestable
(Gandolfo .1997. pp. 346-359). Estos puntos fijos constituyen los equilibrios
típicamente considerados en los modelos tradicionales de dinámica económica e
en los que e] equilibrio a largo plazo implica alcanzar un estado estacionario.
La existencia de no-linealidades en la modelización del sistema dinámico
posibilita que aparezcan nuevos comportamientos a largo plazo, es decir,
nuevostipos de atractores: ciclos limite. atractores cuasi-periódicosy atractores
extraños. e,
Ciclos límite —
Los ciclos límites son atractores en los que las órbitas evolucionan
a
siguiendo un ciclo regular en el que se irán repitiendo los mismos estados cada
cierto de tiempo. En sistemas en tiempo discreto, los ciclos limite están
integrados por un conjunto finito de puntos del espacio de fases que la órbita e,
va recorriendo secuencialmente de forma regular y periódica (figura2.2):
f(x(k+T,,)) flx(k)) (2.22) a
En el caso de sistemas continuos, los ciclos límites estarán compuestos por
órbitas cerradas en el espacio de fases:
4(t)=cF(t--T~) (2.23)
a,
El periodo del ciclo limite será el mínimo entero 1’,,, para el cual se verifica
(2.22) o (2.23), es decir, el mínimo lapso de tiempo que tarda en repetirse la
a,
misma secuencia de estados. Estos ciclos límite suponen la base sobre la que
a,
Figura 2.2. Ciclo límite periodo 2.
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Figura 2.2. Atractor toroidal
se sustentan las teorías del ciclo endógeno. en las que la propia dinámica del
modelo conducirá a la economia hacia oscilaciones cíclicas perfectamente
regulares. Las oscilaciones de estos ciclos limite presentarán un único periodo
simple. Los atractores cuasi-periódicos y los atractores extraños permiten la
aparición de oscilaciones más complejas. Debido a nuestro interés por la
explicación determinista de comportamientos de dinámica compleja.
estudiaremos con mayor detalle estos dos tipos de equilibrios dinámicos.
Atractores toroidales cuasi-periódicos
Las soluciones a los sistemas dinámicos una vez alcanzados los atractores
del tipo punto fijo y ciclo limite muestranuna evolución temporal perfectamente
regular y periódica. Los atractores cuasi-periódicos, constituyen un tercer tipo
de equilibrio dinámico que permiten la presencia de un comportamiento
cualitativamente más complejo a los anteriores.
Los movimientos toroidales están compuestos por dos o más osciladores
periódicos no lineales independientes que se superponen, es decir, los
comportamientos dinámicos en estos atractores será el resultado del
solapamiento de varios movimientosperiódicos simplesbien definidos. Untoro-
bidimensional, por ejemplo,procederá de un sistema dinámico del tipo (Lorenz,
1993, 174-180):
~=f1(x)
Ñ=f2&) x, y cM
2 (2.24)
de forma que el atractor que describe este sistema en el espacio de fases 4-
dimensional —toro bidimensional— se forma a partir de la superposición de los
dos ciclos límite independientes generados por los osciladoresf, yf2.
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A propósito de su representación gráfica. resulta interesante dibujar el toro
en un espacio de fases tridimensional. En la figura 2.3 representamos un toro
bidimensional en la que, el movimiento del sistema en el atractor aparece como
la superposición de dos movimientos circulares en distinta dirección y con
distinto radio —un movimiento horizontal y otro vertical—. El sistema utilizado
para obtener este toro es el siguiente:
X=x(a—b-i-z±d(l--z2)—cy
5>=y(a—b-I-z-!-d(l —z2fl-cx (2.25)
i=az—(x2±y2±z2)
= 2.0]. b 3, c (125. d = 0.2,x
0 = -0.26, y0= ai yz0= 1.].
Las trayectorias que muestran la solución particular del sistema (2.25)
—figuras 2.4 y 2.5—. es más compleja que la descrita por los ciclos límite, aunque
sin liegar a la complejidad de las trayectorias caóticas. De hecho, estas
trayectorias se denominan cuasi-periódicas y no caóticas ya que no presentan
las características propias de los movimientos caóticos.
Los toros son, por tanto. atractores que aunque presentan un elevado nivel
de complejidad están compuestos por dos o más movimientos periódicos en
distintas direcciones. Esta periodicidad o cuasi-periodicidad —en el sentido de
que la periodicidad de las variables de estado no es simple sino el producto de
dos o más periodicidades independientes— es lo que permite englobar a estos
sistemas toroidales dentro de lo que denominaremos sistemas de dinámica
simple.
Terminamos este apartado dedicado a los movimientos cuasi-periódicos
toroidales de dinámica simple apuntando, de nuevo, que estos sistemas pueden
converger a atractores aparentemente complejos, —distintos a los del tipo donul
como el anterior, aunque topológicamente equivalentes—, pero que siguen sin
presentar dinámica compleja en el sentido apuntado por los sistemas caóticos
que analizaremos en el próximo apartado.
e,
e,
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Para mostrar la complejidad que pueden presentar estos sistemas toroidales
representamos en la figura 2.6 el toro resultante de la integración del siguiente
sistema (Adligood, Sauer, Yorke,1997, pp350-352):
Xrv
~s—c2x+(c2—l)sen6 (2.26)
Ó~l
con c=n x
0=0, Yo=r+]. 60=#L Como puede observarse —figura 2.7—. a
mediada que transcurre el tiempo tiende a llenarse toda la superficie ocupada
por el toro.
Figura 2.7
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En las figuras 2.8 y 2.9. representamos la evolución temporal cuasi
periódica descrita por la variable x bajo la acción del sistema (2.26). La
complejidad presente en las soluciones a estos sistemas cuasi-periódicos fue
utilizada por la dinámica clásica determinista para explicar los fenómenos de
evolución dinámica irregular. Estos sistemas pueden estudiarse utilizando el
análisis armónico, con el que es posible revelar las periodicidades ocultas que
componen elmovimiento cuasi-periódico (apanado 4.3). Estos sistemas quedan
incluidos dentro de los que hemos denominado de dinámica simple debido a su
mcapacidad para representar la complejidad dinámica de muchos fenómenos
observados en la realidad sin recurrir a variables puramente aleatorias o a
sistemas de elevada dimensión.
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Figura 2.10
Atractores extraños
Los atractores extraños serán aquéllos distintos al punto fijo, al ciclo limite
y a los atractores cuasiperiódicos, es decir, una región acotada del espacio de
fase compuesta por un número infinito de puntos que la órbita irá recorriendo
secuencialmente y de manera aperiódica a medida que transcurre el tiempo
(figura 2.10). Estos atractores poseen una estructura extraña, en el sentido de
que están integrados, como ya hemos comentado, por un número infinito de
puntos, pero concentrados en una región finita del espacio de fases. Esto se
consigue con el continuo plegamiento, estiramiento y retorcimiento delespacio
de fases’~. Como consecuencia de esto, la evolución de la trayectoria solución
del sistema en el atractor extraño presentará un comportamiento cíclico
aperiódico, es decir, en el que no se observa un periodo finito regular o en el
que el periodo tiende hacia infinito y altamente inestable. La estructura de estos
atractores extraños se encuentra en el núcleo del comportamiento irregular y
aparentemente aleatorio de los sistemas denominados caóticos18.
‘~ Este comportamiento extraño es lo que hace que este tipo de atractores pueda
considerarse como un fractal, figuras geométricas con dimensión fractal o de Hausdorff
superior a su dimensión topológica. véase el próximo apartado 2.5.
“ Los primeros en utilizar esta denominación de atractor extraño para este tipo de
equilibrios dinámicos a largo plazo fueros Takens y Ruelle en su articulo sobre el estudio de
las turbulencias de ¡971: RuelleO. Y Takens, E. «On thenature ofTurbulence». Commun.
Math. Phys. no.20, pp. 167-192 (1971) y no. 23, pp.343-344 (1971) (RucHe 1993, p.61).
Espacio de fases
Evolución temporal
ricrnpu
Atractor Extraño
“‘ci
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2.4. El caos determinista.
A partir de la década de los 60. con la apariciónde sistemas con equilibrios
dinámicos del tipo atractor extraño, los sistemas dinámicos caóticos, surge un a
nuevo y todavía joven campo de conocimiento que ha venido a denominarse
teoría o matemática de/caos19. Esta teoría del caos está constituida por todo
un conjunto de técnicas matemáticas que sirven para estudiar el
comportamiento de procesos que. aparentemente. se comportan de forma
aleatoria, aperiódica y carente de toda regularidad, aunque de hecho, su
desarrollo está determinado por reglas bien precisas. es decir, por leyes O
deterministas20. El estudio de procesos deterministas que muestran
comportamientos altamente complicados fue iniciado ya por Henri Poincaré a
a,
finales del siglo pasado, aunque hubo que esperar a los trabajos de Lorenz
(1963) y Smale (1967) para retomar el análisis de estos sistemas caóticos. A
partir de entonces empezaron a surgir distintas aplicaciones del caos
e,
determinista primero en la fisica. y posteriormente en a otras disciplinas de
conocimiento como la biología, la química. la meteorología, la medicina, la
sociología, y la economía21. a,
Los sistemas caóticos se caracterizan, como hemos comentado, porque su
evolución en el espacio de fases converge hacia atractores extraños, resultando —
el comportamiento de estos sistemas irregular y aperiódico. Fis por ello, que la
consideración de estos sistemas caóticos supone una ruptura frente a la visión
tradicional de los sistemas dinámicos deterministas. Hasta la aparición del caos.
y debido a la regularidad que alcanzaban las soluciones en equilibrio de los
sistemas dinámicos conocidos (puntos fijos, ciclos limites y atractores cuasi-
periódicos), era necesaria la introducción de comportamientos estocásticos en e
los sistemas deterministas para poder explicar la complejidad e irregularidad
observada en la evolución temporal de multitud de fenómenos dinámicos. Esa
dualidad entrelos sistemas deterministas y los sistemas estocásticos ha quedado
a
“ La primera vez que se utilizó la palabra «caos» para referirse a esta parcela de —
conocimiento fue en el articulo de Li y Yorke (1975):. «Period Three Implies Chaos».
Posteriormente, esta denominación se afianzó con la publicación del besí-seller de James
Gleick, Chaos: inaking o new selence.
O-
20 Para una primera introducción a la teoría del caos puede consultarse Lorenz (>995).
De una forma más formal esta primera aproximación a la teoría del caos puede realizarse con
Martín; Morán y Reyes (1995) y Alligoed. SaueryYorke(1997). a
21 Una amplia muestra de estas aplicaciones se puede encontrar en en Hall (1991). Para
una visión de las posibles aplicaciones en Economía puede consultarse Fernández Díaz (1994 e
y 2000)
MI
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rota con la consideración de los sistemas caóticos2. que se sitúan en una
posición intermedia. haciendo necesaria la distinción, dentro del ámbito
puramente determinista, de la dinámica simple frente a la dinámica compleja
(Day 1994, pp. 19). La dinámica simple será aquella que converge a
comportamientos cíclicos regulares (puntos fijos23 y ciclos límites) y puede
considerarse como simple porque puede caracterizarse perfectamente por un
número finito de valores que se repiten de forma periódica a intervalos fijos de
tiempo. En e] caso de los atractores toroidales las trayectoriascuasi-periódicas
están compuestas por la superposición de varios ciclos límite de periodicidad
simple aunque independiente. Así, aunque su evolución presenta cierta
complejidad dinámica, deben incluirse también dentro de este grupo de sistemas
denominados de dinámica simple.
Por otra parte. la dinámica compleja será aquella que converge a
comportamientos cíclicos irregulares y aperiódicos sin necesidad de introducir
componentes estocásticos (caos determinista).
De forma esquemática y a modo deintroducción, podemos indicar que tres
las propiedades fimdamentales que poseen los sistemas caóticos24. Las dos
primeras ya han sido comentadas con anterioridad: se trata de sistemas
dinámicos deterministas no lineales que convergen a atractores extraños —sus
movimientos a largo plazo están acotados— en los que sus soluciones presentan
una elevada irregularidad y aperiodicidad. La tercera propiedad de los sistemas
caóticos es su dependencia sensitiva a las condiciones iniciales. Debido a la
importancia de ésta última propiedad vamos a comentar, aunque sea
brevemente, en qué consiste, cuál es su origen y qué consecuencias se
desprenden de la misma.
Dependencia sensitiva a las condiciones iniciales
La dependencia sensitiva respecto a las condiciones iniciales se deriva,
nuevamente, de la compleja estructura de los atractores extraños’5. Antes de
comentar en qué consiste esta propiedad, retomemos por un momento los
atractores periódicos de dinámica simple, es decir, los puntos fijos y los ciclos
limite. Como el número de estados que componen estos equilibrios es finito,
~ Sobre el papel de los sistemas caóticos en la ruptura de la polémicadetenninismo VS,
indeterminismo véase Prigugine (>997) y Fernández Díaz (1995 y 2000).
~Obsérvese que el punto fijo puede considerarse como un ciclo límite de período uno
24 Una definición más rigurosa de las propiedades que han de cumplir los sistemas
caóticos puede encontrarse más adelante en este apartado en el que seguimos la definición de
Devaney (1989, p. 50).
25 Sobre la dependencia sensitiva a las condiciones iniciales y otras propiedades de los
atractores extraños puede consultarse RucHe (¡989, Pp. 23-2?).
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mdependíentemente de cual sea el primer punto del atractor que alcance la
órbita en su camino desde su posición inicial, con el transcurso del tiempo, y
una vez completado un periodo, las órbitas volverán a repetirse periodo tras
periodo perdiendo entonces el sistema la memoria sobre el estado inicial de m
partida. Es decir, dos órbitas que partan de condiciones iniciales distintas pero
arbitrariamente próximas, permanecerán igualmente próximas con el transcurso
del tiempo sin que la solución delsistema exhiba ninguna dependencia respecto
a las condiciones iniciales26.
Los toros cuasi-periódicos son, por otro lado. atractores que aunque
presentan un elevado nivel de complejidad están compuestos por dos o más
movimientos periódicos en distintas direcciones. Estos toros no presentarán.
en general, dependencia sensitiva a las condiciones iniciales. Para mostrar la
escasa dependencia respecto a las condiciones iniciales de los atractores cuasi-
periódicos, mostramos en la figura 2.11 el efecto que tiene sobre la trayectoria
a
descrita por la variable de estado x del anterior sistema (2.25) un cambio en la
condición inicial x
0cuando ésta pasa a tomar un valor de -0.265. Este
incremento en la condición inicial en 0.005 unidades en lavariable x no produce a
una alteración importante en su trayectoria temporal. manteniéndose acotada
en pequeños valores la distancia entre ambas soluciones a lo largo de toda la
trayectoria. Es decir, pequeñas desviaciones en las condiciones iniciales
producenpequeñas desviaciones en laevolución futura de las trayectorias. Este
fenómeno es el característico delparadigmatradicional determinista, yen el que
descansa la afirmación de que cuando trabajamos con sistemas deterministas.
pueden realizarse predicciones ajustadas de la evolución futura del mismo.
siendo los errores de predicción tanto más bajos cuanto menores sean los
errores iniciales de medida. a
Dentro de este paradigma tradicional determinista, las soluciones con
dinámica más compleja son las que describenmovimientos cuasi-periódicos del —
tipo toroidal. Como ya se ha apuntado, con los sistemas deterministas de
dinámica caótica este postulado sobre la capacidad de predicción de los
sistemas deterministas se verá alterado debido a la existencia de una fuerte a,
dependencia de la evolución futura del sistema respecto de sus condiciones
iniciales.
a
En el interior de los atractores extraños la evolución del sistema está sujeta
a una inestabilidad intrínseca debido a que en estos equilibrios el periodo tiende
e,
a infinito. De esta forma, y a diferencia de lo que sucede en la dinámica simple,
dos órbitas que partan de estados iniciales diferentes aunque arbitrariamente
próximos. nunca convergerán en su comportamiento. Es más, estas dos órbitas —
tenderán a alejarse en su comportamiento a un ritmo exponencial. Esta
característica de los sistemas caóticos es conocida como dependencia sensitiva
a las condiciones iniciales. a
~ Es fácil ver que dicha diferencia inicial se eliminará por completo si estamos ante —
sistemas dinámicos que convergen a un atractor del tipo punto fijo.
a
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Figura 2.1 1
La implicación inmediata de esta dependencia a las condiciones iniciales es
la incapacidad práctica de realizar cualquier tipo de predicción ajustada en la
evolución futura de la órbita más allá del corto plazo. En efecto, la previsión
sobre el futuro de un sistema dinámico caótico conocido, requiere medir de
alguna forma cuanto valen cada una de las variables de estado del sistema en el
instante a partir del cual queremos realizar la predicción. Al tratarse de un
sistema determinista y conocido, podría esperarse una predicción tan ajustada
como lo sea la medición del estado del sistema, en el sentido de que si se
comete un pequeño error en la medida, la predicción resultante se separará de
laverdadera trayectoria del sistema también en una pequeña cantidad. Dehecho
esto es lo que ocurre si estamos ante sistemas no caóticos de dinámica simple.
Sin embargo, elcarácter caótico delsistema hace que éste presente dependencia
sensitiva respecto a las condiciones iniciales, por lo que los errores de medición
delsistema irán creciendo exponencialmente, de forma que aunque inicialmente
el comportamiento real del sistema se encuentre próximo al de nuestra
predicción, aquél irá alejándose a medida que transcurra el tiempo, con lo que
nuestras predicciones irán perdiendo credibilidad. En la práctica y por muchos
recursos de los que se disponga, la precisión o exactitud de la medida de los
fenómenos dinámicos reales siempre está limitada y, por tanto, también la
fiabilidad de las previsiones si dichos fenómenos se comportan caóticanxente.
Estamos, por tanto, ante sistemas deterministas que exigen para una
perfecta predicciónun grado de conocimiento del sistema infinitamente exacto.
Nos encontramos de nuevo ante la ruptura del dualismo tradicional entre
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sistemas deterministas y estocásticos. situándose el caos determinista en una
a
posición intermedia. Haciendo referencia a la visión tradicional del
determinismo, podríamos calificar entonces a los sistemas caóticos como de
asintóticamente deterministas (Fernández Díaz. 2000. pp.35-37). debido
precisamente a esa necesidad de conocimiento del estado del sistema con
exactitud infinita para poder determinar de forma precisa la evolución futura
del sistema. De manera análoga, las predicciones hacia atrás en el tiempo
tampoco serán posibles en la práctica bajo regímenes caóticos. El caos
determinista, por tanto, proporciona también una posible explicación a la
irreversibilidad del tiempo. es decir, a la imposibilidad de reconstruir el pasado e
de un fenómeno dinámico a partir del conocimiento presente —la flecha del
tiempo- —. Por el contrario, el caos determinista estaría apuntando a la
existencia en la práctica de una memoria limitada sobre el comportamiento del
sistema en el pasado, es decir, un periodo de tiempo a partir del cual resulta
imposible hacer retrovisionesajustadas sobre el estado pasado del sistema. Esta
apostura —imposibilidad de realizar previsiones o retrovisiones ajustadas en la
práctica— es precisamente la que sostienen los defensores del paradigma del
mdeterminismo. El paradigma indeterminista afirma que es imposible en la
apráctica encontrar las leyesdeterministas que rigen la evolución temporal de los
fenómenos porque dichas leyes, simplemente. no existen. Los sistemascaóticos
suponen por el contrario, que sí existe una relación o ley determinista que a
explica la evolución de los fenómenos de la naturaleza, pero que aunque dicho
sistema sea perfectamente conocido, existe un indeterminisino práctico que
imposibilita realizar predicciones o retrovisiones sobre el comportamiento
futuro o pasado de los sistemas observados en la naturaleza, precisamente. por
la incapacidad práctca de obtener un conocimiento infinitamente exacto de la
realidad (Fernández Diaz. 2000, pp.35). a
A modo de conclusión podemos decir que la dependencia a las condiciones
iniciales puede explicar la incapacidad práctica de realizar predicciones más allá a
del corto plazo. A pesar de ello, con la utilización de las técnicas de] caos
determinista es posibleobtener predicciones sobre el futuro de los sistemas que,
almenos en el corto plazo, mejoran, como veremos más adelanteen este mismo
apanado, las predicciones basadas modelos lineales puramente estocásticos.
Definición de caos determinista a
Retomamos ahora el estudio de los sistemas caóticos, proporcionando una a
definición formal del caos determinista A este respecto debemos comenzar
apuntando que no existe una definición formal aceptada con generalidad. En
principio, los sistemas caóticos serán aquellos que presentan las tres
propiedades apuntadas anteriormente, esto es, se trata de sistemas dinámicos
que se mantienen en el largo píazo en una región acotadadel espacio de fases,
en los que las trayectorias que describe el sistema son aperiódicas y altamente —
27 Sofreía importancia de la irreversabilidaddel tiempoen economia, y susaplicaciones
a la economia, véase Nieto de Alba (1998)
a
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irregulares y que presentan una alta dependencia respecto a las condiciones
iniciales. A continuación. y por ser una de las más utilizadas, recogemos la
definición de caos determinista en sentido topológico introducida por Devaney
(1984. p.50) para las aplicaciones discretas. Bajo esta definición, se entiende
que un sistema será caótico si presenta las siguientes propiedades:
(1) Transitividad topológica o mezclado.
La aplicaciónf :D —D se dice topológicamente transitiva si para cualquier
par de subconjuntos y, U cD, entonces, existe un número real s=Otal que
f5>(U)AV~e (2.27)
La interpretación intuitiva de esta propiedad es que las aplicaciones
topológicamente transitivas tienen puntos que se mueven, bajo la acción del
sistema, desde unconjunto arbitrariamente pequeño a otro vecino. Es decir, que
el atractor caótico no se puede descomponer en dos conjuntos abiertos
disjuntos invariantes bajo la acción del sistema
(U) Dependencia sensitiva respecto a las condiciones iniciales.
La aplicaciónf:D —D tiene dependenciasensitiva a las condiciones iniciales
si existe un 8>0 tal que, para cualquier xcD y cualquier entorno VcD de x,
entonces, existe unycsVy un número real s=Otal que
Es decir, sus respectivas órbitas tienden a separarse o evolucionar de
manera distinta. Esta condición no necesita que todos los puntos del entorno
tengan, necesariamente, que separarse. Se exige, tan sólo, que exista alguno que
si lo haga. de hecho en el interior del ¿¡tractor coexisten puntos fijos y
equilibrios periódicosque no se separarán entre sí. Dichosequilibrios serán, sin
embargo inestables.
(iii) Los puntos periódicos son densos en el atractor.
Formalmente, se dice que un conjunto U c S es denso en 5’si la frontera de
U coincide con S. Más intuitivamente, se dice que U será denso en S, si
arbitrariamente cerca de cadapunto de ti existe algún punto de 5’, esto es, si
para cadaxc Ucualquier entorno arbitrariamente pequeño de x contiene algún
punto ycS
Esta propiedad introduce cieno elemento de regularidad en los sistemas
caóticos, en el sentido de que para que un sistema sea caótico es necesario que
existan puntos periódicos arbitrariamente cerca de cualquier punto del atractor
extraño. Estos puntos periódicos serán, sin embargo, inestables, y tendrán un
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papel central en la teoria del control delcaos cuyo objetivo será, precisamente.
estabilizas, de alguna maner& alguno de esos puntos periódicos inestables.
Antes de continuar con nuestra exposición. queremos apuntar que con rs
posterioridad a esta definición del caos determinista, se demostré que Las
propiedades (i) y (iii) implican la propiedad (u), y que bajo ciertas condiciones
la propiedad (i) implica la (II) y la (iii). por lo que en muchos casos la definición
de caos puede reducirse a la propiedad de mezcla (Martín. Morán y Reyes.
1995. p.160). En muchos manuales y textos sobre el caos, por otra parte. la
definición de caos se limita a la existencia de sensibilidad a las condiciones
iniciales dentro del atractor (Lorenz 1995, Alligood. Sauer y Yorke. 1997. entre
otros). Aquí seguimos a Fernández Díaz (2000. p.88) quién utiliza la anterior
de Devanes’.
Un ejemplo: La ecuación logistica E
Uno de los ejemplos más utilizados para mostrar las propicades básicas de a
los sistemas caóticos es la conocida como ecuación logística. La ecuación
logística, introducida por P.F. Verhulst en 1845 (¿Nieto de Alba. 1998. p. 69).
es uno de los sistemas dinámicos caóticos más ampliamente estudiados, a
comenzando su relación con la matemática del caos cuando fue utilizada para
el estudio de la dinámica de las poblaciones en ecosistemas cerrados por el
biólogo Robert May(1976). Con laecuación logística, May pretendíaextender a
la ley geométrica de crecimiento de la población de Malthus. según la cual, por
cada individuo en el periodo t. existirán a en el siguiente periodo 1+1:
e
(2.29)
Para tener en cuenta los posibles efectos de una saturación del ecosistema e
que frenase elcrecimiento de la población. May introdujo en (2.29) el supuesto
de que la tasa media de crecimiento de la población, a, decrecía linealmente con
el número de individuos previamente existentes en el ecosistema.. llegando así a
a la conocida como ecuación logística:
a.
x,+¡zzflx,I)zzw/l —x,) ; teN (2.30)
con x, e[O, 1], esto es. normalizando el número maxmio de mdividuos que
pueden coexistir en el sistema. Por su parte el parámetro ,ue[O, 4] recoge la
tasade crecimiento potencial de la población cuando no existe presión sobre el
ecosistema, es decir, u será la tasa de crecimiento pasa valores pequeños de x~,
coincidiendo en este caso (]-x, =‘0) la ecuación logística (2.30) con la ley de
Malthus (2.29)28.
e
~Devaney (1984) extiende el estudio de la ecuación logística (2.30) para un mayor rango u
de posibles valores de y.
a
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La ecuacióno aplicación logísticapresentauna estructura simple aunque no
lineal, y a pesar de ello, permite la aparición de comportamientos dinámicos
altamente complejos. La logística pertenece a una clase de funciones continuas
caracterizadas por tener un único punto crítico donde se anula la derivada de
la función —funciones unimodales (unimodais)—. Esta clase de funciones serán
posteriormente utilizadas en el capítulo 6 para la representación de la dinámica
económica. Así, como las propiedades básicas de esta ecuación logística son
fácilmente extrapolables a toda las funciones de esa clase de aplicaciones con
forma de campana, repasaremos a continuación las características básicas de la
dinámica de la ecuación logística.
La ecuación (2.30), proporciona toda una familia de posibles sistemas
dinámicos en función de los valores concretos que tome el parámetro ,u,
denominado tambiénparámetro de control. Es decir, existirán tantas soluciones
a (2.30) como posibles valores delparámetro de control ,u. Desgraciadamente,
resulta altamente complicado integrar la solución analitica de la aplicación
logística29. Es por elio, que su estudio se limitará al análisis cualitativo de las
soluciones numéricas o gráficas obtenidas por la iteración sucesiva de (2.30) a
partir de una condición inicial. El análisis de la dinámica comparativa de la
~ Si bien la solución analítica de la versión en tiempo continuo de la ecuación logística
es bien conocida, para el caso discreto sólo es posible integrar la soluciónpara algunos valores
concretos del parámetro de control. Así, por ejemplo, la solución cuado p=4 será x¿J/2~(J-
cos(2’-i-c), siendo c la constante arbitraria de integración, c=arcocos(1-2x<», siendo x
0 el
estado inicial del sistema. Utilizando esta solución explícita es posible demostrar que para este
valor del parámetro kt. se verifican las propiedades (i), (u) y (iii), demostrándose así que la
aplicación es caótica (Gandolfo, 1997, pp.5O8-509).
0.4 0.6
CAPrIULO 2. ELEMENTOS DE LA MATEMÁTICA DEL CAOS <1) 2 - 30
r
r
rs
y
u,
a
ecuación logística consiste precisamente en estudiar los distintos regímenes de
comportamiento del sistema desde elpunto de vistacualitativo para los posibles
valores de fi en el espacio paramétrico (Day. 1994, Pp.1 9-20).
nf
La aplicación logística es un sistema dinámico en tiempo discreto de
dimensión uno. Por lo tanto, el espacio de fases de dicha aplicación será el
intervalo [0,1] de la recta real. Para la representación gráfica de las soluciones a
de la ecuación logística (y en general, para todas las aplicaciones dinámicas
unidimensionales) suele utilizarse. en lugar de la representación de la órbita
sobre el espacio de fases —sucesión de puntos sobre un intervalo de la recta ti
real—, el denominado gráfico de lacurva de fase o gráfico de transición. En este
gráfico se representa el grafo la propia ecuación dinámica, que en el caso de
e(2.30) será una parábola que pasa por el origen (0.0) y por el punto (1,0). El
maximo de dicha función se encontrará en el punto (1/2, p14) —figura 2.12—.
a
Para cualquier valor del parámetro de control en el espacio paramétrico,
,uc[O , 4], el segmento de la curva de fase correspondiente a 0=x=1 está
contenido en el cuadrado unidad [0,1140,1], por lo que la ecuación logística —
está bien definida (Martin et al. 1995, p.l 14).
La curvade fases permite la representación gráfica de laaplicación logística, a
para ello, partiendo de una situación inicial x
0, la curva de fases proporciona el
siguiente valor en el tiempo de la variable de estado x1=fix0ftpx,/1 -x0). A partir
de este nuevo valor, haciendo uso de la recta de 450 es posible obtener la e
Figura 2.13. Curva de fase de la ecuación logistica ~.rO.5
a
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Figura 2.14. Curva de fase de la ecuación logística, ~2.75
transición que sigue la trayectoria descrita por el sistema para instantes
posteriores por iteración sucesiva del sistema (2.30).
Larepresentación del gráfico de transición permite, a su vez, identificar los
puntos fijos de la ecuación logística como los puntos de corte entre lacurva de
fase y la recta de 450:
xs0
0 (2.31)
Con ayuda del gráfico de la curva de Ñses, realizaremos a continuación el
análisis de dinámica compasativa de la ecuación logística para distintos valores
del parámetro ~x.Así, cuando Oflrtl, £ será negativo, quedando fuera del
dominio de definición de la aplicación (2.30), por lo que el único punto fijo del
sistema será k~ =0. Este equilibrio constituye un atractor del tipo punto fijo
globalmente estable30, esto es, que a partir de cualquier estado inicial, el sistema
acaba convergiendo al punto fijo L
0 =0. Una vez alcanzado este equilibrio
dman-uco, y en ausencia de perturbaciones exógenas que lo apanen de él, el
sistema permanecerá estacionario en dicho punto fijo de forma indefinida. En
la figura 2.13 representamos el gráfico de transición para ~.r0.5
Cuando lczuc3 el punto fijo~0 pierde suestabilidad convirtiéndose enun
punto repulsivo(apartado 2.5). Las soluciones a la ecuación logística para este
1—
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30 Sobre el concepto de estabilidad, véase el próximo apartado 2.5.
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Figura 2.15. Curva de fase de la ecuación logistica. p=3.25
rango del espacio paramétrico converge al punto fijo .V,. En la figura 2.14 se
muestra la curva de fase para j.c2.75. en el que se observa la convergencia
hacia el atractor i,.
a
Para .t>3 los dos puntos fijos (2.31) se vuelven inestables, mostrando las
soluciones de la ecuación logística comportamientos oscilatorios acotados con
distintas propiedades en cuanto a su periodicidad y estabilidad local o
dependencia respecto a las condiciones iniciales.
Así, cuando 3fl.a< 1 +~t 3.45 apareceun nuevo atractor deltipo ciclo limite,
en el que el periodo se ha duplicado respecto a la situación anterior, es decir,
el nuevo equilibrio dinámico será un ciclo límite de periodo 2, que la solución ml
del sistema irá recorriendo secuencialmente a medida que transcurrael tiempo.
Este ciclo limite estará caracterizado, portanto, por dosestados del espacio de
fases p~, yp2 tales que —
p1zzf
2>(p~) 1=1,2 (2.32)
siendo 12<) la segunda iterada de la aplicación logística (2.30), esto es, = a
¡(¡(KO. El ciclo limite periodo dos estará dado por los siguientes estados:
1 +v+V<—2~i—3
Pr
í +~— g22.í3 (2.33)
a
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Figura 2.16. Curva de fase de la ecuación logística, j.n3.5
Nótese que los puntos fijos x0 yx1 satisfacen también la condición (2.32).
aunque ni constituyen parte del ciclo limite ni son estables parap>3. por lo que
ahora no serán equilibrios dinámicos atractores del sistema. En la figura 2.15
hemos representado la curva de fase de la ecuación logistica para p3.25. El
período dos al que convergen las soluciones en este caso estara compuestos por
los puntosp1 ~-O.8l2427l4 YP2 t~0.495265l7.
Para valores u> 1 +<6~3.45 el ciclo limite periodo 2 (2.33) se inestabiiza,
emergiendo nuevos comportamientos cualitativos en el largo plazo. En primer
lugar aparecerá un ciclo limite de periodo 4, esto es, un atractor formado por
4 estados que se irán repitiendo secuencialmente una vez alcanzado e] atractor:
p, =f4>(r) ; ¿=1,2,3,4 (2.34)
En la figura 2.16 mostramos el ciclo limite periodo 4 alcanzado cuando
u=3•5 (p., ~O.S74992á;p, t~0.38281968; p~ ~‘0.82694O7l;.p. --0.500884211>.
Este proceso de inestabilización y aparición de nuevos ciclos limite con
desdoblamiento, bifurcación o duplicación del periodo continúa a medida que
vamos aumentando el valor del parámtro de control fi (periodo ocho, dieciséis,
vemtucuatro 1>~
Para valores de ~ a partir de fi~s3.5699, la cascada de duplicaciones hace
que el número de puntos tienda a cubrir una mayor región del espacio de
0.9
0.8
0,7
06
x(t+1) 0.5’-
0.4
0.3 u’
0,2 -
o,’
o
o xr’O) 0.2 0.4 0,6 0.6
x(t)
rCAPITULO 2. ELEMENTOS DE LA MATEMÁT~CA DELCAOS 0> 2-34
t
a.
ti
e
a
e
e
Figura 2.17. Curva de fase de la ecuación logística, ~‘=4 ti
estados, hemos encontrado la ruta hacia el caos, el atractor se ha convertido en —
extraño y la ecuación logística se comporta de manera caótica.
En la figura 2.17 mostramos la curva dc fases para .n4 bajo el cual, la
ecuación logística se comporta de manera caótica y tiende a llenar todo el
espacio de fases [0.1] aunque concentrándose en los extremos del intervalo
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Figura 2.18. Histograma de la aplicación logística con
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Figura 2.19. trayectorias temporales de la aplicación logística para u~ 2.75, 3.25, 3.5 y 4.
(figura 2.18). Además, la forma en la que se llena el espacio de fases verifica la
propiedad de mezcla o transitividad topológica. En consecuencia, y como se
observa en la curva de fase, la órbita no parece converger a ningún ciclo límite
de periodo simple finito. Por el contrario, el atractor al que converge la
ecuación logística se caracteriza por tener un periodo infinito, por lo que la
órbita resultante resulta irregular, aperiódica y aparentemente carente de
cualquier orden o irregularidad —dichas órbitas proceden sin embargo de la
iteración de un sistema perfectamente determinista— (figura 2.19). igualmente,
debe hacerse constas que tanto los puntos fijos £% y k~, como los ciclos limite
de periodo finito que caracterizan el comportamiento de las soluciones para
valores de p<wo3.5699, siguen siendo equilibrios dinámicos invariantes bajola acción del sistema, es más, constituyen un conjunto denso dentro del
intervalo [0,1].
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aBajo el régimen caótico, las trayectorias que solucionan la ecuación
logística, además de las propiedades anteriores, presentan una alta dependencia
respecto a las condiciones iniciales, es decir, son localmente inestables dentro a
del atractor.
En la figura 2.20. hemos ilustrado esta propiedad, representando
conjuntamente dos soluciones con p=4 que se diferencian en su condición
inicial tan sólo en 0.00001 unidades. Puede observarse que tras un lapso de
tiempo en el que ambas soluciones evolucionan juntas, dichas trayectorias u
divergen rápidamente en su comportamiento. Esta dependencia a las
condiciones iniciales es la responsable. como ya vimos, de la incapacidad que
en la práctica se tiene para realizar predicciones más allá del corto plazo. A e
pesar de ello, y en la medida en que las órbitas con estados iniciales próximos
permanecen cercanos durante un cierto periodo de tiempo antes de empezar
diverger, es posible obtener, en el corto plazo. predicciones ajustadas del nf
sistema.
ti
Las predicciones de sistemas caóticos se basan en el método de predicción
por analogías propuesto inicialmente por Lorenz(1969) aunque fUeron Farmer
y Sidorowich (1987) quien mayor impulso dieron a su utilización (Fernández
Rodríguez, 1995, 32-34). Estas predicciones se apoyan en el carácter
determinista del proceso generador de las trayectorias, proponiendo como
mejor predictor para el estado inmediatamente posterior a uno dado, x0, el que
sigue al estado XN más cercano al primero x0. La idea que subyace en este
método es que a pesar de la dependencia a las condiciones iniciales, a dos
puntos próximos les deben seguir dos puntos igualmente próximos, almenos en
el corto plazo. El horizonte de predicción para el cual podrán obtenerse
predicciones ajustadas dependerá inversamente del grado de dependencia
respecto a las condiciones iniciales del sistema caótico. Las ventajas de este a.
224567 09 1o11:2131415361?16192c’212:23242s262-;2620303,32372435363v36394<’
0-a’
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Figura 2.20. Sensibilidad a las condiciones iniciales en la ecuación logística w~
4
ti
CAPITULO 2. ELEMENTOS DE LA MATEMÁTICA DEL CAOS (1) 2-37
1’
0’ . a
Co>
1~0 (~4
CA.
o — — .“—‘—‘.‘—-“.—,.—..—.—‘‘-—“—‘—“.—. “—‘.
1 — —
-0 5.0
a.> ~ ¿
o -
~OA
aE—0 4
O. t’04
~< 4.E”04 E
~S-04 1 a L _ Lis L
jzj o.~+oo — —‘ ‘~ ~ r -‘~--——j’ ‘“‘¡-‘u-.
‘-2 E—SO
—4.Z—04
Figura 2.21. Predicción por analogias de la aplicación logística w’4
método de predicción es que es posible utilizarlo aunque se desconozca el
sistema generador de las soluciones observadas —para ello será necesario
reconstruir, a partir de una muestra, e] espacio de fases correspondiente al
sistema desconocido—. Esta técnica será aplicada en el capítulo 9 en la
predicción de series temporales, por el momento en la figura 2.21 mostramos
la evolución de una solución a la logística con ~n—4junto a la trayectoria
resultante de su predicción periodo a periodo utilizando e] método de
predicción por analogías31. Como se observa la trayectoria resultante de la
predicción por analogías replica casi perfectamente la trayectoria original con
errores de predicción prácticamente despreciables.
La ruta hacia el caos: La dupticación del periodo
Para terminarcon esteejemplo, apuntamos que es posible realizaruna visión
conjunta de los distintos regímenes de comportamiento a largo plazo de la
aplicación logística para distintos valores delespacio paramétrico haciendo uso
del conocido como diagrama de Feigenbaum o gráfico de bifurcaciones.
Cuando la evolución de un sistema dinámico depende del valor especifico
que tome un parámetro (parámetro de control), pueden existir valores críticos
del mismo, en los que se producen cambios cualitativos en la naturaleza del
comportamiento a largo plazo del sistema, esto es, cambios cualitativos en su
atractor. Al valor delparámetro en el cual se produce el cambio cualitativo del
régimen de comportamiento se le denomina valor de bifurcación. Bajo estos
~ Para la obtención del predictor, x,t calculamos primero una serie de 10000 datos de
la ecuación logística, ya partir de ella, elegimos el punto con una distancia enclidea menor.
En la figura 2.21 se muestra también el error de predicción definido como Errorlx-x
0]
CAP?TULD 2. ELEMENTOS DE LA MATEMAT¡CA DEL CAOS m 2-38
w
a
ti
ti
a
a
valores, el sistema dinámico será por tanto estructuralmente inestable. La
estabilidad estructural. precisamente. hace referencia a la permanencia del
comportamiento del sistema dinámico desde el punto de vista cualitativo ante ti
pequeñas variaciones en el valor de sus parámetros estructurales (para una
definición formal véase Gandolifo 1997, p.339’j.
a
Algunas de estas biffircaciones (por ejemplo, la bifurcación de horca),
implican una situación en la que un sistema situado en un equilibrio dinámico
estable pase a un nuevo equilibrio con duplicación del periodo, en el que el a
equilibrio anterior, aunque sigue presente ha perdido su poder atractivo, esto
es. se ha convertido en inestable o repulsivo, dando lugar a la aparición de
ciclos limite a medida que el parámetro cambia (sobre el concepto y tipos de U
bifurcaciones véase Lorenz .1993, Pp. 80-118).
En las figuras 2.22 y 2.23 mostramos el gráfico de bifurcaciones para la
ecuación logistica. En estos gráficos serepresenta el valor o conjunto de valores
al que converge el estado de la variable X, , para cada valor del parámetro y.
aComo se observa para valores comprendidos entre O y 1, el sistema converge
a un único valor, ?~, mientras que cuando lflj=3,el sistema converge a x
19es
decir, el valor w
1 es un punto orifico en el cual se produce un cambio desde —
elpunto de vista cualitativo en el comportamiento a largo plazo del sistema. El
punto fijoi pierde su estabilidad y se convierte en repulsivo cuando ~r3.
Aparece entonces un nuevo atractor a largo plazo del tipo ciclo límite de
periodo dos . El valor de ¡.n3 es, por tanto, un nuevo punto crítico o de
bifurcación (bifUrcación de horca) donde el comportamiento a largo píazo del
sistema duplica su periodo. Este proceso de desdoblamiento o duplicación del a,
periodo continúa a medida que vamos aumentando el valor de it apareciendo
nuevas ramas que se correspondencon ciclos limite de periodos cuatro, ocho,
dieciséis, ... —
Fgura 2.22. Gráfico de bifurcaciones de la aplicación logistica pG[O.4]
a
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Figura 2.23 Gráfico de bifurcaciones de la aplicación logística MC[2,41
En este comportamiento aparece cierto componente de regularidad. Nos
referimos a que la secuencia de puntos de bifurcación con duplicación del
periodo, w~ está gobernado por una ley de potencia cuyo factor de escala,
conocido como la constante de Fe¡genbaum. se mantiene no sólo para la
ecuación logística sino que aparece en todas las aplicaciones unidimensionales
de su clase —aplicaciones unimodales o con forma de campana—:
5 hmt1 ~ ~4.66920l6... (2.35)
0.75
.4 0.5
0.25
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Figura 2.24. Gráfico de bifurcaciones de la aplicación logistica pc[3.5 ,4]
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Figura 2.25. Gráfico de bifurcaciones de la aplicación logística ¡ie[3.8375. 3856251
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Para valores dey a partir de p~z 3.5699. la cascada de duplicaciones es tan
rápida que el periodo tiende a infinito, y el número de estados al que tiende e]
sistema tienda a cubrir toda una región del espacio de fases. El atractor se ha a
convenido en extraño. A parir del punto de saturación ~t, por tanto, se entra
en la región caótica. Este proceso de duplicación delperiodo hasta entrar en la
región caótica es conocido como la ruta hacia el caos por duplicación del a
periodo.
En la región caótica del diagrama de bifurcaciones se observan pequeñas a
zonas en blanco, las ventanas de regularidad, donde e] sistema presenta
comportamientos periódicos regulares. algunos de ellos de orden impar, (figura
2.24), que se bifurcan o doblan su periodo a medida que sigue aumentando los O
valores delparámetro de control (figura 2.25) hasta entrarde nuevo en regiones
con comportamiento caótico.Precisamente en laexistencia de estos ciclos límite
de periodo impar se basa el teorema de Li-Yorke (1975) para verificar la ti
existencia de caos.
e
Caos en el Sentido de Li-Yorke: Periodo Tres Implica Caos
e
Para comprobar si un sistema dinámico se comporta de manera caótica
implica la demostraciónde que dicho sistema verifica las tres propiedades de laa
anterior definiciónde caos topológicade Devaney (1984. p.5O). En lapráctica,
esta tarea puede resultar altamente complicada. Afortunadamente existen otros
teoremas más interesantes desde el punto de vista operativo, que de forma
alternativa sirven para identificar cuando un sistema es topológicamente a
caótico. Quizás el más ampliamente utilizado es el propuesto por Li y Yorke
(1975).
u.
3.8375 3.8.421875 3246875 38515625
a
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Este teorema se basaa su vez en el de Svarkovskii. en el que se propone la
siguiente relación de orden entre los números naturales (Aliigood. Sauer y
Yorke, 1997,pp. 135-139)
3<5<7=9.< ~<2~3-<2~5<27=29~
K243<245=24~7<24.9k ~ 1
Dada esta relación de orden y una aplicaciónj continua definida sobre un
intervalo cerrado y acotado de R que tiene una solución periódica de periodo
p. el teorema Svarkovskii establece que sip-<q entonces 1 tiene también una
órbita de periodo q.
Este teorema es aplicable no sólo a las ecuaciones dinámicas unimodales del
tipo ecuación logística, sino a todas las aplicaciones continuas. Por elcontrario.
sólo es aplicable a los sistemas dinámicos unidemensionales. Como colorario al
teorema, puede establecerse que si la aplicación f tiene algún punto periódico
cuyo periodo es impar, entonces fdebe tener infinitos periodos (Medio. 1992,
p.l56).
A partir de este resultado, el teorema de Li-Yorke establece que si es
posible detectar un ciclo limite de periodo tres como posible solución de un
sistema, entonces, como el tres es el primer número que aparece en la
ordenación 2.36, también existirán soluciones de cualquier otro periodo,
incluidas las soluciones caóticas —periodo tres implica caos—. Más
específicamente, el teoremade Li-Yorkepuedeenunciarse de lasiguiente forma
(Day. 1994, Pp. 85-86 y Gandolfo. 1997, pp.513-5l4).
Sea fI—>1. 1 =[O,]j> una aplicación continua. Supongamos que existe un
punto x*eI talque las tres primeras iteradas de ~ verifican
f3kx 9 s x <flx 9 <f2kx 9 (2.37)
o
f3>(x’) =x” > flx 9 > f2>(x’) (2.38)
entonces existen ciclos de cualquier periodo k 1, 2 en 1 y existe un
subconjunto no numerable Ud que contiene puntos no periódicos que
satisfacen las siguientes condiciones:
(1) para todo xy cU. x*y
~9-~
y
Lbninf [f%x) —fi >Cy)< =0
~9-~
(2.40)(i.b)
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di) para todo x eU y todo punto periódico x0 e 1
Limsup jf~~(x) —ftx0to (2.41)
La condición (i) implica que en el conjunto U. las trayectorias aperiódicas
que parta de puntos distintos —pero arbitrariamente cercanos—, se encontrarán a
infinitamente a menudo finitamente separadas unas de las otras, e igualmente
infinitamente a menudo se encontrarán muy cercanas entre si. aunque nunca se
cortarán en un mismo punto. Esta condición es prácticamente equivalente a la
propiedad de dependencia sensitiva respecto a Jas condiciones inicialesdefinida
anteriormente (2.28).
u
La condición (II) implica, por otro lado, que si en algún instante alguna
trayectoria aperiódica se acercase a algún ciclo limite periódico, dicha
O
trayectoria deberá apartarse del ciclo limite, esto es. las órbitas aperiódicas no
deben deter ningún punto en común con ninguna de las posibles órbitas
periódicas del sistema dinámico, u.
El teorema de Li-Yorke establece por tanto que. bajo condiciones
especificas. existirán órbitas aperiódicas con dependencia respecto a las
condiciones iniciales, y por tanto en presencia de comportamientos caóticos
—caos en sentido de LI-Yorke—.
ti
Como ejemplo de aplicación del teorema de Li-Yorke. volvamos a la
ecuación logística (2.30). Utilizando el gráfico de bifurcaciones (figuras 2.24-
2.25) es posible identificar dentro de la región caótica ventanas de regularidad e
en las que las soluciones convergen a un ciclo limite de periodo tres cuando
3.83=>r<3.84.(por ejemplo para 3.835 el ciclo limite estaría compuesto por
e
ti
e
O
a
ti
e
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Figura 2.26. Ciclo límite dc periodo tres en la ecuación logística con
06 0’R
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pl d).49451437,p2zO.9586346, p3~tl52O7427 ). porloqueporelteoremade
Li-Yorke, para este intervalo del espacio paramético. la aplicación logística
tendrá órbitas periódicas de periodo Ip. para todo Ip=1. que serán todas
repulsivas menos lacorrespondiente a Tp=3. Como ya comentamos, cuando se
aumenta el parámetro í’ este periodo tres se inestabiliza. aunque sigue siendo
una posible solución de la ecuación logística. Mi. en la figura 2.26 mostramos
el ciclo periodo tres —instable— que verifica (2.37) cuando pr—4. por lo que
aplicando el teorema de Li-Yorke, podemos concluir que la ecuación logística
será entonces caótica —en sentido de Li-Yorke—
Caos en sentido de Ruelle: atractores extraños o caóticos
Como se comentó anteriormente, las órbitas caóticas están altamente
relacionadascon laevolución de los sistemasdinámicos dentro de los equilibrios
dinámicos del tipo atractor extraño. De hecho, existe otra alternativa
proporcionada por O. Ruelle para definir los sistemas caóticos que se apoya en
la existencia de dichos atractores extraños. Según esta definición, se dice que
un sistema es caótico si posee un atractorextraño —caos en sentido de Ruelle—.
A su vez, un atractor extraño será aquel conjunto atractor en el cual las
trayectorias presentan dependencia sensitiva respecto a las condiciones iniciales
(2.28) (Ruelle,1992, pp.24).
Recordemos a suvez que, en general, un conjunto atractor será un conjunto
invariante bajo la acción del sistema dinamico. no-reducible y con una cuenca
de atracción, es decir, un equilibrio dinámico que posee un entorno del mismo
para cl cual el sistema termina atrapado dentro delequilibrio y que no se puede
descomponer en otros subconjuntos dísjuntos invariantes bajo la acción del
sistema.
Por otra parte, puede demostrarse que los sistemas disipativos convergen
en su evolución hacia conjuntos atractores (Ruelle, 1992, p.23). Un sistema
conservativo en términos de la Física, será, aquel para el cual la energía total
permanece constante en el tiempo —no existe fricción—. Por el contrario, un
sistema disipativo será aquél para el cual la energía total disminuye o se disipa
con el paso del tiempo (Gandolfo 1997, p. 456). La conversión de estos
concepto al lenguaje de los sistemas dinámicos implica definir a un sistema
dinámico disípativo como aquel parael cual existe un conjunto U en el espacio
de fases n-dimensional, que se contrae o reduce asintóticamente hasta un
conjunto compacto A, de forma que el u-volumen(energía) del conjunto inicial
U se reduce o contrae de manera continua bajo la acción del sistema con el
transcurso del tiempo. Por elcontrario, los sistemas conservativosserá aquellos
que preservan o mantienen el u-volumen de U (Lorenz, 1993, ppáS-67V2. En
32 Fonnalmente, si definimos la tasa de variación del volumen de un sistema dinámico
(2.17-l&)n-fimensional como ízu~Xapex, i],2 n, (derivada de Líe), entonces éste
será disipativo si este sumatorio es negativo, y será conservativo se el sumatorio es nulo.
CAPITuLO 2. ELEMENTOS DE LA MATEMATICA DEL CAOS (O 2-44
términos de lo expuesto anteriormente, el conjunto A de los sistemas disipativos
seria el conjunto atractor y el conjunto U sería su cuenca de atracción.
Teniendo en cuenta estas propiedades de los sistemas disipativos. es posible u.
establecer la siguiente definición para identificar a los sistemas caóticos n-
dimensionales, válida tanto en tiempo discreto como en tiempo continuo. Un
sistema disipativo será caótico —en sentido de Rudlle— si presenta soluciones u.
con dependencia sensitiva respecto a las condiciones iniciales. A efectos
operativos, esta dependencia respecto a las condiciones iniciales puede
cuantiflcarse haciendo uso de los exponentes de Lyapunov. 9.
e
e
u
e
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a
e
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CAPÍTULO 3
ELEMENTOS DE LA MATEMÁTICA
DEL CAOS (II). EL ESPECTRO DE
EXPONENTES DE LYAPUNOV Y LA
DIMENSIÓN FRACTAL
En este capitulo vamos a centrar nuestra atención en el estudio de dos de
los elementos básicos de la matemática del caos: El espectro de Exponentes de
Lyapunov y la Dimensión Fractal de los atractores extraños.
Los exponentes de Lyapunov constituyen una medida de la estabilidad o
inestabilidad del comportamiento de los sistemas dinámicos una vez que éstos
alcanzanun equilibrio dinámico. Como ya ha sido apuntado en el capitulo 2, los
sistemas caóticos, aunque presentan cierta estabilidad en el sentido de que
convergen a conjuntos atractores extraños, se caracterizan por su alta
dependencia respecto a las condiciones iniciales, esto es, porque su evolución
dentro del atractores altamente inestable. En elprimer apanado de este capítulo
trataremos precisamente de caracterizar la estabilidad local de las soluciones
dentro de los atractores haciendo uso del espectro de exponentes de Lyapunov
asociados al sistema.
Porotra parte, la dimensión fractal puede utilizarse para cuantificar o medir
la complejidad geométrica de los atractores de un sistema dmam¡co Como
veremos en el apanado 3.2, la complejidad dinámica que muestran los sistemas
caóticos se basa en la complejidad geométrica de sus atractores extraños. De
hecho, estos atractores forman parte de los objetos geométricos denominados
fractales. Estos objetos fractales no son susceptibles de ser analizados con las
herramientas tradicionales de la geometría diferencial —los fractales son
verdaderos monstruos geométricos desde el punto de vista de la geometría
diferencial—, dando origenaunanueva geometríano-diferencial. Lacomplejidad
geométrica de los fractales puede medirse utilizando el concepto de la
dimensión fractal, y por ello, podremos utilizar dicho concepto de dimensión
para caracterizar la estructura geométrica de los conjuntos atractores de los
sistemas dinámicos.
CAPITULO 3. ELEMENTOS DE LA MATEMÁTiCA DEL CAOS (II) 3-2
A partir de estos dos elementos, analizaremos en el próximo capítulo como
tÉpueden diseñarse toda una serie de herramientas básicas para detectar
comportamientos caóticos a partir de la una serie temporal observada. En
principio, cuando alguno de los exponentes de Lyapunov sea positivo el sistema
presentará dependencia sensitiva respecto a las condiciones iniciales. Por otra
parte, cuando se estime, haciendo uso de la dimensión fractal, que el atractor
asociado a la serie temporal tienen dimensión finita y además tiene una
ti
estructura geométrica fractal, podremos concluir que dicha serie temporal ha
sido generada por un proceso determinista caótico.
a
Terminaremos este capítulo mostrando algunos ejemplos de sistemas
dinámicos que permiten laaparición de comportamientos caóticos. Algunos de
estos modelos serán posteriormente utilizados pararepresentar la dinámica del —
ciclo y el crecimiento económico.
a
3.1. Estabilidad local de los equ¡l¡brios dinámicos y el espectro de a
exponentes de Lyapunov.
La consideración de los conjuntos atractores y repulsores elude el problema U’
de la estabilidad o inestabilidad de los equilibrios dinámicos, ya que dichos
atractores se caracterizan por tener una cuenca de atracción (sobre las distintas
definiciones de estabilidad véase Brock y Malliaris. 1989 , pp. 53-85). A
continuación nos referiremos a la cuestión de la estabilidad local de los
equilibrios dinámicos, esto és. sólo en referencia al comportamiento del sistema
adentro de estos atractores. Aplicaremos además la definición de estabilidad en
sentido de Lyapunov que cuando se aplica al análisis de la estabilidad de los
atractores extraños dará origen a los denominados exponentes de Lyapunov. u.
Analizaremos únicamente el caso de los sistemas discretos, ya que para los
sistemas en tiempo continuo el análisis de la estabilidad local en sentido de u.
Lyapunov de una órbita continua se realiza discretizando dicha solución, es
decir, analizando la estabilidad local en sentido de Lyapunov de los estados que
alcanza la órbita continua en los instantes t1,2,3,... (Ailigood, Sauery Yorke, a
1997, .pp.381-385).
Estabilidad de los puntos fijos. a
Comencemos por el caso de los sistemas unidimensionales. Un punto fijo
será aquél para el que f(p)=p (3.21) y será estable si f(x)-ftft)¡flx-p¡ para unx —
en un entorno dep. Por tanto, para comprobar la estabilidad de un punto fijo
basta con analizar cómo es la derivada:
a,
¡hf u.
ti
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Figura 3.27. Estabilidad de los puntos fijos de la aplicación logística
En general, si la deriva ~f4)[=o, entonces la diferencia entre un punto fijo
p y un estado x en un entorno al mismo verificará que bajo laacción del sistema:
(3.2)
Por lo tanto, cuando la derivada sea Lf’(p)«I el punto fijo p será estable,
y si !f’Ú-’) 1>1 el punto fijo será inestable.
A modo ilustrativo, podemos analizar aquí la estabilidad de los punto fijos
de laecuación logística £~ =Oy .i =(~.t —1)4i. Laderivada de la ecuación logística
(3.29) respecto a la variable de estado viene dada por:
f’(x)=4l -2x,) (3.3)
La derivada (3.44) evaluada en el punto fijo~ =0 seráf’<V) ~p, por lo que
este punto fijo será estable cuando 0<pcl, e inestable o repulsivo para11>1. Por
su parte, el punto fijo i1 sólo estará definido para valores de 11>1, siendo el
valor de la derivada (3.44) cuando se evalúa en este puntof’(Úí-l)4±,)=2-v,por
lo que~, será estable cuando 1 <z»<c3, e inestable cuando jn-3 ~.Gráficamente,
la estabilidad de estos puntos fijos (puntos de corte entre la recta de 450 y la
curva de fase) puede estudiarse inspeccionando la pendiente de la curva de
transición o curva de fase en el punto de interseccióncon la recta de 450 —figura
3.33—.
Precisamente, ya vimos en el capituío anterior que los valores p=í y p3 constituyen
puntos de bifurcación de la aplicación logistica. Cuando 11=1 el punto % pierde su estabilidad
dando origen a la aparición de i1 corno el nuevo punto fijo estable. Cuando ~v1,entonces
pierden su estabilidad y da origen a la aparición de un ciclo limite periodo dos estable.
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Estabilidad de los ciclos límite de periodo k.
La estabilidad de un ciclo limite de periodo k se realiza analizando la
estabilidad de cadauno de los kpuntosp, ¡=1.2.... k que lo integran. Teniendo
en cuenta que por definiciónfk>c~p,)=p ; ¡=1 k (3.22), entonces se puede
analizar la estabilidad del ciclo limite a partir de la estabilidad de cadap, como
si friese el punto fijo de la k-ésima iterada de la ecuación dinámica. Así, si
consideramos, por ejemplo, el primer punto,p,. diremos que éste será unpunto
lijo estable de la aplicaciónj”~ cuando:
o
(3.4)
ahora bien, aplicando la regla de la cadena, (3.45) podrá escribirse como:
e
(3.5)
por lo que la estabilidad podrá analizarse encontrando el valor que toma el
producto de las k derivadas de la aplicación evaluadas lo largo de todo el ciclo
limite de orden k. Si este producto es menor que uno el ciclo limite será estable.
siendo inestable si dicha variable es mayor que uno. Obsérvese que aplicando
la regla de la cadena, la derivada en (3.46) será la misma para todos los puntos
p, (¡=1 k) del ciclo limite, por lo que la estabilidad del ciclo limite se puede
analizar estudiando la estabilidad de cualquiera de sus puntos.
Como ejemplo ilustrativo, podemos analizar la estabilidad del ciclo limite
periodo dos de la ecuación logística (3.33). Para elio necesitamos representar
la curva de fase de la segunda iterada de la ecuación logística y analizar la
pendiente de dicha curva en sus correspondientes puntos fijos (figura 3.28). En
Figura 3.28. Construcción de la segunda iterada de la ecuación
logistica.
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Figura 3.29. Curva de fase de la segunda iterada de la ecuación logística r3~25 y pr=3.5
la figura (3.29) realizamos dicha representación w=3.25 y kr3.5. La segunda
iterada presentacuatro puntos fijos —puntos de corte de su la curva de fase y la
recta de 45O~, dos corresponden a los puntos fijos de la logística i~ ~O y
x> =(t—l)4i y otros dos correspondientes al ciclo límite —los puntosp,, yp~ en
(3.33)—. Como se observa visualmente analizando la pendientede estos puntos,
tantoi~ como son inestables mientras que sólo cuando ~i a3.25 El ciclo limite
periodo dos —puntos Pi yp
2— resultan estables en el sentido de Lyapunov. Este
es precisamente el resultado que obtuvimos anteriormente mediante el análisis
gráfico de bifircaciones.
Estabilidad de las órbitas dentro de un atractor extraño: El
exponente de Lyapunov
Cuando los sistemas son caóticos no es posible evaluar la derivada (3.45),
ya que en este caso la órbita que describe el sistema no presenta una
periodicidad simple finita, por el contrario, las soluciones caóticas son
aperiódicas, esto es, con un período que puede considerarse inifinito. Así, el
método para estudiar la estabilidad local en sentido de Lyapunov de estas
órbitas caóticas debe realizarse llevando la derivada (3.45) al limite, hablando
ahora de números de Lyapunov en lugar de derivadas. Con estos números de
Lyapunov se intenta cuantificar la tasamedia geométrica de separación de dos
puntos cercanos. Másconcretamente, dada una órbita {x1, x2, ..., xr},el número
de Lyapunov vendrá dado por:
7>-”
‘4
u—3. 25
2 —. ... —. —
0. 8
0. 6-
>4.2
0. 4
0.2
0.2 0.4 0.6 0.8
>4
(3.6)
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Figura 3.30. Exponente de Lyapunov de la ecuación Jogistica 0~M~4 U’
El exponente de Lyapunov será e] logaritmo del número de Lyapunov:
A4xiVzln[L(x
1)] =lim
T-” T (3.7) a
hm 44 lnLf’(x,)I+lnLf~(x2)I±...÷1nL/}xT)IJ; Vf’Q)tO
a
Este exponente de Lyapunov proporciona una medida de la estabilidad —en
sentido de Lyapunov— de los equilibrios dinámicos independientemente de su
periodicidad. En particular, el exponente de lyapunov coincide con laexpresión ti
(3.42) y (3.45) para el caso de los puntos fijos y los ciclos límite
respectivamente. Así, si el número de Lyapunov es mayor que uno, o
alternativamente, elexponente de Lyapunoves negativo, el equilibrio dinámico
será localmente estable, mientras que si es positivo será localmente inestable.
a
Por la propia definición de la estabilidad en sentido de Lyapunov. esta
inestabilidad local debe interpretarse como aquella situación en la que órbitas
que parten de situaciones arbitrariamente próximas, se van separando en el e
tiempo a la tasa media dada por el número de Lyapunov. Esta interpretación
coincide precisamente con la definición de la dependencia sensitiva a las
condiciones iniciales, por lo que podemos utilizar los números o exponentes de
Lyapunov para cuantificar la dependencia sensitiva a las condiciones iniciales
y por tanto, para caracterizar los sistemas caóticos. Así, si aplicamos la
definición de caos en sentido de Ruelle, un sistema disipativo será caótico si es —
valores de ‘~
exponente
de
Lyapunov
O 2 3 4
I.1
e
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Figura 3.31. Exponente de Lyapunov de Ja ecuación logística 2=p=4
localmente inestable, es decir, si presenta un exponente de Lyapunov positivo.
Obsérvese que el hecho de que el sistema sea disipativo implica que converge
a un atractor, en el que el sistema queda atrapado y su movimiento acotado,
aunque la evolución del sistema dentro del atractor resulte ser altamente
iniestable.
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Figura 3.32. Exponente de Lyapunov de la ecuación logística 3.5=p=4
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Como aplicación, mostramos en las figuras 3.30-3.31 el exponente de
0’Lyapunov de la ecuación logística para distintos valores del parámetro de
controljunto alcorrespondiente gráficode bifurcacióno=ji =4.Estos exponentes
han sido calculado a partirde la expresión 3.48. es decir, evaluando la derivada
3.44 a lo largo de la solución numérica de la ecuación logística. Como se
observa, paravalores de ji < ps~3.5699, las trayectoriasde la ecuación logística
converge a soluciones periódicas de dinámica simple. y sus respectivos
exponentes de Lyapunov son no positivos. Resulta interesante apuntar que en
los puntos de bifUrcación, es decir, los parámetros donde se inestabilizan los
equilibrios y aparecen otros nuevos estables, los exponentes se anulan. En a
cualquier caso, sólo a partir del punto de saturación ji~z3.5699. en el que se
entra en la región caótica, el exponente de Lyapunov toma valores positivos.
Dentro de esta región, aparecen también exponentes no positivos, que se
corresponden precisamente con las ventanas de regularidad del caos —figura
3.32—.
ti
Espectro de exponentes de Lyapunov: sistemas n-dimensionales
a
Cuando estamos ante sistemas dinámicos n-dimensionales. el análisis de la
estabilidad de los equilibrios dinámicos en sentido de Lyapunov. se basa en tilugar de la derivada (3.42)-(3.45) la matriz jacobiana (Df )asociada al sistema
dmamico:
a
5//5x
1 8f1/3x2
Df- 21 (3.8)
8L/3x1 Qf/5x2 ... 6L/ax~ a
Más concretamente, la estabilidad de los equilibrios debe analizarse
utilizando los n autovalores de dicha matriz jacobiana. Estos autovalores se
utilizan para transformar el sistema de forma que se normalice el espacio de
flises original ii-dimensional. Cada uno de estos autovalores caracteriza la
estabilidad o inestabilidad del equilibrio en cada una de las ii-variedades o
direcciones que caracterizan el espacio de estados o espacio de fases. De esta
manera es posible analizar la estabilidad de los equilibrios dinámicos n- e
dimensionales de manera análoga a los sistemas unidiniensionales, quedando
caracterizada la estabilidad en sentido de Lyapunov cuando la parte real de
todos los autovalores se encuentra dentro del circulo unidad, a
Cuando trasladamos este análisis de la estabilidad a los equilibrios
aperiódicos o caóticos en sistemas ii-dimensionales, debe sustituirse también la
derivada por la matriz jacobiana. definiéndose ahora, de manera análoga a
(3.48), el espectro de exponentes de lyapunov como:
a
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siendo A(x~), 1=1 n; j=1 7? los autovalores de la matriz jacobiana
evaluada a lo largo de la trayectoria {xí, x, X~}. Para un sistema pi-
dimensional existirán, por tanto, n exponentes de Lyapunov. indicando cadauno
de ellos cómo se separan —a qué tasa media geométrica— las trayectorias
inicialmente próximas en cada una de las n direcciones del espacio de fases.
Nótese que para que el equilibrio dinámico sea localmente estable, todo el
espectro de exponentes de Lyaptmov debe ser no-positivo. La presencia de
algún exponente positivo, implicaría automáticamente que la solución es
localmente inestable,es decir, presenta una dependencia sensitiva respecto a las
condiciones iniciales y, por tanto, el sistema se comporta de manera caótica.
De esta forma, es posible caracterizar los equilibrios dinámicos en fimción
de sus correspondientes exponentes de Lyapunov. En primerlugar, recordemos
que el signo de cada exponente muestra las propiedades de expansión o
divergencia (2>0), convergencia (2k0) o constancia (Á~0) del movimiento de
las soluciones inicialmente próximas en una cada una de las n direcciones del
espacio de fases.
En primerlugar, debemosapuntar que si bien los comportamientos caóticos
pueden aparecer en sistemas unidimensionales en tiempo discreto —como se ha
mostrado ya en la ecuación logística—, cuando estamos en sistemas en tiempo
continuo es necesario que la dimensión del sistema (numero de ecuaciones o
variables de estado ) sea como mínimo de tres. En ecuaciones dinámicas en
tiempo continuo unidimensionales sólo pueden existir equilibrios atractores del
tipo punto fijo, y en los bi-dimensionales el teorema de Poincar& Bendixon
(Fernández Rodriguez, 1995, Pp 54) garantiza que como mucho podrán
aparecer atractores del tipo ciclo limite.
La explicación intuitiva de este hecho se encuentra en que lasolución de un
sistema dinámico en tiempo continuo se representa por una trayectoria o una
órbita continua en el espacio de fases, que no podrá cortarse a sí misma si
efectivamente es solución del sistema (recuérdese la definición de solución en
3.17 y 3.18). Así, en sistemas diferenciales bi-dimensionales, los únicos
comportamientos acotados posibles serán necesariamente regulares y
periódicos, esto es,el comportamiento,convergerá necesariamente o a un punto
fijo o a una órbita cerrada, que por compleja que sea, representará siempre la
existencia de un ciclo límite (Gandolfo, 1997, pp.5 18). Para que puedan
aparecer comportamientos más complejos, como por ejemplo los movimientos
cuasi-periódicos y los caóticos, será necesario que el sistema dinámico en
tiempo continuo sea como mínimo tridimensional.
u’
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Esta limitación en el número mínimo de variables de estado no aparece en
a
el caso de los sistemas discretos, ya que en este caso, la trayectoria no es una
linea continua. Por el contrario, la órbita solución al sistema irá saltando (a
intervalos iguales de tiempo ¿Nt en los que el sistema se encuentra definido) de
un estado a otro en el espacio de fases, con la única restricción de que tras un
mismo estadono pueden seguirle dos estados distintos si la secuencia de puntos
-es efectivamente solución del sistema. Esos saltos pueden describir secuencias
o soluciones irregulares o caóticas sin que se necesite una dimensión mayor a
la unitaria y sin que se pase dos veces por el mismo punto, lo que conduciría a
un corte de la solucióny porlo tanto a la llegada a soluciones regulares (puntos e
fijos o ciclos limite. Insistimos que en el caso de los sistemas en tiempo
continuo, nos encontraríamos con secuencias cuyos saltos temporales tienden
a ser infinitamente pequeños, es decir, la evolución de la órbita en elespacio de ti
fases es suave, sin que puedan aparecer los saltos irregulares de los sistemas
caóticos discretos sin que dicha órbita se corte o intersecte en algún punto
(Lorenz. 1993. ppl 67). De esta manera, sólo es posible encontrar a
simultáneamente comportamientos acotados que además son localmente
inestables -caóticos en sentido de Ruelle— en las aplicaciones en tiempo discreto
y nunca en las ecuaciones diferenciales en tiempo continuo. o
Así, cuando estamos ante sistemas unidimensionales, si el exponente de
a
Lyapunov es negativo el atractor será periódico y estable (puntos fijos o ciclos
límite de periodicidad simple si la ecuación está definida en tiempo discreto; y
únicamente puntos fijos si el sistema está definido en tiempo continuo). Si el
exponente es positivo, entonces la ecuación dinámica presentará dependencia
sensitiva respecto a las condiciones iniciales,y por tanto, será caótico si estamos
en tiempo discreto, y tendrá un comportamiento explosivo —sin atractores— si —
estamos en tiempo continuo.
Para garantizar que, con independencia de si nos encontramos en sistemas a
en tiempo discreto o continuo, la dependencia respecto a las condiciones
iniciales, esto es, que algún exponente de Lyapunov sea positivo, se convierta
en condición suficiente para la existencia de comportamientos caóticos —en ti
sentido de Ruelie—, es necesario que la evolución de las soluciones se
encuentren acotada en alguna región del espacio de fases, es decir, converjan
a equilibrios dinámicos atractores. Esta última condición siempre se verifica u
cuando el sistema dinámico es disipativo. De esta forma, una condición
necesariay suficiente para que un sistemas sea caótico será que dicho sistema
sea disipativo y que tenga algún exponente de Lyapunovpositivo(Lorenz 1993, ti
Pp. 216-218).
a
En caso de los sistemas continuos, para que un sistema sea disipativo, es
decir, contraigan el volumen del espacio de fases bajo la acción del sistema,
será necesario que la suma de todos sus exponentes sea negativa, S X, <O.
Además, cuando uno o más de los exponentes de Lyapunov son no-negativos
entoncesalmenos uno de los exponentes debe ser cero (Eckman y Rutile 1985,
p632.). De esta forma, encontramos, de nuevo, una explicación al por qué el
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número de exponentes de Lyapunov de los sistemas dinámicos —su dimensión
o número de variables de estado— para que éstos puedan presentar
comportamientos caóticos debe ser como mínimo tres: al menos un exponente
debe ser negativo para garantizar que el sistema es disipativo y que existe
efectivamente un atractor. S A <0; al menos otro debe ser positivo para que
exista dependencia respecto a las condiciones iniciales~ y, por consiguiente. al
menos un exponente deberá ser nulo ya que el sistema es continuo y tiene algún
exponente positivo (Abarbanel, 1996. p. 27). Teniendo presente lo anterior, es
posible caracterizar a los atractores a los queconvergen los sistemas dinámicos
disipativos en tiempo continuo haciendo uso del signo de] espectro de
exponentes de Lyapunov. Así, en dimensión uno, el exponente será negativo.
(-), y el único atractor posible será el punto fijo. En dimensión dos es posible
que aparecerán punto fijos (-,-) y ciclos límite (O.-). En dimensión tres será
posible obtener atractores con dinámica más compleja: (+,O,-) caos; (0,0,-) toro
bidimensional; (0,-,-) ciclos limite; (-.-,-) punto fijo (Fernández Díaz. 2000,
pp.82-83). Nótese que en dimensiones mayores a la tres, para que existan
comportamientos caóticos será necesario que al menos un exponente sea
positivo, otro nulo y alguno negativo. Por ejemplo, en dimensión 4, cualquiera
de las siguientes combinaciones garantizaría que el sistema es caótico :(+,±,0,-);
(+.0,0.-); (+0.-,-).
3.2. Atractores extraños y objetas fractales.
Bajo ladenon’nnacion de fractales, nombre acuñado por Benoft Mandelbrot
a fma]es de los setenta, se recoge toda una familia de objetos y conjuntos
matemáticos con losque se trata de representar los fenómenosde la naturaleza.
Estos conjuntospresentangeometríasaltamente irregulares y complejasque van
más alía de un simple punto, una recta, un plano o una esfera y que por
consiguiente, no quedan suficientemente bien representados por la geometría
eucidea o diferencial2.
La geometría diferenciable estudia las formas geométricas que miradas en
pequelio son lisas (una curvadiferenciable, se comporta localmente como una
recta). La geometría fractal supone una extensión de laanterior, ya que permite
2 Sobre el concepto y alcance de los objetos fractales para estudiar y representar los
distintos fenémonosde la naturaleza véase Mandelbrot (1997). Tenemosque apuntar que si
bien ha sido este autor quién a ayudado a divulgar y popularizar la geometría fractal, los
primeros trabajos en esta materia, la del estudio de curvas no diferenciables, datan de finales
del siglo XIX y van asociados a nombres bien conocidos, como Cantor, Peano, Hilbert,
Hausdorfl Sierpinsici y von Kocbentre otros. El desarrollo recienteha ido unida, al igual que
ha sucedido con la matemática del caos, a la generalización en el uso del ordenador como
herramienta matemática. Los primeros trabajos de Mandeibrol sobre fractales surgen.
precisamente, de su labor como investigador de la IBM.
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también el análisis de figuras geométricas no diferenciables o quebradas a
mi
cualquier escala desde la que se mire —los objetos fractales—. Con la geometría
fractal se trata de encontrar cierta regularidad en estos objetos. Dicha
regularidad se encuentra en la relación o ley de potencia entre el objeto y sus a
panes cuando es observado a diferentes escalas. El exponente de dicha ley de
potencia es conocida como la dimensión fractal, concepto éste que constituye
el eje central de la geometría de los conjuntos fractales.
La dimensión topológica y el problema de la medida de conjuntos
geométricos.
Hay diferentes conceptos matemáticos que responden al nombre de
dimensión de un conjunto geométrico. Un primer concepto sería el de e
dimensión eucidea (o envolvente) que asigna a cada conjunto geométrico un
entero determinado por el número de coordenadas necesarias para su
representación. e
Otro concepto es el de dimensión topológica (Dr). Esta dimensión
atopológica hacereferencia a la configuración espacial de los puntos delconjunto
geométrico, y aunque de alguna forma tal configuración puede estar relacionada
con el tamaño del conjunto, lo que esencialmente proporcionadicha dimensión
es la forma de ocupar el espacio en el que se inserta dicho conjunto(Guzmán et
al.1993, p.25). Así, siguiendo la concepción Eucidea sobre las formas
geométricas: el punto es lo que no tiene panes y su dimensión topológica es
Figura 3.58
a
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Figura 3.59
cero(D~ ‘O) —un conjunto inconexo de puntos tendría, igualmente. DT =0—;
una línea —recta, curva o quebrada— es una longitud sin anchura (DT =1); una
superficie —con o sin pliegues o curvaturas— es lo que sólo tiene longitud y
anchura (D~ =2); y un sólido —esfera, cubo, o cualquier otro sólido con forma
más irregular— es lo que tiene longitud, anchura y prokndidad (D1 =3)3~ La
definición de D~ asigna un número entero a un conjunto en el espacio R”’.
La comprensión correcta de las formas irregulares o fragmentadas no es
posible cuando se utilizan la dimensión topológica o la cuclidea. En efecto,
estos conceptos otorgan la misma dimensión a conjuntos con apariencias
arbitrariamente complejas (una nube o una piedra tendría la misma dimensión
que un cubo o una esfera perfectamente regular y lisa).
Quizás la mejor manera de introducir las propiedades de los objetos
fractales es haciendo referencia a algún ejemplo en el que se ponga de
manifiesto el problema de su medida cuando se utilizan los conceptos encideos
de longitud, área o volumen. Los objetos fractales más sencillos de construir
son aquellos que proceden de la iteración de algoritmos relativamente simples,
pero que implican un proceso de ruptura o quebramiento. El resultado de estos
procesos iterativos son unas figuras altamente complejas y autosemejantes. En
Véase Mandelbrot (1997. pp.569-572) para un repaso de los origenes históricos del
concepto de dimensión topológica.
-*
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la figura 3.58 se ha representado uno de estos objetos fractales. el conocido mi
como Isla triádica o copo de nieve de Koch4.
La construcción comienza por un iniciador, en este caso un triángulo a
equilátero de lado unidad. A continuación, el tercio central de cada lado, se
sustituye por una poligonal con lados de longitud 1/3 manteniendo la conexión
-este primer paso es conocido como generador—. FI resultado es una estrella mi
de seis puntas o de David. Esta transformación se repite sobre el tercio central
de cada uno de los segmentos de la figura resultante del paso previo de forma
sucesiva e indefinida (Mandelbrol, 1997, p.7O).
El resultado es una figura autosemejante conforma de copo de nieve (parte
einferior derecha de la figura 3.58) que presenta extrañas propiedades desde el
punto de vista de la geometría eudidea o diferencial. Se trata de una Inca
infinitamente plegada y por tanto no derivable en ningún punto. Por ser una
elinea cenada —sin área ni volumen— su dimensión topológica D~ =1. Esta linea
se encuentra encerrada en una regiónacotada delespacio bidimensional (el área
que encierra la curva es finito), pero su longitud tiende a crecer hasta infinito e
a medida que disminuye la escala de medición, esto es, a medida que vamos
considerando mayor detalle en los infinitos plegamientos, recovecos, entrantes
a
Esta figura procede de los trabajos de principios del siglo XX de la matemática sueca
Helge von Kocb sobre curvas no diferenciables en ningún punto.
Figura 3.60
mi
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y salidas de la curva5. No es posible, por tanto, obtener una medida precisa de
la longitud asociada a su dimensión topológica DT =1. La explicación a este
resultado se encuentra en que estamos ante un objeto geométrico cuya
dimensión —dimensión fractal— es superior a uno (como veremos su dimensión
fractal es Iog 4/log 3=4.2618) y por tanto su longitud no es el instrumento
adecuado de medida (tampoco lo seria el área, ya que al tratarse de una linea.
aunque infinitamente plegada. su área sería nula).
Parecidos procesos iterativos a los de la curva de Koch darán lugar a la
fonnación de otros tantos objetos fractalesa los que tampoco es posible aplicar
los métodos tradicionales de medida —figuras 3.59 y 3.60—.
Para el estudio de los objetos fractales, se hace necesario, por tanto, la
utilización de otras definiciones de medida y de dimensión de un conjunto.
Mandelbrot (1997. p. 33) propone el uso de la medida y la dimensión de
Hausdorff.
Antesde pasar a lasiguiente sección, queremos mencionar aquí, aunque sea
someramente, una propiedadinteresantepresente en este tipo de fractales, lade
su aurosemejanza. Esta propiedad viene a decir que la apariencia, más o menos
irregular, de ciertos objetos fractales es siempre lamisma, independientemente
de la escala a la que se observen. Dicho de otro modo, un conjunto
autosemejante es el que puede ser descompuesto en panes que son copias a
escala del conjunto total (Guzmán et al. 1995, pp. 93-96).Como tendremos
ocasión de comprobar más adelante, aunque no necesariamente todos los
objetos fractales sean autosemejantes, dicha propiedad sí aparecerá con
frecuencia en los modelos dinámicos caóticos y en algunos procesos
estocásticos que serán utilizados para la detección de movimientos caóticos en
las series temporales.
Dimensión Fractal o de Hausdorff
La medida de Hausdorff trata de generalizar el concepto euclideo de
longitud, área y volumen6. Esta medida parte del recubrimiento o enlosado de
una figura geométrica por una familia de infinitos subconjuntos de área
arbitrariamente pequeffa (seguimos aquí, básicamente, a Guzmán et al. 1995,
pp.32-35). Apartir de estamedida es posible definir ladimensión de Hausdorff,
con la que se trata de recoger elgrado de ocupación del espacio porel conjunto
en cuestión de manera independiente a su estructura topológica o geométrica.
La idea intuitiva de este concepto de dimensión es la de medir cómo escalan
Véase más adelante cómo podemos medir la longitud del perimetro del conjunto final
6 Se trata, en realidad, de una generalización de la medida de Lebesgue en la que se
permite, a diferencia de ésta última, que la dimensión sea culaquier númeror real y no
necesariamente un entero.
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ciertos parámetros que se espera que estén relacionados, a través de leyes de
e
potencia, con el tamaño del conjunto —dado por la medida de Hausdorff—
cuando éste es observado a escalas cada vez más pequeñas. El exponente de
escalamiento será ladimensión de Hausdorfi’(Martín. Morán y Reyes. 1995. p.
276).
Dado un conjunto E c1R~ y un número real positivo. 5. diremos que una e
familia {A1}, i=1. 2 de subconjunto de JR~ es un <5-recubrimiento de E si la
unión de tales subconjunto contiene a E. esto es
ECU A, (3.10)
y el diámetro de todos los miembros del recubrimiento es menor o igual que 8, mt
VI=L2... (3.11)
e
siendo la norma euclidea. Con este recubrimiento se podrá apreciar y medir
todos los recovecos e irregularidades que presente el objeto geométrico por
compleja que sea su apariencia. mt
Dado un conjunto EcIR~ y un número real s>0, definimos:
H(fl zzzínfimo{ >3 Af : {AÍ} 5—recubrimiento de E } (3.12)
que será un número que mide el y-tamaño del conjunto E, es decir, mide el
conjunto E ignorando la irregularidades de tamaño menor que 8.
La medida s-dimensional de Hausdorff se define, a partir de (3.58). como
e
5—O
e
es decir, estamedida es un paso al límite de (3.58) incorporando irregularidades
de tamaño cada vez menor. Esta medida s-dimensional podrá ser nula, algún
número real positivo o infinita
7. Se puede demostrar que existe un único valor mt
de s tal que, dado un conjunto EclR~, entonces
• sit<s—sH’(E)~~
• sit>s—4H’(E)=0
Este número real s es conocido como la dimensión de Hausdorff o
dimensión fractal .
7Puede deniostrarse que H~ verifica las propiedades que se exigen para ser medida, esto
es: .HY0)=O; si EcF entonces HYE)=H~F);y, si {E~} k1,2, ... es una familia de
subconjuntos de R~, entonces:
H{UE~) =Sn’(E~) St
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Dimensión por recuento por cajas
La dimensión de Hausdorff utiliza para su definición recubrimientos
arbitrarios (3.56). A efectos operativos, pueden utilizarse otras clases más
restringidas de recubrimientos y obtener el mismo valor para la dimensión
fractal. La dimensión de recuento por cajas (box-counting) es una definición
equivalente a la dimensión de Hausdorffque utiliza hiper-cubos para recubrir
los conjuntos y obtener así una medida de su tamaño. Como consecuencia de
esta equivalencia y de su mayor operatividad práctica, suele identificarse la
dimensión fractal con esta dimensión de recuento por cajas. En el próximo
capitulo, analizaremos otros métodos alternativos para calcular la dimensión
fractal (dimensión de correlación, de información y de Lyapunov).
La idea en la que se apoya la dimensión de recuento por cajas que la de la
dimensión de Hausdorff. Hay que construir algún proceso de medida a una
cierta escala 8. es decir, que ignore irregularidades de tamaño menor a 6, y
posteriormente analizar como varia dicha medida cuando 6 tiende a cero.
En la este caso, la medida de un conjunto EcR” se obtiene a partir de 8-
recubrimientos formados por cubos ti-dimensionales con longitud de lado 6.
Contando el número de cubos necesarios para recubrir todo el conjunto N~(E)
puede obtenerse una medida del tamaño del conjunto denominada <5-longitud
del conjuni’o, L~(E):
L5(E)zz>3 &—N(E)-8~ (3.14)
La dimensión de recuento por cajas vendrá dada por aquel número real s,
para el cual el paso al ¡imite de (3k0) cuando 6—0, ni se anula ni diverge a
infinito. En este caso, a partir de (3.60) la dimensión fractal puede obtenerse
como
8
logN
8(E) (3.15)
a-~ .-logb
En la figura 361 hemos recogido el proceso de obtención de la dimensión
de recuento por cajas parauna recta, un plano y un cubo con longitud de lado
normalizadoa uno(Solé y Manrubia, 1996, p79-S 1). Estanormalizaciónsuponeque L
5(E)=J, independientemente del valor de 8, lo que permite escribir (3.60)
como
1 =N8(E)& (3.16)
8 Obsérvese que hemos eliminado 14(E) deI numerador ya que esta es una constante y
queda dominado por 2V6(E) que tiende a infinito cuando &—.0
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Figura 3.61.
e
Cuando 6=1/2, necesitaremos para cubrir la recta, el plano y el cubo 2, 4 y
8 cajas respectivamente. En este caso, el exponente s que se deriva de (3.62) e
sería s=1 para la recta, s=2 para el plano y s=3 para el cubo. Con el paso al
limite de (3.62) deben mantenerse los mismos valores para los correspondientes
exponentes (s), ya que en caso contrario, dicho limite convergería a cero o a
divergiríaa infinito9. La dimensión fractalen cadacaso será, por tanto. D~ =1,
D~ ~2 y D~ =3, para la recta, el píano y el cubo respectivamente, coincidentes
a su vez con sus correspondientes dimensiones topológicas. a
Apliquemos ahora este método del recuento por cajas al copo de nieve de
Koch. Para ello, supongamos que la longitud del perímetro del triangulo inicial a
esuno. Al aplicar la transformación generadora delobjeto fractal observaremos
que la longitud total del perímetro en cada una de las iteraciones vendrá dada
por (1,4, 42(1/3)2, 43(1/3)3,..j. Como ya comentamos, dicha longitud diverge mt
a infinito. Sin embargo, esta sucesión nos permitirá calcular la dimensión fractal
del conjunto final considerando que para recubrimientos de longitud 8=(l/3)~
aes necesario un número de cajas de N<,= 4fl~ De esta forma, aplicando (3.31)
obtendríamos que la dimensión fractal del copo de nieve de Koch será D~ =
log(4)/log(3»- 1.2618, que es superior a su dimensión topológica DT=l. a
Para la recta, por ejemplo el número de segmentos necesarios para cubrir la recta a
cuando 81/4 es N~=~4, con 8=1/8 N~8, yen general con 8(l/2)~ será Nh2~, por ¡oque
aplicando (3.61) t\ 1. De manera análoga, para el plano tendriamos que para 8<1/2)~ será
N~=22’~, por ¡oque por (3.61) D~ = 2, y para el cubo para ¿=(l/2)~ se necesitarán N¿23~, con
DF=3.
N<2 Dimensión
6=1/2 N,6’—1
N6=A
5=1/2 Ijn~N.6’—1
N6=8
5=1/2
mt
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Figura 3.62
Los objetos fractates
Hasta ahora hemos considerado dos definiciones de dimensión, la
topológica (Dr) y la dimensión fractal (Dr). Ambas hacen referencia al grado
de ocupación del espacio por un conjunto geométrico. Ambas dimensiones
suponen la asignación de un número a cada conjunto geométrico, con la
diferencia de que dicho número está restringido a los números enteros en la D~,
mientras que la D~, permite que sea cualquier número real. Siempre que se
trabaje en el espacio encideo IR?, la D~ y lo D~ tomarán valores comprendidos
entre O y n. Además debe cumplirse siempre que D~ =DT.
Para todas las formas euclideas regulares se tendrá que D~ DT. Sin
embargo, para objetos complejos o irregulares como el copo de nieve de Koch
no se cumple esta igualdad. De hecho, esta última propiedad es la que utiliza
Mandelbrot (1997, p.33) para definir los objetos fractales, esto es, un objeto o
conjunto fractal será aquel para el cual DP>DT.t0
Existen multitud de fenómenos de la naturaleza que presentan estructuras
fractales. Considerese a modo de ejemplo ilustrativo una cartulina o una hoja
de papel. Se trata de un objeto regular, una superficie sin volumen, y por
consiguiente un conjunto con DT =DF =2. Cuandoarrugamos y aplastamos la
‘0La mayoría de los fractales tienen dimensión no entera o fraccionaria —de hecho si D~
esno entera, entonces necesariamente D,=Dr,aunque esposible encontrar objetos fractales
con D~ entera, por ejemplo, el atractor de la aplicación logística conp=4 tiene D~=¡ >
Igualmente muchos objetos fractales son autosemejantes, aunque ésta tampoco sea una
propiedadgeneral presente en todos los conjuntos fractales. El carácterde fractal seadquiere,
por tanto, cuando su diniension fractal esestrictamente superior a su diomensión topológica.
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Figura 3.63
a-hoja hasta conseguir algo parecido a una pelota, todos coincidiremos en que el
nuevo objeto, sin ser un sólido perfecto, ocupa más espacio, ha ganado
volumen, y por tanto debe haber aumentado de dimensión (3>D~ >2). Sin
e
embargo, topológicamente sigue siendo equivalente a la cartulina de papel, y
por tanto, su DT =2. Hemos construido un fractal.
e
En las figuras 3.62 y 3.63 hemos representado algunos de estos fractales en
los que se observa la compleja estructura, así como el atractivo visual, que
pueden tener algunos de estos conjuntos fractales. —
La consideración dc la geometría fractal en esta tesis procede del hecho de
que los atractores extraños son objetos fractales. e
Atractores extraños o atractores fractales e
Matemáticadel Caos y Geometría fractal, lejos de ser conceptosrivalizantes
e
—ambas tratan de encontrar regularidades dentro de la complejidad—, son
totalmente complementarios. Con los sistemas caóticos se estudia el
comportamiento de fenómenos que evolucionan en el tiempo de manera
compleja e irregular. La forma estructural de esos procesos caóticos en el
espacio de fases será por otro lado la de un conjunto geométrico fractal.
e
La consideración de esta geometría fractal en esta tesis procede del hecho
de que los atractores extraños sonobjetos fractales.Recordemos que una de las
propiedades de los atractores extraños es que a pesar de ser asintóticamente mt
estables, son localmente inestables. En los sistemas en tiempo continuo, la
órbita que siguen los sistemas caóticos tenia longitud infinita a pesar de
encontrarse acotados en una región delespacio de fases. Esta estructura extraña e
mt
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recuerda a las propiedades del copo de nieve de koch. En el caso de los
atractores caóticos su estructura compleja procede del continuo plegamiento y
estiranxiento de la órbita en el espacio de fases —derivados de las frierzas
centrípetas del sistema que hacen que éste tienda hacia el atractor y de las
fuerzas centrípetas que surgen cuando la órbita del sistema se acerca a alguno
de sus infinitos equilibrios periódicos que son inestables en el régimen caótico—.
La órbita descrita por el sistema en los atractores extraños aunque sea una linea
diferenciable en todos sus puntos (necesariamentediferenciable ya que elpropio
sistema dinámico es representa la derivada del sistema respecto al tiempo),
llenará más espacio que elque cabría esperarde su dimensión topológica D~ =1.
Su dimensión fractal debe ser D~ >1.
En las aplicacionesdiscretas podríamosargumentar, de manera análoga, que
los atractores están compuestos por un conjunto infinito de puntos en un
espacio acotado del espacio de fases, y aunque su dimensión topológica sea
D1=O, ocupan un espacio correspondiente a una D,=O.
Los atractores extraños tienen, por tanto, una estructura geométrica
invariante bajo la evolución del sistema que los conviene en objetos fractales
(Ruelle, 1989 pp.78-84).
A modo ilustrativo, podemos apuntar que las dimensiones fractales
estimadas para el modelo de la aplicación logística (¡¿=4) D~ =J>D
1=0.
Igualmente para el resto de sistemas dinámicos caóticos se tendrán atractores
extraños que también serán objetos fractales. Así, para el modelo de Hénon
y.
¾
Figura 3.64
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(b=0.3. a=1.4 ) D,. =4.2; para el de Loreuz (o=l0. r=28. b=8/3) D~ = 2.06 y
para el de Róssler (a=O.2. b=O.2. c=5.7) D~ =2.0111 —estos modelos será
analizados en elpróximo apartado. Podemos indicar tambiénen este punto. que
algunos de los atractores extranos presentan la propiedad dc autosemejanza.
Mostramos, a modo ilustrativo, en la figura 3.64 la autosemejanza presente en
el atractor de Hénon.
e
Un resultado importante que se deriva de la estructura fractal de los
atractoresextraños es que permitirá reconocer si una serie temporal procede de
un sistema dinámico caótico aunque desconozcamos cual es la forma explícita
del mismo. Para ello bastará con reconstruir el atractor a partir de dicha serie
y estimar su dimensión fractalpor elmétodo de recuento por cajas o algún otro
equivalente. Una vez que hemos calculado la dimensión fractal asociada al
atractor, podremos decircuando este no se comporta de manera caótica, ya que
como hemos visto anteriormente, para que un atractor pueda considerarse
extraño, es condición necesaria que su dimensión fractal sea estrictamente u
mayor que la topológica. Desgraciadamente. esta condición no es suficiente,
esto es, cuando se encuentra evidencia de que el atractor tiene estructura
fractal, no se puede garantizar que éste sea caótico. Existen casos en los que
atractores de dinámica simple —atractores cuasiperiodicos toroidales— también
presentan esta estructura fractal (Guzmán et al. 1993. p.85-86). Igualmente
existen procesos estocásticos capaces de generar órbitas irregulares con una U
estructura fractal. Todos estos resultados serán utilizados y ampliados en el
próximo capítulo cuando analicemos los test de detección de caos.
u
e,
3.6. Encuentros con el caos.
a
A continuación. y como complemento a lo expuesto hasta el momento
mostraremos algunos de los ejemplos mejor conocidos y más ampliamente a
estudiados, en los que es posible encontrar comportamientos caóticos de
dinámica compleja.
e
El atractor de Lorenz
e
Ya ha sido comentado anteriormente que para la aparición de
comportamientos caóticos es condición necesaria —aunque no suficiente— la
existencia de no-linealidad en laespecificaciónestructural del sistema dinámico.
Esta no-linealidad es la responsable a su vez de que, en general, no puedan
integrarse expresiones analíticas explicitas que solucionen ¡os sistemas a
“Estas dimensiones fractales han sido calculadas utilizando el concepto equivalente de
dimensión de Lyapunov. Véase el próximo capitulo 5. e
a
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Figura 3.33. El atractor extraño de Lorenz
dinámicos. En estos casos, hay que conformarse con las soluciones numéricas.
lo que implica la necesidad de realizar un gran número de operaciones de
cálculo. Es por ello, que en el estudio de los sistemas caóticos no-lineales, el
uso delordenador se ha convertido en una herramienta casi imprescindible, con
la que se facilita y agiliza el proceso de integración numérica de las soluciones
al sistema.
En este sentido, una de las primeras aportaciones en el campo de los
modelos de dinámica caótica, el atractor extraño de Lorenz —figura 3.33— tuvo
su origen precisamente en las simulaciones numéricas de un sistema dinámico
realizadas por su descubridor con la ayuda del ordenador. En este apartado
repasaremos las principales características de dicho atractor.
El principal interés de Edward Lorenz, como meteorólogo del
Massachusetts Institute of Technology. era el estudio de la dinámica de las
estructuras atmosféricas’2 A mediados de ladécada de los 50, y con el objetivo
de investigar lacapacidad de los modelosestadisticos lineales para lapredicción
atmosférica, adquirió un pequeño ordenador personal con el que generar la
solución numérica de un sistema no lineal de 12 ecuaciones diferenciales que
tratabade recogerelcomportamiento de laatmósfera. Utilizando dicha solución
como si fuera una serie de datos meteorológicos reales, trataba de demostrar
que las predicciones basadas en modelos estadísticos lineales eran incapaces de
recoger la estructura no lineal que rige el verdadero tiempo atmosférico. Para
Lorenzexistíaalgúntipo de factor endógeno en elcomportamiento atmosférico
que disminuía el poder predictivo de los modelos linealesutilizados por aquella
época, y su intuición le señalaba que dicho lhctor endógeno se encontraba en
la no-linealidad.
y O
20
2
2 Seguimos aquí el propio relato de Lorenz (1995, pp. 132-139)
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Debido a que el modelo incluía un gran número de parámetros cuyo valor
debía especificar, y con el objeto de poder explorar más rápidamente el espacio
paramétrico —buscaba alguna solución no periódica como las observadas en el U
tiempo atmosférico real—, trató de acelerar el proceso de simulación
programando el ordenador para que sólo imprimiese los resultados
aproximando la solución a los tres primeros dígitos decimales, aunque e,
interiormente los cálculos se hacían usando un número mayor de dígitos.
Después de encontrar una solución interesante decidió volver a calcularla para
examinarla con mayor detalle. Para ello seleccionó los puntos inicialesque debía
utilizar el ordenador en la integración numérica de la solución calculada
anteriormente y que estaba impresa redondeada a tres decimales. Al examinar
lanueva solución que salia por la impresoraencontró que no tenía nada que ver
con la calculada anteriormente. Su primera impresión ante este hecho fue
pensar unaavería del ordenador. Sin embargo, trasmuchas pruebas observó que —
el cambio que se producía en la trayectoria partiendo de las condiciones iniciales
ajustadas a tres dígitos era gradual, es decir, que los nuevos valores repetían los
anteriores en un principio, pero que en seguida empezaban diferir. Tras muchos
ensayoscon distintos grados de aproximaciónen las condiciones iniciales en las
simulaciones algorítmicas del modelo, concluyó que se encontraba ante un
fenómeno que no procedía de ningún error de cálculo del ordenador, sino ante e,
un fenómeno de dependencia sensitiva a las condiciones iniciales.
Para comprobar que estadependencia no se debíaa la estructura compleja a
del sistema dinámico, simplificó el modelo hasta reducirlo a un sistema de tres
ecuaciones diferenciales (Lorenz 1963)’~, encontrando de nuevo que, para un
amplio rango de valores del espacio paramétrico, dicho sistema también era
sensible a pequeñas variaciones en las condiciones iniciales. Dicho sistema de
tres ecuaciones diferenciales no lineales recogía de forma simplificada el
aproceso de convección de Rayleigh-Bérnard, esto es, el flujo circular que
describe de un fluido entre dos placas con diferenctes temperaturas —figura
3.34—:
e
‘~ Recuérdese que en sistemas dinámicos en tiempo continuo como los utilizados por
Lorenz, sólo es posible encontrar trayectorias caóticas a partir de la dimensión tres. mt
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Figura 3.35. El atractor de Lorenz y sus proyecciones sobre los ejes cartesianos.
i=-ox+cly
<—xz+rx—y (3.17)
z’=xy-bz
Dicho sistema depende únicamente de tres parámetros: o (el número de
Prandil —razón entre viscosidad del fluido y la conductividad térmica—); r (el
número de Reynoldv —razón entre las fuerzas de inercia y las de viscosidad—);
y elparámetro b que recoge la amplitud de los círculos de convección entre las
dosplacas. La variable x es proporcional a la velocidad de circulación del fluido
—si x>0, el fluido circula en el sentido de las agujas del reloj, y en sentido
opuesto cuando x<0—; la variable y es proporcional a la diferencia entre las
temperaturas del fluido en su etapa ascendente y descendente; y z es
proporcional a la desviación de la temperatura del perfil vertical respecto a su
nivel de equilibrio (que depende linealmente de la distancia entre las placas).
Para a= 10, b z=3/3, Lorenz encontró, numéricamente, que el sistema se
comporta de manera aperiódica cuando resmayor que el valor critico r~ .zz24. 75
(24+14/19), presentando además dependencia sensitiva a las condiciones
iniciales, esto es, que el sistema se comporta de manera caótica.
Atractor de Lorenz
50
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En la figura 3.35 mostramos el atractor extraño de Lorenz para rn28 —con a
sus correspondientes proyecciones sobre los planos cartesianos—, y en la figura
3.36 las trayectorias seguidas por cadauna de las variables de estado. Como se
observa en estas figuras, la evolución del sistema dentro del atractor presenta a
una dinámica más compleja que ladescrita por los sistemas de dinámica simple
—puntos fijos, ciclos limites y atractores cuasiperiódicos—.
a
La dinámica del sistema dibuja una órbita con dos bucles circulares en una
región acotada del espacio de fases —el atractor extraño—, sin que la órbita se
cruce, esto es, pase dos veces por el mismo punto. Así, aunque se observa una e’
fuerte recurrencia en el comportamiento global del sistema, la órbita que
describe su solución no presenta una periodicidad simple finita. Esta
a-
aperiodicidad es la que explica la fuerte irregularidad y complejidad que
describen las trayectorias temporales de las variables de estado. Una
irregularidad y aperiodicidad que se asemeja a la presente en procesos e
puramente estocásticos, aunque procedente, en este caso, de un sistema
perfectamente determinista.
a
Para estos valores de los parámetros el sistema se comporta de manera
caótica, y por tanto, presenta además de esa alta irregularidad y aperiodicidad
una significativa dependencia respecto a las condiciones iniciales. Dicha —
sensibilidad a las condiciones iniciales, recordamos, hace que dos trayectorias
que partan de estados iniciales próximos diverjan en su comportamiento con el
paso del tiempo. —
e
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Figura 3.37
Para ilustrar esta dependencia sensitiva a las condiciones iniciales, en la
figura 3.37 mostramos laevolución en el tiempo de dos trayectorias que parten
de las condiciones iniciales (-10.0, -10.0, 10.0) y (-10.005, -10.0, 10.0)
respectivamente. Como se observa en la figura, la divergencia entre estas dos
trayectorias es gradual, s¡endo a partir del instante 10 cuando aparece una clara
y rápida divergencia en el comportamiento de ambas series.
Este descubrimiento sobre la dependencia respecto a las condiciones
iniciales permitió a Lorenz concluir que si la atmósfera real se comportaba
como su sencillo modelo, la predicción a largo plazo sería imposible. Esta
afirmación se la ti4ndamentaba en el hecho de que temperaturas, vientos y
demás magnitudes utilizadas para la predicción atmosférica no se miden con
precisión,y aunquepudieranmedirse, las interpolaciones entrelos observatorios
nopermitirían obtener medidas lo suficientemente ajustadas a la realidad como
para garantizar la bondad de las predicciones a medio y largo plazo, esto es,
inÉs allá del instante en el que trayectorias que se inician arbitrariamente
próximas comienzan a divergir en su comportamiento.
Esta dependencia a las condiciones iniciales, junto a la forma que dibuja el
atractor —figura 3.38— y el título de la charla que presentó Lorenz en la 139
reunión de la American Association for ihe Advancenient of Science de 1972
—Predicibilidad. El aleteo de una mariposa en Brasil, ¿originó un tornado en
Texas?—, dio origen al denominado efecto mar¡»osa según el cual, el aleteo de
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una mariposa —o cualquier otra actividad de cualquier criatura, incluyendo las
humanas—, si bien ni incrementan ni disminuyen la frecuencia con la que
aaparecen de diversos sucesos meteorológicos como los tomados, sí suponen
una pequena variación en las condiciones atmosféricas y por lo tanto, pueden
modificar la secuencia en que se dan esos sucesos. Es decir, dos situaciones
a
meteorológicas concretas que difieran únicamente en la influencia inmediata del
aleteo de una mariposa, pueden, en general y después de transcurrido un tiempo
suficiente, evolucionar hacia dos situaciones que difieren en algo tan grande e’
como un tomado (Lorenz. 1995, pp.l85-l88). Con este efecto mariposa se
pretendía poner el énfasis en la dificultad pararealizar previsiones ajustadas del
tiempo atmosférico si este se comporta de forma caótica, ya que pequeñas —
variaciones en las condiciones iniciales, ya tengan estas su origen en el aleteo
de una mariposa o en cualquierotro factor que limite la capacidad de exactitud
de las medidas empíricas -observaciones muestrales- sobre el estado en el que a
realmente se encuentrael sistema. Esta dependencia a las condiciones iniciales
característica de los sistemas caóticos, queda reflejada en la estimación de los
exponentes de Lyapunov asociados al sistema. La estimación del espectro de a
exponentes de Lyapunov estimado para el sistema (3.51) con los valores
utilizados por Lorenz ( a=l0, r28. b=813). muestra como efectivamente
aparece un exponente positivo, condición suficiente para denominar al sistema —
como caótico -en sentido de Ruelle—’4:
A 1.3 a-
A
2 O
A3 -21.0
La Dimensión fractal de Lyapunov(véase elpróximo apartado 3.7) asociada
será DL o~2O6 por lo que el atractor de Lorenz puede considerarse como una
14 El espectro de exponentes ha sido estimado utilizando el jacobiano del sistema
a
siguiendo la definición (3.50)
Figura 3.38. Atractor de Lorenz y el efecto mariposa
a
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Figura 3.39. Gráfico de bifurcación del modelo de Lorenz O=r=35
figura fractal —no autosemejante—. ya que su dimensión topológica (DTt2) es
superior a su dimensión fractal. Esta estructura fractal delatractor, seencuentra
detrás de la irregularidad y la dependencia sensitiva respecto a las condiciones
iniciales como ya se apuntó anteriormente.
Una vez analizado el comportamiento del sistema bajo régimen caótico,
estudiaremos a continuación los otros comportamientos cualitativos del mismo
cuando los parámetros del modelo toman valores distintos a los anteriormente
utilizados. Para ello comenzamos analizando los puntos críticos del sistema. El
sistema (3.5 1) tiene tres puntos fijos o estados estacionarios:
C
0= (0,0,0)
— (‘fb(’rJ)f2 fb(r-1j ~‘2,r-J)C- ==<‘-[b(r-1)j’ 2 -IIitr-J)J’ 2 r-1)
El primer punto (C
0) corresponde fisicamente a la situación de fluido
estable, sin movimiento y con trasporte de calor por conducción (Solé y
Manrubia, 1996, Pp.
1 48-149). Este equilibrio esestable paravalores de r40, 1),
volviéndose inestable cuando r>1. El proceso de convección de Rayleigh-
Bérnard, esto es, el flujo circular del sistema se inicia cuando r’=1.
Si fijamos los parámetros de uy b en los valores utilizados por Lorenz, el
comportamiento cualitativo del sistema a largo plazo puede resumirse en la
.A.
1’
Iii L~ ii~I~
II
20~
15
10 -
5-
:~ ~-
5-
-10- ‘nl
~1~
-200 5 10 15 20 25 30 35
r
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Figura 3.40. Gráfico de bifurcación del modelo de Lorenz 0=r=350
e’
siguiente tabla en función de los distintos valores que tome el parámetro r
(Alligood, Sauer y Yorke, 1996, p. 365):
Valores de r
Loo, 1]
[1.13.93]
[13.93, 24.06]
[24.06,2424]
[24,74,?]
Atractor
(0,0,0) es un equilibrio estable
Los puntos fijos C+, C- son estables, y Co pierde la
estabilidad.
Transición al caos: aunque existen trayectorias caóticas no
hay atractores extraños
Coexisten atractores extraños con equilibrios estables C±y
a
a
a
a
Caos: atractores extraños (C+ y C- pierden la estabilidad)
En la tabla se observa como para valores de r superiores al valor crítico
r~ z24. 75 los puntos fijos C+ y C- pierden su estabilidad, entrando entonces el
sistema en régimen caótico. Como complemento, en las figuras 3.39 y 3.40
representamos el gráfico de bifurcaciones del modelo de Lorenz para distintos
valoresde r. Para laelaboración de estos gráficos, y a diferencia de los sistemas
discretos, hemos representado los valores que va tomando la variable x en la
sección de Poincaré paraz=r-J una vez transcurrido el periodo de transición
Este análisis gráfico de dinámica comparativa muestracomo elcomportamiento
cualitativo a largo plazo del sistema va cambiando a medida que aumenta el
:0< o
~.5
Wr’!~ :-
.1
./
:4 t~ —-
~tq
-30
-40
-50
a
a-.
a
mt
a
a
a
a
350
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Figura 3.4>. El atractor de Róssler
valor del parámetro it Cuando este parámetro toma valores suficientemente
grandes —por encima de 200—, el comportamiento caótico vuelve a dar paso a
ciclos limite de periodicidad simple.
El atractor de Róssler
Otro de los sistemas dinámicos en tiempo continuo más ampliamente
estudiados capaz de generar comportamientos caóticos es el formulado por el
alemán O. Róssler (1 976).Una de las propiedadesbásicas de este modelo frente
al anterior de Lorenz, es que rompe la simetría de éste respecto al eje OZ en
elespacio de tbses. Elsistema de ecuacionesdiferenciales delmodelo de Rósler
es el siguiente’5:
it = —y —z
5> X +t2y
i=b+(x—c)z
(3.18)
Róssler encontró que para los siguientes valores de los parámetros a = 0.2,
b= 0.2, c=5. 7, las trayectorias que dibuja el sistema (3.52) dentro del atractor
Atractor de Rossler
20
15
lo
o
-5
-10
15
y -10 x-5
‘~ Para un análisis detalladode este sistema véase Alligood, Sauer y Yorke (1996).
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Figura 3.42
a
se comportan de forma caótica. En la figura 3.41 hemos representado el
atractor de Rósler para estos parámetros —con sus correspondientes —
proyecciones sobre los ejes cartesianos— y en la figura 3.42 las trayectorias de
las variables de estado, que como se observa, presentan la irregularidad y
aperiodicidad característica de los sistemas caóticos de dinámica compleja. e
El espectro de exponentes de Lyapunov del sistema estimado para estos
parámetros es el siguiente16: e
¿ za098
Á-, zO
¿ ~-7.S28 —
La estimación de un exponente de Lyapunov positivo muestra que
efectivamente el sistema se comporta de manera caótica, siendo la dimensión O
fractal asociada -dimensión de Lyapunov- de DL”2.Ol.
e
El comportamientocaótico delsistema—asociado alexponente de Lyapunov
positivo—, implica que sus soluciones deben presentar dependencia respecto a
las condiciones iniciales. En la figura 3.43 mostramos la existencia de dicha —
Ib Al igual que en el modelo de Lorenz, los exponentes de Lyapunov se han estimado a
utilizando la matriz jacobiana del sistema (3.52).
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Figura 3.43
dependencia. Para ello hemos representado conjuntamente dos soluciones
calculadas para las condiciones iniciales (5.0, 0.0, 0.0) y (5.005, 0.0, 0.0)
respectivamente. Como se observa en el la parte inferior de esta figura 3.43,
llegado un instante —aproximadamente t=40— comienza a evidenciarse una
significativa diltrencia entre ambas trayectorias.
Para estudiar los distintos comportamientos cualitativos que puede generar
el modelo de Róssler, realizamos a continuación un simple ejercicio gráfico de
dinámica comparativa con el sistema (3.52). Así, representamos en la figura
3.44 el gráfico de bifurcación del atractor alcanzado por el sistema fijando los
valores de a=b=a 2y permitiendo que los delparámetro e vayanaumentando 1
Este gráfico de bifurcaciones ha sido calculado representando los valores
alcanzados por la variable x en una sección de Poincaré del atractor eny=0. En
dicho gráfico de bifurcaciónse observa como a medida que aumentael valordel
parámetro e se van sucediendo una serie duplicaciones del período delatractor
-bifurcaciones- que lleva al sistema, finalmente, a entrar en la región caótica.
Dentro de esta región aparecen a su vez ventanas de regularidad. Así, para el
valor c=12 aparece un ciclo periodo tres -característico de los atractores
17 Aunque cambiamos los valores respecto a los utilizados originariamente por Résler,
las características cualitativas de la dinámica del sistema (3.52) no sufren grandes
modificaciones. Véase Alligood et al. (1997 Pp 370-374.)
600
Dt=O.1
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Figura 3.44. Gráfico debiflircaciones del atractor de Róssler O=c=¡6.
e
caóticos-. Aumentando el valor de e se observa como, de nuevo, este ciclo
impar se va duplicado hasta que se vuelve a alcanzar un comportamiento a
caótico.
Como complemento al gráfico de bitúrcaciones, en las figuras 3.45 a 347 a
mostramos tanto el atractor alcanzado en el espacio de fases (gráficos
superiores), como sus correspondientes proyecciones en el plano cartesiano XY
(gráficos inferiores) para distintos valores del parámetro e (a=b=O.2). Como
se observa en estas figuras, el comportamiento cualitativo del sistema varía con
el valor concreto que tome este parámetro, permitiendo, por tanto, obtener a
partir del sistema (3.52), comportamientos tanto de dinámica simple como de e
dinámica compleja.
a
Finalmente, en la figura 3.48 ampliamos el gráfico de bitúrcaciones
permitiendo para un mayor rango de valores del parámetro e. De nuevo este
gráfico muestra como los comportamientos caóticos se van alternando con
e’
nuevas ventanas de regularidad con periodicidad simple que se va duplicando
a medida que aumenta el valor del parámetro e.
e’
Elmodelo de Róssler ha sido ampliamente utilizado en laaplicación del caos
al estudio del ciclo y el crecimiento económico. Quizás la aportación más
destacable, tanto por su originalidad como por el empuje que supuso para la
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Figura 3.45. Sistema de Réssler: Ciclo Límite de periodo uno (c=I);
y Ciclo Limite de periodo cuatro (c=8.5).
Cielo Limite de periodo dos (czoó);
utilización de las técnicas de la matemática del caos en economía sea la de R.
M. Goodwin (Véase, por ejemplo. Goodwin, 1990). Este tipo de aplicaciones
será revisado en el capítulo 6.
e -~
.4
Figura 3.46. Sistema de Róssler: Ciclo Limite de periodo odio (c=8. 7); Caos (c=9), y Ciclo Limite de
periodo tres (e=12).
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Figura 3.47. Sistema de Réssler: Ciclo límite periodo 6 (e‘=12.8); Caos (c= 14).
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Figura 3.48. Gráfico de bifurcaciones del atractor de Róssler O=c=48.
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El atractor de Hénon.
En el apartado anterior hemos mostrado un ejemplo de comportamiento
caótico en aplicaciones discretasunidimensionales —la ecuación logística—. Estos
comportamientos caóticos pueden aparecer también es sistemas dinámicos
discretos n-dimensionales. Uno de los más estudiados es la aplicación
bídimensional conocido como modelo de Hénon’8:
x,~
1=l +y—ax
y,~1 =bx~
(319)
Fijando los parámetros en b=O.3 y a=].4, se obtiene el conocido como
atractor de Hénon —figura 3.49—, en el que las soluciones siguen un
comportamiento caótico —figura 3.50—.
Los exponentes de Lyapunov calculados para el sistema (3.53) son ¿ ~
y 2, ~ 3, mostrando el valor positivo del primer exponente el carácter caótico
~t..
.9..
Lt
‘:9’
o,
2
~1
Atractor de Hénon
04
03-
02-
01
0
-0 1
-0.2
-0 3
-04
-lb -1 -0.5 0 0.5 1 1.5
x(t)
u
Figura 3.49. Atractor de l-Iénon
18 Existen numerosos estudios sobre este modelo. Aqui seguimos básicamente a Solé y
Manrubia (1996, pp. 165-167).
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a
del sistema. El atractor de Hénon posee una estructura algo más compleja que
el atractor de la ecuación logística analizada anteriormente. Se trata de hecho
de un atractor fractal autosemejante, con dimensión fractal DL”’ 1.2. Es decir, se
trata de una figura que liena algo más que la recta pero menos que el plano, y
que presenta la misma apariencia compleja cuando se observa a distintas escalas a
(véase próximo apartado).
El comportamiento a largo píazo del modelo de Hénon depende del valor
que tomen sus parametros. En la figura 3.51 mostramos el gráfico de
bifUrcaciones junto al correspondiente mayor exponente de Lyapunov para
distintos valores de a. De manera análoga a la ecuación logística se observa a
como a medida que va aumentando el valor del parámetro (a> 0. 7056) se
produce una cascada de bifUrcaciones con duplicado de período hastaentrar en
la regióncaótica con exponente de Lyapunov positivo (a>1.06). Dentro de esta —
región se observa como aparece claramente una ventana de regularidad con
periodo impar (periodo 6) característica de los sistemas caóticos.
mo
El atractor de Hénon pertenece a la familia de sistemas dinámicos discretos
bidimensionales de la forma’9:
mt
~La ecuación logística puede verse como un caso especial de esta familia de sistemas
cuando g=o.
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Figura 3.51. Gráfico de bifurcaciones y exponente de Lyapunov del modelo de Hénon.
(3.20)y,4, zz~x
Así, elmodelo de Hénon—sistema (3.53)—se obtendría haciendof(x) =J-at.
Otro miembro de esta familia que también permite la aparición de
comportamientos caóticos eselmodelo de Marotto (Lorenz, 1993, pp.l 50-152):
x,~,=(l —axg-by,>-(ax,+by) (3.21)
yI#l =x~
Cuando b=0, el sistema (3.55)
figuras 3.52-3.57 representamos
sistema para distintos valores de
dinámica que puede presentar este tipo de sistemas.
es equivalente a la ecuación logística. En las
los atractores extraños que alcanza este
los parámetros, mostrando la complejidad
y
-~ “-e.
Ú
4
.5
a
Exponente de Lyapunov
o a
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Figura 3.55. Modelo de Marotto ¿rO.8, b3
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Figura 3.56. Modelo de Marotto crO.2, I#3.5
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CAPiTULO 4
LA DETECCIÓN DEL CAOS DETERMINISTA
A PARTIR DE SERIES TEMPORALES (1): EL
CORRELOGRAMA, EL PERIODOGRAMA Y EL
ANÁLISIS RIS
En los capítulos anteriores hemos presentado algunos de los resultados
teóricos que permiten establecer la existencia de trayectorias caóticas como
soluciones a determinados sistemas dinámicos no lineales. Así, cuando los
sistemas dinámicos son conocidos, podemos aplicar directamente la definición
de Devaney o el teorema de Li-Yorke, o calcular su espectro de exponentes de
Lyapunov y la dimensión fractal de su atractor para comprobar cuándo el
sistema dinámico se encuentra en régimen de comportamiento caótico.
Por otro lado, estos resultados teóricos no son directamente aplicables
cuando se pasa al terreno del análisis empírico o econométrico. El análisis
empírico de los sistemas dinámicos caóticos se flhndamenta en el estudio de las
series temporales observadas de datos estadísticos. Estas series temporales
habrán sido generadas por algún proceso estocástico o determinista que en la
mayoría de los casos será desconocido. Con el análisis empírico se trata,
precisamente, de obtener o inferir información sobre las propiedades de dicho
proceso generador desconocido.
Así, tras analizar en el capitulo anterior las principales propiedades de los
sistemas dinámicos caóticos, en el que comenzamos ahora nos planteamos
como objetivo, cómo detectar comportamientos caóticos a partir de una serie
temporal. Así, estaremos interesados en comprobar o detectar si el proceso
generador de las series temporales —el sistema dinámico subyacente— se
comporta de manera caótica o si por el contrario el sistema presenta dinámica
simple o procede de un proceso puramente estocástico.
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4.1. La detección del caos a partir de series temporales: introducción
mr
En la literatura específica de la matemática del caos se hanido desarrollando
distintas técnicas más o menos sofisticadas para el análisis de las series mr
temporalesque no requieren de laaplicación directa de los teoremas que desde
el punto de vista teórico caracterizan a los sistemas dinámicos con
comportamiento caótico. Estas nuevas técnicas de la matemática del caos
complementan a las herramientas tradicionales del análisis estadístico que. en
general, frieron formuladasen base a la dicotomía clásica entre el paradigma
determinista —generador de movimientos regulares y ordenados—, y el
paradigma puramenteestocástico—único proceso capaz de generardinámica
compleja—. Es decir, las técnicas tradicionales no será en general capaces de
a.
discriminar entre los procesos puramente aleatorios de aquellos otros de
dinámica caóticadeterminista, ya que, desde el punto de vista tradicional, todo
aquello que presente irregularidady aperiodicidad debehabersido generadopor
un proceso puramenteestocástico y portanto debe analizarse usando técnicas
de análisis estadístico o probabilístico—las técnicas tradicionales tratan de
encontrar, precisamente, evidencia de dicho comportamiento estocástico e.
analizando las series temporales en el dominio temporal y en el dominio de
frecuencias, buscando posibles dependencias temporales y periodicidades
ocultas en el proceso generador de la serie temporal—. e’
Con lamatemática del caos determinista serompe dicha dicotomía, ya que
estos sistemas caóticos, aun siendo deterministas generan comportamientos a
erráticos, aperiódicos e irregulares, parecidos, desde el punto de vista
cualitativo a los generados por procesos puramente aleatorios. Así, como la
irregularidad o complejidad dinámica observadaen una serie temporalpuede
tener, al menos potencialmente, una explicación estocástica yio caótica,
estaremos especialmenteinteresados en distinguir si dicha irregularidad tiene un
origen puramente aleatorio o si, por lo menos en parte, tiene una explicación
caótica determinista.
u,
Como ya se ha comentado, lamatemática delcaos constituye una alternativa
al análisis estadístico o probabilístico de los fenómenos que se comportan de
manera complejao no regular. Precisamente, el estudio de los sistemas caóticos u,
sejustificaporlaexistenciade un gran número de fenómenosde larealidad que
presentanuna evolución temporalaparentemente aleatoria, irregular, aperiódica,
escasamente predecible, y por tanto, potencialmente caóticas —fenómenos a
regidos pormodelos perfectamente deterministasy estructuralmentesimples—.
La necesidad de disponer de algún método para la detección de
comportamientos caóticos en la dinámica subyacente a una serie temporal a.
resultaespecialmenteimportante en las ciencias sociales, como laeconomía, en
las que la imposibilidad de realizar experimentos controlados sobre el
comportamiento humano, impide el perfecto conocimiento de las leyes que a
e’
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rigen el fUncionamiento de la realidad socialque nos rodea’. Así, la posibilidad
de detectar comportamientos deterministas —caóticos o no—. o estocásticos
—lineales o no— resulta de especial interés no sólo para justificar el uso de uno
u otro tipo de modelos para la representación de las series temporales. sino
adicionalmente como un incentivo adicional para seguir profimdizando en el
estudio de la estructura subyacente de los fenómenos estudiados —si el sistema
es aparentemente aleatorio pero como consecuencia de su comportamiento
caótico determinista, entonces se debería intentar aprovechar la capacidad
potencial de este tipo de sistemas dinámicos paraexplicar las regularidades de
carácter cualitativo de la evolución temporal observada en la series históricas
económicas—. La certeza, o simplemente la presunción o evidencia débil, de la
existencia de comportamientos caóticos en una serie temporal resulta también
interesante para mejorar las predicciones sobre su evolución fritura —por
ejemplo utilizando los métodos de predicciónpor analogías (apartado 4.2)—. A
su vez, la presencia de caos en las series temporales obligaría al abandono de
la aproximación lineal como simplificación de la realidad, por su excesivo
reduccionismo paralizante, a la hora de la construcción de modelos para
explicar el funcionamiento de los fenómenos observados en la realidad,
forzando a la construcción, por el contrario, de modelos teóricos o teoréticos
no-lineales que, aunque estructuralmente simples, sean capaces de generar
comportamientos caóticos.
Las implicaciones de la detección del caos alcanzan también al terreno
normativo, y en particular a la metodología de la política económica, ya que la
existencia de comportamientos caóticos en los sistemas económicos requiere la
reformulación de sus objetivos e instrumentos como veremos en el capítulo 8.
Con la dmamrca del caos se rompe también con otra tradición en el terreno
empírico, sobre todo en econon>ia Nos referimos a la estimación de modelos
econométricos bajo la hipótesis de linealidad. Los exponentes máximos de este
enfoque se encuentran, en primer lugar, en los modelos ARMA
—AutoRegressive Moving Average— y de fUnción de transferencia según la
metodología Box-Jenkins (1970) y, posteriormente, en la Teoría de la
Cointegración y los modelos de Mecanismo de Corrección de Error. Con la
proliferación de estos modelos comenzó ya ha hacerse patente la creciente
desavenencia entre la teoría económica—esencialmente lineal— y laeconometría
—que no debe plantearse como una simple herramienta para contrastar la
sígnificatividad de los modelos teóricos planteados, debiéndose construir los
modelos econométricos a partir de las series temporales observadas y no de la
teoría económica,la cual, por tanto, debe servir de apoyo en dicha construcción
sólo para la elección de aquellas variables que a priori deben guardar cierta
relación—. Este divorcio entre teoría y econometría se suscitó, en parte, por el
mal ajuste que proporcionan los modelos teóricos y que por tanto debían ser
Desde el paradigma indeterminista, cualquier intento de descubrir esas leyes
deterministas se vería fracasado, en cualquier caso, sencillamente por la inexistencia de
dichas leyes.
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rechazados como posibles candidatos a procesos generadores de las serie
•1’temporales observadas. Sin embargo. la construcción de modelos
econométricos ha seguido. en general. manteniendo lahipótesis de linealidad.
Esta metodología lineal en el campo econométrico puede resumirse en la
detección de aquel sistema dinámico estocástico lineal que mejorse adapte a la
serie observada2. La detección de comportamientos caóticos, o simplemente la
detección de comportamientos no-lineales en las series temporales. implicaría u.
que estametodología econométrica, basada en lahipótesisde linealidad. debería
ser rechazada.En este sentido, sonnumerosas las aportaciones economéiricas
que tratan de encontrar evidenciade no-linealidad y otras que apartándose de mr
esta hipótesis de linealidad en el proceso generador de las series, formulan y
estiman modelos o sistemasestructuralmente no lineales. Entre estas últimas.
quizás las más relevantes sean lade los modelos GA.RCHymás recientemente, mr
lade los modelosde redes neuronales(véase Poner 1999, Tong 1990 yAlonso
1999).
no
En este yelpróximocapítulo vamos a repasar cuales son los principales test
que se han propuesto para diagnosticar o detectarla presencia de caos a partir a.
de una serie temporal3. En realidad, no existe una única técnicao herramienta,
sino toda una variedad de test que deberán ser utilizadas de forma
complementariay no exeluyentepara poder establecer lapresencia de caos. El
e
desconocimiento a priori del sistema o proceso generador de la serie temporal
requiere, necesariamente, que la detecciónde comportamientos caóticos no se
base en ningún supuesto sobre laestructura del proceso generadorde la serie, e
Es decir, cualquier técnica para detección del caos debe partir de las propias
observacionesmuestrales y ser válidas inclusocuandose desconozca el modelo
generador. SS
El análisis de si una serie de datos es aleatoria o presenta por el contrario
caos determinista setraduce en investigar si sus elementos puedenconsiderarse e
muestreados en las trayectorias de un sistema determinista desconocido cuya
dinámicaconverja a un atractorextraño (Fernández p.2 1). Es decir, setrata de
analizaruna serie temporal asumiendo que ésta esuna muestra observable de SS
la trayectoria que describe lasolución de un sistema dinámico. A partirde este
e’
2 En eJ caso de Ja teoría de Ja Cointegración y ]os inodeJos de correción de Error se trata
de encontrar las relaciones lineales existentes entre las variables en el largo plazo aceptando
que en el corto plazo pueden existir desviaciones que se irán corrigiendo con el paso del a
tiempo.
Algunos de estos testno serán considerados en esta tesis. Entre ellos podemos destacar.
elos propuestos por Gilinore (1993) —basado en la utilización de los gráficos de recurrencia—;
Hinich( 1985), Ashley y Patterson( 1989) y Chen( 1996)—basado en el estudio de la serie en el
dominio de frecuencias—; White (1989a,b) —que hace uso de los modelos de redes neuronales
artificiales para captar culaquier tipo de estructura determinista existente en una serie e
temporal—; y Fernández Rodríguez(1995) y Fernández Rodríguez y Martín González (1995)
—que se fúndamenta en la predicción por analogías de los modelos caóticos. capacidad de los
modelos caótico. La capacidad de estos test para detectar comportamientos no-lineales de —.
dinámica caótica los convierte en el centro de atención de futuras investigaciones.
e’
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observable del sistema dinámico subyacente, se trata de encontrar evidencia de
comportamientos caóticos frente a otras alternativas —movimientos puramente
aleatorios, posiblemente sobre algún sistema dinámico lineal o de dinámica
simple. Se trata, por tanto, de discriminar entre las dos posibles fUentes de
complejidad: comportamientos puramente estocásticos o comportamientos
deterministas de dinámica compleja. Es decir, intentamos distinguir entre ruidos
caóticos deterministas de baja dimensión (desorden ordenado. aleatoriedad
determinista y ruido puramente estocástico de elevada dimensión.
En este sentido, resulta poco verosímil pensar o creer a priori que las series
económicas están exentas de cualquier tipo de componente aleatorio. Es por
ello, que el comportamiento que habría que buscar a partir de una serie
temporal, y con más sentido en el campo de la economía, sería el de un caos
ruidoso. Esto es. teniendo en cuenta que independientemente de las propiedades
cualitativas del sistema dinámico subyacente generador de la serie temporal —en
caso de que exista—, las observacionesmuestrales procedentes de dicho sistema
siempre van ha estar perturbadas por la presencia de algún tipo de ruido
puramente aleatorio. Este supuesto sobre la existencia de ruido puramente
aleatorio, limita la capacidad de la mayoría de los test propuestos para la
detección del caos determinista ya que éstos no son capaces. en general. de
discriminar cuando la irregularidad observada en la evolución de una serie
temporal es puramente aleatoria o caótica determinista.
Los test para la detección del caos determinista tratan de encontrar caos
basándose en las propiedades básicas de estos sistemas, y que como ya vimos
se podían resumir en que son sistemas dinámicos no-lineales, su solución es
irregular y aperiódica por que convergen a atractores extraños y su de
pendencia sensitiva a las condiciones iniciales. Desgraciadamente no existe un
único test que recoja todas esas propiedades, deben utilizarse por tanto de
manera complementaria distintos test que tratan de contrastar de manera
separada algunas de esas propiedades.
¿Cómo diagnosticar la presencia de caos a partir de una serie
temporal?
Entre estas técnicas debemos distinguir entre dos grandes grupos, aquellas
que podríamos resumir en que se basan en un análisis gráfico y estadístico
tradicional de series temporales, y aquellas otras que tratan de cuantificar ciertas
propiedades inherentes a las series con comportamiento caótico.
Unaprimera característica que debemosobservar en la serie temporal si ésta
procedede un sistema caóticodeterminista será una evolución temporalerrática
y aperiódica, es decir, debe presentar una dinámica compleja. Esta complejidad
dinámica podrá estar generada bien por un sistema puramente aleatorio, bien
por un sistema dinámico determinista en régimen de comportamiento caótico,
bienpor un proceso en el que se combinen estas dos fUentes de complejidad. Es
por ello, que deberemos seguir proflindizando en el análisis de la serie.
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El siguiente paso consiste en utilizar otra serie de herramientas que sean
u..
capaces de detectar ciertacorrelación o dependencia temporal en laevolución
de las series económicas, yaque precisamente si [aserieha sido generadapor
un sistema dinámico determinista, por definición, suevolución temporal deberá a.
estar regida por dicho sistema. Así, una segunda herramienta para detectar
comportamientos caóticos esprecisamente el análisis de su correlograma en el
dominio temporal. En tercer lugar, y como el series caóticas deben ser e
aperiódicas. el análisis espectralen el dominio de frecuencias, elperiodograma.
debe mostrar evidencia a favor de dicha aperiodicidad.
a
Tantoelcorrelogramacomo el periodograma constituyen las herramientas
básicas del análisis estadistico de las series tempora]es bajo la hipótesis de
linealidad. Es porello que, en algunasseries caóticas estos testno sean capaces SS
de recoger laverdadera estructura dinámica no-lineal subyacente. Así, deberá
compítarse elanálisis del correlogramacon otras herramientaspara ladetección
de comportamientosaperiódicosydependenciadinámica no-lineal. Unade esas a
herramientas es el conocido comoanálisis BIS que seráanalizado en el apartado
45.
e’
Cuando estos test —análisis gráfico de la evolución. correlograma.
periodogramay análisis BIS— indiquen que existecierta correlación subyacente e’
en la serie temporal, y que no se aprecia un movimiento periódico regular.
entonces se habrá encontrado evidencia de su procedencia potencialmente
periódica. Sin embargo, también los procesos de dinámicasimple en los que se
añadenruidospuramente estocásticos —linealeso no-lineales— pueden generar
esa pautade comportamiento. Así, como estos testno soncapaces de distinguir
entre estas dos alternativas, tendremosque continuar elanálisis de la serie con e’
otras herramientas paraasegurar su procedencia caótica —que serán analizadas
en el próximo capítulo 5—.
a
Este segundo grupode herramientascomplementarias a las anteriores tratan
de encontrar evidencia a favor o en contra de que el sistema dinámicogenerador
de la serie convergea atractores extraños,es decir,se centran en laestimación a.
de la dimensión fractal y las propiedades de estabilidad local del atractor. Para
ello, un aspecto previo que tendremos que considerar será el de la
a
reconstrucción del atractor a partir de la serie temporal de forma que se
conserven las mismas propiedades cualitativas del sistema dinámico
desconocido. Dichareconstrucciónsepuede realizarutilizando el método de los
a
retardos, en el que la órbita del sistema original se reconstruye a través de
vectores cuyos componentes serán los propios valores retardados de la serie
temporal.La reconstrucción de la órbitaporeste método requiere de laelección e
adecuada tanto del retardo de reconstrucción y de la dimensión del vector de
estados —dimensión de inmersión— de forma que la órbita así reconstruida
replique a la verdadera dinámica del sistema subyacente. —
Unavezreconstruido el atractor, podrán definirsedistintas medidascon las
que caracterizar algunas de las propiedades cualitativas del mismo. Estas
e’
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medidas se estimarán utilizando la serie temporal concreta observada. Paraque
las medidas estimadas con esa serie caractericen de manera inequívoca al
atractor original desconocido, será necesario que esas medidas se definan de
manera que resulten independientes de la muestra concreta utilizada, esto es.
que sean ergódicas o invariantes ante la acción del sistema —apartado 5.4—. De
entre esas medidas invariantes, utilizaremos tres de ellas con las cuales será
-posible caracterizarperfectamente a los sistemas caóticos: la dimensión,fractal.
el espectro de exponentes de Lyapunov y la entropía de Kolmogorov. Con la
utilización de estas medidas será posible, por tanto, averiguar cuando la serie
temporal observada procede de un sistema dinámico caótico aunque sea
desconocido.
En términos generales, para que el sistema subyacente sea caótico, será
necesario, en primer lugar, que la dimensión fractal estimada sea no-entera o,
en cualquiercaso, estrictamente superior a su dimensión topológica, ya que los
atractores extraños o caóticos son objetos fractales. Además como estamos
interesadosen detectarcaos bajo dimensional, sería deseable que la dimensión
estimada no sea excesivamente elevada. En el apanado 5.6 se analizarán
distintos métodos con los cuales es posible aproximar la dimensión fractal del
atractor al que converge el sistema —dimensión de correlación, dimensión de
información y dimensión de lyapunov—.
En segundo lugar, alguno de los exponentesde Lyapunovestimados deberá
ser estrictamente positivo, ya que como se recordará del apartado 3.2. sólo en
este caso el coinportanúento del sistema en elatractor será localmente inestable,
esto es, presentará dependencia sensitiva respecto a las condiciones iniciales,
condición necesaria y suficiente ésta para que el movimiento acotado descrito
por el sistema corresponda al de uno caótico determinista. Es decir, la
estimación del espectro de exponentes de Lyapunov constituye un test que
directamente contrasta la hipótesis de caos determinista. En el apanado 5.5
analizaremos tres métodos para la estimación de los exponentes de Lyapunov
a partir del atractor reconstruido con la serie temporal observada: el algoritmo
de estimación directa de Wolf et al. (1985), y dos algoritmos de cálculo
indirecto de los exponentes —Lenns y Netie— que se apoyan en laestimación no
paramétrica del sistema dinámico subyacente desconocido a través de los
modelos de redes neuronales artificiales.
En tercer y último lugar, la entropía de kolmogorov estimada—que
constituye una medida de la perdidade información del sistema subyacente— a
partir de la serie temporal deberá ser positiva y finita si ésta procede de un
sistema caótico determinista con dependencia sensitiva respecto a las
condiciones iniciales —apartado 5.7—.
Pasamos a continuación a analizar el contenido de estas herramientas para
ladetección de caos detenmnista a partir de una serie temporal. Posteriormente,
en el capítulo 9, estos test serán aplicados sobre las series económicasreales de
la economía española para tratar de contrastar su posible origen caótico.
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4.2. Análisis Gráfico de la evolución temporal
a.
E] primerpasopara ladetección de comportamientos caóticos consiste en
realizar un análisis gráfico de la evolución temporal de la serie. Este análisis
gráficopuede, en principio, proporcionar información sobre el carácterde la
dinámica del proceso subyacente generador de la serie. Más concretamente.
podría mostramos si la serie procede de un sistema determinista de dinámica
simple. Cuando la serie de datos observados procede deun sistemadeterminista e
de dinámica simple, su trayectoria o secuencia temporal presentará una
evolución ordenada, regularyperfectamente periódica. Portanto, elanálisis de
la evolución temporal podría servir para discriminar entre los sistemas de
dinámica simple ylos de dinámicacompleja. Para ello debepreguntarse si existe
algún tipo de regularidad en la trayectoria temporal de la serie o si por el
e
contrario, presenta comportamiento irregular y aperiódico posiblemente
aleatorio. Esta herramienta podría incluso utilizarse para detectar
empíricamente la existencia de un periodo tres, en cuyo caso, aplicando el
SSteoremade Li-Yorke, ello implicaría que el sistema dinámico subyacente podría
dar origen a comportamientos dinámicos cualitativamente más complejos
—siempre teniendo en cuenta las limitaciones de este teorema—. e
Una primera limitación de este enfoque se encuentra en que si la serie
procede de un sistema con un periodo finito pero muy elevado, y el tamaño de SS
la serie temporal es inferior a dichoperiodo, podría concluirse erróneamente
que la serie no procede de un sistema de dinámica simple. Por ello, será
necesario que las series temporales tengan un tamaño suficientemente elevado SS
como para poder recoger el periodo del sistema subyacente. Ahora bien, a
menos que se disponga de series de tamaño infinito, nuncapodremos asegurar
e’
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Figura 4. 2
que la serie es realmente aperiódica, ya que siempre cabría la duda de que el
periodo finito del sistema es superior al tamaño de la serie.
Otro tipo de problemas hace referencia a que. en términos generales. las
series reales, sobre todo en economía, estarán perturbadas por algún tipo de
componente puramente aleatorios (errores de medida, etc.), que se reflejarán
en una evolución temporal, en cierta medida irregular y aperiódica. Es decir,
que incluso para ciclos regulares de bajo periodo, sólo en casos extremos,
aquellos no sometidos a ningunafUerza o perturbación exógenaaleatoria, será
posible encontrar comportamientos regulares de dinámica simple por la simple
inspección visual de su evolución temporal. A modo ilustrativo representamos
en lafigura 1 laevolución temporal de la solución de la aplicación logística con
~3.56 —ciclo limite periodo 4—junto a la misma serie perturbada con un mido
N(O,1).
Por otraparte, una primera caracteristica que debemos observar en la serie
temporal si ésta procede de un sistema caótico determinista será una evolución
errática y aperiódica, es decir, debe presentar una dinámica compleja. Esta
complejidad dinámica podrá estar también generada por un sistenm puramente
aleatorio, o por un proceso donde se combinen estas dos fUentes de
complejidad. El análisis gráfico de la evolución temporal, si bien puede revelar
en cienos casos, y siempre con algún componente de arbitrariedad, el carácter
determinista de dinámica simple de la serie, es incapaz de mostrar cuál es la
verdadera naturaleza o el origen de la irregularidad y aperiodicidad observada
en la serie temporal, esto es, si procede de un sistema dinámico en régimen de
comportamiento caótico, por algún proceso dinámico puramente aleatorio o
por alguno donde se combinen comportamientos caóticos deterministas con
otros puramente aleatorios (figura 2).
o
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Así, aunque el análisis gráfico de la serie temporal pueda considerarse el e,
primer paso para la detección de comportamientos caóticos, será necesario
profundizar en el análisis de la serie. Dos de las herramientas utilizadas
tradicionalmente para completar el análisis gráfico es correlograma y el e-
periodograma de la serie.
e,
4.3. Análisis de las autocorrelaciones lineales en el dominio temporal: El
correlogmma.
El siguiente paso en el proceso de detección de comportamientos caóticos
consiste en analizar si existe algunadependencia temporal de retroalimentación
en la evolución de la series, ya que precisamente, si la serie ha sido generada por SS
un sistema dinámico determinista, por definición, su evolución temporal. el
cambio en los valores que va tomando la serie, deberá estar regida por dicho
sistema dinámico. La herramienta estadística que tradicionalmente se emplea
para detectar la posible dependencia temporal en la estructura del proceso
generador de la serie es el correlograma, compuesto por la estimación de la
función de autocorrelación simple y la función de autocorrelación parcial. SS
La función de autocorrelac¡ón simple —
El análisis del correlograma supone que la serie temporal constituye una
realización de un proceso estocástico. esto es. de un proceso constituido por
una sucesión de variables aleatorias Iy~}, t = - ~, ..., -2, -1,0, 1,2,..,
La fUnción de autocorrelación simple (/ács) de un proceso estocástico {y,} SS
es una función real de los números naturales r:N—>R, que a cada kcN. asigna
un valor que denotaremos por 4(t) que será igual al coeficiente de correlación
SS
entrey, e y,4 (Novales 1988, pp229-234):Cov(y, Y,) (4.1)
Var(y,)- Var<y~~)
La estimación de lafacs del proceso estocástico a partir de la serie temporal u,
puede realizarse de la siguiente fonna:
iT e’E (4.2)
4
!f(y~j7)2 -~- E (y
1-S
7)’ e
__ T— k r=k+I
0+
SS
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Egura 4. 3
Siendo Tel tamaño de la serie temporal e j la media muestral:
7.j7=l~y, (4.3)
01 nl 010~ -.
nlnl~Lio~01m 0 O ~- •‘- — o’
La fimción de autocorrelación simple estimada a partir de una serie
temporal, mide por tanto la correlación lineal media existente entre dos valores
cuales quiera de la serie separados en el tiempo por un periodo determinado por
el retardo k, esto escomo las variaciones de la serie temporal están relacionados
en el tiempo r y ti-k.
La función de autocorrelación parcial
La función de autocorrelación parcial (t2zcp) trata de recoger al igual que la
facs la autocorrelación existente entre dos valores de la serie separados en el
tiempo por cierto retardo k, pero eliminando o descontando el efecto de las
auto-correlaciones existentes en periodos intermedios del tiempo.
La estimación de los coeficientes de autocorrelación parcial para el retardo
kcN que denominaremos por 4»~ podrá obtenerse mediante la estimación por
mínimos cuadrados ordinarios de la siguiente regresión lineal:
(4.4)
donde jY,,representa el valor de la serie en] respecto a la media muestral (j~ y1
-y).
+ <PA2Y,~2 + + 9kAYt-k ~-e,
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e
El correlograma
SS
Lasestimaciones de las funciones de correlación simple yparciala partir de
una serie temporal constituyen su correlograma. Nótese que el coeficiente
estimado para la faes y la facp para el retardo k=O será uno. Para el resto de
retardos los coeficientes estimados estarán comprendidos en el intervalo [-1,1],
con la única restricción de que r1 =
e
u
En caso de que exista cierta estructura dinámica en el proceso estocástico
esta quedará reflejada en los valores estimados en lafacs y la facp, que serán
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significativamente distintos de cero
4. Sólo en el caso en el que el proceso
estocástico esté incorrelacionado en el tiempo, es decir, que los valores que va
tomando la serie temporal no guarda ninguna relación dinámica de
retroalimentación, los coeficientes estimados resultarán no-significativos.
De esta forma es posible utilizar el correlograma de la serie temporal para
detectar una posible estructura dinámica en el proceso generador de la serie
temporal, y si tenemos en cuenta que las series caóticas proceden de sistemas
-o. a
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‘A efectos prácticos, los intervalos de significación se pueden establecer por las bandas
de ±2/~Ñ
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e’
dinámicos deterministas, será necesario observar un corrleograma con
coeficientes significativamente distintos de cero. En caso contrario, es decir.
cuando cl correlograma es plano, cabría esperar que el proceso generador es
puramente estocástico y totalmente incorrelacionado. La existencia de
estructura dinámica en el proceso generador de la serie, no revela sin embargo
la naturaleza lineal, ono lineal del sistema dinámico subyacente, y por tanto si e’
éste es caótico o no. En las figuras 3 a 5 mostramos los correlogramas para
distintas series caóticas y no caóticas
5.
e’
Por otra parte, la presencia de un correlograma plano tampoco resulta
suficiente para asegurar que el proceso generador es uno puramente aleatorio
e incorrelacionado. Como muestra de ello en la figura 6 representamos el e
correlograma de la solución de la ecuación logística con ~n4. La explicación a
este hecho se encuentra en que el correlograma sólo es capaz de recoger las
autocorrelaciones de carácterácter lineal presentes en la serie, y los modelos
caóticos presentan una estructura dinámicano-lineal, y por tanto puede que no
quede reflejadaen el correlograma. Es por ello, que con el propósito de recoger
e’
la posible dependencia no lineal presente en una serie, se haya propuesto en la
literatura empírica analizar adicionalmente el correlograma del cuadrado de la
serie temporal, ya que si no existe ningún tipo de autocorrelación en la serie
e’
original, tampoco la habrá en su cuadrado —figura 7—, mientras que esta
transformación puede revelar la posible correlación no lineal presente en el
proceso generador de la serie ya sea caótico determinista o puramente aleatorio
pero no lineal (Bollerslev, 1988) —figura 8+..6. Otra alternativa para afrontar este
SS
La serie del modelo ARMA(2, 1) se corresponde con el siguiente modelo
<‘En la figura 7 representamos el correlograma y la evolución temporal una serie temporal
compuesta por una sucesión de variables aleatorias —N(O,l), mientras que en la figura 8
WC
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problema es usar otro tipo de herramientas estadísticas que posibiliten captar
la posible estructura dinámica lineal o no lineal. En el próximo apartado 4
utilizaremos una de estas herramientas, el análisis R/S. De momento, pasamos
a estudiar el periodograma de la serie.
4.4.- Análisis Espectral en el Dominio de Frecuencias: La trasformada de
Fourier, el espectro de potencias y el periodograma.
Como ya se ha comentado en anteriores capítulos, una de las propiedades
de los sistemas caóticos de dinámica compleja es que la evolución temporal de
sus soluciones presenta una alta irregularidad y aperiodicidad. esto es,
trayectorias o movimientos oscilatorios no repetidos en el tiempo cuyo periodo
puede considerarse infinito. Uno de los test utilizados para comprobar si una
serie temporal procede de un proceso caótico determinista consiste en estimar
su periodicidad mediante el análisis espectral en el dominio de frecuencias ~.
El análisis espectral analiza el dominio de frecuencias de la serie temporal
tratando de revelar cuál es el conjunto de frecuenciaspresentes en la serie, esto
es. detectando cuales son las frecuencias dominantes en la serie temporal. El
término frecuencia es utilizado aquí como indicador de la velocidad con que se
repite un fenómeno, es decir, la inversa delperíodo del movimiento oscilatorio8.
Con el análisis espectral podrá, por tanto, construirse un periodogramcz de la
serie, en el que se revelarán las periodicidades ocultas en la misma, y que en
general no serán claramente visibles a partir la inspección del gráfico de su
evolución temporal. El método del análisis espectral para revelar o detectar
cuales son las frecuencias dominantes ocultas en una serie temporal, es el de
aproximar la serie temporal, utilizando elprincipio lineal de la superposición—la
suma es igual a la suma de las partes—, por la suma de infinitas funciones
periódicas, cada una de ellas con distinta periodicidad, para posteriormente
estimar cual de esas fimciones periódicas contribuye significativamente a la
explicación de la evolución original de la serie.
hemos utilizado el siguiente proceso estocástico GARCH tomado de Bamett ci al. 1999:
y(t)4(t)<½)uQ),con h(t)=l +0.1 y(t-l )2-I-0.8h(t-1); h(0)’=l; y(0~O; u{t)’-N(0, 1).
Para un análisis de las aplicaciones del análisis espectral para la detección de
comportamientos caóticos véase Loreuz (1993, pp.2O2-204), Medio (1992, pp. 101-114) y
Brown (1995, pp.26-39).
8Nótese que esta interpretación es diferente a la estadística, esto es. el número de veces
que se repite un suceso. Así, según la interpretación de frecuencia que adoptemos podemos
construir el periodograma o el Histograma. La construcción del histograma relacionada con
la teoría ergódica también puede ayudar a detectar comportamientos caóticos (Day, 1994, pp.
134-163 y Ruelle, 1992, pp. 35-43).
CAPITULO 4. LA DETECCIÓN DEL CAOS DETERMINISTA A PARTIR DE SERIES TEMPORALESm 4-16
El análisis espectral han sido utilizado ampliamente en la fisica y en otras
e,.
disciplinas para lamodelización vanálisis de fenómenos oscilatorios. El análisis
espectral puede utilizarse para distinguir entre funciones o series temporales
periódicas ycuasi-periódicasde aquellas otras aperiódicas o sin periodofinito.
Desde este punto de vista, laestimación del periodograma asociado a laserie
temporal, puedeayudar a la detecciónde comportamientos caóticoscuando se
detecte la presencia de comportamientos aperiódicos, e’
Ahora bien. la detección —con la ayuda del análisis espectral— de
comportamientos aperiódicos en la dinámica subyacente a una serie temporal, e
no puede tomarse como evidencia suficiente para asegurar que dicha
aperiodicidadha sido generada por un sistema caótico detenninista. Es decir,
no son sólo los procesos de dinámica caótica los únicos que presentan e’
comportamientos aperiódicos. Los procesospuramenteestocásticos tampoco
tienen un periodo finito claro y por lo tanto, también presentarán la misma
e’
propiedadde aperiodicidad. Es por ello, que si bien este tipo de técnicas pueden
ayudara la detecciónde comportamientos caóticos, —descartando que éstahaya
sido generada por un sistema de dinámica simple periódico o cuasiperiódico—,
adeberán ser completadas con otras herramientas de análisis que permitan
discriminar entre procesos puramente aleatorios y caóticos deterministas9. A
algunasde esastécnicas complementarias dedicaremos los próximos apartados
de este capítulo, centrándonosahora en los fundamentos del análisis espectral
y en su aplicación a las series temporales para la estimación de las
periodicidades dominantes ocultas en la misma. e’
Fundamentos del análisis espectral: el análisis armónico.
e
El análisis espectral se fundamenta en el análisis armónico, que también
estudia el dominio de frecuenciasde las funciones y series temporalespero bajo
la hipótesis determinista clásica, es decir, considerando exclusivamente
funcionesde periodicidad simple o finita, movimientos perfectamente periódicos
y regulares de dinámica simple. El análisis espectral trata de extender o
generalizar ese análisis armónico alestudio de series y fenómenos oscilatorios e
aperiódicos o no periódicos, ya sean puramente estocásticos o caóticos.
Originariamente se decia que el análisis espectral generalizaba al armónico
e’
extendiéndolo a la hipótesisprobabilística o puramentealeatoriapara el estudio
de fenómenos aperiódicos. Como los sistemas caóticos deterministas son
también aperiódicos, de nuevo se observa como estos sistemas rompen con la
edistinción tradicional entrelos sistemasdeterministas regularesy periódicos—el
análisis armónico—y los puramentealeatorios, irregulares y aperiódicos —análisis
espectral—.
Debemos apuntar sin embargo, que al igual que sucedía con el correlograma, la e
perturbación de las series periódicas por ruidos puramente aleatorios y aperiódicos, o un
tamatio muestral de la serie excesivamente reducido —menor que el periodo del verdadero
ciclo del sistema generador de ¡a serie— puede entorpecer la identificación de las
periodicidades ocultas en las trayectorias de dinámica simple.
e
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El análisis annónico comenzó en el siglo XVIII con elpropósito de estudiar
fenómenos de naturaleza periódica, es decir, que se repiten con regularidad
—movimiento del péndulo, ondas sonoras, conducción del calor, oscilaciones
mecánicas, eléctricas, electromagnéticas, etc.—. El instrumento analítico en que
se basa del análisis armónico fue inicialmente propuesto por el matemático
francés Jean B. Joseph Fourier (1768-1830). que desarrolló el concepto de
periodicidad simple (Alcaide y Alvarez 1992, p 471-2). La proposición básica
del análisis armónico sostiene que toda ffinción periódica puede expresarse,
haciendo uso del principio lineal de la superposición. como la suma de
componentes sinusoidales o armónicos. Así, se piensa que toda función
temporal periódica (de periodicidad simple) se puede aproximar mediante la
suma de un número reducido de armónicos, esto es componentes sinusoidales
cuya frecuencia será un múltiplo entero de la frecuencia fundamental,
entendiendo porésta como lafrecuencia más alta de todos los armónicos de una
onda periódica. Se trata en definitiva, de desglosar la señal en distintas
oscilaciones de diferente frecuencia. Dicha aproximación de las funciones
periódicas se realiza mediante las conocidas como series trigonométricas de
Fourier o series de armónicos. A continuación repasamos brevemente los
fundamentos del análisis armónico.
El análisis armónico estudia el dominio de frecuencias de funciones
temporalesperiódicas, es decir, funciones cuyos valores de la función se repite
a intervalos regulares de tiempo. Analíticamente tendríamos que la finiciónf(t)
es periódica si existe una constante 71>0 tal que:
ftt)=ftt+7) (4.5)
en cualquier dominio de definición def(t). El periodo fundamental defú) será
la mínima constante T de todas las posible, esto es, el menor T para el cual se
veriiflca (1)10. Ya que el movimiento oscilatorio se repite indefinidamente,
tendremos que ha de cumplirse igualmente:
0En el caso de funciones cuasi-periódicas no existirá un único periodo flindainental, sino
un conjunto finito periodos fundamentales que generan movimientos oscilatorios
independientes que superpuestos forman el movimiento cuasi-periódico.
T
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Figura 4. lO
a
flt) =flt-I-kT) (4.6)
con k entero y positivo, lo que pone de manifiesto que el periodo de la función
no es único, sino que existirán infinitos periodos, todos ellos múltiplos del
periodo fundamental T. Además, siempre que la fimciónfft) sea integrable en
un intervalo de longitud T, también lo será en cualquier intervalo de la misma
longitud, y su valor será el mismo, ya que la función es perfectmente periódica
—figura 1—: y + IAt)dt=f~‘/(t)dt e
La proposición básica del análisis armónico establece que toda función
periódica puede aproxñnarse por la suma de infinitas funciones periódicas, esto
es, por una serie funcional convergente cuyostérminos son funciones periódicas a
del tiempo:
e
La función periódica utilizada por Fourier para construir la familia de
funciones periódicas (cfr, $2. $~, ... ) es conocida como armónico —por eso a
este análisis se le denomina armónico—. Un armónico es una función
trigonométrica periódica del tipo:
cp(t) =Rcos(wt-I-fl (4.9)
siendo R la amplitud del ciclo, F la fase —que determina la posición inicial— ,y
w la velocidad o frecuencia angular —ángulo en radianes recorrido por unidad
de tiempo—. La frecuencia verdadera vendrá dada por11 w/2g, por lo que el
periodo del armónico —la inversa de la frecuencia verdadera— será T=2w’w
—figura 2—. El armónico (5) puede interpretarse como la parte real de un
número complejo con módulo R y con argumento wt+F—figuras 2 y 3—. Así,
la forma trigonométrica del número complejo z asociado al armónico (5) sería:
a
z=R[cos(wt+F) +isen(wt+F)] (4.10)
a
Para pasar de radianes a vueltas habrá que tener en cuenta que 2it rad 1 vuelta36O0
R
R cosfr’t+k)
tiempo
-R -R
a
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Parte imaginaria
h
1
a
— ,..__~.—~- a Parte real
r r cos a
b= r sen a
Ferina de Euler
zzre¡a
Fonna binómica
z~a>-bi Ú==/-b
Forma polar
(r, a){ W.arguniento
Forma trigonométrica
z==r[cosór) + ¿sen(a)]
Figura 4. II
con H~-l, y su forma de Euler:
‘—Re i(wfl-fl (4.11)
Utilizando esta forma de Euler (7) y por igualación. el armónico (5) puede
12escribirse como
9(1) sRcos(wr+1)=Rcos(wt)cos(E) —Rsen(wt)sen(IE) =
=Acos(wt) -I-Bsen(wt) (4.12)
con A =Rcos«F); B=-Rsene’F).
Como decíamos, Fourier utilizó estos armónicos para construir una familia
de funciones trigonométricas ortogonales periódicas que posteriormente
servirían para aproximar cualquier función de periodicidad simple 1(t) - Esta
aproximación es conocida como desarrollo en series de Fourier y puede
expresarse como:
(4.13)
p=o p=O
donde cada armónico ~~ft) muestra una amplitud R,, y un periodo T~= 2tpw,
siendo p=O,1,2, 3,... el orden del armónico. Teniendo en cuenta que «4í)=R0
cos F, y que cada armónico p puede por (8) como:
cp~t)=A~cosc1pwt)-i-B~sen(pwt) (4.14)
12Rcos(wt+F)+RisenÓt1+F)=~Ré(WE+F) =R e/W~¿I~’=Rftosfrq,)+¡sen(woj.fros(D+¡sen</flj=
=R[cos (wQcos (F)-sen<’wt)-sen (F)]+R ¡ [cos(wt)sen(F) + sen (wt)cos(F)j
por lo que por igualación de términos:
R cos(wt+F)=Rfcos (xvi) cos (F)-sen(wt)sen(F)J
R ¡ sen(wi+F)=R ¡ [cos(wt)sen<’F)+ sen (wt)cos<’F.)]
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e,
Figura 4. 12 a
con A~=R~cos(F); B~=-R~sen(F). la aproximación (9) de la función periódica
f(t) por series trigonométricas de Fourier quedará:
flt)zzAú+E A ~cos(pwt)+Bsen(pwí) (4.15)
e’
La utilización de estas series trigonométricas tiene la ventaja, frente a otras
aproximaciones que utilizan funciones como la polinómica. de estar compuesta
por funciones sinusoidales, permitiendo así la representación de fenómenos de u
naturaleza. Además las seires trigonométricas de Fourier permite representar
una función periódica aunque tenga discontinuidadesen número finito (Alcaide
y Alvarez, 1992 p. 472). e’
El análisis armónico consiste en, a partir de valoresobservados en el tiempo
de la función periódicaf(t), descubrir o estimar los componentes armónicos no e’
directamente observables que contribuyen a la explicación de ésta, es decir,
encontrar los periodos ocultos T,, que resultan significativos, y para ello se
a
necesita estix-nar las distintas amplitudes R~ que resulten significativas, o de
forma alternativa los coeficientes A~ y fi,, que resulten significativos en la
aproximación (11) de la función periódicaf(t )—R,,=(A,,2-l-B,,t’ . —.
Como hemos apuntado ya, el análisis armónico se aplica a funciones
periódicas, es decir, funciones en el tiempo cuyo valor se repite, como mmimo, —
al cabo de un número Tde periodos, por muy complicada que sea su evolución
temporal —figura 4—. Así una función periódica con periodicidad simple T,
frecuencia verdadera J/Ty frecuencia angular w=2 ti’, podrá aproximarse por: e’
f
7(t) =A0 +~ A,,cos(2itpt/T) -i-B.sen(2rtpt/T) (4.16) —
p=l
o utilizando la forma compleja:
a
>3 a~ (4.17)
-~ a
e’
itt)
tiempo
T T T
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siendo a,, los coeficientes —números complejos conjugados— que indican la
contribución de cada armónico en 0. 1, 2. 3, ... a la explicación de la función
periódica13:
kzO;kt=p
Á—Bi
“ “ lc’0;k=p (4.18)
2
A ±B¡
k’t0;k=-p
2
El análisis armónico pretende estimar los coeficientes ocultos a~. Esta
estimación de los coeficientes del armónico requiere el uso de las siguientes
relaciones de ortogonalidad. Se dice que una sucesión infinita de funciones <P&
(k=0,l,2,3 ) integrables en un intervalo (<ib) constituye una familia de
funciones ortogonales en este intervalo, si se tiene
fab
9p(X) <p,/X) d(x)=O (4.19)
para p y q enteros cualesquiera, excepto pq. De esta manera, la familia
constituida por el conjunto de funciones cos<’px) (ptO, 1,2....) y sen(qx)
(q=l,2....) es ortogonal en todo intervalo (-nur) de amplitud 2iz:
f%os(pt)sen(qí) d(t)=0 ; pe(—a3,~), qc(—oo,~), p!=q (4.20)
Una familia de funciones ortogonales estará normalizada en el intervalo
(ab) sise verifica (15) y además se tiene que
13 Para llegar a las expresiones (13) y (14) debemos hacer uso de hecho de que:
zsenwp+cos’np-¡senwp=2concps e”~-e~=coswp-4-¡senwp -coswp +¡senwp =‘2¡senwp. Haciendo
uso de estas expresiones tendremos que
fÑvAo+E{Apcos( 33v?) +B.sen( k;~!) f~ [{2cos( 331») +f2¡.sen( 2%PÍ) jz
A,
,
2 21) e 27$
=~t~ M;+B)[9=e~)+¡sen( Z~J ~ [(M¡sBJ [cos(i=E)+¡sen( ~2rrPí) j~
~ #¡sen( 2nkt)J __ a~e
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fab [Wk(X)Jd(X} rj (4.21)
para cualquier k entero.
a
Así, la familia de funciones ortogonales 1 /~/2it tos (px). 1 sen(qx) (p,
q 1.2.3....) está nonnalizada en todo intervalo de amplitud 2z Cuando
estamos ante la familia cos (2npt/T), sen (2zqr/T). estas serán ortogonales en
el intervalo (-T/2, T/2) de amplitud T=2zrIw. Para normalizar dicha familia de
funciones ortogonales tendremos que considerar funciones del tipo (1/IT)tos U
(29t/T), (]/VT)sen (2rcqt/7), de formaque esta familia de funcionesconstituye
una familia de funciones ortogonales normalizadas, esto es:
ficos( 2¡tPt) sen( 2itqt) dí=0 ; Vp!=q (4.22) a
a
Teniendo en cuenta estas relaciones de ortogonalidad. para estimar los
valores de ab partimos de la aproximación (13) y multiplicamos ambos lados
de la igualdad por 1/T e’2’~ ti. U’
1 -½/T1 r’
1(t)-e ‘~=~ a e «27P¡¡De -¡2~qh/T (4.23)T T,,=.~,. “
integrando ambas partes de la igualdad (19) en el intervalo (-T/2.T/2)
obtendremos:
a
IS/21 4(t) e~(27tPUne
afTfl( -1 e i(2ar1¡fle -i2lt~t¡7jj dtr a
(4.24)
>3 a,,fj 1 [cos(2~tpt/7)±isen(2itpí/T4cos(2stqíIT)-ísen(2n~ÚTA) ~ U’
0~f TCII(cos(2ltqún)2 ~sen(2nqflfl)2 jdí=aq e
donde hemos hechouso de la relación de ortogonalidad (16)para todo p*q. De
esta forma, los coeficientes para cada armónico p ~1,2,3,... puede obtenerse: a
pTI2 1 -Í2aph/Tdt
a
Aplicación del análisis armónico a series temporales.
a
Antes de extender el análisis annónico para el caso de funciones
aperiódicas, veamos como puede aplicarse el análisis armónico para cl estudio
de las frecuencias presentes en una serie temporal. Nótese que el análisis
armónico, y también el espectral, se centra en funciones temporales sin
tendencias. Así supondremos que la series analizadas no presentan tendencia, U
a
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Figura 4. 13
esto es, son estacionarios en media14.
Para el análisis de una serie temporal en el domino de frecuencias
supondremos que dicha serie, de naturaleza repetitiva o cíclica se puede
representar mediante una función periódica, o si se quiere, que la señal
constituye una señal proveniente de una función del tiempo. En este sentido, si
se recuerda que la solución a un sistema dinámico es una función del tiempo,
puede considerar se que la serie temporal es una señal observada procedente de
la solución a un sistema dinámico aunque se desconozca su forma estructural
concreta. Lo que trata de hacer el análisis armónico es aproximar la función del
tiempo desconocida de la que procede la serie temporal mediante la suma de
armónicos utilizando la aproximación por series trigonométricas de Fourier.
Supongamos que se tiene una serie temporal y, de tamaño N en un rango
temporal T, y estacionaria en media. Dicha serie puede consíderarse como la
muestra de un proceso donde las observaciones se obtienen a intervalos fijos de
tiempo ¡it: {y
1}$½{y(t)}[0 ,esto es, y~=yW=yÚ~t)~ conj=1, 2,..N; t=0, ¡it,
2zlr T—flgura5—.
Dada esta serie temporal, podemos ajustarla utilizando la familia de series
trigonométricas de Fourier suponiendo que la serie temporal proviene de una
función periódica de periodo T o con frecuencia angular w=2 ti’. De esta
forma, dicha función periódica -en principio es desconocida- se podrá
aproximar por la suma de infinitos armónicos como:
f/t) =y(t) —A0 -~->3 A,, cos(2itpí/7) 4B,,sen(2xpt/fl (4.26)
pi
Ahora sólo restaria estimar los coeficientes A,, y 13,, significativamente
distintos de ceros utilizando las observaciones muestrales {yQ)}T0 - Cuando el
tamaño muestral N es infinito se podrían estimar todas las frecuencias pero con
N finito esto no es posible, es decir, no podremos ajustar la serie con infinitos
~El supuesto sobre la estacionariedad en media implica que la serie temporal está libre
de tendencia, por lo quca lr&ora de aplicarlo a las serie económicas deberemos aseguramos
previamente que las seríp~ ~pp estacionarias en media (véase el próximo capítulo 9).
O e
‘~- e e e
e e e e. - e
1=0 1=1 t=T-J
1234 . N-S £2 A’-]
¡it ¡it
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armónicos. El numero maxirno de parámetros A~. B~ que podremos estimar r
vendrá dado por el tamaño finito muestral Y En particular. el número máximo
de coeficientes que se pueden estimar será N —los grados de libertad de la
estimación será cero—, por lo que el número de armónicos susceptibles de
estimación será A72. Es decir, la aproximación que podremos estimar para
ajustar la serie temporal será:
AY2
f/t) =y(t) =A0 ±>3A,,cos(22tpt/T) -rB«sen(2TrptIT) (4.27)
siendo T el rango de la serie, el periodo de cada armónico 7’,, = T/p y las
frecuencias verdaderas de cada armónico p/T —con jrl.2 N/2—. Llamemos
¡if al incremento de la frecuencia de uno a otro armónico. 41=1/7’, las
e’
frecuencias de cadauno de ellos será, por tanto,f =1¡iff,=2¡if ;f~~ 2f~
N/2 4f=N/21/T. Obsérvese que. como los datos están tomados a intervalos
fijos de tiempo ¡it en el intervalo 7’ (rango de la serie) tendremos que T=N ¡it. e
por lo que la frecuencia máxima detectable en la serie podrá escribirse como
N N — 1 (4.28) e’
27’ 2NAt 2At
que es denominada frecuenciaNyquist. Esta frecuencia máxima proporciona el a
periodo más pequeño detectable en la serie temporal’
5:
Ti zz~¡J=~~/ (4.29) U’
Para revelar cuál de los armónicos contribuye significativamente a explicar
la evolución de la serie temporal, o alternativamente, qué frecuencias e’
significativas se encuentran ocultas en la serie puede utilizarse la expresión (21)
para estimar los coeficientes a,, correspondientes a cada armónico ¡6:
a~=ijy~e N p=O,l,2 N (4.30) —
e”
con:
N
(4.31)
j=I —
a
U’
‘5 Por otra parte, dado el rango de la serie temporal, el periodo máximo detectable en la
serie será de T/2
‘6En la estimación de los coeficientes a,, con series temporales muestreadas en intervalos e’
de tiempo finito se produce un sesgo derivado del denominado efecto aI¡as¡ng que será
considerado posteriormente en este mismo apartado. Además, para estar seguros de poder
detectar el periodo fundamental presente en un proceso T a partir de una serie temporal el e’
rango de la serie debe ser suficientemente amplio (>27).
e
>7.
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Análisis espectral: La transformada de Fourier y el espectro de
potencias.
El análisis espectral trata de extender el análisis armónico a funciones del
tiempo sin periodicidad simple, esto es, a funciones aperiódicas. Dicha
extensión puede hacerse siguiendo los mismos pasos que en el análisis armónico
suponiendo que la periodicidad de la función que queremos aproximar por la
serie de infinitos armónicos tiende a infinito, f1<’t) con 7’ —‘ oc De esta forma.
se llegaría a la misma ecuación (21) que proporciona la aportación de cada
armónico a la explicación de cualquier función temporal con periodo 7’:
772 .f2xtye¡
27TPh¡Td (4.32)
772
Ahora bien teniendo en cuenta la anterior expresión (28), es fácil observar
que en el caso de movimientos aperiódicos, la aportación de cada armónico
sería no significativa:
hm a =0 (433)
T—oc
Para evitar este resultado el análisis espectral se centra en la estimación del
producto Ta,,, que no se anula a medida que el periodo tiende a infinito:
hm a.
1,T=limf 772 I/o -r21tP1/Tdt*O <4.34)T-.~o T/2
Además teniendo en cuenta que la función temporal es aperiódica y que
debe cumplirse que la frecuencia angular se incrementa de un armónico a otro
en la cantidad Aw=I/T, la aportación de cada frecuencia o armónico se podrá
escribir como:
a- 7’=~ T/2 i/o) —i2ItLpAw)tde — F(pAw~ (435)J -1/2
Si tenemos en cuenta que por (13), cualquier función periódica puede
aproximarse por el desarrollo en serie de armónicos:
1 ~
a,,, ei(2ItPh/fl... (4.36)
TV
entonces, sustituyendo (31) en (32), tenemos que cualquier función temporal
de periodo 7’podrá escribirse como:
f/t)=Aw>3 F(,pláw) eí2flVAW> (4.37)
57.
por lo que cualquier función aperiódica fft), podrá aproximarse como
frt)=limf9¿o) =fF(w) e’2~~dw (4.38)
“Aquí utilizamos el hecho de que lim(pAw)w y limr F(pAw)Aw=fF(w)dw
AW-Ó Aw—G p
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A su vez los componentes de sus infinitos annómcos podrán escribirse a
partir de (31):
F(w)= limF(pAw)=f 772=” j(t)e aIt3f~d¡
expresión esta que es conocida como la transformada de Fourier. Las
ecuaciones (34) y (35) —el denominado par de Fourier— pueden entenderse
entonces como dos representaciones distintas de un mismo proceso. La
ecuación (34) describe el proceso en el dominio temporal, proporcionando el
valor delproceso como una función del tiempo. Por otraparte, la ecuación (35)
—la transformada de Fourier de la ffinciónf<Í,>— especitica el mismo proceso en
el dominio de frecuencias, proporcionando la amplitud y la fase del proceso
como una función de las frecuencias angulares w.
Apartir de la transformada de Fourier de una función periódicao aperiódica
f(¡’) puede calcularse el espectro de potencias—power spectrum—P(w) definido
como el cuadrado del módulo de su coeficiente de Fourier. esto es:
P(w)=IF(w)!2 (4.40) —
siendo F(w) la transformada de Fourier del proceso, es decir, la aportación de
la frecuencia w a la explicación de la función temporal f(t). El nombre de e
potencia está asociado a que esta cantidad proporciona una medida de la
cantidad de energía por unidad de tiempo (Véase Grau, 1996, p.78). Más
concretamente, por su definición, el espectro de potencias proporciona para U’
cada frecuencia w,, una cantidad que es proporcional al cuadrado del rango 1?,,
asociado al armónico con frecuencia xv,, utilizado para la aproximación de la
funciónf(t). Por tanto, el espectro de frecuencias proporciona, esencialmente, mt
información sobre la significatividad de cada uno de los annónicos con los que
se aproxima laknción temporalf(t) utilizando el desarrollo en series de Founer.
e
Estimación del espectro de potencias con muestras finitas: el
periodograma.
De manera análoga al análisis armónico, el análisis espectral aplicado a las mt
series temporales se utiliza para detectar frecuencias o periodicidades ocultas
en la serie. Sin embargo, al tratar ahora con series aperiódicas, en lugar de
estimar los coeficientes ap asociados a cada uno de los armónicos deldesarrollo e’
en series de Fourier con el que se aproxima la serie que —como ya se ha dicho
anteriormente (29)— tienden a anularse, el análisis en el dominio de frecuencias
de una serie temporal aperiódica se centra en la estimación del espectro de mt
potencias P(w). La interpretación de este espectro de potencias es, sin embargo,
esencialmente la misma que la de los coeficientes a,, del análisis armomco.
Concretamente, el espectro de frecuencias es utilizado en el análisis espectral —
de series aperiódicas para estimar la proporción de la varianza total de la serie
temporal que se debe asignara cada frecuenciao a cadaarmomco del desarrollo
en series de Fourier. e’
e
>7
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La estimación del espectro de frecuencias a partir de una serie temporal
puede realizarse utilizando las expresiones (35) y (36). Así. dada una serie
temporal de tamaño A procedente de un proceso periódico o aperiódico
muestreado a intervalos fijos de tiempo ¡it: ~>~}~ <y(t)}%0 - esto es.
yy=y(t)=’yÚ¡it). con j=1, 2.1V: r~0, ¡it, 2~¡It 7’ . podemos definir la
frecuencia Nyquist (24) como:
N Nl
27’ 2NAo 2At
que es la maxima frecuencia verdadera detectable a partir de una serie temporal.
Así, si nos limitamos a las frecuencias en el intervalo (~L,,Jmc,),j¡tp/NAt, con
p= -N/2 N12 podremos estimar el espectro de potencias de la serie
aproximando la transformada de Fourier (35) para dicho intervalo de la
siguiente forma:
NI A
F =F’,’—C” j(t%e -i2,ttn y
JI .i— 1
expresión esta última análoga a (26) y (27) y denominada transformada discreta
de Fourier. A partir de (38) podemos estimar el espectro de potencias de la
serie temporal. esto es, su periodograma. de la siguiente forma (Medio. 1992.
pp.1 11—112):
P(w~) =P(0)=J/N2 1F0 2
IFNI
2¡‘(xv ¡‘=4,2 (N/2)—1 (443)
P(WmJ=P(WN 9=I/N’ FN 2!
donde xv,, está definida sólo para frecuencias cero o positivas, esto es, xv,, =
p/(NAt)= Wm~ 2p/N (p=0, 1 N/2) y donde P(w,,) en (39) proporciona el
espectro de potencias para las N/2 + 1 frecuencias. El gráfico del espectro de
potencias ¡‘(xv,,) en función de sus frecuencias asociadas w,,=pI(NAt) se
denomina espectro de frecuencias y la gráfica del espectro en función de
losperiodos L
2 =2 será el periodograma de la serie temporal.
La estimación del espectro de potencias a partir de una serie temporal se
enfrenta a distintos problemas que generan sesgos y la inconsistencia del
periodograma estimado (véase Medio. 1992, Pp. 112-114). Un primer
problema es el conocido como aliasing, y se debe a que no se pueden estimar
frecuencias mayores a la frecuencias nyquist, por lo que si dichas frecuencias
están presentes en el proceso generador de la serie aunque no sean observables,
rebotarán hacia atrás incrementando elvalor estimado del periodograma de las
frecuencias menores. Así, dada una frecuencia f mayor que la frecuencia
Nyquistf~~ —la máxima frecuencia detectable— con hfma<f<(h+l)fmax, para
h=1 .2,3,4,..., el periodograma correspondiente a dicha frecuencia se mostrará
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en la frecuencia 1kI%V~,S,. que vendrá dada por (figura 6):
1¡/ (h+l)ifNyqu;st —f si Ii impar (444) u
1. ~hfNvquist+,f si Ji es par
a
Elefecto aliasing introduce, por tanto, un sesgo al alza en la estimación del
periodograna a partir de la serie temporal. Para intentar corregir esta sobre
estimaciónhabría que intentar que la frecuencia Nyquist fuese la mayor posible —
y para ello (37) habría que intentar que el intervalo temporal de muestreo de la
serie ¿it sea el menor posible —este efecto aliasing, sólo se elimina por completo
mt
cuando ¿it ~O—.
Un segundo problema al que nos enfrentamos en la estimación del a
periodograina a partir de series muestreadas en rangos temporales de tiempo
finito T—figura 5— es el conocido como efecto leakage que también introduce
un sesgo en Ja estimación delperiodograma. En este caso el problema procede
del hecho de que sólo se puede estimar el potencial para frecuencias separadas
por una cantidad fija Af=1/T, por lo que el potencial de las frecuencias
intermedias no podrá ser estimado directamente, revertiéndose hacia el de las
frecuencias vecinas estimadas. De nuevo se produce, por tanto, un sesgo en la
estimación del periodograna ya que el valor del potencial de las frecuencias
estimadas esuna media delde todas aquellas frecuencias intermedias que no han a
podido ser estimadas. Para evitar en la medida de lo posible estos sesgos en la
estimacióndel periodograma se utilizan ventanas —windows— o ponderaciones
que variarán dependiendo del método utilizado. Entre estas ventanas la más
utilizada es la ventana de Hanning, que usa las siguientes ponderaciones
(Medio, 1992, ph3):
e
z
‘-e
~t 1
fNyquist
~ 1’
~ ff’
fNyw,isí f Frecuencias3fNyquÉt reales
a
4 - 29CAPrrULO 4. LA DETECCIÓN DEL CAOS DETERMINISTA A PARTIR DE SERIES TEMPORALES(I}
J ~ N—l)J
Cuando se utilizan ventanas para evitar el efecto leakage. el periodograma
se construye ponderando cada observación de la serie por (41). esto es.
calculando la transformada discreta de Fourier como:
Fps=S ~ ~27wñX (4.46)
E
y el correlograma como (Grau. 1996. pl 00):
P’(wJ=P’(O)=1/W, F’Q <2
,~ HFJ )
PYWm~,9=P’(WN 9=1/ W5~ F’,, 2
con
W53=NE x
2
1
1= 1
Un último problema que comentaremos aquí cuando se estima el espectro
de frecuencias a partir de una serie temporal es que dicha estimación es
inconsistente (véase Medio. 1992, Pp. 113 y 114). El periodograma es un
estimador, que se diráconsistente cuando su sesgo y su varianza tiendan a cero
cuando el tamaño muestral de la serie (N) tienda a infinito. Ahora bien, en
primer lugar, si el intervalo del muestreo de la serie (¿it) no varía, aunque
aumentemos el rango temporal de la serie (7). y por tanto su tamaño (A’),
tendremos que la frecuencia Nyquist o mínimo período detectable (¡/2=4
seguirá siendo el mismo, por lo que el efecto aliasing seguirá sesgando al igual
que antes las estimaciones. Por otra parte, si se mantiene el rango temporal de
la serie (7’) a la vez que se reduce el intervalo de muestreo (¿it), el tamaño de
la serie también aumentará (N) aunque en este caso permanacerá el sesgo
introducido en la estimación del periodograma por el efecto leakage. En
ninguno de los dos casos, por tanto, el aumento del tamaño muestral reducirá
la varianza del poriodograma estimado, por lo que este no puedeconsiderarse
consistente. Para reducir la varianza de la estimación suelenutilizase métodos
de segmentacióncon solapamiento—overlapping— de lamuestra.Estos métodos
de segmentación consisten en, una vez que se ha elegido una ventana, agrupar
los datos de la serie en K segmentos solapados de tamaño M, para
posteriormente aplicar la transformada de Fourier a cada grupo promediando
los K periodogramas resultantes para los Mvalores de la frecuencia entre O y
fmax.
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Figura 4. 15 Periodograma aplicación logística p~3.2. Ciclo límite periodo 2
El periodograma y la detección del caos.
Unavez que hemos estimado el periodograma de una serie temporal, éste
puede ser utilizado para extraer información sobre la periodicidad o
aperiodicidad del proceso generadorde laserie. En elperiodograma se refleja
lacontribución de cadafrecuencia o periodo en laexplicación de lavarianzadel
movimiento total de la serie temporal. Así, si no existe ningún componente
periódico en el proceso generador de la serie temporal analizada, el
periodograma será una curva monótona suave. Por el contrario laexistencia.
para alguna frecuencia, de un picoen el periodograma. esto es. de algún valor
del potencial significativamente más alto que el resto, es señal de que existe
alguna frecuencia o periodo fundamental en la serie el proceso.
Cuando la serie temporal procede de lasolución de un sistema dinámico, la
interpretación de los picos del periodograma sepuederesumir de lasiguiente
forma (véase Lorenz, 1993, pp. 203~2O4)ís:
Cuando el sistema dinámico está formulado en tiempo discreto, un
periodograma plano —una recta—, estaría reflejando ausencia de oscilaciones,
es decir, un punto fijo. Cuando en el periodograma apareceun único pico
estaremosante órbitascíclicasregulares de a un periodo doso tres —figuras
7 y 8—. Laexistencia de un periodo 4—doblado del periodo—se reflejaría en
el periodograma por la aparición de dos nuevospicos —figura 9—uno a la
8 Los periodogramas que mostramos en esta sección han estimados utilizando un
algoritmo que permite agilizar ej cálculo de la transformada de Fourier —Fast Fourier
Transform— (véase (llrua, 1996 Pp. 86-90) programado en Matlab. En todos se ha utilizado
la ventana de Hanning y la segmentación, en los casos en los que ha sido necesaria su
utilización ha cogido grupos formados por 256 elementos.
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Figura 4. 16. Periodograma aplicación logística r=3.85. Ciclo limite periodo 3
izquierda y otro a la derecha —no detectable— delpico de periodo dos. A su
vez la bifUrcación del periodo 4 daría origen a 7 picos en el periodograrna
—sólo detectables 3 de ellos— que se corresponderían con un ciclo periodo
ocho —figura 10—. Este proceso de doblado de picos en el periodograma
continuaria repitiéndose sucesivamente a medida que se fueran detectando
ciclos de periodo doble al anterior.
Cuando el sistema dinámico está formulado en tiempo continuo, un único
pico en elperiodograma es equivalentea la existencia de una órbita cerrada,
esto es, un ciclo limite cuyo periodo será el asociado al pico del espectro de
potencias —figuras II y 12—. Cuando son varios los picos significativos, el
periodograma estará indicando la presencia de movimientos cuasi-
periódicos toroidales con periodos independientes superpuestos,
correspondiendo el mayor pico a la frecuencia dominante—figura 12—.
En el caso de que aparezcan un continuo de picos, el periodogrania se dice
que refleja un ruido de bando ancha —broad band noise—, siendo entonces
el proceso generador de la serie un proceso aperiódico, esto es o puramente
aleatorio o caótico determinista (tanto en tiempo continuo o discreto).
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En tiempo continuo, el espectro de potencias de un atractorextraño podrá
tener picos agudos pero coexistiendo con bandas anchas —figuras 12 y 13—, ya
que precisamente la característica del periodograma de un atractor es que a
medida que éste va adquiriendomayorcomplejidad, su espectro de potencias
contiene picos cada vezmenos pronunciados y bandas cada vez más anchas
(Fernandez Rodriguez, 1995, p. 24).
Esta interpretación delperiodograma permite utilizarel análisis espectral
para discriminar ante señales o series procedentes de procesos de dinámica
simple —ciclos limite o toros cuasi-periódicos cuyos periodograinas presentarán
pocos picos—, de los procesos de dinámica compleja —en los que el
periodograma será una curvasuave monótona decrecienteo un midode banda
ancha—. En este último caso, el proceso generador de los movimientos
aperiodicos e irregulares podrá tener carácterpuramentealeatorio o serdel tipo
caóticodeterminista. Así,cuando elproceso subyacente que rige la dinámicade
la serie temporal observada es desconocido, el análisis espectral podrá ser
utilizado pararechazar lahipótesis de que dichoproceso esde dinámicasimple,
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Figura 4. 22. Periodograma del Atractor de Lorenz
pero no proporciona ninguna señal concluyente que permita asegurar que la
dinámica compleja revelada por el análisis espectral procede de procesos
puramente aleatorias o si por el contrario existe, al menos en parte, cieno
componente caótico determinista.
Para mostrar la dificultad que presenta la detección del caos a partir del
análisis espectral mostramos en las figuras 16 a 18 el periodograma de los
sistemas en tiempo discreto de la aplicación logística, Henon y Mackey-Glass
en régimen caótico. En los tres periodogranias se observa la figura caracteristica
del ruido de banda ancha junto a un pico en el origen del gráfico. mostrando el
carácter aperiódico de estos modelos.
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Figura 4. 24. Periodograma aplicación logística. Caos
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Figura t 27. Periodograma ruido aleatorio. 110 N(0.l)
Figura 4. 28. Periodograma ruido aleatorio. LID U[O, 1]
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Figura 4. 30. Ruido Caótico. Atractor de Lorenz discretizado Ahí
Por otra parte en las figuras 19 a 21 se muestra el periodograma de tres
señales puramente aleatorias —lID N(O. 1), lID Uniforme[O. 1] y un proceso
GARCH—. La apariencia visual del periodograma de estas tres señales es
parecida a la mostrada por los ruidos caóticos deterministas —salvo el primer
pico en el origen que no aparece ni en la normal ni el el proceso GARCH—.
Esta similitud entre el periodograma de ruidos puramente aleatorios y los
caóticos en tiempo discreto tambiénaparece cuandosediscretizan los sistemas
dinámicos en tiempo continuo, es decir, cuando estos son observados a
intervalos fijos Ar=l —figuras 22 y 23—.
Figura 4.31. Ruido Caótico. Atractor de Róssler discretizado Ahí
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Figura 4. 32. Periodograma serie y(t)<’=~y(t)+u(Q; y(t): logística s3.56 —periodo 8—~ u(t)—I11) N(O. 1).
Podemos concluir, por tanto, que el análisis espectral resulta útil para
encontrar comportamientos de dinámica o periodicidad simple, aunque resulta
poco concluyente para discriminar entre comportamientos caóticos frente a
otros puramente aleatorios —o ciertos comportamientos cuasiperiódicos de
elevada dimensión—. Podríamos añadiraquí que incluso en algunos casos donde
series de dinámica simple perturbadas con algún tipo de ruido puramente
aleatorio, el análisis espectral tampoco es capaz de detectar la dinámica
determinista subyacente en la serie —figuras 24 y 25—. Todo ello, nos apunta a
la necesidad de completar el análisis espectral con otro tipo de técnicas para la
detección de comportamientos caóticos.
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Estaes precisamente la conclusiónque alcanzábamos en el apanadoanterior e-
cuando comentamos la capacidad del correlograma para detectar la presencia
de comportamientos caóticos. De hecho, estas técnicas, el correlograma y el
periodograma aplicadas sobre el dominio temporal y el dominio de frecuencias
respectivamente,no sonen absoluto independientes, sino que estánrelacionadas
por El teorema de Wiener-Khintchine según las siguientes expresiones
e
P(w)ccfC(t)cos2wr dt Cckr)ocfP(w)cos2nw dw (4.49)
e
O en términos discretos:
e
P(w)ocE C(r)e -¡2rtp¡N Ct¿z)ccS P(w)e -i2itpw/N (4.50)
VI
SI
donde P(w) y 0(r) son elespectro de potencias y la función de autocorrelación
temporal respectivamente. Es decir, tanto el periodograma como el
correlograma estimado a partir de una serie temporal proporcionan mr
esencialmente la misma información —cuando una serie presenta algún tipo de
periodo simple T tras el cual se repiten sus valores, el periodograma mostrará
un pico en dicho periodo y el correlograma presentará un coeficiente de mr
autocorrelación temporal significativo para precisamente en el retardo T—.
Para complementar tanto al correlograma como al periodograma vamos a mr
introducir en el siguiente apanado el conocido como análisis RiS, con el que
también es posible detectar autocorrelación o dependencias temporales y
periodicidades ocultas en una serie temporal —tengan un origen lineal o no
lineal—.
SI
e
4.5.- El Exponente de Hurst, Movimientos Brownianos y el Análisis RIS.
mr
Los test presentados hasta ahora para detectar comportamientos caóticos
a partir de una serie temporal -el análisis de su evolución y función de e;
autocorrelación en el dominio temporal y el análisis de suespectro en elespacio
o dominio de frecuencias-, no resultan siempre suficientes para poder
discriminar entre ruidos caóticos de baja dimensión y ruidos puramente —
mr
~ teorema hace uso de las expresiones (34) y (35) y de ladefinición de Convolucián
— f*g=fJQ)gQ-t)dr —y correlación —contf,g)=f7*r)g(jfldv--- de dos Ibnciones
temporales (Alcaidey Álvarez, 1992, Pp. 486487, y Solé y Manrubia, 1996, p. 235 ). Sobre SI
lautilización del correlograma paraestimar el periodograma véase Hamilton, ¡994, 152-173.
e;
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estocásticos o de elevada dimensión (Brock 1986. p.l69). Para detectar
comportamientos caóticos es necesario, por tanto, utilizar otros test o análisis
complementarios a los anteriores. La estimación delexponente de Hurst a partir
del análisis R]S. constituye uno de esos test complementarios.
El exponente de Hurst es una medida de la predicibilidad o memoria
presente en una serie temporal que permite discriminar entre procesos
generadores puramente estocásticos del tipo ruido blanco. frente a otros
procesos, deterministaso estocásticos. que generan ruidos coloreados distintos
al blanco -mido negro y rosa-.
HE. I-lurst fue un hidrólogo inglés que dedicó gran parte de su vida a
estudiar el rio Nilo. Entre otras cuestiones, trató de determinar cuál debería ser
la capacidad de depósito o de almacenamiento de agua apropiada para
enfrentarse a las subidas y bajadas en elcaudal del río. Supreocupación máxima
era la de construir una presa que permitiese el abastecimiento de agua en todo
momento, es decir, no sólo ante el caso de que sobreviniera un alio seco sino
también ante la posibilidad de que se sucedieran toda una serie de años secos
seguidos. Es por ello que estaba interesado en saber silos incrementos del
caudal de un año para otro eran independientes -más concretamente un mido
blanco-, o si por el contrario existía ciertapersistencia o memoria temporal en
las variaciones del caudal. En este último caso, para asegurarse el
abastecimiento de agua, la capacidad de la presa debería ser mayor que si las
variaciones de un año a otro fuesen independientes.
Así. Hurst (1951, 1955) estudio las subidas y bajadas del Nilo con un
método de análisis de su propia invención para tratar de estimar la posible
recurrencia en las variaciones de su caudal, que en palabras de Mandelbrot
(1997, Pp. 554) , podríahaberse calificado de estrecho de miras y ad-hoc, pero
que en realidad ha resultado eminentemente intrínseco, ya que está relacionado
con las propiedadesescalantes de los movimientos Brownianos. Es porello, que
antes de exponer el método de estimación del exponente de Hurst y como éste
puede ayudar a la detección de comportamientos caóticos, vamos a reseñar
cuales son las propiedadesbásicas de los movimientos brownianos, comenzando
con los ordinarios y posteriormente con los fraccionales.
Movimientos Brownianos y Curvas Fractales Aleatorias
Antes de exponer el método de estimación del exponente de Hurst y como
éste puede ayudar a la detección de comportamientos caóticos, y debido
precisamente a la relación entre dicho exponente y los molimientos brownianos
vamos a reseñar cuáles son las propiedades básicas de estos procesos.
Comenzaremos con los movimientos brownianos ordinarios para ver
posteriormente comoestos puedengeneralizarse dando lugara los denominados
movimientos brownianos fraccionales.
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Figura 4. 34 Simulación del movimiento browniano ordinario bidimensional. u
Movimientos Brownianos ordinarios: El Ruido Blanco
mr
El movimiento browniano ordinario tiene sus orígenes en el estudio del
movimiento errático y desordenado de pequeñas partículassólidas suspendidas
en un líquido20. Sunombre lo recibe delbotánico británico Roben Brown, quién
en 1828 dio una explicación fisica almovimiento de unaparticula de polenen
suspensión acuosa, esto es, antes de hundirse21. Dicha explicación se
fundamenta en la influencia que ejercen las colisiones, muy suaves, de la
panícula de polen con las moléculas del entorno. Estas colisiones son las que
rigen el desplazamiento o movimiento de la partícula en cada momento, y mr
determinan en última instancia que el movimiento agregado de la misma
aparezca desordenado y errático (Figura 4.5.1 )22~
mr
El movimiento browniano ordinario quedó perfectamente sistematizado
cuando, en 1923, Norbert Weiner formuló un modelo geométrico no
SI
~ Sobre el Movimiento Browniano véase Mandelbrot (1997, p.329-363) y Peitgen. e;
Jíirgens y Saupe (1993, Pp. 475496). Como ya se ha comentado, aquí nos limitamos a repasar
algunas de sus características fundamentales a modo de introducción y con el propósito de
destacar la importancia de esta clase de procesos estocásticos para el análisis de series
caóticas.
2) Hasta entonces se pensaba que dicho movimiento errático y desordenado debía tener
una explicación puramente biológica—relacionada con las propiedades biológicas del polen—. e;
~ Esta simulación se ha realizado suponiendo que la longitud del desplazamiento de la
partícula en cada instante sigue una distribución AYO, .1), mientras que el ángulo de
edesplazamiento sigue una uniforme[O, ir], ambas independientes de los valores pasados.
e;
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diferenciable y aleatorio paradescribir y analizar con rigor el movimiento de una
panícula sujeta a un gran número de shocks moleculares en espacios n-
dimensionales23. Este modelo fue aplicado posteriormente, con bastante éxito.
a la descripción de toda una serie fenómenos y movimientos erráticos que han
pasado a denominarse procesos de Weiner o movimientos brownianos
ordinario?’.
El movimiento browniano ordinario más sencillo es el que se produce en
espacios 1-dimensionales en los que una partícula puede desplazarse al azar a
derecha o izquierda con igual probabilidad. Este movimiento browniano puede
representarse a través de un paseo o camino aleatorio gausiano sin deriva -
rondom walk-25:
x(I)=x(t—l)+u(t) ; u(t)—JJD N(O.o) (4.51)
Es decir, un proceso estocástico tal que el desplazamiento o movimiento de
la variable aleatoria xÚ) constituye un ruido blanco, esto es. una secesión de
variables aleatorias uQ) con distribuciónNonnal, esperanza cero. vananza finita
y constante para todo á~ y que además están incorrelacionadas entre ~ De esta
manera, el comportamiento agregado de la variable x(t) lo largo del tiempo es
el resultado de la adición de perturbaciones aleatorias incorrelacionadas con
esperanza cero y varianza finita a partir de un valor inicial x
0:
x(tP=x0+E u(i) (4.52)
1=I
Es fácil comprobar que el desplazamiento total acumulado después de un
número n de iterociones, tiene esperanza cero
27:
E[x(t-i-n)—x(t)]=O VI,n (4.53)
23 Cabe destacar también los trabajos previos de Albert Einstein quien publicó en 1905
un estudio sobre el movimiento browniano basado en la teoría cinética de los gases. Estas
aportaciones permitieron posteriornientea Perrin calculare/número deAvogaa’ro, ycon ello
obtener, a su vez, el premio Nobel (Guzmán et al. 1993, pp.57-5S).
24 Entre otras disciplinas ha sido ampliamente utilizado en economía, relacionando los
procesos de Weiner con la Teoría de la Cointegración.y los test de raíces unitarias. Véase
MaddalayKim (¡998) y Hamilton (1994, pp. 483-533).
25 Recordemos que la deriva es el ténnino constante de un paseo aleatorio, es decir, una
variación constante experimentada por el proceso independiente del ruido blanco
~ En el caso de la partícula en suspensión, el paseo aleatorio estaría indicando que el
desplazamiento de la panícula, es decir, el cambio experimentado en suposición 41) - x(t+ 1)
puede ser positivo o negativo -derecha o izquierda- en una cierta distancia con media cero e
independientemente del desplazamiento anterior.
27No entraremos en la descripción de Ja frnción de distribución de projabilidad de los
procesos de Weiner o movimientos Brownianos ordinarios. Simplemente apuntaremos que
seguirá una normal con media y varianza (5.3) y (5.4) respectivamente. Para un análisis de
la misma véase Madda¡a y Kim (1998, pp.47-60) y Hamilton (1994, pp.478-483)
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Por otro lado, la varianza de este proceso no será constante, sino que será
una función creciente del tiempo transcurrido entre las dos observaciones:
Var[x(t-i-n) —x(t)] =In!-& (4.54’,
Es decir, a medida que pasa el tiempo, y a partir de la situación inicial, la
esperanza del desplazamiento total acumulado será cero pero su varianza irá mr.
creciendo con el tiempo. Nos encontramos pues. ante un proceso estocástico
no estacionario en varianza o con tendencia estocástica -la varianza es
proporcional al tiempo transcurrido-, donde además, la variable x(t) presenta
una memoria ilimitada respecto a cualquiera de sus estados pasados. Esta
tendencia estocástica hace que el proceso de paseo aleatorio (5.1) no tienda a
su media -cero- a medida que pasa el tiempo. Podríamos decir, más bien, que
la serie deambula en torno a su media. A pesar de ello, el incremento o
movimiento instantáneo del proceso es un ruido blanco y por tanto, tendrá
a
media cero. varianzafinita (no dependiente del tiempo) y además memoria nula
respecto al pasado, ya que el ruido blanco es un proceso independiente en el
tiempo. En lafigura 4.5.2 hemos representado la simulación de un movimiento
Browniano ordinario suponiendo x&=O y u(t) -~ lID N~’O, 2).
Una propiedad interesante de los movimientos Brownianos ordinarios, es
que presentan una estructura geométrica de fractal aleatorio. En el apartado
3.2 fue introducido el concepto de objeto fractal. Recordemos que una de las
características diferenciadorasde estos objetos es su autosemejanza. Es decir, mr
la apariencia de estas figuras fractales, más o menos abrupta, irregular y
compleja, es la misma aunque se varíe la escala a la que son observados. El
movimiento browniano ordinario presenta un tipo de autosemejanza parecida mr
a la anterior. Se trata de una autosemejanza o autosimilaridadde tipo estadístico
que lo convierten en un fractal aleatorio. Antes de definir qué entendemos por
mr
a
mr
mr
mr
mr
mr.
Figura 4. 35. Movimiento browniano ordinario unidimensional
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autosemejanza estadística, observemos que le sucede a un movimiento
browniano aleatorio cuando lo observamos a distinta escala, es decir, cuando
es reescalado.
Supongamos que alargamos el paseo aleatorio (5.1) en la dirección del
tiempo en un factor a y en su amplitud en un factor r. En general. este cambio
en la variable aleatoria x(t,i, hará que tanto su apariencia gráfica. como sus
propiedades estadísticas se veanmodificadas. Con el objetivo de clarificar esta
idea tomemos una variable aleatoria x(t) que sigue un paseo aleatorio y
definamos un cambio de escala del mismo tanto en amplitud como en dirección
del tiempo como un nuevo proceso ya), tal que:
y(t)=rx(ta) ; a>O (4.55)
La esperanza del desplazamiento total acumulado del nuevo proceso será:
E¡y(t -.-n) —yQ)] ~rE[x(ta-rna)—x(tafl zzrnaE[u(tfl O <4.56>
y su varianza:
Varfy(tf-n) —y(t)] =r2Var[x(w ÷na)—x(ta)] =r 2Inalo2 (4.57)
Si comparamos estos momento (5.6) y (5.7), con los correspondientes al
paseo aleatorio original (5.3) y (5.4), observamos cómo efectivamente, el
reescalado de un movimiento browniano genera otro proceso con distintas
propiedades estadísticas. La apariencia del grafo y las propiedades estadísticas
del reescalado de un paseo aleatorio, sólo se mantendrían inalteradas si el
cambio de escala verificase que:
r2a=l <4.58)
Es decir, para los movimientos brownianos ordinarios hay una única
transformación o cambio de escala que mantiene la apariencia gráfica del
movimiento y las propiedades estadisticas del mismo28, es decir, que hace que
los dos procesos -el original y el reescalado- sean estadísticamente
indistinguibles o autosemejante?’ -misma media ,varianza y fimción de
~ Así, tendríamos por ejemplo que un paseo aleatorio xq) y la transformación
yQ)=1/V2x<2t) —a’=2; r=l—, serían estadísticamente indistinguibles, esto es, ufix(2o—x(oo
420— 441)
~“ Obsérvese la similitud entre esta relación de escala y la dimensión de Hausdorff o
dimensión Fractal definida en el apartado 3.2. Recordemos que la dimensión de Haousdorff
es la única que hace que la medida de Hausdorff no sea ni cero ni infinito. De manera
análoga, la relación de escalado a=J/R es la únicaque mantiene las propiedades estadísticas
de los movimientos brownianos ordinarios. Como veremos más adelante, esta relación de
escala jugará un papel importante a la hora de caracterizar al movimiento browniano
ordinario frente a otros procesos estocásticos.
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distribución de probabilidad del movimiento total acumulado30-. Esta propiedad
o relación de escala (5.8) es la que caracteriza al movimiento browniano
ordinario frente a otros procesos estocásticos y lo convienen en fractal
aleatorio.
Movimientos hrownianosftacionarios
e
El movimiento browniano fraccionario. introducido por Mandelbrot y Van
Ness (l968)~’ supone una generalización del movimiento browniano ordinario
en la que se permite que la tendencia estocástica del desplazamiento total
acumulado del proceso. sea una función no-lineal del tiempo. Más
concretamente, un movimiento browniano fraccional, puede definirse (Peitgen,
mrJtirgeny Saupe, 1993, PP. 494) como unproceso aleatorio4$) con incrementos
idénticamente distribuidos N(’O, o):
x(t)=x(r—-l)--u(t) ; u(t)—-JD N(0.o) (4.59) mr
y tal que:
E[x(ti-n) —x(t)] =0 (4.60) mr-
Var[x(t-i-n) ~x(tflrcfnI2fl=2
0
2¡n!2U ; Vt. n. 0=11=1 (4.61) mr
es decir, con un desplazamiento acumulado con media cero y varianza o
tendencia estocástica función del tiempo transcurrido entre dos observaciones, mr
Es fácil comprobar que cuando 11=0.5 estaríamos ante un proceso browniano
ordinario con un desplazamiento acumulado cuya tendencia estocástica seria
una fUnción lineal del tiempo. Cuando 11!=0.5.estañamos ante un movimiento mr
browniano fraccional -que por tanto es más general que el anterior-, con un
desplazamiento acumulado cuya tendencia estocéstica seríaahora una función
no-lineal del tiempo transcurrido -de aquí su denominación de fraccionarios- mr
La presencia de esta tendencia estocástica hace, que al igual que en el
movimiento browniano ordinario, la variable x<’t) posea una memoria infinita
mr
respecto a sus valores pasados. Sobre la memoria del término de error uft)
-desplazamiento de x(t)- hablaremos más adelante en este mismo apanado,
aunque podemos anticipar que en general será distinta de cero, es decir, no se mr
tratará de un mido blanco incorrelacionado.
Al igual que los movimientos brownianos ordinarios, los fraccionarios mr
también son curvas fractales aleatorias. Es decir, que bajo un adecuado
cambio de escala, estos procesos también son autosemejantes desde el punto
O
~ Dado el supuesto de Normalidad del mido, tanto el desplazamiento de x(t) como el de
y(t) seguirán distribuciones normales, véase Grau 1996, p. 47). Espor ello que sólo hemos mr
hechoreferencia a la media y la varianzadel desplazamiento acumuladode cada una de ellas
a ¡a hora de hablar de la autosemejanza estadística.
e
31 Véase Mandelbrot (1997, pp3Sl-383).
a
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de vista estadístico. El cambio de escala que mantiene las propiedades
estadísticas del proceso está estrechamente relacionado con el valor del
parámetro 1-1. Así, se dice, en general. que los incrementos de XI/> son
estadisticamente autosimilares con parámetro fi. Esto es. que los
desplazamientos
x(t--n) —x(t) (4.62)
y
x(at +an) —x(at
)
(4.63)
son estadísticamente indistinguibles paracualquier t, ti y a> 0. siendo fi el factor
de escala que preserva las propiedades estadísticas del movimiento browniano
fraccional bajo reescalado del mismo. De hecho, los dos movimientos se
corresponden a un reescalado de la variable original x(t) por un factor a en
dirección del tiempo y por un factor r en amplitud -y(t)=rx(at)-. Para que las
dos variables -la original y la reescalada- sean estadísticamente indistinguibles
puede demostrarse,siguiendo los mismos pasosque efectuamos para el caso del
mido blanco, que debe guardarse la siguiente relación de escala 32:
r2a211uzl (4.64)
Quizás la propiedad más interesante de los movimientos brownianos
fraccionales a la hora de detectar comportamientos caóticos reside en Itt
correlación temporal del ruido que genera elmovimiento errático del proceso.
Recordemos que el movimiento browniano ordinario parte de un proceso
generador del movimiento errático del tipo ruido blanco, es decir, el
movimiento errático de estos procesos surge de la adición de un ruido o
perturbación incorrelacionada en el tiempo (5.1). En el caso del movimiento
browniano fraccionario (5.9). el movimiento errático seproduce por la suma de
otros ruidos distintos al blanco - ruidos coloreados-, en particular, por
perturbacioneso ruidos idénticamente distribuidos N<’0, a) pero que, a diferencia
del ruido blanco, si estarán correlacionados en el tiempo.
La correlación temporal del mido de un movimiento browniano, es decir,
el grado de dependencia temporal presente en el desplazamiento del proceso,
o si se prefiere, el impacto que tendrá el cambio actual sobre el que acontecerá
en el futuro, se puede expresar por el coeficiente de correlación temporal33:
Var[x(t)—xQ—11>] Var[u(t)]
32 En el caso de un proceso browniano ordinario (H0.5), se obtiene Ra=1, tal y como
vimos en (5.8)
“Resulta inmediato llegar a esta expresión si tenemos en cuenta, además de la definición
de movimiento browniano (5.9-5.11), que por definición Cov(xy)=1/2JFar(x-4-y)-Var(x)-
Var<’y)j.
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A partir de esta expresión obtenemos que, como por definición -/=p=l.
entonces el rango posible para valores de II será 0=11=1.como ya se había
apuntado en (5.11).Utilizando (5.15)resultafácil verificarcomoefectivamente.
en el caso de movimientos brownianosordinarios. H~=0. 5. el ruido generador
del movimiento estará incorrelacionado (p=0), esto es. será un mido blanco.
Por el contrario, cuando 11!=03.el mido generador del proceso browniano
estará correlacionado temporalmente. esto es. seráun ruido distinto delblanco, a
un ruido coloreado que presentará una memoria temporal respecto a su pasado
determinada precisamente porel valorde la autocorrelación temporal. Así, en
general, podemos encontrarnos ante tres tipos de ruidos generadores de
movimientos brownianos según su correlación temporal:
• RUIDO RL4ATCO: grO —H=0.5 (Ruido sin correlación temporal o
ruidos independientes en el tiempo)
e
• RUIDONEGRO: p> O —. 0.5=11<1(Ruido con correlación temporal
positiva o ruido con persistencia temporal)
mr
• RUIDOROSA: <0-~ 0<HcO.5 (Ruido con correlación temporal
negativa o ruido con antipersistencia temporal).
mr
La existencia de ruidos distintos al blanco implica que los cambios o
desplazamientos de un proceso estocástico x(t) que sigue un movimiento
browniano fraccionariopueden presentar ciertamemoria respecto al pasado34. —,
Los valores del factor de escala 11, muestran cual es el carácter de dicha
memoria o tendencia respecto al pasado:
a
0<Hc0.5 Comportamiento dinámico antipersistente o ergódico -mido
rosa-, en el cual se espera que la dirección de cambio
corriente o actual no siga en el futuro (implica una mayor mr
volatilidad que un paseo aleatorio). En el limite, si 11=0, la
serie temporaldebe cambiar su direcciónen cadaiteración.
e
• H= 0.5 Movimiento incorrelacionado en el tiempo -mido blanco-.
mr
• 0.5.CH.cJ Comportamiento persistente o reforzador de tendencia -
ruido negro-, en el cual se puede esperar, con certidumbre
creciente a medida que el valor se aproxima a 1, que sea
e
cual sea ladirección del cambio en la variable (tendencia
puntual), ésta continuará en el futuro (implica menor
volatilidad que un paseo aleatorio). Porejemplo, una linea
recta tendrá un exponente flr= 1.
a
~ Recuérdese que un movimiento browniano tiene siempre una tendencia estocástica
—lineal (H=0.5) o no lineal (H!=O.5)—y por tanto sus valores siempre tendrán memoria
ilimitada. Lo que aquí discutimos es la memoria del mido que generael movimiento o cambio e
en el valor de la variable aleatoria.
a
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Figura 4. 36. Movimeintosbrownianos: ordinario, fraccionario antipersistentey persistente (H: .5,3 y .7).
En la figura 4.5.3. hemos representado tres movimientos brownianos con
distinto factor de escala, en el que se muestran como dis~uye ¡a irregularidad
del mismo a medida que aumenta 11, esto es, a medida que la serie se vuelve
más persistente35.
Para terminar este apartado dedicado al movimiento browniano
fraccionario, recordemos que 11 es el factor de escala que garantiza la
autosemejanza estadistica delmismo ante cambiosde escala, convirtiéndolo así
en un fractal aleatorio. Pues bien, el factor de escala H. además de caracterizar
el color del ruido de un movimiento browniano, permite deducir cual es la
dimensión fractal del grafo del ruido asociado al proceso, es decir, de la
representación gráfica de su evolución temporal. Aquí conviene hacer una
aclaración para no confUndir esta dimensión del grafo del ruido de un
movimiento browniano en el tiempo con la dimensión fractal de un atractor en
el espacio de fases. La dimensión del grafo nos indica cómo ]Jena el espacio
donde se representa el desplazamiento del movimiento browniano en su
evolución temporal -trayectoria en eltiempo delmido-. Ladimensión fractal del
atractor en el espacio de fases también hace referencia a las propiedades de
llenado o recubrimiento delespacio en el que se representa elatractor —apartado
3.2—, pero hay que tener en cuenta que dicho espacio, el espacio de fases, no
“ Estas series se han simulado utilizando el método del desplazamiento aleatorio al
punto medio «The Random Midpoint Oisplacement Method». Véase Peitgen, Júrgen y Saupe
(1993, pp. 487490)
H’0,3
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Figura 4. 37.Gratos del mido asociado a tresmovimientos brownianos: mido antipersislente H0.7(L1»l .7); e
ruido blanco 1-1=0.5 (EYI.5); y ruido antipersistente H0.7 (lJ~l .3).
e
incluye a la variable tiempo de forma explicita.
A modo de ilustración y siguiendo a Peitgen, Jtirgen y Saupe (1993, Pp.
495-496) consideremos el grato del ruido de un movimiento browniano 1- mr
dimensional, figura 4.5.4. Dicho grafo es una linea dibujada en un espacio
bidimensional (u(t), t), por lo que su dimensión D estará acotada entre 1 y 2:
1 =D=2.Veamos cual es la relación entre 11 y la dimensión fractal del grafo del e
ruido. Emplearemos paraello la definición de dimensión por recuento por cajas
introducida en el apartado 3.2. Supongamos que hemos cubierto el grato de ¡41)
para t entre O y 1 por N cajas de lado r. Si consideramos ahora cajas de tamaño S
r/2, por las propiedades de invarianza ante el reescalado del movimiento
browniano, observaremos que el rango de ¡4t) en la primera mitad del intervalo
mrtemporal (0,1/2) será 1/2” veces el rango de uÚ) sobre todo el intervalo. Lo
mismo ocurrirá para la segunda mitad del intervalo temporal (1/2,1). Así, para
cadamitad de intervalo, seesperará necesitar 2N/2” cajas de tamaño r/2, y para e
todo el intervalo se necesitarán22”Ncajas. Si pasamos a lasiguiente iteración,
en la que tendremos 4 intervalos, obtendremos que el número total de cajas
necesarias para recubrir todo el intervalo será de (22H)2N cajas de tamaño r/4. —
Si seguimos iterando, obtendremos, que en la etapa k-ésima, se necesitarán (22
jA N cajas de tamaño r/2k. A partir de aquí, se demuestra, usando el paso al
limite de la dimensión por recuento de cajas. que: e
D=lim log (
22<kN] — 2 H (4.66)
k-~ log2k/r
e
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Como apuntamos anteriormente, la dimensión del grafo asociado al
despla.zanuento o al ruido de un movimiento browniano es una medida del
grado de recubrimiento que la evolución temporal del mido hace del espacio
bidimensional, es decir, a la forma de llenar el plano por parte de la recta
descrita por el ruido en su evolución temporal. Así, una serie perfectamente
antipersistente -11=0-. es una linea que recubre todo el píano y por tanto su
dimensión será dos. El mido blanco es una curva fractal con dimensión 1.5.
mientras que una linea perfectamente persistente, tendrá dimensión 1. Para
cualquier otro valor intermedio de H, la dimensión del grafo se encontrará entre
1 y 2 siendo la curva fractal descrita por el ruido tanto más suave cuanto más
se acerque el valor Ha 1 (o alternativamente Da 1) -figura 4.5.4.-.
La dimensión fractal del grafo del ruido asociado a un movimiento
browniano /-dimensional, puede generalizarse fácilmente para el caso de
procesos n-dimensionales por D=n+I-H Es decir, la dimensión fractal del
grafo del desplazamiento vendrá definida, en general, por la dimensión del
espacio necesaria para representar el mido del movimiento browniano y por el
factor de escala asociado al mismo (Peitgen, Jtirgen y Saupe 1993, pp. 497-
502).
El Exponente de Hurst y El Análisis RJS.
Como ya apuntamos en la introducción a este apartado. 1-LE. Hurst derivó
un método de su propia invención cuya principal relevancia es que permite
estimar el factor de escala 11 asociado al ruido de un movimiento browniano
fraccional a partir de una muestratemporal del mismo. Es por ello, que el factor
de escala 11, ha pasado a denominarse exponente de Hurst.
La estimación del exponente de Hurst se deriva del análisis BIS que
pasamos a comentar a continuación. Antes de ello, queremos volver a señalar
la importancia de la estimación del exponente para la detección de
comportamientos caóticos a partir de una serie temporal, ya que este análisis
supone una alternativa a la estimación de la función de correlación lineal
(apartado 4.3) para medir la dependencia o memoria temporal existente en un
ruido. De igual modo, mediante el análisis R/S y la posterior estimación del
exponente de Hurst se puede contrastar si una serie se comporta efectivamente
como un ruido blanco o si por el contrario éste se encuentra correlacionado, lo
que pennite la posibilidad de que dicho ruido coloreado haya sido generado por
un sistema caótico determinista -ruido caótico- de baja dimension.
El análisis BIS trata de estimar cual es el rango estandarizado de variación
para distintos intervalos de tiempo de una serie temporal, y como decíamos
anteriormente, permite estimar el exponente de Hurst asociado a la serie
temporal considerando que esta es el ruido asociado a un movimiento
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browniano fraccional. Este análisis se compone de las siguientes etapas~b:
(1) Dada una serie temporal {x,} estacionria en media de tamaño A
dividimos elperiodo temporal AL enA subperiodoscontiguos de tamaño VP
p de forma que:
AprN (4.67)
mr
identificando a cada submuestra de tamaño p. como 4. con a=1...A y
a sus elementos como N~0 64. con a=t..A. k~ I,..,p.
a
(fi) Calculamos el valor medio para cada bloque la:
a
(4.68)3- É ]\\
Pk<
(iii) Construimos unanueva serie temporala partir de ladistanciaacumulada
a la media para cada bloque 4 es decir:
4a — e k= l,...,p
mr
mr
a(4.69)
mr
(1v) Se define el Rango como la diferencia entre el valor máximo y el
mínimo dc la serie X~0 para cada bloque 4:
mr
¡mx (XkO) - miii (Xkr 1 =k=p (4.70)
mr
(y) Se reescala (estandariza) el rango por la desviación típica muestral,
calculada para cada bloque 4:
8
Si=(~É(N~ (4.71)
e
mr
la
(vi) De esta forma obtenemos A rangos normalizados (R/S), cuyo valor
medio para un tamaño p será:
1(R/S)~ A
mr
mr(4.72)8
‘a
a
36seguñnos aquí a Peters (1991 cap. 7 y 1994 cap. 4). Véase también Mandelbrot (1997,
pp.353-355) y Grau (¡996, pp. 50-57)
a
mr
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Como apuntamos anteriormente, a partir de este rango estandarizado puede
estimarse elexponente de Hurst asociado a la serie temporal. Para ello se hace
uso de la relación entre el BIS y el exponente de Hurst que vendrá dada por la
siguiente ley de potencia o de escala (Mandelbrot 1997, Pp. 355):
(RIS)~ocp II (473)
Con elpropósito de obteneruna estimaciónrobusta del exponente de Hurst
se repiten las etapas 1) avi) paradistintos valoresdel enterop (por conveniencia
lO=p=N/2).De esta forma se tendrá un (R/S$ para cadap, y la estimación del
exponente de Hurst puede obtenerse a partir de la regresión logarítmica por
mínimos cuadrados ordinarios de la ley de escala (5.23):
log(R/S) log(c) -t Hlog(p) -1- u, (4.74)
donde e0 es una constante a estimar y u, es el término de error de la regresión.
La estimación del exponente de Hurst asociado a la serie temporal, nos
indicará si ésta se comporta como un ruido blanco, rosa o negro según los
valores que tome, es decir, nos indicará la existencia o no de cierta memoria o
correlación en laserie. Cabe, sin embargo, cuestionarse lasignificatividad de los
valores estitmdos delexponente de Hurst a partir del análisis R/S. En particular,
cabría preguntarse si la serie original x, es efectivamente un mido blanco
(H~O.5), cuestión éstaque resultará especialmente relevante para elanálisis de
comportamientos caóticos en la dinámica subyacente a la serie temporal.
En definitiva, estamos interesados en realizar el siguiente contraste de
hipótesis a partir del análisis BIS efectuado sobre una serie temporal:
W: Elproceso es aleatorio e independiente ILE? Normal(O, a~) (Ruido Blanco
Gausiano)
H1: El proceso no está incorrelacionado (Ruido Gausiano persistente o
antipersistente)
Para realizar este contraste se construye la serie de valores BIS esperados
bajo la hipótesis nula de ruido blanco gausiano (Anis y Lloyd, 1976):
Con esta nueva serie, siguiendo los pasos (0 a (vi) y para los mismos
valores del entero p que fueron utilizados con la serie temporal original, se
estimará E [H]—valor esperado para el exponente de Hurst bajo la hipótesis
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nula de mido blanco gausiano—. cuya varianza vendrá dada por37: mt
Var(E(H))= l/N (4.76)
mr
Así, podemos utilizar estos dos momentos estimados para el exponente de
Hurst, para contrastar la hipótesis nula de ruido blanco gausiano utilizando el
siguiente estadístico para el contraste de significación38: VP
H—E(H) N(O.l) (4.77) e’
mr
El análisis RIS y el ciclo medio del ruido.
a
Hasta ahora hemos visto como el análisis BIS puede ser utilizado para
estimar la memoria o correlación presente en una serie temporal. Este método
permite también estimar cuál es el ciclo medio de la serie y cual es su duración mr
media, definida ésta como el periodo a partirdel cual la serie pierde la memoria,
aunque permanezca el impacto o dependencia de la serie respecto a todo el
pasado. El razonamiento en que se sustenta la determinación del ciclo a partir mr
del análisis BIS es que cuando la serie haya cubierto un ciclo entero su rango
debe dejar de crecer, ya que entonces este rango ha debido alcanzar su máxima
amplitud -rango máximo- y por eso a partir del tamaño medio del ciclo la —
magnitud log(RIS)~ debeperder todamemoria respectoal pasado y crecer a una
tasa ~O.5 (R.B.). Es decir, debe observarse una ruptura en su representación
a
gráfica en aquelp para el cual se alcanza el periodo medio del ciclo -figura 5-.
Esta determmac¡on del ciclo medio a partir del análisis BIS es consistente
mcluso cuando la serie presentan ciclos inmersos en otros ciclos de periodo
mayor. En este caso la gráfica log (R/S)~ presentará una ruptura en cada
periodo delciclo para seguir creciendo hasta que alcance el periodo del ciclo de
periodo mayor.
Para contrastar la existencia de ciclos en una serie temporal y para estimar
su periodo medio puede ayudar laconstrucción del denominado estadistico-V:
(RIS» a
(4.78)
pv~
mr
~ Sobre las propiedades de escalado del rango en procesos de Weiner bajo la hipótesis
nula véase Hamilton (1994, 479482).
38 En general cuando intentemos utilizar este estadístico para Ja detección de memoria
a largoplazo usandoseries temporales económicas habrá que tener en cuenta que cuando las
series son muy cortas se tenderá a aceptar la Ho. En general la muestra necesaria será del mr
orden de 4/(11-E(II),Y
mr
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Figura 4. 38. Análisis RIS y el ciclo medio: el estadístico j
Los valores que tome este estadístico a medida que aumenta p. estarán
vinculados, de nuevo, al valor estimado del exponente de Hurst. ya que:
• Si H0.5, (R/S.)~ aumentará con VP , y entonces k, permanecerá más o
menos constante.
• Si H>O.5, (R/S)~ crecerá a una tasamayor que V~ y, por tanto, V,, aumentará
conp.
• Si H<O.5, (R/S$ crecerá a una tasa menor que~p por lo que y,, será
decreciente.
El análisis RISy la detección de comportamientos caóticos.
El análisis BIS ha sido utilizado tradicionalmente para contrastar la
existencia de persistencia o memoria a largo plazo en las series temporales39 La
estimación del exponente de Hurst asociado a una serie temporal puede ayudar
también a la detección de] caos.
~ Lo(1991) y Cheung(1993), proponen estimar el exponente de Hurst utilizando un
estadístico de Rango Rescatado Modificado para estimar la memoria a largo plazo de una
serie temporal teniendo en cuneta los efectos que la dependencia a corto plazo o la presencia
de heteroscedasticidadpueden tener sobre el análisis LS. Véase Olnneda(1995, pp.l03-lO5)
y Fernández Díaz(2000, pp.l130).
Log(R~S) H=0.7
H==0.S
Log(p)
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Figura 4 39. Análisis R~S: Armónico.
Cuando el análisis R/S y el exponente de Hurst confirman lapresencia de
ruidos distintos al blanco —mido rosapersistente o ruido negro antipersistente—,
seabre laposibilidad de que la serie temporalhayasido generada por procesos
caóticos donde lapersistencia o antipersistenciade laserie vendrá generada por
la dinámica determinista subyacente. Recordemos, sin embargo, que los
sistemas en régimen caótico no son los únicos capaces de generar ruidos
coloreados.
e,
:. a
3.
HW*r&t.
2.
2
It
BIS
2 2.5 3 3.5 4 4.5 5 5.5
mcv>
0.51
0.4<H -“vi
r~j
0.2,
10 30 50 70 90
0.085-
0.09 ) 1 1 ¡
0.075~’ ¡ 1 1 ¡
o.o,4¡ ¡ 1 .‘ ¡ ¡
0.055 1. ¡ u ¡¡
0.05 II
0-045’
0.04 ‘ ___ - —____
940 950 950 9’0 980 990 1000
Figura 4.40. Análisis RIS: aplicación logistica p=13.56
4-54
mt
e
el
u’
e’
ah
mr
1-
o.e-
E ¡BIS 1
trw’)
1-
VP
mr
mt
a
e
e
4 - 55CAPITULO 4. LA DETECCIÓN DEL CAOS DETERMINISTA A PARTIR DE SERIES TEMPORALE5(I>
S.S -—
5. 5-
4.5
3.5
R/s
A—
tER/Sl
2.5
1.5-
10-
<2~
0.5 —, —
2 2 4 5 e
ir (p>
0-
10 .510 1010 1.510 2010
cF)
Figura 4. 42. Análisis R/S: Toro
En la tabla 1 y las figuras 6-15 se muestra el exponente de I-lurst estimado
para una selección de series generadas por procesos distintos al ruido blanco.
En todos ellos, el estadístico de Anis-Lloyd revela la presencia de
comportamientos persistentes o antipersistentes. Estos resultados evidencian
que el análisis BIS y el estadístico ¡12 son capaces de revelar correlaciones y
periodicidades significativas ocultas en las series temporales —generadas por
procesos lineales o no lineales, deterministas o estocásticos—.
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Figura 4.41. Análisis RIS: Modelo Lotka-Volterra.
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Figura 4. 43. Análisis R/S: atractor de Lorenz.
De este modo, el análisis RIS se constituye en una herramienta
complementaria al correlograma y periodograma analizados en anteriores
apartados, ayudando a contrastar si el proceso generador de laserie es del tipo
ruido blanco gausiano o, si por el contrario, existe alguna otra estructura
temporal en la serie. Esta propiedad del análisis BIS es especialmente
importante en ladetección de posibles comportamientos caóticos, ya que en
algunos casos, como ya vimos, el análisis lineal del correlograma y el
periodogramano es capaz de distinguir entreprocesospuramentealeatorios del
tipo ruido blanco y procesos caóticos o estocásticos no lineales —procesos
GARCH, MA no lineal.
Figura 4. 44. Análisi R/S: atractor de Lorenz
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Figura 4. 45. Análisis RIS. ecuación logisitca p’4
Es por ello, que el análisis R/S puede utilizarse para rechazar la hipótesis
de ruido blanco y a partir de ahí, continuar con el análisis de la serie con el fin
de comprobar si la estructura temporal es caótica o si por el contrario debe
considerarse como puramente aleatoria no-lineal. Precisamente a esta tarea
dedicaremos el siguiente capitulo.
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Tabla 1. Análisis R/S y exponente de Hurst
Exponente Estadístico
Serie de Hurst Anis-Lloyd J Serie
____________ N(O,1)
0.6681 108.57
0.0102 -1070.16
L..__—.. - Estimado
Armónico
(Tp=I.5)
N’=IODO. AtnO.OI
Logística
P3.56N=2000, At=í
Toro
N~OOO,M=Ol
Lotka Volterra
(ciclo limite)
N=3000, Ar=O.OOI
Lorenz (Caos)
N=7000. Ar~O.OI
Rósler (Caos)
N’~7OOO. AtO. 1
Logística x=4
N=lOOOO. At=I
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0.2807
0.8 126
0. 1045
0.573 8
2040.98
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2002.15
-2954.4
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NI0000,
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Maekey-
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RUIDO
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N=2000, ár=I
Medía Móví]
No lineal,
N=2000 At=I
ARMA
N=2000, átl
Exponente Estadístico
de Hurst Anis-Lloyd
- Estimado N(0,l)
0.4224
0.2933
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0.8486
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CAPITULO 5
LA DETECCIÓN DEL CAOS DETERMINISTA
A PARTIR DE SERIES TEMPORALES (II):
LA RECONSTRUCCIÓN DEL ATRACTOR Y
LAS MEDIDAS INVARIANTES DEL CAOS.
En este capítulo continuamos con el análisis de las técnicas y
herramientas para detectar la existencia de comportamientos caóticos a
partir de una serie temporal. En este sentido, en el capítulo anterior se mostró
que con el análisis de la evolución temporal, el correlograma, el
periodogrania y el análisis R’S de una serie temporal, es posible detectar la
presencia de dinámica compleja —irregular y aperiódica— en el proceso
generador de la serie aunque éste sea desconocido. Estos test, sin embargo,
son incapaces de indicar cuándo esa dinámica compleja tiene una
explicación estocástica y cuándo, por el contrario, tiene, al menos en parte,
una explicación caótica determinista. Es por ello, que aunque estos test
pueden utilizarse para detectar correlaciones y periodicidades (o
incorrelaciones y aperiodicidades) ocultas en una serie temporal
—contribuyendo así a la detección de posibles comportamientos caóticos—,
será necesario continuar el análisis con otra serie de herramientas que
complementen a las anteriores.
Como ya tuvimos ocasión de comprobar en el capitulo 2, los sistemas
caóticos están caracterizados porque su evolución temporal en el espacio de
fases queda atrapada en un atractor extraño —caos en sentido de Ruelle—, Por
tanto, si la serie temporal observada procede de un sistema dinámico caótico,
éste debe converger a un atractor con estructura fractal y además la
evolución de ¡a serie dentro de dicho atractor debe presentar una
dependencia sensitiva respecto a las condiciones iniciales. Los test que
presentamos a continuación tratan, precisamente, de estimar la dimensión
fractal del atractor del sistema subyacente y su espectro de exponentes de
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y
Lyapunov, que constituyen dos de las denominadas medidas invariantes del
caos —invariantes en el tiempo bajo la acción del sistema—.
Como decimos, estos test para detectar comportamientos caóticos se
basan en la propiedades cualitativas de los atractores a los que converge el
sistema o proceso dinámico, en principio desconocido, generador de la serie
temporal observada. Más concretamente, estos test tratan, de estimar ciertas
medidas estadísticas con las que se pueden revelar las propiedades
cualitativas del atractor —su dimensión fractal y su espectro de exponentes
de Lyapunov—, con las que se podrá detectar si dicho atractor es del tipo —
extraño, de dinámica simple —punto fijo, ciclo límite y toros cuasi-
periódicos—, o si por el contrario, no existe tal conjunto atractor —en cuyo
acaso el sistema dinámico será explosivo o se tratará de un proceso puramente
aleatorio—.
e
Un paso previo en el proceso de detección del caos, anterior a la
estimación de estas medidas invariantes, será el de la recuperación de las
propiedades cualitativas del sistema dinámico subyacente, esto es, la
reconstrucción del atractor, de existir éste, a partir de una sede temporaL A
partir de ahí, y haciendo uso de la hipótesis de ergodicidad, será posible
detectar si el atractor del sistema es un objeto fractal y si alguno de sus
exponentes de Lyapunov es estrictamente positivo, en cuyo caso podremos
asegurar que el sistema dinámico generador de la serie temporal presenta
comportamiento caótico determinista.
5.1. La reconstrucción del atractor a partir de una serie temporal: el
método de los retardos. —
En este apartado estudiaremos el método de los retardos para reconstruir
el atractor en el espacio de fases a partir de una serie temporal. Este método
se fimdamenta en el teorema de inmersión de Takens (1981), que establece
que, bajo ciertas condiciones, aunque no sea posible reconstruir la órbita del
sistema dinámico en el espacio de fases original, sí será posible obtener una
aproximación que resulte topológicamente equivalente’, y que por tanto,
permitirá extraer toda la información relevante acerca del sistema dinámico
subyacente y desconocido que genera la serie temporal.
Un concepto fundamental relacionado con la reconstrucción del atractor —
es el de la dimensión de inmersión, que estará definida como la dimensión
del espacio donde se reconstruye el atractor —seudoespacio dejases o espacio
de inmersión—, y que como veremos posteriormente, además de damos
‘A efectosprácticos, laequivalencia topológicapuede considerarse comola equivalencia e
en Las propiedades dinámicas y geométricas de ambas órbitas. Véase Loreuz 1993, p.83.
a
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información válida para la reconstrucción del atractor. también nos da una idea
aproximadade cual es la verdadera dimensión del sistema dinámico—grados de
libertad— que genera la serie temporal observada.
Para mostrar en qué consiste la técnica de reconstrucción del espacio de
fases por el método de retardos supongamos un proceso generado por un
sistema dinámico n-dimensional definido en tiempo continuo.
.t,uf(x,) ; xeDc1R~ teR o>
o en tiempo discreto:
x,~1=f(x,) XEEDQR~ teN (2)
Supongamos que dichoproceso es observable (véase Luenberger. 1979, Pp
303-314), pero que el observador no conoce ni la forma estructural del sistema
dinámico (1-2),ni su dimensión n. ni tampoco el valor exacto de ninguna de las
variables de estado. Lo único que se conoce es un obsen’able. es decir, un
escalar que el observador puede medir, y que denotamos por .v,• Dicho
observable podrá ser una ffinción de alguna de las ti variables de estado del
sistema o. de manera genérica, una función h del conjunto de variables de
estado del sistema también desconocida para el observador:
y,zh(x,) (3)
De esta forma, laobservación en el tiempo de la variab]ey proporcionauna
muestra o serie temporal de tamaño N con la cual se trata de extraer
información sobre las propiedades cualitativas delcomportamiento del sistema
dinámico original en su evolución dentro del espacio de fasesn-dimensional. Es
decir, lo que se pretende con la técnica de la reconstrucción del atractor es
reconstmir o extraer información sobre la dinámica oculta def a partir de la
serie temporal de la variable observada y,. De hecho, como tanto el campo
vectorial f como la función h son desconocidas, no se puede reconstruir el
espacio de fasesoriginal. Sin embargo si se puede formarun pseudo-espacio de
fases capaz de representar la dinámica original
La reconstrucción del espacio de fases se basa en la creación o proyección
del escalar observado en otras variables y, —inmersiones o emnbeddings— ni-
dimensionales construidas a partir de la serie temporal retardada:
Y, = (Y1 Y,+1 Yr+2, ‘ >‘,+3r ‘‘~‘‘YI4 (m-1Ú (4)
siendo r el retardo de reconstrucción —un periodo fijo de muestreo entre dos
observaciones consecutivas— ym la dimensión de inmersión. De esta formaes
posible obteneruna trayectoria ni-dimensional de inmersiones de tamaño N-m
(siendo N el tamaño muestral de la serie temporal —y,: ¡=1,2 N— )
construidas a partir de los valores de la serie temporal retardados en el tiempo:
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y
3, 3, 3, >‘r ) e
>2 ‘3t -2 -en 13t
.33 (y3 ‘ 33~ ‘ >‘3-’t
33-3r 3-(m j)z (5) —
(YN-fl
1 ‘ Yx-,w,z - YV-m-2t ‘ ‘ Y,V
Si se eligen adecuadamente r y ni. la órbita descrita por (5) puede ser
utilizada para aproximar la órbita descrita por el vector de estados del sistema
a
original. La idea intuitiva que sustenta este método para reconstruir el atractor
a partir de la serie temporal es que como la serie Y~ procede de la observación
de las variables del sistema (1-2), su evolución en el tiempo estará regida, de o
alguna fonna, por las leyes de movimiento especificadas en el propio sistema,
y portanto, la información contenida en la seriedebe ría retener las propiedades
del sistema ti-dimensional original (Solé y Manrubia, p.40.). De esta manera.
como el valor de la variable y, debe esta relacionado, a través del sistema
dinámico, con el estado del sistema en el instante t-I-t. es posible aproximar el
verdadero vector de estados del sistema en el instante 1. por el vector ni- a
dimensional (4) construidoa partirde los valores retardados de ¡aserie temporal
observada.
a
El teorema de inmersión de Takens (1981). establece que, si (LORENZ.
1993, pág. 205):
e
• Las variables x del verdadero sistema dinámico se encuentran en el
atractor.
e
• Las funciones j/x) h’ 1 .2...n del verdadero sistema dinámico y la
función de observación h<’x) son funciones suaves —(Y---
• ni > 2D1., siendo ni un entero que representa la dimensión euclidea
del espaciode inmersión donde reconstruiremos el atractor; y 13j; la
dimensión fractal o de Hausdorffdel verdadero atractor que puede
serentera ono pudiendotomarvalores en el intervalo D,..c[0.n], con
n siendo la dimensión euclidea donde se representa el atractor del
sistema dinámico desconocido, es decir, un entero que estara
determinado porelnúmero de variables de estado del sistema, y que
podemos denominar como dimensión dinámica Df ~ número de e
grados de libertad activos en la dinámica subyacente a la serie
temporal que verificará ni =Dd (Abarbanel, 1996, pSI -53).
e
entonces podemos usar la serie temporal para aproximar la órbita del sistema
desconocido en el espacio de fases ii-dimensional utilizando los retardos de la
serie para construir la órbita (5) que generará un conjunto en el espacio de
inmersión ni-dimensional que será topológicamente equivalente al atractor
original —y por tanto con sus mismas caracteristícas cualitativas—. e
e
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Másconcretamente. el teoremade inmersión de Takens establece que (Soler
y Manrubia, 1995 p. 241) dado un conjunto compacto ii-dimensional M y
Q:M—>R2~, tal que FeC2. entonces ~, genéricamente, es una inmersión. Por
inmersión se entiende un difeomorfismo (1) que aplica Al sobre otro conjunto
AI*CR=fl’i.De esta forma, si el conjunto M es un atractor generado por un
sistema dinámico ii-dimensional, diremos que dos campos fi” vectorialesfy g
son Ck equivalentes (con k=r)si existe un difeomorfismo Q que transforma las
órbitas p(x.t) de f en órbitas 9*(«(x>.t) de g de forma que preservan la
onentación.
De forma intuitiva, podemos identificar D comoun cambio de coordenadas
invertible y posiblemente no-lineal que aunque distorsiona el flujo. lo hace de
forma suave. Es decir, la principal implicación del teoremade inmersión es que
el atractor original es aplicadoinyectivamente en el pseudo-espacio de fases m-
dimensional (Feeny y Liang, 1997) preservandoel orden en que las trayectorias
visitan distintos puntos del atractor (Solé y Manrubia, 1996. p.24l). lo que
permite utilizarel atractorreconstruidoen el espacio de inmersión paraestimar
las propiedadescualitativas del sistema en elespacio de fases original. Dicho de
otra forma, las inmersiones construidas a partir de los valores retardados de la
serieobservada>’, (4). serán topológicamenteequivalentes al espacio de estados
original y si el sistema dinámico que subyace a la serie temporal es caótico y
posee un atractor extraño de baja dimensión, las propiedades de éste se
conservarán en el atractorreconstruido con la secuencia de las inmersiones m-
dimensionales (5).
De esta forma, el teorema de inmersión de Takens garantiza que las
características dinámicas y topológicas de un atractor —dimensión fractal y
exponentes de Lyapunov—se mantienen en ese espacio reconstruido a partir de
la serie temporal por el método de los retardos. Esto nos permitirá diferenciar
entre un movimiento puramente estocástico frente a la alternativa de caos, ya
que las trayectorias caóticas tienen una estructura en el espacio de fases que se
puede estudiar a partir del seudo-espacio de fases reconstruido.
La simple inspección del seudo espacio de fases, reconstruido a partirde la
serie temporal observada proporciona una vía alternativa para detectar la
dinámicaeconómicacaótica, comparando los patrones geométricos resultantes
con los producidos porotros sistema conocidos —figuras 1-6---. Así, los ciclos
límite de dinámicasimple presentarán órbitas cenadas; el ruido blanco, produce
en el espacío de fases una nube de puntos uniformemente distribuida ; mientras
que para sistemas caóticos tendremos situaciones intermedias, no serán ni
órbitas cerradas ni nubes de puntos uniformemente distribuidas. En cualquier
caso, será laestimación de las medidas invariantes para el atractor reconstruido
—dimensión fractal y espectro de exponentesde Lyapunov— las que indicarán si
estamos efectivamente anteseries generadas pormodelos de dinámica caótica.
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u
e
5.2. La determinación del retardo óptimo para la reconstrucción del atractor
e
Como decíamos, tanto el retardo z como la dimensión de inmersión ni.
deberán elegirse de manera adecuada paraque la reconstrucción del atractorpor
el método de los retardos revele la verdadera información sobre la dinámica —
subyacente en una serie temporal. El teorema de Takens proporciona un limite
inferior a la dimensión ni que debe utilizarse en la reconstrucción del atractor.
e
mÁ2n, aunque no dice nada sobre el retardo r. En realidad. el teorema de
Takens es válido para cualquier retardo temporal siempre que se tenga una
cantidad infinita de datos in.finitamente precisos. Ahora bien, como en la
epráctica, las muestras temporales disponibles son finitas y presentan como
minimo cierto componentede midoo error de medida, deberemos utilizaralgún
método que nosayude adeterminarcual esel retardo z-apropiadouóptimo para
la reconstrucción. Sobre laelecciónde ladimensión de inmersión ni volveremos
en el próximo apanado, centrándonos de momento en la elección del róptimo
siguiendo, básicamente, a Abarbanel (1996, pp.125-27). a
Comenzamos apuntando que el retardo t deberá sersiempre un múltiplo del
intervalo de muestreo ¿Nt, ya que sólo se disponen de datos para la serie e
temporal para esos intervalos de tiempo (en adelante supondremos que u está
definido sobre la secuencia de valores de la serie muestrados a intervalos A!.
esto es. rAt, 2r2 ¿Ni, 3r=3At; 4r4Ai,...). Por otraparte, podemos añadirque
el retardo r no podrá ser ni muy pequeño ni muy grande, de forma que se
permitaun desacoplamiento significativo entre los valores consecutivos de la
serie sin llegar a su independencia completa (Manrubia y Solé, 1996, 0
243>—figuras 1-6--.
e
e
1 r=1
‘qn
u’
a
e
e
r100
.4
¡ • C..
Figura 1. Reconstmcción del atractor caótico de Róssler, proyecciones soby~ el plano para varios retardos
dcx, (AHO.l).
a
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Figura 2 Reconstrucción dej atractor caótico de Lorenz, proyecciones sobre e! plano para varios retardos de
Si r es demasiado bajo, no habrá pasado suficiente tiempo entre las dos
observaciones como para que la evolución de la serie proporcione nueva
información sobre el estado de fases original, esto es, los valores de y, e y,,
serán esencialmente idénticos a efectosprácticos. linelamente dependientes ono
suficientemente independientes como para que se puedan distinguir el uno del
otro en cuanto a la información que soncapaces de revelar sobre ladinámicadel
sistema subyacente. El atractor resultante cuando r es muy pequeño
representará una figura muy concentrada en la diagonal central del espacio de
inmersión m-dimensional, no pudiéndose recoger información sobre el
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Figura 3 Reconstrucción del atractor caótico de Henon, proyecciones sobre el plano para varios retardos de
x,(Afrl)
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Figura 4 Reconstrucción del atractor toroida! (2-25), proyecciones sobre el plano para varios retardos de x
(Aho.Oi) —
verdadero espacio de estados del sistema original —no se revela nada sobre la
dependencia temporal entre y, e y, - r Este problema es especialmente u’
importante para el caso de los sistemas definidos en tiempo continuo ya que.
por regla general, los sistemas en tiempo discreto el retardo wl —el mínimo
posible— será suficiente para reconstruir el atractor. Si adicionalmente la serie —
está perturbada por mido, los problemas derivados de elegir un retardo
excesivamente pequeño se ven agravados, ya que en este caso no se podrá
e
extraer nada de información sobre la dinámica subyacente, que aparecerá como
puramente aleatoria (Kugiumtzis;Lillekjendlie y Christophersen, 1994, p.6).
a
v=J
e
304.;
a
qq 00.;
e
e
4.32 qq£42
e
r20 ¡44149 —442444-2 2:14.
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Figura 5 Reconstrucción de un ciclo limite (modelo de Róssler periodo 8),proyecciones sobreel plano para
varios retardos (Afro 1)
a
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E gura 6 Re on truccion de un paseo aleatoriolltl N(O,1), proyecciones sobre el plano para varios retardos
(AI=l)
Por otra parte, el retardo r tampoco deberá ser muy grande, ya que entonces
>‘ e y1,~estarán muy alejados en el tiempo y si el sistema dinámico es caótico y
presenta dependencia sensitiva respecto a las condiciones iniciales, no podrá
detectarse la correlación o dependenciadinámicaentre ambos valores. Es decir,
no se podrá asegurar que ambos valores estén conectados en el tiempo por el
sistema dinámico (1-2). En este caso, si e] sistema es caótico, la figura
geométrica dibujada porla reconstrucción del atractor tendráa confundirsecon
la correspondiente a un proceso puramente estocástico incorrelacionado en el
tiempo —la dependencia respectoa las condiciones inicialeshará que los posibles
errores de medida tiendan a crecer en el tiempo hasta que las observaciones y,
e >‘~ r estén totalmente incorrelacionadas en sentido estadístico—.
Dos son, fundamentalemnte, los métodos que se han propuesto para la
elección del retardo óptimo para la reconstrucción del atractor. Ninguno de
ellos con una demostración formal que justifique su uso. El primero propone
utilizar aquél retardopara el que la funciónde autocorrelación alcanza suprimer
cero. Este método se fundamenta en que precisamente para ese retardo los
valores de la serie estarán linealmente incorrelacionados, pudiendose sin
embargo, captar laestructura no lineal del proceso dinámico subyacente si dicho
retardo no es excesivamente elevado (Kugiumtzis; Lillekjendlie y
Cliristopliersen (1994, p.6). Este método aunque proporciona retardosadecuados en algunos casos, en otros, como en el atractor de Lorenz—figura 7—
supone la elección de un retardo demasiado elevado para la reconstrucción del
atractor (obsérvese, que por ejemplo para el atractor de Lorenz no se alcanza
un primer cero hasta el retardo 441)
El segundo método para la elección del retardo óptimo en lareconstrucción
del atractor. de mayor aceptación y más sofisticado que el anterior, fue
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Figura 7. Elección del retardo óptimo para la reconstrucción del atractor caótico de Róssler y e! de Lorenz
por el primer cero de la función de autocorrelación simple.
propuesto por Fraser y Swinney (1986) y utiliza un criterio más general de
independencia basado en lafunción de información mutua media. Esta función
supone una generalización de la función de correlación lineal y es capaz de
captar cualquier tipo de correlación o dependencia lineal o no Jineal entre dos
observaciones separadaspor un retardo r. La fimm mide la información que se
puede obtener sobre ~ r a partir del conocimiento de y,. Así, este método
propone utilizar como retardo para le reconstrucción aquél para el cual se
alcance el primermínimo de la función de información mutua, ya que entonces,
el retardo será suficientemente alto como para que los dos valores no estén
proporcionando la misma información,pero sin perder del todo la dependencia
proporcionada por el sistema dinámico subyacente, ya que a partir de dicho
retardo —cl primer mínimo-, la información mutua comienza a aumentar.
El método de la información mutua se basa en la teoría de la información y
el concepto de entropía. Con la teoría de la información se trata de medir el
grado de incertidumbre que se tiene sobre un sistema a partir del conocimiento
que se genera con la información muestral del mismo. A modo de ejemplo
ilustrativo que permita introducir una medida de dicha incertidumbre,
consideremos dos fenómenos o sistemas que puedan concretarseen dos sucesos
o estados el primero —el lanzamiento de una moneda— y en seis el otro —el
lanzamiento de un dado— (seguimos aquí a Lopez Cahero 1988, 575-586). Es
claro que existe, a priori, una mayor incertidumbre sobre el segundo de los
sistemas ya que el número de estados en que puede concretarse es mayor. De
aquí se desprende que en principio, el grado de incertidumbre atribuible a un
sistema depende del númerode posible estados de éste, pero no exclusivamente
de este factor. Supongamos adicionalmente que en el primer sistema todos sus
estados sean equiprobables —con probabilidad 1/2—, pero que en elsegundo uno
de ellos tenga más probabilidad de ocurrir que el resto —pongamos que el dado
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está trucado de forma que la probabilidad de que salga un uno es de 5/6—. Bajo
estos supuestos adicionales, es también claro, que ahora se tiene mayor
incertidumbre sobre el primer sistema que sobre el segundo, asi que cualquier
medida de incertidumbre debe tener en cuenta no sólo elnúmero de estados del
sistema sino también sus correspondientes probabilidades a priori de ocumr.
lmaginemos ahora que queremos construir o definir una medida de la
información que sobre elconocimiento del sistema proporciona el acaecimiento
de un suceso dado. Así dado un sistema X que puede encontrarse en un
momento cualquiera, en un estado cualquiera de ti posibles (x:t=] ti) cada
uno de los cuales posee una probabilidad a priori p, —probabilidad a priori de
que el sistema se encuentre en el estado x
31
H,:x—x, ; P(H,)=F(x—x,)tp,.; con ~p,=l (6)
2—1
Supongamos que hemos recogido información sobre el estado del sistema
que denotaremos por:. Entonces podemos definir una medida de información
que sobre el acaecimiento deN,proporcionael suceso:, teniendo en cuenta que
un sucesomás improbable proporciona más información’,comoel logaritmo del
cociente entre la probabilidad a posteriori de que dada esta información
muestral el sistema se encuentre en el estado x, —P(H/z)—- y la probabilidad a
priori de Nf:
i¡=ío~4 P(H/z) 1 <log,jjP(H/z)] —lo g~ljP(H,)] (7)
Si suponemos adicionalmente quesólo podemos recabar informaciónsobre
H mediante el acaecimiento de fl, tendremos que P(H/z)=l, por lo que la
información a posteriori sobre el suceso H, quedará:
J«zz-logjP(H1)] —log4p, (8)
Obsérveseque el logaritmo puede definirse en cualquier base k. Cuando se
define el logaritmo en base dos se dice que la información se está midiendo en
bits. La expresión (8) proporciona la información concerniente al estado x,. Si
definimos al variable aleatoria información correspondiente al sistema X, su
distribución de probabilidad estará en función de sus posibles valores, L (i=l,
.n) y sus respectivas propabibilidadesP«)=P(X—x)=p,. Así, se puede definir
la entropía del sistema H(x) como el valor probable de la información del
sistema:
2 Por ejemplo, al resolver un crecigrama en castellano, la letra z o laW restrigen más las
posibilidades y en ese sentido proporcionan más información (Solé y Manrubia, 1996, p. 1?)
El hecho de utilizar logaritmos se justifica por que como parece razonable la
información que proporciona realizaciones suscesivas e independientes del sistema —con
probabilidad conjirnta multiplicativa— afiaden Información de manera aditiva.
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31 u e
H(x)rE(hsz~ I.pr..5jp.logj, (9)
El rango de la entropía estará delimitado en el externo inferior por e] valor S
cero —O=H(x}---.El caso limite en el que H(xMJ se presenta en sistemas
deterministas, en los quex se presenta con probabilidadpj 1 yp,= O VjW (el
carácterdeterminista del sistema implica que el acaecimiento del suceso x i no
facilita ninguna información adicional, ya que este es el valor que se presenta
permanentemente conprobabilidad unitaria). En el extremo superior. laentropía
del sistema estará acotada por H(x)=logn. El caso límite H(x)=log n se
presentará en aquellos sistemas en los que los distintos estados en que pueda
concretarse el sistema sean equiprobables4. Tendremos, por tanto, que: —,
O=H(x)=logn (lo)
e
En el caso de que el sistema pueda tomar un conjunto infinito de posibles
estados con la misma probabilidad, la entropía máxima será infinita5
e
Al ser equiprobablespj 1/u VI=l o, y por tanto, H(x)= -~ ilog(i) =íogn. e
Nótese que en el caso límite en el que el sistema pueda tomar un conjunto infinito de
posibles estados con la misma probabilidad. la entropía máxima será infinita —
Cuando estamos ante sistemas compuestos o bidimensionaLes.en los que el estado del
sistema queda definido por el valor que tomen dos variables aleatorias (x,y) : x (rl n); a
y, <pi ni), la entropía o información media del sistema compuesto se define como;
75 ‘75
H(x,y)~ ->3 >3p,.,logp,,
e
siedo p’,Ia probabilidad conjunta de que el sistema se halle en el estado (x,y,):
t5 755
y-~y;)=pq con >3>3p,,=í e,
¡~1
Puede definirse también la entropia condicional dey cuando x se encuentra en x,:
H(ylx,)= -Epcv,IxYlowQ/x,) e
siendo p(.y,/x,) la probabilidad condicional a priori deque el sistema compuesto. La entropía
total dey para cualquiera que sea el estado en que se encuentrex será:
31 31 775
H(ylx) >3 p,H(v/x,) = —>3 p>3p(y,/xfiogpiy,/x,)
4-1 ¡--1 j—I
e
ahora bien, como p,~~pp(y~/x,), entonces la entropía condicionada I-fty/x) quedará:
75 ‘7,
H(v¡x)= ->3 >3p,,logpQ/x,) a
La interpretación de laentropía 1-1(y/x). es el de la información media facilitada sobrey
a través de x —información debida a un canal— .En general se tendrán las siguientes
propiedades: H(y/x) =11(y);H(x,y)= 11(x) 1- H(y/x) = 1-ft’y)±H<’x/y);H<’x,y) =H<’x)±H(y). Sólo en e
el caso de que x e y sean independientes tendremos f-Kx,y) =11(x) + 11(y).
a
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Retomemos ahora el problema de la elección del retardo óptimo r para la
reconstrucción del atraetor. Como dijimos. este retardo debe ser lo
suficientemente grande como para que las observaciones muestrales y, e y,
proporciones distinta información sobre ladinámica subyacente en el sistema,
pero tampoco demasiado alto para evitar que ambos valores estén totalmente
incorrelacionados y no pueda extraerse información sobre ladinámica de la serie
-en el paso de t a t-4-r . Empecemos definiendo, de manera análoga a (7). la
información que sobre un posible valor y’ de la serie temporal proporciona el
conocimiento del valor concreto que haya tomado la serie u instantes antes en
el tiempo:
P(YÍT/Y,>1
1(r)4og) 1 (11)
P(y,+~)
Esta expresión se denomina información mutua, y proporciona una medida
de la cantidad de información aprendida sobrey7
24 por la observación dey,. Si
tenemos en cuenta que pordefinición, para dosvariables aleatorias cualesquiera
x ey laprobabilidad conjuntap~.=p;p(y/x), y si calculamos la mediasobre todos
los posibles pares @;&v, r) ,podemos definir la función de información mutua
media entre dos valores de una serie temporal separados por un retardo rcomo
(Abarbanel. 1995, pp.
28-29):
VI p(y~y, ±~
)
I\ pÓ’,)pb’,+~) 3 (12)
Estafunción de información mutua 1(r) entrey, ey,
31proporciona una idea
de la dependencia mutua entre ambas variables basada en la noción de
información entre los dos valores, es decir, proporciona una medida de la
cantidad de información que se puede obtener sobre y,., a partir del
S.S.
1.1
3 I9~L
4.5
~ •
3.5
9?~s -
2.5
1 4 10 15 20 25 30 34 41 43 50
t
¡ 6
5.5-
5-
~.s. -9427
— 3- -
-2.3 iatc
2-
3.5-
1 25 43 60 44 140 320 140 140 1093 2440
t
9427 ¡ 4166 9?~ 1S~2
Figura 8. Información mutua atractor caótico de lorenz
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Figura 9. Información mutua media atractor caótico de Rósler.
conocimiento de y,. Desde este punto de vista se puede considerar que trata de
una función de autocorrelación general, capaz de captar correlaciones o
dependencias en el tiempo de todo tipo, lineales y no lineales. y por tanto
supone un instrumento más general que la función de autocorrelación simple
analizada en el capítulo anterior (4 -1) —que sólo capta correlaciones linealesen
la serie—. De forma genérica, tendremos que 1(r)=O.siendo nula cuando las
observaciones sean totalmente independientes —a su vez1(0) estarádirectamente
relacionada con la entropía de la serie y, definida en (9>—.
9 ~
13
La funciónde información muta puede caicularse fácilmente para una serie
temporal aplicando la expresión (12). estimando, mediante la construcción de
Figura 10. Información mutua sistema cuasi-periódico toroidal.
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Figura II. Información mutua media. Ciclo límite (modelo de Róssler)
una tabla de frecuencias, las probabilidadesp(y,),p(y, r) yp(y,,y,,9. A partir de
esta estimación de 1(r), Fraser y Swinney (1986) proponen utilizar como
retardo para le reconstrucción aquél para el cual se alcance el primermínimo de
la función de información mutua, ya que entonces, el retardo será
suficientemente alto comopara que los dosvalores no esténproporcionando la
misma información, pero sin perder del todo la dependenciaproporcionada por
el sistema dinámico subyacente, ya que a partir de dicho retardo —el primer
mínimo—, la información mutua comienza a aumentar.
Estemétodo proporciona, en general, mejores resultadosque el método del
primer cero de la función de autocorrelación simple. aunque no existe ninguna
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Figura 12. Información mutua media aplicación logística M=3236 —ciclo límite periodo 8—
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Figura 13. Información mutua media aplicación logistica i4
justificación formal que justifique su uso, más alía que el razonamiento en
términos de información y dependencia apuntado anteriormente.En cualquier
caso, la reconstrucción del atractorutilizando retardos entre el primer mínimo.
y el primer máximo de la 1(r) no debe variar significativamente —y por tanto
tampoco deben variar las estimaciones de la dimensión fractal y el espectrode
exponentesde Lyapunov a partirdel atractor reconstruido porel método de los
retardos (Abarbanel, 1995, p.37>—. En las figuras 8 a 14 mostramos la función
de información mutua media parauna selección de series temporales junto a la
correspondiente representación del atractor reconstruido utilizando el criterio
del primer mínimo. En general, la 1(r) irá decreciendo rápidamente hasta
anularse cuando estemos ante series generadas por aplicaciones discretas de
Figura 14. Información muta media Atractor de Henon.
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Figura 15. Información mutua media de procesosestocásticos: camino aleatorio, GARCH. ARMA(2. 1). y
caótico determinista.
primer orden en régimen caótico, no alcánzándose ningún primer mínimo, lo
que indicará que el primer retardo será suficiente para una adecuada
reconstrucción del atractor, mientras que en las aplicaciones de orden k
aparecerán picos en la 1(r) estimada en los retardos r=ky sus múltiplos antes de
anularse, aunque al tratarse de sistemasdiscretos siempre aparecerá un primer
mínimo en el retardo rl -en el método utilizado para la estimación de la
función de información mutua media se ha hecho un cambio de escala (Reiss,
1999), de manera que aunque la apariencia del gráfico no cambia, el valorpara
el cual se anula la función de información se corresponde con el valor
1 /ln(2)z1 .443—. En el resto de casos, el primer máximo de la 1(r) estará
indicando el retardo para el que se alcanza lamáxima correlacióno dependencia
entre los valores de una serie temporal —que a su vez se corresponderá con el
periodo fundamental presente en la serie temporal—.
Finalmente en la figura 15 mostramos la función de información mutua
media paraun camino aleatorio, un proceso GARCH, un modelo ARMA (2,1)
y para la ecuación logística con ~n-’4.Como cabria esperar, el análisis de la
información mutua no recoge ninguna dependencia significativa en el camino
aleatorio —¿ni en elproceso GARCH?—, mientras que, a diferenciade la función
de correlación simple analizada en el apanado 4.3, si es capaz de recoger la
dependencia de carácter no lineal presente en la ecuación logística. Es por ello,
que aunque la función de información mutua, además de proporcionar un
método para la elección del retardo óptimo para la reconstrucción del atractor,
puede utilizarse para complementar el análisis del correlogramapara detectar
posibles correlaciones no-lineales ocultas en la serie. Sin embargo este método
tampoco proporciona información sobre el carácter caótico de las series, ya
que, a modo de contra ejemplo, podemos apuntar que la figura que muestrala
información mutua para el proceso lineal ARMA es muy parecida a la de la
3.5 —
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a
ecuación logística—decaimiento, aunque más lento, hasta anularse—. Habrá que
seguir, por tanto, estudiando la serie con otras técnicas para la detección del
caos, las medidas invariantes proporcionadas por la dimensión fractal y los
exponentes de Lyapunov, para lo cual, será necesario elegir la dimensión del
espacio de inmersión en el que intentaremos reproduciro reconstruir elatractor
de] proceso o sistema dinámico subyacente en la serie temporal.
e
e
6.3. La determinación de la dimensión de inmersión: el porcentaje de
falsos vecinos
a
Tras la elección del retardo óptimo. el siguiente paso en la reconstrucción
del atractor a partirde la serie temporal observada consiste en la elección de la
dimensión de inmersión apropiada.
Recordemos que el teorema de Takens garantiza que si somos capaces de
observar un escalary, h(x,). dondex, es el vector de estados n-dimensional de e
un sistema dinámico definido por un campo vectorial ftx9. entonces la
estructura geométrica de la dinámica multivariante desconocida generada por
lasolución del sistema dinámico —la órbita descrita por la secuencia de puntos a
en el espacio euclideo de dimensión ti— puede ser recuperada desde ese
conjunto de medidas escalares construyendo nuevos vectoresni dimensionales,
y,, cuyos componentes será los retardos de la señal escalar6:
(y, ~ ~ ,y,,
3~ (m—I» (13) e
Para que la reconstrucción de un atractor por el método de los retardos
conserve las propiedades del sistema dinámico generador de la serie temporal, a
el teorema de inmersión Takens exige que, además de que la serie se obtenga
una vez que el proceso dinámico subyacente se encuentre ya en el atractor, que
tanto las funciones estructurales que definen el sistema dinámico como la e
función que transforma el espacio de estados en la serie temporal escalar sean
suaves. Este último es el principal ingrediente del teorema de Takens, ya que
aunque en él se exige adicionalmente que la dimensión euclideade inmersión ni a
—en la que se reconstruirá el espacio de fases— sea superior al doble de la
dimensión fractal del atractor original m>2D, —, esta condición es en realidad
una condición suficiente pero no constituye unacondición necesaria. Dicho de
otra forma, alcanzar la dimensión de inmersión que establece el teorema de
Takens garantiza que se preservan las propiedades de la dinámica original, e.
6 Obsérvese que el vector y, no tiene que tener la misma dimensión que el vector de
estados original x,. a
e-
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posibilitantose así la detección comportamientos caóticos a partir de una sene
temporal observada. Sin embargo hay que decir que desde el punto de vista
práctico, la reconstrucción de la dinámica de un sistema de dimensión ti no
requiere, en general, dimensiones de inmersión tan altas como 2D,.. El único
requisito que debe exigirse a dicha dimensión ni es que sea lo suficientemente
grande como paracapturar todos los grados de libertad presentes en el sistema
dinámico, es decir, el número de variables de estado activos o dimensión
dinámica del sistema (Dd=n). Así, la condición necesaria—pero no suficiente--
para poder reconstruirun atractor será que la dimensión de inmersión no pueda
ser nunca inferior a la dimensión dinámica del sistema subyacente, esto es,
m=D4.
Existen distintas aportaciones que tratan de detectar cual es la dimensión
mínima necesaria para recoger la verdadera dinámica subyacente en una serie
temporal, de forma que se optimice la información disponible —lo que resulta
especialmente conveniente cuando estamos ante series cortas como en el caso
de la economía—.
Un primer método entre los más utilizados es el de la descomposición en
componentes principales o descomposición de Karhunen-Loeve (véase
Fernández 140-144). Este método parte de una reconstrucción inicial del
espacio de fases con una dimensión de inmersión arbitrariamentegrande, incluso
mayor que la propuesta en el teorema de Takens. A partir de esa secuencia de
m-historias y~ construidas por el método de los retardos se forma la matriz
V=X’X ,,~ donde las filas de la matriz x ~ <,,, son los vectores de estado>’,
(P 1 Y-ni). El valor de los autovalores de la matriz y revelará el número de
grados de libertad del sistema y, por tanto, la dimensión de inmersión ni. Para
ello, hay que tener en cuenta que cada autovector asociado al correspondiente
autovalor de y indicará la intensidad del movimiento en cada dirección del
espacio de fasesreconstruido. El mayor autovalor indicará la dirección en laque
elespacio de inmersión muestrauna mayorvariación en los datos. Suponiendo
que la variación dominante en los datos se debe a la dinámica subyacente, se
trata de ir ordenando los autovalores de mayor a menor, y elegir como
dimensión aquel número para el cual los autovalores sobrepasan cierto umbral
inferior o minimo, indicador de que las variaciones o fluctuaciones en esas
direcciones pueden considerarse puramente aleatorias y no procedentes de la
propiadinámicadel sistema. Es decir, se utilizará comodimensión de inmersión
el número de autovalores grandes de V —por encima de lo considerado como
ruido—?
‘Este método tiene una serie de ventajas frente al que analizamos a continuación en el
texto, como la de reducir el efecto de mido, especialmente de ruido blanco, superpuesto auna
serie caótica. Sin embargo, presenta como principal inconveniente el hecho de que hay que
decidir de manera subjetiva el tamafio de los autovalores que se considere adecuado, y es
precisamente aquí donde este método suele fallar cuando se trata de distinguir entre series
caóticas y mido puramente aleatorio. Véase Kugiumtzis; Lillekjendlie y Christophersen
(1994, p.5).
ti
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Unsegundométodo para laelecciónde ladimensión de inmersión adecuada e
para la reconstrucción del espacio de fases es el denominado de los falsos
vecinos o punos falsamente proxunos en el espacio de inmersión (Kennnel.
Brown y Abarbanel. 1992). El principio en el que se fundamenta el método de
los falsos vecinos se puede explicar haciendo uso de la siguiente analogía
(Bucher, 1997, p.5). Cuando por las noches dirigimos la mirada hacia el cielo.
e.encontramos una gran cantidad de estrellas que parecen muy próximas a nuestra
vista, vecinas unas de las otras. Sin embargo, sabemos que la mayoría de esas
estrellas se encuentran muy alejadas las unas de las otras. De hecho, si
efuésemos capaces de captar la profundidad del espacio celeste, observaríamos
como efectivamente se encuentran separadas por muchos años luz. Es el efecto
de la proyección que realizamos del espacio tridimensional hacia el plano o
bidimensional, lo que nos hace ver a las estrellas como cercanas o próximas
aunque en realidad sean falsas vecinas. El método de los falsos vecinos
generaliza este hecho partiendo de dos ideas fundamentales, e-
En primer lugar, que en la órbita descrita por un sistema dinámico en el
espaciode fases D~dimensional, existirán puntos próximos como consecuencia —
de la propia dinámica del sistema. Es decir, que dos puntos en el espacio de
fasespueden encontrarse próximos —vecinos—, porque laórbita que describael
sistema haga que uno llegue cerca del otro al cabo de cierto tiempo. Sin
embargo, si la secuencia de estados que forma la órbita es realmente una
solución del sistema dinámico, sabemos que nunca se cortará o solapará en
ningún punto del espacio de fases, ya que. dicha intersección de la órbita
supondría que a partir de un mismo punto el sistema dinámico puede determinar
dos direcciones distintas de cambio, lo cual no es posible si las funciones
estmcturales del sistema están bien definidas -el teorema de la existencia y e.
unicidad garantiza que sólo aparecerán solaparnientos de la órbita cando nos
encontremos ante puntos fijos o ciclos límite—. Nos referiremos a estos puntos so
próximos por la dinámica del sistema como de verdaderos vecinos
En segundo lugar, que cuando tratamos de reconstruir el atractor a partir
de una serie temporal, tenemos que tener presente que dicha serie se ha
obtenido proyectando la órbita original del sistema en el espacio de fases Dd
dimensional en una señal observable unidimensional que tomará valores sobre ej
la recta real. Ello supondrá que en la señal escalar existirán puntos falsamente
próximos que se habránacercado no por lapropia dinámicadel sistema sino por
su proyección hacia el correspondiente escalar. a
Es decir, en general, cuando proyectamos una órbita D~dimensional
—solución del sistema— sobre el espacio unidimensional aparecerán —
solapamientos o puntos de corte en la órbita descrita porel escalar en el atractor
reconstruido, pero como consecuencia de la proyección y no de la dinámica del
sistema original. Estos puntos serán calificados como de falsos vecinos porque e-
la proximidad entre ellos tiene su origen en la proyección del espacio de fases
en otro de menor dimensionalidad, y no en una proximidad generada por la
e
evolución de laórbita del sistema dinámico. Además estos puntos dejarán de ser
e
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Figura 16.Proyecciones sobre la recta y falsa vecindad.
vecinos cuando se proyecten hacia espacios de mayor dimensión, es decir,
cuando se desplieguen hacia un espacio euclideo de mayor dimensión.
Así, la reconstrucción del atractor por el método de los retardos, según el
enfoque de los falsos vecinos, debe consistir, precisamente. en deshacer el
camino andado y desplegar la órbita descrita porla señal escalar hacia espacios
ni dimensionales —para lo cual se utilizan los retardos— de forma que se
deshagantodos aquellossolapamientos originados por laproyecciónoriginal del
vector de estados hacia el escalar. De esta forma, las ni-historias, Yr deben
construirseutilizando una dimensión de inmersión, ni, con la que seasegure que
se deshacentodos los errores cometidos en el orden secuencial de laórbita que
se originen como consecuencia de la proyección de la evolución original del
vector x, hacia el escalar h(x~) —falsos vecinos—. La dimensión de inmersión
óptima o adecuada será aquella mínima dimensión entera en la que la órbita
reconstruida no se solapa, es decir, para lacual se han eliminado todos los falsos
vecinos.
El método de los falsos vecinos trata, por tanto, de revelar, en primerlugar,
la existencia de falsos vecinos y, en segundo, encontrar la dimensión de
inmersión mínima para la cual se se obtiene el número necesario de
coordenadas paradesdoblar o desplegar la órbita observadacompletamente, de
forma unívocao sin solapamientos8.Para revelar y eliminarla falsavecindad de
las observaciones h(x~) se deberá ir aumentando de manera progresiva la
dimensión de inmersión y a la vez que se irá comprobando si los puntos
8 Nótese que a diferencia de la dimensión fractal y la dimensión dinámica del atractor
original, la dimensión de inmersión óptima dependerá de la serie temporal observada concreta
que se disponga.
Verdaderos Vecinos
Falsos Vecinos Falsos Vecinos
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cercanos en una determinada dimensión siguen siendo vecinosen dimensiones y
mayores. Si la proximidad ha sido generada por la dinámica del sistema
subyacente, entonces los puntos seguirán estando próximos en la nueva
dimensión. Si por el contrario los puntos dejan de ser vecinos cuando se
aumenta la dimensión, podremos asegurar que setrataba de puntos falsamente
vecinos —figura 16—2
e
Más concretamente, supongamos que tenemos reconstruido el atractor en
cierta dimensión d. Entonces dado un vector:
e
y r (y1 , >,+~ ‘ Yt-~ ‘ Yt+3T’’~’ Y,.(dI)T ) (14)
udenominaremos al vector d-dimensional más cercano a éste como~$ donde
la proximidad no se medirá en relación al tiempo sino por la distancia espacial
entre ambos puntos:
3, r (y, . ~ , Y,’.2~ .Yt-+3 ~I¼(dI)t ~z
y,? ,~xx , ~ ) (15) e
Cuando >‘,VA sea un verdadero vecino dey,, entonces lo será porcuestiones e
dinámicas, porque la órbita que describe el sistema en el espacio de fases ha
llevado a estos dos puntos a posiciones o localizaciones cercanas en el espacio
de fases (aunque no necesariamente deben ser puntos consecutivos en el e.
tiempo). Por el contrario,y,ÑN será un falso vecino si lo es por la proyección de
laórbita delsistema original desde ladimensión dinámica del sistema hacia una
sodimensión menor. Además, si y,NN fuese un falso vecino, entonces podríamos
deducir que la dimensión d no está desplegando totalmente al atractor —no se
están eliminando todos los solapamientos—, y que si se aumenta la dimensión de
einmersión dejará de ser vecino —por eso es falso vecino-.
Para establecer si los dos puntos próximos>’, ey,NA son verdaderos vecinos —
o no. deberemos comparar la distancia entre ellos en la dimensión d con la
distancia entre los mismos vectores en dimensión d+1. Es decir, necesitamos
saber cuando el vecino más cercano y,NN en una dimensión ci, está cerca o lejos e
cuando pasamos a la dimensión d+ 1.
La determinaciónprácticade ladimensión óptima, requiere de la utilización so
de algún criterio que permita aseverar si dos puntos próximos son vecinos
verdaderos o falsos, es decir, si siguen siendo vecinos en una mayor dimensión
de inmersión —verdaderos vecinos—, o si por el contrario dejan de serlo —falsos
vecinos—.
ej
Como decíamos, el teorema de Takens establece que si m>2D~., dicho despliege o
desdoblamiento queda garantizado, es decir, es suficiente para garantizar que no existe e
ningún solapamiento.
u.
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Teniendo en cuenta que el componente adicional en y, e >~,NN cuando
pasamos de la dimensión dala dimensión d+ 1 esy ‘dr eyj ‘drrespectivamente.
Abarbanel (1996. 40-43) propone reducir elproblema de ladetección de falsos
vecinos a lacomprobaciónde la distanciaadicional relativa entrelos dospuntos.
Es decir, usando la distancia entre los dos escalares Y, dr e Ytdr . De esta
forma, si la distancia adicional Lv>d. - /tdrl es grande. comparada con la
distancia en dimensión d entre los vecinos cercanos próximos y, e yj’.
tendremos dos falsos vecinos. Si, por el contrario, dicha distancia adicional no
es muy grande tendremos un auténtico vecino
En particular, si la distanciaeuclideaal cuadradoentrey~ ey7N en dimensión
des:
d
RJtV=E v,±<,,,1>~ — yAftjj2 (16)
m=1
y la distancia euclidea al cuadrado entre esos dos puntos en la dimensión d+ 1
es:
Rdí(t)2=Y V,<~-1>. — (17)
,n=I
entonces, dadas (16) y (17), la distancia relativa entre un punto y su vecino
cuando sepasa de ladimensión dala dimensión inmediatamente mayor d+ 1 se
podrá definir como:
Rd. ~(j)2 —RJ0
2 Y,+d. Y¡tdt~ Lt+d. ÑA
’
— ___________ — —Y,~d¶e- (18)
RJt)2 RJt)
Así, cuando esta cantidad (18) sea muy grande podremos concluir que los
puntos que eran próximos en dimensión d habrán dejado de ser próximos o
vecinosen la dimensión d+ 1, y que portanto, puedenconsiderarse como falsos
vecinos o falsos próximos en la dimensión cl. Abarbanel (1996, p.4 1) propone
utilizar como referencia el valor de 15, es decir, si la expresión (18) toma un
valor superior a 15, entonces los puntos considerados serán falsos vecinos en
la dimensión d.
Adicionalmente, Abarbanel (1996, p.42)propone añadirun segundo criterio
de valoración de la vecindad entre puntos cercanos en el que se tengaen cuenta
el valor de la distancia añadida cuando se aumenta la dimensión de inmersión
en relación al diámetro nominal de atractor. Con ello sepretende detectar a los
falsos vecinos incluso cuando el atractor se expande en su conjunto cuando
pasamos a dimensiónes de mayor orden. Este segundo criterio para identificar
a los falsos vecinos se puede concretar en que si la cantidad:
ti
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u
dr e
(19)
toma un valor por encima algún número de orden 2. entonces diremos que los o
puntos próximos en d son falsos vecinos. R4 es el radio nominal del atractor
definido como la raíz media cuadrática de todos los datos respecto a la media:
e
RqZ=It[vH
N,~í
iTtiÉy —
N
eSi consideramos ahora la órbita completa y teniendo en cuenta ambos
criterios, podemos ir observando como varía el número total de falsos vecinos
(o su porcentaje) a medida que se van considerando dimensiones de inmersión e
mayores. En principio, habrá que esperar que. a medida que se va aumentando
la dimensión del espacio reconstruido, el número de falsos vecinos vaya
disminuyendo —por el cada vez mayor despliegue de la señal—, Cuando se e
alcanza una dimensión de inmersión en la que ya no se observan más
despliegues de laórbita, es decir, en laque ya no es posible revelar la existencia
de más puntos falsamente vecinos, podremos asegurar que se ha eliminado —
cualquier solapamiento producido por la proyección del vector de variables de
estado en la señal escalar de la que parte el análisis, y que hemos reconstruido
la verdadera órbita del sistema subyacente. Habremos encontrado la ni para la u.
cual todos los puntos próximos en el atractor están próximos por la propia
dinámicadel sistema. Se ha alcanzado ladimensión óptima, y no será necesario
aumentar más la dimensión de inmersión, porque con ello no conseguiríamos —
añadir o mejorar la información sobre la dinámica del sistema original.
a
Esta técnica de los falsos vecinos,podría permitir distinguir cuando estamos
ante una señal de origen puramente aleatorio—o cuando la dinámicadel sistema
es explosiva—, ya que en estos casos nunca se anulará por completo el
e-
porcentaje de falsos vecinos. Recordemos que en los procesos estocástícos la
dimensión dinámica o grados de libertad activostiende a infinito —siemprellenan
todo el espacio de fases a medida que va aumentando la dimensión de
inmersión— por lo que nunca se podrá reconstruir ningunani-historia en la que
se refleje laverdadera dinámicadelsistema (Lorenz 206).En términos de falsos
vecinos la aleatoriedad se traduce en que nunca alcanzaremos una dimensión a
de inmersión que despliegue totelmente el atractor original
Por el contrario, si la dinámica del sistema subyacente converge a un
atractor —de dinámica simple o compleja—, se observará como el porcentajede
falsos vecinos irá disminuyendodesde valores cercanos al 100% en la dimensión
cero —toda la órbita proyectada en un único punto— hasta anularse —
completamente cuando la órbita reconstruida con la serie temporal se haya
conseguido desplegarcompletamente.
e
e
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Figura 17
En las figuras 17-19 mostramos el porcentaje de falsos vecinos queaparecen
en la reconstrucción del atractor por el método de los retardos a partirde una
selección de series temporales lO El método de los falsos vecinos tiene como
principal inconveniente su elevada arbitrariedad, ya que los valores sugeridos
por Abarbanel para especificar el umbral para los verdaderos vecinos está
basado en la experimentación sin ninguna demostración formal. Es más, la
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Figura 18
II) El algoritmo utilizado difiere del anterior en que el porcentaje de falsos vecinos se ha
calculado sobre el total de posibles vecinos y nó sólo sobre los vecinos más próximos. Con
ello, aunque el porcentaje puede variar respecto a otros métodos, la evolución que sigue el
total de falsos vecinos y su porcentaje es la misma.
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e
introducción del segundo criterio puede hacer que en la construcción de
atractores a partir de series perfectamente deterministas no se anule por
completo el porcentaje de falsos vecinos, Es por ello, que este segundo criterio e
ha sido ampliamentecriticado proponiéndose otros alternativosen los que, por
ejemplo, se tenga en cuenta en el propio umbral la dimension de inmersión que
se esté utilizando (Reiss. 3., 1999). A pesar de ello, nuestras propias u’
simulaciones parecen indicar que en cualquier caso el indicador de que se ha
alcanzado la dimensión de inmersión mínima óptima se refleja en la
a
estabilización del porcentaje de falsos vecinos —cuando se utiliza el segundo
criterio aunque no se anule el porcentaje de falsos vecinos sí se estabiliza
precisamente en la dimensión en laque se anulacunado este criterio no se tiene a
en consideración figura 17—. Además, el propio Abarbanel(l 996, pp.44-46)
realiza distintas simulaciones para comprobar la robustez de este método
cuando al serie está contaminada con ruido, concluyendo que es precisamente a
la estabilización en la caída del porcentaje de falsos vecinos lo que debe servir
de referencia para la elección de la dimensiónde inmersión óptima. Es por ello
que en nuestras aplicaciones prácticas, utilizaremos prioritariamente el primer
criterio —completándolo en su caso con el segundo y probando con distintos
umbrales— para detectar cuando se frena la caída en el porcentaje de falsos
vecinos. e-
Terminamos este apartado indicando que existe un tercer método para la
determinación de la dimensión óptima que utiliza la dimensión de correlación e
estimada para el atractor reconstruido por el método de los retardos. La
dimensión de correlación es una medida que aproxima la dimensión fractal del
atractor (véase el próximo apanado 5.6). Así, como la dimensión fractal del a
atractor permanece constante cuando éste ya ha sido totalmente desplegado
aunque se sigua aumentando la dimensión del espacio de inmersión ni, si
estimamos la dimensión de correlación para distintos valoresde ni. deberemos
e
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observar que a medida que el atractor reconstruido se va desplegando en
espacios de inmersión de mayor dimensión, su dimensión fractal también va
aumentando, y que a partir de un determinado in en el que el atractor ya se
encuentra totalmente desplegado. la dimensión de correlación estimada
permanecerá más o menos constante aunque se siga aumentando m. Esa
dimensión de inmersión para la cual el valor de la dimensión de correlación se
estabiliza corresponderá a la dimensión de inmersión óptima para la
reconstrucción del atractor. Sobre este método volveremos cuando hablemos
de cómo estimar la dimensión fractal del atractor. una de las conocidas como
medidas invariantes del caos.
5.4. Teoria ergádica y medidas invariantes del caos.
El atractorproporcionauna visión del comportamiento a largo píazo al que
converge un sistema dinannco. Sobre los conjuntos atractores pueden definirse
diversas medidas de probabilidad con las que construir momentos estadísticos
que sirvan para caracterizar a las distintas clases de posibles atractores
alcanzados por un sistema dinámico—puntos fijos, ciclos limite, toros cuasi-
periódicos y atractores extraños—. De esta forma, evaluando estas cantidades o
medidas estadísticas sobre los atractores reconstruidos a partir de una serie
temporal, se podrán inferir las propiedades del sistema dinámico de la que ésta
procede y, en particular, si seencuentra en régimen de comportamiento caótico
ono.
Estas medidas estadísticas se constituyen asi en las herramientas
fundamentales para la detección del caos a partir de una serie temporal. Para
que ello sea posible, sin embargo, será necesario que secumplan, como mínimo,
dos supuestos o hipótesis básicas de partida. En primer lugar, que las
propiedades del atractor correspondiente al sistema dinámico original del que
procede la serie temporal se mantengan o reproduzcan en el pseudo-atractor
reconstruido con los retardos de la serie. En los anteriores apanados se mostró
cómo el teorema de Takens garantiza que el atractor reconstruido por este
método conserva las propiedades esenciales de la dinámica subyacente —este
método supone que se ha transformado el sistema de escalas o coordenadas del
espacio de fases original—, con lo que el cumplimiento de este primer punto
queda garantizado siempre que se elija de manera adecuada la dimensión de
inmersión y se verifiquen otras condiciones, por otra parte, no demasiado
restrictivas —que el sistema dinámico subyacente se encuentre dentro del
atractor a la hora de la extracción de la señal y que las funciones estructurales
del sistema así como la función del observador sean suaves—.
Un segundo punto a considerar a la hora de realizar inferencia sobre las
propiedades del atractor, es que las medidas estadísticas que se utilicen no
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dependan de una manera crucial de la serie temporal concreta sobre las que se
aplique. esdecir, que los resultados del análisis no difieran en funciónde la sefial
utilizada, señal que se puede considerar como una realización concreta
—solución panicular— del sistema subyacente sobre el que se desea cuantificar e-
estadístícamente alguna de sus características o propiedades. Este segundo
punto queda garantizado cuando se utiliza la hipótesis de ergodicidad. tema
a
sobre el que nos detendremos, aunque sea brevemente, en el presente apartado.
Lateoría ergódica estudia las transformaciones que preservan lamedida del
e
espacio, en nuestro caso medidas invariantes del atractor descrito por un
sistema dinámico en el espacio de fases bajo la acción del tiempo11.
e-
Comencemos representando porf’ X-—>Xla acción de un sistema dinámico
definido en tiempo continuo (teiR) o en tiempo discreto (teN) cont=Oy tal que
f0=identidad yf ‘ ‘2r=f” of’2 (Ruelle 1992, p. 35). Podemos interpretar 1’
como el operador de evolución que transforma el vector de estados del sistema
x en otro vector del espacio de fases X y con el que. al ser aplicado de forma
recursiva, a partir de una condición inicial X(> se obtendrá una órbita o solución —
del sistema -en el caso discreto ésta estaría formada por {x(j, fi
0, fx<
Esta transformación fkX—>X —el sistema dinámico— se dice que es medible
si VAeM,ft4~{x:/*eA} eX. Con el objeto de caracterizar el comportamiento
del sistema dinámico en suevolución sobre el espacio de fases pueden definirse
distintas medidas de probabilidad ~ con soporte en Xcon las que cuantificar —
estadisticamente las distintas propiedades del sistema
12.
Una primera medida de probabilidad ji de este tipo seña aquella que
describa la frecuencia con la que las distintas partes del espacio de fasesXson
visitadas por la órbita descrita por el sistema dinámico. Esta medida de es
probabilidad puede definirse formalmente como una media temporal de las
deltas de Dirac en los puntos x~=rf’x
0 de la órbita (Eckmann y Ruelle 1985, p.
626)’~: u
1Sobre la teoria ergódicay su aplicación a la caracterización y detección del caos véase
Eckniann y Ruelle (1985, pp. 625-627); Ruelle (1992. p. 35-35); Bamett, Medio y Serletis
(1997, pp.25-28); y Oay (1994, 133-163).
a12 Recordemos que dadoXun conjunto de puntosx. un sistema Mdc subconjuntos deX
será una clasede Borel o completamente aditiva si:eo,XeM; A EM implica ACSM; y, UA,eM,
eA,eM. A, cA, =~s, ViJ, i#j. Entonces una medida de probabilidad ii(A), AcM, sobre un espacio
(X,M) con estructura de clase de Horel, será una flinción real completamente aditiva, no
negativa y normalizada, esto es: 4 UAIJ tE ii(A)). AcM ,A, t{e, V’ij, i*j; 4A)=O,VAcM a
gc’)=’o;y, gAl ri (Barnett, Medio y Serletis 1997, pp.25~28).
e
~La delta de Dirac, normalmente denotada por & es la medida de probabilidad que
asigna un 4 a todo subeonjunto A de Xque contenga a tui un punto dado x, y un valor cero a
e
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~ Tdt5 (21)
De forma alternativa, si quisiéramos medir alguna otra característica de la
órbita descrita por el sistema podríamos definir una función real continua
pX—>R que representase una medida de dicha característica en cadapunto del
espacio de fases,y de manera análoga a (1) se podría definir lamedia temporal
de dicha medida sobre la órbita, que constituiría una nueva medida de
probabilidad de la órbita:
u(9>VP2iLT9(í~o>dí (22)
Es decir, se pueden estudiar las propiedades estadísticas de las órbitas
generadas por un sistema dinámico a través de las medias en el tiempo del tipo
(1) o (2). Estas medidas ji serán invariantes ante la acción del sistema. esto es14:
(23)
Sin embargo, en general estas medias temporales dependerán de la órbita
particular sobre la que se evalúe, es decir, de la condición inicial x
1, de la que
parta el sistema dinámico. Ello ocurrirá siempre que el espacio Xque se dese
medir sea separable bajo la acción del sistema f’ —existirán al menos dos
subespacios A~ y Al de Xque serán invariantes respecto a la acción del sistema,
esto es, que ¡aplica los puntos de A’~ sólo a A’1 y los puntos de A’, sólo a otros
de Al,—. Para poder inferir cuales son las propiedadesde un sistema dinámico en
su evolución por el espacio de fases independientemente de la órbita que se
evalúe —independientemente de la condición inicial de la que parta la órbita--
será necesario utilizar medidas invariantes que satisfagan ciertos requerimientos
de no-separabilidad o ergodicidad. Así, una medida invariante de probabilidad
se dice ergódica o no-separable si no acepta una descomposición convexa no-
trivial:
con a!=O,l (=4)
donde ji1 y ji., son a su vez sendas medidas invariantes de probabilidad y ji~
La utilización de medidas ergódicas en el análisis estadístico de ladinámica
de un sistema asegurará que las propiedades inferidas no dependerán de la
todo subconjunto que no lo contenga, esto es 5~(A) 1 si xcA y S~(A)O si xcA.
14 Alternativamente se dice que una transformación f’S—’X preserva la medida i’ Si
VAcX, p(f’A}=p(A), y entonces se dice que ~‘ es invariante ante la transformaciónf.
5 Alternativamente se dice que un sistema dinámicofizK—~X que preserva la medida ii
es ergódico o no separable si f<A=A para algún AcX. Entonces se dice que la medida
Invariante it es ergódica. Nótese que para el conjunto invariante A, se tendrá que p(AYI o
p(A)#) (Harnett. Medio y Serletis 1997, pp.2
7-28).
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órbita o señal concreta utilizada. Además el teorema de Birkhoff-Kihnchin y
establece que, paracasi cualquier xcX16, existirán y se podrán definir medidas
ergódicas como las formuladas en (2) con q~X—~IR integrable (Bamett. Medio
y Serletis 1997. pp.27). Este teorema establece que dada una medida ergódica. *
siempre se podrán extraer propiedades geométricas del atractor utilizando
mediastemporales. Los atractoresextraños aceptan más de una de esas medidas
u,
ergódicas según se defina de una o otra forma lafunción 9sV—*ÚR. Nosotros nos
centraremos sólo en algunas de ellas —por ejemplo los exponentes de
Lyapunov—. Mtes de pasar a su estudio y aplicación en la detección del caos.
st
debemos apuntar que estas medidas de probabilidad, ademásde estar definidas
como medias temporales sobre laórbitadel sistema también puedenconstruirse
como medias espaciales, esdecir, si se defineuna función continua q’X—1R que e
represente alguna medida sobre alguna característica del sistema, entonces
puede construirse una media espacial de dicha medida 9(x) evaluada en el
espacio de fases multiplicando el valor de la medida 9(x) porla probabilidad de —
que el sistema visite alguna de sus partes AtzX:
fw(x?’dWx) (25) 5
El teorema ergódico establece que si el sistema 1 ½X—tYes ergódico —
—preserva la medida y es no-separable, j’(AY=A para algún AcÁ’— o
alternativamente, si la medida de probabilidad ji es ergódica, entonces las
medias (2) y(S) existenpara casi todo x
0. sonconstantes y coinciden (Eckmann u
y Ruelle. 1985, p.626):
1 st
~<P}?f9(X)d).t(X) Airntf0 %(ís0>d (26)
e
Conectando todo lo dicho hasta ahora, tendremos que si un conjunto
compacto A es invariante bajo la acción del sistema fkx-—*X —f’(A>=A—
entonces existe una medida ji invariantebajo]’ con soporte contenido enA, que e
se podrá elegir de forma que sea además ergódica. Los atractores extraños
constituyen conjuntos invariantes bajo la acción del sistema y por tanto
aceptarán algunamedida ergódica —mvanante---con la que caracterizarlos.Estas st
cantidades estadísticas o medidas invariantes características de los sistemas
dinámicos determinista podrán serutilizadas, portanto, en la detección del caos
cuando se estiman o evalúan sobre e] atractor reconstruido a partir de una sene a
temporal.
Como decíamos al principio, nosotros estamos interesados en algunas de
esas medidas ergódicas con las que se puede revelar la naturaleza del sistema
dinámico desconocido generador de la serie temporal observada.
Concretamente nos interesaremos por dos medidas invariantes con las que se —
puede caracterizar perfectamentea los atractores extraños. La primera de ellas
a
16 Excepto para los puntos a los cuales la medida it asigna un valor cero.
e
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es la dimensión fractal, que como ya se vio en el capítulo 3, hace referencia a
la forma en la que el atractor llena u ocupa el espacio de fases. La segunda es
el espectro de exponentes de Lyapunov que nos indican como dos órbitas
arbitrariamente próximas se alejan o acercan en cadadirección del espacio de
fasesbajo la acción delsistema dmnamico.esto es,nos indican laestabilidad local
de las soluciones dentro del atractor.
El hecho de que estas dos medidas sean ergódicas implica que son
independientes de la condición inicial de la órbita y delsistema de coordenadas
desde el que se observe el atractor (en realidad son invariantes ante otros
cambios pero estos son los que nos interesan), de formaque podremos evaluar
esta dos medidas en el espacio de fases reconstruido a partir de una serie
temporal concreta, permitiéndonos así detectar, posibles comportamientos de
dinámica compleja en el sistema desconocido generador de la serie. Como se
recordará, los atractores extraños o caóticos son objetos fractales —figuras
geométricas cuya dimensión fractal o de Hausdorffes estrictamente superior a
su dimensión topológica—, por lo tanto, si en la estimación de la dimensión
fractal del atractor se obtiene un valor no entero, podremos asegurar que el
sistema dinámico es caótico. Por otra parte. siempre que el sistema sea
disipativo —y por tanto esté garantizada su convergencia a un atractor—, la
presencia de algún exponente de Lyapunov positivo será indicativo de que se
encuentra en régimen de comportamiento caótico. Cuando la definición de los
comportamientos caóticos se apoyan estas y otras medidas invariantes del caos
—la dimensión fractal, entropía de Kolmogorov , los exponentes de Lyaptmov.
— y por tanto, en la teoría ergódica, suele hablarse de caos ergódico, en
analogía al caos topológico definido en el capítulo 2.
5.5. La estimación del espectro de exponentes de Lyapunov
Unaprimera medida invariante del caos es la constituida por el espectro de
exponentes de Lyapunov17. Estos exponentes miden la estabilidad o
inestabilidad del comportamiento de los sistemas dinámicos cuando éstos se
encuentran en su atractor, esto es, miden la tasa media de convergencia o
divergencia en el tiempo de dos órbitas con estados iniciales arbitrariamente
próximos en el espacio de fases. Los exponentesde Lyapunovpueden utilizarse,
por tanto, para cuantificar el grado de dependencia sensitiva respecto a las
condiciones iniciales de las órbitas descritas por el sistema en su equilibrio
dinámico, que como se recordará, constituye la principal propiedad que
7Estos exponentes de Lyapunov hieros introducidos ya en el apartado 3.1, por lo que nos
remitimos a lo allí expuesto centrándonos ahora en los métodos de estimación de los
exponentes a partir de una serie temporal observada.
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Figura 20
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distingue a los sistemas dinámicos con comportamiento caótico acotado.
Formalmente, los exponentes de Lyapunov de un sistema dinámico con n
variables de estado se definen formalmente como (apartardo 3.1): a
X~x0)rlim iIn{IDf’Nxj= (27> a
—1 ~ VAfr)tO, ¡rl n
siendo A,(x1), 1W n;jW T los autovalores de la matriz jacobiana del st
sistema dinámico n-dimensional evaluada aJo largo de la trayectoria {x,. x2.
XT}. A la vista de la expresión (27) resulta fácil comprobar que los exponentes
stde Lyapunov constituyen una medida definida como una media temporal del
tipo (22) en la que la función ip(x)s1A,(x~)I que por el teorema regódico
multiplicativo de Oseledec existirá y seráconstante para casi todo x0 (Eckmann
y Ruelle, 1985, pp. 629-63O)~~.
Con esta medida invariante se pretende medir la tasa de expansión o e-
contracción del espacio de fases bajola accióndel sistemadinámico en cada una
e
IS De hecho aplicando el teorema ergódico es posible calcular el exponente de Lyapunov
haciendo uso de su expresión para la media espacial alternativa. Así por ejemplo para la
aplicación logística x,.rrr,O~x) se tendría que: e
siendo dp(xy-jgx)dx la función de densidad asociada a lamedida invariante ~x) 1 /Qr (x (1- u,
x))~) (Brock, ¡986, p.l 72). Sustituyendo ahora para r~-4 se tendria que
Xrfílnf’(x)Idgx)zf’ ~ dv=1n2
4
‘4
st
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de las ti direcciones. De una forma intuitiva el significado de los exponentes es
el siguiente (Lorenz, 1993, pp.21 3-214).Considerese un sistema dinámico
bidimensional. es decir con dos variables de estado cuya evolución temporal.
gobernada porel sistema, se representará en un espacio de fases de dimensión
dos. Tomemos un conjunto de puntos iniciales localizados dentro de un circulo
de radio r
0. Si el sistema es disipativo proyectará. en una primera iteración, los
puntos iniciales del círculo sobre otro objeto cuyo área sea menor y.
posiblemnte, con una figura diferente a la de una circunferencia. Supongamos
que la nueva figura es de tipo elipsoide, esto es. que el sistema aplica el circulo
sobre otra área contraída en una dirección y expandida en otra —figura 20—.
Podemos denominar el radio mayory menor del elipse porr, y r, Estos nuevos
radios serán proporcionales al radio inicial r0 de forma que podemos definir el
tamaño relativo de cada uno de ellos por prrlr0. ¡=1,2. Después de T
iteraciones,el elipsoide resultante de la acción del sistema tendráporradios los
valores r = p,’r0, ¡=1,2(crecimietno o decrecimiento exponencial), que en
forma logarítmica se puede escribir como:
1111 •¡~2
u¡—rn (28)
—— ,
T r0
y en el limite:
Sn fi ¡=1,2 (29)
— In
T-~ T r0
que serán los exponentes de Lyapunov. esto es, una media temporal de la tasa
de crecimiento o decrecimeitno del area en cada una de las dos direcciones del
espacio de fases. En general, existirán tantos exponentes como grados de
libertad o dimensión euclidea tenga el espacio de fases, denominándose al
conjunto de esponentes como el espectro de Lyapunov del sistema dinamico.
El signo del exponente determina la contracción (negativo), o expansión
(positivo) del sistema en el espacio de fases. Cada exponente muestra las
propiedadesde divergenciaen una direccióny la suma de todos los exponentes
puede interpretarse de la siguiente forma (Wolf et al. 1985, 286). Suponiendo
que estamos ante un sistema con n grados de libertad, y estando los n
exponentesordenados de mayor a menor,elprimero mide el grado de extensión
del elipsoide en la primera dirección, es decir, la extensión lineal del elipse
crecerá exponencialmente alatasadadaporX1 ~~rtr<>e<xí)¡; la suma de los dos
primeros exponentes (?~1+k) mide la extensión en el area definida por los dos
primeros ejes principales—el áreaa crece exponencialmente, ja0 e<Xí*~>í ; la
suma de los tres primeros (¾+k+k)el grado de extensión del volumen definido
por los tres primeros ejes principales; y así sucesivamente. Ahora bien, si
estamos ante sistemas disipativos, por definición, el hiper-volumen de su
espacio de fases debe contraerse bajo la acción del sistema, y la suma de todos
sus exponentes debe ser por tanto negativa. Visto de toro modo, la expansión
del espacio de fases, en caso de que ello ocurra, no puede darse en todas las
direcciones, ya que ello impedida que la órbita descrita por el sistema
permaneciese en la región acotada del espacio de fases que define al atractor.
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Se sigue, por tanto, que además de un estiramiento y una contracción el sistema
debe retorcer o plegar el espacio de fases para que la órbita pennanezca en el
atractor. Esto es lo que se conoce como la transformación de/panadero que
constituye un escenario prototipo para la aparición del caos: estirar y doblar, e-
Por una parte, el espacio de fases es sometido a un estiramiento, que provoca
que puntos inicialemente próximos se vean aplicados a otros separados. y por
e
otra, el doblado del espacio estirado inicialmente. que determina la mezcla de
los mismos. Ambas operaciones, que la transformación del correspondiente
sistema dinámico realiza de forma conjunta. determinan la sensibilidad a las
e
condiciones iniciales, el que los puntos periódicos sean densos y la propiedad
de mezcla, esto es, que el sistema sea caótico (Martín. Morán y Reyes. 1995.
pp.226-2128). Así, en sistemas disipativos —que siempre contraen el área y, por
tanto, siempre quedan atrapados en algún atractor—, la presencia de un
exponente de Lyapunov positivo (estiramiento del espacio de fases) garantiza
que el sistema se encuentra en régimen de comportamiento caótico, e
Laestimacióndel espectrode exponentes de Lyapunovpuede utilizarse, por
tanto, como un método suficiente para detectar la posible existencia de a
comportamiento caótico en un sistema dinámico (cuando alguno de ellos resulte
positivo). Cuando el sistema es conocido, entonces aplicando directamente la
definición (27) —o algunaaproximación— sepodrá estimar el espectro completo a
de Lyapunov. Por el contrario, cuando sólo se dispone de una seña] escalar y
se desconoce cual es la estructura del sistema del que procede. será necesario
autilizar algún método o algoritmo con el que poder estimarlo. Existen en
principio dos tipos de métodos para la estimación de los exponentes de
Lyapunov a partir de una serie temporal, los métodos directos y los métodos
indirectos o de estimación.
st
Estimación directa del máximo exponente de Lyapunov: El
método de Walt et al. (1985)
u
Los denominados métodos directos para la estimaciónde los exponentesde
Lyapunov tratan de calcular directamente, a partir de la reconstrucción del
atractor porel método de los retardos, la divergencia que se produce entre dos
puntos inicialmente próximos en el espacio de fases a medida que transcurre el
tiempo.
st
Unode los métodosdirectos más ampliamente utilizadoses el propuesto por
Wolf, Swift, Swinney y Vastano( 1985), con el cual esposible estimar el máximo
exponente del espectro de Lyapunov —o exponente dominante— de un sistema —
ti-dimensional del que sólo se conoce una señal o serie temporal. El método de
Wolf se basa en la interpretación dada anteriormente sobre los exponentes,
e
según la cual, éstos pueden calcularse a partir de la evolución en el espacío de
fases de una hiper-esfera inicial de estados. Cada exponente medirá la lasa
media geométrica de crecimiento a largo plazo de cada uno de los ejes
principales de la esfera (29), siendo el exponente dominante el que mide la lasa
a
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máxima de expansión del espacio de fases en una dirección. Cuando este
exponente sea positivo, el sistema presentará dependencia sensitiva respecto a
las condiciones iniciales y recordemos que para sistemas disipativos ésta será
una señal suficiente que garantiza que el sistema se encuentra en régimen de
comportamiento caótico —caos en sentido de Ruelle—.’9
Como se desconoce el modelo estructural que gobierna la evolución de la
esfera en el espacio de fases, habrá que trabajar sobre el atractor reconstruido
—que tendráel mismo espectro de exponentes que el atractor original—, lo que
implicará que, en general, no será posible analizar como evoluciona toda la
esfera. Así el método se limita alanálisis de laevolución de los ejesprincipales.
utilizando además el supuesto inicial de que existe al menos un exponente de
Lyapunov positivo, y que si dicha esfera tiene un radio infinitesimalmente
pequeño, entonces la divergenciainicial en la esfera deberecoger básicamente
la dirección que crece más rápidamente, que será, precisamente, la del
exponente dominante que sepretende estimar. La determinacióndel exponente
máximo se calculará entonces como la tasa media de crecimiento de algún
vector de pequeña longitud que represente el eje principal de la esfera. Esta
media se calada según (29) a partir de expansión de la longitud del vector
medida cada cierto intervalo de tiempo ¿It—denominado periodode evolución—
a lo largo de toda la órbita reconstruida en el espacio de fase que se utiliza
como órbita de referencia. En cada paso y tras medir la expansión
experimentada en la longitud del vector, éste deberá renonnalizarse de forma
que manteniendose sudirecciónrespecto a laórbita de referencia, su la longitud
sea lo suficientemente pequeña como para que en la siguiente iteración su
expansiónvuelvaarecoger exclusivamente el efecto del exponente dominante.
En la práctica, esta renormalización supondráreemplazar dicho vector en cada
iteración por otro de menor longitud —vector de reemplazamiento— pero que
mantenga la misma dirección, o en su defecto, cuyaseparación angularrespecto
al anterior vector iterado sea mínima.
Podemos resumir el mótodo de Wolfdela siguiente manera. El primerpaso
consiste en reconstruir el atractor por el método de los retardos a partir de la
serie temporal de tamaño T. De esta forma seobtendráuna secuencia de estados
Yo~ Y¡,”Yr-m en el espacio de fases ni-dimensional. Seguidamente hay que
determinarun vectorinicial, lo más pequeño posible,cuyaevolución deberemos
ir analizando. Para ello será necesario elegir dos puntos del espacio de fases
reconstruido —uno de ellos el estado inicial y
0 y otro que denominaremos X~—
que estén espacialmente próximos pero lo suficientemente alejados
temporalmente como para que puedan considerarse los estados iniciales de dos
órbitas distintas —los autores recomiendan que esos dos puntos se encuentren
separados en el tiempo por una distnacia temporal superior al periodo medio
9Adicionalmente como la dependenciasensitiva respecto a las condiciones inicialesestá
relacionada con la falta de predicción más allá del corto píazo, el exponente de lyapunov
dominante también sirve para determinar el horizonte de previsión para el cual nuestras
previsiones pueden considerarse válidas o ajustadas.
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orbital. La distancia entre estos dos puntos L(t9, deberá ser lo suficientemente
pequeña como para que su expansión refleje el efecto del exponente de
Lyapunov dominante. A partir de aquí, se trata de ir reconiendo la órbita Yo’ O
y,,..yJ4fl analizando como se expande el vector definido entre cada uno de esos
puntos y los correspondientes x<,, x1,.s~,. Así, en una primera iteración la
longitud inicial del vector L(t) habrá evolucionado, tras un periodo de tiempo st
—periodo de evolución—hastauna nueva longitud L ‘(4). La eleccióndelperiodo
de evolución dr~rt ,~t0 debe hacerse considerando que éste sea lo suficientemente
epequeño como para que en la expansiónde la longitud del vectorsólo se refleje
la estructura del atractor a pequeña escala, es decir, para que sólo se revele el
efecto del exponente de Lyapunov dominante. Si el periodo de evolución es
e
demasiado grande o demasiado pequeñopodremos estar sesgando laestimación
del exponente de Lyapunov
20. La elección del periodo de evolución es, por su a,
arbitrariedad y por sus efectos significativos sobre los resultados finales de la
estimación, uno de los elementos más criticados de este algoritmo —una
recomendación generalizada, aunque sin fundamentación teórica, para la e-
elección del periodo de evolución es que éste sea dos o tres veces inferior al
periodo medio de la órbita reconstruida (Peters, 1991)—.
e
Antes de continuar con el análisis será necesario considerar si la longitud
actual L ‘(t) es demasiado grande como para que en la próxima medición
e
20 Si es demasiado grande, y considerando que la evolución de Ja órbita se encuentra m
acotada, tas trayectorias que definen el vector de referencia hayan pasados por un pliegue de
la región del atractor, con lo que se estará subestimando el exponente. Si es demasiado
pequeño, puede que no hayapasado el tiempo necesario para que la expansión de la órbita se
refleje de manera significativa en la nueva longitud del vector, con [oque de nuevo estaremos —
sesgando a la baja la estimación del exponente.
L(t~)
Figura 21
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Figura 22. Estimación del exponente de Lyapunov de la aplicación logística x,, ,=4x/I-x,) por el método
de Wolf (base Iog,, periodo de evolución= 1. scalmin0.0 1. sclamaxO. 1, m 1, t’1. N2000). El exponente
converge al verdadero valor X#n2 (X~1 en base log2)
podamos asegurar que se sigue recogiendo exclusivamente el efecto del
exponente dominante. Si se considera que ésta es excesiva será necesario
renormalizar el vectorsustituyendolo porotro que mantenga lamisma dirección
pero cuya longitud sea de nuevo suficientemente pequeña —se debe sustituir el
punto x1 por otro de los disponibles en el atractor reconstruido-. En general, y
debidoa que en la práctica se trabajacon muestras finitas de datos, no se podrá
hacer una sustitución perfecta, es decir, que mantenga exactamente la misma
dirección. Así, entre los puntos cercanos a la órbita de referenciay1, deberá
elegirse aquél cuya separación angular respecto al vector original iterado sea
menor. Dos son por tanto los criterios que deben considerarse a la hora de
realizar la renormalización, que la distancia del nuevo vector no sea demasiado
grande y que se mantenga, lo mejor posible, la orientación del vector que se
pretende sustituir figura 21.
Este proceso de medición de la longitud del vectorL ‘y renormalización, en
caso de que ello sea necesario, cada ¿It instantes instantes de tiempo —periodo
de evolución—, se repite hasta que la órbita de referenciayO,yd~,y2d,, ~ ha
atravesado toda la muestra de datos. Entonces puede calcularse la tasa media
de expansión de la longitud del vector, que será la estimacióndel exponente de
Lyapunov dominante:
1 Eln~k~ (30)
tMtok4 L(tkl)
donde Mes elnúmero total de pasos, con posible renonnalización, que coincide
con T/dt si el periodo de evolución dt=tk1-tk es fijo.
1 98
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Figura 23 Estimación del exponente de Lyapunov del atractor de Henon (modelo 3.19, h=O.3, a=l.4) por e-
el método de Wolf (periodo de evolución 1. scalminO.0035, sclamaxO.3, m2, r1. N2000). El
exponente converge al verdadero valor X—O.6 en base log,)
En condiciones ideales, con muestras inifinitasy libres de cualquier tipo de •1
perturbación aleatoria, el algoritmo de Wolf converge asintóticamente al
verdadero exponente dominante del sistema dinámico desconocido generador
de la serie (Brock, 1986, p.l 79). Nótese que entonces, como la presencia de a
algún exponente positivo implica que la solución es localmente inestable, es
decir, se comporta de manera caótica—siempre que laevolución del sistema esté
acotadacomo en el caso de los sistemas disipativos—, la estimacióndel máximo st
exponente de Lyapunov por este método puede utilizarse para detección del
caos sin necesidad de estimar el espectro completo de Lyapunov. A modo
ilustrativo presentamos en las figuras 22 a25 el exponente dominanteestimado a
con series temporalesobtenidas a partir de modelos conocidos. En todos estos
casos se observa que el exponente estimado converge a su verdadero valor.
st
Por otra parte, cuando sólo se disponen de sedes cortas y contaminadas por
algún tipo de ruido puramente aleatorio —por ejemplo, porla adición de errores a,
de medida—, entonces los resultados del método deben tomarse con cierta
cautela. La presencia de mido en la series es la principal limitación a la que se
enfrenta este método ya que éste sesgaal alza la estimación del exponente. Esta a,
sobre estimación del verdadero valor del exponente se debe a que en general,
la expansión de la distancia del vector se verá incrementada porel efecto de la
perturbación aleatoria y debido a que el método de WoIf parte del supuesto de a,
que existe un exponente positivo, entonces los efectos de la perturbación se
atribuirán al exponente dominante. Como resultado se obtendrán exponentes
positivos incluso en sistemas de dinámica simple siempre que las series se —
encuentren perturbadas por ruidos puramente aleatorios. A modo ilustrativo
mostramos en la figura 26 el exponente estimado para un proceso puramente
estocástico que de forma errónea resulta ser positivo. e-
e,
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Figura 24, Estimación del exponente de Lvapunov del atractor extraño de Loreuz (modelo 3.17. a= lO.
h=8/3. r=28) por el método de Wolf (periodo de evolución= 1. scalmin=O.00035. sclamax3.5. nr3. rl.
N4000. periodo de muestreo A11). El exponente converge al verdadero valor X=J.3 en base log~
Como conclusión insistimos en que el método directo de Wolf para la
estimación del exponente dominante cuando se utilizan series cortas y
contaminadas por mido presenta fuertes limitaciones en su capacidad para
estimar el verdadero exponente de Lyapunov. Precisamente con el propósito de
superar estas limitaciones, se han propuesto otros métodos alternativos,
indirectos o de estimación, para el cálculo de los exponentes de Lyapunov a
partir de una serie temporal.
0.35
0.28
0.17
0,06
0
2
Figura 25.Estimación del exponente de Lyapunov del atractor extraño de Róssler (modelo 3.18, a=0.2.
b=’O.2. c5.7) por el método de Wolf (periodo de evolución= 1, scalndn=O.0002, sclamax=2.05, m3, rl.
N”4000. periodo de muestreo Ai= 1). El exponente converge al verdadero valor X=O. 09 en base log2
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Figura 26. Exponente de Lvapunov positivo estimado parn un proceso estocástico del tipo camino aleatorio
gausiano por el método de Wolf.
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Estimación indirecta del espectro de exponentes de Lyapunov: La
estimación por redes neuronales e-
Un segundo método para el cálculo del espectro de exponentes de
st
Lyapunov es el denominado indirecto, o de estimación o métodos del Jacobiano
(McCaffrey et al. 1992, p.685). Este método indirecto se diferencia del anterior
por que trata de estimar el espectro de exponentes de Lyapunov no observando e,
directamente la tasa de crecimiento de la divergencia entre dos órbitas vecinas
como en el método de Wolf, sino estimando dicha tasa de crecimiento de
manera indirecta a partir de lapropia definición de los exponente de Lyapunov: a
—l.Sín¿vxíl?.(x
0)=lim 1 ¡1r’j\Xj¡ , ¡=1 n (3]) e
T-’-~ 0’
Más concretamente, estos métodos tratan de estimar lamatriz Jacobiana del
sistema subyacente que genera la serie Df y entonces aplicar directamente la
definición (31> para calcular el espectro de exponentes de Lyapunov. Las
distintas aportaciones que componen este método difieren en el algoritmo
utilizado para la estimación del Jacobiano. Así, Eckman y Ruelle (1985, Pp. e
651-652) —quienes inicialmente proponen este método indirecto— utilizan
aproximaciones locales lineales del sistema dinámico para estimar la matriz
ajacobiana por mínimos cuadrados ordinarios (Eckman et al. 1986 y Sano y
Sawada, 1985)). Con estas estimaciones lineales del sistema dinámico
subyacente se obtienen exponentes de Lyapunov de que convergen a los
a
verdaderos valores cuando se utilizan series largas y limpias de ruido, sin
‘a
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embargo, los exponentes de Lyapunov estimados serán muy sensibles a la
presencia de ruido puramente aleatorio. Es por ello que estas aportaciones
iniciales se han extendido en otras que tratan de estimar el sistema dinámico
subyacente sin imponer la restricción de linealidad ¡ocal, es decir, estimando o
ajustando el sistema dinámicono-lineal que mejor represente ladinámica global
descrita por la órbita reconstruida por el método de los retardos.
En general, el enfoque que siguen estos modelos de estimación no-lineal
puede resumirse de la siguiente fomn (Gencay y Dechert, 1992). A partir de una
serie temporal {yj (tcl N) se construye el siguiente sistema dinámico:
Y! = FZ~~) (32)
donde ely, es el vector m-dimensional construido a partir
serie temporal. El sistema (32) puede escribirse en forma
Y!
Y1 -r
-Vr
de los retardos de la
matncial como:
—mr)
y -t
Yt-<m-j>r
(33)
donde ni es la dimensión de inmersión y t es el retardo de reconstruccion.
Gencay y Dechert(1992, p. 145) demostraron que el sistema (33) es
topológicamente equivalente al verdadero —y desconocido— sistema dinámico
generador de la serie temporal para ni suficientemente elevado, y por tanto,
puede utilizarse para calcular la matriz jacobiana2’ con la que estimar elexpectro de exponentes de Lyapunov del sistema dinámico generador de la serie
según (31).
Obsérvese que el problema de la estimación del espectro de exponentes de
Lyapunov se reduce a la estimación del sistema dinámico (33) que gobierna la
evolución de la órbita en el espacio de fases m-dimensional, es decir, se reduce
a la estimación de la fUnción no-lineal desconocida/O.
21 La matriz jacobiana del sistema (33) será
.1
o
DF= o
O
it
lo
o’
/ni-ls
o
O
00... 1
con f=—’——. Él. z. 2z. ir. ..., (m-1)z.
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u’
Entre estas aportaciones de estimación no-lineal, nos referiremos a las que
utilizan modelos estadísticos de redes neuronales ya que éstos se caracterizan
por su alta capacidad para captar cualquier estructura no-lineal desconocida
presente en la serie temporal (Gencay y Dechert, 1992 y 1993, McCaffrey et al
1992 y Nychka et al. 1992) 22 En panicular, estos métodos tratan de encontrar
la red neuronal artificial que mejor ajusta la función:
e-
e
donde {ej es un porceso estocástico de variables aleatoriasindependientes con
media cero y varianza constante. A continuación repasamos, sin ánimo de
exhaustividad,los elementos esenciales de estos modelos de redes neuronales23 e-
Los modelos de redes neuronales artificiales se basan en los estudios
iniciales sobre la naturaleza y el funcionamiento del celebro humano, y en a
particular, del proceso de aprendizaje cognitivo que se desarrolla a través de
la interacción de las distintas redes neuronales del celebro. La principal
carácteristica de los modelos estadísticos de redes neuronales artificiales es a
precisamente la de imitar a esos modelos de redes biológicas, incluyendo
procesos de aprendizaje modelizados a través de algún procedimiento de tipo
recursivo. Así, podríamos decir que los modelos de redes neuronales artificiales
son, en realidad, algoritmos o técnicas de ajuste estadistico que, imitando el
comportamiento de las neuronas biológicas, analizan las series temporales en
busca de las regularidades o estructuras ocultas en la evolución de la serie. Una o
de las principales ventajas de estos modelos es que pueden alcanzar sus
objetivos sin necesidad de imponer ningún supuestos a priori sobre el modelo
estructural de comportamiento de los datos analizados. Es decir, son modelos a,
flexibles y generales capaces de captar y aproximar cualquier tipo de estructura
no-lineal que, aunque sea desconocida a priori, se encuentra presente en una
a-
serie. El único supuesto del que parten estos modelos es, precisamente, que
existe dicha estructura, siendo entonces el objetivo de la red neuronal artificial
el de descubrirla,
Los elementos básicos de los modelos de redes neuronales son tres: los
nados o unidades básicas de la red capaces de recibir y procesar información; U.
las agrupaciones o filas de nodosdenominadas capas o niveles; y las conexiones
entre los distintos nodos que representan los canales disponibles para la
transmisión de información entre las unidades. Cada una de estas conexiones a
estará caracterizada por una ponderación que mide la importancia o la calidad
de cada una de estas conexiones, es decir, que determinan el caudal de
información que puede fluir por cada uno de los conductos conectores de los
nodos.
a
22 Para otros métodos dc estimación no-lineal véase McCaffrev ct. al (1992).
a’
23 Seguimos básicamente a Alonso (1999) , Jungeilges <1996) y Kuany Liu (1995).
e
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Figura 27. Red neuronal Artificial del tipo Feedforward con tres nodos en la capa input una única capa
oculta con dos nodos y un nodo en la capa output
Una red neuronal artificial consta de tres capas de nados entre los que fluye
información: una capa input, una capa oculta y una capa output’4. Cuando la
información fluye desde los nados inputs a los ocultos y posteriormente a los
nodos outputs la red se denomina deltipo feed/orwarcf Cuando la información
revierte desde los nodos output a los input entonces la red se dice recurrente.
Las aplicaciones que utilizaremos para estimar los exponentes de Lyapunov son
del tipo feedforward por lo que nos limitaremos aquí a exponer los elementos
esenciales de estas 25 En estas redes la capa input se limita a recibir e introducir
en la red la información, la capa oculta transforma, a través del uso de
funciones no-lineales, la información o las señales recibidas desde la capa mnput
en otras señales, que a su vez son recibidas por la capa output donde se genera
la señal final que sale de la serie —figura 27—.
En general, una red neruronal feedforward tendráp nados input, k nados
ocultos y q nados output, denominándose la señal proporcionada por cada uno
de ellos como x, (¡=1,...,p), h~ (¡=1 k) ey~ (s=l q) respectivamente. El
proceso de transformación de la información de entrada hasta la señal de salida
de la red se puede resu ir de la siguiente forma. En una primera fase, cadanodo
oculto recibe una señal de cada uno de los nados de la capa input modificada
por alguna ponderación asociada a la claidad de cada uno de los canales de
24 En realidad, en una red neurona] artificial pueden a parecer más de una capa oculta.
Sin embargo, en la práctica, la mayoria de modelos se limitan a una única capa oculta de
nodos. ya que si en esta hay un número suficientemente elevado de aedos, la capacidad de la
red para detectar y aproximar cualquier función arbitraria esequivalente a la de otra red can
más de una capa oculta (Manso, 1999, p. 344).
25 Para una introducción a las redes neuronales recurrentes véase Jungeilges (1996) y
Kuan y Lin (1995).
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transmision. Asi, si denominamos w,, a la ponderación asociada a la conexion y
entre el nodo input ¡ y el nodo oculto j, la señal generada por cada nodo oculto
j puede representarse como:
u’
h<ÁW,.-É w,1xj) , j=1,..k (35)
—
donde FQ) es una fUnción no-lineal denominada de activación que transforma
la suma ponderada de las señales recibidas por cada nodo oculto desde los p e-
nodos input. Es precisamente esta transformación no-lina] realizada en la capa
oculta la que permite a la red detectar camportamintos no-lineales. En la
e-,
práctica, esta fUnción no-lineal puede elegirse de manera bastante arbitraria con
la única lomitación de que estén acotadas (Kuan y Liu, 1995, p 349), siendo
habitual el uso de fUnciones de tipo sigmoide como la logística: e,,
4Y() (36)
1 --~ -«~ a
donde a es el factor de ganancia que determina la rapidez con la que la fUnción
alcanza sus valores límite. A su vez cada una de las q unidades de la capa output e
transforma las señales panderadas por un factor fil, procedentes de los k nadas
ocultos, generando una señal de salida de la red de la forma:
YÉT(13s+Zf3rhi) s=1,..q (37) —
donde la fUnción ti.¡Q) es de nueva una fUnción de activación que transforma la
einformación recibida par el nodo de salida.
Un modelo de redes neuronales será entonces un modelo estadística
a’formado por distintas capas de nadas conexionadas a través de las relaciones
(35) a (37) capaces de aprender las reglas o estructuras subyacentes en una sene
de datos observados. La utilización de una red neuronal artificial en el proceso u
de ajuste o aproximación de un sistema arbitrario desconocido del tipo:
x~) —
x~) (38)
Yq =fq(Xj ,x2, . - .<~,) —
consiste en tratar a las variables dependientes xi (i1, ...p) como las señales
procedentes de la capa input de la red, y las variables ys (s=l,...p) como las e
señales de salida de las q unidades de la capa output, y entonces tratar de
estimar o encontrar cual es el conjunto de ponderaciones y número de nados de
la capa oculta necesarios para que las señales de la capa autput de la red sean u’
e
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lo más ajustadas o parecidas posible a los verdaderos valores de las variables
dependientes del sistema (38). Es decir, se trata de encontrar cual es la red
neurona] artificial con la que se obtiene la mejor aproximación posible al sistema
(38) desconocido. Esta aproximación se realiza en la fase de construcción de la
red neuronaldenominada de entrenamiento, caracterizada por algún proceso en
el que de forma secuencial y repetitiva la red es capaz de descubrir o aprender
las estructuras ocultas presentes en los datos. En esta fase de entrenamiento o
aprendizaje el error cometido por la red a la hora de ajustar el sistema
desconocido (38) fluye hacia atrás desde la capa output hacia la capa input
modificando las ponderaciones iniciales de manera iterativa hasta que sealcanza
un ajuste adecuado según algún criterio de validación —algoritmo de
retropropagación de errores—.
En el caso que nos ocupa, recordemos que estamos interesadas en la
estimación de las exponentes de Lyepunov, y que ello requiere la construcción
de una red neuronal artificial que sea capaz de aproximar la ecuación:
2t,...y,-mt) +
Nótese que en este caso la red neuronal a utilizar tendrá un único nodo en
la capa de salida, mientras que el número de inputs o variables independientes
del modelo estará determinado por ladimensión de inmersión m . Si suponemos
que la fUnción de activación de la capa output es la fUnción identidad, entonces
la red neuranal que debe entrenarse para aproximar la estructura determinista
oculta en la evolución de la serie temporalft~) puede expresarse según (35) a
(37) como:
k ( ni
~rS PjI~I w,+~ wy,j (40)
ji \ íí
donde se evidencia que el valor dey, es una fi.inción no-lineal de sus valores
retardados. Los algoritmos de aprendizaje que utilizamos en nuestras
aplicaciones para estimar las ponderaciones de la red (40) tienen como objetivo
la mininiización del error cuadrático medio cometido porla red mediante algún
algoritmo recurrente de minimización no lineal (véaseKuan y Liu 1995, y Elíner
eta]. 1992):
1,, \ 2
1 Ir 1
kW 1/ttI w,JyI..,tj 1 (41)»~ q
siendo 2’,,, el tamaño de la órbita reconstruida por el método de los retardos y
q el número total de parámetros o ponderaciones a estimar en la red (40). Uno
de las elementas de mayorarbitrariedad a la hora de elegir la red más adecuada
o que mejor recoja la dinámica determinista subyacente en la serie temporal es
la elección del número de nados ocultas k. Un número muy escaso de nados
ocultos puede hacer que la red sea incapaz de aproximar la verdadera
estructura determinista si presenta dinámica compleja, mientras que si es
demasiado elevado, la red realizará un sobre-ajuste de la serie recogiendo
básicamente el error puramente aleatorio e, presente en la serie temporal.
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Existen diversas criterios para elegir el número de unidades de la capa oculta, y
nosotros utilizaremos en nuestras aplicaciones el criterio de información de
Schawrz o Bayesiano. Según este criterio, el número términos a incluir seria
aquél para el cual se miimiza la varianza de los errores del modelo estimado
penalizando la sobre utilización de parámetros en el mismo. Es decir, el mejor
modelo será aquel para el cual se minimice: e-
lnfl, í ¼
____ +ln— 2
siendo ñ,el error de la regresión en el instante ~26
En nuestras aplicaciones utilizaremos dos algoritmos pata la estimación de a’.
la estructura no-lineal subyacente en la serie temporal por modelos de redes
neuronales artificiales, y a partir de ésta, el espectro de exponentes de
Liapunov27. El primer algoritmo, LENNS, se define en Nychka et. al (1992) y
ha sido programado por Eliner et al (1992). Este algoritmo proporciona
estimaciones para el máximo exponente de Lyaponuv, que a diferencia del
método directo de Wolfanalizado en la sección anterior, resultan ser bastante a
robustos tanto ante la presencia de componentes puramente aleatorios —por
ejemplo, errores de medida— como cuando las series analizadas son cortas. En
la tabla 5.1. mostramos los resultados obtenidos utilizando este método para e
vanas senes temporales. Como se observa, el valar estimado para las sedes
caóticas tiene el signo positivo esperado y su valor se aproxima a los
correspondientes valores verdaderos (para la logística Xl~0.693; e] atractorde e-
Henon >1=0.416; y el Róssler >1= 0.068).
Tabla 5.1 —
Estimación indirecta del exponente de Lyapunov Dominante. Programa LENNS
SERIE z ni k FER GIS ex nente
Legistica p=4 1 1 2 0.002 -6.14 (-2.09) 0.691
Henon 1 3 6 0.004 -5.19 <-6.62) 0.421
Róssler (Atl) 1 3 8 0.031 -2.93 (4.94) 0.098
Camino Aieatorio N(OA) 1 1 1 0.994 0.04 (-0.14) -4.883 (-en)
GARCH 1 1 1 0.997 0.05 (2.21) .6.351
ARI\4A(2.1) 1 1 1 0.259 -1.30 (2.69) 4)036
Tamaño muestral: 500 datos: 1=-retardo para la reconstrucción; en: dimensión de inniersiónk: núznexn de nodos en la capa
oculta: EER: Effor Estandar de la Regresión: CIS: Criterio de información de Shacwarz —entre paréntesis el CIS para la
serie original-: exponentes de Lyapunov en base Li’. Atraetor de Róssler mnuestruado para Art
26111 critrio de información Havesiano es similar al de Akaike — (qlnT~)/T~*1n~ 0/7’,,,—
diferenciándose de este último porque penaliza más la sobre-utilización de parámetros en el
modelo. Para otros criterios véase Elíner et al.( 1992). Estos autores recomiendan el uso de este
criterio sólo en el caso deque la hipótesis de linealidad se haya rechazado previamente (sobre
los contrastesde no-linealidad véase el próximo Cap9).
27Estos métodosutilizan una red neurona] artificial como las presentadas en el texto para
estimar la matriz Jacobina asociada a la estructura detenninista (33) que gobierna la
evolución de la órbita reconstruida por cl método de los retardos. A partir de esta estimación
y utilizando el método de la descomposición QR propuesta par Eckman y Ruelle (1985,
ppéSO-65 1) los exponente de Lyapunov se pueden estimar a partir de su definición en (31).
e
a
a
a
e-
a
a
‘y
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Para el caso de las tres series no caóticas se estima un signo negativo, no
estimándose además estructura determinista en el camino aleatorio gausiano —
la red estimada no mejora el Criterio de información de Schawrz de la serie
original que aparece entre paréntesis—.
El segundo algoritmo que utilizaremos es el NEILE. definida en Gencay y
Dechert (1992 y 1993) y Kuan y Liu (1995) y programado en Kuan, Liu y
Gencay (1997), y al igual que el anterior resulta robusto incluso ante la
presencia de ruido y cuando las serie son cortas, pero con la ventaja de que
proporciona estimaciones para el espectro completo de exponentes de
Lyapunav. En la tabla 5.2. mostramos los resultados obtenidos por este
algoritmos para las mismas senes que e] antenor.
Tabla 5.2.
Estimación indirecta del espectro completo de exponentes de Lvapunov. Programa Netle
SERIE r ni A- EER GIS Espectro de exponentes
Logistica u=~ 1 1 5 4.8E-07 -14.34 (-2.09) 0.693
Henon 1 2 6 2.411-05 -10.34 (.0.62) 0.422 -1.634
.Róssler(át=l) 1 3 16 0.158 -0.84 (4.94) 0.092 4)003 -0.593
CaminoAleatorioN(O.1) 1 1 1 0.858 -0.10 (-0.14) -20 (-en)
GARCH 1 1 1 8.997 2.25 (2.21) -12.73 (-00)
ARM.A(2.1) 1 1 1 0.991 0.04 (2.69) -0.036
Tamaño muesiral: 500 datos: r= retardopara la reconstmcción: nr: dimensión de inmersión:k: número de nodos en la capa
oculta: EER: Error Estandar de la Regresión: CtS: criterio dc infonnación dc Shacwarz -entre paréntesis el CtS para la
serie original--: exponentes de Lyapunov en base fn. Atraetor de Rdsslerniuestruado para AM.
Los valores estimados del espectro para las series caóticas se aproxima alas
correspondientes valores verdaderos (para la logística 21=0.693; el atractor de
Henon >1= 0.416, 22= -1.594 ; y el Róssler >1= 0.068, 2.2=0, X3 -5.218),
siendo para el atractor de Róssler para el que se obtiene una pero estimacion.
En las series no caóticas se estima un exponente negativo, siendo capaz el
algoritmo de discriminar entre la serie ARMA (2,1), para la cual se detecta
estructura determinista, y las series puramente aleatorias donde el criterio de
información de Schawrz parece indicar la ausencia de estructura determinista.
La capacidad de este segundo algoritmo para estimar el espectro completo
de exponentes —tantas como la dimensión de inmersión o número de inputs de
la red— proporciona no sólo información sobre laestabilidad local de ladinámica
del sistema subyacente. De forma adicional, este algoritmo se puede utilizar
para obtener información sobre el número de grados de libertad activos en la
dinámica subyacente, esta es, su dimensión dinámica. Ello se debe a que
utilizando este algoritmo es posible detectar para que dimensión de inmersión
los exponentes de Lyapunov estimadas resultan espurios (Gencay y Dechert,
1992, p. 156). Cuando el algoritmo se aplica para dimensiones de inmersión
mayoresque la dimensión dinámicadel sistema subyacente entonces se deberia
estimar un vector de derivadasnulas para aquellas dimensiones que no explican
laevolución de la órbita en el atractor y que por tanto no son activas. Entonces,
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para las dimensiones de inmersión mayores a la verdadera dimensión dinámica
del atractor, habría que esperar un exponente de Lyapunav cuyo valor tienda
a menos intinito2t. Un método para detectar esos exponentes espurios es, para
un tamaño muestral dado, aplicar el algoritmo NETLE para dimensiones de
inmersión cada vez mayores. Entonces en las sucesivas estimaciones en las que
se utilizan mayores dimensiones de inmersión, los verdaderos exponentes
ydeberían permanecer invariantes, mientras que los exponentesespuriosdeberían
disminuir fUertemente con el aumento de ladimensión de inmersión—en la tabla
5.2 mostramos los resultados obtenidos utilizando este método para una serie y
temporal de 500 datos extraidos de la ecuación logística con r4 (el verdadero
valor del exponente de Lyapunov es 1n2)—.
a
Tabla 5.1
Exponentes de Lyaponov aplicación logística p’4 e,
nr 1 2 3
21
22
AS’
0.693 0.691 0.693
— -0.616 4.239
— — 4.477
LER
GIS
k
4,8411-07 4.40E-07 478E-tYI
-14.342 -14.3754 -14.3549
5 5
EER:Error LasMida de la regresién:CIS: Criterio de infbrn,aciún de Scha~,-z: kv número de unidades de la capa oculta
de la red: Tamaño muestral de la serie 500 datos (Los exponentes de Lyapunov ti están expresados en base lo)
Terminamos, este apartado indicando de nuevo que gracias a la capacidad
de los modelosestadísticas de redes neuronalespara captar cualquier estructura
no-lineal presente en la serie temporal, estos modelos pueden considerarse
como los modelos más generales para estimar cualquier fUnción no-lineal
determinista arbitraria presente en la serie temporal —asumiendo el papel de los
procesos ARMA del paradigma lineal— y por tanto pueden utilizarse de manera
robusta para la estimación de los exponentes de Lyapunov de una serie
temporal. De manera adicional, y siempre que la dinámica del sistema
subyacente se encuentre acotada —sistema disipativa— la presencia de un
exponente de Lyapunov es condición necesaria y suficiente para que el sistema
se encuentre en régimen caótico —caos en sentido de Ruelle—. Es por ello, que
estos modelos se constituyen en la principal herramienta para detectar
directamente lapresencia de compprtamientos caóticos en las series temporales.
A continuación presentamos un ‘~undo test que tradicionalmente se ha
utilizado como complemento a la estimación de los exponentes de Lyapunov en
el análisis de la series temporales, la dimensión ftactal.
itObsénese que como la derivada tiende a cero en esas dimensiones, su logaritmo debe
tender a menos infinito.
mt
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5.6. La estimación de la dimensión Fractal
Una vez que hemos presentado algunos de las métodos para estimar los
exponentes de Lyapunov del sistema dinámico generador de una serie temporal,
en el presente apanado vamos a analizar la dimensión fractal, una segunda
medida invariante que también puede utilizarse para detectar comportamientos
caóticos.
Recordemos que los atractores extraños son objetos fractales, esto es, se
caracterizan por poseer una dimensión fractal o de Hausdarff estrictamente
superior a su dimensión topológica—apanado 3.4—. Es por ella que una posible
via para detectar comportamientos caóticos es estimar la dimensión fractal del
atractor, en caso de que exista, al que converge ladinámica subyacente a la serie
temporal. Aunque el desconocimiento sobre el proceso dinámico hace que esta
dimensión fractal debaestimarse a partir del atractarreconstruido porel método
de los retardos, el teorema de Takens garantiza que la dimensión asi calculada
coincidirá con la correspondiente al atractor original ya que ambos serán
tapológicamente equivalentes. Así, cuando la dimensión estimada sea no entera,
entonces podremos decir que el atractores un objeto fractal y, por consiguiente,
que el sistema subyacente presentará comportamiento caótico determinista de
dinámica compleja.
La dimensión fractal proporciona. asi mismo, información sobre la
complejidad estructural del proceso generador de la serie temporal, la que
permitirá discriminar entre comportamientos dinámicos de baja dimensión de
aquellos otros con elevada dimensionalidad —grados de libertad dinámicos o
número de variables de estada-. El grado de complejidad estructural es una
propiedad de la dinámica subyacente que también puede ayudar a la detección
de caos determinista. Siguiendo el enfoque laplaciano, el comportamiento
puramente estocástico procede de procesos con una estructura caracterizada
por un elevado número de grados de libertad29 -con una elevada dimensión
29Bajo el enfoque del indeterminismo laplaciano, los fenómenospuramente aleatorios son
en realidad sistemas detenninistas. en el sentido de que existen leyes que gobiernan o rigen
su comportamiento, pero de una elevada dimensión —con un gran número de grados de
libertad—. El carácter aleatorio de esta clase de fenómenos procede del hecho de que no es
posible obtener información completa sobre todos los grados de libertad del sistema, o aunque
se tenga, es materialmente imposible procesar la. lo que impide el perfecto conocimiento de
estos fenómenos a través de la construcción de leyes deterministas, limitándose su estudio al
enfoque estadistico o probabilistico. A modo ilustrativo, podriamos afirmar que el
lanzamiento de un dado, a pesar de utiuizarse como ejemplo básico de fenómenopuramente
aleatorio, constituye en realidad uno perfectamente determinista en la medida de que la
evolución que sigue el dado desde su lanzamiento hasta que queda finalmente en reposo está
perfectamente determinada por las leyes de movimiento de la ftsica —si se conociera
perfectamente la dirección y la fuerza del impulso inicial, la masa y las posibles
imperfecciones en la superficie del dado, la fuerza de rozamiento con el abc, la nígosidad de
la superficie sobre la que se lanza. ... entonces seriamos capaces de predecir perfectamente
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dinámica—, mientras que los procesos deterministas —predecibles y
perfectamente caracterizables a través de leyes deterministas que no incluyan
variables aleatorias—, serán en general de reducida dimensión, Asi, a efectos de
la posible modelización o de la predicción del comportamiento fUturo de la
dinámica subyacente a la serie temporal, estaremos interesados en detectar caos
bajo dimensional, en el sentido de que la existencia de un sistema dinámico
udeterminista caótico de elevada dimensión, puede considerarse equivalente a
efectos prácticos a un sistema puramente estocástico. En este sentido Dechert,
Sprott y Albers (1999) muestran como, en efecto, a medida que aumentan los
u
grados de libertad de los sistemas dinámicos no lineales —modelos de redes
neuronales— la probabilidad de que presenten comportamientos caóticos
aumenta en un 100%. Sin embargo, como decimos, a efectos de su posible —
modelización y predicción cuando estos sistemas deterministas de elevada
dimensión son desconocidos, o aun siendo conocidos no es posible obtener una
información infinitamente exacta sobre suverdadero estado en cada instante del e
tiempo, entonces, como consecuencia de la dependencia sensitiva a las
condiciones iniciales pueden considerarse como esencialmente estocásticos.
e
Observese que el propósito que se persigue con la detección del caos es la
de mejorar el conocimiento y las predicciones que sobre la dinámicasubyacente
en un sistema proporcionan los modelos estocásticos, y si el sistema es caótico u
pero de elevada dimensión, entonces, muy probablemente la aproximación
estocástica será la mejor que se pueda hacer no siendo posible mejorarla con la
utilización de modelos deterministas, mí
Par otra parte, la detección de una baja dimensionalidad en la dinámica
subyacente a una serie temporal, cuando se complementa con otras técnicas,
como por ejemplo el análisis de la serie temporal en el dominio de frecuencias
—el periodagrama—, puede utilizarse para detectar comportamientos caóticos.
e
Cuando la inspección del periodagrama revele lapresencia de comportamientos
aperiódicos que descarte que laserie procede de un sistema de dinámica simple,
para verificar si esta aperiodicidad precede de un proceso puramente aleatorio mt
o si por el contrario ha sido generado por un sistema caótico determinista,
debería estimarse el número de grados de libertad del sistema. Si el proceso
subyacente resultase ser de baja dimensión, entonces podría plantearse la u,
hipótesis de su naturaleza caótica.
Por último debemos apuntar que la estimación de la dimensión fractal a
partir de una serie temporal, no puede tomarse, a diferencia del espectro de
exponentes de Lyapunov, como un test suficiente para la detección de caos
determinista. Ello se debe, en primer lugar, a que sólo es posible obtener
estimaciones aproximadas sobre la verdadera dimensión fractal de un sistema
__________________ e
el resultado del lanzannento— Sin embargo. el imperfecto conocimiento que se tiene sobre
toda esta gran cantidad de grados dc libertad hace que la mejor aproximación sea la epuramente probabilística, es decir, aquella que le asigna la misma probabilidad a todos los
resultados pasibles (Fernández Diaz. 2000, p.5).
e
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dinámico desconocido, ypartanto, resultamuy arriesgado asegurarcuando ésta
es entera o fraccionaria. En segundo, porque cuando se trabaja con series
temporales, y sobre todo si son económicas, hay que aceptar como punto de
partida el hecho de que en las series siempre existealgún componentealeatorio,
por lo que la estimación de la dimensión del proceso determinista, en caso de
que exista, siempre se verá sesgada al alza, dificultándose por tanto la detección
de los comportamientos caóticos de baja dimensión. Es par ello, que la
estimación de la dimensión fractal —en la búsqueda de una dimensión no entera
y no muy elevada— debe tomarse como un complemento a las otras técnicas
para la detección de caos, una evidencia adicional, más o menos fUerte, de la
pasible presencia de comportamientos caóticos en la dinámicasubyacente a una
serie temporal.
Una vez realizadas estas consideraciones previas, pasamos a analizar
algunos de los distintas métodos existentes para estimar la dimensión de
Hausdorff o dimensión fractal del atractor reconstruido a partir de una sene
temporal por el método de los retardos. Como se recordará del capitulo 3, la
dimensión fractal hace referencia a la forma en que un objeto geométrico llena
el espacio de fases. A partir del recubrimiento o en losado de una figura
geométrica por una familia de infinitos subconjuntos de hiper-volumen
arbitrariamente pequeño, la dimensión de Hausdorff es el factor de escala del
número de conjuntos necesarios para recubrir toda la figura a medida que va
disminuyendo la escala de observación —a medida que disminuye el hiper-
volumen de los conjuntos del recubrimiento—.
Esta dimensión de Hausdorff tiene un carácter métrico —pero utilizando
conceptos de medida alternativos a los tradicionales de longitud, área y
volumen— y suele calcularseutilizando recubrimientos formadosporhiper-cubos
o cajas —dimensión de recuento por cajas—. Este método para el cálculo de la
dimensión fractal resulta, sin embargo, poco operativo cuando se desea estimar
la dimensión del atractor reconstruido utilizando los retardos de una serie
temporal cuando la dimensión euclídea de inmersión es superior a das. Es por
ello que se han desarrollado otros métodos alternativosque permiten aproximar
la dimensión fractal de manera ajustada y cuya cálculo resulta más operativo
que la dimensión de recuento por cajas o dimensión fractal. Estas métodos
utilizan la teoría ergódica para construir una medida de carácter probabilistico
del atractar —frecuencia can la que la órbita visita de las diferentes panes del
atractor—, que definen nuevos conceptos de dimensión fractal cuando se analiza
como cambia dicha medida cuando disminuye la escala de observación —¡a
dimensión fractal será el exponente o factor de escala de la ley de potencia que
relaciona la medida probabilistica del atractor con el grado de exactitud con la
que éste es observado—. A continuación presentamos tres de estas dimensiones
probahilisticas, las denominadas dimensión de correlación, de información y de
Lyapunov.
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La dimensión de correlación mt
La dimensión de correlación propuesta por Grassberg y Procaccia (1 983a)
constituye una de las dimensiones fractales más ampliamente utilizadas en el e
análisis de series temporales para la detección del caos. Su estimación a partir
del atractor reconstruido por el método de los retardos se basa en la medida
denominada integral de corre/ación o correlación espacial, a
La integral de correlación mide laprobabilidad de que la distancia entre dos u,
puntos cualesquieradel atractor sea menor que cierta cantidad r arbitrariamente
pequeña. Suponga que el atractor de un sistema dinámico es caótico, y
considere das puntos en este atractor suficientemente alejados en el tiempo. e
Debido a la dependencia sensitiva a las condiciones iniciales, estos puntos
estarán dinámicamente incorrelacionados ya que pequeños errores de medida
en la determinación del punto inicial conducirán a diferentes localizaciones en e
el segundo punto. A pesar de esta ausencia de correlación dinámica, como
ambos puntos están localizados dentro del atractor -una región acotada del
espacio de fases-, entonces esos puntos deben permanecer próximos en el e
espacio de fases, por lo que podemos afirmar que estarán espacialmente
correlacionados.
e
Así, se dice que das puntos del atractor reconstruido en el espacio de
Inmersión ni-dimensional y, e y1 están espacialmente correlacionados si la
distancia euclidea entre ellos es menor que un radio dado r de una bola m- —
dimensional centrada en uno de los dos puntos:
e
<43)
La integral de correlación CQm) vendrá dada, asintóticamente, por la
e
correlación espacial entre iodos los puntos ni-dimensionales del atractor para
un r dado arbitrariamente pequeño:
C(r,m)~Hm —jnúmero de pares ¡ , j tales que Lv1—y~H<r] (44) S
Tm~~’
,fl
o alternativamente: a
C(r,m)= hm ~ ~ O(r—~Ly~—y~ii) (45)
T»«~
m
siendo 7’,,, la longitud de la serie reconstruida con las m-historias , I¡ lila norma
euclidea
30, y ~0 la fUnción Heaviside:
‘~ Brock (1986. pp. 175-176) muestra que la integral de correlación es independiente de e
la elección entre la nonna cuclideay la norma máxima. Asi, por motivos computacionales
suele utilizarse la norma máxima:
e
I~-y
1jI=max,$ IY,«t-ivYí«í-í4 1
e
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1 1 si x>Oe(x) <~ O six=0 (46)
La dimensión de correlación se calcula a partir de la integral de correlación
(45) observando como cambia C<’r,m) a medida que disminuye el radio de la
bola r. Másconcretamente, Grassbergy Procaccia (1983a) muestran que ambas
variables siguen la siguiente ley de potencia:
C(r,m)”r D <47)
siendo la dimensión de correlación el exponente o factor de escala en (47) para
valores de r inñnitesimalmente pequeños:
D~~íimc~’¡nC<r,m) (48)
r’-O dlnr
En la práctica, la estimación de la dimensión de correlación suele realizarse
calculando la integral de correlación para distintos valores de r, quedando
entonces definida la dimensión de correlación como:
lnC(r,,m) —lnC(r. 1,m
)
r 4) 11V —lar-, j j—1
Alternativamente, podría calcularse la dimensión de correlación estimando
la ley de potencias (48) par mínimos cuadrados ordinarios utilizando para ello
la integral de correlación calculada para distintos valores de r arbitrariamente
pequenos:
lnC(r, ,m)=c0±D¿lnr,+u, ; 1=1,2,3... <50)
siendo c0 una constante arbitrara y u1 un término de error. Nótese que la
dimensión de correlación así estimada dependerá en general de la dimensión de
inmersión m elegida, de las distanciasr consideradas y del tamaño muestral de
la serie temporal utilizada. A continuación pasamos a comentar algunas de las
propiedades de la dimensión de correlación estimada según sean los valares
consideradas de esos tres parámetros.
En primer lugar, la integral de correlación Cfr, ni) así como la dimensión de
correlaciónD~ estimada por (49)0(50), dependen de ladimensión de inmersión
m utilizada para la reconstrucción del atractar. La cuestión de cuándo y cómo
par lo que la integral de correlación (45) sepodrá estimar como:
T
C(r.m)= 2 E 1I O(T~tY¡.<ík»”t~k»I)
T(T —1) ,=í
e,
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u
la dimensión de correlación varia cuando varia ni resulta fundamental para *
detectar la complejidad estructural del sistema y la mínima dimensión de
inmersión necesaria para reconstruir la verdadera dinámica del sistema
generador de la serie temporal. En este sentido, Brock (1986, p. 176> muestra U
que la dimensión de correlación es independiente de la dimensión de inmersión
elegida para la reconstrucción del atractor para una dimensión de inmersión
e
suficientemente elevada. Es decir, que la verdadera dimensión de correlación
deberá revelarse cuando se alcanceuna dimensión de inmersión suficientemente
elevada. Así, si nos encontramos ante sistemas caóticos de baja dimensión, la
e
dimensión de correlación estimada deberá ir creciendo con la dimensión de
inmersión utilizada hasta que se alcance la dimensión de inmersión apropiada
—para la cual se despliega totalmente el atractor—, y apartir de ella, la dimensión
de correlaciónestimada deberá permanecerconstante aunque se siga estimando
para dimensiones de inmersión crecientes31. En caso contraria, es decir, en el
caso en que no se alcance ninguna dimensión de inmersión para la cual se
estabilice la dimensión de correlación estimada, debería aceptarse que el proceso
generador de la serie no converge a un atractar bajo dimensional, o si se
prefiere, que el sistema presenta una dimensión dinámica o grados de libertad mt
o complejidad estructural elevada, pudiendose considerar en tal caso como si
se tratase de un sistema puramente aleatorio. En el caso de un camino aleatorio
se tendría por ejemplo, que la dimensión de correlación estimada será
aproximadamente igual a la dimensión de inmersión utilizada —Dg~m— (bu,
GrangeryHel¡er, 1993, p.19t.
a
Por otraparte, y en segundo lugar, la integral de correlación (45) se define
de manera asintótica cuando 7’,,, — ~, por lo que su estimación requiere la
e
utilización de series temporales largas —Smith(1988, p.283) muestra que el
número de puntos necesarios para calcular ladimensión de correlacióndebe ser
7’ > 42k’ siendoMel mayorentero menor que ladimensión del atractor, aunque
este limite ha sido criticado por excesivamente conservador, siendo posible
obtener estimaciones ajustadas con series más cortas (Kugiumtzis et al, 1994,
p.9)—. El cálculo de la integral de correlación con series cortas introduce fuertes u,
sesgos en laestimación de la dimensión de correlación(véase Ramnsey y Yuan,
1989). Ella se debe, entre otras razones, a que con series cortas, la relación
entreln(C(r, ni)) y ln(r) para dimensiones de inmersión suficientemente elevadas e
se convierte en una función de tipo escalón, por lo que la estimación de la
dimensión de correlación como la pendiente de dichafunción, se vuelve, cuanto
menos problemática. Es por ello, que siguiendo a Ramsey, Sayers y Rothman a
(1990, p.998) calcularemos la dimensión de correlación para dimensiones de
inmersión crecientes hastaaquella para la cual la dimensión de correlación caiga
rápidamente, ya que esa será la señal que indique que se ha excedida el límite mt
a
31 Mita dimensión de correlación estimada proporcionat~ una idea de la dimensión
dinámica (0D) o complejidad esitructural del sistema teniendo en cuenta que m = =
32 Precisamente en esta propiedad sc fundamentael test BOS para el contraste de la no- e
linealidad que será analizado en el próximo capitulo 9.
mt
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permitido por la muestra de datos disponibles.
En tercer lugar, la dimensión de correlación se define de manera asintótica
cuando r tiende a cero. En el cálculo práctico de la integral y la dimensión de
correlación, sobre todo cuando se trabaja con series de precisión limitada y
perturbadas con ruidos puramente aleatorios, la elección del rango de r para la
estimación de la dimensión de correlación puede sesgarlos resultados obtenidos
utilizando (49) o (50). Poruna parte, para valores de r excesivamente elevados
(de forma que la bola con radio r incluya a todo el atractor) la integral de
correlación C(r,m) se saturará en la unidad independientemente del valor
concreto del radior, parlo que ladimensión de correlaciónestimada será cero.
Por otra parte, cuando se eligen valores de r excesivamente pequeños, a pesar
de que la definición de la dimensión de correlación se define para r —>0 debido
a la precisión limitada de los datas entonces la integral de correlación estimada
será nula. Otro problema que aparece a pequeñas escalas de r es que cuando la
serie temporal se encuentra contaminada con ruidos puramente aleatorios
entonces la integral y la dimensión de correlación estimadas serán básicamente
las del mido aleatorio y no lade la dinámica determinista subyacente en la serie
(Ramsey, Sayers y Rothinan 1990, p.994). Es por ello, que deberá elegirse a
priori el rango de valores de [r , r] adecuado para los cuales se calculará la
integral y la dimensión de correlación evitando el sesgo introducido por el mido
aleatorio y por la saturación de la integral de correlación respectivamente.
En nuestras aplicaciones seguimos a Scheinkman y LeBaron (1989) quienes
proponen utilizar un rango proporcional a la desviación típicade la serie a, —por
ejemplor c[~=0. Sa , F=i Sa]. Estos autores muestran que la eleccióndel límite
mínimo r=ya supone aceptar un término de error uniforme en la serie con
o
.39
E
‘~- -76U
-11.7
-15.6
Ln(r)
Figura 28. Atractor de Lorenz. Ln(CQxm)) rs Ln(r>.
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desviación estándar Vi/br, es decir, supone aceptar que la desviación estándar
del mido es menor que y416a —asi, la elección de r=0.5a supone aceptar que
la desviación tipica del mido es menor que el 15% de la desviación tipica de la
33
sene—.
e
Amodo ilustrativo, en la figura 28 mostramos el gráfico de ln(C(r,ni)) sobre
Ln(r) de la serie x obtenida por la iteración del atractor caótico de Lorenz para
30 valores de r y hasta la dimensión de inmersión 19% La dimensión de
a
correlación vendrá dada por la pendiente de dicha gráfica apreciándose como
a partir de la dimensión 415 parece alcanzarse su convergencia hacia un mismo
valor. En lafigura 29 semuestra la dimensión de correlación calculada como la
tasa de variación puntual del anterior gráfico calculada según (49). Como se
observa para un rango de valores de r pequeños, pero lo suficientemente
elevados como para evitar los problemas de la precisión limitada de la serie, la
dimensión de correlación parece estabilizarse para dimensiones de inmersión
superiores a 4/5 en el valor el valor Dc? 1.89. Este mismo resultado puede
e
‘4Otro problema que puede sesgar la estimación de la dimensión de correlación es que
la dimensión de correlación se calcule teniendo encuenta datos altamente correlacionados —
temporalmente (Ramsey, Sayers y Rothrnan. 1990. p.99’fl. Para evitar este sesgo debería
calcularse la integral de correlación considerando sólo aquellos puntos que estén
suficientemente separados en el tiempo. —
‘~ La utilización de la norma máxima para el cálculo de La integral de correlación hace
que la integral dc correlación disminuya con la dimensión de correlación elegida. El rango
elegido para el radiorde las 30 bolas para las que sc calcula la dimensión de correlación va
desde 0.05 hasta 5 veces la desviación tipica de la sene,
F 12.01
aoí
E
o
:3
Figura 29, Dimensión de correlación vs. Ln(r)
Ln(r)
a
CAPITULO 5. LA DETECCIÓN DEL CAOS DETERMINISTA A PARTIR DE SERIES TEMPORALES (II) 5-57
E. ~~~~—0
1.6
14o
12-
12 3 4 5 6 7 8 9 10 11 12 13 14 15
m
Fi2ura 30. Atractor de Lorenz. Dimensión de correlación vs. Dimensión de inmersión —calculadas por
minimos cuadrados y por la media de la variación puntual en negro y rojo respectivamente—.
observarse más claramente en la figura 30 donde mostramos la dimensión de
correlación estimada para distintos valores de m para el rango de valores de r
donde la dimensión de correlación parecía estabilizarse —en rojo la dimensión
de correlación estimada por mínimos cuadrados ordinarios (5.59) y en negro
la media de la pendiente puntual (5.49)—.
La dimensión de información
Un segundo método para el cálculo de la dimensión fractal es el que hace
uso de la teoría de la información, para construir una medida del atractor dada
por la cantidad de información minima necesaria para especificar un punta en
un hiper-cubo de lado r. Así, si utilizamos un recubrimiento del atractor con
N(r) hípercubos de lado r, y denominamos por p~ la probabilidad de encontrar
un punta del atractor en el hipercubo 1. Entonces la medida de información
media o entropía asociada al atractar vendrá dada por (véase apanado 5.2):
NQ-)
H(r) = — ~ plnp
1 (Sí)
I~I
La dimensión de información o dimensión de Renyi es el factor de escala o
exponente de la ley de potencia que relaciona los cambias de la entrapia (51)
con la longitud de los hiper-cubos:
ID
—H(rfrsr C (52>
definiéndose entonces la dimensión de información como el límite (véase
Grassberger y Proccacía, 1983a, p.191 y Eckmann y Rueller, 1985, p.64l):
— hm —11(r
)
r—O ln(r) (53)
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Cohen, y Procaccia (1984) muestranque la dimensión de información de un
atractor puede calcularse a partir de la integral media de correlación de la órbita
reconstruida a partir de los retardos de una serie temporal como:
e
D,= hm hm E(lnC1(r,m)
]
T r-.o ln(r) (54) a
definiéndose la integral media de correlación en cada punto de la órbita
reconstmida como:
7 SI
E(lnC,(r,mfl =—~—É LnC,(r,m) (55)
¡=1
es
siendo C,(r,m) la integral de correlación individual de cada punto de la órbita
reconstruida (1=1, 2 7’»):
a
Q(r,m)z hm —S—~ 0(r—ILy1—y~¡I) (56)
e
Dimensión de Lyapunov
es
Una tercera definición de dimensión fractal que puede utilizarse para
aproximar la dimensión de Hausdorff es aquella que hace uso de los
expoenentes de Lyapunov estimados para el atractor reconstruido por el —
método de los retardos. La dimensión de LyapunovD1 se define a partir de los
exponentes de Lyapunov a partir de la conjetura de Kaplan-Yarke. Esta
conjetura parte de la relación entre ladimensión fractal y la suma de exponentes
de Lyapunav cuya suma es mayor o igual que cero. Así si definimos a la suma
de las primeros k exponentese de lyapunov ordenados de mayor a menor como
e<véase Eckmann y Ruelle, 1985, p.641):
k
(57)
e
siendo>< el i-ésima exponente de lyapunov, entoncespara el mayor entero k tal
que c(%h’0 y c(k-~ ])<O la dimensión de Lyapunov se define como:
DL=k-I c(k) (58) —
Relación entre la dimensión de Hausdortf, de correlación, de —
información y de Lyapunov.
Como decíamos en la introducción a este apartado, los métodos propuestos
para estimar la dimensión fractal —dimensión de correlación, de información y
de lyapunov— proporcionan en realidad a proxímaciones a la dimensión de
eHausdorff, que de forma genérica guardan la siguiente relación (Grassberger y
a
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Proccacia, 1983a, pp. 191 yEckmannyRuelle, 1985, p. 642):
= =D~, = DL (59)
Ello impone Ibertes restricciones a la hora de utilizar cualquiera de estas
aproximaciones para identificar la verdadera dimensión de Hausdorff del
atractor al que converge la dinámica subyacente a una serie temporal y por
tanto, no deberían utilízarse como una evidencia suficiente para detectar la
estructura fractal de dicho atractor, es decir, como test suficiente para la
detección de comportamientos caóticos a partir de una serie temporal. Sin
embargo, estas aproximaciones sí pueden proporcionar información sobre la
dimensión dinámica o grados de libertad o complejidad estructural de la
dinámica subyacente, y es sólo en este sentido en el que creemos que deben
utilizarse las dimensiones analizadas en el presente apanado.
5.7.- Entropía de Kalmagorov y pérdidas de información
Una último método que presentamos en este capitulo para contrastar la
existencia de comportamientos caóticos a partir de una seri temporal se basa en
el uso de laentropía de Kolmagorav o entropía métrica o simplemente entropía,
que como se recordará, refleja la cantidad de información media producida en
un atractor (véase apartado 5.2),
La entorpia de Kolmogorov se puededefinir como sigue (véaseGrassberger
y Proccacia, 1983b, p. 2591).Considerese un sistema dinámico con dimensión
dinámica Dd —número de grados de libertad—. Supóngase que se realiza una
partición del espacio de fases en hiper-cubos de lado e. Supongase que existe
un atractor en el espacio de fases, que la trayectoria xQ) se encuentra en la
cuenca de atracción, y que el estado del sistema se mide a intervalos de tiempo
r. Seap(11,i, ¡~) la probabilidad conjunta de que el vector de estado x(frt)
se encuentre en el hiper-cuba 1,, x(t=2t) se encuentre en el hiper-cubo ~2
y que xQ=’dr) se encuentre en el hiper-cubo 4,. Entonces la entropía de
Kolmogorov se define como:
K= —hm lini hm Y?
La entropía de Kolmogorov así definida puede interpretarse como la tasa
media de pérdida de información de un sistema, o dicho de otro modo, el grado
de sorpresa que sentiríamos al conocer el resultado de una medida sobre el
estada del sistema (Fernández Rodríguez, 1995, p. 69). De esta forma es
posible obtenerinformación cualitativa sobrela dinámica del sistema según sea
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el valor de la entropia: K0 corresponde a sistemas deterministas de dinámica
simple; K a procesos puramente estocásticos; y cuando la entopía sea una
constante finita distinta de cero el sistema será caótico determinista. Nótese que
como la entropía proporciona una medida de la pérdida de información que mt
sufre el sistema, puede relacionarse con la capacidad de predicción del sistema
a partir de una observacxon: cuando K=0 no hay pérdidas de información y la
posibilidad de predicción no depende del tiempo, sino tan sólo de la precisión mt
con que la que se fijen las condiciones iniciales; en los sistemas caóticos donde
K>0 y finito, la información contenida en las condiciones iniciales sufre un
epaulatino deterioro hasta desaparecer, momento a partir del cual se pierde la
posibilidad de realizar predicciones ajustadas; y, en los procesas puramente
estocástícos, en los que la perdida de información es infinita, la evolución futura e
del sistema no depende prácticamente de las condiciones iniciales de las que se
parte, siendo en este caso mínima la capacidad predicitva. La entropia
proporciona, por tanto, un horizonte temporal medio hasta el cual pueden es
realizarse predicciones en un sistema dinámico caótico. Si denominamos & a la
precisión con la que se fijan las condiciones iniciales, entonces, el horizonte
máxima de predicción se establece por Tmax = (1/K)dn(1/e) (véase Fernández e
Rodríguez. 1995, p. 70) ~.
Para el cálculo de la entropía de Kolmogorav pueden utilizarse diversas e
aproximaciones. Una de ellas, se fúndamenta en la interpretaciónde la entropía
de Kolmogorov como una medida de la pérdida de información, mas
concretamente, esta aproximación propone que la entropía es una medida de la
tasa media de separación de la órbita en todas las direcciones y que, portanto,
puede aproximarse haciendo uso de los exponentes de Lyapunov por (Lorenz,
1993, p.220)’6:
s
con X»0 (i=1,...,s) (61)
e
En nuestras aplicaciones, y debido a que es posible utilizar el algoritmo
NETLE para estimar el espectro completo de exponentes de Lyapunov para
series cortas aunque estas estén contaminadas por perturbaciones puramente
estocástícas, utilizaremos la aproximación (61) frente a otros métodos
alternativos para la estimación de la entropia de Kolmogorav —Grassberger y
Procaccia (1 983b), porejemplo, proponen utilizar la integralde correlaciónpara
aproximar la entropía como K, y’ ln[C(e,d>IC(e, d±1)] con K,=K—.
SI
e
‘4Este horizonte temporal puede aplicarse a la predicción por analogias dc los sistemas
caóticos discutido en el capitulo 2. donde e puede tornarse como la distancia entre el estado
a partir del cual se realiza la predicción y su vecino más cercano, cuya evolución temporal
detennina precisamente la predicción para la evolución futuray desconocida del sistema hasta a
el horizonte Tmax.
Cuando la relación (5.61) se cumple con el signo igual se habla de la e
identidad de Pesin (Eckmann y Ruelle, 1985, p. 638)
mt
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CAPÍTULO 6
DINAMICA ECONOMICA SIMPLE:
LIMITACIONES DEL ENFOQUE TRADICIONAL.
Una vez analizados los elementos fundamentales de los sistemas
dinámicos, vamos ahora analizar cual ha sido su aplicación en la economia.
Comenzaremos analizando los hechos estilizados de la dinámica económica,
centrándonos en tres aspectos cualitativos observados que nos interesa destacar
especialmente: las series económicas que recogen la actividad económica
presentan una tendencia de crecimiento cíclica, irregular y dificilmente
predecible en el cortoplazo. Pasaremos a continuación a repasar las principales
aportaciones en el campo de la dinámica económica enfocando dicho repaso
al método utilizado, es decir, a las herramientas utilizadas para el análisis de la
dinámica económica. Veremos que todas ellas pertenecen a lo que hemos
denominado anteriormente como modelos de dinámica económica simple. Es
por eJIo que este enfoque tiene poco que decir a Ja hora de explicar las
irregularidades que presentan las fluctuaciones observadas en tomo a la
tendencia central de crecimiento de las series económicas reales. Ante esta
limitación, y para poder explicar la existencia de ciclos económicas
recurrentes, el enfoque tradicional de la dinámica económica introduce en sus
modelos procesos estocásticos exógenos. Estas fuerzas exógenas sonutilizadas
para explicar el origen del ciclo o, en el mejor de los casos, para explicar las
irregularidades del mismo.
Por otra parte, los conceptos desarrollados en los das capítulos anteriores,
nos permiten introducir la dinámica caótica como el medio natural para
explicar de forma totalmente endógena la existencia de ciclos persistentes
inegulares y de escasa predicibilidad. En efecto, como ya se ha comentado, en
el enfoque tradicional surge lanecesidad de introducir perturbaciones aleatorias
exógenas viene impuesta, a priori, por el tipo de herramientas y modelos
utilizados para estudiar los comportamientos complejos o irregulares de la
actividad económica. Con la aparición de la matemática del caos aparecen
nuevos instrumentos distintosa la teoría de la probabilidad para describir dicha
dinámica compleja.
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Antes de comenzar con nuestra exposición es necesario aclarar dos
cuestiones. En primer lugar, que la posibilidad de explicar de forma endógena
la irregularidad observada en laevolución de la actividad económica, no quiere
decir que nosotros apostemos por la inexistencia de fuerzas exógenas que
bombardeen a las economías reales con perturbaciones puramente aleatorias.
Lejos de esta postura reduccionista. pensamos que dichos shocks exógenos
existen, aunque dichas perturbaciones son compatibles con un posible W
comportamiento caótico de la economía. Nuestro enfoque quiere poner de
manifiesto la posibilidad de explicar mediante modelos deterministas
a
estructuralmente simples, comportamientos altamentecomplejos. Modelos con
los que es posible reproducir las mismas características cualitativas que las
observadas en la evolución de las series temporales económicas. Y todo ello.
sin la necesidad de recurrir a variables exógenas, lo que consideramos un paso
hacia adelante en el entendimiento de la realidad económica. Estos modelos de
dinámica caótica serán analizados en los próximos capítulos. Comprobaremos
entonces, que dichos modelos resultan más generales que los utilizados por el
enfoque tradicional, ya que con ellos podrán representarse comportamientos no
sólo simples sino también de dinámica compleja. u’
Ello no implica. tampoco. que apostemos por una falsa creencia en que el
sistema económico sea un sistema estructuralmente simple. Por el contrario, el mt
sistema económico es complejo. esto es, con elevados grados de libertad
—multitud de agentes interactuando e interaccionando entre sí de manera auto- es
organizada—, que resulta, en lapráctica, imposible de estudiar si no es mediante
supuestos simplificadores o recurriendo a la teoría de la probabilidad. Con
nuestro enfoque defendemos, únicamente, que lasimplificación necesaria para
profundizar en el comportamiento de la economía no implica necesariamente
soluciones de dinámicamente simples.
es
En segundo lugar, que la teoría del caos o como reza el título de esta tesis
la dinámica económica compleja, no constituye en si una nueva doctrina de
pensamiento económico a modo de alternativa totalmente alejada e es
independiente de las tradicionales neoclásica, keynesiana, monetarista,
neokeynesiana, etc. Por el contrario la teoría o matemática del caos constituye
simplemente un conjunto de herramientas disponibles para los economistas SI
para entender el fenómeno económico. Un conjunto de herramientas que
permite la aparición de comportamientos simples pero también complejos, y
Sr-que por tanto son más generales que los utilizados tradicionalmente. Desde
aquí invocamos, por tanto, a la necesidad y conveniencia de su uso, ya que las
modelos tradicionales presentan una serie de limitaciones en la capacidad de SI
explicación cualitativa de ciertos aspectos de la realidad que tienen su origen
en el encorsetamiento que impone la linealidad de los modelos utilizados.
es
De hecho, la existencia de dichas perturbaciones constituyen un gran problema al que
nos enfrentamos a la hora de detectar comportamientos caóticos en las series temporales
observadas de la economía, restando potencia a los test para detectar comportamientos
caóticos. Véase más adelante el capitulo 9.
es
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Los modelos de dinámica económicacompleja tienen su fundamento tanto
en el uso de la matemática del caos. como en los supuestos de carácter
económico característicos de cada escuela de comportamiento. Desde este
punto de vista, la matemática del caos ayuda a la unión de las distintas
doctrinas de lamisma forma que lo hace el uso del cálculo diferencial por todas
ellas. El uso de la matemática del caos permite. simplemente. una modelización
más genérica. Sin embargo, como ya se ha apuntado. el fundamento teórico
para crearmodelos caóticos deterministas de dinámica económica compleja se
encuentra en las distintas aportaciones de la dinámica económica tradicional.
Es por ello que acometemos en este capítulo un repaso. sin ánimo de
exhaustividad, de las principales aportaciones en este ámbito. Posteriormente
generalizaremos estos modelos para que permitan la aparición de
comportamientos no sólo regulares sino también de dinámica compleja.
6.1.- Dinámica económica y sistemas dinámicos.
La dinámica económica es el estudio sistemático del cambio económico.
La dinámica económica trata de explicar como se produce el cambio en la
producción, el consumo, el comercio, la asignación de recursos, los precios, el
bienestar y otras variables fundamentales de la economía. La representación de
dichos cambios exige, por tanto, el uso de sistemas dinámicos.
En esta tesis nos centramos en la dinámica que trata de explicar cómo se
produce el cambio en la dimensión de una economía, esto es, en la dinámica
a largo y cortoplazo de la actividad económica, y más concretamente, del nivel
de renta o producción de una economía. Nos referiremos, por tanto, a las
principales aportaciones dedicadas al análisis del crecimiento y el ciclo
económico. Perseguimos con ello un doble objetivo. En primer lugar, analizar
las implicaciones de política económica de cada una de esas aportaciones. En
segundo, ver como se ha enfocado tradicionalmente el estudio dinámico de la
economía, fundamentalmente en lo que hace referencia al tipo de modelos
utilizados, equilibrios dinámicos considerados y posibilidades de explicación
de las principales características cualitativas observadas en la evolución de la
actividad económica.
Hechos estilizados de la dinámica económica.
Comenzamos nuestra incursión en la dinámica económica haciendo una
breve referenciaalas características esenciales que se observan empíricamente
en la evolución de la actividad económica, esto es, a lo que a menudo se
conocen como los hechos estilizados de la dinámica económica. Para ello
hemos representado en la figura 5.1 la evolución desde principios de siglo de
la renta per cápitapara un conjunto de países de la economía mundial.
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Figura 6.1. Evolución de la renta per cápita. Fuente: Maddison (1995, apéndice O)
e
Este gráfico revela alguna de las características esenciales de la dinámica
económica. En primer lugar, se apreciaque no todos los países han seguido la
misma evolución. A pesar de ello, yen términos generales se observa que a lo
largo del periodo considerado, la renta per cápita (así como otras variables
económicas como la producción industrial, el stock de capital, la población.
e
etc.) muestra tendencias positivas en su evolución, que a veces se aceleran o
frenan en algún instante del tiempo. A partir de este comportamiento general,
podemos distinguir dos grandes fases en la evolución de la renta per cápita de
las economías. La primera, hasta el final de la Segunda Guerra Mundial, se
caracteriza por un crecimiento medio o tendencial escaso de la renta para el
conjunto de la economía mundial. En la segunda, que se inicia a partir de 1945,
comienzan ha observarse tasas de crecimiento medio considerablemente
elevadas, almenos en los países industrializados. En países como Etiopía, India
o Brasil, y en general en los países denominados subdesarrollados o en vías de —
desarrollo, no ha existido, por el contrarío, un crecimiento lo suficientemente
importante como para permitirles salirde su situación de atraso económico. Es
más, la hecha existente entre estos paises y los más adelantados ha ido en Sr
aumento. Otros países como Taiwán, y de formagenérica, los conocidos como
los nuevos países asiáticos industrializados (Corea del Sur, Hong Kong,
Singapur y Taiwán), aun partiendo de situaciones de escaso desarrollo, han mt
presentado unas tasas de crecimiento acelerado a partir de la década de los
setenta2. —
Una segunda propiedad destacable de la dinámica económica, es que el
crecimiento económico no sigue una tendencia suave. Por el contrario, se
e
2 Para un análisis de las principalescaracterísticas de la evolución mundial y los distintos
bloques económicos véase Galindo (1995) y Plaza (1997).
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observan tasas de variación que fluctúan u oscilan en el tiempo. Esto es, la
evolución de la renta se produce describiendo un crecimiento cíclico, con
fluctuaciones aperiódicas irregulares y asimétricas que se suceden de manera
recurrente en el tiempo.
Estos hechos estilizados se complementan con otros de los que sólo vamos
a mencionar aquí su existencia. Nos referimos a los co-movimientos.
adelantados o retardados. de mayor o menor amplitud, entre la renta per cápita
y otros indicadores agregados representativos de una economía (empleo.
consumo, inversión, precios, tipos de interés, etc.) que en mayor o menor
medida se repiten en todos los países y en muy diversas circunstancias-’.
Igualmente significativa es lacreciente coordinación en la evolución de las
distintas economías como consecuencia de la cada vez mayor integración del
comercio y las crecientes relaciones económicas internacionales4.
Estas regularidades empiricas observadas en la evolución de la renta y
demás indicadores del nivel de actividad de las economías han condicionado
de manera fundamental la forma en la que la economía como ciencia ha
afrontado el estudio y la explicación de la dinámica económica.
Modelas de dinámica económica, equilibrio económico y equilibrio
dinámico.
El estudio de la dinámica económica, como ya hemos comentado, trata de
explicar por qué ha sido ésta y no otra la evolución experimentada en la renta
per cápita de los distintos paises, cómo se espera que continúe en el futuro esa
evolución, y síes posible afectaría o modificarla mediante algún tipo de medida
de política económica para obtener resultados más favorables. Esto puede
llevarse a cabo pensando en esa trayectoria de la renta como si se tratase de la
solución a un sistema dinámico que represente cómo se produce el cambio
económico, es decir, que refleje cuáles son los factores fundamentales de los
que dependen las tasas de crecimiento observadas en la figura 5.1.
Las distintas aportaciones se centran en distintos factores determinantes del
crecimiento. Sin embargo, lamayoría de ellas mantienen en común la forma de
afrontar el problema del cambio, separando por una parte lo que es el estudio
del crecimiento tendencia) a largo plazo, y por otra, el de las fluctuaciones
Sobre estas regularidades empíricas véase Argandoña, Gámezy Mochón (1997, pp. 31-
33). Sobre la evolución de las fluctuaciones ciclicas para el caso español véase Sebastián
(1997).
Para un análisis de como se está desarrollando esta integración económica a nivel
internacional, véase Plaza (1997)
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u’
cíclicas a cono en torno a esa tendencia general a largo plazo5. Surgen así la u’
Teoría del Crecimiento y la Teoría de los Cicloseconómicos. En los siguientes
apartados repasaremos las características básicas de cada una de ellas. Por el
momento queremos apuntar cómo se puede conectar esta distinción teórica
entre ciclo y crecimiento con las características de los equilibrios dinámicos
analizadas en los capítulos previos. Pretendemos con ello destacar que esta
separación entre ciclo y crecimiento económico ha venido impuesta por el tipo —
de modelos que se han utilizado tradicionalmente para el análisis del cambio
económico, modelos lineales o linealizables6, que permiten la aparición,
únicamente, de equilibrios dinámicos del tipo punto fijo.
En el capitulo 2 hemos analizado los distintos tipos de equilibrios —
dinámicos que de forma genérica pueden alcanzarse en el largo plazo: puntos
fijos, ciclos límite y atractores extraños. En los modelos de dinámica
económica, la variable fundamental que se pretende explicar es la tasa de es
crecimiento de la rentay del resto de variables económicas (capital, población,
consumo, etc.) en situaciones de equilibrio dinámico a largoplazo. esto es, una
vez transcurrido el periodo de transición desde las condiciones iniciales del
sistema hacia esas situaciones de equilibrio dinámico. Si dibujamos las tasas
de crecimiento de cada una de las variables del modelo en el espacio de fases,
podremos comparar cuáles son las sendas temporales o trayectorias que es
seguirían dichas variables en situación de equilibrio dinámico. Esto es lo que
hacemos en la figura 5.2v.
Cuando la tasa de crecimiento converge a un punto fijo, el nivel de renta
evoluciona a largo plazo según una tasa de crecimiento constante. El resto de
e’
variables del modelo presentarán una tasa de crecimiento también constante y
proporcional a la anterior. Este es el equilibrio dinámico normalmente
considerado por los modelos de crecimiento económico, conocido como tasa
de crecimiento equilibrado (s¡eady Mate) en la que las variables del modelo
están cambiando pero a una tasa constante, de una forma regular y
proporcional. Esta tasa de crecimiento de equilibrio a largo píazo podrá ser
nula, positiva o negativa dependiendo del modelo considerado, pero constante
e
Una excepción destacable fue la aportación de Schumpeter(1976) al estudio integrador
del ciclo y el crecimiento económico.
e6 Se trata de modelos no lineales pero que pueden linealizarse mediante alguna
transformación que mantenga las propiedades básicas del modelo original (como el modelo
de Solow ). Otras veces, los modelos no lineales han sido estudiados haciendo uso de
aproximaciones lineales de los mismos para así facilitar su tratamiento matemático. Estos e
modelos no lineales pueden considerarse, por tanto, como de esencialemnte lineales.
Representamos la evolución de la variable y expresada en logaritmos neperianos ya que a
nuestro interés, no está tanto en el propio nivel de la variable como en su Lasa de crecimiento.
Debido a que por definición:p¡~=(d~¡d,y~=d¡~>ñd,, es decir, que la tasa de crecimiento dey viene
dada por la pendiente de la trayectoria de su logaritmo, ¡ny, respecto al tiempo. Esto permite
identificar dicha tasa de crecimiento simplemente por la inspección visual de la pendiente de
la senda temporal dey expresada en logaritmos.
Sr
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en cualquier caso. Este resultado se desprende del hecho de que los modelos
normalmente utilizados son lineales o linealizables y, como ya se ha
comentado, para que aparezcan otros tipos de equilibrio a largo plazo distintos
al punto fijo, es necesario que los sistemas dinámicos se modelicen de forma
no lineal.
Esa modelización lineal tiene su base en la simplicidad, pero también ha
estado influenciada por la tradición estática del análisis económico. En efecto,
la teoría ortodoxa se centra en la noción de equilibrio general estático
relacionada con el ajuste de las fuerzas del mercado (equilibrio walrasiano). El
equilibrio se define así como la situación en la cuál las fuerzas que determinan
el comportamiento de las variables del sistema están equilibradas o ajustadas
(in balance), no ejerciéndose así ninguna presión sobre esas variables para que
cambien. Es una situación en la que todas las actuaciones de los agentes son
mutuamente consistentes, identificando la situación de equilibrio económico
con el vaciado de los mercados ~. Este tipo de análisis se realizaademás en un
En el análisis del equilibrio del mercado de bienes, por ejemplo, los precios están
determinados porel proceso que conduce a los oferentesdel mercado a incrementar los precios
cuando la cantidad demandada al preciocorriente, excede a la cantidad ofertada o producida,
y a disminuir precios cuando lo que existe es un exceso de oferta sobre la demanda. Este
mecanismo de mercado alcanza el equilibrio cuando las fuerzas de oferta y demanda son
mutuamente consistentes y no existe por tanto incentivos a modificar los precios existentes en
esa situación. En equilibriono existe por parte ni de oferentes ni de demandantes estímulo a
Figura 6.2. Equilibrios a largo plazo de dinámica económica.
u’
CAPITULO 6. DINÁMICA ECONÓMICA SIMPLE: LIMITACIONES DEL ENFOOUE TRADICIONAL 6 - 6
e
entorno fundamentalmente estático, sin tener en cuenta las relaciones u
intertemporales entre las fuerzas del mercado, realizando a lo sumo, ejercicios
de estática comparativa, es decir, analizando como se ve modificado dicho
equilibrio ante modificaciones de algún parámetro estructural o variable *
exógena del modelo9.
Con la no linealidad surgen nuevas situaciones de equilibrio distintas al mt
punto fijo en las que las variables del modelo evolucionan siguiendo un
crecimiento con fluctuaciones cíclicas regulares (ciclos límite o cuasi-
Srperiódicos) o trayectorias caóticas deterministas (atractores extraños). Como
veremos más adelante, las teorías del ciclo endógeno y las distintas
aportaciones de dinámica compleja introducen no-linealidades precisamente
para posibilitar la existencia de esas situaciones de equilibrio dinámico en las
que el propio modelo puede generar de forma endógena crecimiento cíclico,
posibilitando así la integración del estudio del ciclo y el crecimiento —
económico.
La consideración de modelos de dinámica económica simple, es decir, los u’
que presentan equilibrios del tipo punto fijo. ciclo límite o cuasi-periódicos,
introduce de forma adicional otra limitación en laposibilidad de estos modelos
para explicar alguno de los hechos estilizados de la dinámica económica. Nos a
referimos a la aperiodicidad e irregularidad, con la que fluctúan las variables
económicas en su proceso de crecimiento. Esta limitación exige la
esconsideración de perturbaciones aleatorias exógenas al modelo para la
explicación de la irregularidad del movimiento. La dinámica económica
compleja permite, por el contrario, explicar de forma endógena tanto la
es
existencia de fluctuaciones cíclicas como su aparente aleatoriedad. La
consideración de estas distintas posibilidades (dinámica simple o dinámica
compleja, equilibrios estables o inestables) en la explicación de la dinámica
económica tendrá importantes consecuencias, no sólo en la capacidad
explicativa de los hechos estilizados analizados anteriormente. También tendrá
importantes repercusiones sobre las implicaciones de política económica mt
propuestas por las distintas aportaciones en la explicación del ciclo y el
crecimiento económico.
Sr
Concluimos este apanado reiterando que es importante distinguir entre el
concepto de equilibrio económico walrasiano o vaciado de los mercados, con
el de equilibrio dinámico, ya que como veremos más alante, existen modelos —
en desequilibrio económico pero que alcanzan equilibrios dinamícos.
e
modificar sus decisiones en el mercado de oferta o demanda, por lo que se dice que las
actuaciones de los agentes en esta situación de equilibrio son mutuamente consistentes. u,
Los primeros trabajos de dinámica económica hacían referencia precisamente a esta
dinámica del mercado, estudiando a un nivel fundamentalmente microeconómico, como se
e’
ajustan los mercados hastaalcanzar las situaciones de equilibrio walrasiano del tipo punto fijo,
véase Day (1994. cap. lo).
e)
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6.2.- Dinámica económica simple a largo plaza: Crecimiento Económico
En términos generales. podríamos decir que la teoría del crecimienlo
económico trata de determinar qué factores son los relevantes a la hora de
explicar la tasa de crecimiento tendencial a largo plazo de las distintas
economías, es decir, cuál es la dinámica que rige el movimiento de la
economía, y cuál es y cómo se determina la solución dinámica de dichas leyes
de comportamiento temporal. Desde este punto de vista, supone un paso
adelante respecto al enfoque tradicional estático, al reconocer la naturaleza
intrínsecamente dinámica de laeconomía, y al tratar de entenderla y explicarla
a través de la representación de modelos dinámicos que traten de acercar el
conocimiento económico hacia una postura más realista y menos reduccionista.
No es nuestro propósito exponer aquí de forma exhaustiva el contenido de
las distintas teorías de crecimiento económico’0. Pretendemos por el contrario
dar una visión general de las mismasque nos permitaextraer alguna conclusión
de política económica y conectar con las distintas aportaciones de la teoría del
ciclo económico.
Teorías clásicas y modernas del crecimiento económico.
Dentro del conjunto de aportaciones relativas al crecimiento económico,
cabe distinguir entre lo que podríamos denominar la teoría clásica y la teoría
moderna del crecimiento económico. Esta clasificación, tiene su origen en el
tipo de equilibrio que plantean para la tasa de crecimiento a largo plazo. Así,
aunque las dos teorías proponen que en situaciones de equilibrio a largo plazo
la tasa de crecimiento de la renta per cápita es constante —punto fijo—, para las
aportaciones clásicas esa tasa de crecimiento es nula, mientras que en las
teorías modernas toma valores positivos. Este resultado ha estado fuertemente
determinado porlas dos grandes fases en la evolución observada de larenta per
cápita (apartado 5.1.).
La teoría clásica comprende desde los escritos de la escuela clásica (A.
Smith, T.R. Malthus y D. Ricardo) hasta las aportaciones de J.M. Keynes
pasando por las visiones en cuanto a ladinámica de las economías de K. Marx
y JA. Schumpeter. La característica común de todas estas aportaciones es su
pesimismo sobre las posibilidades de crecimiento a largo píazo de los paises
industrializados. Estos autores se centran en el estudio del funcionamiento de
los paises más adelantados, encontrando cada uno de ellos distintas causas que
lO Para un análisis completo de las distintas teorías de crecimiento véase Galindo y
Malgesini (1995) y Barro y Sala-i-Martin(1995).
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determinan el colapso y el freno al crecimiento a largo plazo de estas
economías. Así. el agotamiento de las posibilidades de inversión (Smith), la ley
de los rendimientos decrecientes (Ricardo), la dinámica de la población
(Malthus), la llegada del socialismo (Marx), el deterioro del espíritu
empresarial (Schumpeter) o la disminución de la eficacia marginal del capital
(Keynes). son algunas de las causas básicas que determinan esas expectativas
pesimistas sobre las posibilidades futuras del crecimiento económico. —
A partir de lasegunda guerra mundial, y en concordancia con la evolución
mt
observada en la renta per cápita de los paises industrializados, que de alguna
forma refutan los resultados de la teoría clásica, surgen las teorías modernas del
crecimiento, en las que a diferencia de las clásicas las tasas de crecimiento a u,,
largoplazo sonigualmente constantes pero positivas. Desaparece por tanto bajo
este enfoque ese pesimismo en cuanto a las posibilidades futuras de
crecimiento económico de las economías desarrolladas12. Estas teorías e
modernas del crecimiento se diferencian también de sus predecesoras por el
mayor nivel de formalización de los mismas que consiguen con el uso de
sistemas dinámicos matemáticos aplicados al crecimiento económico. A
continuación repasamos algunas de las principales aportaciones incluidas
dentro de esta teoria moderna del crecimiento económico: el modelo de
Harrod-Domar, los modelos neoclásicos de crecimiento exógeno y las teorías a
del crecimiento endógeno.
e
Dinámica Keynes¡ana a largo plazo: El modelo de Harrod-Domar
mt
Como ya hemos comentado, elpunto de inflexión entre las teorías clásicas
y modernas del crecimiento económico se encuentra en la figura de .J.M.
Keynes. Más concretamente, el punto de partida de la teoría moderna del —
crecimiento se sitúa en los trabajos pioneros de Harrod (1939, 1948) y Domar
(1946, 1947). Como característica fundamental, puede destacarse que estos
modelos nacen del objetivo común de Dinamizar el análisis económico de e
Keynes’3, tratando de expresar las condiciones que deben cumplirse en una
economía de mercado para que se genere el volumen de demanda agregada
necesario para mantener una situación de crecimiento sostenido, equilibrado y
de pleno empleo. Se trata, por tanto, de un análisis en el que el nivel de
Una visión completa de estas aportaciones en referencia al crecimiento económico
puede encontrarse en Fernández Diaz y Galindo (1995).
Sr
2 Como consecuencia de la incapacidad de esta teoría moderna del crecimiento para de
explicar la situación de los países en vías de desarrollo, y para tratar de dar respuesta a la gran
dificultad que encuentran estos países para salir de su situación de atraso, surgen de manera mt
paralela distintas aportaciones bajo la denominación de Teoria del Desarrollo. Para un análisis
de las mismas véase Thirlwall, (¡994) y Ghatak (1995).
mt
‘~ Para un análisis de las similitudes y diferencias entre los modelos de Harrod y Domar,
véase Galindo y Malgesini (1994, Pp 24.26).
e)
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producción y sucrecimiento vendrándeterminados porel lado de la demanda.
Pese a que estos modelos han quedado ampliamente superados con las
aportaciones posteriores sobre el crecimiento económico, constituyeron en su
día el punto de partida a partir del cual se construyeron le resto de modelos
sobre crecimiento económico. Su consideración en el presente trabajo se debe
a que, pese a su simplicidad, recogen la esencia de la postura tradicional en
cuanto al tipo de análisis dinámico adoptado por la teoría moderna del
crecimiento económico. El modelo propuesto por estos autores parten de los
siguientes supuestos sobre la economía ~:
[Si] El producto agregado obtenido en la economía (Y) se puede destinar
directamente al consumo o a su acumulación en forma de stock de
capital (K)para su uso en la producción de periodos posteriores,
entendiendo como stock de capital el conjunto de factores productivos
susceptibles de seracumulados (capital fisico público y privado, capital
humano....)
[S.2] El ahorro agregado de la economía (S) es una proporción constante (s)
de la renta (Y): S=sY. lo que implica la aceptación de la función de
consumo Keynesiana.
[5.3] Función de inversión keynesiana, es decir, se asume que el incremento
en el stock de capital deseadoo requerido porlos empresarios para que
estos se sientan satisfechos con su inversión (sr), es una proporción
constante y, del incremento efectivo en la renta: Kr =Vr~‘
[S.4] Los factores productivos que no pueden ser acumulados L. (trabajo,
tierra, energía) crecen a una tasa constante y exógena n: LIL zfl~ En
adelante nos referiremos por simplicidad exclusivamente al factor
trabajo, considerando adicionalmente que la eficacia en la producción
de dicho factor trabajo (A), crece también a una tasa constante y
exógenax:Á/A =x. De esta forma, el factor trabajo medido en unidades
de eficiencia o trabajo eficaz (AL), crece también a una tasa constante
n-+-x.. Dicha eficacia en la producción del trabajo suele utilizarse como
un indicador del nivel de tecnología utilizado en la producción,
incluyendo no sólo factores puramente tecnológicos, sino también
aquellos otros que también afectan a la capacidad productiva de una
economíadadas unas dotaciones de factores productivos (regulación de
los mercados, sistemas de organización empresarial, etc,). La tasa de
crecimiento de este nivel tecnológico será por tanto un indicador del
14 Para un análisis detallado de estos modelos véase iones (1988, pp. 5 1-78). Lo que aquí
presentamos es una versión simplificada de los mismos.
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progreso tecnológico’1
[S.S] No existe depreciación por el uso del capital. Este es un supuesto
simplificador que no modifica de manera fundamental las conclusiones o
del modelo.
a
[S.6] La función de producción agregada es de proporciones fijas, es decir,
sólo existe una única proporción en la que se pueden combinar los
factores productivos capital (K) y trabajo eficaz (AL ) para producir a
unidades adicionales de producto (Y):
Yrmin{f~=i-fL} (6.1) —
mt
La utilización de este tipo de función de producción permite que existan
situaciones de desempleo de factores productivos, estando el nivel de
producción de cada periodo limitado por la dotación existente de factores
productivos. En cualquier caso, y debido a que el factor trabajo crece a una tasa
constante, la cantidad de producción máxima de la economía vendrá dada por
mtla cantidad de mano de obra en cadaperiodo. A la lasa de crecimiento de este
nivel de producción máximo se le denomina tasa natural de crecimiento
(Gj~n±x),y representará aquella tasa de crecimiento de la producción que mt
mantiene a la población en pleno empleo. Si la tasa de crecimiento efectiva
(G)fuese inferior a esta tasa natural no se estaría ocupando a toda la mano de
obra y aparecería desempleo involuntario. Además esta tasa de crecimiento
efectiva nunca podrá ser superior a la lasa de crecimiento natural dados los
supuestos sobre la tecnología (sólo podrá ser superior momentáneamente si se
parte de una situación inicial de desempleo). a
Igualmente, la cantidad de capital utilizada en cada momento en la
economia vendrá dada por la función de producción: K=vY, que expresados a
en términos diferenciales nos indicará la inversiónneta efectiva en laeconomía
en cada instante del tiempo’6: ÑZVY Sr
A partir de estos supuestos podemos deducir la ecuación fundamental que
exprese la dinámica de la economía suponiendo que el mercado de bienes y —
servicios se encuentra en equilibrio en cada momento. Esta condición de
a-
‘~ Este progreso tecnológico sedice que es potenciador del trabajo o neutral en sentido de
Harrod, en la mediad en que mantiene constante la proporción con la que se usan los factores
productivos en la producción. Sr
6La introducción de estas dos interpretaciones sobre la inversión, la efectiva y la
requerida, se debe a que el incremento efectivo en el stock de capital en principio no tiene —
porque coincidir con el que los empresarios consideran como apropiado dado el incremento
efectivo en el nivel de renta
a
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equilibrio económico exige el vaciado del mercado (oferta igual a demanda).
que en economías cenadas y sin sector público implica la igualdad entre abono
e inversión’7:
SsYz~Kv1’ (6.2)
A partir de la anterior condición de equilibrio obtenemos la expresión para
la tasa de crecimiento efectiva de la renta:
6=1=1 (6.3)
Y y
que nos indica que la tasa de crecimiento de la economía es constante y que
será tanto mayor cuanto mayor sea la tasa media de ahorro (s) y la
productividad del capital (1/Y). La expresión (5.3) es la ecuación de
movimiento del modelo. Ahora debemos preguntamos por la existencia o no
de una tasa de crecimiento de equilibrio dinámico a largo plazo.
Ese equilibrio es definido por Harrod a través de la tasa de crecimiento
garantizada Gw’S/Vr , que será la tasa de crecimiento de la renta, que de
alcanzarse. dejará a los empresarios satisfechos por haber invertido las
cantidades correctas de capital dada precisamente esa tasa de crecimiento de la
renta, y que por tanto, les predispondrá a mantener las mismas decisiones de
Inversión. Dicho de otra forma, si la tasa de crecimienlo efectiva (G) coincide
con la garantizada(GJ, entonces los empresarios no tendrán incentivos a
modificar sus decisiones de inversión y por tanto se podrá mantener en el
tiempo esta misma tasa de crecimiento garantizada. En este sentido, se dice que
es la tasa de crecimiento equilibrado y sostenido de equilibrio dinámico a
largo píazo. Se trata por tanto de un equilibrio del tipo punto fijo, es decir, una
tasa de crecimiento constante que será además positivo siempre que s y v~ sean
positivas. La condición de equilibrio dinámico puede escribirse. por tanto,
como:
6=6,,, (6.4)
Esta condición de equilibrio dinámico exige el equilibrio en el mercado de
bienes y servicios, sin embargo no dice nada sobre e] equilibrio en el mercado
del factor trabajo. Así, si queremos eliminar la posibilidad de desempleo
involuntario, la condición de equilibrio que ha de cumplirse será’8:
6=6 =G~ (6.5)
~ La condición de equilibrio implica que la oferta se iguala a la demanda: Y= DA.
Teniendo en cuenta que sin sector público ni sector exteriro DA = C+ 1, y que C=Y-S, la
anterior condición de equilibrio puede rescribiese como S=J.
gEste es un modelo Keynesiano que permite la existencia de equilibrio en el mercado de
bienes con desequilibrio en el mercado de trabajo, es decir, con desempleo o paro involuntario
G~Gw<Gn.
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Figura 6.3. El problema de la inestabilidad en el modelo de Harrod-Domar.
Sr
Este sencillo modelo de crecimiento presenta dos características
importantes que conviene mencionar: el problema de la existencia y el de la
Sr,
estabilidad. El primero hace referencia al hecho de que aunque esta condición
de equilibrio dinámico con pleno empleo puede verificarse en las economías
reales, será altamente improbable que ello suceda, ya que los parámetros que a
la definen (s, y, v~ , n y x)vienen determinados de forma independiente y
exógena a la propia evolución del modelo. Es decir, no existe ningún
mecanismo en el propio modelo que garantice que se alcance la situación de a
equilibrio a largo plazo.
El segundo problema hace referencia a la inestabilidad del equilibrio
dinámico. En esta inestabilidadjuega un papel fundamental el comportamiento
de los empresarios a lahora de tomar sus decisiones de inversión. Debido a sus
implicaciones de política económica, analizaremos brevemente este problema Sr
de la inestabilidad.
Se dice que en el modelo de Harrod-Domar la situación de equilibrio a
dinámico definida por (5.4) es fundamentalmente inestable, en el sentido de
que cuando se producen pequeñas desviaciones entre las tasas de crecimiento
e
efectiva y garantizada . estas desviaciones no tienden a autocorregirse o a
eliminarse para volver de forma automática a lasituación de equilibrio (lo que
supondría que el equilibrio es estable). Por cl contrario, estas diferencias entre
Gy G,~ tienden a hacerse mayores con el transcurso del tiempo. En la figura 5.3
tratamos de representar estas situaciones de estabilidad e inestabilidad del
equilibrio dinámico.
En el gráfico de la izquierda se ha representado la situación que
correspondería a un equilibrio estable ya que ante una perturbación que aleje a
al sistema de su senda inicial de crecimiento equilibrado, la propia dinámica
6w
A
tiempo
0w
E
a
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del sistema hace que la tasa de crecimiento efectivo retome a la situación de
equilibrio19. En el gráfico de laderecha se representa el equilibrio inestable del
modelo de Harrod-DomarPara analizar de dónde surge esta inestabilidad
recurrimos a la definición de las tasas de crecimiento efectiva y garantizada:
6~=s/v; G~ =S/Vr. De esta forma por definición ha de cumplirse en todo
momento que
vG rvrG,.. (6.6)
Dados los supuestos del modelo, podemos entonces encontrarnos ante tres
situaciones:
/) G=~6~. esta es la situación de crecimiento equilibrado y sostenido definida
en (5.4). Ante esta situación y dada la condición (5.6). ha de verificarse que
1’=Vr, es decir, que el stock de capital que efectivamente poseen los
empresarios es el que efectivamente desean mantener. Esto implica que
como los agentes no se han equivocado en la determinación de sus
decisiones de inversión, en el futuro mantendrán los mismos niveles de
inversión, permaneciendo así la tasa de crecimiento constante de manera
sostenida.
¡1) 6>6, (Caso A de la figura 5.3). Por (5.6) ha de verificarse que V<4’r C5
decir, que si la tasa efectiva es mayor que la garantizada, los empresarios
observarán que el incremento efectivo en su stock de capital es menor que
el deseado (posiblemente porque al inicio del periodo hayan estimado un
crecimiento de la renta menor que el que se ha producido finalmente). De
esta manera, los empresarios reaccionarán invirtiendo unas cantidades
mayores de capital en relación a la inversión realizada anteriormente. Eso
llevará a que la tasa de crecimiento sea aun mayor en el periodo siguiente,
ampliándose la brecha inicial entre la tasa efectiva y la garantizada. Este
proceso hará que, una vez alcanzado el pleno empleo. aparezcan
situaciones de inflación de demanda20, justificándose así la intervención
pública mediante políticas de demanda contractivas encaminadas a reducir
la demanda (inversión) privada para eliminar la inflación y retomar a la
situación de equilibrio dinámico a largo plazo.
iii) G<Q (caso 13 de la figura 5.3). En este caso y por (5.6) tendrá que
verificarse que V>Vr• Es decir, por un razonamiento análogo al anterior, los
U) Recordamos que las tasas de crecimiento vienen expresadas en este gráfico por la
pendiente de la trayectoria temporal de la serie expresada en logaritmos. Para el caso del
equilibrio estable se han representado dos posibles situaciones. En la primera (caso A), la
correspondiente a un incremento en la tasa de crecimiento, el nivel de renta efectivo retoma,
al igual que su tasa de crecimiento, a sus niveles originales. En la segunda (caso 8), la
correspondiente a una disminución de la tasa de crecimiento, la tasa de crecimiento retorna al
equilibrio pero el nivel de renta permanece por debajo de la trayectoria original.
20 inflación que aparece cuando la demanda es mayor que la capacidad productiva de la
economía.
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empresarios verán que la inversión efectiva es mayor que la deseada, con
lo que en el siguiente periodo reducirán los niveles de inversión
ralentizándose portanto el crecimientoen periodos sucesivos y aumentando
nuevamente la brecha entre las tasa de crecimiento efectiva y uarantizada.
En esta situación aparecen situaciones de desempleo involuntario creciente
que no tienden a corregirse por si mismas, haciéndose necesaria de nuevo
la intervención pública para retomar al equilibrio con pleno empleo. En
este caso habría que utilizar políticas de demanda expansivas, que intenten
compensar la insuficiencia de demanda (inversión) privada.
Detrás de los problemas de la existencia y la estabilidad de este enfoque
keynesiano que justifican la intervención pública mediante políticas de
demanda expansivas o contractivas para situara la economía en situaciones de
crecimiento equilibrado de pleno empleo y sin inflación21, se encuentra el
supuesto keynesiano sobre las de rigideces en los precios. En efecto, los tipos —
de interés en el modelo de Harrod-Domar se suponen fijos. Ello se deduce del
carácter fijo de la productividad marginal del capital (1/y)que bajo situaciones
de competencia perfecta determina los tipo de interés. Igualmente los salarios Sr
nominales se suponen rígidos a la baja, para justificar así la existencia de
situaciones de desempleo involuntario.
Sr
Como hemos visto la necesidad de intervenir en la economía mediante
políticas económicas estabilizadoras tiene su origen en las inestabilidades que
rodean al equilibrio (motivada por las decisiones de inversión) y por las
distintas rigideces existentes en los mercados. Este enfoque fue rechazado por
los autores neoclásicos. Estos autores demostraron que bajo situaciones de
competencia perfecta con precios perfectamente flexibles, es decir, con
tecnologías con elasticidad de sustitución distinta de cero, desaparecen tanto
el problema de la existencia como el de la estabilidad del modelo de Harrod-
Domar, garantizándose así que las economías convergerían de forma
automática hacia situaciones de crecimiento equilibrado con pleno empleo sin
flecesíuau ue nevcu U UUUU Ilitigutí upu LIC hOLCO vCItLauII puuhi.Ca.
La aportación Neoclásica: modelos de crecimiento exógeno
El desarrollo posterior al modelo de Harrod-Domar dentro de la teoría
moderna del crecimiento económico, tuvo como principal objetivo solucionar
los problemas de existencia y estabilidad de este modelo. Aún teniendo en
cuenta la aportación que ofrecen los modelos postkeynes¡anos, podemos a
afirmar que fueron los modelos de crecimiento neoclásicos los que una mayor
Sr
21 Sobre los conceptos de paro involuntario keynesiano, inflación de demanda, el
e
contenido, articulación y eficacia de las políticas de demanda véase: Fernández, Parejo y
Rodríguez (1995)
e
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aceptación y proliferación tuvieron en el mundo académico2. Dichos modelos
parten de las aportaciones de Solow (1956) y Swan (1956).
En estos modelos, la introducción de una función de producción con
rendimientos constantes a escala y decrecientes para cada uno de los factores
productivos, junto al supuesto de mercados perfectamente competitivos.
conduce a la economía a una situación de equilibrio sostenido a largo plazo con
pleno empleo. Esta situación de equilibrio se corresponde con tasas nulas de
crecimiento de la renta per cápita. Este último resultado, junto a la necesidad
de explicar las tasas de crecimiento positivas que se observan empíricamente
en las distintas economías, justifican la introducción del progreso tecnológico
como el factor exógeno que determina la existenciade tasas de crecimiento de
la renta per cápita positivas a largo plazo23. Es precisamente debido a esta
necesidad de introducir mejoras técnicas generalizadas y exógenas. por lo que
a estos modelos se les pasa a denominar como de crecimiento exógeno.
A continuación repasamos el funcionamiento del modelo básico de este
enfoque, el modelo de Solow-Swan. Los supuestos de los que parte el modelo
son:
[S.l] El producto agregado obtenido en la economía (Y) se puede destinar
directamente al consumo o a su acumulación en forma de stoek de
capital (K )para su uso en la producción de periodos posteriores.A
diferencia del modelo de Harrod-Domar no se introduce ninguna
función de inversión, simplemente se suponeque la parte no consumida
se ahorra invirtiéndose automáticamente en forma de capital. Se
elimina de esta forma el problema de la estabilidad del equilibrio.
115.2] El ahorro agregado de la economía (5’) es una proporción constante (s)
de la renta (19: S~sY. Este supuesto fue criticado como veremos por el
propio enfoque neoclásico, y sustituido por un problema de
maximización intertemporal de la funcián de utilidad del agente
representativo, de esta forma se consigue que el ahorro en cada instante
del tiempo quede determinado de forma endógena porel propio modelo
22 Los modelos de crecimiento postkeynesianos tratan de alcanzar, de forma alternativa
a los modelos neoclásicos, el mismo objetivo de mejora del modelo de Harrod-Domar,
centrándose en el papel del ahorro y la distribución de la renta. Este enfoque se recoge
fundamentalmente en el trabajo de Kaldor (1956,1957), y en las distintas aportaciones de
Pasinetti(1978), Kalecki(1977) y Robinson(1973). Para un análisis de este enfoque
postkeynesiano véase Galindo y Malgesini (1994, pp. 51-78)
23 Sobre este punto son conocidos los resultados obtenidos por Abramovitz (1956) y
Solow (1957). Estos autores concluían que aproximadamente la mitad del crecimiento
observado en los Estados Unidos no podía explicarse únicamente por el crecimiento de los
factores productivos, por lo que había queconsiderar como factor adicional de crecimiento las
mejoras en la productividad global de la tecnología.
u,:
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[5.3] Al igual que en el modelo de Harrod-Domar. tanto el factor trabajo (L)
como la eficacia en la producción de dicho factor trabajo (A) crecen a
una tasa constante y exógena n y x respectivamente: L/L=n A/A =x. El
factor trabajo medido en unidades de eficiencia o trabajo eficaz (AL). —
crecerá, por tanto, también a una tasa constante n-Í-x.
¡5.4] Existe depreciación por el uso del capital a una tasa constante 8. u,
[S.S] La función de producción agregada es continua, con rendimientos
constantes a escala, elasticidad de sustitución distinta de cero y
rendimientos decrecientes para cada uno de los factores productivos
a
Supondremos que dichafunción de producción es del tipo Cobb-Douglas24
que incorpora progreso técnico neutral en el sentido de Harrod:
e
}‘zz (AL )“K ~ (6.7)
Si tenemos en cuenta los supuestos sobre los rendimientos constantes a a
escala a-i-fi=i, y sobre los rendimientos decrecientes para el capital fi<]
podemos escribir la función de producción en términos per cápita como:
a
y zzAk ~ (6.8)
u.
donde y = YL25 es la producción por trabajador. y k=K/<’AL). es el capital por
trabajador medido en unidades de eficiencia. De esta forma la dinámica de la
renta per cápita vendrá dada por: a
i =1 +~3É (6.9)
yA k a
es decir, por el progreso técnico de cada economía y por la dinámica del stock
de capital portrabajador eficiente. El supuesto 15.3] proporcionan la dinámica a
del progreso técnico. Por suparte el proceso de inversión, que utiliza el ahorro
para acumular capital se deduce de la condición de equilibrio continuo en el
mercado de bienes y servicios: a
Sr
‘introducimos esta teenologia Cobb-Douglas por motivos de sencillez de exposición,
anuque en realidad lo único que seexige ala función de producción es el cumplimiento de las
condiciones de [S.51.Adicionalmente se suele exigir a la función de producción las Sr
condiciones Inada de buen comportamiento para garantizar la existencia y unicidad del
equilibrio dinámico a largo plazo (Romer, 1996, pp9):
ay[¡m—~~” l,m—=O e
,-
0a& ¡.,.cik
25 Estamos identificando aquí la renta por trabajador con la renta per cápita, suponiendo
para ello que toda la población de la economía forma parte de la población activa, y haciendo
USO del enfoque neoclásico, que no existe desempleo involuntario.
e
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St s Y 1 = K + ó K
despejando de (5.10) obtenemos la dinámica del stock de capital:
(6.10)
(6.11)
De esta forma, y teniendo en cuenta que por definición
K=X~k (1±4) (6.12)
la dinámica del stock de capital por trabajador eficiente vendrá dada por:
z skP-k(5+x+k)
de la que se deduce que la tasa de cambio del stock de capital
eficiente viene dado por
(6.13)
por trabajador
Ecuación fundamental (5.14)
Esta ecuación dinámicaconstituye la ecuación fundamental del modelo de
crecimiento que proporciona la dinámica del capital: el stock de capital por
trabajador eficaz aumentará en el tiempo si el ahorro por trabajador es mayor
que el que resulta necesario paramantener constante en el tiempo a k. teniendo
en cuenta el efecto negativo que sobre esta variable tiene la depreciación del
capital, el aumento del factor trabajo y el progreso técnico.
Esta ecuación fundamental es una función del tipo de Bernoulli por lo que
al aplicar el cambio de variable i~ k~’~ la ecuación así transformada resulta
lineal y puede resolverse analiticamente (Gandolfol 997, Pp. 436-437):
>-0 £ hlirh
‘tn÷x~~e ~0
(6.15)
Dicha trayectoria tiende a largo plazo a una solución globalmente estable
del tipo punto fijo, siendo (1j3)(n*x±» la velocidad de convergencia a dicho
estado estacionario26
26 En realidad la ecuación fundamental presenta dos equilibrios. El segundo punto de
equilibrio se corresponde con k”’=O. Este equilibrio sin embargo es inestable y carece de
sentido económico.
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a
hm 4= U ( n+;+¿kt (6.16)
Sr
La solución a largo plazo supone por tanto una tasa de crecimiento nula
para el stock de capital por trabajador eficiente:
IfriI=o
~k} (6.17)
Ladinámica del stock de capital portrabajador eficiente, es decir, ecuación
fundamental, se puede representar gráficamente haciendo uso de la figura 5.4.
Como se observa en el gráfico, a partir de la situación inicial. sc produce
una transición o una convergencia hacia el estado estacionario. Partiendo, por
ejemplo, de una situación inicial como ~ la ecuación fundamental (5.14) nos
dice que la tasa de crecimiento es positiva (diferencia entre las dos curvas), por
lo que la dinámica del sistema hace que 4 aumente. En el siguiente período
estaremos ante un nivel de ka la derecha de 4<,. En esta nueva situación la tasa
de crecimiento seguirá siendo positiva, aunque de menor valor, por lo que este
proceso se repite hasta alcanzar el estado estacionario 4*, en el cual 4
permanece constante de manera sostenida.
Figura 6.4. Dinámica dcl modelo dc Solow-Swan
a
a
a
a
a
Sr
u.
a
Sr
e
e
a
u.
Sr
a
sk<>’1t (ji ±x#¿)
A
T.s. dc
Citcimictwo
— —- — — — (n + x-4-3)
4
k
9
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Dados estos resultados, y sabiendo que la dinámica de la renta per cápita
según (5.9) viene dada por el progreso tecnológico exógeno (x) y por la
ecuación fundamental (5.14). en el estado estacionario la renta per cápita
crecerá a una tasa constante determinada precisamente por ese progreso
tecnológico exógeno: (j ZX (6.18)
Observamos que este es exactamente el mismo resultado al que llegaban los
1 __
y, re X(A 3 (6.19)
n +>¿- +5
modelos de crecimiento keynesiano de Harrod-Domar en situaciones de
crecimiento equilibrado y sostenido con pleno empleo, que recordemos venía
dado por la tasa natural de crecimiento de la renta Gw=n-sx 2? Sin embargo,
y a diferencia del enfoque keynesiano, la situación de equilibrio ahora es
globalmente estable, con lo que en el enfoque neoclásico de crecimiento
exógeno desaparecen los problemas de existencia y estabilidad del modelo de
Harrod-Domar
Podemos resumir ahora algunas de las conclusiones que se derivan de este
modelo neoclásico. Un primer resultado que se deriva de la dinámica de
transición del modelo hacia el estado estacionario es el de convergencia
condicional entre países homogéneos28. Unpaís con menor stock de capital per
cápita inicial, que comparta el mismo estado estacionario que otro inicialmente
más adelantado, presentará una mayor productividad marginal del capital (por
los rendimientos decrecientes de este factor) y por tanto, un mayor rendimiento
y estímulo a la inversión. Esto supondrá para aquel país un mayor crecimiento
de su renta, es decir, un acercamiento a los países inicialmente más
adelantados. Por tanto, y a la luz de estos modelos, las medidas a adoptar para
alcanzar la convergencia se limitarán a la modificación y adaptación de sus
estructuras productivas a las del resto de países con los que se quiere
converger. Una vez alcanzadas unas estructuras homogéneas, la convergencia
vendrá por si sola.
27 El modelo de Solow Swan estableceque la tasa de crecimiento de la renta per cápita (y
— TIL) viene dada porel progreso técnico en situación de equilibrio dinámico. Esto implica que
por definición. el nivel de renta crecerá en situación de equilibrio a largo plazo a una tasa
también constante pero determinado por el progresotécnico y el crecimiento de la población:
L{x jlf=(É)jL)tx*n
28 Esta homogeneidad vendrá definida por los parámetros estructurales del modelo que
definen el estado estacionario: preferencias (s), tecnología (x, /4 población (n), tasas de
depreciación (41.Sobre los distintos tipos de convergencia absoluta, condicional y de
dispersión de la renta, puede consultarse: Barro y Sala-i-Martin (1995, cap. 11).
u->
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Lp y Ln Y
a
‘‘o
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e
Sr
tiempo tiempo
Políticas sobre el Políticas sobre la
ahorro ~‘ sobre la tasa tasa de progreso
de crecimiento de la tecnológico a
población
Figura 6.5. Efectos a largo plazo de las políticas económicas en el modelo de So¡ow-Swan.
Un segundo resultado importante desde el punto de vista de la política
económica se desprende del valor que toma la tasa de crecimiento equilibrado
a largo plazo, que según (5.18) es independiente del valor des y n. Es decir, a
políticas económicas tendentes a aumentar la tasa media de ahorro de la
economía, y/o a disminuir la lasa de crecimiento de la población, no tendrán
a
ningún efecto permanente sobre la lasa de crecimiento tendencial a largo plazo
de la renta per cápita de la economía. Este tipo de políticas tendrán efectos
positivos sobre la tasa de crecimiento sólo en el corto plazo (ecuación
fundamental) y sobre el nivel de renta alcanzado en el largo plazo (figura 5.5).
Las únicas políticas que tendrán efectos positivos y permanentes sobre la tasa
de crecimiento, serán aquéllas que aumenten la tasa de progreso tecnológico u.
(x), ya que éste es el único factor que aparece como determinante de la tasa de
crecimiento a largo plazo de la renta per cápita de la economía (figura 5.5).
Estas politicas deberán referirse no sólo a los factores puramente tecnológicos —
(política tecnológica), sino también a aquellos otros que también afectan a la
capacidad productiva de una economía dadas unas dotaciones de factores
productivos. Nos referimos fundamentalmente a las políticasque persiguen un
buen funcionamiento de los mercados (Políticas de regulación del mercado de
trabajo y financiero y políticas de defensa de la competencia) y a las
actuacionesde la autoridades para el fomento de extemalidades positivas de las Sr
que se aproveche el sector empresarial ( inversiones en infraestructuras
públicas, política educativa, política de promoción comercial, etc.)’9. —
Como ya comentamos en el supuesto [5.2], aunque el modelo de Solow-
Swan representa la versión más sencilla de la postura neoclásica —
Sr
29 Sobre el contenido, alcance y posibilidades de estas políticas de oferta véase Parejo,
Calvo y Paúl (1995)
u.
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(comportamientos perfectamente competitivos, flexibilidad de precios.
información perfecta, pleno empleo. etc.), la formulación del mismo ha sido
criticada por la propia ortodoxia neoclásica. En panicular se critica el uso de
una función de consumo agregada keynesiana (tasa de ahorro constante) que
carece del respaldo de una fundamentación microeconómica sobre el
comportamiento racional de los agentes. Surgen asi distintos modelos en los
que aun respetando los supuestos esenciales del modelo de Solow-Swan.
(situaciones de competencia perfecta. progreso tecnológico exógeno.
rendimientos constantes a escala y rendimientos decrecientes para los factores
acumulables). modelizan el comportamiento de los consumidores y empresas
desde un punto de vista microeconómico. El ahorro medio de la economía ya
no se supone constante sino que se deduce endógenaniente por el propio
modelo basándose para ello en el comportamiento racional. maximizador de la
función de utilidad intertemporal, del agente representativo. Entre estos
trabajoscabe destacar las aportacionesde Cass (1965) y Koopmans (1965) que
utilizan el enfoque de Ramsey (1928) de familias representativas que viven
infinitos periodos, o el modelo de Diamond (1965) de generaciones
solapadas30.
La característica esencial de estas aportaciones se encuentra, repetimos, en
que ahora se permite que las familias puedan determinar la trayectoria que
seguirá su consumo, y por tanto también su ahorro, de forma óptima, es decir.
de forma que su utilidad sea máxima. Para ello, estos modelos hacen uso de
las técnicas de optimización dínamíca.
El modelo de Ramsey. por ejemplo, supone que la familia representativa
maxímíza su utilidad por el consumo realizado durante todo el periodo de
planificación, periodo que para la familia representativa se supone infinito. En
este enfoque no se tiene tanto en cuenta al individuo como al conjunto familiar,
suponiendo así que los agentes son altruistas, preocupándose no sólo de su
bienestar sino por el de todos los integrantes de la familia, tanto presentes
como futuros. Dicha utilidad dependerá no sólo del consumo presente sino
también del que se realizará en el futuro hasta infinitos periodos. Para la
simplificación del problema se supone que la función de utilidad es aditiva
separable, es decir, que la utilidad total para todo el periodo de planificación
(función objetivo) resulta de la suma de las utilidades instantáneas. Bajo estos
supuestos, elproblema de maximizaciónde la función de utilidad intertemporal
para la familia representativa puede expresarse como:
30 Para un desarrollocompleto de estas aportaciones véase Romer (1996, cap.2) y Barro
y Sala-i-N4artin (1995, cap. 2 y 3)
CAPITULO 6. DINÁMICA ECONÓMICA SIMPLE: LIMITACIONES ~EL ENFOOIJE TRACICIONAL 6 - 24
1~
e
L
max U fe P/u(C’)’dr = Bft43’(~L~)dr
CIAr o 1-/ cts 9rn
so
sa:
u.
donde se mantienen todos los supuestos del modelo de Solow a excepción de
[5.2] sobre la tasa de ahorro constante de la economía y el [S4] ya que hemos
supuesto, por simplicidad, que no existe depreciación, y donde: p es la tasa de
descuento;C,, el consumo individual o per cápita; u(C) es la función
instantánea de utilidad de cada individuo, que se supone que presenta una tasa
de aversión relativa al riesgo constante a ; L es la población total de la
economía; Hel número fijo de familias existentes en la economía; y donde las
variables en minúsculas expresan los valores de las respectivas variables en
términos de trabajador eficaz. La restricción del problema implica que la parte
de la renta no consumida se destina directamente a la acumulación de capital —
y puede interpretarse como larestricción presupuestaria a la que se enfrenta la
familia en su problema de maximización de utilidad.
a
Las condiciones de primer orden para la solución del problema de
maximización (ANEXO SA). determinan la dinámica del modelo3t:
a
(6.21)
e O u.
k=kP—c—(n+x)/c (6.22) a
La solución del sistema dinámico (5.21)-(5.22) converge al igual que el
modelo de Solow-Swan a un equilibrio del tipo punto fijo, donde tanto la renta u’
per cápita como el stock de capital por trabajadory el consumo del individuo
crecen a una tasa constante y exógenadeterminada exclusivamente por la tasa
de progresotecnológico exógeno. Ladiferencia entre esteenfoque optimizador
del agente racional y el de Solow se encuentra no sólo en la formalización, sino
también en la dinámicade transición hacia el equilibrio dinámico, que es ahora
del tipo punto de silla3’ —
Sr
31 Estas condiciones de primer orden vienen dadaspor el Principio del Máximo para la
solución del problema de control óptimo con horizonte de planificación infinito y se recogen
en el ANEXO SA. Para un desarrollo de las mismas véase Chiang(1992, cap? y 9).
a
32 Sobre el análisis de este tipo de soluciones del tipo punto de silla y sus aplicaciones a
la economía véase Gandolfo (¡997, cap 22)
a
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Las implicaciones de política económicaanalizadasen elmodelo de Solow,
siguen siendo válidas cuando se dota al modelo de una fundamentación
microeconómica del comportamiento de los agentes33. Se desprende por tanto.
que a diferencia del modelo de Harrod-Domar, en el enfoque neoclásico, la
estabilidad del equilibrio elimina cualquier necesidad de intervención en la
economía mediante políticas estabilizadoras. Estas intervenciones resultan
innecesarias para conducir a la economía a situaciones de crecimiento
equilibrado con pleno empleo. Las únicas medias posibles bajo este enfoque
neoclásico de crecimiento exógeno, son como ya hemos comentado, aquellas
políticas de oferta que mejoran la productividad global de la economía.
Modelos de crecimiento endógeno
Un aspecto criticable desde el punto de vista explicativo de las teoría
neoclásicas de crecimiento exógeno es que. en realidad, dejan sin determinar
cuáles son los verdaderos determinantes del crecimiento a largo plazo. Dicho
crecimiento se supone que depende del progreso tecnológico, peronada se dice
sobre él, al venir dado de forma exógena al modelo. Quizás esta carencia fue
la que motivó que a partir de principios de los 70 el interés de los economistas
se desviara hacia el estudio de las fluctuaciones a corto plazo, y que surgieran
como una rama separada de la teoría del crecimiento, las nuevas Teorías del
Desarrollo económico, que aunque con un aparato analítico más sencillo,
servían de base para el diseño de los planes de desarrollo de las naciones más
atrasadas34
A mediados de los 80 surgen nuevos modelos que alejándose del supuesto
de rendimientos decrecientes para los factores acumulables, tratan de encontrar
una explicación endógena al proceso de crecimiento. Los modelos de
crecimiento endógeno introducen la posibilidad de alcanzar un equilibrio
dinámico con tasas de crecimiento positivas que ahora no estarán explicadas
por el crecimiento exógeno de la productividad global. Es por ello que a estos
modelos se los denomina de crecimiento endógeno.
La diferencia fundamental de estos modelos de crecimiento endógeno
frente al enfoque neoclásico se encuentra, como hemos dicho, en el supuesto
“Para un análisis de estas políticas en el modelo de Ramsey véase Romer (1996, Pp. 59-
72)
“ Como ya comentamos, la teoría moderna del crecimiento es incapaz de explicar la
situación de estancamiento económico que sufren los paises en vías de desarrollo. Estas teorías
de desarrollo económico tratan de explicar precisamente cuales son los frenos a los que se
enfrentan los países en vías de desarrollo para salir de su situación de atraso. Estos modelos
anque incorporan elementos dinámicos en su explicación del desarrollo, no serán tratados en
el presente trabajo. Para un análisis de las principales aportaciones en estas teorías del
desarrollo véase Thirlwall (1994) y Ghatak (1995)
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5.
sobre los rendimientos de los factores acumulables en la función de 5.’
producción. En efecto. el supuesto de rendimientos no decrecientes para el
factor capital es el que permite explicar de manera endógena. soluciones de
equilibrio dinámico con crecimiento de larentaper cápitapositivo. La principal
contribución de los modelos de crecimiento endógeno, es la de aportar y
justificar las distintas situaciones en las que pueden aparecer tales rendimientos
para el factor capital, constituyendo así un paso adelante en la búsqueda de los Sr
determinantes del crecimiento~5. Dentro de este enfoque. podemos citar entre
otras, las aportacionesde iniciales Romer (1986. 1 990a. 1 990b) y Lucas (1988) e
que como las de, Stockey(1991), Young(1991) y Barro(1990). introducen
externalidades positivas, el capital humano y el capital público en sus modelos
manteniendo el supuesto de competencia perfecta; o los trabajos de Grossman
y Helpman (1990,1991), Aghion y Howit (1992), Segerstrom; Anant y
Dinopoulos (1990) y Chen y Dinopoulos (1992) que suponen competencia
imperfecta para construir modelos en los que la inversión de recursos en e
proyectos de investigación y desarrollo (l+D) genera un progreso tecnológico
de forma endógena.
a
Repasaremos a continuaciónlas principales características de estos modelos
de crecimiento endógeno. Para ello, seguimos a Sala-i-Martín(l 994) y
clasificamos a estos modelos en dos grandes categorías: los modelos que —
incluyen tecnología del tipo Y=AK, y aquellos que introducen tecnologías con
rendimientos crecientes a escala. Pasamos a continuación a estudiar cada uno
de ellos. U
a
Modelos de crecimiento endógeno con tecnologia AbC.
La primera forma, y lamás sencilla, de obtener crecimiento positivo en el a’
estado estacionario es mediante el supuesto de tecnología AK (Rebelo , 1991).
Los supuestos que incorpora este modelo son los mismos que los del modelo
de Solow, a excepción del que hace referencia a los rendimientos decrecientes a
para el factor capital. Suponemos adicionalmente que no existe progreso
tecnológico (x=O) y que la función de producción presenta rendimientos
constantes a escala. a
Utilizando una tecnología de] tipo del tipo Cobb-Douglas sin progreso
tecnológico (Y=AK@L ft), teniendo en cuenta el supuesto sobre los —
rendimientos constantes a escala (cti-fiÑ) y sobre los rendimientos constantes
para el factor capital (/N1). la función de producción agregada de la economia
deberá escribirse como Y A K —tecnologíaAK--. Laproducción por trabajador
en este modelo será por tanto:
Sr
“ Una panorámica amplia de este enfoque y de sus principales aportaciones, puede
encontrarse en Sala-i-Martin (1994) y Barro y Sala-i-Martin (1995). Otros surveys se pueden
encontrar en Amable (1994) y iones y Manuelli (1994).
u.
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Figura 6.6. Dinámica del modelo Ak
donde ahorak=K/L. Al no existir progreso tecnológico. ladinámica de la renta
per cápita queda determinada exclusivamente por la dinámica del stock de
capital por trabajador, puede deducirse de manera análoga a (5.14) a partir de
la igualdad entre ahorro e inversión:
Ecuación Fundamental (5.24)
que constituye la ecuación fundamental del modelo. El equilibrio a largo plazo
queda determinada por la propia ecuación fundamental, ya que como se
observa en dicha expresión la economía evoluciona según una tasa de
crecimiento constante de manera automática a partir de cualquier condición
inicial. Gráficamente (figura5.6), y al igual que hicimos con el modelo
neoclásico, la solución de este tipo de modelos quedaría determinada por la
evolución del stock de capital portrabajador expresada en la ecuación (5.24).
Su solución gráfica indica que para cualquier condición inicial k0, el stock de
capital por trabajador estará creciendo siempre a la misma tasa, detenninada
porla diferenciaentre las dos rectas, que al mantenerse constante para todos los
períodos, podemos denominar como de equilibrio sostenido a largo píazo.
(6.23
sA. (n +
YAA
Tasade
Cectuniento
y -- (n±ñ)
b1.
*0 k
La propia ecuación fundamental (5.24) nos indica portanto, cuál es la tasa
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de crecimiento de la renta de equilibrio dinámico a largo píazo, que
nuevamente es del tipo punto fijo:
U) - =sA —(n+5) (6.25)
Esta tasa de crecimiento constante tomará valores positivos, nulos o
negativos dependiendo del valor que tomen los parámetros que la definen. Sin
embargo, y suponiendo que la tasa media de ahorro es suficientemente grande.
este sencillo modelo muestra como el supuesto de los rendimientos no
u’decrecientes para el factor capital pem-dte obtener tasas de crecimiento
positivas en el largo píazo sin necesidad de recurrir al progreso tecnológico.
u’
Otras conclusiones relevantes que podemos destacar de este modelo son,
en primer lugar, que las políticas económicas que fomenten el ahorro (s) y el
nivel global de tecnología (A), o que disminuyan la tasa de crecimiento de la
población (n) y la tasa de depreciación (ti» serán efectivas tanto para aumentar
la tasa de crecimiento a corto píazo como las de largo píazo (figura 5.7). Esto
constituye otradiferencia importante respecto al modelo neoclásico donde sólo a
las mejoras tecnológicas tenían efectos positivos sobre la tasa de crecimiento
a largo plazo.
a
En segundo lugar, y a diferencia también del modelo neoclásico, no existe
convergencia condicional, es decir, dos economías que sólo difieran en sus
condiciones iniciales k0, nunca convergerán a un mismo nivel de renta per u.
cápita. Esta ausencia de convergencia entre países está asociada nuevamente
a la desaparición de los rendimientos decrecientes del capital
36. Según este
a-
modelo de crecimiento endógeno,para que los paises más atrasados converjan
con los más adelantados será necesario llevar a cabo políticas activas que
mejoren el crecimiento económico de aquellas en el largo plazo.
Estemodelo AK es uno de los más utilizadospara representar la esencia del
crecimiento endógeno37 Puede sin embargo argumentarse, que este modelo es u.
en realidad de crecimiento exógeno al igual que en el enfoque neoclásico, al
venir determinada su tasa de crecimiento a largo plazo (5.25) exclusivamente
por parámetros estructurales exógenos al propio modelo (A, s, ti, 6). ¿Porqué
se denomina entonces a este tipo de modelos de crecimiento endógeno?. La
u’
36Nótese que tal y como vimos en el modelo de Solow, la velocidad de convergencia venía
detenninada por (/-/3)(n+8+x). Dicha velocidad se anula, y por tanto desaparece la
convergencia, una vez que introdueimos los supuestos del modelo ~1K(p1) u’
“El supuesto sobre la tasa de ahorro constante es nuevamente un supuesto simplificador
que no modifica las propiedades básicas del modelo en el largo plazo. Los supuestos básicos a
del modelo ( rendimientos constantes a escala y constantes también para el factor capital),
pueden incorporarse en el enfoque de Ramsey para dotar al modelo de fundamentación
microeconómicasobre el comportamiento optimizador de los agentes. Las tasas de crecimiento
Sr
a largo plazo serán también en este caso positivas sin necesiadad de suponer progreso técnico
exógeno. Véase Barro y Sala-i-Martín (1995, pp. 140- 144).
Sr
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Erura 6.7. Efectos a largo plazo de las politicas económicas en el modelo AA.
razón para ello se encuentra no tanto en la propia tasa de crecimiento positiva,
sino en los factores que determinan la forma en que ésta es deducida, se decir,
sin necesidad de introducir progreso tecnológico exógeno y simplemente
suponiendo rendimientos no decrecientes para el capital. La aportación más
relevante de los modelos de crecimiento endógeno es precisamente la de
explicar porqué pueden darse situaciones en las que se justifique la existencia
de rendimientos constantes para los factores acumulables. De esta forma, se
proporcionan las bases en las que fundamentar medidas de política económica
que mejoren el crecimiento tendencial a largo plazo. Entre las explicaciones
quejustificanuna tecnologíacomo IaAK, se encuentran aquellas que hacen uso
de un concepto amplio del factor capital, fundamentalmente a través de la
introducción del papel del capital humano y el capital fisico. A continuación
analizamos algunas de estas aportaciones.
- Tecnología AK y Capital Humano.
Sala-i-Martín,( 1994, Pp 84-85) proporciona una justificación sencilla para
el uso de tecnologías del tipo AK a través de un modelo en el que coexisten el
capital fisico y el humano. En este caso, la producción no depende del trabajo
fisico ocupado (n0 de personas), sino de la cantidad de trabajo corregida por
su calidad. Esta calidad del trabajo será acumulable mediante la educación, la
experiencia, etc. Dicho de otro modo, el factor trabajo relevante en la función
de producción es el Capital Humano (JI) que junto al capital físico (K)
constituyen los factores productivos susceptibles de acumulación de este
modelo.
A partir de este supuesto, resulta sencillo derivarel modelo de crecimiento
endógeno AK, partiendo de una función de producción Cobb-Douglas con
5,4, a, + 4
Ln Y
A s
1A,
*
s~ A0
(n0 + e
5
0)
y (n, + 6,)
tiempo
*0 k
CAPiTULO 6. DINÁMICA ECONÓMICA SIMPLE LIMITACIONES DEL ENFOOUE TRADICIONAL 6 . 30
rendimientos constantes a escala y decrecientes para cada uno de los factores
productivos:
Y (6.26)
La dinámica del modelo quedará determinada por la siguiente ecuación
diferencial, que se deduce nuevamente de la igualdad entre la inversión neta
total y el ahorro menos la deprecíacion.
Ñ+Ñ=sBK0H’~~-&,K-8~H (6.27)
Suponiendo que el capital físico y humano se deprecian a la misma tasa
(ÓK= 5~~) y que además se comportan como sustitutivosperfectos, se deduce que
las productividades marginales netas de ambos tipos de capital deben coincidir,
es decir,
aY~aY
8
8K K~¡g
Y Y
(6.28)
teniendo en cuenta esta relación entre los dos tipos de capital, la función de
producción podrá reescribirse como:
Y,=BKI3[K(1íii)1 =AK, . A=BKíP)I (6.29)
que toma la forma ya conocida Y = AK. Porsu parte, laacumulación de capital,
quedará:
I3
(6.30)
-1 1K—=sAK,-8—K,
K,=s~AK,-8K,
ecuación, esta última, que tendrá la misma solución que la estudiada para el
modelo de tecnología AK. La tasa de crecimiento a largo píazo del stock de
capital quedará determinada por (5.32) que por (5.28) y (5.29) determinará
también la tasa de crecimiento de la renta y el capital Humano.
(6.31)
(6.32)
e
5.
5.
e
Sr
a,
Sr
a
a
e
Sr
e
a
u’
a
a
CAPÍTULO 6. DINAMICA ECONÓMICA SIMPLE: LIMITACIONES DEL ENFOOUE TRADICIONAL 6 . 31
- Tecnología AK y Capital Público.
De forma alternativa, Barro (l99O)~~ proporcionaotra justificación para el
uso de la tecnología AK. Nuevamente se diferencian dos tipos de factor
acumulable, el capital físico (1<’) y el capital público(O). La función de
producción de tipo Cobb-Douglas con rendimientos constantes a escala y
decrecientes para cada uno de esos factores productivos podrá escribirse:
Y AK~G<’43~ (6.33)
en la que nuevamente no aparece el trabajo como factor productivo. La
introducciónde un bien público (6) en la función de producción puede plantear
problemas de eficiencia en la provisión de capital público si se deja ésta en
manos de la iniciativa privada. Suponemos por ello que en situaciones de
competencia perfecta los agentes toman O como dado y que es el Estado el
encargado de proveer dicho capital público. Suponemos. adicionalmente. que
el Estado mantiene el presupuesto público en equilibrio, entendiendo que todo
el gasto público se financiamediante impuestos sobre la renta: 0= vil De esta
forma, expresando la restricción presupuestaria en términos per cápita y
teniendo en cuenta la función de producción (5.33), se obtiene la siguiente
relación entre capital público y privado39:
g=ty=tAk0g(’4Í — =QuA)P (6.34)
Teniendo en cuenta esta relación y sustituyéndola en la función de
producción obtenemos la ya conocida tecnología AK:
143 43 1
Y=AK~G<’43> - AK~K’43(rA) ~ =BK ; B=(r) ~ A ~ (6.35)
La dinámica del sistema quedará determinada nuevamente por la
acumulación de capital privado, que tendrá que tener en cuenta los pagos por
impuestos. Así, la inversión neta de capital físico será igual al ahorro neto de
impuestos menos la depreciación, que en términos per cápita quedaría:
Sustituyendo la relación (5.34)en (5.36), la acumulación de capital privado
por trabajador podrá escribirse de la siguiente manera:
k (gil
— =(l—t)sA —I —(6 -t-n)=(l —t)sA(tA) ~ —(6+n) (6.37)
k I\ 1<,)
que será la ecuación fundamental del modelo. Esta ecuación nos indica que el
stock de capital privado por trabajador crecerá a una tasa de constante, y por
38 Simplificamos aquí el modelo original de Barro(1990) suponiendo una tasa de ahorro
media constante.
Galindo y Escot (1998) proporcionan una versión alternativa en el que los impuestos
financian la acumulación de capital público (.dG)
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Figura 6.8. Tamaño óptimo del Gobierno
endógeno con tecnología AK.
en el modelo de crecimiento
tanto de equilibrio a largo plazo. Dada la relación (5.34) y (5.35). tanto el
capital público como el nivel de renta medidos ambos en términos per cápita.
crecerán también a largo píazo a esa misma tasa de crecimiento:
(=)}É) ‘=( ji (6.3 8)
Unaparticularidad de este modelo de crecimiento endógeno es que permite
el análisis de los efectos de Ja política fiscal (tipo impositivo> sobre el
crecimiento económico a largo plazo. Esto se debe a que el tipo impositivo
entra a formar parte directamente de la solución a largo plazo. De esta forma,
lapolítica económica, a través de la fijación del tipo impositivo, puede ejercer
una influencia significativa y permanente sobre el crecimiento económico a
largo plazo. Cabe preguntarse por tanto, por cómo afecta la política económica
sobre la tasa de crecimiento a largo píazo. Este efecto está representado en la
figura 5.8. A partir de esta relación se puede definir la política óptima como
aquella que hace máxima la tasa de crecimiento a largo píazo. Esta política
óptima o tamaño óptimo del Estado (g/yv) quedará determinado por la
solución del siguiente problema de maximización:
Max(2Jt(l—ÚsAerA) ~
(6.39)
sujeto a: O=t=1
La solución de (5.39) implica que el tamaño o participación óptima del
estado en la economía debe ser igual a (1-fi), que es precisamente el
rendimiento marginal del capital público en la producción40.
40 Este esel mismo resultado al que llega Ban-o(iQQ0~ fundnmenízndo su modelo a nivel
microeconómico siguiendo el enfoque de Ramsey yen el que la función objetivo en (5.39) es
la de bienestar o utilidad del agente representativo. Galindo y Escot (1998). demuestran que
de fonna genérica tanto para el modelo neoclásico de crecimiento exógeno, como para este tipo
A
Tamaño
delgob,eno
0 ‘rl-ii ¡ gly=r
e
5.
e
e
e
e
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e
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a
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Modelos de crecimiento endógeno con rendimientos crecientes a
escala.
Los modelos de crecimiento endógeno que utilizan tecnología del tipo AK
han sido objeto de diversas críticas. Entre otros aspectos del modelo, se
cuestiona la no consideración del factor trabajo en el proceso productivo y la
inexistencia de progreso tecnológico. Con el objetivo de poder incorporar estos
factores en el proceso de crecimiento manteniendo el supuesto sobre los
rendimientos constantes de los factores acumulables, han surgido otras
aportaciones dentro del enfoque del crecimiento endógeno que incorporan el
supuesto de rendimientos crecientes a escala en la producción41.
En este tipo de modelos, el crecimiento a largo plazo quedará determinado
por el progreso técnico, que. a diferencia del enfoque neoclásico, quedará
determinado endógenamente por el propio funcionamiento del modelo. Esto
tendrá importantes implicaciones no sólo desde el punto explicativo del
crecimiento, sino también desde el punto de vista de la política económica. Las
distintas explicaciones endógenas del progreso técnico ofrecidas por estos
modelos pueden proporcionar las bases, la fundamentación y los ámbitos de
actuación hacia los que deben ir encaminadas las actuaciones públicas
tendentes a mejorar el crecimiento económico a largo plazo.
En líneas generales podemos distinguir dos grandes grupos de modelos
dentro de este enfoque42. Por un lado están aquellos modelos que introducen
externalidades positivas a nivel agregado manteniendo el supuesto de
competencia perfecta. Por otro, aquéllos que suponen situaciones de
competencia imperfecta para introducir el papelde las actividadesen 1+D como
fuente del crecimiento endógeno.
- Externalidades positivas y crecimiento endógeno
Dentro de ese primer grupo podemos destacar el trabajo de Lucas (1988)
que introduce extemalidades positivas sobre el capital humano en un modelo
bísectorial. Veamos brevemente el funcionamiento del modelo.
Lucas parte del modelo bisectorial de Uzawa(1962, 1963) para considerar
una economíacon dos sectores productivos que utilizan diferentes tecnologías.
En el primer sector se producen bienes finales que se obtienen mediante la
de modelos de crecimiento endógeno, el tamaño óptimo del Estado viene dado precisamente
por el rendimiento del capital público en la función de producción en relación al rendimiento
agregado de todos los factores productivos susceptibles dc acumulación.
~‘ Para evitar soluciones explosivas, estos modelos deben suponerpor el contrario que el
tamaño de la población permanece constante en el tiempo. ti O.
42 Para un análisis completo de este tipo de modelos véase Barro y Sala-i-Martin (1995)y
Grossman y Helpman (1991)
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combinación de capital físico y humano. Se supone que esta producción final
puede ser consumida o transformada en capital físico. En el segundo sector, se
obtiene capital humano, y su acumulación se hace a partir de capital físico y
humano. El problema al que se enfrentan los individuos es el de cómo repartir u’
su tiempo entre los dos sectores, es decir, trabajando en el primer sector o
aumentando su capital humano en el segundo.
Sr
La función de producción del primer sector toma la forma:
e
YzzAK%uhL)(i43>hW (6.40)
donde: u, es la fracción de tiempo que los individuos trabajan en el sector de —
bienes finales; it la cualificación de los trabajadores: L. el número de
trabajadores; y, (uhL,). el total de trabajo efectivo (ajustado por su calidad)
empleado en el sector de bienes finales. Esta funciónde producción incluye una a
extemalidad positiva en el stock medio del capital humano de la fuerza de
trabajo (h
0), que recoge el hecho de que la productividad de cada individuo
depende no solo de su cualificación sino también de ladel resto de individuos
con los que trabaja.
La función de producción del primer sector presenta rendimientos —
crecientes a nivel agregado pero decrecientes a nivel individual al tomar cada
agente individual h0 como dado. Esto permite calcular la solución del modelo e
sin alejarnos del supuesto de competencia perfecta a pesar de que existan
rendimientos crecientes a nivel agregado.
u’
La dinámica de la economía dada por (5.40) vendrá dada por la
acumulación de capital físico y humano (realizada en el segundo sector). que
pueden representarse como: a
Ñ~SAKP(UhLMIP>hJ~~óKK (6.41)
e
h=4ilz(l —u)-(¿,4-n)h (6.42) —
donde hemos supuesto por simplicidad que la acumulación de capital humano
(en términos per cápita) no requiere de la intervención del físico, siendo ~ la
u’productividad del segundo sector.
La resolución del sistema (5.41)dS.42) pone de manifiesto que el sector
a
relevante para el crecimiento es el segundo, donde se genera capital humano,
explicándose los rendimientos crecientes a escala en este caso por las
externalidades introducidas medianteh~ La solución de este modelo resulta sin
embargo ineficiente desde el punto de vista social. El tiempo que cada
individuo destinará a mejorar su cualificación resultará insuficiente. Esto es
debido a que los individuos no tienen en cuenta que cuando un individuo a
aumenta su stock de capital humano, también incrementa el stock medio de
Sr
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capital de la economía h~. y esto afectará positivamente a la productividad de
todos los demás miembros a través de ~ La solución óptima requerirá de la
intervención del sector público para que los agentes internalicen estos efectos
externos.
Tal y como se ha formulado el modelo, cabría incluso la posibilidad de
encontrar crecimiento endógeno aunque no existieran dichas externalidades
positivas de capital humano. Ello se debe a que. tras la oportunas
transformaciones del tipo a las efectuadas en (4.28), el modelo se asemejaría
al AK. estudiado anteriormente.
Dentro de este grupo de modelos de crecimiento endógeno con
extemalidades positivas existen otras aportaciones. Cabemencionar aquí lade
Romer (1990b) que justifica laexistencia de un progreso tecnológico endógeno
basándose para ello en la combinación de dos factores: las externalidades
positivas derivadas de la inversión en capital conocidas como learn¡ng kv
do ¡ng o aprendizaje por la práctica; y los efectos desbordamiento de las
mejoras generadas por el proceso de learning by doing. Romer concluye en su
modelo que como el nivel de conocimientos agregado de la economía es un
bien público, ya que una vez que una empresa ha aumentado sus
conocimientos, el resto de empresas podrán acceder a él libremente y sin
ningún tipo de coste, el stock de conocimientos que determina el crecimiento
positivo a largo píazo, crecerá proporcionalmente al crecimiento agregado del
capital de la economía.
Las externalidades en este modelo, se producen porque a nivel individual
no se tiene en cuenta que un aumento del stock de capital, supondrá también
un aumento del capital agregado, y por tanto del stock de conocimientos o
productividad global de la economía. Nuevamente la internalización de esas
externalidades dan cabida a la intervención pública para mejorar el crecimiento
económico a largo plazo.
- Modelos de Competencia Imperfecta.
Una forma alternativa de afrontar los problemas derivados de los
rendimientos crecientes es la eliminación del supuesto de comportamiento
competitivo. Bajo condiciones de Competencia Imperfecta, la retribución de
los factores productivos no agota el producto total, por lo que existirán rentas
que puedan ser asignadas a actividades de I+D, que aunque no sean
directamente productivas43 generan progreso técnico, y benefician al conjunto
de toda la economía mediante el ya mencionado efecto desbordamiento.
La productividad marginal de estas actividades es nula, por lo que en situaciones de
competencia perfecta no recibirían financiación, es decir, en situaciones de competencia
perfecta no hay cabida para este tipo de actividades.
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u
Desde esta perspectiva, el crecimiento de la productividad global, o u’
progreso técnico, no estará determinado exógenamente como en el modelo
neoclásico de crecimiento exógeno. sino que dependerá. en general. de la
existencia de empresas dedicadas a I*D44. Dentro de este tipo de modelos u’destacan dos formas de endogeneizar el progreso técnico Sala-i- Martin( 1994,
pp. 113-125).
a
Progreso técnico entendido como el aumento de/número de
bienes de capital disponibles como factores productivos.
So
Desde este punto de vista, los aumentos de producción son posibles
exclusivamente cuando se utiliza una mayor variedad de inputs de capital. Es
por ello que el progreso tecnológico supone la aparición de nuevos bienes de
capital disponibles como factores productivos. Este progreso técnico generará
crecimiento sostenido de forma endógena porque no existen rendimienros
decrecientes en el número dc bienes de capital, por lo que las empresas
dedicadas a I±Dsiempre desean descubrir nuevos productos.
.4
El desarrollo de estos modelos se asemeja a la tecnología AK. en el que el
factor acumulable (K) es el número de productos. Más concretamente, la
función de producción de bienes finales puede escribirse como: u’
Y
1 tA(ExjLi’43> (6.43)
donde A esun parámetro tecnológico; x,, son los bienes intermedios de capital; u.
Ng) es el número total de estos inputs intermedios, que se suponen todos con
la misma elasticidad. La tecnologíapresentarendimientos decrecientes respecto
a cada x,, pero rendimientos constantes respecto a N(t), posibilitándose así el =
crecimiento constante del número de inputs intermediosNÚ), que como hemos
comentado puede entenderse como una forma de progreso tecnológico. Si
suponemos que en cada instante del tiempo el número de bienes de capital es u’
igual para todos los bienes de capital, es decir. x=x, para todo ¡, podemos ver
esto más claramente ya que la función de producción (5.43) podrá escribirse
como: e
Y,= A N, xf L0> (6.44) u.
o teniendo en cuenta el total de bienes de capital, que seguirá presentando
rendimientos decrecientes, a
= A (N, x,¡ Nt1 ‘-~) LV ~ (6.45) u’
Para un desarrollo de estas aportaciones véase Barro y Sala-i-Martin (1995, caps. 6 y Sr
7) y Grossman y 1-lelpman (1991)
Sr
6- 37CAPITULO 6. DINÁMICA ECONOMICA SIMPLE: LIMITACIONES DEL ENFOOUE TRADICIONAL
(5.45) muestra como se introducen los rendimientos crecientes de escala en la
función de producción. junto con otros decrecientes respecto a los factores
productivos pero constantes respecto al número de bienes de capital Ng).
condiciones éstas que necesitábamospara que se pudiese observar crecimiento
4s
endógeno en este tipo de modelos.
Progreso técnico entendido como el aumento de la calidad
de los nuevos productos.
En este caso. se supone que el progreso técnico sólo está incorporado a los
nuevos productos. Son modelos de los llamados de escaleras de calidad
(qual¡ty ladders), basados en la ideaschumpeteriana de ladestrucción creativa,
en la que la nueva generación de productos (con mayor calidad) deja obsoleta
a la generación anterior. En este caso, las empresas dedicadas a l+D. tienen
incentivos para apropiarse del mercado de otras que ya están instaladas
fabricando nuevos productos y dejando obsoletos a los existentes. Es decir, el
proceso de inversión en I+D que genera el crecimiento económico, se debe a
los incentivos de las empresas a mantener su liderazgo tecnológico. Como
consecuencia de ello, la solución de equilibrio de estos modelos supone que los
agentes privados tienden a sobreinvertir en relacióna la inversión óptima desde
el punto de vista social. Esto puede explicarse porque el nuevo líder, a la hora
de decidir sobre los recursos destinados a actividades de l+D. no internaliza las
pérdidas que genera a la empresa que se queda obsoleta, dando de nuevo cabida
estos modelos a la intervención pública en la economía con el propósito de
maximizar el bienestar social.
6.3.- Dinámica económica simple a Corto Plazo: Las Fluctuaciones cíclicas.
A modo de conclusión de lo visto hasta el momento, consideramosque los
distintos modelos de crecimiento económico han servido para entender algo
más sobre la dinámica del cambio económico al determinar cuales son los
determinantes del mismo. Ello ha proporcionado a su vez, la base necearia en
la que fundamentar las políticas económicas que deberían diseñarse para
favorecer el crecimiento económico a largo plazo.
A pesar de ello, estos modelos no han estado exentos de críticas. Una de
ellas, sobre la que nos centraremos a parir de este momento, gira entorno a las
limitaciones de estos modelos para poder representar la propia dinámica del
crecimiento tal y como se observa en la realidad. Nos referimos a su
~‘ En este tipo de modelos, y debido al oligopolio de las empresas dedicadas a I-~-D, el
precio de los nuevos producto es mayor que su precio competitivo, por lo que será óptimo
desde el punto de vista social financiar el consumo de estos nuevos productos.
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Figura 6.9. Crecimiento cícícico
e
incapacidad para explicar las fluctuaciones que acompañan al crecimiento en
Srsuevolución temporal. Según los hechos estilizados de ladinámica economíca.
existe poca evidencia empírica que respalde la idea de que la evolución de los
datos económicos converja a una tasa de crecimiento constante.
So
Ya dijimos en su momento que esa limitación de la teoría del crecimiento
ha venido impuesta a priori en estos modelos al remitirse únicamente al
u’
estudio de soluciones dinámicas del tipo Punto liJo. Es decir, una única
solución estable donde la tasa de crecimiento permanece constante a largo
plazo. Esta manera de enfocar el estudio del crecimiento ha generado la
necesidad de recurrir a modelos que, de forma separada al crecimiento a largo
plazo, tratan de explicar el por qué se producen estas fluctuaciones cíclicas de
la actividad económica entorno a las tendencias medias de crecimiento a largo
plazo (figuras 5.9-5.10). Surgen así las distintas teorías del ciclo económico.
Al igual que con elcrecimiento, existen diferentes enfoques doctrinales que u’
encuentran el origen de las fluctuaciones en diversos factores exógenos y
endógenos. Limitaciones de espacio, casi alcanzadas ya a estas alturas de
nuestro trabajo, nos impiden profundizar como quisiéramos en cada una de u’
- AÑ
estas aportaciones t En lugar de ello vamos a continuación a exponer cuales
han sido las características fundamentales de la explicación del ciclo
e
económico desde un punto de vista cualitativo tratando de responder a
preguntas como ¿qué factores causan la aparición del ciclo? o ¿qué se podría
hacer para controlarlos?. u.
46 Para un análisis de los distintos modelos del ciclo económico véase Dore (1993),
Gabisch y Lorenz (1989) , Mullineux, Dickinson y Peng (1993) y Argandoña, Gániez y O’
Mochón (1997).
tiempo
e
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Teorias del ciclo exógeno
Las teorías exógenas del ciclo explican las fluctuaciones aperiódicas
recurriendo a la existencia de una serie de shocks o perturbaciones aleatorias
que bombardean de manera recurrente la trayectoria temporal seguida por las
series económicas separándolas de sus respectivas situaciones de equilibrio
dinámico a largo píazo. Este enfoque fue iniciado por los trabajos de Frisch
(1933) y Slutsky (1937) que apuntaron que los ciclospodían ser el resultado de
impulsos aleatorios no correlacionados que se irían propagando al resto de la
actividad económica según distintosmecanismos de transmisión. Los distintos
modelos del ciclo exógeno diferirán en sus supuestos sobre el origen exógeno
de esos impulsos aleatorios iniciales (monetarios, de oferta o de demanda) y en
los mecanismos de transmisión al conjunto de la economía.
Dentro de esteenfoque encontramos, en primerlugar lapostura keynesiana.
En este enfoque, las perturbaciones aleatoria tienen su origen por el lado de la
demanda real. Esos impulsos iniciales se propagan posteriormente por el resto
de la economía como consecuencia de las rigideces en los precios y de las
decisiones de inversión. Estos mecanismos de transmisión suponen un ajuste
de los mercados vía cantidades que refuerzan los impulsos positivos o
negativos iniciales sobre el nivel de renta de manera explosiva, propiciando así
la entrada de la economía en las fases expansivas o recesivas del ciclo
económico. Nos remitimos aquí al análisis efectuado en el apartado 2 sobre el
problema de la inestabilidad del modelo de Harrod-Domar para la explicación
de este proceso propagador de las fluctuaciones cíclicas de este enfoque
keynesiano y de la necesidad de la actuación pública estabilizadora que
Figura 6.10. Componente cíclico
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e
mediante políticas de demanda expansivas o contractivas reconduzcan a la O
economía hacia situaciones de equilibrio dinámico de crecimiento sostenido
con pleno empleo y sin inflación~.
Sr
En linea con lo expuesto al hablar de las teorías delcrecimiento económico,
esta postura keynesiana fue discutida y rechazada porla ortodoxia neoclásica.
aSegún estos autores, no es necesario suponer rigideces en los precios para
justificar la existencia de ciclos entorno a la tendencia general de crecimiento
a largo plazo. Surge así la aportación del enfoque neoclásico en la explicación
del ciclo, donde el supuesto de competenciaperfecta con preciosperfectamente
flexibles. lunto al supuesto de las expectativas racionales de los agentes dan
lugar a la aparición de ciclos en equilibrio económico, primero con las u.
aportaciones de Lucas (1975) sobre los ciclos monetarios en situaciones de
competencia incompleta, y finalmente con las de Kydland y Prescott(1982) y
Long y Plosser (1983), entre otros, sobre el ciclo real48. La hipótesis básica de e
estos modelos del ciclo real es que los ciclos económicos son el resultado
pareto óptimo de las decisiones optimizadoras de los agentes ante
perturbaciones reales (Mullineux, Dickinson y Peng, 1993 p. 6). No hay cabida, u’
por tanto, en este enfoque neoclásico para ningún tipo de medida de política
estabilizadora ya que la economía, por sí misma, en situaciones de información
completa, converge por si sola a situaciones de equilibrio eficientes desde el O
punto de vista del bienestar social.
u’
Estos modelos del ciclo real pueden se representados por ecuaciones
dinámicas cuyo equilibrio a largo plazo, es decir, su atractor. es un punto fijo
estable. De esta forma cualquier perturbación exógena que aleje la evolución u.
del sistema de su senda de equilibrio, [o hará sólo momentáneamente. La
estabilidad del equilibrio dinámico se encarga de ello. Los impulsos iniciales
en estos modelos del ciclo real, son impulsos o perturbaciones reales de oferta,
fundamentalmente, shoeks tecnológicos. En el tránsito hasta que la economía
vuelve al equilibrio, se produce una transmisión del shock portoda laeconomía
debido al ajuste que realizan los agentes económicos de forma racional y u’
óptima. manteniéndose en todo momento las situaciones de equilibrio en los
mercados. Este proceso de ajuste y eliminación de los efectos de la
perturbación es la que produce la existencia del ciclo. En la figura 11, O
a
47Este modelo de Harrod-Domar es incapaz de explicar un comportamiento fluctuante de
la actividad económica. Sólo es posible encontrar comportamientos monótonos expansivos o
contractivos (figura 4). Aportaciones como la de Samuelson (1939) utilizan el mismo
mecanismo multiplicador-acelerador del modelo de Harrod-Domar para construir modelos So
dinámicos lineales de segundoorden que si permiten comportamientos ciclicos. Pensamos, sin
embargo, que la esencia del enfoque keynesiano desde una perspectiva integradora del ciclo
y el creciniietno queda suficientemente bien recogida en el modelo de Harrod-Domar aquí e
considerado.
48 Sobre la evolución de estos modelos del ciclo neoclásicos desde las aportaciones
monetaristas hasta las de la nueva macroeconomía clásica véase Mullineux, Dickinson y Peng Sr
(1993,cap2)y Dore(1993,cap5y6).
a
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y’
Figura 6.11. Perturbación aleatoria y ciclo exógeno.
representamos este tipo de comportamiento.
Estas teorías del ciclo real se centran en factores reales como los detonantes
del ciclo (Blaug 1997, Pp 686-687). Están relacionados con las propiedades
estadísticas de las series temporales económicas y concluyen que los datos no
son capaces de rechazar la hipótesis de que el PIB sigue un camino o paseo
aleatorio (random walk), lo que quiere decir no sólo que es impredecible sino
también que cualquier cambio observado en el PIB es permanente en el sentido
de que la producción no presenta ninguna predisposición a invertir su
evolución de forma que se retome la tendencia anterior al shock. Estos shocks
se suponen que son debidos a cambios tecnológicos pero, independientemente
de cual sea su origen, implican que las fluctuaciones observadas en el PIB no
son de hecho fluctuaciones alrededor de una tendencia suave sino que son
fluctuaciones en la propia tendencia. No existe distinción entre tendencia y
ciclo como fue supuesto tradicionalmente: la tendencia es cíclica.
Para confirmar las teorías del ciclo real, en lugar de usar modelos
econométricos con los que estimar el valor de los parámetros que mejor ajusta
el comportamiento observado en las series temporales, dichos modelos se
someten a calibración, esto es a susimulación para toda los valores posibles del
espacio paramétrico, comparando los resultados obtenidos con el
comportamiento observado de las series reales
El enfoque neoclásico de la explicación del ciclo puede integrarse con la
dinámicadel crecimiento a largo píazo haciendo uso del modelo de Solow. Los
supuestos neoclásicos sobre la generaciónde los ciclos pueden introducirse en
este modelo de crecimiento suponiendo que a partir de una situación inicial de
equilibrio a largo píazo, la economía sufre un shock tecnológico exógeno
reflejado en un incremento temporal de la tasa de progreso tecnológico (x). Los
ts te tiempo
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Figura 6.12. Efectos de un shock tecnológico exógeno en el modelo de Solow-Swan
efectos de esta perturbación exógena se reflejan en la figura 5.12, donde So
representarnos la dinámica del modelo que, como ya sabemos, depende de la
evolución del stock de capital por trabajador eficiente según la ecuación Sr;
fundamental (5.14). Como se observa en el gráfico, los efectos de un
incremento temporal y aleatorio en la tasa de progreso tecnológico generan un
efecto negativo y también temporal sobre el stock de capital por trabajador So
eficiente, sin que perduren los efectos sobre la tasa de crecimiento de equilibrio
a largo píazo. Como consecuencia de ello y de manera paralela, se genera un
incremento temporal en la tasa de crecimiento de la renta per cápita49. Si estas Sr
perturbaciones tecnológicas aparecieran de forma recurrente pero de forma no
correlacionada, se observaría una evolución de larentacon tasas de crecimiento
fluctuantes en torno a la tasa de crecimiento tendencial a largo plazo o
determinado de manera análoga al modelo de Solow original por el progreso
tecnológicoexógeno medio E<’x) =x. Esta sencilla integración de laexplicación
del ciclo y el crecimiento económico consigue reconciliar los resultados a
teóricos del enfoqueneoclásico con las regularidades empíricas de ladinámica
de la renta per cápita, aunque para ello requiera de la introducción de
perturbaciones aleatorias exógenas recurrentes. u.
Entre las críticas que se han suscitado en torno a estos modelos
~ Lo contrario hubiese sucedido si hubiéramos supuesto una caída inicial aleatoria en la u’
tasa de progreso técnico
sk~~1’, <,~ -t x-s-6)
— - — “-- <‘ng x;+~
- sk (A)>
k
Sr
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encontramos las criticas a la hipótesis de expectativas racionales, al agente
representativo, y al resultado que se desprende de ellos en cuanto a la
incapacidad de las políticas económicas de demanda para regular la economía.
Otras criticas se preguntan si los shocks de oferta que sufren las economías
reales son suficientemente importantes como para generar los ciclos de manera
recurrente. Además, encontramos la típica crítica keynesiana: según el enfoque
neoclásico, el ciclo se produce en situaciones de equilibrio, así la economía se
encuentra continuamente en situación de pleno empleo. aunque este se
modifica como consecuenciadel ajuste de las decisionesde los agentes: supone
una sustitución intertemporal voluntaria de ocio por trabajo y de manera
transitoria: ¿Como se explica entonces las tasa tan elevadas de desempleo
observadas de manera sostenida en algunos países fundamentalmente de
europa?,¿Es el dinero neutral?.
Frente a esta visión neoclásica, surgen otros enfoques que tratan de dar una
explicación alternativa del ciclo económico. Entre estas aportaciones podemos
destacar la que realizan a partir de la década de los 80 los denominados nuevos
keynesianos (new keynes¡ans). Estos autores retoman la postura keynesiana
sobre la persistencia de los efectos reales de las perturbaciones exógenas que
originan el ciclo, restableciendo así necesidad de políticas económicas para
estabilizar las eeonomias. Esta persistencia de los efectosreales, se explica por
la existencia de una seriede fricciones, rigideces e imperfecciones que impiden
el vaciado de los mercados. Dentro de este enfoque existenuna ampliavariedad
de aportaciones que no es posible analiza aquí. Podemos citar entre otras, y
sólo a modo ilustrativo de esa gran variedad de enfoques, las siguientes
aportaciones: los modelos de costes de mená y de racionalidad incompleta de
los agentes para la explicación de las rigideces de precios en los mercados de
bienes finales; la teoría de los contratos implicitos. los salarios de eficiencia y
los modelos de trabajadores insiders-outsiders para la explicación de las
rigideces salariales; y los modelos de racionamiento del crédito para la
explicación de rigideces en los mercados monetarios y financieros.
Lo novedoso del enfoque seguido por estos autores es que, a diferencia de
la visión keynesiana tradicional, estos nuevos keynesianos justifican y
fundamentanmicroeconómicamente la existencia de estas fricciones. Es decir,
estas fricciones, que actúan como el mecanismo propagador del ciclo, surgen
del comportamiento óptimo y racional de los agentes. Estos modelos retoman
las postura más keynesiana, según la cual la existencia de ciclos permite la
actuación de lapolítica económica. Los resultados que se desprenden de estos
modelos es que en ellos puede aparecer paro involuntario, dándose así cabida
para una política económica activa eficaz.
~ Para una visión más completade este enfoque véase Mankiwy Romer (1991ay 1 991b).
Sobre cómo estos modelos se han utilizado en la explicación del ciclo véase Argandoña,
Gámez y Mochón (1997, caps. 3,4,5 y 6).
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Figura 6.13. Ciclo endógeno regular de dinámica simple.
a
Teorias endógenas del ciclo de dinámica simple Sr
Frente a las teorías del ciclo que recurren a una perturbación exógena y a
e
su posterior propagación dentro del sistema que hemos englobado bajo la
denominación común de teorías del ciclo exógeno, tendríamos aquéllas en las
que el ciclo surge endógenamente de la propia dinámica del modelo.
Sr
Entre estas teorías endógenas del ciclo encontramos las de Sehumpeter
(1912, 1927), Kaldor (1940)51, Hicks (1950) y Goodwin(1951, 1955) 52 por —‘
citar algunas de las iniciales. Estos modelos tienen en común el hecho de que
para explicar la existencia de ciclos económicos, no necesitan recurrir a
perturbaciones o shocks exógenos. Para ello introducen en su formulación o
algún tipo de no linealidad, que les pennita llegar a equilibrios dinámicos del
tipo ciclo límite. En estos modelos, por tanto, las soluciones convergen a ciclos
regulares perfectamente periódicos tal y como se muestra en la figura 5.13. u’
Estas aportaciones surgen, en la mayoría de los casos, como la evolución
de modelos preexistentes formalizados de forma lineal53. Este es el caso del a
~ Ésta puede consultarse en Mullineux, Oickinson y Peng (1993, Pp. 35-41). u’
52 Estos dos modelos son ampliamente analizados en Abraham-Frois y Berrebi (1995,
pp. 13 2-156).
~> Como ya sabemos estos modelos lineales o linealizables no pueden, en general, generar
soluciones periódicas del tipo cicJo limite. Sus soiuciones presentarán, por el contrario y de u,
forma genérica, evoluciones exponenciales monótonamente crecientes o decrecientes,
oscilaciones amortiguadas o explosivas, o alguna combinación de las anteriores. Si la
a
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Figura 6.14. Dinámica del modelo de Hicks.
modelo de Hicks (1950). que trata de solucionar el carácter explosivo de los
modelos keynesianos que. como el de Samuelson (1939)[ojo el de Samulson
es keynesiano pero no permite ciclo, por eso kalecki en un modelo que utiliza
un mecanismo multiplicador acelerado parecido llega también a una ecoación
de segundo orden en el que es cnecesaria la superposición de perturbaciones
aleatorias para la existencia de ciclos recurrentes y aperiódicos o irregu]ares)
o el ya estudiado modelo de crecimiento económico de Harrod-Domar,
utilizan el principio del multiplicador-acelerador para explicar la dinámicade
la renta. En estos modelos el stock de capital deseado depende del nivel de la
demanda agregada de la economía (principio del acelerador). El modelo de
Harrod-Domar, modelizaesta función de inversiónkeynesiana de forma lineal
[5.2] suponiendo el incremento en el stock de capital deseado o requerido por
los empresarios para que estos se sintieran satisfechos con su inversión, es una
proporción constante del incremento efectivo en la renta:
dimensión del modelo es superior a uno, la solución de estos modelos puede, sin embargo,
presentar oscilaciones periódicas cuando su equilibrio dinámico esdel tipo centro. A pesar de
ello, este equilibrio no resulta demasiado atractivo para la explicación endógena del ciclo
económico, ya que estos equilibrios son estructuralmente inestable. Esta inestabilidad surge
porque estos centros requieren de la verificación de una serie de relaciones muy específicas
entre los parámetros que definen el modelo. Los ciclos límites son, por e! contrarío,
estructuralmenteestables y surgen para un amplio rangode valoresposibles de los parámetros
estructurales. Véase Gandolfo (1997, pp. 338-339 y pp. 347-349).
Suelo
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a
KrvY (6.46)
Cuando se combina esta función de inversión con el efecto multiplicador
(Y=J/s) obteníamos el modelo de 1-larrod-Domarde crecimiento que presentaba
un equilibrio inestabe que conducía a situaciones de crecimiento o
decrecimiento explosivo ilimitado (figura 4). Aprovechando esta solución
explosiva, y para generar un ciclo endógeno. Hicks (1950) introdujo una
función de inversión no lineal a través de la imposición de un lecho o tope
máximo y un suelo o tope mínimo a las posibilidades de inversión:
>1~ emía—{ 1fl~flfl1=1 (6.47)
e
max
si
Este techo y suelo proporcionan al modelo de un punto de retorno (turning-
point) en su evolución, generandose. así, la aparición endógena del ciclo en la
evolución de la renta (figura 5.14). Estas cotas venían impuestas por el e
progreso tecnológico y el crecimiento de la población, es decir, por la tasa
natural de crecimiento para el tope máximo, y por el nivel mínimo de consumo
Srdeterminado, por ejemplo, por el nivel mínimo de supervivencia y por el nivel
mínimo de inversión por reposición para el suelo.
So
Surgen a partir de este enfoque, otros trabajos que tratan de explicar la
endogeneidad del ciclo económico a partir del uso de una función de inversión
keynesiana no lineal. Así. Goodwin(1951) obtiene el techo y el suelo para la Sr
acumulación de capital de forma asintótica, introduciendo para ello en su
modelo una función de inversión cuadrática (Figura 5]5)54
a
~i’ (6.48) e
Desde el punto de vista explicativo, estas teorías del ciclo endógeno —
permiten acercarnos un poco más al entendimiento de la dinámica económica
proporcionando una visión alternativa a la explicación ortodoxa del enfoque
eFrisch-Slutsky. En contraposición a esta mejora en la explicación del ciclo,
estos modelos han tenido que sufrir la ya conocida crítica neoclásica sobre la
So
54 e,
Seguimos aqui a Puu(1989, PP. 62-70), quién generaliza este tipo de funciones de
inverión no-lineal para el caso cúbico.
e
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ausencia de fundamentación microeconómica de todo el enfoque ~
Tratando de solucionar esta falta de fundamentación microeconómica para
laaparición de ciclos endógeno. Surgen distintas aportaciones del ciclo óptimo
endógeno con fimdamentación, basándose en la aplicación del teorema de
Bendixon y de la existencia de Bifurcaciones para la justificación de ciclo en
equilibrio endógeno.
Nosotros no nos detendremos en este aspecto, pero sí queremos hacer notar
una carencia o limitación de este enfoque. No referimos al carácter
perfectamente regular y periódico que muestran sus soluciones. Estos modelos
pertenecen a lo que anteriormente hemos denominado como dinámica simple.
Siguen. por tanto, sin poder explicar de forma endógena la aparente
irregularidad y aperiodicidad típica del ciclo económico. Nuevamente, dicha
aperiodicidad tiene que ser explicada exógenamente haciendo uso de
perturbaciones aleatorias recurrentes no correlacionadas.
“ Además de las aportaciones aquí reseñadas, dentro del ámbito de la teoria del ciclo
endógeno de dinámica simple de mitad de] siglo XX hay que destacar la aportacion de Kaldor
quién introduce dos no-linealidades: En la función de Inversión yen la de ahorro; y el modelo
presa-depredador conservativo —no es un atractor aunque sí un equilibrio dinámico— de
Goodwin. Véase Chiarella (1990)
Harrod-Domar
.4
Hicks techo
A
Y
Goodwin
suelo
Figura 6.15. Funciones de inversión no lineales y ciclo endógeno.
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ANEXO. El Principio del Máximo con Hamiltoniano a valor
corriente.
El Principio del Máximo constituye la condición de primer orden que debe cumplirse
necesariamente para obtener la solución al problema de control óptimo de optimización
dinámica. Una variante de dicho Principio del Máximo utilizado en aquellos problemas de
control óptimo con horizontede planificación infinito en los que en la integral aparece el factor
de descuento &. es el que utiliza el denominado Harnihoniano a valor co,-,-ic’n¡c. Este tipo de
problemas se pueden formular de formagenérica como:
Maximizar ¡‘ f F[t,y u]dl = f C/ty ~
o
sujeto a y(o) = A (A dado)
Ud) E ti para 0=1=T
ElHamiltoniano a valor corriente (IJ~) de esteproblema se construyea partir del Hamiltoniano
estándar (H) como:
H JI e”’= GOj’u) + mf(ty u) (con ni A e’TM -variable auxiliar a valor corriente)
A partir de este Hamiltoniano a valor corriente se construyen las condiciones de primer orden
del Principio del Máximo, que se pueden expresar ahora como:
(O Mcix H
0 Vts[O,”’J
u~L’
¿3H(u) y’=—E=/(t.y,u)
(iii) m’
+pm
ay
a
(ec. de movimiento para la variable de estado y)
e
(ec.de movimiento de la variableauxiliara valor corriente)
hm H~e 0’tO
(iv) ~ 56
e
(y) hm
y—.
a
a
56 En caso deque el problema sea autónomo, es decir, 0= G<’y u)fJ(y, u), esta condición
de trasversalidad se reduce a [HJ#1
e
So
Sr
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e
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CAPITULO?: CICLOS, CRECIMIENTO Y CAOS.
CAPiTULO 7
DINÁMICA ECONÓMICA COMPLEJA:
EXPLICANDO LA IRREGULARIDAD
DEL CRECIMIENTO CÍCLICO
ECONÓMICO
En el capítulo2 hemos introducido el concepto de dinámicacompleja como
aquellaque resulta de sistemas en régimen de comportamiento caóticos. Estos
sistemas dinámicos, aun siendo deterministas, muestran una evolución
temporal altamente irregular con ciclos recurrentes aperiódicos. Estas
propiedades de los modelos de dinámica compleja hacen de ellos potenciales
candidatos para la representación del ciclo y el crecimiento económico’. Es
decir, el empleo de modelos de dinámica caótica permite explicar de forma
endógena, sin necesidad de recurrir a factores estocásticos exógenos,
característicastípicas de estos fenómenos económicos como sonel crecimiento
cíclico pero irregular, aperiódico y escasamente predecible de la actividad
económica2.
Entre las aportaciones iniciales que aplican modelos de dinámica compleja
al estudio del ciclo y el crecimiento económico se encuentran los trabajos de
Benhabib y Day (1981,1982), Danay Malgrange (1984) y Day y Shafer (1985)
sobre los ciclos endógenos de carácter keynesiano, Pohjola (1981) sobre el
Day y Walter (1988), Day y Pianigiani (1991, pp.74-81), Day(J 992>, Day (1993) y Day
(1999, Pp. 157-325), propone el uso de sistemas dinámicos en régimen de comportamiento
caótico con transición de fases para el estudio del desarrollo más a largo plazo desde una
perspectiva evolutiva.
2 Para una introducción y aplicaciones de] caos a la economía véase Baumol y Benbabib
(1989), González Veiga (1995), Fernández Ofaz (1994 y 2000), Day (1992), Brock y
Dechert(1991), Banertt, Medio y Serletis (1997).Obras donde se recopilan las principales
aportaciones de la dinámica caótica compleja son, entre otras: Day y Chen (1993), Dechert
(1996), Benbabib (¡992), Grandmont (¡987), Abraham-Frois (1998).
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p
ciclo endógeno de Goodwin (l955)~, y Day (1982. 1983), Grandmont (1985)
y Boldrin y Montrucchio( 1986) sobre el ciclo irregular en modelos neoclásicos
de crecimiento4.
e:
En el presente capítulo mostraremos algunas de estas aportaciones con el
fin de defender la tesis de que con el uso de modelos de dinámica caótica
compleja es posible explicar de manera endógena el crecimiento ciclico
irregular observado en la evolución de la economías reales. No pretendemos
defender, sin embargo, la tesis de que las economías reales pueda describirse Sr
correctamente por ninguno de estos modelos. Por el contrario, pensamos que
la verdadera dinámica económica es estructuralmente mucho más compleja.
Tan sólo queremos mostrar cómo con el uso de la matemática del caos es e,
posible representar y explicar de forma endógena con modelos estructuralmente
simples de baja dimensión aunqueno-lineales, ciertas propiedades cualitativas
observadas en la evolución de las economías reales. Las soluciones a estos e
modelos difieren cuantitativamente de las series macroeconómicas reales, es
decir, estos modelos, aunque son capaces de explicar de manera endógena
ciertas propiedadescualitativas observadas en las series temporales económicas
—crecimiento cíclico irregular—, parecen ser excesivamente simples como para
poder recoger la verdadera dinámica de la economía. Por eso, lo único que
pretenden estos modelos es mostrar la posibilidad de que los modelos
tradicionales empleados para la explicación del ciclo y el crecimiento
económico pueden generalizarse, a través de la introducción de no-linealidades,
a,
para que presenten comportamientos caóticos y, con ello, poder explicar no
sólo la existencia de ciclos endógenos, sino también de dinámicacompleja sin
la necesidad de introducir variables aleatorias exógenas —como hace la teoría Sr
tradicional del ciclo exógeno siguiendo el enfoque Frisch-Slutsky--.
Es por ello, que en una siguiente etapa habrá que preguntarse si las series a,
observadas han sido generadas por algún tipo de modelo caótico aunque este
sea desconocido. Esta tarea la dejamos pendiente para los próximos capítulos.
centrándonos, de momento, en el estudio de la dinámica económica compleja e
desde un punto de vista más teórico.
Queremos mostrar además que estos modelos pueden formularse bajo
distintos supuestos doctrinales sobre el funcionamiento de la economía
e
Conviene hacernotar aqui que el propio Goodwin ha sido un de los primeros autores en
entender la relevancia que la matemática del caos puede tener en la economía, véase a,
Goodwin( 1 982) y Goodwin (1990)
Las aplicaciones del caos al estudio del ciclo económico han ido apareciendo de manera
acelerada a partir de estas aportaciones iniciales. Surveys sobre la aplicación de la teoría del
caos al estudio del ciclo y el crecimiento económico: Nishimura y Sorger (1996), Boldrin y
Woodford (1990), Majumdar, Mitra y Nishiniura (2000) y Day (¡999). Sobre la utilización de
¡a teoría del caos en otras parcelas de la economía como las finanzas véase Fernández e
Diaz(2000) y Brock y Hommes (1997a)
e
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—enfoque neoclásico, keynesiano. etc.—, resultando relativamente sencillo
construir modelos con una plausibilidad creciente con el número de grados de
libertad dinámica del sistema cuyas soluciones se comporten de manera
caótica. De hecho, la principal crítica que se hace a los modelos caóticos del
ciclo y el crecimiento económico radica. en que los valores que deben tomar
los parámetros para que emerjan comportamientos caóticos, son en muchos
casos ciertamente forzadosy poco verosímiles desde elpunto de vistaempírico
(véase por ejemplo Blanchard y Fiseher (1998, Pp. 260-261). Sin embargo. el
origen de la escasa plausibilidad empírica para que a partir de estos modelos
se pueda afirmar que la economía real se encuentra en regímenes de
comportamiento caótico se encuentra precisamente en la simplicidad
estructural con la que están definidos. Es decir, a medida que estos modelos se
formulan asumiendo mayores grados de libertad dinámica—mayor dimenston—.
las soluciones caóticas exigen un menor grado no-linealidad, adquiriendo
mayor plausibilidad o verosimilitud empírica el valor de los parámetros
necesarios para que aparezcan soluciones caóticas.
7.1. Dinámica económica caótica en el modelo del ciclo endógeno de
H¡cks.
A continuación desarrollaremos una sencilla aplicación de la matemática
del caos al estudio del ciclo y el crecimiento económico basada en la
explicación endógena del ciclo que realiza Hicks (1950). Brevemente, esta
explicación se basa en el multiplicador keynesiano unido al principio del
acelerador, de forma que el stock de capital deseado depende del nivel de la
demanda, que vendrá determinada en última instancia por la renta nacional
(Jones, 1988. p. 28). De esta forma, el nivel de renta se ve impulsado en su
evolución temporal desde su nivel máximo a su nivel mínimo — techo y suelo
respectivamente, figura 7-1—. El crecimiento tendencial de esas cotas máximas
y mínimas de los niveles de renta, proporcionan a ésta un crecimiento
tendencial medio positivo.
Como decimos, con el ánimo de ilustrar cómo puede aplicarse la teoría del
caos en el estudio del ciclo y el crecimiento económico vamos a desarrollar a
continuación un sencillo modelo basado en esa idea del ciclo hicksiano. Para
la representación del proceso diseñado por Hicks en su modelo, haremos uso
de la ecuación logística de May (1976) introducida en el capítulo 2.
Nos limitamos al caso de una economía cerrada y sin sector público, de
forma que suponiendo que los mercados se vacían en cada instante del tiempo,
para analizar cuál es la dinámica de la renta (Ye), necesitaremos conocer la
dinámica de la inversión (1,) y el consumo (C,) agregados:
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1’jDA, zrI,+C, (7.1)
La función de Inversión, siguiendo el principio del acelerador, podrá
escribirse como:
1 (7.2)
expresión que nos indica que cuanto mayor sea el nivel de renta en el periodo a,
anterior mayor será el nivel de inversión del presente periodo, esto es. si
tnicialmente la renta se encuentra en una fase expansiva, este crecimiento se
Sr
verá acelerado mediante el proceso de inversión, y si. por el contrario, la
economía en una fase depresiva, esta se verá alimentada por la caída en la
inversión. Como se recordará del capítulo 6, este principio del acelerador es e
precisamente el que genera los problemas de inestabilidad en el modelo de
crecimiento de Harrod-Don=ary que justifica la aplicación de medidas de
política económica contra-cíclica para reconducir a la economía a la situación e
de crecimiento de equilibrio con pleno empleo.
En el mismo capítulo 6 se introdujo el modelo de Hicks y de Goodw-in —
quienes introducían no-linealidades en la función de inversión —no-
linealidades— que restringían la posible evolución de la renta entre un techo y
un suelo generandose así el comportamiento cíclicoregularde forma endógena.
En este sentido, supondremos la existencia de un nivel máximo de renta
aque podrá venir dado, al igual que en el modelo de Hicks, por el progreso
tecnológico y el crecimiento de la población, es decir, por la tasa de
Sr
Techo aLn (Y)
e
e
a
e
tiempo
Sr’
Figura 7-1. Dinámica del modelo de Hicks.
- Suelo
e
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crecimiento natural de la renta utilizando terminología de Harrod.
Supondremos que este techo crece a una tasa constante x-”~’~ . De manera
análoga supondremos que tambiénexiste un nivel mínimo de renta, que vendrá
dado por el nivel mínimo de consumo, por ejemplo, el determinado por el nivel
mínimo de supervivencia, y el nivel mínimo de inversión por reposición. Este
suelo, crecerá igualmente a una tasa constante x’””.
Para introducir la dinámica del modelo de Hicks, es decir, la existencia de
un punto de retomo en la evolución de la renta, es necesario un decrecimiento
en la inversión cuando estamos aproximándonos al nivel máximo de renta (y
un crecimiento de la inversión cuando estamos llegando al mínimo). Esta
desaceleración (aceleración) del ritmo de inversión puede ser modelizada a
través del parámetro y. que en lugar de considerarse constante, podemos
suponer que es una función decreciente del propio nivel de renta. De esta
forma, si estamos en una fase expansiva, el nivel de inversión será creciente
pero se irá desacelerando poco a poco —la participación de la inversión en el
nivel de renta irá disminuyendo— hasta que se anulejusto cuando se alcanza el
techo o máximo nivel de renta, con lo que en el siguiente periodo el nivel de
renta se verá mermado por la ausencia de inversión en el periodo precedente.
entrando así en un periodo de crisis.
Para la justificación de este comportamiento para la inversión, habrá que
contar con el proceso de formación de expectativas por parte de los
empresarios a la hora de tomar sus decisiones de inversión: cuando se está
próximo al máximo nivel de renta, las expectativas de crecimiento de la
demanda no serán muy favorables, por lo que apenas habrá inversión —se
espera un crecimiento de la renta como máximo igual a x»’~—. Esta
ralentización del proceso de inversión hace que se entre en la fase de crisis. De
igual manera, si estamos en una fase depresiva, como la disminución en el
nivel de rentaprovocada por una tasa de crecimiento negativa no puede colocar
al nivel de renta por debajo de su cota mínima, llegará un momento en el que
sólo pueden haber expectativas de crecimiento en el nivel de renta, lo que
impulsa el proceso de inversión rompiendo con la fase recesiva.
Supondremos, portanto, que el valorde y dependerá de cual sea el valor de
la renta en el periodo anterior:
v,tf(t1) (7.3)
Podemos especificar una forma funcional lineal sencilla a esta relación
(7.3):
(7.4)
El análisis gráficode esta ecuación (7.4)—figura 7.2—, aclara su significado:
cuando la renta ha llegado a su nivel máximo no se espera que el incremento
en la renta realizado en el periodo anterior se traslade al corriente por lo que y,
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Figura 7.2. Variación y respecto a la renta.
=0. Igualmente si estamos en un periodo donde la renta ha llegado a la cota
mínima no se puede esperar más que crecimiento, por lo que y alcanzará su
valor máximo V””~ ~. La ecuación (7.4) puede expresarse en función de los
valores máximos y mínimos de la renta —Y’t JSfl1P2 y del parámetro y
Haciendo i’=O se obtiene:
a
,max1 i—1
y haciendo y ‘=v””” obtenemos:
yrnin\ -l
y,maxj
con lo que la ecuación (7.4) puede escribirse como:
nh,n —I
vz~vra~[í ¾ ) .( y ‘~1— ~ 1 (7.7)
Si expresamos todas las variables en relación a rIN y las denotamos por
Como ya veremos, el valor que tome este parámetro será fundamental para la
dinámica del sistema
u
e
Sr
e
e,
e,
e
a
a,
Sr
e
(7.5)
e
(7.6) Sr
UI~
a
e
Sr
Sr
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Figura 7.3. Diagrama de Feigenbaum modelo de Hicks
minúsculas, podemos volver a escribir nuestra función de inversión (7.2) de la
siguiente forma:
‘1 - rna’ ~ ‘ K~ (
rnax ~ V1 yrna~3 .11 — ItT?) 1 ynia~j~2xmaj
(7.8)
max
— (í .Y n1~n) ‘-(1 ~y,1)(y,,)
(1 +Xrnax)
Para cerrar el sistema, especificamos una función sencilla de consumo:
C (7.9)
donde e es la propensión media al consumo, que vamos a suponer constante
—multiplicador keynesiano—. Si expresamos lafunción de consumo en relación
a r”~, podemos reescribiría como:
c cyt~i
~ —C -(1 +xrnax) (I+xrna~() (7.10)yrnax rnax
Ladinámica de la renta puede establecerse suponiendo que la economía se
encuentra en equilibrio en todo instante, y sustituyendo (7.8) y (7.10) en (7.1):
2.47 2.72 2,97
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a
v~2.2
Punto fijo
Tiempo
2.8
Ciclo Límite periodo 4
Tiempo
“ ~2.6
max
Ciclo límite periodo 2
Tiempo
CAOS v=3.1
liompo
Figura 7,4. Soluciones numéricas de la ecuación de movimiento para distintos valores de y’””’
DA, Y,
yrnax yrnax
1 C1 / -
,rnax rnax ~
II ~;
(7. 1 1)
rna,\
1 ~x”’~ l±xma~
La anterior ecuación (7.1]) que representa la dinámica de la renta es una
aplicación dinámica no lineal en tiempo discreto que habrá que solucionar. En
principio calcularemos solamente la solución numérica. Estadependerá de las
condiciones iniciales y del valor concreto que tomen los parámetros, así que
mantendremos los valores de x’”t ~PIIfl e y las condiciones inicialesy0, y,,y0”’t
Yo”>’” iguales a 0.02, 0.02, 0.5, 0.05, 0.06, 1 y 0.1 respectivamente, y
calcularemos distintas soluciones numéricas variando el valor que toma v””~’
para analizar la evolución de la renta y los distintos regímenes de
comportamiento que esta alcanza alargo píazo, es decirrealizamos un análisis
de dinámica comparativa (Day, 1994, Pp. 19-20).
Para realizar una visión conjunta de los distintos regímenes de
comportamiento a largo plazo puede utilizarse el conocido como gráfico de
Feigenbaum o de bWurcacíones —Figura 7.3—. En este gráfico se representa el
valor o conjunto de valores al que converge ci estado de la variable y, , para
cada valor del parámetro v””~. Como se observa para valores comprendidos
e,
e,
a
e
e
ab
e,
a
e
Sr
e
a
e
a
a
a
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tiempo
Figura 7.5. Integración del ciclo y crecimiento en el modelo de Hicks.
entre 0.77 y 2.45 aproximadamente, el sistema converge a un único valor, es
decir, el equilibrio es del tipo punto fijo. Este punto fijo o único valor de la
variable de estado en equilibrio se transforma o bifurca a partir de entonces en
dos puntos cuando el valor del parámetro y’>0”’ está comprendido
aproximadamente entre 2.45 y 2.72. El nuevo equilibrio es por tanto del tipo
ciclo límite, en el que el período se ha duplicado respecto a la situación
anterior, pasando de ser 1 en el punto fijo a 2 en este ciclo límite. Este proceso
de desdoblamiento o duplicación del periodo continúa a medida que vamos
aumentando el valor del parámetro. Para valores de v””>~ comprendidos
aproximadamente entre 2.72 y 2.9 el ciclo límite es de periodo cuatro. A partir
de este últimovalor, la cascada de duplicaciones hace que el número de puntos
tienda a cubrir una mayor región del espacio, hemos encontrado la ruta hacia
el caos, el atractor se ha convenido en extraño.
1.5
1 3 6 7 9 11 13 15 17 19 21 23 25
Tiempo
Figura 7.6. Dependencia Sensitiva a las condiciones iniciales.
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La integración del ciclo y el crecimiento económico.
Para mostrar, la segunda, de las propiedades de los sistemas caóticos,
hemos representado en la figura 7.4 la solución del sistema para distintos e
valores del parámetro i’>”’” . Puede observarse como por ejemplo para el valor
3.1, la soiución no presenta un periodo claro, el sistema se ha convertido en
caótico.
Hay que destacar que la serie normalizada por y’~” se comporta de manera
cíclica en tomo a un valor constante, sin embargo, y como hemos añadido una —,
tendencia lineal a este valor máximo, la serie original presentará de forma
conjunta una tendencia lineal a largo píazo junto a una serie de oscilaciones
Sr
aperiódicas en tomo a la misma como se muestra en la figura 7.5. Es decir.
hemos integrado el análisis del ciclo y el crecimiento económico, y hemos
conseguido explicar de forma endógena dos características fundamentales que a,
se observan en la evolución de las economías reales, la existencia de
irregularidades en su oscilación, y la incapacidad de realizar predicciones
ajustadasmás allá del corto plazo. Esta última se deriva, como ya comentamos, a
de la dependencia sensitiva a las condiciones iniciales. En la figura 7.6. hemos
ilustrado esta propiedad, representando conjuntamente dos soluciones que se
diferencian en su condición inicial tan sólo en 0.01. Como se observa en el a
gráfico, ambas trayectorias divergen rápidamente en su comportamiento.
a
Sr7.2. Caos en los modelos neoclásicos de crecimiento
Como ya se ha comentado en la introducción de este capítulo, los e,
comportamientos caóticos pueden emerger de modelos de ciclos y crecimiento
económico formulados bajo distintos enfoques doctrinales. De hecho, la
mayoría de aportaciones en este ámbito tratan de generalizar el modelo
neoclásico de crecimiento y del ciclo real, en las que se muestra que la
aparición de ciclos endógenos también pueden surgir en el enfoque neoclásico
sin necesidad de recurrir a shocks aleatorios exógenos. a,
Caos a partir del modelo neoclásico de crec¡miento de Solow
Sr
A continuación desarrollaremos una sencilla aplicación de la matemática
del caos en el estudio del ciclo y el crecimiento económico que está basada en
a
el modelo neoclásico de crecimiento exógeno de Solow( 1 956)-Swan(1956).
Utilizaremos para ello la versión en tiempo discreto de éste modelo de
Sr
a,
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crecimiento6, que bajo las mismas condiciones que para su versión continúa
(apanado 6.3) x suponiendo que no existe progreso técnico podemos exponer
como (Shone 1997. Pp 100-101):
S,=sY
— 5K, (7.12)
>iL~
1=nL,
Y, =E(Kr L)
donde por rendimientos constantes a escala podemos expresar la función en
términos per cápita:
y,=J(k,) (7.13)
con y,=Y/L,; k,=K/L,.
La ecuación fundamental que describe la dinámica del stock de capital se
deduce a partir de la condición de equilibrio en el mercado (J,=S,). y se puede
escribir como:
k sI(k,pI-(l—&k
,
(7.14)
que bajo el supuesto de los rendimientos decrecientes para el capital tendrá un
punto de equilibrio dinámico estable?: k*=sIc’k*)/1(J+n). Hasta aquí el modelo
original de Solow.
Una de las primeras aportaciones que muestran como a partir de la
generalización de los modelos tradicionales de crecimiento pueden surgir
comportamientos caóticos es la de Day (1982 y 1983). Estas extensiones del
modelo de So]ow-Swan en su versión discreta se realizan mediante la
introducción de una tasa de ahorro variable, de interacciones entre el
crecimiento y el medio ambiente, de restricciones a la flexibilidad para
incorporar el progreso tecno]ógico en e] proceso productivo, o la
endogenización del ritmo de crecimiento de la fuerza de trabajo. Estas
generalizaciones convierten a la ecuación fundamental (7.14) que se expresa
la dinámica de la economía en aplicaciones caóticas del tipo logística
—unimodales— (véase Day 1999, pp.84-1 06 y Day y Pianingiani, 1991)
A continuación repasaremos una de estas generalizaciones del modelo de
crecimiento de Solow-Swan que permite la existencia de comportamientos
La razón para utilizar la versión en tiempo discreto es, nuevamente, simplificadora, ya
que paraque sea posible obtenersoluciones caóticas en sistemas dinámicos en tiempo continúo
es necesario que su dimensión (número de variables de estado) sea como mínimo 3. En los
modelos de tiempo discreto no encontramos esta restricción. Este mismo ejemplo podría sin
embargo generalizarse para el caso continuo suponiendo, por ejemplo, más de un sector
productivo.
‘Requerimos paraello el cumplimiento de las condiciones Inada de buen comportamiento
—apartado 6.3.—
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caóticos distintos al estado estacionario. Este modelo introduce en la función
de producción unas extemalidades negativas como consecuencia de la
contaminación del medio ambientes. Para ver como se introducen estas
externalidades vamos a dar una especificación del tipo Cobb-Douglas sin
progreso técnico a la anterior función de producción (7.13):
y, =A/J (7.15)
Sr
donde la constante A es un indicador de la productividad global, recogiendo
todos aquellos factores que afectan a la capacidad de producción de la
economía dad una dotación de factores productivos. Esta productividad
dependerá del estado de la tecnología, pero también de otros factores.
Day( 1982) supone que entre esos otros factores deberecogerse el estado global
del medio ambiente, y en particular de la capacidad de éste para absorber o
asimilar la contaminación generada por el propio sistema productivo. Se intenta
con ello recoger e] hecho de que una vez que se incorpora el medio ambiente a
en el análisis del crecimiento, cuanto menor es su capacidad de absorción de
la contaminación generada por el proceso productivo, menor será también la
capacidad productiva global de la economía0.
De esta forma podemos suponer que la productividad global de la economía
A es una relación multiplicativa entre el estado global de la tecnología o estado e,
de conocimientos (7”) y la capacidad del medio ambiente de asimilar
contaminación (P):
(7,16)
donde ~ y y representan las respectivas elasticidades. Mantendremos de
momento el supuesto de que el estado de tecnología Tpermanece constante (no
existe progreso técnico). Sin embargo, supondremos que la capacidad de
asimilación P no es constante, dependiendo negativamente de la intensidad de
uso del capital en el proceso productivo:
P
1 =p(k,) (7.17)
a’
Podemos suponer que dicha relación negativa toma una forma lineal
sencilla:
P, =a—bk~1 (718) e,
u
La posibilidad de que aparezcan comportamientos caóticos como consecuencia de la
consideración de la interacción entre la actividad productiva y el medio ambiente puede
extenderse también para que surjan en modelos de crecimiento óptimo —de generaciones
solapadas— véase Zhang (1999)
Esta hipótesis tiene su base en queel medio ambientejuega un doble papel en elproceso
productivo, por unaparte, la de dotar de recursos naturales al proceso productivo, y por otra e,
la de recibir los residuos que el propio sistema genera. Entre estos dos papeles existe además
una relación negativa, en la medida de que cuanto peor sea la capacidad del medio ambiente
de asimilar la contaminación generada, mayor es el deterioro del medio ambiente y menor la
acantidad de recursos naturales utilizables en el proceso productivo. Sobre los distintos papeles
que juega el medio ambiente en el proceso productivo véase Common (1996)
5
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Figura 7.7. Extemalidades por contaminación en el modelo de Solo~
El análisis gráfico de esta relación en la figura 7.7, aclara el significado de
esta relación: cuando no se usa capital en la producción. P alcanza unmáximo:
y el sistema se congestiona cuando se utiliza el capital con una intensidad ni.
El efecto negativo de un incremento en la intensidad de uso del capital sobre
la capacidad de asimilación 1’, viene recogida por el parámetro It Teniendo en
cuenta este nivel de congestión, la relación (7.1 8) se puede rescribir cómo:
1’, zzb(m -k,) (7.19)
Al incorporar la productividad global (A) así definida en la función de
producción (7.15), obtenemos que la producción por trabajador incorpora las
extemalidades negativas por la contaminación (7.19):
y,=B(m—k,Yk» ; B=T’~b’~ (7.20)
Al considerar esta nueva función de producción en el modelo de Solow.
obtendremos la siguiente ecuación fundamental para el stock de capital:
1 -‘-n
que será la ecuación que representa la dinámica del sistema que intentaremos
solucionar para analizar como se comporta la economía en el largo plazo. En
principio calcularemos solamente la solución numérica. Ello requiere que
asignemos algún concreto a los parámetros estructurales del modelo.
Supondremos para simplificar que /3=y=5= ni 4. La ecuación (7.21) se
reduce entonces a:
1 +>i
que es formalmente idéntica a la ecuación logística (2.30) de May (1976). A
partir dc la ecuación (7.22) podemos calcular distintas soluciones numéricas
de] modelo variando el valor de ,u. De esta forma podremos analizar la
evolución del stock de capital por trabajador y los distintos regímenes de
comportamiento que éste alcanza en el largo plazo, es decir, podremos llevar
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Figura 7-8. Diagrama de Feigenbaum dc la ecuación logistica a
a cabo un análisis de dinámica comparativa (Day, 1994. pp.l9-20). e,
Para realizar una visión conjunta de los distintos regímenes de
comportamiento a largo plazo puede utilizarse el conocido como diagrama de e,
Feigenbaum o gráfico de t4furcaciones —figura 7.8—. En este gráfico se
representa el valor o conjunto de valores al que converge el estado de la
a
variable le, , para cada valor del parámetro ,u. Como se observa para valores
comprendidos entre O y 3, el sistema converge a un único valor, es decir, el
equilibrio es del tipo punto fijo. Esta es el mismo tipo de comportamiento e
observado en el modelo de Solow original, es decir, la convergencia a un
estado estacionario. Esta ecuación logística, sin embargo, acepta más
comportamientos a largo plazo. Sr
El punto fijo o único valor de la variable de estado en equilibrio se
transforma o bifurca en dos puntos cuando el valor del parámetro p está e
comprendido entre 3.2 y 3.5. El nuevo equilibrio es por tanto del tipo ciclo
límite, en el que el periodo se ha duplicado respecto a la situación anterior,
pasando de ser 1 en el punto fijo a 2 en este ciclo límite. Este proceso de e
desdoblamiento o duplicación del periodo continúa a medida que vamos
aumentando el valor de ji (periodo cuatro, ocho, dieciséis, ...). Para valores de
u,fi a partir de 3.58, la cascada de duplicaciones hace que el número de puntos
tienda a cubrir una mayor región del espacio, hemos encontrado la ruta hacia
el caos, el atractor se ha convertido en extraño. En la región caótica del a
diagrama de bifurcaciones se observan pequeñas zonas en blanco (las ventanas
2 3.5 4
a
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Figura 7.9. Solución de la ecuación logística: evolución temporal
del caos) dondeel sistema presenta comportamientos periódicos regulares pero
siempre de orden impar’0. Excluyendo estas ventanas, el sistema presenta
atractores formados por infinitos puntos acotados en un intervalo fijo de]
espacio de fases, que en este caso es la recta real. Para los valores de ji donde
aparece este comportamiento el atractor es caótico (por ejemplo. ¡¡=4 . con un
atractor comprendido en el intervalo (0,1)).
Las soluciones correspondientes a cada una de esos equilibrios a lar~o
plazo se representan en las figuras 7.9 y 7.10. En el primero hemos dibujado
la senda temporal que describen las correspondientes soluciones, mientras que
en e] segundo hemos dibujado la evolución de la variable haciendo uso de la
propia ecuación fundamental (7.22) —gráfico de transición—.
Como ya sabemos, los sistemas presentan dependencia sensitiva a las
condiciones iniciales. Así, cuando nuestro modelos se sitúa en régimen de
comportamiento caótico, presentará dicha dependencia respecto a las
condiciones iniciales. En la figura 7.11, hemos ilustrado esta propiedad,
representando conjuntamente dos soluciones con ¡¡=4 que se diferencian en su
condición inicial tan sólo en 0.00001 unidades. Como se observa en el gráfico.
~oRecordemos que en esta caracteristica se basa el teorema de Li-Yorke (1975) para la
existencia de caos. Este teorema demuestra que, bajo condiciones especificas, cuando en el
modelo puede aparecer un ciclo regular de periodo tres, entonces pueden aparecer ciclos de
cualquier periodo, incluyendo los caóticos,
/2=4
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Figura 7.10. Solución dc la ecuación logistica: Evolución en el espacio de fases
ambas trayectorias divergen rápidamente en su comportamiento. Esta
dependencia a las condiciones iniciales puede explicar la incapacidad práctica
de realizar predicciones más allá del cono plazo, que es otra caracteristica de
la evolución cíclica de la economía. A pesar de que el comportamiento en
media es bien conocido, resulta dificil predecir el momento exacto en el que la
economía entrará o saldrá de las etapas recesivas. Lautilización de modelos de
caos deterministas puede mejorar las previsiones, al menos en el corto plazo,
basadas en comportamientos puramente aleatorios”
tiempo
Figura 7.11 - Dependencia Sensitiva a las condiciones iniciales
Sobre los distintos métodos de predicción sobre series caóticos, véase Fernández
Rodríguez (1995).
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Crecimiento cíclico irregular endógeno neoclásico
La evolución del capital en este modelo no presenta ninguna tendencia
general de crecimiento. Esto se debea que como en el modelo de Solow, la tasa
de crecimiento media tendencial a largo plazo depende de la tasa de progreso
tecnológico. que hemos supuesto nula. Cuando incorporamos el crecimiento
exógeno del nivel de tecnología (AT/T=x) la evolución del stock de capital por
trabajador presentará una tendencia media positiva. Paraello debemos suponer
que dicho progreso técnico se incorpora en la función de producción de forma
neutral en sentido de Harrod, es decir, potenciador del trabajo, y que la
capacidad de asimilación de la contaminación (P) depende de la intensidad de
uso del capital en relación al trabajo eficiente. Introduciendo estos supuestos
en el modelo la ecuación de producción podría escribirse como 2:
Y, =PYK,P(TL,)’ ~ (7.23)
o en términos de trabajador eficiente (7,1i,) e incorporando las externalidades
por la contaminación:
y,=B(m-kjk7 ; B—/0; P,=b(m-k,) (7.24)
La ecuación fundamental quedará en este caso:
sB(m—k,)Yk)3 -‘-(1 —&)k, (7.25)
que nuevamente puede ser transformada en la ecuación logística haciendo
m=5=/J=y=i y ,u=sB4¿’i -4-n)(J+x)). Con esta incorporación de] progreso
tecnológico hemos conseguido dotar al modelo de Solow de una solución en
la que la renta per cápita integra en su evolución un crecimiento tendencial
medio dado por el progreso tecnológico con una serie de oscilaciones
aperiódicas cuando el valor del parámetro alcanza la región caótica —figura
7.12.—.
Es decir, hemos integrado e] análisis del ciclo y el crecimiento económico,
y hemos conseguido explicar de forma endógena dos características
fundamentales que se observan en la evolución de las economías reales, la
existencia de irregularidades en su oscilación, y la incapacidad de realizar
predicciones ajustadas más allá del corto plazo.
Un último resultado que debemos comentar de este modelo hacereferencia
a las implicaciones de política económica. En cuanto a las políticas de
crecimiento a largo píazo, las conclusiones básicas que se desprenden del
modelo original de Solow se mantienen en esta versión, es decir, sólo las
políticaseconómicas quemejoren el progreso tecnológico tendrán efectos sobre
12 suponemos que ~=/
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Figura 7.12. Crecimiento cicicico irregular en el modelo de Solow
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la tasa media de crecimiento tendencial a largo plazo. Por el contrario las
política estabilizadora del ciclo económico debe ahora tener un carácter activo.
Este carácter activo se desprende directamente de la explicación que el modelo e,
da a la aparición de los ciclos. Como hemos visto anteriormente, los distintos
regímenes de comportamiento a largo plazo aparecen cuando se modifica el
parámetro de control ji. En lamedida en que dicho parámetro dependa de algún
instrumento de política directamente controlable por el decisor político, existirá
cierto margen de maniobra para el control del comportamiento cualitativo del
sistema. Así, si bien en el modelo de Solow original las modificaciones en la Sr
tasa media de ahorro sólo tenía efectos sobre el nivel de renta a largo plazo,
ahora tendrán un efecto permanente sobre el comportamiento cualitativo de la
e
renta, pudiendo incluso originar la aparición de fluctuaciones caóticas. En los
modelos de dinámica compleja, por tanto, los ejercicios de dinámica
comparativa de los modelos estáticos tradicionalmente considerados como el U,
JS-LM, han de sustituirse por los de la dinámica comparativa, y el control de
las variables objetivo de la política económica deberá realizarse mediante el
control del atractor. Es decir, mediante el control de su comportamiento e,
cualitativo a largo plazo. Las intervenciones para eliminar o reducir
fluctuaciones de tipo caótico tienen que ser estructurales, ya que la
estabilización no se alcanza sin modificar los valores de los parámetros a
estructurales que gobiernan el comportamiento del sistema(Femández Díaz,
1995 Pp. 369-370).
a
Caos en modelos neoclásicos de crecimiento de óptimo.
a
Los anteriores modelos agregados suelen denominarse descriptivos por su
falta de ftndamentación microeconomica. En particular, estos modelos resultan
inconsistentes con el comportamiento maximizador de la función de utilidad a
intertemporal del agente representativo. Tradicionalmente, los modelos de
a
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crecimiento que siguen el enfoque de optimización sólo pueden exhibir
dinámica simple (Majumdar y Mitra, 2000. p. 110). convergente a puntos fijos
—tradicionalmente puntos fijo del tipo punto de silla—.
Con el propósito de superar estas limitaciones, han ido apareciendo en la
literatura una gran cantidad de aportaciones que muestran que los
comportamientos caóticos tambiénpueden aparecer en modelos de crecimiento
económico de equilibrio que siguen el enfoque de optimización. Es decir,
modelos que incluyen los supuestos tradicionales sobre agentes racionales, que
maximizan una función de utilidad o de beneficios, que actúan en mercados
perfectamente competitivos con información completa, pero que incluyen no-
linealidades, por lo que se permite la posibilidad de que sus soluciones
muestren trayectorias de dinámica compleja con oscilaciones cíclicas
aperiódicas recurrentes de manera endógena (véase Baumol y Benhabib.1989
y Boldrin y Woodfrod 1990 para un resumen de estas aportaciones).
En efecto, Benhabib y Day (1981), por citar una de las primeras
aportaciones en este sentido, muestran como en un modelo de elección racional
optimizadora pueden aparecer comportamientos caóticos cuando las
preferencias dependen de las experiencias pasadas.
Siguiendo a estos autores podemos representar el problema de
maximización de un agente representativo con una función de utilidad del tipo
Cobb-Douglas como:
Mccc U(xy;a)tcclogx+(l -a)logy
(7.26)
s.a p,,x + py - R
con 0<a<l. Las condiciones de primer orden de este problema de
maximización proporcionan las funciones de demanda de x y de y:
R R
x=a—
(7.27)
El comportamiento caótico puede surge cuando se introducen no-
linealidades en la formulación del problema de maximización (7.26). En
paricular Benhabíb y Day (1981) suponen que la función de utilidad en (7.26)
depende no sólo del consumo corriente sino que también depende de la
experiencia pasada a través del parámetro a
a¿rx,1y,, (7.28)
donde r es un indicador de la dependencia del pasado. La condición de primer
orden del problema de maximización se convierte entonces en un sistema de
ecuaciones dinámicas de primer orden que pueden exhibir comportamientos
caóticos. Así. por ejemplo, sustituyendo (7.28) en (7.27), y haciendo uso de la
restricción presupuestaria, la función de demanda para x bajo el supuesto de
que los precios son constantes quedaría:
rR
x1= —x11(R—p/1> (7.29)
ppy
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La ecuación (7.29) es una ecuación dinámica del tipo logística —unimodal— e,
que puede presentar comportamientos caóticos. De hecho. la ecuación (7.29)
equivale a la aplicación logística (2.30) cuandop~.~pjR= 1. y por tanto, puede
exhibir comportamientos caóticos dependiendo del valor del parámetro r —a a
medida que la dependencia respecto al pasado es mayor, la probabilidad de
encontrar comportamientos caóticos también aumenta.
a
Caos en modelos de optimizacián con horizonte temporal infinito.
Dentro del enfoque de optimización, existen dos grandes tipos de modelos —
de crecimiento óptimo según sea el horizonte temporal considerado en el
problema de decisión del agente representativo: los modelos con horizonte
a,
temporal infinito de tipo Ramsey. y los modelos con horizonte finito de
generaciones solapadas. En esta secciónnos centraremosen elprimerode ellos,
ilustrando como en este tipo de modelos pueden introducirse no-linealidades
que conduzcan a la economía hacia reglas de decisión pareto óptimas con
comportamiento complejo.
Sr
De forma reducida, el problema de Ramsey de crecimiento óptimo
neoclásico formulado en tiempo discreto puede representarse de la siguiente
forma. Se supone que la economía está compuesta porun conjunto de hogares —
idénticos que viven infinitos periodos con una función de utilidad inter
temporal que puede eseribirse como la suma infinita descontada de utilidades
instantáneas. El problema de maximización al que se enfrenta la familia e
representativa puede escribirse entonces como:
MaxZ ~‘u(c,) (730) =
sujeto a la restricción presupuestaria intertemporal que establece que en el
e
límite, y dado un tipo de interés en cada instante del tiempo, el valor corriente
de la riqueza total de los individuos no puede ser negativa (Romer,1996, p.43).
Por otra parte, uQ) representa la función de utilidad instantánea que e,
proporciona el consumo c, —y que verifica las condiciones tradicionales u$O
—, y /3e(0, 1) es la tasa de descuento o grado de impaciencia por el
consumo presente frente al consumo futuro —cuanto menor sea la tasa de e
descuento menor será la importancia que le otorga el agente representativo al
consumo futuro—. Por el lado de la producción se supone que existe un único
bien en la economía que se puede consumir directamente o ahorrar en forma
de capital —economía real—. Este bien se produce utilizando trabajo y capital a
traves de una función de producción con rendimientos constantes a escala y
Srdecrecientes para cada uno de los factores productivos.
La solución a este modelo de crecimeinto queda determinada por una
e
trayectoria de acumulación óptima de capital que puede expresarse de forma
genérica como
/c,~, =7(k,) (7.31) —
a-
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esto es, por una ecuación dinámica unidimensional que habra que resolver. Un
resultado importante en cuanto al comportamiento a largo plazo del slock de
capital es el desarrollado por Dechert (1984). quién demuestra que laaplicación
dinámica (7.31) es monótona creciente e independiente de f3. por lo que cl
único equilibrio a largo plazo alcanzable en este modelo de Ramsey de
crecimiento óptimo es el punto fijo —steady state—. Este es el resultado típico
que se alcanza en la teoría tradicional del crecimiento económico. Para que la
dinámica descrita por este modelo permita la aparición de comportamientos
distintos al crecimiento equilibrado habrá que introducir alguna variante en el
modelo.
Una de las primeras generalizaciones del modelo de optimización con
horizonte infinito quepermiten la aparición de comportamientos caóticos es la
desarrollada por Boldrin y Montrucehio (1986).Estos autores muestran que
cuando el anterior modelo de Ramsey de crecimiento óptimo se extiende para
el caso de dos sectores productivos, uno donde se producen los bienes de
consumo y otro donde se producen los bienes de capital, las trayectorias
óptimas pueden describir comportamientos a largo plazo distintos al punto fijo.
La gran relevancia de la aportación de estos autores radica en que en ella se
demuestra que siempre será posible encontrar un modelo de optimización
—formas explícitas para la función de utilidad— para las que el modelo de
crecimiento óptimo describe una ecuación dinámica (7.31) que se comporta de
manera caótica ‘~ esto es, el teorema de la indeterminación de Boldrin y
Montrucchio (1985) implica que virtualmente todo tipo de comportamiento
dinámico es completamente compatible con los supuestos tradicionales de
rendimientos decrecientes , mercados competitivos y previsión perfecta Para
ello será necesario sin embargo, —y esta es unade las principales criticas a este
trabajo— unatasas de descuento relativamente elevadas —alta impaciencia por
el consumo presente—’4. Otras aportaciones en las que también se utilizan
modelos bi-sectoriales en los que el modelo de crecimiento óptimo permite la
aparición de comportamientos caóticos son entre otras Benhabib y Nishimura
(1985), Deneckere y Pelikan(1986), Boldrin y Deneckere (1990) y Nishimura
y Yano(1995).
3Boldrin y Montrucchio (1986) utilizan para su demostración el problema de
maximización en forma reducida, en el que el interés se centra en la utilidad instantánea
generada por la transición desde un stock de bienes en un periodo a otro recogida por una
tecnología o función de transformación (véase Majumdar, Mitra y Nisbimura, 2000, pp.37-41.
Montrucchio (1992) y Sorger(l990) generalizan este resultato para la formulación del
problema de maximización en tiempo continuo. Herbert, Kopel y Feichtinger (1996)
generalizan los resultados de Boidrin y Montruccio para el problema primal con horizonte
infinito, Por otra parte, Carreras y Moran (1993) utilizan este mismo enfoque para demostrar
que también es posibleconstruir funcionesde utilidad y funcionesde producción para que el
problema de generaciones solapadas describa cualquier tipo de comportamiento dinámico,
incluido el caótico.
14 Sorger (1992) y Mitra (1998) muestran, por ejemplo, que para que un problema de
optimización con horizonte infinito pueda describir ciclos límite de periodo tres —caos en
sentido de Li-Yorke— es necesario una tasa de descuento i3=(v’~~1)/2=0.6l8
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Entre las aportaciones que tratan de generalizar el modelo de optimización
unisectorial de Ramsey para permitir dinámicas caóticas podemos citar:
Majumdar y Mitra ( 2000, Pp. 110-148) que introducen en el problema de
maximización del agenterepresentativo una función de utilidad instantánea que
depende no sólo del consumo sino también del stock de capital -efectos
riqueza-; Sorger (1995), Woddford (1986 y 1988) que utilizan modelos con
agentes heterogénos; y. Matsuyama( 1991) y Azariadis (1993, sección 26.4) que e,
introducen el papel del dinero en la economía.
A continuación mostramos un sencillo ejemplo de este último tipo de
extensiones caóticas del modelo de Ramsey. esto es, un modelo neoclásico de
crecimiento óptimo con dinero que puede presentarcomportamientos caóticos
e
(Barnett. Medio y Serletis, 1997, Pp. 39). La diferencia fundamental con el
problema de maximización original radica en el supuesto sobre la función de
utilidad, que se asume que depende no sólo del consumo sino también de la —
cantidad de dinero. Ignorando por simplicidad la acumulación de capital, la
producción y la deuda pública, el problema de maximización intetemporal de
la familia representativa puede expresarse entonces como: e,
Max~ (3’u(c,,m,) e,
t=0 (7.32)
s.a
e
donde c, m y w son el consumo, los saldos reales de dinero y las dotaciones de
fondos constantes en términos per cápita respectivamente. Por otro lado, H
e,
representan las transferencias per cápita del gobierno a las familias que se
supone que vienen dadas en forma de dinero, es decir, JI = ~.tMj, siendo g>0
la tasa constante de crecimeinto de la cantidad de dinero
e
La solución al problema de maximización (7.32) es la siguiente ecuación
dinámica de primer orden: e,
1+1.1
13
a
Cuando se utiliza, por ejemplo, una función de utilidad instantánea:
u(c,m)= (c ‘12m l/2>ÑO (7.34)1—o
siendo o >0, ~1 el recíproco de la elasticidad de sustitución entre el valor e,
corriente y futuro del producto agregado (cm)”2. Sustituyendo las
correspondientes derivadas de (7.33) en (7.34), la solución al problema de
e,
maximización intertemporal (7.32) se reduce a la siguiente ecuación dinámica:
x a ~‘ 1’x«(1 —x) (735) e
nl
e
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siendo x¿wIm, y a(o-3)12. La ecuación (7.35) pertenece a la familia de
aplicaciones logística generalizada, que para distintos valores de los
parámetros puede presentar comportamientos caóticos. En particular. cuando
cu~1 la ecuación (7.35) se convierte en la logística analizada anteriormente
apanado (2.3).
Caos en modelos de crecimiento óptimo de generaciones
solapadas
Como ya se ha comentado, muchas de las aportaciones iniciales en la
aplicación de la matemática del caos en el estudio del ciclo y el crecimiento
económico en modelos de optimización utilizan los modelos de generaciones
solapadas introducidos por Samuelson (1958) y Diamond (1965) donde los
agentes tienen un horizonte de planificación finito j~. Entre las primeras de
estas aportaciones se encuentran por ejemplo Benhabib y Day (1982),
Grandmont (1985), Reichlin(1986) Julien(1988) y Benhabib y Laroque (1988),
en los que se utiliza el teorema de Li-Yorkepara probar la existencia de ciclos
de periodo tres —caos topológico en sentido de Li-Yorke—. No ha sido hasta la
aportación de Carreras y Morán (1993) cuando se ha demostrado un teorema
que de manera análoga a la aportación de Boldrin y Montrucchio( 1 986>
garantizan que siempre es posible formular un modelo de crecimiento óptimo
de generaciones solapadas donde la solución permita cualquier tipo de
comportamiento dinámico, incluido el caótico.
A continuación y a modo ilustrativo vamos a presentar un sencillo modelo
de crecimiento óptimo en el que pueden aparecer comportamientos caóticos de
dinámica compleja para ciertos valores de los parámetros estructurales que
definen el modelo. A diferencia de la mayoría de dichas aplicaciones, el
modelo que presentamos aquí, original de Medio y Negroni (1996), es un
modelo para una economía real -no existe dinero - con producción y sin
incertidumbre. La dinámica de la economía estará determinada por las reglas
de decisión óptima del agente representativo.
Supondremos que la economía en todo instante del tiempo está formada por
dos generaciones de individuos nacidos en distintos instantes de tiempo. En
panicular se supone que los individuos viven durante dos periodos. En el
primero,mientras se esjoven, debe decidirse cuanto consumir en dicho periodo
y cuánto trabajar. En cada instante del tiempo se produce un único bien que se
‘5 El modelo de generaciones solapadas ha sido, junto al modelo con horizonte infinito de
Ranisey, ampliamente utilizado para estudiar la dinámica del crecimiento bajo los supuestos
neoclásicos y utilizando el enfoque optimizador del agente representativo. La diferencia
fundamental entre el enfoque de generaciones solapadas y el enfoque de optimización con
horizonte infinito se encuentra precisamente en que ahora se asume explicitamente que los
agentes viven un número finito de periodos, o desde otro punto de vista, que los agentes no se
preocupan necesariamente por lo que pase después de su muerte. Cuando los agentes si se
preocupan por el bienestar de las generaciones venideras, la solución al modelo de
generaciones solapadas es idéntica a la del modelo de Ramsey
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puede consumir directamente o acumular en forma de capital. La renta no
consumida se ahorra y se convierte en capital para ser utilizado en la
producción del siguiente periodo. El stock de capital es generado por tanto por
el ahorro de los individuos durante su periodo de trabajo. ahorro que se e
destinará a financiar su consumo durante la etapa de jubilación. El modelo está
formulado en tiempo discreto, y supondremos por simplicidad que la tasa de
crecimiento de la población es nula y que la lasa de depreciación es unitaria. El a
problema al que se enfrenta el individuo representativo es el de maximizar su
fu~ción de utilidad intertemporal, que supondremos que es aditiva separable en
tres componentes: la utilidad por el consumo en el primer periodo de vida del
individuo ujc9; la utilidad por el consumo en su segundo periodo de vida
u2(c1. ~);y la desutilidad que le supone al individuo el tener que trabajar
e
mientras es jóven df). Supondremos que las funciones de utilidadldesutilidad
satisfacen u ‘(c)>0, u “(c)<0 (¡1,2), y ‘(1)>0 y y ‘(l)>0. El problema del agente
representativo se puede representar entonces como: a
CC ¡/~1~
s.a e,
y, ti? a-
donde s, es el ahorro del agente representativo en el primer periodo que se
destina íntegramente a acumular capital & = k - k_ +6 <i —supondremos por Sr
simplicidad que la tasa de depreciación es unitaria 6=1—; w, es el salado real;
y R~, es el rendimiento real que obtendrá el agente representativo en el
a
segundo periodo de su vida por el ahorro efectuado en su etapa de trabajador.
Cada agente debe resolver cuando esjoven el problema de maximización a
(7.36). es decir, debe decidir cuanto consumiry cuanto trabajar, de forma que
se maximice su utilidad total sujeto a su restricción presupuestaria
intertemporal y tomando como dados el salario y el tipo de interés real. Las —
condiciones de primer orden de la solución a este problema de decisión
proporcionan las reglas de decisión óptima del agente representativo:
a
u(c,) nR,4, (7.37)
u2(c,,)
a
y ‘(1,) =R~ W1 (7.38)
<(e, )
e,1 =R,~¿w¿I,—c,) (7.39) a
La condición (7.37) implica que el consumo óptimo del individuo debe ser
tal que la valoracióndel agente de una unidad de consumo presente en términos e,
de consumo futuro —u1 ‘(ej/u2‘(e,.)— coincida con la valoración del mercado
e,
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—Rh ~—. La condición (7.38) implica que la oferta óptima de trabajo debe
verificarque su valor en términos de consumo futuro—y ‘(11)/u2 ‘(e, ,Sse iguale
con el valor de mercado R,, w, . La condición (7.39) recoge simplemente el
hecho de que la solución óptima debe cumplir con la restricción presupuestaria
mtertemporal. Teniendo en cuenta las restricciones (7.37-39). la regla de
decisión óptima puede reducirse a la siguiente ecuacion:
Si definimos U) (c,)su1 ‘(c,)c, ;U~ (c>1)su, ‘(c>,jte,1; y, V(Z,)si ‘(/9-4
entonces la condición de óptimo (7.40) se podrá escribir como:
(7.41)
que proporciona la siguiente ecuación dinámica siempre que U? (e>,) sea
invertible:
= 1 (742)
U2~ [V(1,)— U1 (e)] =h(1,.c,)
Para cerrar el modelo necesitamos determinar la dinámica de la oferta de
trabajo 1, , para lo cual acudimos al problema del productor representativo. Por
el lado de la producción se supone que las empresas actúan bajo situaciones de
competencia perfecta y rendimientos constantes a escala, por lo que ninguna
de ellas obtendrá beneficio extraordinario estando determinada la demanda de
trabajo y capital de cada una de ellas por la igualdad entre la productividad
marginal y su remuneración real. Para mostrar la dinámica de la economía
supondremos que la función de utilidad y la función de producción toma las
siguientes formas explícitas>
6:
o
a
el
41 (7.43)a
‘y
v(1,) =1y
esto es. supondremos que las funciones de utilidad presentarán un coeficiente
de aversión relativa al riesgo constante determinado por (1-O), (1-a) y (1-y)
6 Medio y Negroni (1996) muestran que los comportamientos caóticos también pueden
surgir cuando se toman funciones de utilidad con aversión absoluta al riesgo constante y
cuando la función de producción presenta una elasticidad de sustitución entre factores
productivos positiva
“ La tasa de aversión relativa al riesgo es una medida de la curvatura de la función de
utilidad u(c), y se define como cu”(c)/u’(c)
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respectivamente, y que la función de producción es de tipo Leontieff o de
proporciones fijas.
La constancia del grado de aversión relativa al riesgo garantiza la
invertibilidad de U/e>,). por lo que sustituyendo ahora (7.43) en (7.42) se
obtendrá que la dinámica del consumo quedará determinada por:
c,< 4c—J (7.44)
Dr
Por otra parte, bajo el supuesto de competencia perfecta y tomando el
precio del output y, como unitario, se tendrá que y1-wl,-R1k,>,=O, es decir, Rj
y,/k,.1-w¡,/k,>,, que suponiendo que la economía se sitúa en todo momento en E
situación de pleno empleo de factores productivos implicará que la
remuneración del capital es Rj ¿41-it,/a);y,=al,; y’,bk,.,.
La dinámica del trabajo puede determinarse a partir de la condición de
equilibrio: u
(7.45)
ya que teniendo en cuenta la condición de pleno empleo de capital: e,
y,zzbk (7.46)
Sr
la condición (7.45) puede escribirse como:
.y,•1 =btv,—e) (747) e
y por la condición de pleno empleo de trabajo:
e
Y> =al, (7.48)
apor lo que la dinámica del factor trabajo puede escribirse haciendo uso de
(7.45-48) como:
a
que junto a la ecuación (7.44) representan el sistema que rige la dinámica de e
la economía.
Este sistema tiene una forma parecida a la de las aplicaciones discretas e
bidimensionales introducidas en el apartado 3.3, y al igual que ellas, permite
la aparición de comportamientos de dinámica simple, pero también de
dinámica caótica compleja. Para mostrar la posibilidad de soluciones caóticas a
mostramos en las figuras 7.13 a 7.18 los gráficos de bifurcación —ruta
cuasiperiódica al caos— y de espacio de fases para un conjunto de valores
a
específicos de los parámetros del modelo.
a
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y,
Figura 7.13. Gráfico de bifurcaciones modelo Medio y Negroni(1996). Variable de estado 4; b1.2; aÑ:
Como se observa en estos gráficos. la posibilidad de que aparezcan
comportamientos caóticos se verifica para un amplio rango de x’alores del
espacio paramétrico pudiendose afirmar que la aparición de comportamientos
cuasi-periódicos y caóticos es norma y no excepción al menos en el caso de
este sencillo modelo de optimización con producción.
Figura 7.14. Gráfico de bifurcaciones modelo
O=cr=O.2; y=Yi,1.75).
-B
rs
H .2
—n
11.1875 1.751.375
Y
Medio y Negroni(1996). Variable de estado e ; b1 .2; a=1,-
>.
1.5625
1.1a75 1.375 1.5S25
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Figura 7.15. Gráfico de bifurcaciones modelo MedioyNegroni(1996). Variable de estado 1; bcc’I.l.i23);
a=i; O=a=Ú2:rti.5
.9
.5
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- .2
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1’
Figura 7.16. Grafico de bifurcacionesmodelo MedíoyNegroní(1996). Var¡abledeestadoe
t/; 6=a=Ú2;r=/5,
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Figura 7.17. Atractor cuasiperiódico
Modelo Medio yNegroni(1996).
b=].2; atí; 19=cv#12;yÑ.3.
Figura 7.18. Atractor Extraño
Modelo Medio y Negroni( 1996).
h=i.2; a=I; O=,r=O.2;r=¡6.
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7.3 Caos y crecimiento ciclico endógeno evolutivo de tipo
Schumpeter¡ano.
A continuación presentaremos el modelo de Matsuyama (1999) de
crecimientoendógeno que permite laaparición de crecimiento ciclico irregular
de dinámica compleja. Este modelo puede englobarse dentro del grupo de
modelos de crecimiento endógeno de carácter neo-schumpeteriano. Como se
recordará del capítulo 7, en este tipo de modelos el progreso tecnológico,
generador del crecimiento a largo plazo, se determinade manera endógenapor
la existencia de empresas innovadoras dedicadas a actividades de l+D que
generan el progreso tecnológico entendido como la aparición de nuevos bienes
intermedios de capital que posteriormente podrán ser incorporados en el
proceso productivo general de la economía.
Este modelo de Matsuyama modeliza de manera simplificada la visión de
Schumpeter (1912,1939 y 1942) sobre el proceso de crecimiento cíclico de las
economías modernas. Según Schumpeter, dicho proceso se caracteriza por la
alternancia de fases de crecimiento estacionario y fases de crecimiento
evolutivo, originándose la ruptura del equilibrio estacionario por la
introducción de innovaciones en el proceso productivo por parte de
determinadas empresas —empresario innovador—, dándose entonces paso a la
fase de crecimiento evolutivo. La fase de crecimiento estacionario o
crecimiento nulo está caracterizada por la repetición continua de los mismos
procesos productivos, en la que laeconomia actúa en régimen de competencia
perfecta de carácter neoclásico, con rendimientos constantes a escala y plena
utilización de los recursos. La fase de crecimiento positivo o crecimiento
evolutivo se inicia por la introducción de innovaciones en el proceso
productivo’8 —nuevos bienes intermedios de capital— por parte del empresarioinnovador con la expectativa de obtener beneficios extraordinarios. Dichos
beneficios se originan como consecuencia de la posición monopolística que
adquiere el empresario innovador sobre el nuevo bien intermedio. A medida
que el resto del sistema productivo va imitando esa innovación con el fin de
aprovecharse de esas oportunidades de beneficio la economía experimenta un
crecimiento positivo que termina con la llegada nuevamente a un estado
estacionario cuando el nuevo bien intermedio vuelve a producirse en
condiciones perfectamente competitivas.
La esencia del proceso de crecimiento cíclico se produce, por tanto, por la
continua perturbación del régimen de producciónneoclásico que se produce de
~ Sehumpeter identificó cinco tipos de innovaciones en el proceso prodecutivo:
introducción de nuevos bienes; de nuevos métodos de producción; la apertura de un nuevo
mercado; la obtención de una nueva fuente de obtención de materias productivas; y, el cambio
en la organización de la producción.
Dr
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e
manera discontinua y endógena en forma de innovaciones —que surgen de la e,
expectativa de conseguir beneficios monopolísticos a favor de la primera
empresa que lo introduce—.
e
Como decimos. Matsuyama (1999) trata de recoger esta dinámica
económica evolutiva schunipeteriana a través de un modelo de crecimiento
cíclico formulado en tiempo discreto. El modelo parte de la producción de un e,
único bien, Yj que se puede consumir directamente. U), o invertir en bienes de
capital que serán utilizados en la producción del siguiente periodo, 1,. El
modelo supone que la producción de este bien de consumo final se ofrece en
situaciones de competencia perfecta. por lo que en cada instante del tiempo se
cumplirán las condiciones de equilibrio económico o vaciado de mercado:
e,
Y,=C, 1 =C,--K,—K,. ±6K (7.5O~
e
Supondremos por simplicidad que la lasa de depreciación & 1, por lo que
la inversión bruta estará determinada por el stock de capital K,. La producción
de 1 se realiza bajo rendimientos constantes a escala combinando factor e
trabajo y factor capital. Sc supone que el factor trabajo L permanece constante
a lo largo del tiempo, y que el stock de capital K, no puede utilizarse
directamente en el proceso productivo, esto es. que el stock de capital e
acumulado en un instante t debe transformarse en toda una serie de bienes
intermedios que serán utilizados en la producción del siguiente periodo como
factor productivo. Se supone que estos bienes intermedios se agregan a
utilizando una función CES simétrica formando un stock de capital compuesto
agregado que junto a la oferta inelástica de trabajo L determinan la producción
1§ de cada instante del tiempo Yftf (L,, K,.1). Si se supone que la función de O
producción es del tipo Cobb-Douglas, el producto obtenido en cada instante del
tiempo puede escribirse como:
‘1 e
Y,rRL oj [\ [x,(zfl adj (7.51)
Sr
donde x,(z) es el input de la variedadz en el periodo 1; oe(1 ,oo) es la elasticidad
de sustitución parcial entre cada par de bienes intermedios; B es un factor
tecnológico fijo que recoge la productividad global de la economía; y [O,N>] es
el rango de bienes intermedios o tipos distintos de variedades disponibles en
t. Nótese que la función de producción presenta rendimientos constantes a
escala para un A dado; I/o es la participación del trabajo en la renta; y, que la e-
elasticidad precio de la demanda de cada bien intermedio por parte del sector
de producción de bienes finales es o.
e>
La estructura delmercado de bienes intermedios es la siguiente. Los bienes
intermedios viejos en el instante , es decir, aquellos que pertenecen a las
variedades incluidas en el rango [O,N.,] se venden de forma competitiva y se a-
producen utilizando una cantidad fija a de capital K por unidad de bien
intermedio. Las innovaciones, por otro lado, serán aquellas variedades en el
rango [IV,.,,IV], que serán producidos y vendidos bajo condiciones de
a
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competencia monopolistica por las empresas que se han encargado de su
desarrollo. La producción de estos bienes intermedios de nueva creación
requieren de una cantidad fija E de capital para su invención más a unidades
de capital por unidad de bien intermedio para su producción.
Supondremos que el precio unitario del capital K, viene dado por r,. De esta
manera, el precio unitario de los bienes intermedios viejos que se venden de
forma competitiva vendrá dado por’9:
p,(z)sp>0 =ar, Vze[O,N,,] (7.52)
y el precio unitario de los nuevos bienes intermedios ofrecidos bajo
competencia monopolística vendrá determinado por 20
pk)Ep$zzarí~?~ Vzc[N,,.N] (7.53)0-1
Como todos los bines intermedios se incorporan simétricamente en la
función de producción de bienes finales (7.51), se tendrá que la demanda y la
producción de cada una de ellas vendrá dada por:
x>(z)2x
1
0 Vze[O.N,,]
x/z)Ex[ VZE[NÉ.<.NJ (7.54)
que verifican que
= (~J~ (~—±)~ (7.5 5)
La función de producción podrá escribirse por tanto como:
Y>=BL O~ ~ [x>(z)] odzlz
RL 4 AíLxj~ÁN,—Ní¡)[xí”~]±1
Para determinar las cantidades xf y x7 debe tenerse en cuenta que la
innovación o creación de nuevos bienes intermedios está incentivada por la
posibilidad de obtener los beneficios de monopolio —durante un periodo—.
Dicho beneficio vendrá dado por:
19 el precio se determina por la condición de primer orden p=CAIG=ar
20 el precio se determina por la condición de primer orden IMG~CMG=~~*p(I~!/u)=ar
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‘o
arllhw, x, ~r¡ax,m±F)= —r,F (757)0-1
La libre entrada en el mercado de bienes intermedios asegura que
Dr.
es decir. que no existirá ninguna empresa que obtenga un beneficio
extraordinario, garantizándose que el conjunto de empresas que producen
bienes intermedios innovados no obtiene beneficios en conjunto. Así, cuando
m F
a
no existen incentivos a innovar A~=N,.1. Por otra parte. cuando sí existe
Srinnovación, IV,> A%, entonces la libre entrada garantiza que ninguna empresa
obtiene beneficios y por tanto:
DI (0])F (760) Sr
a
Para determinar la cantidad de bienes innovados (A > IV,,) debemos tener e,
en cuenta la restricción de capital:
utilizando esta restricción, (7.55) y (7.58) se obtiene que:
Sr
( í~ .xDI~min{Ái.LOoF}OX, =aj 1 ——¡ (7.62)0) a
y
OF
N,=N11+max kÁI¼ONt (7.63) a-
con a
ej ij>0 (7.64)
e,
que tomará valores de 1 a e=2.71828 cuando o varía de 1 a oc• Nótese que los
valores de X,c dependerán en cada instante del tiempo de si existe o no
innovación de nuevos bienes intermedios de capital. La función de producción a-
podrá escribirse a partir de (7.62-64) como
1 e
= )~(K,) si K,
1=OoFN,~ (765)
si K, >OoFN,~ e-
e,
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con
B ( aL ‘1; (1.66)
a OoF}
las ecuaciones (7.62-66) resumen la dinámica de la estructura productiva de la
economía. Si K,1/A., =OoF,el stock de capital de la economía es pequeño en
relación al numero de bienes intermedios existentes y no existirán incentivos
a la innovación IV, ~Al,,. En este caso todos los bines intermedios se ofrecerán
competitivamente y la función de producción agregada de bienes finales tendrá
las propiedades típicas del modelo neoclásico de crecimiento —incluyendo
rendimientos decrecientes para el factor capital—, y por ello diremos que la
economia se encuentra en el régimen de Solow. Si por otra parte K,1/N., >
OoF’, el stock de capital es suficientemente elevado como para incentivar la
introducción de nuevos productos, situándose la economía en régimen de
crecimiento endógeno con rendimientos constantes de capital del tipo modelo
AK —véase apartado 6.2—
Para cerrar el modelo debemos introducir esta función de producción en la
condición de equilibrio (7.50>. Supondremos por simplicidad que los agentes
ahorran una proporción contante s de su renta, por lo que dicha condición de
equilibrio quedará:
K1=sY, (7.67)
Si denominamos
k~
GoFA!, (7.68)
entonces el punto crítico que separa el régimen de Solow del régimen de
crecimiento endógeno será 1c~, = 1, y la dinámica de la economía podré
expresarse por la siguiente aplicación Q:R+—*R+
1
C(k,,) si k, =16 (7.69)
con W sA.
La dinámica de la economía queda recogida por la aplicación (7.69) y su
comportamiento a largo plazo dependerá de cual sea el valor de 6.
z) Cuando 6=ha economía quedará atrapada en el régimen de Solow
convergiendo al punto fijo
=1 (7.10)
CAPITULO 7: CICLOs. CRECIMIENTO Y CAOS 7 - 34
Dr
e-
a
a
e,
Sr
aFigura 7.19. Curva detransícion. Modelo de Matsuyama (1999) régimen desolon cr2. GO.8.
Este equilibrio dinámico se corresponde con una situación en la que como e,’
consecuencia de que el ahorro/Productividad global —que dependerá a su vez
de A de L e inversamente del coste fijo de innovación E— es relativamente
escaso, 6K 1 no existiendo entonces incentivo a la innovación. Todos los —
bienes intermedios se ofrecen competitivamente y la economía presenta
rendimientos decrecientes en el capital agregado por lo que se alcanza el estado
estacionario k* globalmente estable en el que no se experimenta crecimiento e,
económico. En la figura 7.19 (cr2, G=2)representamos la curva de fase de la
dinámica de k asociada a este régimen de Solow.
e
¿1) Cuando 6>1 entonces la economía queda atrapada en el largo plazo en el
régimen de crecimiento endógeno en el que como consecuencia de que el
a
ahorro/Productividad global 6 es relativamente elevado, ahora sí existe
incentivo a la innovación y por tanto al crecimiento económico. Dentro de este
régimen de crecimiento endógeno debemos diferenciar a su vez dos tipos de —
comportamientos a largo plazo según sea elpunto fijo del sistema estable o no.
En efecto, el punto fijo asociado al régimen de crecimiento endógeno vendrá
determinado por: a
6-1k,rk’nl+ >kxl (7.71)
e
a
Cuando la economía se encuentre en este punto fijo (7.71) y al estar éste
situado en el régimen de crecimiento endógeno, se estarán introduciendo
nuevos bienes de capital de forma continuada en el proceso productivo, esto es, a
el stock de capital K y el número de bienes intermedios IV estarán creciendo a
la misma tasa constante.
Sr
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Figura 7.20. Curva de transición. Modelo de Matsuyama (1999) régimen de crecimiento
endógeno crlOO, G2
Esta tasa de crecimiento vendrá dada por 6. ya que haciendo uso de la
ecuación (7.65) tendremos que:
Kí½sY,*~=sAKí~=CKí~ (7.72)
por lo que la tasa de crecimiento en el estado estacionario del régimen de
crecimiento endógeno (6>1) será:
t ~t§;‘)=t (7.73)K1, 3
Nótese por tanto que el parámetro G = sA determinará a la postre la tasa
media de crecimiento en el estado estacionario.
El estado estacionario (7.71) no es sin embargo globalmente estable para
cualquier valor de 6>1. En efecto, recordemos que la estabilidad de un punto
fijo venia dada por el signo de la derivada de la aplicación en el punto fijo. Es
fácil comprobar, que en nuestro caso se tendrá que:
(7.74)6
por lo que el estado estacionario k* * será—globalmente— estable cuando —figura
7.20 o=100, G2—:
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uFigura 7.21. Curva de transición. Modelo de Matsuyama (1999) ciclo limite periodo dos
o=l0O, G=1.35
Sr
1-0 0-1
—<1=’ <1=~G>0-1 (775) e
6 0
Por otro lado, el estado estacionario k** será localmente inestable cuando:
Sr
1<0<0-1 (7.76)
aMatsuyama (1999) demuestra que en este caso (0<0-1 ~0>1 =‘o>2), existe
un equilibrio dinámico del tipo ciclo límite periodo 2 -figura 7.21 (o=lOO,
G1.35)-, presentando entonces la economía un crecimiento ciclico positivo e,
donde además la tasa de crecimiento media de la economía es superior a la
correspondiente con el estado estacionario k**. Eneste régimen de crecimiento
cíclico endógeno se van alternando periodos donde no se introducen a
innovaciones con otros donde sí aparecen nuevos bienes de capital.
Sin embargo, la convergencia a un ciclo límite periodo dos no es el único e,
tipo de comportamiento en este rango de valores (6<0-1 ;0>l~o>2), pudiendo
aparecer comportamientos a largo plazo de dinámica caótica figuras 7.22 y 7.23
(o=lOO, 61.2). e,
A modo de conclusión, y para realizar un análisis global del sistema
mostramos en las figuras 7.24-26 el gráfico de bifurcaciones del sistema (7.69). Sr
La dinámica a largo plazo puede resumirse de la siguiente forma. Para
cualquierO, unO suficientemente elevado —6>0-1— conduce a laeconomía al
estado estacionario k** de crecimiento equilibrado. e-
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Cuando Ges suficientemente pequeño —6<1—la economía queda atrapada
en el régimen neoclásico convergiendo al estado estacionario k* en el que la
economía no crece. Cuando 0>1 o equivalentemente o>2, existe un rango
intermedio de valores de G para el que la economía presenta crecimiento
cíclico en el régimen de crecimiento endógeno —el estado k** sigue siendo de
equilibrio pero ahora es inestable—. Esto es, cuando O cae por debajo de 0-1
Figura 7.23. Curva
o=J 00, G=l.2
Figura 7.22. Curva de transición. Modelo de Matsuyama (1999> comportamiento caótico
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Figura 7.24. Gráfico de bifurcaciones. Modelo de Matsuyama (1999)
se observará como aparecen ciclos límite estables de periodo 2. Cuando G
sigue disminuyendo, el ciclo límite periodo dos pierde su estabilidad, entrando
la economía en un régimen de crecimiento cíclico caótico —primero con un
periodo medio cuatro; luego el periodo medio pasa a dos; y finalmente
desaparece dicho periodo medio de la región cotica—. Este régimen de
comportamiento caótico desaparece finalmente, convergiendo la economía a
k* cuando 6 cae por debajo de 1.
e,
a
e,
e,,
a
u
e
u.
Sr
‘Sr
Figura 7.24. Gráfico de bifurcaciones. Modelo de Matsuyama (1999)
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Fgura 7.26. Gráfico de bifurcaciones y exponente de Lyepunov. Modelo de Matsuyama (1999>
7.4 Ciclos crecimiento y caos: implicaciones para la politica económica
La Economía como Ciencia se ha planteado desde sus inicios el propósito
de entender como funcionan los diversos fenómenos socio-económicos de la
realidad. Con ello se pretende, la sistematización de dichos fenómenos para
poder realizar predicciones sobre su evolución futura, elaborar diagnósticos
sobre la realidad económica, y proponer medidas confundamento teórico para
alterarla o corregirla cuando esta resulta insatisfactoria.
Hasta ahom hemos tratado de exponer como la utilización de sistemas
dinámicos no lineales para la descripción y la explicación del ciclo y el
crecimiento económico permite explicar de forma endógenala aparición de un
crecimiento cíclico con oscilaciones irregulares, aperiódicas y dificilmente
predecibles en la práctica. En este apartado trataremos con el análisis de la
Política económica, es decir, nos centramos en la vertiente normativa del
análisis económico, aun teniendo presente que el análisis económico es único
y finalista, sin que pueda de hecho hacerse una separación clara entre teoría y
política.
2
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U
En los anteriores apartados hemos mostrado como Jos modelos
tradicionales de crecimiento económico pueden generalizarse para que sus
soluciones describan trayectorias con comportamiento caótico. La implicación
desde el punto de vista teórico de la matemática de! caos radica precisamente
en la endogeneización de las fluctuaciones cíclicas irregulares observadas en
las economías reales sin necesidad de recurrir a variables exógenas puramente
aleatorias como originadoras del ciclo económico. La aparición de e
comportamientos caóticos en los modelos del ciclo y el crecimiento económico
también supone un cambio importante desde el punto de vista normativo o de
política económica.
En el capítulo anterior se repasaron las propuestas de política económica
a>que se desprendían de los distintos enfoques doctrinales en relación al
crecimiento y el ciclo económico cuando estos fenómenos se modelizan
haciendo uso de las herramientas tradicionales de la dinámica económica
a.
esencialmente lineal.
En los modelos de crecimiento caótico analizados anteriormente, el e,
crecimiento medio potencial sigue viniendo determinado por los supuestos
doctrinales queen ellos se incorporen. Así, en los modelos de corte neoclásico,
es el progreso tecnológico exógeno el que en última instancia va a explicar el a-
crecimiento tendencial medio de la economia. y por lo tanto, las
recomendaciones de política para aumentar el crecimiento medio a largo plazo
deben ir encaminadas a mejorar dicho progreso técnico. En el caso del modelo a
caótico del crecimiento endógeno de Matsuyama (1999) el crecimiento
tendencial medio de la economía venía propiciado por aquellas situaciones
donde existenrendimientos crecientes a escala que permiten la innovación. En Sr’
definitiva, las propuestas básicas de la política económica para mejorar el
crecimiento tendencial de la economía que se desprenden de cada enfoque
‘a.
doctrinal y que fueron analizadas en el capítulo 6 siguen siendo esencialmente
válidas. Esta conclusión cambia radicalmente de signo cuando pasamos al
terreno de la política estabilizadora o anticiclica, sobre la que nos centraremos
a
a partir de este momento.
En lo que se refiere a las medidas de política económica estabilizadora, la —
leona tradicional que sigue el enfoque del ciclo exógeno propone el uso de
políticas estabilizadoras exclusivamente en aquellas situaciones en las que la
economía por sí misma es incapaz de alcanzar equilibrios pareto óptimos a
—información incompleta y rigideces en los mercado, extemalidades y otro tipo
de fallos de mercado—. En el caso de que no concurran ninguna de dichas
situaciones, la teoría neoclásica del ciclo real propone que la mejor política
económica es la no-política económica, ya que debido a que el origen del ciclo
se encuentra en los shoks aleatorios exógenas que de manera recurrente
perturban la economía, y al que dar dichas perturbaciones fiera del control de a’
la política económica, nada se puede hacer para tratar de mejorar dicha
situación. Es más, estos ciclos exógenos son pareto óptimos, resultado del
a-
comportamiento racional óptimo de los agentes. La política económica puede
a
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de hecho suponer una fuerza exógena adicional a la puramente aleatoria que
propicie la aparición de fluctuaciones económicas.
Desde esta perspectiva neoclásica, los modelos de ciclo endógeno caótico
analizados previamente siguen siendo pareto óptimos, y por tanto, no
necesitados, en principio, de la intervención pública activa de carácter contra
cíclica —las soluciones caóticas altamente irregulares y localmente inestables
son pareto óptimas en el sentido de que surgen de la condición de primer orden
de maximización de la función de utilidad del agente representativo—. Esta
recomendación coincide con la que se desprende del análisis tradicional lineal
de las teorías neoclásicas del ciclo real exógeno. Sin embaqrgo. existe una
diferenciafundamental en el origen de estas dos recomendaciones en contra de
una politica económica activa. En las teorias del ciclo real la no intervención
se justifica fundamentalmente en que debido a que el origen de las
fluctuaciones es aleatorio y exógeno, fuera por tanto del control de la política
económica, en los modelos del ciclo caótico neoclásico la no intervención se
debe exclusivamente a la condición de optimalídad paretiana de dichas
soluciones, aunque el carácter endógeno de dichas fluctuaciones si permite la
posibilidad de que la política económicacontracícícicao estabilizadora. En este
punto, los resultados coinciden con las teorías del ciclo endógeno de dinámica
simple de mediados del siglo XX, en el que como el origen del ciclo se
encuentra en la propia dinámica de la economía, sí es posible controlar de
alguna forma dichas oscilaciones. Sin embargo, y como argumentan Bullard y
Butier (1993) debido a que las soluciones a estos sistemas caóticos de
optimización son pareto óptimos, la única justificación para la intervención
pública en la economía debe buscarse, de nuevo, en la existencia de fallos de
mercado, por lo que desde la perspectiva la política económica, la matemática
del caos no cambiaría las conclusiones esenciales derivadas de las distintas
posturas doctrinales.
Frente a esta postura, y dejando al margen las aportaciones como las de
Woodford(1989), Sasakura (1995)o Goodwin (1995) en las que se muestran
que es precisamente la intervención pública la que originan los
comportamientos caóticos, y que por tanto, la estabilización de la economía
requerirá la desaparición de dicha intervención pública, queremos reseñarque
el supuesto sobre el comportamiento caótico de la economía sí que puede
implicar cambios radicales en cuanto a la necesidad de una política económica
estabilizadoraactiva fundamentalmente en el enfoque neoclásicocon mercados
perfectos y sin imperfecciones de ningún tipo. Nos referimos al caso en el que
las oscilaciones cíclicas se consideren como algo a eliminar, algo negativo
desde el punto de vista del bienestar social.
Aunque como ya se ha comentado las soluciones caóticas resultan pareto
óptimas, existe unajustificación teórica para la intervención pública activa en
los modelos neoclásicos del ciclo óptimo endógeno caótico que mejore el
bienestar de la economía. Nos referimos a que los modelos de crecimiento
cíclico caótico óptimo mostrados anteriormente suponían ausencia de
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incertidumbre y predicción perfecta por parte de los agentes. Este es, sin e,
embargo, un resultado que contrasta o choca fuertemente con la hipótesis de
comportamiento caótico, en el que debido a la dependencia sensitiva a las
condiciones iniciales, resulta imposible realizar predicciones sobre el futuro
más alía del corto plazo a menos que se tenga un conocimiento infinitamente
exacto de la economía, por lo que la hipótesis de predicción perfecta y
comportamientos caóticos resultan incompatibles. Este resultado se mantiene Sr
también cuando se parte del supuesto de expectativas racionales ya que esta
hipótesis sobre formación de expectativas supone una información perfecta
sobre el comportamiento de la economía. Cuando se profundiza en esta
hipótesis de expectativas racionales,podemos llegar a la conclusión de que sólo
puede sostenerse cuando la dinámica de la economía converge a soluciones del
tipo punto fijo, ya que es entonces cuando el sistema de aprendizaje de los
individuos —y no precisamente a partir de un proceso de expectativas
adaptativas— es el que permite realizar expectativas racionales, esto es, sólo la
a
dinamica simple permite el conocimiento perfecto del modelo que justifica la
hipótesis de expectativas racionales en lasque el error de previsión tiene un a
esperanza cero (véase Grandmont 1985). Cuando el sistema es caótico, existirá e
un impedimento práctico para un aprendizaje perfecto del funcionamiento de
la economía, e incluso en este caso, pequeños errores de medida conducirán a
un error de predicción que tienda a infinito. Es por ello, que asumiremos —
explícitamente que incluso en este caso de los modelos neoclásicos con
expectativas racionales una política que consiga controlar y estabilizar las
trayectorias cáoticas puede resultar óptima o positiva desde el punto de vista
del bienestar social.
Desde este punto de vista, y sobre todo porque como ya se ha visto en los
capítulos 4 y 5, las trayectorias caóticas pueden confundirse con procesos
estocásticos puramente aleatorios, la propuesta de no-política económica de la
teoría delciclo real tradicional estaría totalmente injustificada, ya que si el ciclo
irregular tuviese efectivamente un origen caótico, las intervenciones póblicas
activas estabilizadoras sí ejercerían un efecto positivo significativo sobre el e;
bienestar Social de las economías. Resulta portanto una cuestión fundamental,
la de detectar si efectivamente la dinámicaeconómicaobservada a partir de las
series temporales presentaalguna evidencia clara a favor del caos determinista
o si por el contrario las irregularidades observadas en la evolución de la
actividad económica tienen una explicación puramente aleatoria. A este tema
le dedicaremos los próximos capítulos, centrándonos de momento en cómo e,
debe diseñarse la política económica bajo regímenes de comportamiento
dinámico caótico.
a.
A este respecto conviene hacer notar que la teoría o metodología de la
política económica estabilizadora debe tener en cuenta explícitamente la
a
caráctercaótico y no lineal de la dinámica económica, rechazando portanto los
enfoques reduccionista de Theil y Tinbergen e incluso la teoría del control
óptimo tal y como se ha venido entendiendo tradicionalmente (sobre la a
metodología de la política económica véase Fernández Díaz et al. 1999, pp69-
a
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95 - De hecho, la teoría de la política económica en el ámbito de los modelos
caóticos cae de lleno en el marco de la teoría del control o anticontrol del caos,
o en palabras del profesor Nieto (1998), en la teoría del gestión del caos, en la
que la idea fundamental que persigue la gestióndel caos por parte de la política
económica se produce a través de reglas de política cuyo objetivo es el de
estabilizar los equilibrios periódicos que aunque inestables siguen existiendo
en el interior de los atractores caóticos.
El término gestión del caos frente al de control del caos tiene su origen en
la respuesta a la siguiente pregunta ¿Es el caos por sí mismo bueno o malo?.
En principio el caos no puede considerarse ni bueno ni malo, dependiendo en
todo caso de las distintas situaciones que estemos considerando. Así, por
ejemplo un encefalograma plano o periódico es malo —indicativo de muerte
cerebral— mientras que las arritmias cardiacas pueden considerarse como
negativas cuando dan origen a paradas cardiacas. En el terreno de la economía
nos encontramos ante el mismo tipo de situaciones enfrentadas, por lo que si
las inestabilidades se consideran negativas para el bienestar social —como se ha
discutido anteriormente—, el caos será negativo y los esfuerzos de la política
económica deberían ir encaminada a controlar el atractor y convertirlo en
periódico. Como apunta el profesor Nieto (1998), la inestabilidad es positiva.
sin embargo, en ciertas situaciones. Por ejemplo es positiva en los mercados
financieros, ya que para los agentes que intervienen en estos mercados las
inestabilidades típicas de las fluctuaciones caóticas resultan necesarias para
poder operar con la posibilidad de hacer beneficios. Como expone el profesor
Ubaldo Nieto, si la evolución de los mercados financieros fuese perfectamente
regular y predecible, los agentes no tendrían posibilidad de obtener beneficios,
lo que les conduce o incentiva a intervenir en los mercados financieros, e
indirectamente lo que mejora la asignación de recursos y lacapacidad de ahorro
de una economía, son precisamente las inestabilidades que permiten obtener
beneficios especulativos. En el caso del crecimiento económico, se ha visto
igualmente cómo, el modelo de Matsuyama (1999) muestra como las
soluciones caóticas resultan más beneficiosa para el crecimiento medio
tendencial de la economía que las situaciones de atonía neoclásica en las que
no existe incentivo para la realización de las actividades de 1&D.
Teniendo en cuenta estas cuestiones, vamos a centramos a continuación en
la teoría de la política económica en presencia de comportamientos caóticos.
Dicha teoría de la política económica se sigue fundamentando en el uso de los
modelos teóricos como base para la toma de decisión. En este caso, los
modelos utilizados son los que presentan comportamientos caóticos,por lo que
a la hora de diseñar las politicas económicas habrá que tener en cuenta todas
las limitaciones asociadas a estos sistemas.
A este respecto, y con independencia de lo expuesto hasta el momento,
debemos reseñar que la matemática del caos impone una fuerte restricción a la
eficacia de ¡apolítica económica derivada de la existencia de sensibilidad a las
condiciones iniciales, y no sólo por la incertidumbre que se genera en el
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conocimiento de los resultados exactos que tendrá la intervención pública en
el futuro, sino también porque agrava el problema de los retardos de la política
económica.
a
Otro cambio fundamental en el diseño de la política económica como
consecuencia de la matemática del caos hace referencia a la posibilidad de
utilizar la política coyuntural para alcanzar ciertos valores considerados como a
socialmente óptimos para las variables objetivo. Con la matemática del caos,
el objetivo de la política económica no debe ir encaminada tanto a controlar el
valor de las variables objetivo como al comportamiento asintótico del sistema O
dentro del atractor. En este sentido, la política estabilizadora o coyuntural se
íntegra dentro de la política estructural, ya que la inestabilidad del sistema
aproviene de los valores concretos de las parámetros estructurales del modelo
dinámico y no del valor que tomen las variables de estado. El papel activo de
la política económica no debe encaminarse ahora al control del valor de las a
variable objetivo sino al control de su atractor.
Los modelos de dinámica caótica muestran que los distintos regímenes de —
comportamiento a largo plazo aparecen cuando se modifica algún parámetro
de control. En la medida en que dicho parámetro de control dependa de algún
instrumento de política directamente controlable por el decisor político, existirá
cierto margen de maniobra para el control del comportamiento cualitativo del
sistema. Esto es, en los modelos de dinámica compleja, los ejercicios de
estái’ica comparativa de los modelos tradicionalmente como el 1S-LM-BP, han a-
de sustituirse por los de la dinámica comparativa, y el control de las variables
objetivo de la política económica deberá realizarse mediante el control de]
atractor. es decir, mediante el control de su comportamiento cualitativo a largo e,
plazo. Las intervenciones para eliminar o reducir fluctuaciones de tipo caótico
tienen que ser estructurales, ya que la estabilización no se alcanza sin modificar
alos valores de los parámetros estructurales que gobiernan el comportamiento
asintótico del sistema (Femandez Díaz 1995, Pp., 369-370>
a
De nuevo se observa, por tanto, como la teoría del caos no sólo permite
integrar el fenómeno del ciclo y el crecimiento sino también la separación
tradicional artificial entre políticas estructurales o a largo plazo y las políticas —
estabilizadoras o a corto plazo21.
e,
21 Cuando nos centramos en el estudio del ciclo y el crecimiento económico el objetivo de
política económica generalmente aceptado es el de mejorar el crecimiento económico a largo
plazo y el de estabilizar la evolución de la economíaen tomo a esa tasa decrecimiento a largo a>
plazo. Este objetivo viene influenciado tradicionalmente, de nuevo, por la teoría existente para
explicar el crecimiento económico, que como ya comentamos es incapaz de explicar
evoluciones cíclicas, periódicas o caóticas, ya que todas ellas se limitan al análisis de modelos a
esencialmente lineales que solo permiten la aparición de soluciones del tipo punto fijo.
En el terreno de la política económica esta visión tradicional del fenómeno del crecimiento se
a
tradujo en la separación artificial dentro de la política económica de la política coyuntural o
estabilizadora o a cono plazo de la política estructuralo de desarrollo o de largo plazo.
a
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La teoría del control del caos parte de la modelización de la dinámica a
través de sistemas no-autónomos en el que a los campos vectoriales que lo
definen incluyen fuerzas exógenas a la evolución del propio sistema que se
utilizan para controlar su evolución. Estas fuerzas o variables de control
representan, como decimos, una acción exógena al propio sistema en el sentido
de que la evolución de éstas afecta al comportamiento del sistema sin que, en
principio, se de la dependencia inversa. Las variables de control pueden actuar
superponiéndose a la acción del sistema dinámico (g) —control aditivo—, o
sobre los propios parámetros que definen el sistema (u) —controlpararnétrico—:
.tf(x,~4t))+g(t) ; xCDclR” ; tEIR gsVzR” ; gciVclR9 <7.77)
x(ki-l)=f(x(kfl4k)) * g(k) XCDGIR~ ; keN geVcR~ ; gsWcR9 (7.78)
Estas fuerzas exógenas son el componente fundamental de la teoría del
control de los sistemas dinámicos. Esta teoría trata de determinar cuál es la
trayectoria que deberían seguir las variables de control para poder conducir la
evolución de las variables de estado hacia las trayectorias deseadas o
consideradas óptimas. A su vez, esta teoría del control supone el sustento
teórico en el que se apoya el diseño y ejecución de la política económica
encaminada a regular la dinámica del ciclo y el crecimiento económico.
La flexibilidad de los sistemas caóticos posibilita el uso de técnicas de
control que estabilicen alguna de las infinitas órbitas periódicas presentes en
un atractor extraño, mediante pequeñas perturbaciones en las variables o en los
parámetros del sistema (seguimos a continuación a Solé y Manrubia, 1 996, Pp.
260-267). Esta es la esencia de la teoría del control del caos. Los primeros
pasos se dieron en 1990 E. Ott, C. Gregory y J. Yorke, quienes introdujeron lo
que actualmente se conoce como método OGY, y que se basa en la variación
controlada de los parámetros del sistema —control paramétrico—. Para la
aplicación de este método es necesario conocer la expresión analítica de la
órbita que se desea estabilizar, o cuanto menos el punto por donde intersecta
la sección de Poincaré —el punto fijo de la aplicación correspondiente—.
También es posible el cálculo a partir de precisas estimaciones numéricas, con
lo cual en principio no es necesario conocer a priori la dinámica del sistema de
forma analítica.
Un segundo método de control, que relajaba las condiciones exigidas por
el método OGY, fue propuesto por Gúemez y Matías (método CM) en 1994.
En este caso, era posible llegar a estabilizar órbitas de periodo arbitrario p en
un sistema caótico aplicando perturbaciones periódicas con este mismo periodo
—control aditivo—. La ventaja de este nuevo método es que no es necesario
conocer a priori la dinámica del sistema, ni analítica ni numéricamente.
Veamos estos métodos y sus aplicaciones.
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y.
Para ilustrar el metodo OGY de control paramétrico consideraremos, sistemas
discretos dinámicos del tipo22
‘u
x(k+l)rf¿jx(k).4 xeDclR” IceN pie (7.79)
donde pi es el parámetro variable del sistema, de valor real pero restringido a
cierto intervalo, de forma que únicamente se permitirán pequeñas variaciones
alrededor de cieno valor ñ. que supondremos que es el que determina la
dinámica real del sistema, pi - < 8 .Supondremos que trabajamos en el
régimen caótico y por lo tanto cuando pi - ~idebemos obtener un atractor
extraño con infinitas órbitas periódicas inestables arbitrariamente próximas a
cualquier punto. e
El primer paso en el control del sistema consiste en decidir cuál de esas
a
órbitas periódicas inestables se desea estabilizar. A partir de aquí. de forma
local, en unentorno de esa solución periódica, se aplicará el método de control.
La dinámica caótica asegura por la propiedad de mezcla que el sistema entrará e
en este dominio en tiempo finito, momento en el cual se llevará a cabo el
control.
e,
Nos centraremos a partir de ahoraen la estabilización de órbitas de periodo
1, como ejemplo de la forma de trabajar con elmétodo de control OGY.
Llamemos x*(p> alpunto fijo inestable que se desa estabilizar. Para valores dc a
pi cercanos a pi y en un entorno del punto fijo x*( ii). la aplicación (7.79) se
puede aproximar linealmente por
e,
~ -x’~(p) A [x,~x*(iii)] -9- B (pi - iii) (7.80)
donde A es una matriz jacobiana n ~<ny Bes un vector ii-dimensional.
tDxj(x,), BD,fix, pi) (7.81) e,
con las derivadas parciales evaluadas en los puntos fijos, x*( r’> y (pi).
Supondremos que el parámetro pi es unafunción lineal de la variable x, —así es a>
como se introduce el control en el sistema— de la forma
pi- pi =~Kfljx..x*(iI)J (7.82) e,
El problema dc control se reduce entonces a elegir la matriz 1
dimensional KT adecuada de forma que el punto fijo x*(pi) sea estable. e,
e,
22 Este método también puede utilizarse para el control de sistemas en tiempo continuo,
en cuyo caso habría que recurrir su sección de Poincaré, es decir, habría que discretizar el a-
sistema con lo que los resultados que mostraremos a continuación también serian aplicables.
e,
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Sustituyendo (7.82) en (7.80) se obtiene
x~1 ~x*(p~bar)= (A - BKT)[x - x*<~pbar,)] (6.10.4)
que muestra que el punto fijo será estable si la matriz A - BK’ es
asintóticamente estable, es decir, si todos sus valores propios tienen módulo
-menor que la unidad.
El problema de determinar el valor del vector hE para que la matriz A -
BKT tenga valores propios previamente especificados se soluciona medianta la
técnica conocida como emplazamiento de los polos. Los valores propios de la
matriz A - BR? se denominan poios reguladores.
Si suponemos que deseamos obtener el conjunto {~ u) de valores
propios para la matriz A - BKT, los resultados que siguen garantizan la
existencia y la unicidad de la solución, y proporcionan el método para obtenerla
(método de Ackermann).
1. El problema del emplazamiento de los poloa tiene una solución unica si y
sólo si la matriz ti x n
C=(B AB KB AnIB)
es de rango n. C se llama matriz de controlabilidad
2. La solución al problema del emplazamiento de los poíos está dada por
KT (a~ - ~ - a,)Tí
con 1 = CW, y
a~
1 a2 •-- a
ci
,z-
2 ~ -•• 1 0
¡ (7.80)
1 ---00
1 0 •.. O 0>
donde {a
1, a2 a) son los coeficientes del polinomio característico de A,
y {a1,a. , a) son finalmente los coeficientes del polinomio característico de
A~BKT,
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fl (s -$.ÍJ)s~-t-a1 ,C’--... ±~ e,
Hasta elmomento, se ha limitado la aplicación del control a un entorno fi~O
del punto x*. Por otra parte. dado que se ha limitado el rango en el que se e,
puede variar el parámetro de control p. obtenemos una restricción
$K’[x ~x*(p~barfl~<ó e
que define una franja de anchura 23/ KTJ. Se activará el control sólo para
valores de x, en el interior de este dominio, y el parámetro tendrá el valor real a
p-bar cuando el sistema se halle fuera de la franja determinada. En resumen,
se determina el control por
e
p -p-bar = ~KT[x~x*(p~bar)]x u(3- ~
a
paravalores arbitrarios de x,, no necesariamente cercanos al punto fijo, y donde
u es la función escalón o de Heaviside.
e,
En principio, cualquier elección de los poios reguladores en el interior del
círculo unidad sería válida. Sin embargo, si se conoce el punto fijo y el valor
de los vectores propios que definen las direcciones de la variaciones asociadas —
a este punto fijo, se puede imponer por ejemplo que el vector KT tenga
dirección paralela a la variedad estable, lo cual optimiza el tiempo de
estabilización necesario, e,
Un segundo método de control es el propuesto por Gúemez y Matías (GM) a>
—de control del caos aditivo—. Este método es más sencillo de aplicar que el
anterior, ya que no implica ningún conocimiento de las órbitas periódicas del
e,
sistema. La idea es muy sencilla: si deseamos estabilizar una órbita de período
p en un sistema caótico debemos perturbar el sistema con pulsos periódicos
proporcionales al estado que el sistema presenta. Para algún valor de la a>
intensidad de laperturbación, que deberá ser determinado en cada caso y para
cada sistema, la órbita deseada se estabiliza. En principio, si se varía la
intensidad dc la perturbación, y, se obtiene todo un diagrama de bifurcación. e,
Para algún valor de y, en particular, será posible obtener la órbita del periodo
deseado.
e
Este método es más apropiado para controlar sistemas en los que no se
conozcan los parámetros que los guían, pero en los que se pueda realizar una
medida sobre las variables. Conociendo las variables y actuando sobre ellas se e,
estabiliza el sistema. En particular, podemos pensar en sistemas químicos,
sobre los que se podría añadir fácilmente un reactante externamente, o en
e,ecosistemas, con parámetros dificiles de localizar, pero en los que se pueden
evaluar adecuadamente las densidades de la población, por ejemplo.
a
a
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La aplicación del método es muy sencilla. Consideremos una aplicación n-
dimensional del tipo
x~< F3(x~, pi)
donde pi es un parámetro del sistema. Si se desea estabilizar una órbita p-
periódica, aplicaremos una perturbación a intervalos regulares. en la forma en
que se ha dicho, y de hecho tendremos una nueva aplicación de la forma
= F (xk. u) j1 1-1. i±l....n
= F G~k pi) >< (1 +
donde como se puede ver, la perturbación se aplica a una sola de las variables.
y y es un parámetro en esta nueva aplicación. La variación de este nuevo
parámetro puede inducir una cascada de bifurcaciones sucesivas hacia el caos.
El término é,~, significa que sólo debemos multiplicar el estado actual del
sistema por 1 + y cadap pasos de tiempo.
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CAPÍTULO 8
LA DETECCIÓN DEL CAOS
EN LAS SERIES TEMPORALES
ECONÓMICAS: ESTACIONARIEDAD Y
TEST DE NO-LINEALIDAD.
Hasta ahora, hemos centrado la aplicación de la matemática del caos al
estudio de ¡a dinámica económica desde un punto de vista teórico, es decir,
analizando distintos modelos teoréticos con los que se trata de representar, de
manera simplificada, la dinámica económica.
Con ello quedamos destacar la capacidad que proporcionan estas
herramientas para explicar la irregularidad intrínseca observada en la evolución
de las principales magnitudes de la economía. Hemos analizado también las
implicaciones que para la política económica presenta la consideración de
sistemas con comportamiento caótico.
Es por ello que resulta una tarea fúndamental, que de forma adicional y
complementada al anterior desarrollo teórico, realicemos un análisis empírico
para intentar encontrar alguna evidencia de comportamiento caótico en la
evolución de las series observadas de la economía real.
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8.1. La detección de caos determinista a partir de series temporales
económicas: introducción.
e>
El propósito del presente y el próximo capitulo es el de aplicar las
distintas técnicas analizadas en los capítulos 4 y 5 para tratar de encontrar
*
evidencia de comportamientos caóticos en las series económicas reales
españolas.
e
Recordemos que el objetivo del capitulo anterior donde hemos presentado
algunos modelos económicos con comportamiento caótico no es más que el de
apuntar la posibilidad de que los modelos tradicionales pueden extenderse o
generalizarse de tal forma que sus trayectorias evolucionen de forma caótica.
No pretendíamos con ello defender que la dinámica real de la economía pueda
representarse de manera ajustada por ninguno de esos modelos. Aceptando, por
tanto, que esas generalizaciones no dejan de ser ad-hoc, el problema que se
plantea a continuación es el de verificar empíricamente si efectivamente las
series económicas presentan o no comportamiento caótico cualquiera que sea
el sistema —desconocido— generador de dichas series.
En este sentido, los test de detección del caos tienen la ventaja de que
sirven para detectar comportamientos caóticos aunque no se conozca el modelo
subyacente que rige la dinámica económica. Es decir, no necesitan una
e
especificación concreta previa del modelo generador de las series temporales
observadas.
e
Desafortunadamente, nos enfrentamos a toda una serie de problemas que
restan potencia a estos test cuando las aplicamos a las series económicas. De
hecho, los resultados obtenidos en las aplicaciones de dichos test a las senes
económicas resultan, en el mejor de los casos, poco concluyentes respecto a la
existencia de caos determinista. Es por ello, que a pesar de que como apunta
Serletis (19%, p. 5211) la inexistencia de una evidencia clara a favor de la
hipótesis de caos determinista en la dinámica subyacente en las series
temporales macroeconómicas invalida y dejavacio de contenido todo el análisis
teórico de modelos económicos caóticos, debería profundizarse más en el a
análisis tanto teórico como sobre todo empírico para tratar de salvar las
limitaciones en la detección del caos en economía.
e
Las limitaciones a la que nos enfrentamos a la hora de contrastar la hipótesis
de comportamientos caóticos en la evolución de las series temporales
económicas se encuentran, fundamentalmente, en la calidad y cantidad de los
datos disponibles.
e
IP,
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La mayoría de las técnicas propuestas para detectar laposible presencia de
comportamientos caóticos necesitan de series largas y limpias de culaquier tipo
de mido puramente aleatorio. Esto es debido a que muchos de esos tesE han
surgido en campos de conocimiento como la Física y otras disciplinas, donde
la posibilidad de realizar experimentos controlados permite la obtención de
series largas y precisas.
Por el contrario, en Economía nos encontramos con que las observaciones
muestrales son obtenidas por distintos métodos —registros y encuestas— que
además de llevar asociados todos los problemas de representatibilidad y de
errores de medida de este tipo de muestreos, no han sido llevados a cabo de
manera rigurosa en la mayoría de los países hasta fechas muy cercanas. Como
resultado de lo anterior nos encontramos con que las series económicas
disponibles sonen general series cortas desde laperspectivade los testdel caos.
Estees elprimery principal inconveniente ante el que nos enfrentamos a lahora
de aplicarlas sobre la economía real.
Un segundo tipo de limitaciones son las que surgen como consecuencia de
que la mayoría de test, pierden potencia cuando las series además del
componente caótico determinista presentan algún componente puramente
estocástico o aleatorio —errores de medida o perturbaciones puramente
aleatorias—, ya que esos test no son capaces de discriminar entre los dos tipos
de ruidos.
Existen otros problemas que también limitan lacapacidad paradetectarcaos
en las serie temporales económicas. Entre ellos, podemos citar los siguientes:
las construcción de algunas series históricas’ y trimestrales2 por interpolaciones
lineales de los datos conocidos o estimados para ciertos años —lo que
imposibilita la detección de caos determinista no-lineal—; la escasa cadencia o
periodicidad con la que se muestrean ciertas series —que puede limitar la
elección del retardo óptimo para la reconstrucción del atractor—; la excesiva
agregación de las series —que puede atenuar las posibles no-linealidades
presentes en los distintos componentes de la serie—; y la no estacionariedad de
la mayoría de las series macroeconómicas —los test para la detección del caos
Este es el caso de los datos de ¡a serie de ¡a población española que han sido obtenidas
a partir de los censos realizados cada 4 o cinco años —véase el apartado 4.XX—.
2 Muchas de las series de la economía real —renta, consumo, inversión— proceden de la
Contabilidad Nacional.Dichas estadísticas además de ser cortas en años,han sido elaboradas
tradicionalmente con una periodicidad anual. Así, aunque hay disponibles datos trimestrales
para la contabilidad nacional, dichos datos trimestrales no proporcionan información
adicional para detectar comportamientos caóticos ya que en la mayoría de los casoshan sido
deducidos directamente de las series anuales previamente trimestralizadas usando distintos
filtros lineales Para un análisis de los problemas asociados a las distintas técnicas de
trimestralización véase Cabo (1997).
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están diseñados para se aplicados sobre sedes estacionadas en media, es decir,
sin una tendencia central de crecimiento.
Como consecuencia de estas limitaciones, debemos aceptarel hecho de que e
la aplicación de las técnicas para la detección del caos a las series económicas
deben considerarse con cierta precaución. En panicular, sus resultados no
deberían interpretarse como una herramienta totalmente concluyente para
contrastar lahipótesis de detemxinismo frente a ladel indeterminismo laplaciano
o probabilista. Porel contrario, debenconsiderarse, simplemente. como técnicas
complementarias a las tradicionales para el análisis de sedes temporales que U
pueden servir para mejorar el conocimiento del proceso subyacente generador
de la serie temporal.
a,
En este sentido, recordemos que los modelos estadísticos tradicionales se
restringen a especificaciones estructurales lineales, o esencialmente lineales. u.
Este enfoque lineal legitima, por el principio de la superposición, el estudio
aislado de cada uno de esos elementos por separado —el comportamiento
agregado quedará perfectamente determinado por la superposición lineal o
agregación de cada uno de ellos—.
Por el contrario, el paradigma no-lineal rechaza este principio de e
superposición. El todo es algo más que la simple suma de las partes. El
comportamiento global de un sistema se determina por la relación no-lineal
entre los comportamientos individuales de cada uno de sus componentes. El
estudio aislado de los elementos integrantes de un sistema no mejora,
necesariamente, elconocimiento del todo. Debe considerarsede forma explícita
la interacción no lineal entre el todo y sus partes. e>
Estos problemas para la detección de caos determinista a partir de estas
series disponibles aparecen como consecuencia de las propias restricciones a
impuestas por los test para ladeteccióndelcaos, fundamentalmente, porque sus
resultadosrequieren de series largas y son muy sensibles a lapresencia de ruidos
apuramente aleatorios en las series —por ejemplo, errores de medida—. Esto es,
no sólo debemos considerar que el problema procede exclusivamente de las
series temporales de la economía real, sino también del propio diseño de los
test.
Resulta, por tanto, altamente interesante contrastar si el comportamiento u
observado en la economía a través de las series temporales sustenta o no la
validez del principio de superposición,esto es,la hipótesisde linealidad, ya que
el método de análisis a adoptar en caso contrario debería ser totalmente a
diferente —piénsese, por ejemplo, en el vacío existente entre el análisis
microeconómico y el macroeconómico: ¿es cl todo igual a la suma de las
partes?—. a
e
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Además, la existencia de no-linealidad es condición necesaria, aunque no
suficiente para laposible existenciade comportamientos caóticos deterministas.
Un primer punto fundamental que analizaremos en este capítulo será por tanto
utilizar los test de no-linealidad a las series económicas males de laeconomía.
Por otra parte las limitaciones para la deteccióndel caos determinista se ha
intentado subsanar a través del desarrollado de nuevos test y algoritmos, que
tratan de aprovechar almáximo la información disponible en estas series cortas
y posiblemente contaminadas por mijos de pequeña escala para encontrar
evidencia de caos. Este es el caso por ejemplo de el test BDS, el test de
Kaplan, el test residual de Brock y el test de barajado de Scheinkman y
LeBaron.
En este capítulo introducimos estas técnicas que de manera complementaria
a las analizadas en el capítuo 4 y 5 deberán utilizarse para la detección de caos
determinista en las series temporales macroeconómicas.
Comenzaremos analizandoelproblema de lano-estacionariedadde las senes
y cuales son las transformaciones que pueden utilizarse para convertirlas en
estacionarias, requisito previo para que éstas puedan ser utilizadas por los
distintos test del caos.
A continuación presentaremos algunos de los test que tradicionalmente se
han utilizado para la detección de no-linealidades en la estructura dinámica del
proceso generador de las series —el test de Engle, el de Kaplan, análisis R/S y
el estadístico BDS—. Recordemos que la no-linealidad es una condición
necesaria para la existencia de comportamientos caóticos.
La utilización de estos test en la detección del caos se fundamenta en la
potencia de estos contrastes incluso cuando se aplican en series cortas y
contaminadas con mido puramentealeatorios. Recordemos, sin embargo, que
con ellos no será posible obtener ninguna evidencia directa de posibles
comportamientos caóticos. Para ello, deben estimarse las medidas invariantes
del caos introducidas en el capítulo 4 y 5 —dimensión de fractal, el espectro de
exponentes de Lyapunov y la entropía de Kolmogorov—.
Precisamente para tratar de superar las limitaciones ya reseñadas a las que
nos enfrentamos cuando tratamos de obtener estimaciones de estas medidas
invariantes del caos a partir de las series económicas, introduciremos el test
residual de Brock y el del barajado de Scheinkman y LeBaron, que tratan
precisamente de fortalecerlas conclusiones que se obtengan sobre ladetección
de caos a partir de las series temporales económicas.
0<
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8.2. Análisis de la estacionariedad de las series temporales
.4
Los test que utilizaremos para detectar posibles comportamientos caóticos
en las series temporales económicas parten del supuesto de estacionariedad. Es IP
por ello que dedicaremos este apanado a repasar brevemente el concepto y los
test tradicionales de estacionariedad.
e
Dado un proceso estocástico, esdecir, una secuencia temporal de variables
aleatorias —{x1}, t=L2 —.se dice que éste es estacionario si su distribución
de probabilidad conjunta no depende del tiempo, es decir, la distribución de
probabilidad es idéntica para cada variable y para subeonjunto de variables
consecutivas en el tiempo. La hipótesis de estacionariedad toma importancia e’
cuando tratamos de inferir cuáles son las propiedades de dicha distribución
conjunta de probabilidad a partir de observaciones muestrales o realizaciones
del proceso estocástico, esto es, a panir de las series temporales. En efecto, la e
estimación de la distribución conjunta de probabilidad requerirá, en general.
disponer de un gran número de realizaciones para el proceso completo. Como
consecuencia de ello, y del hecho de que en el caso panicular de la economía —
sólo se dispone de una única observación de las variables económicas para un
mismo instante del tiempo, esto es. de una única serie temporal o realizacióndel
proceso (por ejemplo, sólo se dispone de una observación para la variable PIB
en el año 1999)—, resulta altamente complicado acometer cualquier tipo de
inferencia sobre laestructura del proceso estocástico poblacional. a no ser que
eéste sea estacionario, ya que entonces podrán utilizarse las realizaciones en
distintos instantes del tiempo parahacer inferenciasobre la distribución conjunta
de todo el proceso.
Cómo nuestro interés se centra fundamentalmente en la estimación de la
media, la varianza y la autocovarianza del proceso estocástico del que e
consideramos que nuestra serie temporal es una realización, exigiremos
únicamente que el proceso sea estacionario de segundoordeno en sentido débil.
Esta estacionariedaddébil implica que los momentos de primery segundoorden u.
sean finitos y que no varíen en función del tiempo
3:
E[xJ~E[x,j=sp <02, Vs U’
Var[xJt= Var[x,.j=¿ <oc, V~ (8.1)
Cov[xJ=Cov/x,,x~r~.J~ys~ <c”, Vs,k
a
En el caso en que se suponga que el proceso siga una distribución nonnal u-
dimensional, como ésta quedadeterminada por las medias, las varianzas y las covarianzas de
las variables aleatorias que forman el proceso, entonces la estacionariedad débil implica
también la estacionariedad en sentido estricto del modelo
e
a
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La no estacionariedadproducida poruna media que varia en el tiempo— por
la presencia de una tendenciadeterminista— o lano estacionariedad en varianza
—presencia de tendencia estocástica— puede generar. como ya hemos
comentado, problemas en la estimación de los momentos de primer y segundo
orden del proceso estocástico. Es por ello, que resulta necesario como paso
previo a cualquier análisis contrastar la hipótesis de estacionariedad, y en caso
de rechazarse. encontrar alguna formade convenir o transformar laserie en otra
que contenga la misma información y que sí resulte estacionaria4.
Elmétodo que utilizaremos para identificar si una seriees estacionaria ono,
consta de tres etapas: El análisis media-desviación típica. los test de raíces
unitarias y el análisis de la función de correlación simple y parcial de la serie.
El análisis media-desviación tipica: la tranaformacián logaritmica
Un primer paso utilizado tradicionalmente para solucionar problemas de
estacionariedades la transformación logarítmica de laserie. Esta transformación
suele utilizarse para paliar, aunque no eliminarcompletamente. el problema de
la heterocedasticidad de la serie, esto es, cuando su varianza depende de otra
variable5. En el caso concreto de las series económicas, el caso típico es aquél
en el que la varianza depende, al igual que la media, positivamente del tiempo
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Figura 1
Sobre íos problemas de la no estacionariedad, test de raíces unitarias y sobre las
posibles pérdidas de información cuando se trabaja con series diferenciadas para conseguir
estacionariedad véase Suriíiacb, eta]. (1995, Pp. 1-40).
La transformación logarítmica permitirá a su vez interpretar los resultados en
términos de lasa de crecimiento considerando que por definición dlny/dfr(dy/dt)/y.
x(t>
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Figura 2
—figura 9.1—. Con la transformación logarítmica, se consigue eliminar esta
inestabilidad de la varianza. linealizándose a su vez la evolución de la serie
—figura 9.2—.
Ladetección de estapauta en elcomportamiento de la varianzade una serie.
ademásde la inspección de su gráficotemporal, suele apoyarse en el análisis del
gráfico media-desviación típica(Peña, 1986, Pp. 542-545). Para laconstrucción
de este gráfico se divide la sede en grupos pequeños de observaciones
consecutivas y se representan la media y la desviación típica de cada grupo6.
Como hemos comentado anteriormente, la inestabilidad de la varianza de las
series económicas se caracterizaporque su variabilidad aumenta con el nivel de
la serie, que a su vez aumenta con el tiempo7. Por tanto, el gráfico media-
desviación típica debe presentar una pendiente positiva —figura 9.3—.
Con la transformación logarítmica, o transformaciónBox-Cox, se consigue
homogeneizar la varianza de la sede, desligándola de la evolución de la media
y por consiguiente del tiempo. La razón que sustenta esta transformación se
encuentraen el supuesto de que la falta de constancia en la varianza se debe a
que laserie esel producto —en lugar de la suma— de un componente sistemático
o predecible y un término de error —x,JQ, x, )u,— de forma que una varianza
homogénea en u~ producirá una variabilidad en x, tanto mayorcuanto mayorsea
el valor de la parte sistemática —f(t, x,,, . . .%—. Entonces, con la transformación
6 Con series anuaJes pueden utilizarse grupos de 4 o 5 años. Para series con frecuencia
estacional, los grupos deben hacerse tomando el período estacional completo para eliminar
la influencia de la estacionalidad (Peña, 1986, p.545).
Más concretamente este análisis parte del supuesto de que para cada grupo 1: o~ky,0
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Figura 3
logarítmica se puede obtener una descomposición aditiva de ambos
componentes, de forma que la serie transformada tendrá, ahora, varianza
constante —ln(x)=ln[fÚ. x, )J+ ln(u)—.
Por otra parte, como con la transformación logarítmica además de
homogeneizar la varianza, se lineal/za la evolución de la serie temporal, cabría
preguntarse si es posible que este tipo de transformación afecteo distorsione la
capacidad de los test analizados en el capitulo 4 paradetectar comportamientos
caóticos. Con el objeto de analizar la sensibilidad de estos tests ante la
transformación logarítmica,hemos comparado los resultados obtenidos cuando
aplicamos dichos test sobre la serie x, obtenida a partir del modelo de Henon
(capitulo 4. pp. XX-XX). Los valores para los parámetros son al .4. b=0.3, y
la transformación logarítmica aplicada a los 1000 datos de la muestra es
z,>4n (x,+ 1.3)
Emprimer lugarencontramos que las estimaciones del Exponente de Hurst
a partir del análisis R/S aunque son algo sensibles a la transformación
logarítmica—H(x)=O.35, H(z)=O.4—, concluyen en ambos casos que la serie es
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antipersistente —los valoresdel estadístico de Anis Lloyd son AN(x,) ~-2O6.3]
y AN(z)=-/54. 519, rechazándose en ambos casos la hipótesis nula de Ruido
Blanco Gausiano. Por otra parte el estadístico Vp presenta en ambos casos la
misma pauta de comportamiento —figuras 4 y 5—.
Por lo que serefiere a la eleccióndel retardo óptimo para la reconstrucción
del atractor, el análisis de la función de información mutua indica, en ambos
casos, que el retardo óptimo es uno —en la serie original x0 por el decaimiento
monótono, y para;, porque el primer mínimo de dicha función se alcanza en el
primer retardo—. Por el contrario, sí se observa un cambio significativo en el
correlograma de las series y en la apariencia del atractor —figuras 6 y 7—.
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El análisis del porcentaje de falsos vecinos apunta que en ambos casos que
la dimensión de inmersión óptima es m=2 —figuras 8 y 9—. A pesar de ello, la
eliminación total de falsos vecinos para la serie transformada sólo se alcanza
para la dimensión m=17.
Este resultado sobre la dimensión de inmersión se ve confirmado con los
resultados sobre el análisis de la dimensión de correlación y la dimensión de
información —figuras 10 a 13—. Además, no se observa una diferencia
significativa en las estimaciones de ladimensión fractalobtenidas a partir de las
dos series —D<--(x)=].J8, D<-(z)==1.20, D,(x)=l.2a D1<’z)=l. 16—.
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Para terminar, estimamos los exponentes de Lyapunov asociadas a ambas
series. La estimacióndel mayorexponente de Lyapunov pore] método de Wolf
—figura 14— muestra una convergencia hacia los valores ,X,(x~>=O.38 y
z,(z)=6t35. E] método NETLE por su parte, permite la estimación del espectro e
completode exponentescon los siguientes resultados ,%<‘x) =0.41, ~ijx) -J. 61;
¡-,(z) =0.46, X1(z)=-L 2; D1(x)=1.25, DL(Z) =1.37. Podemos concluir portanto,
que en el caso de la estimación de los exponentes de Lyapunov —recordamos,
único test que contrasta directamente la hipótesis nula de comportamiento
caótico—, no se observa, al menos en el caso estudiado aquí, una alteración
significativa cuando se transforma la serie logarítmicaniente. e
Este resultado, junto a los anteriores sobre el exponente de Hurst y la
dimensión fractal del atractor, sugiere que el análisis de series temporales u’
económicas para detectar comportamientos caóticos, permite la transformación
logarítmicaen caso de que el análisis del gráfico media-desviación típicaasí lo
indique
8. e
a
Tests de raices unitarias
De forma complementaria, en su caso, a la transformación logarítmica, la
solución tradicional ante la presencia de no estacionariedad en una serie
temporal, incluye la diferenciación de la misma hasta conseguir que la nueva
serie transformada o diferenciada sí aparezca como estacionaria. Así, se dice
que una serie está integrada de orden d, —se expresa 1(d)—, si al aplicarle d
diferencias regulares se convierteen estacionaria, esto es, si cuando alaplicarle
el operador (1-LY verifica (9.1), siendo L es el operador retardos (L”x¿=x
1). U
Este método de la diferenciación de la serie se fundanienta en el hecho de
que la no estacionariedad puede tener su origen en la existencia de raíces
unitarias en el polinomio autorregresivo del proceso generador de la serie.
a
Tampoco el análisis EDS, que basado en la integral de correlación, muestra una
sensibilidad significativa ante la transformación logarítmica.
e’
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Dicho polinomio aparece en la representación autorregresiva del proceso de la
forma (1-¿p,L-9Ji- ••-p,, L~ )x,=e,+u~ donde e, es el término de error, que
también puede estar autocorrelacionado; y u, recoge la posible presencia de
comportamientos deterministas (término constante, tendencia determinista, etc).
De hecho, los test usados tradicionalmente para contrastar la estacionariedad
son, en realidad, test de existencia de raíces unitarias en el polinomio
autoregresivo. Con estos test se trata de encontrar el orden de diferenciación 0
para el cual la serie parece estacionaria, es decir, se trata de contrastar cuándo
en el polinomio (1- QLY’, se verifica que (0=1.
Entre estos contrastes de raíces unitarias uno de los más utilizados es el
conocido como contraste de Dickey-Fuller Ampliado cuyo contenido vamos a
resumir a continuación9. Este test trata de contrastar la hipótesis nula de no
estacionariedad —existenciade raíces unitarias en elpolinomio autoregresivo del
proceso— frente a la hipótesis alternativa de estacionariedad, y supone una
ampliación o generalización del testde raíces unitarias propuesto por Dickey-
Fuller(1979).
Elanálisis de estacionariedadpropuesto inicialmente porestos autores parte
de tres posibles especificaciones del proceso estocástico no estacionario
generador de la serie temporal:
i) (1-L)x¿=ax,
4
1-e, e, -Ruido Blanco (8.2)
En estecaso, lahipótesis nula de no estacionariedad—existenciade una raíz
unitaria— implicaría H
0: c-z=0, bajo la cual el proceso estocástico seria un
paseo aleatorio sin deriva y con x0=0
10. El rechazo de dicha hipótesis nula
implicaría que el proceso estocástico generador de la serie es un AR(1)
estacionario con media cero.
u) (J-L)x,=p 3- ax,
1 + e, e, —Ruido Blanco (8.3)
La hipótesis nula en (9.3) sería H0: a=p=0, bajo la cual el proceso
estocástico sería un paseo aleatorio sin deriva. La hipótesis alternativa
implicaría ahora que el proceso generador es un AR(1) estacionario con
media u.
iii) (l-L)x¿=,u +/Jt+ ax,1 + e, e,—Ruido Blanco (8.4)
La hipótesis nula quedaría ahora H0: a=/3=0, bajo la cual (9.4) es un paseo
aleatorio con deriva. La aceptación de la hipótesis alternativa implicaría en
este caso que el proceso es un AR(l) estacionario sobre una tendencia
determinista.
Para un análisis de la distribución y aplicación de este y otros test de ráices unitarias
véase Maddalay Kim (1998, pp.
61-78y pp.362-3813)
lO Véase apartado 4.XX
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e
Dickey-Fuller propusieron la construcción de un estadístico E para el e’
contraste de las correspondientes hipótesis nulas. Dicho estadísticono sigue. sin
embargo. las distribuciones estándar, por lo que estos autores tuvieron que
tabular los valores de su distribución asintótica. En nuestras aplicaciones e’
utilizaremos los valores tabulados en MacKinnon (1991).
a
La estrategia que seguimos a la hora de utilizar este test es la siguiente
(Surifiachetal. 1995, p.34): primero examinamos la especificación más general(9.4). Si no rechazamos la H
0 y /1 es no significativa —no hay tendencia
al
determinista— entonces pasamos a (9.3). Si no se rechaza la l-l~ y y es no
significativa —no hay término constante— examInamos (9.2). Por último, en caso
de no rechazarse la hipótesis nula, habría que aceptar que la serie no es a,
estacionaria,
Uno de los problemas de este test de raíces unitarias es que supone que el
término de error e no está correlacionado en el tiempo. Cuando se incumple
dicho supuesto, es decir, cuando sí existe cierta correlación en el término de
error, la inferencia en cualquiera de los tres casos anteriores se verá afectada. e
Para corregir este problema de inferencia Dickey-Fuller(1981) propusieron
incluir en el anterior test una estructura de retados de la variable dependiente
que permitiese capturar la estructura autorregresiva de ésta, de forma que el a
término de error quedase lo más incorrelacionado posible. Esta alternativa es
conocida como el test de I3ickey-Fuller ampliado. Las tres posibilidades
anteriores quedarían ahora: u’
pl
e
p-I
¡0 (1 —L)x,r43¡-i-ax,., +~ y,(l —L)XJ+e, , e,—R.B. (8-6)
f3
ib) (1 ~L)x,rt u -13t-s-ax,1 -53 y,(l —L)Xj,-re, , e¿-R.B. (8.7)
conp suficientemente grandecomo paragarantizarque e, sea aproximadamente
mido blanco. Para contrastar la significatividad de estos retardos utilizaremos e
el tradicional t de Student, utilizando los mismos valores críticos tabulados para
el test original para contrastar la significatividad de y, /1 y a.
e
Hay que tener en consideración que este análisis sirve para contrastar la
integrabilidad de primer orden, esto es, que la primera diferenciade la seriees
estacionaria. En el caso de querer contrastar la necesidad de tener que tomar u
diferencias de mayor orden para conseguir estacionariedad —un mayororden de
mtegración—, debe tenerse en cuenta que el anterior testpropone como hipótesis
.4
alternativa la ausencia de raíces unitarias, esto es. estacionariedad. Así, debería
utilizarse el testanterior comenzando por el mayororden de integrabilidad que
a
e
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se desee contrastar. En caso de rechazarse la hipótesis nula —ausencia de raíces
unitarias de ese orden— debería aplicarse de nuevo el tesE utilizando como base
del contraste un nivel inferior de integración11.
Por otro lado, debemosapuntar que cuando se trabajacon series temporales
con periodicidadinferioral año debecontrastarse también laexistencia de raíces
unitarias estacionales, esto es, la estacionariedad estacional. En términos
generales, en caso de que el proceso no sea estacionario estacionalmente.
debería transformarse la serieaplicandodiferencias estacionales (1~Ls),que a su
vez, siempre puede descomponerse como:
(l-L9)=(l-L)(l +L+L2+..+L~’)=(l-L)S
9(L) (8.8)
A partir de la anterior expresión (9.8) puede definirse el concepto de
integrabilidad estacional. Así, se dice que una serie es estacionaria
estacionalmente con ordenes d~ y cl, —se expresa SI(&,dj—, si al aplicarle el
operador (1 ~L)dOS,(L)ds se obtiene una serie estacionana.
Para contrastar la existenciade raíces unitarias trimestrales puedeutilizarse
el test propuesto por Hylleberg, Engle, Granger y Yoo (1990)12. Este test
analíza la significatividad de los parámetros ir en la siguiente regresión por
mínimos cuadrados ordinarios(Maddala y Kim, 1998, pp.367-368):4
(1 —L tx,tE a~D,,±yT,-I-it
1y1,,~2Y24—1~~>3t—2 2t4V3 ,~ +
con p suficientemente grande como para que los residuos estén
incorrelacionados; D0, son variables ficticias o cualitativas deterministas
estacionales—dumnmies-—; T, es la tendencia determinista; y
y11= (I+L+L2 + Lt)x,
Y2,,
3)3v
Así, si se desea contrastar la hipótesis de dos mices unitarias debería utilízarse el test
de Dickey-Fuller ampliado sobre (l-L)\. En caso de reehazarse, deberíamos comprobar si
la primera diferencia es efectivamente estacionaria utilizando el tesí sobre (1-L)x,,.
12 Este test trata de contrastar la hipótesis nula de no estacionariedad estacional
teniendo en cuenta que ni todas las frecuencias estacionales asociadas al polinomio S
0(L) en
(9.8)ni tienen que presentar todas ellas el mismo módulo, ni éste tiene que sernecesariamente
unitario. Sobre los test de estacionariedad estacional véase Maddala y Kim (1998. pp.362-
371).
Sr
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e
Así, cuando a~=0. la serie presenta una raíz unitaria en la frecuencia cero.
lo que implica que laserie tiene una tendencia estocástica no estacional. Cuando
w2~0. entonces la frecuencia es de dos ciclos por año. Si zgO y r>zO. la serie
posee las raices i y -i, esto es. raíces unitarias estacionales en las frecuencias 0’
anuale&
3. Los filtros a usar en cada caso son: (l-L) si ir,0; (l+L) si ir
2=zO y
(l±L’)si r~0 y ;0 conjuntamente. Un resumen de estos resultados se
muestra en el cuadro 9-1. u’
Cuadro 8-1.
(1 —Lj=’( 1 —L)( 1 1 —iL)( 1 ±iL)
l-l~ Factor Raiz Frecuenciaf Periodo 1/ji Ciclo por año (41)
,r~O (l-L) 1 0 0
O (1+L) -l 1/2 2 2
ir3—;r40 (l’4-L
2) rbi 1/4 4
Fuente: Suriñaeb el al. (1995. p.ItIflv elaboración propia.
Por otraparte. lano estacionariedad estacional bajo la hipótesisnula impide
utilizar los valores tradicionales para realizar los contrastes de este test.
Afortunadamente, los valores críticos parael test-t de significatividadde ir
1 y ir2
y el test-F para la significación conjunta de ir, y ir han sido tabulados por los
propios autores.
Franses (1990) ha extendido el anterior test para el caso de que se desee
contrastar la existenciade raícesunitarias estacionalesmensuales. En este caso.
debeanalizarse la significatividad de los parámetros ir, en la siguiente regresión
por mínimos cuadrados ordinarios:
2
(1 —L >2)x,XZ cí~D~,+yT«-~t1y11 ~1Z23)~1 ~7Y’3j~2~%4>3j~l +
5= ¡
-I +2t4)~, 2*K8’5
t2TqV¿j,j ~ -1 + (10)
~it
1 y7 2±a12y7 -s-~ (p,(l —L ‘2)x,1-i-e,
~—1
De nuevo, el polinomio autoregresivo p trata de recoger la correlación
temporal del término de error; D,., y T, recogen los componentes deterministas
a través de variables dummies estacionales y una tendencia determinista
respectivamente; y con
13 Nótese que el polinomio (1-L
4) =i’i-L4J+L)(i-JL)(1 +IL), tiene cuatro posibles mices
—dos de ellas complejas conjugadas— estacionales, correspondiéndose cada una con it
1,n2, 113
y 114 respectivamente.
e
e’
e
e
a
0’
a
e
e
a
ej
a
a
a
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y,, <‘1 +L,)fl +L2)(1 + L’+LOx,
Y2> =-flL)(1 i-L2)(1 +
y
3, ==-(1-LO (1’- L’+L’9x,
y4, ‘-(]-ttfrl-3’ 2L+L&(1+ L’+L’úx,y
5, =-(J-L’$i-4-3’ 2L±L’ft’J+K+Lt~)x,y
6, =-(J-t)(1-L2+L9<’1- L+LÑ)x,
En caso de que exista alguna raízunitaria estacional. el correspondiente ir,
estimado serial Debido a que las raíces complejas están conjugadas. debe
tenerse en cuenta que dichas raíces sólo podrán estar presentes cuando las ir,
correspondientes se anulen a pares conjuntamente. Por ejemplo, las raíces ¡ y
-l sólo estarán presentes cuando n
3=0 y ,t40. En general, no habrá raíces
unitarias estacionales cundo ir, a zr12 sean significativamente distintas de cero.
Cuando ir,=’O. entonces la presencia de raíz unitaria en la primera diferencia
regular no se podrá rechazar. Si zr,=zO y ir, a ir,, sean distintas de cero, la
estacionalidad podrá recogerse usando dumnm¡es estacionales y una diferencia
regular. En el caso de que todas las ir,, ¡=1,..., 12 se anulen el filtro a aplicar
para conseguir estacionariedad será la primera diferencia estacional (1-L’2)(MaddalayKim, 1998, pp.368-371). En el cuadro 9-2 resumimos los anteriores
resultados. Los valores críticos para los test-t de significación individual y los
testE de significación conjunta por pares se encuentran tabulados en
Franses(1990).
Cuadro 8-2.
1 —(3 í¡~í~¡ )L/2] [¡(3 I/2¡ )L121[l +(3’’~±i)L/21 [l—(3I’2¡ )L/2]
Factor Raíz Frecuencia/ Periodo 1// Ciclo por año
o o
1/2 2 6
ir, =r
6 = O l+3”
2L+L’ (..31ú ± ¡ )/2 5/12 2.4 5
,r~=,r~=O ¡31/2t+& (3112+1)12 ¡/12 ¡2
ir
9 ir,0 O l-L-i-L
2 (1±¡ 3112)12 116 6 2
w,,r,mO l±L±L’ (-1±131/2)12 ¡/3 3 4
Fuente: Surdlacli el alI ¡995. p!02) y elaboración propia.
Obsérvesequeahora el polinomio (i-L’2)=(J-L)~’J+L)(i--¡L) (¡‘fiL) [J±(3”’-í-i)L’2}
[1+(3’2-¡)L/2} fi-tV 2+¡)L/2j [i-43’2-i)L/2]JJ +(312+¿)U2] JJ-(3”-¡)112] [i-íú3”’±¡)L/2}
fI-I-(3”2-i)L/2], presenta doce raíces estacionales, diez de ellas complejas conjugadas.
e;
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U.
El análisis de la función de autocorrelación simple y la función de
autocorrelación parcial.
e’
Para tenninar con el análisis de la estacionariedad, y como apoyo a los test
de raíces unitarias, la determinacióndel orden de diferenciación necesario para
conseguir que una serie sea estacionaria puede deducirse a partir del e
correlograma, es decir, de la flinción de autocorrelación simple (acfl y la
función de la autocorrelación parcial (,pacf). Cuando una serie no sea
estacionaria, se caracterizará, porque los coeficientes de la acf decrecerán o se e
amortiguan muy lentamente. El caso típico se presenta cuando la ací tiene
valores próximos a uno decreciendo de forma suave, junto a una pací con el
primer coeficiente próximo a uno y el resto nulos —figura 16—. Esta estructura a
se corresponde precisamente con la de un proceso autoregresivo de primer
orden AR(l), (l-~L)x,~e, , con q~=1, es decir, con una raíz unitaria, que
desaparece aldiferenciar laserie5 Además, en caso de existir algunaestructura u’
autorregresiva adicional, como ésta se añade de manera multiplicativa, el
correlograma quedará dominado por esa raíz unitaria.
En cualquier caso, hay que recordar que la presencia de estructura media
movil, o comportamientos ARMA estacionales, pueden hacer que el
e
correlograma no siga exactamente la pauta de la figura 16 aunque laserie no sea
estacionaria (Peña, 1986, pp546-548). En cualquier caso, sin embargo, lo que
si se observará siempre es un decrecimiento lento de la acf—monótono o con
oscilaciones—. Es por ello por lo que la necesidad de diferenciar la serie debe
fundamentarse en dicho decrecimiento suave de la acfi
e
De manera análoga, la no estacionariedad estacional, se evidenciará en el
decrecimiento lento de los coeficientes de la acfpara los retardos estacionales,
desapareciendo, en general, cuando so toman diferencias estacionales de la u’
serie. En cualquier caso, el análisis de laacfypacfdebe tomarse con cautela y
siempre como complemento a los anteriores test de raíces unitarias.
a
5 Recordemos que la estructura del con-elograma de un AR(1) es la siguiente. Los
coeficientes de la acfpara cada retardo k serán r*=~, por [o que si ~ está próximo a uno la e
acfpresentará un decrecimiento lento (en el caso límite en el que .íp=I, todos los coeficientes
serán unitarios). Por otro lado, los coeficientes de la pacf serán r,= -p; r
4==O para k=2, 3,
u’
e
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La extracción del componente cidlico de una serie temporal
La matemática del caos se centra en el estudio de los fenómenos que
presentan un comportamiento cíclicoirregular. aperiódicoy recurrentepero sin
tendencia media de crecimiento o decrecimiento. Es por ello, que de manera
complementaria al análisis de la estacionariedad. cuando trabajamos con las
series reales de la economía caracterizadasporuna tendencia media positiva de
crecimiento a largo plazo. nos enfrentamos con la necesidad de extraer el
componente cíclico de las sedes temporales económicas.
El problema de la extracción del componente cíclico parte del supuesto de
que dada una serie temporal {yj (Ml. ..., A’), ésta puede descomponerse
linealmente en tres componentes:
y, = T,+C,+e, (11)
donde T, es elcomponente tendencial a largo plazo, C, es elcomponente cíclico
entorno a la tendencia y e, seña un componente puramente aleatorio que se
sumaría a los dos anteriores para explicar la evolución observada en la serie
original y,.
Nótese que esta descomposición lineal de la serie está íntimamente
relacionado con el paradigma tradicional lineal que haciendo uso del principio
de lasuperposición, enfoca el análisis de la seriea partir de análisis separado de
cada uno de sus componentes —el todo es igual a la suma de las panes— Por
otra parte, la aplicación del caos determinista al estudio del ciclo y el
crecimiento económico supone aceptar que la dinámicaeconómica está regida
porsistemas no-lineales, esto es,supone rechazarel principio de superposición
—el todo es más que la suma de las partes—, siendo entonces posibleexplicar de
manera conjunta e] crecimiento cíclico e irregular de la economía cuando ésta
se comporta de manera caótica. La detección de caos determinista en la
evolución de las series reales económicas deberia, por tanto, realizarse
directamente sobre la serie y1.
Por otro lado, en el apanado anterior, y como consecuencia de que los test
para la detección del caos determinista requieren que las series analizadas sean
estacionarias —y ello implica que no presenten ninguna tendencia media de
crecimiento—, vimos que, en caso de que ello sea necesario, la serie y, debe ser
transformada logarítmicamente y/o diferenciada hasta conseguir que sea
estacionaria como paso previo a la aplicación de los test para la detección del
caos determinista.
En el análisis de la detección de caos a partir de series reales en economia,
diversas aportaciones (Brock, 1986 y Cheng, 1993 y 1996, entre otros)
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muestran que en el proceso de transformación de una serie tempora] para que
ésta resulte estacionaria esnecesario extraería tendencia media de crecimiento a
de laeconomía. Ello implica aceptar, que es el componentecíclico en (1) elque
representa la evolución de la dinámica de la economía en el atractor —en caso
de que exista—,y que el objetivo que debe buscarse es el de diagnosticar si dicho 0’
atractor es del tipo extraño o caótico. Desde esta perspectiva, la evolución de
la tendenciamedia de crecimiento estaría recogiendo laevolución a largoplazo
a
de dicho equilibrio dinámico —caótico o no— y no debería considerarse en el
análisis de la detección de caos determinista a partir de las series temporales.
Siguiendo este enfoque, en nuestras aplicaciones sobre la economía real
u’
española, trataremos de extraer el componente tendencia! de laserie cuandoello
sea necesano.
a
Se planteaentonces el problema de como extraer el componente tendencial
de una serie temporal. Un primer método consiste en suponer que la tendencia
central es lineal en el tiempo: e
(12)
siendo a y b dos constantes a determinar en cada serie. Este supuesto sobre la 0’
tendencia lineal es el que incorporan los test de Raíces unitarias analizados en
el apartado 9.2, por lo que podremos utilizar dichos test para averiguar cuando
será necesario extraer dicha tendencia lineal. En la figura (9.1) mostramos la 0’
tendencia lineal estimada para la serie del PIB real per cápita de la economía
u’
e
u’
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española para el periodo 1850 a 1999, transformada logarítmicamente <‘<véase
el próximo apartado9.XX para la definición y fuente de esta serie). La
extracción del componente cíclico mediante la sustracción de una tendencia
1950 1970
0.5 -
1
LnPIBRPC
Tendencia No-Lineal (tendencia lineal Iruncada en 1950)
O
-0.5 -
—/ -
-j~s -.
-2 -
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16 La transformación logarítmica permite interpretar el coeficienteben (2) como la tasa
media de crecimiento de la economía: In y,”~ a + b t =dlnv,/8l ‘h. que puede estimarse
mediante una regresión por mínimos cuadrados ordinarios, siendo el residuo de dicha
regresión la suma del componente cíclico más el puramente aleatorio
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e
lineal —figura 9.2— proporciona para esta serie en ciclo económico de elevada
periodicidad y no estacionarios —ciclos largos—, que parecen recoger más que
el comportamiento cíclicoa cortoplazo de la economía—oscilaciones dentro del
atractor—, el posible cambio en la tendencia lineal a largo plazo sufrido en la
economía española a partir de la segunda mitad del siglo XX. Es por ello, que u’
el supuesto sobre la componente tendencial lineal en el tiempo, no parece ser el
más adecuado cuando se aplica sobre ciertas series económicas reales como el
PIB per cápita de la economía española para un periodo amplio de tiempo. u’
Como alternativa a esta tendencia linealen el tiempo, se han planteado otros
métodos de extracción del componente cíclico de una serie temporal que O
suponen de manera explícita que el componente tendencial medio a largoplazo
puede variarcon el transcurso del tiempo. Es decir, estos métodos suponen que
el componente tendencial de una serie esesencialmente no-lineal. Dentro de este 0’
enfoque existen a su vez diversas aportaciones. Una primera alternativa seria
aquella que asume tendencias lineales pero truncadas en el tiempo, esto es,
tendencias lineales que se mantienen sólo durante cieflos periodos de tiempo.
En la figura 9.3 mostramos el componente tendencial no lineal para la anterior
serie del PIB real percápita de la economía española suponiendo que una u’
tendencia lineal truncada en 1950:
-Ib i v1950 e
ja1 ±b1q e>1950 (13)
SI
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Figura 21
El componente ciclico obtenido por la extracción de esta tendencia con un
truncamiento —figura 9.4— parece recoger mejor las oscilaciones cíclicas de la
economía a corto plazo. Sin embargo, este enfoque presenta una serie de
inconvenientes. Entre ellos se encuentra la gran arbitrariedad que existe a la
hora de determinar tanto el número total de truncamientos como los años en los
que estos se producen.
Como respuesta a estos inconvenientes, Hodrick y Presscot (1980), proponen
un nuevo método para extraer el componente tendencial no-lineal de una serie
temporal. Este método consiste en filtrar o transformar linealmente a la serie
original —-filtro HP— de formaque se obtengaun componente tendencial que aun
siendo suave —sin cambios bruscos— se ajuste bastante a la serie original.
Formalmente, estecomponente tendencial puede representarse como lasolución
al siguiente problema de nxinimización:
A A’
miii sf=~3 (iQ+?vM ~(l~L)2Tjf (14)
t=I
donde L es el operador retardos. El primer sumatorio de la función objetivo en
(4) recoge labondad del ajuste de la tendencia a la serie original —mayor cuanto
menor sea el componente cíclico C,—, mientras que el segundo recoge su
suavidad —mayor cuanto menores sean los cambios en su primer diferencia—.
Nótese que la tendencia obtenida dependerá del valor concreto que tome el
parámetro 7~, esto es, a la importancia relativa que se le de a cada uno de esos
dos factores—bondad del ajuste y suavidad—, siendo este uno de los elementos
más arbitrarios que introduce el filtro HP. Para los valores extremos de este
- --- LTIPU3RPC
0.5 -- Tendencia No-Lineal (flifro H-P)
o
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—I
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0’
parámetro se obtendrá una tendencia que se ajusta totalmente a los datos
originales, L~0, o una tendencia perfectamente lineal X=cc. Para valores
intermedios, se obtendráun componente tendencial no-linealque se ajustará de
manera suave a la serie original. En la práctica los valores de X deben
seleccionarse de forma que varianza del componente tendencial sea menorque
la del cíclico, siendo los valores comúnmente utilizados de X1 00 para datos
anuales, X1600 para datos trimestrales y t=14400. En las figuras 9.5
mostramos el componente tendencial obtenido para la serie del PIB real per
cápita de la economía españolamediante el usodel filtro HP17. Cuando se resta
esta tendencia no-lineal a laserie original se obtiene un ciclo estacionario con
oscilaciones recurrentes y aperiódicas que puede considerarse como
característico de la dinámica económica a corto píazo —la figura 9.6—. Es por
ello y también por el hecho de que el filtro HP es una transfonnación lineal
suave de la serie original, y por tanto, que respeta las condiciones establecidas
en el teorema de Takens para la correcta reconstrucción del atractor —apanado
5.1—, que pese a las deficiencias que presenta este método para la extracción de
la tendencia a largo plazo —sobre todo en lo que se refiere a la correcta
identificación de las fases recesivasyexpansivas de la economía—, utilizaremos,
siguiendo a Chen (1996), este filtro para la detección del caos determinista en
nuestras aplicaciones sobre las series reales de la economía Espafíola18.
a
17 Para un análisis completo de la aplicación del filtro 1-IP al estudio del ciclo económico
de España véase Dolado, Sebastián y VaIlés (1993).
a’
Para un análisis de dichas deficiencias véase Sebastián (1997, p.1 5-33) quién propone
la aplicación de un método alternativo para estudiar el componente ciclico de una serie
a
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8.3. Test de No-linealidad
El supuesto de linealidad —principio de superposición— impone fuertes
restricciones a los posibles comportamientos a largo plazo que. desde un punto
cualitativo, pueden mostrar de los sistemas dinámicos. En particular, lahipótesis
de linealidad en la relación estructural que define a un sistema dinámico sólo
pennite la aparición de puntos fijos. Con la no linealidad es posible modelizar
comportamientos más complejos -ciclos limite, movimientos cuasi-periódicos
y comportamientos caóticos—.
Aunque nuestro objetivo en este capitulo es la detección del caos, como
paso previo trataremos de detectar comportamientos no-lineales en las series
económicas. La identificaciónde no linealidades en el proceso generador de las
series económicas, exigirá rechazar la modelización lineal de las series (Poner,
1999)—desde el punto de vista práctico,porejemplo, las predicciones utilizando
modelos lineales ARIMA resultarán como poco, insatisfactorias, y totalmente
inútiles cuando el proceso es caótico como consecuencia de la dependencia
sensitiva respecto a las condiciones iniciales—
Como consecuencia de lo anterior se ha dedicado un gran esfuerzo en la
elaboraciónde test paradetectarno-linealidades en las series económicas (Tong
1990, Pp. 221- 281y Terásvirta. 1994). En este trabajo nos centraremos en dos
de los test más utilizados y que mejor resultado han mostrado en la detección
de no-linealidades (Barnett et al., 1995,1996 y 1997) y que tienen su origen en
la matemática del caos: el test BDSy el de Kaplan>9. Completaremos estos test,
con el test LM de Engle para la detección de procesos ARCH y retomaremos
elanálisis R/Sparamostrar cómopuedeutilizarse para detectarno-linealidades.
Queremos volver a insistir en que estos contrastes no constituyen por sí
mismos ningún testpara ladetección directa delcaos determinista. Sin embargo,
dada su potencia para encontrar dependencias temporales y no-linealidades,
pueden complementarde manera muy significativa a las herramientasanalizadas
en el capítulo4 y 5 parael análisis de serie temporales caóticas. En este sentido,
la búsqueda de comportamientos no-lineales puede tomarse como un primer
paso en la detección del caos determinista, ya que éste es no-lineal.
temporal y loaplica también al caso espafiol.
~‘> Otros tesÉ de no-linealidad también utilizados en l3arnett et aI.(1995, 1996 y 1997)
para comparar la potencia de cada uno de ellos cuando se utilizan series cortas son el test de
Hinich (1982) paz-a detectar no-linealidad en varianzayel de White(1989) para detectar no-
linealidad en media que se basa en el filtrado de la serie por modelos de redes neuronales
artificiales —véase Jungilges (¡996)—. Para una comparación de la potencia entreestos y otros
test dc no-línealidad véase también Guarda y Salmon(1996) y Jaditz y Sayer (1996).
ql
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Una vez que con estos test la hipótesis de linealidad haya sido rechazada.
habremos encontrado evidenciade no-linealidad en la dinámica subyacente a la
serie temporal, pero no necesariamente de comportamiento caótico. Esto se
debe a que existen procesos puramente estocásticos no-lineales —ARCH. e
GARCH. Medias Móviles no-lineales, etc.— que también pueden explicar la
evolución no-lineal de la serie. De esta forma, una vez encontrada evidencia de
comportamientos no-lineales y con el objetivo de delimitar si el proceso SÉ
generador de la serie es de tipo estocástico no lineal o de tipo caótico
determinista, entonces, en una segunda etapa. se deberá seguir profundizando
en el análisis de la serie buscando el posible origen caótico de esas no- a
linealidades, por ejemplo, buscando atractores de baja dimensión y con algún
exponente de Lyapunov positivo.
0’
La importancia de esta primera etapa en búsqueda de comportamientos no-
lineales, radica precisamente en que la potenciade contraste de estos test de no-
linealidad es mucho mayor que la del resto de técnicas sobre todo cuando nos
enfrentamos, comonos ocurrirá en las aplicaciones sobre laeconomía real, ante
series cortas y perturbadas con ruidos puramente aleatorios.
Estadístico BDS
Basándose en las propiedades de la integral de correlación, Brock. Dechert
y Scheunkrnan (1987) propusieron la utilización del estadístico BUS para —
contrastar la hipótesis de independencia estadística de los valores de una serie
temporal estrictamente estacionaria. El test BDS puede utilizarse para
contrastar la hipótesis nula de que los datos de la serie están Idéntica e U’
Independientemente Distribuidos (LID), y por consiguiente, complementa a
otros estadisticos existentes en la literatura como el estadístico Q de Box-?ierce
utilizado en el análisis ARIMA de series temporales, o al análisis R/S —que a’
como se recordará (apartado 4.2) podía utilizarse para contrastar la hipótesis
nulade ruido blanco gausiano o normal— para detectar la posible presencia de
dependencia y autocorrelación temporal en los datos —lineal o no lineal, 0’
determinista o estocástica—(Brock, Dechert, LeBaron y Scheinkman, 1996) 20
Aunque el test BDS no constituye un test para la detección de
comportamientos caóticos, si puede utilizarse como un test de no-linealidad
cuando es utilizado como test residual, es decir, cuando se aplica sobre los a
residuos obtenidos de la aplicación del mejor filtro lineal a la serie temporal21.
e
2~ En este sentido el test BDS resulta más potente que el tradicional Q, ya quees incluso
capaz de detectar dependencia serial incluso en series no autocorrelacionadas
a
21 Brock et al.(19§6) muestran que también puede ser utilizado como test de
estacionariedad y para contrastar la bondad del ajuste y especificación de los modelos.
SI
SÉ
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Estos filtros lineales pueden construirse utilizando modelos ARMA(p,q) de
serie temporales siguiendo la metodologia Box y Jenkins (1970)
p q
a~y~ ,+~ k
1”~ uf—liD N(O,n~) (15)
íl ji
Los modelosARMA pueden considerarse como modelos lineales generales,
es decir, capaces de recoger o captar cualquier estructura lineal presente en la
serie temporal. De esta forma, una vez seleccionado el modelo ARMA que
mejor se ajuste a los datos, puede asumirse que sus residuos quedan des-
linealizados. Aplicando entonces el test BDS sobre esos residuos podrá
contrastarse si todavia existe dependenciaen la serie, en cuyo caso será del tipo
no-lineal, estocástica o determinista. Si por el contrario, con el filtro ARMA se
consigue blanquear la serie, el test BDS no rechazará la hipótesis nula de lID,
con lo que podria concluirse que no existe evidencia de no-linealidad en el
proceso subyacente generador de la serie, y que, por tanto, ésta no puede
preceder de un sistema caótico. Existen varias dificultades que hay que
considerar cuando se utiliza este enfoque (Barnett et. al, 1996, p.176-l77). En
primer lugar, estos modelos ARMA a pesar de ser muy generales, puede
resultar insuficientes para captar cualquier tipo de dependencia lineal.
Adicionalmente, la distribución muestra! del estadístico utilizado por el test
BDS se puede ver afectado en una gran cantidad de formas desconocidas por
las varianzas no nulas de los coeficientes estimados de los procesos ARMA. A
pesar de ello, el test BDS es una de las herramientas más potente para la
detección de comportamientos no-lineales el proceso generador de las series
temporales —estocásticos o deterministas—que presentalaventaja de no requerir
ningún supuesto a apriori sobre la distribución de las variables aleatorias LID
bajo la hipótesis nula. De hecho, las conclusiones del test BDS pueden
considerarse como muy potentes cuando de éste se deriva una aceptación de la
hipótesis nula, es decir, la aceptación de la hipótesis nula debe considerarse
como una tberte evidencia a favor de la no-dependencia en al serie. Brock,
Hsieh y LeBaron (1991) muestran mediante simulaciones de Monte Carlo que
los resultados del test sonrobustos incluso en series cortas, de 500 datos, frente
a una gran variedad de alternativas a la hipótesis de IID~.
La formulación el test BDS se flindamenta en el hecho de que si una serie
temporal es un auténtico proceso aleatorio, entonces la integral de correlación
deberia aumentar proporcionalmente con la dimensión inmersión. Esta idea fue
apuntada ya al analizar la dimensión de correlación cuando se comentó que si
la serie temporal procedía de un proceso estocástico del tipo paseo aleatorio
entonces su dimensión de inmersión deberia crecer con la dimensión de
inmersión sin llegar a estabilizarse en ningún momento ya que este tipo de
22 Igualmente Barnett Gallant. Hunich, Jungeilges, Kaplany Jensen (1997), muestran
la potencia del testBDS —junto al test de Kaplan (1994)— frente a otras técnicas alternativas
a la hora de detectar no-linealidades
ql
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procesos tiene potencialmente inliitos gados de libertad y por tanto su
dimensión de inmersión debería ser infinita. Con el test BDS, sin embargo, se
dispone de un estadístico formal cuya distribución es conocida y que por
consiguiente se puede utilizar consistentemente para contrastar la hipótesis nula SÉ
de LID (Brock, Dechert, LeBaron y Scheinkman, 1996).
La construcción del estadístico es la siguiente. El primer paso consiste en SÉ
reconstruir el atractor a partir de la serie temporal ~‘ 4~__ con las ni-hlstanas
donde m la dimensión de inmersión
23. Se obtiene asi una órbita {y} de vectores
ni-dimensionales a partir de los cuales se define la integral de correlación como
(Grassberg y Procaccia, 1983):
T e
(}r,m)=lim—!—.É 9(r—ILv7’—y~”’l¡) (17)
~‘m~ j~ r¡~ifil
e
siendo 1’,,, l?4m4) la longitud de la serie delasm-h¡storias y,tm, la norma
emaxíma:
iyY—ylI= max { Y,dkí§Yj±(kí~ } (18)
Así.... ni SÉ
y OQ) la función Heaviside:
SÉ
9(x) { 1 sjx>O (19)
e
Bajo la hipótesis nula de que los valores de la serie {yj’<, están idéntica e
independientemente distribuidos, y como po la definición de la norma máxima: a
e(r—i®”’--y7~j)=jJj1j 1 e(r—tÍ+(l~—y,±(,k)~) ; VI] (20)
entonces, para cualquier ni>1 y r>0 (Brock, Dechert y Scheinkman 1987):
C(r,m»zC(r,lft cuando T—.co (21) U
SI
23 Nótese que en (40) sc utiliza un retardo de reconstrucción -rl - óptimo bajo la
hipótesis nula según cualquiera de los criterios de elección que utilicemos —primer mínimo —
de la función de información mutua media o primer cero de la función de autocorrelación
simple—.
SI
a
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Brock Dechert y Scheinkman (1987) y Brock, Dechert, LeBaron y
Scheinkman (1996) muestran que la distribución asintótica de la integral de
correlación bajo la hipótesis nula de que la serie temporal estrictamente
estacionaria de variables aleatorias se encuentra idéntica e independientemente
distribuida, es:
—N(O,l) (22)
a(r,m)
con
“‘-y
c2(rmY4[K(r)m ÷2Z (K(r)’~~C(r9’±(m—1 )2C(r)2n —m2Kfr)cfr)2m-2)] (23)
donde las constantes 67(r) y K(r) se definen como
C(r) zE[H(r — y —y 1)]
K<r)zzE[H(r—Ly, t).H(r’-k -YA)] (24)
y K(r)>C(r~.
Para lautilización del test BUS en ladetección de dependencias temporales
o de no-linealidades en la serie —en este último caso cuando la serie ha sido
previamente filtrada por un modelo ARMA— será preciso obtener el valor del
estadístico W(r,m) asociado a la serie temporal y compararlo —el estadístico es
a una cola— con los valores tabulados de la N(0, 1), rechazándose la hipótesis
nula de lID cuando W(r,m) sea grande —posiblemente mayor que 2—- Para ello
necesitamosademás de los valores calculados para C(r,m)y C(r, 1), obteneruna
estimación de la varianza ¿(r,m), esto es, necesitamos estimar las constantes
K(r) y C(r). Brock, Dechert, LeBaron y Scheinkman (1996) muestran que estas
constantes se pueden estimar consistentemente por:
É(r)zC(r,í)
É{r)~K(T,r) 6 2 h/yfy~yk) (25)
T(T—1)(T--2) í==
1=~=r
con h/x,y,~ [0(r—jx—yI>t(r—Ix-zj)9(r —[z —yI¡j -
3
E! contraste de la hipótesis nula debe realizarse calculando el estadístico
BDS, W(m,r), para varias dimensiones de inmersión y para varios valores de r.
En cuanto a la elección de r, quizás el elemento de mayor arbitrariedad de este
test, existen varias propuestas (Brock, Dechert, LeBaron y Scheinkman, 1996,
p.219). Nosotros nos decantamos por el enfoque de Brock, Hsich y Lebaron
(1991, p. 50-53) quienes recomiendan elegirr entre 05 y 1.5 veces la desviación
típica de la serie temporal.
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En la tabla XXmostramos los resultadosde laaplicación del test BDS sobre
un conjunto de series temporales. El tamaño muestral de todas la series es de
500 datos, Hemos seleccionado series generadas por 7 procesos no-lineales y
una generada por un modelo ARIMA (2,1) —figuras XX a XX—. Entre los e
procesos no-lineales hemos incluido tres procesos puramente estocásticos un
proceso ARCH, un proceso GARCH y un proceso de medias móviles no-
lineales —NMA---24. Tanto estas series como la correspondiente al modelo a’
ARMA han sido tomadas de Barnett et al. (1997). Las series no-lineales
deterministas corresponden a las soluciones de cuatro sistemas en régimen
caótico:la aplicación de Henon —crí 4; b0. 3-—, la logística ~p=t4~, el modelo —
de Lorenz —o=l0; r28; f3=8/3— y el de Róslsler—a=0. 1, MO. 1 c1 4—, estos dos
últimos muestreados a intervalos unitarios de tiempo. En todos los casos se ha
efiltrado la serie por el modelo ARMA que mejorajuste la serie, eligiendo como
criterio de selección del orden del polinomio autoregresivo y de media móvil,
el Criterio de Información de Schawrz —C1S25. En la tabla se muestran los
e
resultados del test BUS para la serie original como en su caso, paralos residuos
del filtro lineal aplicable —sólo la serie del proceso ARMA, y del sistema de
Henon y de Róssler admiten la modelización lineal según el CIS—. El estadístico
W(m,r) —que recordemos se distribuye según una Normal(0, 1) a una banda— se
ha calculado en cada caso para dimensiones de inmersión m=~2 hasta m4 y
considerando cuatro posibles valores parar entre 0.5 y 1.5 veces la desviación
típica de la serie temporal. Los resultados parecen rechazar correctamente la
hipótesis de linealidad en todas las series consideradas a excepción de la serie
generada por el proceso GARCH26. De hecho, el test BDS no es consistente a”
frente a cualquier tipo de no-linealidad, ya que su potencia para detectar, por
ejemplo, procesos GARCIl es nula (Brock y Lima, 1996, p329-33O). A pesar
de ello, el estadístico BDS parece recoger de manera aceptable el resto de SI
comportamientos no-lineales —de carácter determinista o puramente aleatorio—
e
24 Proceso ARMA(2. 1 ):X(t)=O8X(t-1 )+O. 1 5Xq-2)+u(t)4-O3u(t-l):conX(O~l. X( l)=O.7
Proceso ARCI-l: X(t)=(14{)5X(t-l)2)1’2 u(t): con X(0y0.
Proceso GARCH:X(t»~h(t)”2u(t); con frt)”l+O IX(t-l V4-OSWt-l>. h(O)1 y X(O)0
Proceso NMA: X(t)=u(t) +O.Su(t-1)-u(t-2)
u(t) - N(O. 1).
e
25 Recordemos que elcriterio de información de Schawrz o bayesiano considera queel
numero términos a incluir en el modelo es aquél para el cual se minimiza la siguiente
expresión: e.
InN
‘1
A1 T~
1
SI
siendo .\J el tamaño muestra): ñ,el error de la regresión en el instante 1; y k el número de
parámetros del modelo. Es decir, este criterio busca aquel modelo para el cuál se minindza
la suma cuadrática de los residuos pero penalizando por el excesivo número de parámetros
incluidos en el modelo, SÉ
26 Estos resultados coincidencon los obtenidos por Barnett et al. (1997).
u
a’
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y es por ello que es uno de los test más frecuentemente utilizado en las
aplicaciones empíricas para la detección de caos en series temporales.
TABLA XX Test BDS
r m=2 m3 m=4 m5 m6 m=7 m=8 m9 m10
<
<
<
1.902
2.743
3.957
5.706
216.766 346.604 605842 1127638 2235596 4677739 10182.922 22886.385 52922651
162.772 228.910 338.097 626.922 860009 1453691 2535.686 4539.623 8287.133
106285 129825 162.491 210.617 282.222 388.176 546.906 767.113 1149778
66.096 70404 75.445 82.576 92.174 104542 120.271 140.123 165094
~ 0.492
0.709
-1.092 -1.325 -1.190 -1.646 -2.318 -4.258 4.795 -3.859 -3169
-1.240 -1.109 -1.044 -0.886 -0.995 -0.562 -0600 -1.055 -0.592
1.023 -1.175 -0.930 -1.029 -0.972 -1060 -0.907 —0.543 -0.386 -0.401
1.476 -1.442 -1.338 -1.384 -1.279 -1276 -1.161 -0.912 -0.774 -0771
0.647 5836 6.043 5083 3.893 3.839 4.148 1.869 -1.556 -2.825
Q
Q~
0.934
1.346
6.101 6.507 5888 5.221 4869 4.447 4.738 4.560 3.761
6.347 6535 5.949 5.580 5.358 6.237 5.438 5.278 4.977
1.942 6.203 6.578 6.211 5.801 5.390 5.270 5.275 5.130 4.953
<
0.606
0.874
4.041 4.678 4.350 5.007 5.634 4.691 3654 -1.066 -2.997
4.304 5.079 4894 5.251 5.249 4.989 4.202 2.732 2.397
z 1.261
1.819
4.402 5.184 4.976 5.038 5.026 4.931 4.536 4.135 3841
4.185 5.129 4.873 4.917 4.959 4.972 4.770 4.562 4.298
o
o
1.492
2.151
0.046 0.383 0.705 0.194 -0.350 0.204 -1.739 -3.619 -2.968
0.209 1.165 1.588 2.175 2.479 3.021 3.691 4.144 6.586
3.103 0.113 1.090 1.534 1.960 2.136 2.326 2.761 2.955 3.144
0 4.475 0.170 0.923 1.327 1.811 2.009 2.226 2.484 2.605 2.599
0.363 84.019 139.704 214.105 355.322 629.182 1189.693 2349.969 4846.216 10288.036
d
d)
0.524
0.755
55.022 69.431 88.549 115.948 160.129 235.246 357.549 554.785 893.068
35.230 33.215 37.005 38.783 43.188 51.561 62.065 74.914 91.460
1.090 J6.309 10.251 10.641 8.620 8.548 9.365 10.623 11.614 12.683
e
e
e>
~
0.317
0.457
0.659
31.007 55.507 114.816 214.834 424008 875.635 1868162 3991.060 8672.798
23.217 37.703 59.559 83.458 125.153 198.838 320.885 515.064 835.067
15.744 22.095 27.233 31.224 36.426 45.644 57.735 72.021 90.563
0.951 8.113 9.294 7.777 7.352 6.694 6.867 7.379 8.102 8.996
0.175 340.583 457.097 594.696 802.817 1114.971 1646.023 2386.678 3416.994 5380.456
.~-
o)
o
0.252
0.364
0.524
305.305 345.547 371.385 418.894 479.334 563.896 667.924 785.842 960.495
119.505 105.494 98.564 93.894 89.701 86.790 83.533 83.951 86.757
9.078 1.083 0.753 -0.271 -0.620 -1.117 -1.338 -1.270 -1.303
4.030 9.982 22.280 31.954 43.574 53.833 66.941 77.750 75.832 123.724
5.812 3.411 9.453 13.204 16.521 17.573 19.230 23.610 26.380 35.083
o 8.382 -0.466 1.004 3.166 4.115 3.820 3.908 3.826 3.294 3421
ItOfiS 4.386 -6.145 -3.908 -2.620 -2.444 -1.866 -1.542 -1.691 -1.439
5.907 170.853 563.150 1338.8563172.994 7845.73420210.886 54044.595 149072.884421338.605
‘o
o,
2
8.519
12.286
17120
110.474 332.414 650.218 1208.073 2288.801 4470.443 9021.439 18688.036 39617.974
40.734 132.886 226.717 344.920 517.843 788.169 1227.004 1942.394 3130.012
10.810 32.123 57.886 78.089 98.495 122.670 153.140 191.766 242.078
1.008 15.100 24.794 35.986 55.644 99.253 193.359 419.924 1001.844 2457.001
O
OZ
1.454
2.097
3.024
13.779 20.261 26.346 32.919 43.705 59.880 89.679 144.088 247.542
12.469 16.117 19.701 21.858 23.900 26.012 29.173 33.882 41.819
9.948 10.908 13.231 14.011 13.928 13.473 12.414 11.375 10.965
Las series RARIMA, Rhenon y Rrossdx corresponden a los residuos de los filtro ARMA(2, 1),
ARMA(3,1) y ARMA(3,4) respectivamente. Nótese que la serie RARIMA constituye un
proceso del tipo camino aleatorio gausiano.
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El test de Kaplan
Un segundo test que utilizaremos en nuestras aplicaciones para la
detección de no-linealidades es el desarrollado por Kaplan(1994>. Este test fue
formulado originalmente para la detección de determinismo en la dinámica
subyacente a una serie temporal. aunque posteriormente ha sido utilizado para
contrastar —con una potencia superior a otros tests cuando se aplican sobre
series temporales cortas— la hipótesis de no-linealidad —determinista o
estocástica—en el proceso generador de la serie temporal (Barnett et al.. 1995.
1996 y 1997).
Este test se basa en las propiedades de continuidad de laórbita descrita
por un sistema dinámico determinista en el espacio de fases. Como ya se ha
comentado, cuando se representa la trayectoria descrita por una serie caótica.
muchos de los test tradicionales son incapaces de distinguir cuándo esa serie
procede de un sistema caótico determinista y cuándo procede de un sistema
puramente estocástico. Para detectar posibles pautas deterministas en la
evolución de una serie temporal, las distintas herramientas desarrolladas en los
capítulos 4 y 5 se fundamentan en la representación de la trayectoria como una
órbita en el espacio de fases- En este sentido, el test propuesto por Kaplan trata
de encontrar lapresencia de unaestructura determinista en la órbita descrita por
un sistema en el espacio de fases, basándose en la continuidad de dicha órbita
en el espacio de fases. Dicho test trata de explotar lasiguiente propiedad de los
sistemas deterministas. Si existe una ley determinista en la evolución de la
órbita, entones si dos puntos o estados estánjuntos o próximos en el espacio de
fases, sus respectivas imágenes resultantes de la iteración del sistema también
estarán próximas; por el contrario, si el sistemas es estocástico las imágenes
correspondientes a puntos próximos pueden estarmuy alejadasen el espacio de
fasesya que apartir de un mismo estado un proceso estocástico puede admitir
distintas realizaciones.
Comodecimos, explotandoesta propiedad de los sistemas deterministas,
Kaplanha construido un estadístico relacionado con la distancia mediaentredos
puntos y sus respectivas imágenes. Más concretamente se considera el hecho de
que si unaserieprocede de un sistema dinámico determinista, entonces existirá
una función determinista —desconocida—fi-), tal que x,~,~fix,), donde x, es el
vector de estados en el instante t y x, .,~, su imagen. El test de Kaplan examina
la evidencia sobre la continuidad de la función desconocidaft-) proporcionada
por la órbita reconstruida por el método de los retardos a partir de una serie
temporal observada. En este sentido, cuando el proceso generador de la serie
es determinista, entonces, si la dimensión de inmersión es la adecuada, dos
puntos próximos lo serán por la propia dinámica del sistema, y sus respectivas
imágenes también estarán próximas —si el sistema es caótico la dependencia
sensitiva hará que dichas imágenes se vayan separandoa medida que se itera e]
sistema, pero en sistemas disipativos, éstas estarán suficientemente cerca en la
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primera iteración—. Es decir, si el proceso generador de la serie es determinista
~ si x, yx, son dosvectores de estado que se encuentran próximos en el espacio
de fases, sus imágenes. x.~,, y x, -dt también estarán cercanos en el espacio de
fases, ya que, ambas se obtienen por la aplicación delmismo sistema dinámico u-
deterministafi—). Por otro lado, si el proceso generador de laserie espuramente
estocástico. entonces, las imágenes pueden estar muy alejadas.
a
El test de Kaplan se construye a partir de las denominadas distancias
delta y epsilon. donde delta mide la distancia entre dos estados o puntos de la
órbita reconstruida por el método de los retardos q. 5,,4x,-xj, y epsilon es la a’
distancia entresus respectivas imágenes, c~,fflx, - ‘dÁ- El valormedio de todos
los valores de s~, para aquellos puntos II suficientemente cercanos, a,,K/”. se
SIdefine como s(r). Entonces, para un sistema perfectamente determinista conf
continua, se tendráque c(r) tiende a cero cuando r tiende a cero —en sistemas
deterministas, a partir de un mismo punto, el sistema determinará también una
a
misma imágen—. Para un sistema que no sea perfectamente determinista, por
otro lado, s(r) será positivo —en procesos estocásticos, a partir de un mismo
estado se pueden obtener distintas realizaciones del proceso—. Así, una forma SI
de comprobar cuándo un sistema es determinista es calculando el valorde 8(r)
cuando r tiende a cero, ya que a diferencia de los sistemas deterministas. 8(r)
tendrá una cota inferior estrictamentepositiva si el proceso generador de la serie
es estocástico.
Kaplan propone estimar s(r) con nO a partir de una serie temporal a e
través de la regresión lineal:
g rK±fr5+¿¿ (26) SI
‘1 q
para aquellos pares de puntos ~/suficientemente cercanos, fr,-cr,y donde u,, es
un término de error. Laconstante K estimada será utilizada como estadístico del
contraste, ya puede interpretarse como el valor medio 8(r) cuando r ~O.
e
Existen sin embargo una serie de limitaciones parautilizar este testpara
el contraste de la hipótesis de determinismo frente a la alternativa de procesos
subyacentes puramente estocásticos. Estas limitaciones procedendel hecho de e
que a pesar de que cuando el sistemas generador de la sede es determinista de
dinámica simple el valor esperado de K es cero, cuando el sistema es caótico
determinista habrá una cota inferior mínima para el valor estimado de K que a
estará relacionada con la dependencia sensitiva respecto a las condiciones
iniciales —los errores de medida tambiénpueden hacer que aparezca un valorde
K>O-. —
Así para contrastar la hipótesis nula de que la serie procede de un
sistema detenninista habrá que estimar el estadístico K a partir de la serie —
original y comparar dicho valor con elcorrespondiente a la hipótesisalternativa
a
e
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de que el proceso generador de la serie de carácter puramente aleatorio- De
esta forma, para aceptarla hipótesis de determinismo el valor de K estimado
deberá ser estrictamente menor que el correspondiente al proceso generador
estocástico bajo la hipótesis alternativa. Desafortunadamente, y debido a la
multitud de posibles procesos estocásticos que pueden suponerse para la
hipótesis alternativa, el test de Kaplan no seencuentra tabulado para contrastar
la hipótesis de determinismo.
Lo que si resulta posible es utilizar el test de Kaplan para contrastar la
hipótesismenos restrictivade no-linealidad---deterministaoestocástica—. frente
a la alternativa de que el sistema generador es puramente estocástico y lineal.
Para ello habrá que comparar el valor estimado del estadístico K obtenido a
partir de la serie original con el valor de K que se obtendría si la serie hubiese
sido generada por un proceso puramente estocástico y lineal.
Para laobtención del estadístico K bajo la hipótesis de linealidad. será
necesario que el proceso lineal estocástico bajo esta hipótesis pueda haber
generado la serie original con una alta verosimilitud. Kaplanutiliza lahipótesis
de normalidad para generarun conjunto de series sustitutas de laserie original
—series subrogadas—,generadas porsistemas estocásticos lineales generales con
el mismo histograma, amplitud y función de correlación que la serie original.
Con estas series subrogadas se pueden estimar los valores esperados para el
estadistico K bajo la hipótesis alternativa de linealidad, y por ello, la hipótesis
nula incluirá no sólo los sistemas caóticos deterministas sino también los
sistemas estocásticos no lineales- Es por ello, que este test no puede utilizarse
para detectar caos, sólo no-linealidad, aunque cuanto menor sea el valor
estimado de K mayor el nivel de determinismo presente en la serie.
El procedimiento del test de Kaplan para contrastar la hipótesis de no-
linealidad —determinista o estocástica—puederesumirse de la siguiente manera.
Primero se construyen un conjunto de series subrogadas procedentes de
sistemas normales linealesestocástícos generales que replicana laserie original
—con el mismo histograma, amplitud y función de correlación—. Entonces se
calcula el estadístico de Kaplan para estas series subrogadas —que
denominaremos KS— correspondientes a la hipótesis alternativa de linealidad -
Los valores AS así obtenidos constituirán la cota superior para la posible
presencia de comportamientos no-lineales.
A continuación se calcula el estadístico K para la serie original. Si su
valor es menor que el correspondiente al obtenido con las series subrogadas,
entonces habrá que rechazar la hipótesis de linealidad. Si por el contrario el K
estimado con la serie original es igual o superior al correspondiente a las sedes
subrogadas entonces habrá que rechazar la hipótesis de no-linealidad.
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La distribución de este estadístico no está tabulado. Sin embargo. u’
Kaplan propone dos cotasmáximas parael contraste de lahipótesisnulas de no-
linealidad. La primera será el mínimo KS estimado a partir de las senes
subrogadas. La segunda cota máxima propuesta por Kaplan será la media e’
geométrica de los KS’ calculados para todas las series subrogadas menos 2 o 3
veces la desviación típica de todos los KS estimados.
SI
En nuestras aplicaciones utilizamos 20 series subrogadas calculadas
utilizando el anterior procedimiento propuesto por Kaplan—procesos gausianos SI’
estocásticos lineales generales con el mismo histograma, amplitudy función de
correlación que la serieoriginal—27. Los valores delestadístico K se calculanpor
la constante estimada en la regresión (9-16) utilizando todos aquellos pares de
epuntos reconstruidospor el método de los retardos para los cuales AS,, es inferior
a cierta proporción de la desviación típica, en panicular, hemos utilizado
aquellos pares para los cuales 5jr= 1-5-c~—siendo a~ la desviación típica de la —
serie original—28.
En nuestras estimaciones utilizaremos el método de los retardos para la
reconstrucción de las órbitas, y pre-filtraremos las series temporales originales
por un filtro lineal general siguiendo la metodologia de los modelos ARMA en
caso de que ello sea necesano. a
En la tabla XX mostramos los resultados del test de Kaplan para el
mismo conjunto de series que las empleadas en el test BDS. Como se observa, a
los resultados obtenidos evidencian que el test de Kaplan es capaz de recoger
la dependencia no-lineal presente en las series —una vez que éstas son filtradas
por los correspondientes modelos ARMA—. SI
Estos resultados corroboran los obtenidos por Bamett et. al. (1997),
equienesmuestranque esteestadístico es bastante robusto incluso con series más
cortas que las aquí empleadas. Nuestro resultados sólo discrepan de manera
significativa respecto a los de estos autores cuando se analiza la serie
eprocedente del proceso GARCH, ya que al igual que ocurría con el test BUS,
el de Kaplan tampoco es capaz de captar la dependencia no-lineal presente en
esta serie. Es porello, que completamos estos test con el propuesto por Engle
(1982) para detectar procesos ARCH.
__________________ SI
27 Para el cálculo del tesí de Kaplan utilizaremos los algoritmos proporcionados por el
propio Kaplan (1996) para el programa Mat¡ab.
28 La elección del valor r adecuado para estimarel valor del estadístico K es quizás el
elemento más arbitrario de la aplicación de este test, y pueden utilizarse otros criteriospara
su elección. En particular, Kaplan propone estimar la regresión (916) utiJizando los 500o —
2000 pares de puntos con una menor distancia B,,.
e.
e
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Tabla XX. Test de Kaplan
Ksmean 1290 IZO 1.140 1.007 1.058
4 KSstd = 0.074 OflBS 0105 0.070 0.105
1<8= 1.141 <L036 0929 0.926 0848
KSmin= 1.161 0.967 ‘OSBI 0869
Ktest 1.027 0,952 0.872 Ó~79O 0.733
Ksmean = 1.102 1.tII 1.116 1.004 1.124
KSstd = 0.010 0.04t 0.047 0,079 0.126
1<5 = 1083 1.030 1023 0306 0.872
KSm¡n = 1.075 IA?02 1.033 ‘0.925 0.916
Ktest = 1.132 1409 1196 1.145 1152
KSmean 1438 1.442 1.451 1.488 1.438
KSstd = 0.028 OA)50 0.071 . 0.123 0.159
C.) 1<8= 1.381 1.331 1.310 1.223 1119
KSniin = 1.370 1,329 1.237 .1<218’ 1.122
Ktest = 1.329 <171 1.107 1483 1.053
KSmears = 1.362 ... ‘1,365. 1.403 1,353 1.388
KSstd= 0.029 ‘0,048. ‘ 0.089 . 0128 0.151
1<5 = 1.304 1,268 1.225 ‘ .1,097 1.087
Z KSrnÍn= 1.305 ... 1.200 .... 1.280 .1.074 1.098
Ktest = 1.299 LIBí 1.163 11171 1.011
Ksmesn 3363 3.336 3.326 3.420 3.469
2:
KSsW = 0055 0.147 0209 ~317 0360
KSmÍn = 3253 3,015 2.827 2,711 2.943Ktest= 3.330 . 3S$8. 3131 .... 1*1... 2.874
Ksrnean = 0.799 0~77I 0.787 ‘0171 .... 0.753
KSstd= 0.016 0,029 0026 0,044 0.064
1<5 = 0.767 arta 0734 0063. 0.626
2: KSrnin = 0.765 0120 0747 0.674 0662
Ktest = 0.133 .... t02 0054 0<064 0.076
KSmean = 0,733 0128 0.739 0.716 0.734
KSs.td = 0.012 DM30 0.032 0034 0.057
1<5 = 0.709 URS 0675 0647 0.619
KSmin = 0.710 0675 0.673 . ‘0<064 0617
<tasI = 0.578 . O3YO 0235 0.260 0.193
Ksmean= 0.397 0A02 0402 OAQZ ,... 0.400
KSsld= 0006 0,012 ‘ 0,013 : 0<015 0.020
—
—‘
1<5 =
KSmin =
0.385
0.384
‘0:379
O~Sé4
0.375
0,378
, : asii
0,Srs.
0.361
0.373
-
Ktast = 0.008 0.013 0023 1Z021 0.056
KSn,ean= 9.297 9245 9298 ,240 9236
K5SIII = 0.161 O.3’33 0376 . “. 0:760 0704
1<5= 8.976 8,579 8545 7,725 7828
O KSmín= 8.994 0.024 8404 . &290 7951
Ktest= 7.862 O.Bfl 7.323 7.262 7.957
KSmean = 12.272 tWZ 4545 ‘4.040 4556
KSstd = 0.289 0110 0338 055* 0673
1<8= 11.695 7232 3869 ... 3<484 3209
E Ksrnin= 11.632 tM4 3984 .... ~Z2.., 3030
Ktest = 11.345 0.292 0.341 . 0,175 0.215
Ksmean= 2.226 2,252 2.307 Z218 2240
‘o
‘o
o
KSstd =
1<8=
KSmin
0.044
2136
2.143
00fi4
Z005
¿lOS
0.156
1.994
1.945
‘ 0<101
1,05
‘. 192?
0.257
1726
1806
Ktest= 1.890 tM5~’ 1.765 ‘ ‘1:499 0942
ramaflo muestral de las series N=500: su: dimensión de inmersión; retardo para la reconslruceión t=I;Ratardo para
cálculo dc la imagen dt=J :KSmean: estadistico K medio para las 20 series subrogadas: KSsIJ: desviación tipica del
estadístico Rda las 20 series subrogadas: KS: Ksn,ean -2KSstd: Rsniin: mínimo estadístico K obtenido a partir dc las 20
seriessnhmgadas: Ktest: estadístico Kpara cada una de las series. La hipótesis de dependencia no-lineal se rechaza cuando
Ktest>ks o Ktest>-Ksmin
1 m1 m2 m3 m=4 m5
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El test ARCI-l-LM de Engle y el análisis del correlograma de
cuadrado de la serie temporal.
Debido a las dificultades que presentan los anteriores test de no
linealidad para discriminar entre ruidos caóticos y procesos de varianza
condicional autorregresiva AiRCH -—Autoregressive Conditional
Heteroskedasticity— así como sus distintas generalizaciones cuando se utilizan
series cortas, complementaremos el análisis de la no-linealidad con el
tradicional test LM para el contraste de modelos ARCH. Estos modelos
introducidos por Engle (1982) describen series con periodos de alta volatilidad
seguidos de penados de baja volatilidad —persistencia en la vanianza—, es decir,
series heterocedásticas donde el tamaño —varianza— de los residuos en cada SI
instante del tiempo parecen estar correlacionados con el tamaño de los residuos
en peniodos precedentes —grandes cambios en la serie seguidos por grandes
cambios y pequeños cambios en la serie serán seguidos por otros también de
pequeña magnitud—. Los procesos ARCHQJ) pueden escribirse de manera
genérica como (Hamilton 1994, pp657-664):
(27) SI
con — lID N(0, 1) y siendo h, la vanianza condicional del proceso:
p
h,=w±E~ (28)
,=1
SIEngle (1982, p. 1000) propuso un test LM —Lagrange mull¡’piier— para
contrastar la hipótesis nula de que a1a, - .=; ~0, que sigue una distribución
tr) bajo la hipótesis nula de ausencia de dependencia ARCH.
En nuestras aplicaciones completaremos este test LM con el análisis del
correlograma de e1
2, para la cual aparecerán correlaciones significativas
correspondientes a la estructura autoregresiva de su vanianza condicional
(Bollerslev, 1988).
a
Cuando la serie temporal sigue alguna de las distintas generalizaciones
de estos procesos ARCH29, cabe esperar que la aplicación del testLM sea capaz
a
29 Estas generalizaciones incluyen, entre otras, a los procesos GARCH(p.q) introducidos
porBollerslev (1986) donde lavarianza condicional del proceso se especifica ahora como: —
e
Otrasgeneraiizaciones son las constituidas por ¡os procesosTARCH —Threshold ARCH—
(Glosten, Jagannathan y Runkle. 1993) para loscuales:
SI
h¿;+a
1-c/11.§1-w’e11+frh,1 I~1=LS¡ ~ 11~1=0 si
a
e
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de detectar la posible estructura autoregresiva en su varianza condicional. El
mismo resultado se obtendria al analizar el correlogrania del cuadrado de estos
procesos.
Por otrolado, debemos recordarque los procesos caóticos deterministas
presentan también una estructura no lineal, y por tanto, el análisis del
correlograma del cuadrado de una serie temporal caóticay la aplicación del test
LM también pueden revelar cierta dependencia autorregresiva como ya fue
analizado en el apanado 41, por lo que en realidad este test tampoco será
capaz de discriminar entre procesos no-lineales puramente estocásticos de los
caótico determinista.
Tabla XX, Test ARCH-LM de Engle
Estadístico E Estadístico nR2
ARIMA ¡ 1325.35 419.64(0.00) (0.00)
209 * 2.09’1(015) (0.15)
ARCH 1 6t03 54.57<0.00) (000)
NMA 1964 1897<0003 (0003
GARCH 0.42 * 0.42 *(0.52) <0.523
henx 4470 10628(0.00) (000)
Rhenx 2735 9027
(000) (0.00)
219~ 219*
(014) <014)
ordx
1825 17.68
(0003 (000)
rossdx
238.61 351.10
(0.003 (0.003
Rrossdx 36.68 3428<0.00) (000)
Probabilidad de Aceptar la hipótesis nula
—ausencia des estn¡ctura ARCH— enfreparéntesis.
En la Tabla XX se muestran el estadistico F y el estadistico nR2 del test
ARCH-LM de Engle para el conjunto de series seleccionadas anteriormente
para mostrar la potencia de los test de no-linealidad. Como se observa, sólo en
tres casos se puede aceptar la hipótesis nula de ausencia de autocorrelación no
lineal en la varianza condicional del proceso subyacente generador del proceso
o los procesos EGARCH —exponential GARCB— (Nelson, 1991) donde:
logh¿<%-t-~ a4¡v
1,í —E]vJ +~3v,j
con ~ —lID N(O,l> en (16).
CAPíTULOS LA DETECCION DEL CAOS EN LAS SERIES TEMPORALES ECONÓMICAS 8-41
ARMA sil MRkA .0< RARAAO V
5- _________
<‘ ~II~IhIIIIUl¡íuan,~.~. 054 —~
— -— ‘ 1 ~vsx:voxo~I.. “‘1
_________ ______________ 8<
ARMA 1 PaCí FL>»AA MRWAMQ
054
- ------~ o ‘--~--~ ~---- -
-
311 ~ ~
—ausencia de estructura ARCH—: en la serie de residuos del modelo ARMA, en
el proceso GAACH y en laecuación logística. Así, mientras que el test de Engle —
recoge correctamente el paseo aleatorio gausiano del filtro ARMA, falta a la
hora de detectar las no-linelidades del proceso GARCH —hasta aquíse obtienen
los mismos resultados que con el test de Kaplan y el BDS— y de la aplicación
logística.
En las figuras XX a XX mostramos el correlograma de las series así e
como de sus cuadrados —en su caso de los residuos del filtro lineal aplicado—.
Como se observa, este análisis del correlograma es capaz de revelar la
estructura no-lineal en los procesos generadores de las respectivas series a —
excepción, de nuevo, del proceso GARCH —también en la serie generada por
la aplicación logística—.
e
Nótese igualmente, que las series para las cuales hemos aplicado un
filtro lineal ARMA según el Criterio de Información de Schawrz —serie ARMA,
henx y rossdx—, son precisamente aquellos en los que el correlograma de laserie
original presenta algún valor para la función de autocorrelación simple o parcial
significativamente distinta de cero, y que con dicho filtro se recoge dicha
e
estructura lineal al aparecer un correlograma plano en las series de residuos de
los correspondientes modelos.
_______________ e
ARCH aof ARCH’2
051
05
•1’
0
2 O~
1 1
¡ ____________________________________________________
0.
2 ~
-05~
ji SI
pací ARCH’2
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asÍ 0’
— e- o no o o> ej .- II
-054 y
Al_______________ e
a
e— o no <o a, ej 0 ¡
pacf ARCH
aol
1
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—l ¡
Figura 32
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El análisis RIS como test de No-linealidad
En el capítulo 3 introdujimos el análisis BIS y el exponente de Hurst
corno un instrumento complementario al correlograma y el periodograma para
captar cualquier tipo de dependencia lineal o no lineal así como la existencia de
comportamientos cíclicos medios —memoria— en la dinámica subyacente a una
serie temporal. En relación con este análisis BIS se introdujo también el test de
Anis-Lloyd (1976) para contrastar la hipótesis de que el proceso sigue una
distribución del tipo camino aleatorio gausiano, es decir, que constituye una
sucesión de variables idéntica e independientemente distribuidas N(O, a) Como
ya comentamos, el análisis 105 y el test Anis-Lloyd puede ayudar en la
detección del caos determinista en la medida de que permiten confirmar la
presencia de ruidos distintos al blanco —mido rosa persistente o mido negro
antipersistente—, y con ello la posibilidad de que la serie temporal haya sido
generadaporprocesos caóticos donde la persistencia o antipersistencia de la
serie vendrá dada por la dinámica determinista subyacente. Recordemos, sin
embargo, que los sistemas en régimen caótico no son los únicos capaces de
generar ruidos coloreados. Los procesos puramente estocásticos -lineales y no
lineales- también pueden generan ruidos distintos al blanco cuando éstos están
correlacionados en el tiempo. Es por ello que el análisis B/S y la estimación del
exponente de Hurst no constituye en si un test directo para contrastar la
existencia de comportamiento caótico, aunque sí permite rechazar la hipótesis
de comportamiento aleatorio del tipo mido blanco.
El análisis R/S y el test de Anis-Lloyd pueden considerarse, por tanto,
como un test para contrastar la existencia de 11113 en el mismo sentido que el
anteriormente analizado test BDS —con la diferencia de que aquí se impone
adicionalmente la hipótesis de Normalidad—. Proponemos por ello, completar
los anteriores test para la detección de comportamientos no-lineales ya sean
éstos estocásticos o deterministas con el test de Anis-Lloyd. Para ello, deberán
utilizarse filtros lineales generales del tipo ARMA con los que intentar pre—
blanquear la serie, Posteriormente, la aplicación del test de Anis-Lloyd sobre
los residuos de dichos filtros lineales se utilizará., de manera análoga al test
BDS, para tratar de contrastar si con este tipo de filtros se está recogiendo toda
la estructura o dependencia temporal presente en la serie, o si por el contrario
queda parte de dicha estructura temporal sin explicar, en cuyo caso deberá ser
de carácter no-lineal En conclusión, si mediante la aplicación de un filtro
ARMA las series no presentan comportamientos significativamente distintos al
ruido blanco deberemos rechazar la hipótesis de comportamiento caótico en la
serie original, esto es, deberemos aceptar que la persistencia o antipersistencia
de la serie viene explicada por un proceso lineal y por tanto no caótico.
En la tabla XX mostramos los exponentes de Hurst estimados así como
el estadístico de Anis-Lloyd para las series utilizadas anteriormente con el resto
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de test de no-linealidad. Recordemos que este estadístico se distribuye como
una N(O, 1) bajo la hipótesis nula de que los datos de la sede están lID N(O,o).
Los resultados parecen recoger bastante bien la estructura no lineal subyacente
en las sedes. Se acepta la hipótesis nula en el caso de los residuos del modelo
ARMA, que constituyen efectivamente un verdadero camino aleatoriogausiano
y en el proceso. Tampoco se puede rechazar, erróneamente, la hipótesis nula
para el caso de la serie ARCI—I. Para el resto de series, con mayor o menor
intensidad se rechaza hipótesis nula, detectándose la existencia de ciertas
dependencias temporales —series persistentes o antipersistentes-— que tendrán
que ser de carácter no-lineal.
Tabla XX Análisis R/S y test de Anis-Lloyd
ARMA
RARMA
ARCH
NMA
GARCH
henx
RHenx
log4
lordx
rossdx
Rrossdx
Exponente
de Hurst
0.90
0.58
0.58
0.59
057
036
062
043
066
007
0.47
Estadística
Anis-Lloyd
15995
007
0.63
4.38
-381
-109.74
18.72
¡ -73.15
¡ 42.92
-255.01
-53-47
El exponente de Hurst bajo la hipÓtesis nula lID
N(0. o) es 0.58. El estadístico Anís-Lloyd se
distribuye baio la hipÓtesis nula N(O. 1
9.5. El test residual y el test del barajado.
Los test de no-linealidad presentados en el apartado anterior pueden
ayudar a detectar comportamientos caóticos en la medida de que la no-
linealidad es una condición necesaria para que un sistema dinámico pueda
generar soluciones caóticas. Sin embargo, la detección de no-linealidad no
implica necesariamente que el sistema subyacente generador de una serie
temporal sea caótico. Existen una gran multitud de sistemas no caóticos tanto
deterministas —que generan ciclos limite, movimientos toroidales cuasi-
periódicos—comopuramente estocásticos —procesos ARCH, GARCH, - - -— que
y
u
st
a,
e
a
e
e
e
a
e
SI
e
a,
a
e
e
e
-O
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también tienen una estructura no-lineal. Es por ello que pese a que los test de
no-linealidad suponenuna primera etapa fundamental en el proceso de detección
de caos determinista, deban completarse con la estimación de las medidas
invariantes del caos analizadas en el capítulo 5 —dimensión fractal, exponenetes
de Lyapunov y entropía de Kolmogorov— con las cuales si es posible contrastar
directamente la hipótesis de caos determinista.
El test Residual de Brock (1986)
Como ya se comenté en la introducción al presente capitulo existen
alunas dificultades que limitan la potencia de esos test para la detección directa
del caos cuando se aplican sobre las series temporales económicas. Así, además
de la calidad y cantidad de datos disponibles Brock(1986) y Brock y
Sayers( 1988) muestran cuando se aplican los test para la detección del caos
—exponente de Lyapunov, dimensión fractal y entrop9ia de Kolmogorov— se
aplican sobre series generadas por procesos autoregrasivos con raíces unitarias
—-o aproximadamente unitaria— o por procesos AR(2) lineales con raíces
complejas, los resultados pueden mostrar evidencia de comportamientos
caóticos de forma espúrea. Es por ello, que para evitar estos problemas de
forma que se mejore la potencia de estos test para la detección del caos, estos
autores recomiendan filtrar la serie con modelos lineales autoregresivos AR(p)
con los que extraer o recoger toda la posible dependencia lineal presente en la
serie antes de aplicar sobre ellas los test del caos I3rock( 1986, pi 80)
demuestra que al ser estos modelos lineales suaves en el sentido apuntado por
el teorema de Takens —apartado 5. 1—, tanto la dimensión fractal como el
espectro de exponentes de Lyapunov estimados con la serie original y con los
residuos del filtro lineal autoregresivo serán idénticos cuando la serie ha sido
generada efectivamente por un sistema dinámico caótico determinista. Por el
contrario, si la serie procede de algún sistema lineal autoregresivo, los residuos
no presentarán ninguna estructura dinámica y la aplicación de estos test
rechazarán correctamente la hipótesis de caos determinista.
Fernández Rodríguez (1995, Pp 162-165) generaliza los resultados de
Brock cuando su utilizan filtros lineales generales ARMA (p,q). Es decir, que
los residuos generados por el ajuste de un modelo ARMA sobre la serie original
pueden utilizarse para reconstruir el espacio de fases del sistema dinámico
desconocido generador de la serie.
Este test residual se tbndamentaen que aplicando el teorema de Takens
se demuestra que laevolución temporal que siguen las m-historias construidas
por el método de los retardos a partir de un observable, {y}, presenta una
dinámica conjugada con la del sistema original cuando dicho observable es una
función suave C2 de las variables de estado del sistema subyacente desconocido
-y¡=h(xj-- y la dimensión de inmersión m es suficientemente elevada Es decir,
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e.
que el atractor reconstruido a partir del observable presentará los mismos
invariantes dinámicos que el atractor original, no dependiendo la conjugación
de las dinámicas, de forma genérica, del observable concreto elegido —de la
función hQ) concreta, de la cual sólo se exige que sea suave—. Así, cuando sobre
el observable original se aplica un filtro lineal general ARMA(p,q) se seguirá
respetando las condiciones impuestas por el teorema de Takens para poder
reconstruir el espacio de fases original.
El test Residual propone, por tanto, comparar los resultados obtenidos
e
al aplicar los test del caos sobre la serie original observada y sobre los residuos
generados por el filtro lineal ARMA que mejor ajuste la serie. Si el proceso
generador de la serie es realmente caótico, entonces dichos resultados no deben
sufrirvariaciones considerables30. Cuando el proceso generador no sea caótico.
entonces los resultados obtenidos a partir de los residuos del filtro lineal.
deberánrechazarán la hipótesis de caos determinista aunque la serie original no a
sea capaz de hacerlo En este caso, no podrá mejorarse mediante el uso de las
técnicas del caos la explicación que sobre el comportamiento de la serie
proporciona la especificación ARMA. Si adicionalmente, los test de no- e
linealidad no son capaces de rechazar la hipótesis de que los residuos son lID
entonces habrá que aceptar que el proceso ARMA constituye el mejor modelo
univariante con el que recoger la estructura del proceso desconocido generador a
de las serie temporal.
e
El test del Barajado de Sche¡nkman y Lebaron (1989)
eOtro método con el cual se puede mejorar la potencia de los test para
la detección del caos es el test del barajado de Scheinkman y Lebaron (1989),
que, al igual que el test residual de Brock puede ayudar a detectar estimaciones
e
espúreas en la dimensión fractal y los exponentes de Lyapunov.
Este test se basa en el barajado o mezclado aleatorio de los datos que SI
componen la serie temporal a analizar —la serie original o los residuos de su
correspondiente filtro lineal—, de forma que con dicho barajado se rompa
cualquier estructura dinámica determinista —lineal o no-lineal— presente en los
datos Esto es, si en la serie analizada exisitiese algún tipo de estructura caótica
e
~ Pueden existir ciertas discrepancias entre los resultados obtenidos sobre la serie
original y sobre la serie de residuos del filtro ARMA(p,q) aunque el sistema generador de
dichaserie sea efectivamente caótico. Ello se debe, en primer lugar. a la posible coexistencia a,
de comportamientos caóticos con olios puramente aleatorios o lineales. Adicionalmente,
dichas diferencias podrán aparecer porque, como puede demostrarse, cualquier polinomio
MA(q) invertible puede transfornvirse en otro AR(~~). Es decir, cuando en el filtro lineal se
utilicen componentesMA, seestará recogiendo autocorrelaciones temporales lineales deorden
infinito —dependencias a largo plazo—, reduciéndose así parte dc la dependencia temporal
no-lineal del proceso caótico desconocido.
a
e
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determinista, ésta deberia desaparecer al barajada aleatoriamente la serie, que
debería a aparecer como incorrelacionada.
De esta manera, el test del barajado propone estimar la dimensión de
correlación y el exponente de Lyapunov sobre la serie original y sobre la serie
desordenada aleatoriamente. Entonces, si la serie procede de un sistema caótico
determinista ladimensión de correlación debe aumentar significativamente con
el mezclado, y desapareciendo, adicionalmente, cualquier exponente de
Lyapunov positivo. Por otro lado, si la serie original procede de un proceso
puramente estocástico —lineal o no lineal—, ni la dimensión de correlación ni el
exponente deberían sufrir grandes variaciones tras su barajado.
Amodo ilustrativo de la aplicación del test residual y el test del barajado
en la tabla XX mostramos los resultados de la estimación del espectro de
exponentes de Lyapunov —utilizamos el algoritmo NETLE de redes neuronales
artificiales— y la dimensión fractal —dimensión de Lyapunov y de correlación—
del atractor de Henon —a=l 4; b#)3— a partir de la serie temporal de la variable
x de tamaño N=500.
Tabla XX Test residual ydel barajado _____________
Serie Exponentes de Lyapunovmétodo NETLE Dimensiónde Lyapunov Dimensión deCorrelación
henx
.42
?~ =-163
N=498. rl
A-=l7
CIS= -19.97 (-.62)
DLZl26 D0ol41
Rhenx =23
k z~60
X~495. rlk=5
CIS=-1.86(-.90)
Djl.38 D6¿~2.29
BJ’zenx >~ =464 (-~)
k =-9.SS (-¾
N=498. t=1
CIS=-.58 (-63)
J3Rhenx
>~ =-2.61 (~o~)
?~ ~‘-2.96(~m)
N495. r1
CIS=-O.85 (-0.90)
DLzoo D<oo
henx seriYorijiinalRhenx: serie de residuos de la aplicación del filtro ARMN3.I) —-seleccionado por el C,-iterio de
jafonnación de Scha~trz—; Bhenx: serie original barajada~ Brhenx: serie de residuos barajada. N: tamaño de la muestra
en la estimación de la redneurónal artificial. t: retardo para lareconstnhcción: Ir: número denodos en la capa oculta: 015:
Criterio de información, de Scha,rz para la selección Jet <entre paréntesis CtS para k’=O>.
Como puede observarse, en cuanto al test residual, aunque hay una
caída en el exponente máximo de Lyapunov estimado, y un aumento en la
dimensión fractal estimada —sobre todo cuando se utiliza la dimensión de
correlación— el exponente de Lyapunov positivo junto a la convergencia de la
dimensión de correlación —figuras XX y XX parecen revelar la presencia de
comportamiento caótico en el proceso generador. Por otraparte, este resultado
8-48
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a,
u
e
a
u’
Figura 39 Dimensión de correlación serie henx.
e
se ve reforzado cuando se utiliza el test de barajado, ya que en ambos casos
desaparece claramente el exponente de Lyapunov positivo y sin que se alcance
una convergencia clara en la dimensión de correlación —figura XX—, es decir,
los resultados parecen evidenciar que existía una dependencia temporal en las
series que ha sido destruida con el mezclado o barajado de las senes.
a
e
e
a
e
a
e
Figura 40 Dimensión de correlación serie de residuos Rhenx a
a,
e
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Figura 42 Dimensión de correlación Sserie barajada residuos filtro
829
5.09
¡ 3.39
1.89
w
1 2 3 4
Figura 41. Dimesnión de correlación para la serie original barajada
—Bhenx—
o
7.71
5.76
3.95
1.92
o
-‘o
lineal —BRhenx-—
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CAPÍTULO 9
ANALISIS DE LAS SERIES
TEMPORALES DE LA ECONOMÍA
REAL ESPAÑOLA.
En este capitulo aplicaremos las técnicas para tratar de encontrar
evidencia de comportamientos caóticos no-lineales a partir de las series
económicas reales españolas.Existen en la literatura un gran número de trabajos
que tratan de detectar la presencia de no-linealidades y de caos determinista a
partir de series temporales económicas. Entre estas aportaciones, podemos
destacar las siguientes -
Uno de los primeros trabajos para la detección de caos determinista en
series macroeconómicas es el de Brock y Sayers (1985 y 1988) quienes analizan
las series de la tasa de desempleo, empleo, PNB real, Inversión y producción
real US de la economíanorteamericana—utilizan datos trimestrales desde finales
de los 40 hasta mediados de los 80—, no encontrando evidencia clara de caos
determinista de baja dimensión utilizando la dimensión de correlación —además
las dimensiones estimadas aumentan considerablemente para los residuos
resultantes de la aplicación de filtros lineales autoregresivos a las series— y el
método directo de Wolf et al. (1985) para la estimación del exponente de
Lyepunov dominante. Si encuentran, por otro lado, evidencia clara de no-
linealidad en las sedes de desempleo, empleo y producción industrial, siendo la
evidencia de no-linealidad menos fUerte en la inversión, y nula para la serie del
Para un resumen de estas aportaciones véase Benhabib (1992). Brock y Poner (1993).
Frank- Stengos (1988). Barnett: Kirman y Salmon (1996) y Barnett: Medio y Serletis(1997).
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PNB real. —para ello utilizan el test BDS sobre las series originales y pre-
filtradas con modelos lineales autore2resivos—~
Posteriormente, Frank y Stengos (1988), replican el estudio de Brock y
Sayer( 1986) para la economía Canadiense, no encontrando una evidencia tan
fuerte de no-linealidad —no utilizan el test BDS— y rechazando la hipótesis de
caos de baja dimensión basándose en la dimensión de correlación —sin estimar
exponentes de Lyapunov— en las series agregadas de PNB, Consumo privado,
Gasto público e Inversión —la mayoría de estas series son trimestrales desde
1947—. e
Frank,Gencay y Stengos(1988), utilizan la dimensión de correlación y el
máximo exponente de Lyapunov sobre las series del PNB real trimestral de las —
economías Alemana, ItalianaJaponesa y Británica —los datos comprenden en la
mayoria de las series el periodol96O a 1985—. Los resultados que obtienen se
pueden resumir en que los residuos del filtro lineal recogen bien la estructura U
subyacente en la series de Alemania y RU mientras que para Italia el resultado
es ambiguo y poco concluyente. El resultado que genera más controversia es
e
el obtenido para la economia japonesa, ya que para este país se acepta la
hipótesis de no-linealidad estimándose adicionalmente un exponente de
Lyapunovpositivo — el método utilizado por estos autores es similar al de Wolf a:
et al. (1985)—.
Scheinkaman y Lebaron (1989), utilizan el test BDS en la serie anual del
PNB per cápita de USA para el periodo 1872 a 1986, encontrando
comportamientos significativamente no-lineales. Este resultado, sin embargo,
no se sostiene cuando se trata de corregir la serie analizada. En concreto, estos a,
autores no son capaces de rechazar la hipótesis de que el modelo generador sea
un modelo lineal autoregresivo AR(2) una vezque se extrae la tendencia central
de crecimiento de la serie y ésta ha sido corregida por los cambios en la e
varianza de las innovaciones para las submuestras 1872-1946 y 1947-1986—con
intervención con variables cualitativas en la gran deperesión 1930-39 y en la
segunda guerra mundia 1940-1945. e
Quizás los resultados que con mayor fuerza sostienen la hipótesis de
comportamiento caótico sean los de Bamett y Chen (1986) quienes estudian 8<
diversas series de agregados monetarios aplicando la dimensión de correlación
y el máximo exponente de Lyapunov.
a
Ramnsey, Sayers y Rothnian (1990) cuestionan estos resultados, ya que
según estos autores la estimación de la dimensión de correlación utilizada por e
Bamett y Chen se encuentra sesgada a labaja, y que tras lacorrección necesaria
para estimar de forma robusta la dimensión de correlación la evidencia de baja
dimensionlidad parece menor. a,
e
a
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Por otra parte DeCoster y Mitchell( 1991) confirman los resultados de
Barnett y Chen, y Barnerty Hinich (1993) aplicando sobre las series de M1 yM’
de Bamett y Chen el test hl-espectral encuentran de nuevo evidencia de no-
linealidad.
Este trabajo es retomado por Barnet¶ et al. (1995), quienes utilizando
distintos tests —entre ellos el test BDS y el test de Kaplan—— encuentran de
nuevo evidencia a favor de no-linealidad en estas senes monetarias, y utilizando
el algoritmo LENS estiman un exponente positivo para los agregados
monetarios M, y M3.
Entre el resto de aportaciones que se centran en la búsqueda de
comportaimentos no-linealesutilizando métodos alternativosa los considerados
en elcapítulo 8, podemos citar las siguientes: Ashley y Patterson (1989) usando
técnicas biespectrales han encontrado resultados a favor de la no-linelidad en
datos mensuales de la producción industrial estadounidense (1947-1985)
corroborando los resultados de Brock y Sayers (1986); Chen(1996) encuentra
evidencia de ciclos deterministas persistentes en las series reales del ciclo
económico estadounidense con ruidos coloreados rechazando la hipótesis de
linealidad; Nefi~i (1984) y McNevin y Neft9i (1992) que encuentran
comportamientos cíclicos asimétricos no-lineales para series largas de la
economía USA 1890-1981; Rothman (1996), encuentra evidenciafuerte de no-
linealidad en 19 de las 24 sedes examinadas para la producción, precios,
inversión y oferta monetaria de Australia, Canada, Italia, Suecia, Reino Unido
y los USA; y Terásvirta y Anderson (1992), que estudian las series de
producción industrial encontrando comportamientos no-lineales para un gran
número de los paises estudiados, encontrando incluso evidencia débil de
comportamiento caótico para las economías de USA, Canadá y Japón.
En resumen, pese a las deficiencias de las series reales utilizadas, algunas
series como las de producción industrial en USA o la serie del PNB Japonés
presentan una clara evidencia de comportamientos no-lineales, aunque en
general la evidencia de comportamientos caóticos, en el mejor de los casos, es
muy débil, aunque tampoco existeuna evidencia fUerte que permita afirmar que
las series económicas son totalmente incompatibles que la hipótesis de caos
determinista bajo dimensional (Brock y Hommes, 1997a, p.3)2. Nosenfrentamos, por tanto, al problema apuntado ya por Day (1992) y que Brock
2 Reflejamos aquí únicamente los trabajos que se centran en el análisis de series
temporales macroeconómícas. Existe un mayor número de aportaciones que se centran en
series monetarias y financieras. Un resumen de estos trabajos puede enconírarse en LeBaron
<1991. 1994). Frank y Stengos (1988b11. Brock y Lima (1996) y Malliaris y Stein (1999). En
general, estos trabajos encuentran una evidenciamás fuete de comportamientos no-lineales
que aquellos otros que se centran en series macroeconómicas. aunque la evidencia favor de
comportamiento caótico determinista en las series financieras resulta también débil.
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u
y Hommes (1 997a) denominan la paradoja modelo-datos del caos, en el
e
sentido de que aunque es dificil detectar comportamientos caóticos a partir de
las series económicas y financieras, resulta muy fácil de construir modelos de
equilibrio que bajo supuestos con plausibilidad creciente con el número de a,
dimensiones del sistema, muestran una dinámica caótica compleja.
En este capítulo aplicaremoslas distintas técnicasy metodología analizadas
en los capítulos 4, 5 y 8 para tratar de encontrar evidenciade comportamientos
caóticos no-lineales en las series económicas reales españolas. Podemos
adelantar que los resultados obtenidos resultan poco concluyentes respecto a u’
la existencia de caos determinista, aunque si se obtiene una evidencia clara a
favor de la hipótesis de no-linealidad -
e
Este resultado podría utilizarse . por tanto, para reforzar la hipótesis
estocástica del enfoque del ciclo exógeno y rechazar la hipótesis de caos
determinista. Sin embargo, estos resultados sobre la detección del caos a,
determinista no deben tomarse como concluyentes.
e,
Como ya tuvimos ocasión de analizar en el anterior capítulo 8. las
limitaciones a la que nos enfrentamos a la hora de contrastar la hipótesis de
comportamientos caóticos en la evolución de las series temporales económicas e
se encuentran, fUndamentalmente, en la calidad y cantidad de los datos
disponibles —la mayoría de las técnicas propuestas para detectar la posible
presencia de comportamientos caóticos necesitan de series largas y limpias de e
culaquier tipo de ruido puramente aleatorio—.
Así, además de por las propias limitaciones de los distintos test propuestos a,
en la literatura, la escasa evidencia a favor del caos detenninista quedaría
explicada por las propias características de las series temporales disponibles
para la economíareal española—serie cortas, agregadas y obtenidas, en muchos u’
casos, a partir de extrapolaciones lineales—.
Para evitar estas limitaciones la mayoría de test para encontrar evidencia de u’
no-linealidades y comportamientos caóticos en las series económicas españolas
han sido aplicados al estudio de series financieras, en las que algunas de esas
3 elimitaciones de las series reales desaparecen -
a,
a,
Entre algunas de estasaportaciones podemos citar a Maravall (1983); Bajo. Fernández e<
Rodríguez y Sosvilla(1992): Olmeda (1995); Fernández Rodríguez (1995);Grau (1996); y;
Fernández Diaz (2000).
e
a,
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9.1. Análisis del crecimiento en la economia española: 1850-1999.
A continuación aplicaremos las técnicas para la detección de
-comportamientos caóticos en las series reales de la economia española.
Comenzamos analizando series que recojan la actividad económica en un rango
amplio del tiempo.
Una de las limitaciones fundamentales a la hora de encontrar evidencia de
comportan-nentos caóticos en las series reales económicas se encuentra en la
calidad y cantidad de datos disponibles. En nuestra aplicación utilizaremos las
series históricas estimadas por Prados (1995) para el nivel de PIB desde 1850
hasta 19631. Estas series han sido enlazadas con los datos de contabilidad
nacional del INE basta 1999 utilizando la tasa de crecimiento del PIB nominal
y el defiactor del ¡MB2. En las figuras 9.1 a 9.3 presentamos el nivel así como
- España. PIB NOMINAL Ej precios corrientes, año base 1995) 40.0%
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Figura 9. 1
Otras estimaciones alternativas pueden encontrarse en Carreras (1985) y en Prados
(1995, Pp. 53-61). La elección de las estimaciones de Prados se fundamenta. como decimos,
en que son las que seremontan más atrás en el tiempo y en que, pese a sus limitaciones, su
construcción es la más claramentedetallada.
2 El método que seguimos para enlazar las series puede generar problemas de
homogeneidad cuando existe un cambio en los precios relativos entre los distintos añosbase.
Su uso sejustifica en el argumento que establece que las tasas de crecimiento calculadas para
cadaaño base no pueden mejorase teniendo en cuenta ¡os cambios en los precios relativos, y
en el hecho de que precisamente nuestro interés no se encuentra tanto en el nivel de renta
como en su tasa de crecimiento. Para un análisis de los métodos para enlazar las series
estimadas para distintos años base véase Prados (1995, pp. 45-57).
4>
o>
0
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E
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la tasa de crecimiento del PIB nominal, el real y el deflactor del PIB para el
periodo 1850-1999. Como se observa en los gráficos tanto elnivel de actividad
como el indice de precios muestran una clara tendencia positiva con
oscilaciones cíclicas irregulares en su tasa de crecimiento, es decir, estas
oscilaciones se presentan de manera recurrente pero con periodicidad y
amplitud variable. Podemos añadir, que como ya se apuntó en el capítulo 6 se
observa una clara aceleración en el ritmo de crecimiento medio a partir de la
segunda mitad del siglo XX.
a
tina de las variables flmdamentales a la hora de analizar el crecimiento
económico de una economía es la renta o PIB per cápita. Para construir esta
120’ - España. Deflactor del PIE ( año base 1995)
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variable, ademas de estimaciones del PIB será necesario disponer de la serie
con datos de población. En el caso español, disponemos de una serie histórica
larga (1858-1955) para los datos estimados a mitad de año por Carreras (1989,
cuadro 2.8, pp. 69-72)~. Para enlazar con las series del PB de Prados (1995)
se han utilizado las estimaciones de este mismo autor para el periodo 1850-
1857. En la figura 9.4 se muestra la evolución temporal de la población así
como de su tasa de crecimiento para el periodo 1850-1955. Tal y como se
muestra en este gráfico, una de las principales deficiencias de esta sede es que
los datos anuales han sido reconstruidos a partir de interpolaciones lineales en
las tasa de crecimiento de la población entre censos, que en España han sido
cada 10 años4. A pesar de que el método utilizado para la interpolación no
parece el más adecuado —las tasas de crecimiento muestran una apariencia
escalonada poco realista— decidimos no intervenir la sede y utilizar las fUentes
originales para la construcción de lavariable PIB real per cápita. Los resultados
que se obtengan deberán tomarse, por tanto, con cierta cautela, ya que la
necesidad de interpolar los datos censales puede introducir sesgos en la
detección de comportamientos caóticos.
Esta es la referencia que utiliza Maddison (1995, tabla A-3b). Cabe mencionar que
parece haber un error tipográfico en la citada tabla en el alio 1947, donde el valor de la
población (29223 miles de personas) es superior al proporcionadopor Carreras (27223 miles
de personas).
Censos: 1900:17802721; 1910: 19140234; 1920:20482448; 1930:22775454; 1940:
25113997; 1950: 27492482; /960: 30069531; 1970: 33738099; 198/: 37742561; 1991:
39433942; Próximo censo en 2001. Fuente INE: Población de flecho, Población de los
Municipios de España. El propio INE realiza desde 1985 una Proyección y estimación
intersenzal de la Población.
CO CO CO <0 0~ 4» 4» 4» 4» 4» 0) 4»
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Población España (1850-1999)
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Por otra parte, en el gráfico 9.4 se observan dos datos anómalos en la tasa
de crecimiento de la población, uno en 1905 y otro en 1936. Si bien en 1936 el e
descenso en la tasa de crecimiento de la población queda explicado por la
Guerra Civil Española, no encontramos en principio explicación al dato
anómalo de 1 905~. Es por ello que para evitar alteraciones en los posteriores a,
análisis con esta serie hemos procedido a una nueva interpolación de los datos
censales sustituyendo los valores proporcionados por Carreras por nuestra
propia interpolación. Así, el dato de población pasa en 1905 de 19133 a 19183, e
expresados ambos en términos de miles de personas.
Por lo que se refiere a los datos más recientes de población, hemos utilizado —
los datos proporcionados por Maddison (1995, tabla A-3b) para el periodo
1956-I97oyporellNEparaelperiodo 197l~1999ó. Enlafigura9.5 seobserva
la muestra completa para todo el periodo 1850-1999. Con esta serie de u,
Población y lacorrespondiente al PIB real para el mismo periodo construimos
la serie PIB real percápita —figura 9.6— sobre la que nos centramos a partir de
e
este momento para tratar de encontrar evidencia de comportamientos caóticos
en la evolución de la economía Española.
a
$ Si bien las manifestaciones epidémicas de cólera en 1885 yde gripe en 1918, asi como eposiblemente¡a guerra de Cuba 1898-1902 dejaron su huella en la población española no nos
consta ningún hecho relevante que pudiera explicar el dato anómalo de 1905.
6 Maddison utiliza una proyección para el periodo 1956-1960 para enlazar los datos de —
Carreras (1989) con los de la OCDE (Labour Statistics). Para el periodo correspondiente a
¡961-1970 Maddison toma los datos de la OCDE. Existen problemas de enlace entre la serie
del fl’4E, la de Maddison y la de Carreras, que se traducen en pequeños impulsos en las tasas a
de crecimiento, sin que en este caso decidamos intervenir la sene.
a,
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Extracción del componente cíclico y análisis de estacionariedad
El propósito que perseguimos en nuestro estudio es analizar si el
crecimiento cíclico irregular observado en la serie de PIB real percápita —tabla
9 1— puede haberse debido, al menos en parte, a un proceso subyacente de
dmániica caótica determinista. Antes de aplicar las técnicas introducidas en el
capitulo 4 y 5, será necesario transformar hasta conseguir que estas sean
estacionarias.
Serie: PIBRPC Producto InteriorBruto real per cápita
PIE real: 1850-1963, Prados (1995,Tablas Dl yD4,pp. 167-170 y
pp. 179-182 ); 1964-1999, INE (Contabilidad Nacional, varios
afios).Precios de mercado. Millones de pesetas constantes del año
base 1995. Enlace utilizandotasa de crecimiento nominal.
Fuente Población:1850-1857 Prados (1995, tabla D5, pp.183-l85);
1858-1955 Carreras (1989, poblacion total 1 dejulio, tabla 2.8 Pp
69,70,71 y 72), corregido en 1905 por interpolación entre censos
1900/1910 (rNE,poblaciónde Hecho); 1956-1970 Maddison (1995,
población total 1 dejulio, tabla A-3b, pp. 108-109); 1971-1999 ~E
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e
Comenzamos considerando la necesidad de la transformación logarilmica.
Para ello, recurrimos al gráfico Media-desviación típica de la serie original y de
e
su logaritmo neperiano —figura 9.7—, en la que se observa como la relación
positiva entre la media y la desviación típica de la serie parece romperse con la
transformación logaritmica. Es porello que decidimos continuar nuestro análisis a
con la serie transformada logaritmicamente.
Como se observa en la figura 9.8. la serie LPIBRPC no parece estacionaria
en media, es decir, presenta una clara tendencia media de crecimiento —más
mtensa a partir de la segunda mitad del siglo XX—. Es por ello que el siguiente
paso será el de la transformación de la serie para convertirla en estacionaria, a
Siguiendo con el análisis de estacionariedad. mostramos en la tabla 9.2 el
test Dickey-Fuller ampliado de raíces unitarias de la serie LPIBRPC. a
3
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TABLA 9.2
Serie: (l-LV LPIBRPC
1-10:1(3) (con tendencia lineal ytérmninoconstante)
Estadístico ADF -9.483949
Valor Crítico al 1% -4.0241
Valor Critico al 5% -3.44 15
Valor Crítico al 10% -3.1451
Serie: (l-L) LPIBRPC
1-10:1(2) (con tendencia lineal y término constante)
Estadistico ADF -8.1533S4
Valor Crítico al 1% -4.0224
Valor Critico al 5% -3.4407
Valor Critico al ¡0% -3.1446
Serie: LPIBRPC
1-10:1(1) (con tendencia lineal ytérrnino constante)
Estadístico ADF -0.84348
Valor Crítico al 1% -40224
Valor Critico al 5% -3.4407
Valor Critico al 10% -3.1446
Valores críticos tabulados por MacKinnon (1991) para la hipótesis nula de existenciade una
raíz unitaria.
Los resultados muestran que la serie LPIBRPC es 1(h) con una tendencia
lineal de crecimiento. Recordemos en este punto el problema de la extracción
del componente cíclico de la tendencia central de crecimiento analizada en el
capitulo 8, en el que se discutió la hipótesis sobre la linealidad de la tendencia
lineal de crecimiento. Es por ello, que en lugar de estimar y extraer dicha
tendencia lineal y posteriormente diferenciar la serie para convertirla en
estacionaria, decidimos extraer el el componente tendencial de crecimiento
aplicando el filtro lineal de Hodrick-Prescott. El componente cíclico
estacionario así obtenido CLPJBRPC —figura 9.9— será el que utilicemos
seguidamente para ladetección de no-linealidades y comportamientos caóticos
en la economía real española.
Para hacer referenciaa las distintas transformacionesde laserie, en adelante
utilizaremos los siguientes prefijos: T para el componente de la tendencia; C
para el componente cícicico; D: para la serie diferenciada; F para el residuo del
filtro lineal; B: para la serie barajada; y, L: para la transformación logarítmica
(base e) de la serie.
1.0 015
0.5 o ¡o 1
0.0 0,05
1-0.5
-1.0 -0.05
-1.5 -0.10 1
-2.0
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LPIBRPC TLPIBRPC 1
Figura 9.9
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Periodograma y correlograma de la serie CLPISRPC.
Tratemos en primer lugar de detectar la existencia de dependencias o
correlaciones lineales y periodicidades ocultas significativas en la serie
CLPIBRPC. Para ello, en primer lugar, mostramos en las figuras 9.10 y 9.11 y
en la tabla 9.3 el correlogrania de la serie.
a
Tabla 9.3
,etardo facs facp Q P(Q) reta,do faes fac¡~ O P(Q)
1 0.652 0.652 64.969 0 ¡9 0.093 -0.19! 192.48 0
2 0.184 -0.419 70.16 0 20 0.161 -0.012 197.01 0
3 -0.182 -0.165 75.278 0 21 0.252 0.139 208.21 0
4 -0.366 -0.117 96.209 0 22 0.275 -0.095 221.7 0
5 -0.417 -0.169 123.58 0 23 0.122 -0.233 224.37 0
6 -0.384 -0.163 146.94 0 24 -0.112 -0.116 226.66 0
7 -0.249 -0.034 156.86 0 25 -0.211 0.026 234.78 0
8 -0.077 -0.065 157.81 0 26 -0.132 0.047 237.98 0
9 0.037 -0.134 158.03 0 27 -0.046 -0.044 238.38 0
lO 0.123 0.005 160.48 0 28 -0.009 -0.065 238.39 0
II 0.187 0.018 166.24 0 29 0.048 0.03 238.83 0
12 0.159 -0.126 170.42 0 30 0.035 -0.184 239.07 0
13 0.036 -0.14 170.65 0 31 0.03 0.066 239.24 0
14 -0.066 -0.017 171.38 0 32 0.026 -0.004 239.38 0
15 -0.181 -0.247 176.89 0 33 0.032 -0.057 239.57 0
16 -0.234 -0.142 186.19 0 34 0.038 0.054 239.86 0
17 -0.166 -0.003 190.91 0 35 -0.026 -0.046 239.99 0
18 -0.016 -0.056 190.96 0 36 -0.109 -0.106 242.37 0
P(Qj):probabilidad de aceptar la hipótesis nula de ausencia se autocorrelación
Los resultados muestran claramente la existencia de autocorrelaciones
significativas entre los datos de la serie temporal. Nuestro propósito será el de
averiguar si dicha autocorrelación secorresponde con un proceso generador de
dinámica caótica o si por el contrario corresponde a un proceso lineal o de
dinámica simple.
Por lo que se refiere al periodograma, la figura 9.12 refleja la evolución
aperiódica de la sede, con un ciclo medio de 10 años determinado por el
periodo para el cual se alcanza el valor máximo del espectro de potencias de la
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serie. En cualquier caso, el periodogrania no se corresponde con el de ningún
sistema dinámico de dinámica simple de baja dimensión, por lo que dicho
comportamiento aperiódico deberá reflejar la existencia de algún componente
puramente estocástico, de un comportamiento caótico determinista, o bien de
la superposición de ambos.
Exponente de Hurst y análisis RIS
Siguiendo con la metodología propuesta y para complementar el anterior
análisis del correlograma y periodograma pasamos a estimar el exponente de
Hurst de la serie CLPIBRPCO con el que es posible encontrar dependencias o
correlaciones temporales en la serie ya sean de carácter lineal o no-lineal.
En la figura 9.13 mostramos el gráfico del estadístico ln(RIS) sobre los
distintos periodos ln(p). Recordemos que la pendiente de este gráfico
0.5
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proporciona una estimación delexponente de Hurst, que en este caso resulta ser
de 0.4. es decir, que la serie presenta una estructura de mido rosa
antipersistente o con correlación temporal negativa —el estadístico de Anis-
Lloyd para el contraste de la hipótesis nula de mido blanco es de -34.25—.
Por su parte el estadistico Vp —figura 9.14— recoge de manera
complementaria al periodograrna las periodocidades ocultas en la serie. En este
1.5
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caso, se observa una significativa memoria a largo plazo
medios de entre 35 y 45 años7.
en la serie, con ciclos
Filtro Lineal ARMA
Tanto el anterior análisis R/S como el del correlograniay elperiodogrann
evidencianla existencia de una clara estructura dinámica subyacente en la serie
CLPIBRPC, aunque no proporciona información sobre el carácter lineal o no-
lineal, determinista o estocástico de dicho proceso generador. Para contrastar
si la estructura temporal presente en la serie es de carácter no-lineal y para
aplicar el test residual de Brock para la detección de caos determinista, es
necesano estimar cual es el filtro lineal general ARMA que mejor ajusta a la
serie. Para la determinación de dicho filtro ARMA utilizaremos el criterio de
información de Schawrz. recode la serie. En el caso de la serie CLPIBRPC el
filtro lineal estimado es un modelo AR(2) con raíces complejas:
(1)
—estadístico >~ entre paréntesis, R20.53, desviación típica residualo.03, raíces
del polinomio auroregresivo 0.46+0.45i—.
La aplicación del filtro lineal (1) sobre la serie CLPIBRIPC generará, por
tanto, una nueva serie de residuos que denonnnarenios FCLPJBRPC —figura
Se observan ciclos de menor periodicidad, aunque debido al método de cálculo del
estadístico BiS el ciclo más corto detectable en Ja serie es de 10 años. Véase el apanado 4.5
para detelles de la estímacion
(1 - 0.927 L + 0.421 2) LPIBRPC = e,
(12.34) (—5.61)
0.08
004
0.00
-0.0 4
-008
-0.12
1960 1980
CAPÍTULO 9fi04AL1515 DE LAS SERIES TEMPORALES DE LA ECONOMíA REAL ESPAÑOLA 9-16
re-
1~t¡óLo2” - — - - FCICLÓ2
u
05 05
~ota.e- ,s.%~ e- ——, K O —
• rufl’
1—’e1
’
-0.5 . -0.5 e
—l — ,— —1
O e, Cc C+c+CcWC-v — »- o e, 0 0 Cc
Figura 9116 e
9.15. El análisis del correlogrania de estos residuos parece indicar que el
modelo lineal AR(2) recoge toda la autocorrelación lineal presente en la serie e
—figura 9.16—. mostrando una estructura tipica de ruido blanco. En la figura
9.17 mostramos el periodograina de la serie de residuos en el que se evidencia
la ausencia de periodicidades simples ocultas en el proceso generador la serie, —
comportamiento este compatible con el de un proceso estocástico de mido
blanco.
u,
Tests de No-lineaI¡dad
e
Para contrastar si verdaderamente el filtro lineal (1) es capaz de recoger
toda la estructura temporal presente en la serie pasamos a continuación a aplicar
sobre ella los test de no-linealidad introducidos en el anterior capítulo 8.
Comenzando con el análisis R/S, la serie FLPIBRPC sigue mostrando la
existencia de comportamientos antipersistenetes y una memoria a largo plazo a
correspondiente a un ciclo medio de entre 27 y 36 años —figuras 9.1 7 y 918—.
El exponente de Hurst estimado es de 0.35. rechazando el estadístico de Anis-
Lloyd (-40.34) la hipótesis nula de Ruido blanco gausíano. e
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En la tabla 9.4 se muestra el estadístico BDS para la serie CLPIBRPC y
para la misma serie filtrada con el modelo lineal (1) FCLPIBRPC. Como se
observa, lahipótesis nula de lID se rechaza en la serie original, mostrándose la
existencia de cierta estructura en la dinámica subyacente en esta serie. La
aplicación del test BDS sobre la serie FCLPIBRPC, muestra igualmente. que
dicha estructura no queda bienrecogida por el filtro lineal, al menos para una
dimensión de inmersión igual o superior a 3. Es decir, el test BDS parece
rechazar la hipótesis de linealidad.
TABLA 9.4
Estadístico BBS
r m=2 m3 m4 m5 m=6 m=7 m8 m9 m10
o
o-
o-
-Jo
o
o..
e
o-
-Jo
u-
0.019
0.027
0.039
0.057
8.360 7758 8.383 10.276 15.176 21.222 35.102 60706 101.740
8841 8349 7963 8465 9.883 10666 13310 17827 22762
8322 7908 7269 7331 7682 8107 8.867 9.500 10.057
7915 7657 6.925 6.540 6.388 6451 6555 6569 6.691
0.0 13
0.0 19
0.027
0.039
1393 2.212 3341 3.373 3.341 4876 8605 13628 -1.625
1540 2.079 3.091 3.161 3.760 4.436 4.049 4.610 5.949
2.156 2.057 2.547 2.615 3.473 4.178 4.677 5.250 5.725
1950 2007 2.312 2.490 2.981 3.324 3.513 3.542 3.829
Del mismo modo, e] test de Kaplan parece indicar, al menos para la
dimensión de inmersión m==3, la existencia de comportamientos no-lineales
—Tabla 9.5—. Este resultado a favor de la no-linealidad se ve corroborado
también por el test LM-ARCH de Engle —Tabla 9.6— y por la aparición de
valores significativamente distintos de cero cuando se analiza el correlograma
del cuadrado de la serie filtrada FCLPIBRPC —figura Tabla 9.20—. Estos test,
sin embargo, no son capaces de proporcionar información sobre el carácter
puramentealeatorio o, almenos en parte, caóticodeterminista. Es decir, aunque
con la aplicación de estos test se rechaza lahipótesis de linealidad, deberemos
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estimar las medidas invariantes del caos introducidas en el capitulo 5
—exponentes de Lyapunovy dimensión fractal— para poder detectar lapresencia
de comportamientos caóticos en la serie. Para ello, previamente, habrá que
reconstruir el atractor correspondiente a la dinámica subyacente de las series
temporales consideradas.
Tabla 9.5
Test de Kaplan
m1 m=2 m3 m=4 m5
KSmean
KSstd
KS
KSmin
Ktest
0.0297 0.0276
0.0018 0.0025
0.026 0.0226
0.0252 0.0223
0.0276 0.0234
0.0285
00041
00204
0.0216
0.0199
0.0269 0.0287
0.0063 0.0065
0.0144 0.0158
0.0181 0.0174
0.023 0.0168
KSmean
KSstd
KS
KSmin
Ktest
0.0293 0.0294
0.0011 0.0031
0.0271 0.0232
0.0265 0.0236
0.0271 0.0251
0.0293
0.0023
0.0246
0.0255
00242
0.0297 0.0289
0.0051 0.0055
0.0196 0.0178
0.0199 0.0164
0.023 0.0197
Retardo para el cálculo de la tlinción inversa 1 y para la reconstrucción del atraetor 4 y 3 para
CLPIBRPC y FCLPIBRPC respectivamente.
Tabla 9.6.
TestARCH-LM de Engle
Estadístico
F
Estadístico
NR2
CLP¡BRPC 42.87(0.00) 33.64(0.00)
FCLPIBRPC 9.67(0.00) 9.19(0.00)
Entre paréntesis probabilidad de aceptar la hipótesis nula dc ausencia de estructura ARCH
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Figura 9. 21. función de información mutua media serie CLPIBRPC.
3.24
292
2.61
229
1.98
Reconstrucción del atractor
Como se recordará del capítulo 5, la reconstrucción del atractor por el
método de los retardos requiere de la elección del retardo y la dimensión de
inmersión adecuada.
Utilizaremos como criterio de elección del retardo óptimo para la
reconstrucción del atractor el primer mínimo de la fimción de información
mutua media. En la figura 9.21 y 9.22 mostramos dicha fimción para las series
CLPIBRPC y FCLPIBRIPC con lo que el retardo óptimo será de t4 y r3
respectivamente8.
La función de información mutua media proporciona también información del periodo
medio de la serie temporal, en este caso entre 4 y 5 años, resultado este que corrobora el
obtenido por el análisis del correlograma —figuras 9.11 y 9.17—.
01234 56 789 1011 121314151617181920
Figura 9. 22 función de información mutua media serie FCLPIBRPC
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uEn cuanto a la elección de la dimensión de inmersión óptima. utilizaremos
el criterio de los falsos vecinos. Los resultados para ambas serie —tabla 9.7—
parecen mostrar que para la dimensión de inmersión m=3 desaparecen los u,
puntos falsamente próximos o vecinos de la órbita reconstruida por el método
de los retardos, es decir, que para esta dimensión de inmersión se consigue
desplegar completamente la órbitadescrita por ladinámica subyacente a la serie
temporal. Nótese que es esta tamebién la dimensión de inmersión para la que el
test de Kaplanevidencia la existencia de comportamientos no-lineales y también
ladimensión de inmersión a partir de la cual el test BDS rechaza lahipótesis de u
Independencia temporal en la serie. Este resultado parece mostrar evidencia de
que el proceso generador de la serie es bajo dimensional y por tanto
aparentementedeterminista, aunquedicho resultado deberáser corroborado con
la estimación de la dimensión fractal.
Tabla 9.7 —
Porcentaje defalsos vecinos
CLPIBRPC FCLPIBRPC
-r=4 ‘r=3
4.60% 4.21%
a
m=2 0.23% 0.20%
m=3 0% 0%
m4 0% 0%
nrts5 0% 0% —
t: retardo nara la reconstrucción del atractor
a
Figura 9. 23. Reconstrucción del atractor serie CLPIBRPC.
u’
9-21CAPÍTULO 9:MÁLISIS DE LAS SERIES TEMPORALES DE LA ECONOMÍA REAL ESPAÑOLA
Figura 9. 24 Reconstrucción del atractor serie FCLPIBRPC
En las figuras 9.23 y 9.24 mostramos la órbita reconstruida por el método
de los retardos para las series CLPIBRPC y FCLPIBRPC que serán utilizadas
a continuación para estimar las medidas invariantes del caos determinista.
Dimensión fractal
Para estimar la dimensión fractal correspondients al atractor reconstruido
por el método de los retardos de la serie del ciclo económico español
utilizaremos la dimensión de correlación y la dimensión de información.
Recordemos, que estas medidas pueden presentar frertes sesgos cuando las
series temporales utilizadas son cortas y se encuentran perturbadas por ruidos
puramente aleatorios. Es por ello, que las dimensiones estimadas con la serie
CLPJBRPC deberántomarse con ciertacautela. En cualquiercaso haremosuso
del test residual de Brock y del barajado para contrastar la consistencia de
dichas estimaciones —véase apanado 8.5—.
En la figura 9.25 mostramos el gráfico de la íntegra] de correlación sobre
el radio de las 20 bolas utilizada para su cálculo, ambas variables expresadas en
términos logarítmicos, para las dimensiones de inmersión mnl, 2 10 —para
el cálculo de la integral de correlación hemos utilizado el retardo óptimo de
reconstrucción determinado por el primer mínimo de la función de información
mutua media, el radio de las bolas está comprendido entre 0.5 y 1.5 veces la
desviación típica de la serie, y el cálculo de la integral de correlación ha sido
corregido utilizando datos de la serie alejados en más de 5 años, el periodo
medio del ciclo, según expusimos en el apartado 5.6—. La dimensión de
correlación paracada valor de m vendrá determinada por la pendiente de dicha
gráfica, por lo que en el gráfico 9.26 mostramos dos estimaciones de la
dimensión de correlación—calculadas por la regresión de mínimos cuadrados y
0.06
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por lamedia de la variación puntual en negro y rojo respectivamente— para cada
dimensión de inmersión ni. Como puede observarse. la dimensión fractal
estimada parece saturarse en el valor Dcz4.3 a partir de la dimensión de
inmersión m=7, lo que refleja la presencia de algún proceso determinista en la a
dinámica subyacente a la serie temporal CLPIBRPC.
En las figuras 9.27 y 9.28 mostramos los resultados de la estimación de la a
integral y la dimensión de correlación para la serie filtrada por el modelo linal
AR(2) —serie— FCLPIBRPC. Con ello, y aplicando el teorema del test residual
de Brock tratamos de comprobarsi ladinámica determinista se corresponde con —
un proceso realmente no-lineal —y posiblemente caótico— o si por el contrario
laestructura determinista detectada en laserie CLPIBRPCes de carácter lineal.
Como puede observarse, la convergencia de la dimensión de correlación se
satura ahora en valores más elevados —Dj6.5 para m=7—. Ello implica que el
4.34 —
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‘328
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filtro lineal está capando buena parte de laestructura determinista presente en
la serie. En cualquier caso, la saturación de nuevo de la dimensión de
correlación a partir de la dimensión de inmersión m=7 parece indicar que
persiste cierta dependencia temporal en la sen filtrada, que por tanto debe ser
de carácter no-lineal >. Este resultado confirma los anteriores obtenidos con los
test de no-linealidad, auque recordemos que el tamaño y la calidad de la serie
que estamos analizando no permiten asegurarque los resultados obtenidos con
el análisis de la integral de correlación sean suficientemente robustos.
7.49
‘5.62
3-74
1.87
~0 ¡ 5
Figura 9. 28
(La saturación no es tan clara si se aproxima la dimensión de correlación por la media
de la tasa de variación puntual debido a que m7 los primeros valores de la integral de
correlación se mantienen constantes.
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La aplicación del test del barajado de Scheinkman y LeBaron confirma la
presencia de una estructura dinámicadeterminista en Ja serie CLPBRPC que ha
desaparecido con el mezclado de la serie —figura 9.29—, lo que se refleja un
aumento sm saturación de la D~ con ni. Cuando se aplica la técnica del barajado
sobre el filtro lineal CLPIBRIPC —figura 9.30— las dimensiones de correlación
estimadas muestran igualmente que laestructura determinista que aun quedaba
presente en la serie una vez aplicado el filtro lineal ha quedado tota con el
barajadouna gran semejanza con las previamente estimadas.
Podemos concluir, por tanto, que la estimación de la dimensión de
correlación parece evidenciar la presencia significativa de una estructura
deterministaen la serie CLPIBRPC. Por otro lado, este análisis, no es capaz de
discernir cuando dicho proceso se corresponde con uno de dinámica simple
lineal y cuando es, por el contrario de dinámica caótica compleja. Recordemos
1043 -
¡ 782
5.21
2.6
la - 5 jo
Figura 9. 30
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que los resultados obtenidos por los test de no-linealidad y por el test residual
y del barajado parecen indicar que la estructura subyacente en la serie es de
carácterno-lineal. Es porello, que necesitaremos completarnuestro análisis con
la estimación de los exponentes de Lyapunov, único test directo para la
detección de comportamientos no-lineales y caóticos.
Antes de ello, presentamos los resultados obtenidos de la estimación de la
dimensión de infonnación. En este caso, los problemasderivados de la cantidad
y la calidad de los datos parecen agravarse respecto a la estimación de la
dimensión de correlación. Como se observa en las figura 9.31 la dimensión de
información estimada cae rápidamente a partir de la dimensión de inmersión 4,
tanto para la serie CLPIBRPC como para su filtro lineal FCLPIBRPC, sin que
el test de barajado permitaevidenciar laexistencia de estructuras deterministas
a partir de este análisis.
Exponentes de Lyapunov
A continuación procederemos a la estimación de los exponentes de
Lyapunov de la dinámica subyacente en el crecimiento económico de la
economia española. La estimación del espectro de exponentes de Lyapunov
puede utilizarse como un método suficiente para detectar la posible existencia
de comportamiento caótico en un sistema dinámico —cuando alguno de ellos
resulte positivo—.
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Figura 9.32. Exponente de Lyapunov dominante serieCLPII3RPC —base IogW—. Método de WoIf
u
Utilizaremos el método directo de Wolf (1985). el algoritmo Lenns y el
Netie. Estos algoritmos serán aplicados sobre la serie CLPIBRPC y. utilizando
el test residual de Brock. sobre la serie FCLPIBRPC.
En las figuras 9.32 y 9.33 se muestra el exponente dominante estimado a
utilizando elalgoritmo de Wolti en el que se observa una convergenciahacia A
0.59 y 2»eO.69 —expresados en logaritmos neperianos— para las series
CLPIBRPC y FCLPIBRPC respectivamente. A pesar del signo positivo
estimado, recordemos que este algoritmo es muy sensible a la presencia de
perturbaciones puramente aleatorias en la serie temporal —la presencia de
u
3.33
a
2.5
a
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a,-
‘083
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Figura 9.33 Exponente de Lyapunov dominante serie FCLPIBRPC —base IogW—. Método de Wolf
a
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componentes aleatorios sesga al alza los exponentes estimados ya este
algoritmo parte del supuesto de que existe un exponente positivo, y por tanto.
cualquier inestabilidad, ya sea caótica determinista o puramente estocástica,
presente en la serie quedará reflejada en el exponente estimado—.
En este sentido nos parece bastante robusto la estimación de los exponentes
de Lyapunov por los algoritmos que utilizan modelos de redes neuronales
artificiales. En la tabla 9.8 y 9.9 mostramos los exponentes de Lyapunox-
estimados por los algoritmos Lenns y Netie. Estos algoritmos son más potentes
que el método directo de Wolf cuando la serie temporal analizada es corta y
presenta errores puramente aleatorios de baja escala. Estos métodos utilizan
modelos de redes neuronales artificiales para ajustar o aproximar la dependencia
temporal —lineal o no-lineal— presente en laserie y a partir dicho modelo estimar
el exponente de Lyapunov dominanteo el espectro completo de exponentes de
Lyapunov según hablemos de el algoritmo Lewis o Netle respectivamente
(véase apanado 5.5).
Tabla 9.8
Exponente de Lyapun o” Dominante Alzorilmo Lenns
SERIE N zm k ERR CIS A
CLPIBRPC 141 3 3 3 0.4930 1
-0.0085
(-6.4788)
FCLPIBRPC 123 5 5 2 0.69868 0.3065(-7. 3579) 0.117
Nt tamaño de la serie ajustado por los rdardos incluidos al el modelo: t: rdardo para la recúsin ueci¿r: m: drnaxsicn
de mnnsuxc k numero deunidades dc la ospa oculta: ERR: Eno, estándar de la regrosion: CIS: Criterio de infonnacicio
de Sdtawrz—aureparéxtesis CtS para k=O-: A Exponate deLvapunov estimado —~resado a, logaritanos neperianos—.
Tabla 9.9
Espectro de Lvavuno”4 Algoritmo Netie
SERIE N u ni k ERR CIS Espectro
CLPIBRPC
148 1 2 1 0.00110
-71906
(-65038)
ÁF-0.435
X2~ -0.522
138 4 3 2 0.00095 -6.5622
(-64625)
xi ~-0.719
~2~z-0.980
Á3.z-I.859
FCLPIBRPC
147 1 1 1 0.00069
-7.1489
(-7.2465) X1z~2.805 (-in)
139 3 3 1 0.00066 71070(-7.2390)
ÁL’-0.742 (-~)
A2~ -0.736 (-70)X3t-1.449 (-oc)
N tamailo de la serie ajustado por los raardos incluidos a, el modelo: x: raardo para la r~~istruccni. ja
de mmenun. krn,mero de unidades dc la ospa ocilta; ERR: Eaoratándar de la regrosián; CtS Cntcno de jafonnacia,
deSd,awrz -aiflpazúit~is CtS para k=O—; XE,qn,a,te de Lvapw,ov ~timado-~,r~adoa, logantmosnqaaianos—
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Los resultados obtenidos por estos métodos parecen contradecirse, ya que —
el exponente de lyapunov dominante estimado por el algoritmo Lenns resulta
positivo,mientras que todo elespectro de exponente estimados por el algoritmo
Netle resultan negativos. Debemos, sin embargo, apuntar, que si utilizamos el
criterio de información de Schawrz, las mejores estimaciones son las que se
obtienen con el algoritmo Netle, por lo que deberemos concluir que no existe
una evidencia directa de comportamientos caóticos en las series analizadas. Es
más, el uso del test residual refleja que la estructura determinista presente en la
serie CLPJiBRPC queda suficientemente bienrecogida porel filtro lineal AR(2),
ya que el análisis de la serie FCLPIBRPC no parece indicar la presencia de
ninguna estructura determinista en la dinámica subyacente a estas series.
Podemos concluir portanto, que en lo que se refiere a la serie CLPIBRPC.
que aunque los test de no-linealidad reflejan una evidencia a favor de
comportamientos no-lineales, el análisis de los exponentes de Lyapunov parecen
¡nidicar que esta no-linealidad no corresponde a la de un sistema dinámico en
régimen de comportamiento caótico determinista. Como ya hemos apuntado.
estos resultados no deben considerarse como definitivos, ya que la calidad y la
cantidad de datos limita la potencia de los test utilizados para la detección de
comportamientos no-lineales y caótico determinista. Es por ello, que en el
próximo apanado utilizaremos otros indicadores del nivel de actividad de la
economía Española para completar el análisis de la serie CLPIBRPC
a
9.2. Análisis del crecimiento de la economia española durante la segunda a
mitad del siglo XX: series trimestrales y mensuales.
En este apartado vamos a proceder al análisis de un conjunto de series
temporales con periodicidad mensual y trimestral referidos a la segunda mitad
del siglo XX que pueden considerarse con generalidad como indicadores
a-
macroeconómicos del nivel de actividad de la economia española —tabla 9.10—.
En panicular utilizaremos series de producción —PIBT, VABAGR, VABISC,
VABC y VA.BS— e inversión —FBCFBE y FBCFC— procedentes de la a
Contabilidad Nacional1; desempleo —PARO—; indicadores generales del ritmode actividad económica —IPIGRAL, IPI.BE, CGA, CAC, CEE, NCPBI y
NCPC—. Completamos el análisis estudiando también series de precios —IPC—, a.
tipos de interés —MIBOR— y agregados monetarios amplios2 —ALP, M3—.
a
Dcbido al cambio en la metodologia utilizada en la elaboración de las series de
Contabilidad Nacional, no se disponen en el momento de cerrar nuestro trabajo las series
históncas actualizadas en lanueva base. Es por ello, que utilizaremos los datos disponibles
en base 1986 hasta el año 1998. 0
2 Las series utilizadas finalizan en 1998, va que a partir de 1999 España ha pasado a
formar parte de la Unión Monetaria y Europea. refiriéndose a partir de entonces los agregados —
monetarios disponibles para toda la zona EURO.
u
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SERIES TEMPORALES DE LA ECONOMIA ESPAÑOLA
SERIE TamañoMuestral Descripción y Fuente
PIBT
TRIMEsTPAL
1970-l:19984v
N’1 16
Producto Interior Bruto.
Precios de mercado. Miles de millones de ptas constantes de 1986
—medias trimestrales—. Contabilidad Nacional Trimestral. tIÑE
VARAGR
TRIMESTRAL
1970-1:1998-1V
N1 16
ValorAñadido Bruto Agricultura, Pesca y Silvicultura.
Miles de millonesde ptas constantes de 1986 —medias trimestrales—
Contabilidad Nacional Trimestral, VAR por sectores de Actividad. ENE
VABISC
‘FIuv¶ES1XÁI.
1970-I19984V
?FI 16
Valor Añadido Bruto Industria Sin Construcción.
Miles de millonesde pIas constantes de 1986 —medias trimestrales—
Contabilidad Nacional Trimestral, VAR por sectores de Actividad. INE
VABC
TRIMESTRAL
1970-I:1998-iV
N116
ValorAnadido Bruto Construccwn.
Miles de millones de ptas constantes de 1986 —medías trímestrales—
Contabilidad Nacional Trimestral, VAB por sectores de Actividad. INE
VABS
TRIMESTRAL
1970-1:1998-1V
Nl ¡6
ValorAñadido Bruto Servicios.
Miles de millones de ptas constantes de 1986 —medías trimestrales—
Contabilidad Nacional Trimestral. VAB por sectores de Actividad. INE
FBCFBE
‘rpJMEs-rRAL
1970-1:1998-1V
Ñ1 16
Formación Bruta de Capital Fúo. Bienes de Equipo.
Precios de mercado. Miles de millones de ptas constantes de 1986
Contabilidad Nacional Trimestral. Agregados de la Demanda INE
FBCFC
TRIMEsTRAL
1970-I:1998-IV
N1 16
Formación Bruta de Capital Fyo. Construcción.
Precios de mercado. Miles de millones de ptas constantes de 1986
Contabilidad Nacional Trimestral. Agregados de la Demanda ENE
PARO
MENSUAL
1964-01:1999-12
N=432
Paro registrado Total.
Miles de Personas. INEM. Estadísticas de Empleo.
IPIGRAL
MENSUAL
1975-0l:1999-12
N=300
Indice de Producción IndustriaL Total General.Instituto Nacional de Estadística. Alio base 1990’100. Serie enlazada
retrospectivamente con las tasas de variación interanual estimadas por la
Subdireceión General de Previsión y Coyuntura (SGPC)
IPIBE
MENSUAL
1975-0l:1999-12
N=300
Indice de Producción IndustriaL Bienes de Equipo.
Instituto Nacional de Estadística. Alio base 1990=100. Serie enlazada
retrospectivamente con las tasas de variación interanual estimadas por la
Subdirección General de Previsión y Coyuntura (SGPC)
CGA
MENSUAL
1945.OI:1999.12
N660
Consumo Gasolinas Automoción.
Miles de toneladas métricas. Asociación Española de Operadores de
Productos Petrolíferos e lnstituo Nacional de Hidrocarburos.
CAC
MENSUAL
1964.0l:1999-12
N432
ConsumoAparente de Cemento.
Miles de toneladas. Total Ventas - Exportaciones + Importaciones.
Asociación de Fabricantes de Cemento de España (OFICEMEN)
CEE
MENSUAL
1958.0I:1999-12
N~504
Consumo energía Eléctrica.
Millones de KWH. Consumo energía eléctricamedido a las salidas de las
centrales. Red Eléctrica (REE) y Unidad Eláctrica SA. (UNESA).
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NCPBI
MENSIJAL Nivel de Cartera de Pedidos. Bienes de Inversion.
1963-09:1999-12 Encuesta deCoyuntura Industrial del Ministerio de Industria y Energía.
N436 Diferencia entre los porcentajes de respuesta elevado (+ 1) y débil (-1).
NCPC
Nivel de Cartera de Pedidos. Total Sector Construcción.
MENSUAL Encuesta de Coyuntura Industrial del Ministerio de Industria y Energía.
1966-02:1999-12 Nivel de contratación respeeto a la media del trimestre anterior.
N=407
Diferencia entre los porcentajes de respuesta elevado (+ 1) y débil (-1).
IPC
MENSUAL Indice de Precios al Consumo. Indice General
I954-03:1999-I2N=550 Instituto Nacional de Estadística. Año base 1992=100
ALP
MENSUAL Activos Líquidos en manos del Público
í967-02:199s-12 Miles de Millones. Banco de España.
N=383
M3
MENSUAL Disponibilidades Liquidas
1967-02:1998-12 Miles de Millones. Banco de España.
N-383
MIBOR
MENSUAL Tipo de interes depósito a un día Mercado Interbancario de Madrid
1974-Oi:1999-12 Banco de España
N3 [2
Siguiendola metodología propuesta anteriormente, utilizaremosestas series
para la detección de no-linealidades y caos determinista. Es por ello que nos
limitaremos en este apartado a los test de no-linealidad introducidos en el
capitulo 8 y a la estimación de los exponentes de Lyapunov correspondientes
al proceso desconocido generador de cadauna de las series temporales.
Análisis de la estacionariedad
Antes de aplicar estos test. las series han sido transformadas
logaritmicamente y por el filtro Hodrick-Prescott para convertirlas en
estacionarias, a excepción de las series NCPBI, NCPC y MIBOR que no han
sido transformadas —figuras 9.34 a 9.52—.
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Tabla 911
CONTRASTE DE INTEGRABILIDAD ESTACIONAL TRIMESTRAL
— a — —
SERIE 2r’frO ‘r3 ,r4’4 Fltro
— — — ~sfl
CLPIBT 99 84 00 853 64
CLVABAGR -6 O i089 08
CLVABISC 43 902 63* 862 4 45
CLVABC -464 952 50* 822 369~
CLVABS 378 802 64* 798 3495
CLFBCFBF 386 938 070* 806 3223
CLFBCF -410 1023 292 807 4437
Estadístico t de significación individual y estadistico F significación conjunta —no
significativo—.
El análisis de la estacionariedad ha sido completado con los contrastes de
integrabffidad estacionalintroducidos en elcapítulo 8. Al trabajar con series con
periodicidad muestral trimestral y mensual, debemos tener en cuenta también
la posible no estacionariedad estacional. En las tablas 9.11 y 9.12 mostramos
los resultados de estos contrastes así como la transformación que será aplicada
a cada serie temporal.
Tabla 9.12
CONTRASTE DE INTEGRABILIDAD ESTACIONAL MENSUAL
— ——— — — —
SERlE ,t,4j lt?4 ~ ~ ~ ~ Filtroo o o
— ——
CLPARO -7.99 -26-Q 300? 31.04 59.53 (l+LXI+3~L+L’>
CLIPIGRAL -560 0.12 * 04M 0.J8 o3g~ S(L)
CLIPIBE -3.77 -O09~ 0.81 0A4 0l4 SQ-.)
CLCGA -7.90 -4.89 8 73.73 90.60 42.65 -
CLCAC -7.14 .1.01* 0 22.86 16.12 2.14 (1.4.L)(1±L±L2)
CLCEE -6.88 -l50 9.90 12.51 367~ (l+LXI+L+Lfl
NCPBJ .291* ~355 70.63 28.53 52.71 (l-L)
NCPC -l5M -431 4605 11.00 51.04 21.27 39.03 (1-L)
CLJPC -7.81 -2.93 42.43 656 37.56 4 1.29 5200 -
CLALP -5.95 -3.45 26.88 10.01 35.63 14.93 30.07 -
CLArIS -5.81 -3.47 2548 9.65 36.00 1446 28.49 -
MIBOR 362 36? 685? 1 23 3617 22.98 33.24 (1-31~L+L2)
— — —__
Estadístico t de significación individual y estadístico E significación conjunta —%o
significativo-. S(L)=( 1 +L+L2+L3+L4+L5-l-L6-I-L7-4-L8-i-L9-i-L10-kL’ 1)
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Tabla 9.13
FILTROs LINEALES. SERIES TEMPORALES TRIMESTRALES Y MENSuALES1
SERIE T N CISt ORDEN(p,q~P,Q)
-
-¡2.0893
Serie de
Res¡duos 11
105DCLPIBT 4 113 -6.228535 (4.0)(l.I) 0002137 FDCLPJBT
DCL VABA GR 4 113 -3.715419 (4,0)(l,I) -9.561694 0.007564 FDCLVABAGR 105
DCL VABISC 4 113 -5.234658 (4,0)(O,l) -II00912 0.00374 FDCLVABISC 109
DCL ¡ABC 4 113 -3.982190 (4,0)(0,l) .10.49579 0.004834 FDCLVABC 109
DCL VARS 4 113 -7.065507 (4~0)(0,l) -12.15506 0.002109 FDCL VA RS 109
DCLFBCFBE 4 113 -2.860470 (4,0)(0,l) -8.457935 0.013392 FDCLFBCFBE 109
DCLFBCFC 4 113 -3.922216 (4.O)(0,1) -8.457935 0.013392 FDCLFBCFC 109
DCLPARO 12 429 -0.982986 (3,4)(2,0) -7.442622 0.022889 FDCLPARO 402
DCLJPIGRAL 12 289 -3.786998 (5,3)(2,0) -6872283 0.029497 FOCLIPIGRAL 260
DCLIPIBE ¡2 289 -2.201274 (2.1)(0.1) -5.267805 0.069501 FDCLIPIBE 287
CLCGA 12 660 4.044960 (4,0)(0,l) -6.112319 0.04587 FDCLCGA 634
DCLCAC 12 431 -1.948138 (2,3)(I,3) -5.597386 0.058342 FDCLCAC 410
DCLCEE 12 501 -2.300325 (6,2)(2,l) -6.76355 0.032181 FDCLCEE 471
DNCPBI 12 435 4.2699386 (0,I)(0.0) 4.188754 8.073156 FDNCPBJ 435
DNCPC 12 406 6.1711091 (0,2)(l.0) 5.88798 18.63532 FDNCPC 394
CLIPC 12 550 -8.814087 (1,l)(l,I) -10.5196 0.005095 FCLIPC 537
CLALP 12 383 -8.1052I8 (2,0)(2,3) -10.75681 0.0044 FCL4LP 357
CLM3 12 383 -8.060996 (3,2)(2,2) -10.69329 0.00448 FCLMS 356
DMIBOR ¡2
-
310
—
3267611
—
(2,3X1,0} 2.212127 2.859781 EDMIROR 296
T: periodicidad muestral; 14: tamaño muestral: CIS: Criterio de Informacion de SchawTz—: pam la seno onguml—; FER:
Error estándar de la regresión.
Test de No-linealidad
En las figuras 9.53 a 9.62 se muestra el correlograma de las series
transformadas para que sean estacionarias. Como se observa en estos gráficos.
las series se encuentran significativamente autocorrelacionadas, indicando la
existencia de cierta estructura determinista en la dinámica subyacente de cada
una de estas series.
Para detectar el carácter lineal o no-lineal de dicha dependencia temporal,
y como paso previo para poder utilizar los contrastes de no linealidad y el test
de Brock es necesario esturar el filtro lineal ARMA(p,qXP,Q) que mejor ajuste
a cada una de las senes
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donde a1 es un ruido blanco, T es la periodicidad muestral —T—4 para las series
trimestrales y T=12 para las mensuales—y p. P. q y Q son los órdenes de los
polinomios autoregresivo regular autoregresivo estacional, media móvil regular
y media móvil estacional respectivamente.
En la tabla 9.13 mostramos los órdenes de los filtros aplicados a cada una
de las series. El criterio de elección de estos filtros lineales ha sido la
significatividad de los parámetros y el criterio de Información de Schwarz.
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Para detectar el carácter lineal o no-lineal de la dependencia temporal
presente en las series aplicaremos a continuación los test de no-linealidad
introducidos en el capítulo 8. Comenzamos mostrando en las figuras 9.63 a
9.XX el correlogramade los residuos correspondientes a cada uno de los filtros
ARIvIA, es decir, las series filtradas por el modelo lineal ARMA
correspondiente, así como el correlograma de las series al cuadrado. Como
puede observarse en estos gráficos, en general, los modelos lineales ARIvIA
parecen recoger toda la estructura determinista revelada en el correlogrania
lineal de las series originales ya que el correlograma de los filtros lineales y de
sus cuadradosno parece recoger ninguna autocorrelación significativa. Sólo en
el caso de la serie de desempleo y el tipo de interés—y posiblemente también en
la serie NCPBI de opiniones empresariales— parece haber una evidencia clara
de que el filtro lineal aplicado no es capaz de recoger toda la estructura
determinista —no-lineal— subyacente en las series.
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Recordemos, que análisis del correlograma sólo es capaz de recoger
autocorrelaciones lineales. Es por ello, que pasamos a contmuación a aplicar
los test ARCH-LM de Engle, el BDS, el de Kaplan y el análisis R/S para
detectarla posible presencia de autoconelaciones ocultas en las series filtradas
linealmente, en cuyo caso, ladependencia dinámica, determinista o estocéstica.
deberá ser necesariamente de carácter no-lineal..
En la tabla 9.14 se muestran los resultados de laaplicación del test de Engle
para detectar estructuras ARCH en la serie temporal. La aplicación de este test
sobre los residuos del filtro lineal ARMA correspondiente, revela que en 5 de
las series consideradas debe rechazarse la hipótesis de ausencia de estructura
ARCH -series PIBT, PARO, CCPBI, IPC y MIBOR—.
Tabla 9.14
Test ARCH-LM de Engle
S
SERIE E
-
FDCLPIBT -60046<
N
NR
a
-000P
SERIE
———
E NR SERIE
———
7232416< 6153296< FDNCPR¡
E
E
N
NR’
FDCLPARO 210476< 20l62
FDCLVABAGR 0.42754 0,4341 FDCIJPIGRA.L 0.36915 0.37149 PDNCPC 0.213412 0.214387
1 FDCVABISC 0.03)03 0.03)62 FDCLIPIRE 0.00608 0.00612 FCUPC 4.4.16066< 40.94036<
FDCVARC 638578 613657 FCLCGA 0.62302 0624379 FCLALP 2216156 2.214811
¡ FD CL VARS 4.63393 4.5236 rDCLCAC 1.7913 (7922 FCLM5 25(769 2.514024
FDcLrBCFBE 276803 2.74849 P’DCLCEF 0.382953 0 384275 EDMISOR
— —
886886< 1Il34
* rechazo al 99% de la hipótesis nula de ausencia de estructura ARCH
5 94756 5 .737 83
9 -49
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Tabla 9.15
TestRDS
r m2 m=3 m4 m=5 m6 m7 m’4 m9 m)O
0.104% -1.180 -0.649 0.443 2.583 2.210 2.178 -1.649 ‘.1.295 -1.038
E (1149%
-4
0.215%
-0.401
0.339
0.194
1.040
1.238
1.647
2.137
2.222
2.237 2.640
2.763 2.991
3.911
3.381
4.611
3.537
5.753
3.63q
0.311% 0.657 1.575 1.665 1.967 2.072 2.006 1.918 1.752 1.690
~ (1367% 0.436 0.641 0.598 2.956 4.209 9.824 20.076 44.417 91.434
(1529% 0.260 0.160 0.247 0.750 1.904 2.487 3.602 4.074 5.556
(1 764% 0.094 -0.260 -0.893 -0.663 -0.471 -0.308 -0.008 0.376 0.615
~- 1.101% 0.009 -0.344 -0.982 -1.137 -1.120 -1.096 -0.990 -0.836 -0.740
~ 0.183% -0.827 -0.710 0.606 0.696 -2.173 -2.762 -2.122 -¡.673 -¡.347
~ 0.263% -0.192 0.049 0.393 0.411 -0.363 -1.848 -2.488 -1.984 -1.615
0.380% -0.620 0.099 0.288 0.479 0.396 0.356 -0.043 0.194 -0.410
e 0.548% -0.266 0.165 0.021 0.402 0.638 0.788 0.603 0.430 0.532
0.236% 5.735 6.874 7.961 8.897 10.774 19.383 23.090 35.179 -1.367
.c (1341% 5.341 5.442 4.899 4.868 5.061 4.282 4.192 7.630 14.205
d (1491% 3.507 4.807 5.228 5.193 4.942 4.935 5.590 6.625 7.693
C 0.708% 3.151 3.836 4.278 4.309 4.439 4.671 4.616 4.649 4.805
(1103% -0.002 -0.198 -0.688 -0.981 -2.044 -2.320 -1.777 -1.397 -1.121
-< 0.148% 1.032 0.735 0.758 0.139 -0.640 -1.624 -1.632 -1.813 -1.474
d 0.214% 1.342 1.677 1.950 1.976 1.711 1.577 1.568 1.720 1.439
0.309% 1.304 1.788 2.022 2.128 2.110 1.948 1.820 1.869 1.726
0.653% 3.580 2.982 2.397 1.306 0.744 -3.905 -3.012 -2.386 -1.930
0.942% 2.313 2.917 2.761 1.989 1.576 -0.916 -3.751 -3.007 -2.461
1359% 1.806 2.197 2.065 1.632 1.459 1.445 1.183 ¡.778 2.011
C 1.960% 2.034 2.379 2.454 2.387 2.409 2.448 2.568 2.855 3.122
~, 0.273% 2.551 4.895 6.090 9.764 16.897 29.246 51.602 90.119 106.981
C.4
~ (1394% 3.809 6.428 8.165 10.710 15.259 20.466 28.369 37.387 47.944
-4
~ 0.569%
o
~L 0.820%
3.366
2.766
5.620
4.100
7.041
4.558
8.631
5.009
10.686 12.508
5.668 6.239
15.069
6.860
17.875
7.445
22.232
8.240
1.131% 12.236 15.396 19.287 23.609 30.268 40.606 58.415 86.114 126.240
1.632% 12.115 14.816 17.603 20.752 25.284 31.478 40.915 53.733 71.115
e 2.353% ¡1.619 13.751 15.653 17.646 20.262 23.660 28.092 33.515 40.194
~ 3.394% 9.673 11.393 12.675 13.788 15.116 16.564 18.118 19.948 22.003
~ 1.446%
t~ 2.086%
o
3.008%
-0.298
0.143
0.539
0.172
0.429
0.662
-0.035
0.633
0.927
1.348
0.901
0.903
2.508 2.450
1.065 0.503
0.185 0.744
7.436
0.555
0.501
12.801
-1.073
0293
20.489
-0.851
0.450
E 4.338% 0.673 0.811 0.862 0.803 0.969 1.184 1.212 1.118 í.218
3.449% -1.425 -¡.100 0.599 0.664 2.039 2.756 8.953 17.554 11.693
o- 4.974%
-4
u 7.174%
o
¡0.347%
-1.096
-0.943
-l.011
1.261
-1.124
-1.034
0.032
‘.0.396
-0.470
0.446
-0.349
-0.320
0.617 1.279
0.000 0.604
-0.118 0.187
2.348
1.267
0.471
4.558
1.892
0.805
8.894
2.423
0.999
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tÉ
~
O
.4
U)
2.282%
3.292%
4.748%
6.847%
4.374 5.866 6.842 6.671 6.727 6.271 5.404 4.221 7.286
3.796 5.239 6.095 6.338 6.204 5.888 5.531 5.275 5.550
4.033 5201 5.951 6.332 6.276 6.078 5.977 5.887 6.075
4.165 5.625 6.293 6.616 6.570 6.468 6.391 6.297 6.425
U>
<O
.4
~
2.892%
4.171%
6016%
& 676%
-0.925 -0.438 -0.103 1129 3317 10.368 18.386 29.213 43.310
-0.760 -0.505 -0.150 0.501 1.855 3.757 5384 7.974 10.750
-0.7>0 -0.452 -0.035 0.394 1.309 2.156 2.857 3.820 4.626
-0.475 -0.269 0.019 0.207 0.661 0.921 1.061 1.224 1.442
‘—U
~
.4
~
0.158
0.228
0.329
0.475
66.786 113.498 193.009 341.240 655.029 1372.443 3027.088 6897,832 16304.84
64631 88.380 127.821 191.110 300.888 506.491 890.506 1606.6962985.311
60.309 64.581 80.973 ¡03.123 136.036 186.551 263.956 378.676 551.615
47.015 43.195 45.940 51.413 58.356 67.597 79.197 92.942 109.503
o-
U)
2
~
4.032
5.815
8.387
12.096
4.863 7.165 8.444 8.809 9.575 9.991 11.077 7.414 1.315
4.605 6.810 8.100 8.494 9.000 9.708 >0.831 11.998 13.085
4.340 6.375 7.397 7.838 8.195 8.859 9.454 10.057 10.765
4.367 5.758 6.360 6.674 6.900 7.221 7.426 7.704 8.020
U>
2
e
9.274
13.375
19.291
27.822
2.307 4.187 4.866 4.900 4.114 3.629 0.669 -2.954 ‘.2.414
2.103 3.743 4.239 4.714 4.590 4.528 4.416 5.823 6.339
1.890 3.014 3.330 3.460 3.527 3.998 4.619 5.238 5.807
1.061 2.084 2.524 2.644 2.765 3.079 3.576 4.127 4.639
.
.4
~
0.254%
0.366%
0.528%
0.761%
3.6>0 6.761 10.684 ¡6.299 26.321 41.134 67.752 ¡¡6.874 215.794
3.396 5.631 8.079 11.608 16.998 23.966 34.680 52.532 81.211
3.193 4.417 5.708 7.275 9.188 11.118 13.997 18.067 23.532
3.367 3.668 4.161 4.925 5.714 6.371 7.304 8.303 9.382
ttÉ
.4
(1218%
(1314%
(1453%
0.653%
0.604 ‘.0329 -0.204 -1.893 -0.590 0.116 -0.879 ¡.598 -3.011
0.835 0,318 0.621 0.601 0.721 1.012 1.034 -0.164 -1.821
03)45 0,416 0.158 0.398 0.584 1.086 1.328 1.133 1.001
0.837 0.597 0.149 0.104 0.286 0.789 1.174 ¡.324 1.362
.
.4
~
0.221%
0.319%
0.460%
0.663%
0.182 -0.019 -0.814 -2.914 -3.720 -3.385 -2.353 -3.335 -2.735
0.872 0.612 0.281 -0.277 -0.165 0.654 0.762 0.312 -0.861
¡.151 0.833 0.569 0.500 0.435 0.581 0.571 0.453 0.639
¡.377 0.918 0.608 0.522 0.509 0.653 0.725 0.685 0.835
4
4
4
4’-
1.413
2.038
2.939
4.239
11.574 16.444 22.962 33.077 48.649 72.779 110.376 171228 270.970
10.493 13.574 16.610 20.281 25.522 32.105 40.852 52.772 69.548
8.864 11.132 12.991 14.683 ¡6.802 19.273 22.116 25.454 29.827
6.419 8.386 9.307 10.146 10.921 11.914 12.794 13.634 14.709
Estadístico BDS para el contraste de ¡a hipótesis nula lID para valores de r entre 0.5 y 1.5
veces la desviación tiples de las series temporales. El estadístico BDS se distribuye como una
N(0,1) a una cola.
En la tabla 9.15 mostramos los resultados de la aplicación del test BDS
sobre lasedes filtradas por los respectivos modelosARMA para elcontraste de
la hipáteisis nula de independencia. Como se desprende de la tabla para las
series de valorañadido bruto en el sector de la construcción —VABC—; inversión
enconstrucción—FBCFC--; desempleo —PARO—; consumo de gasolina—CGA—;
consumo de energía eléctrica —CEE— opiniones empresariales —NCPBE y
9 - 51
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NCPC—; precios —IPC---;y, tipos de interés —MIBOR--. puede rechazarse la
hipótesis nula de ruido blanco. Es decir, que para estas series el filtro lineal
aplicado no parece recoger toda la estructura dinámica presente en los datos.
por lo que se abre la posibilidad de que dicha estructura desconocida sea de
carácter no-lineal.
Para el resto de series consideradas o bien los resultados no son del todo e’
concluyentes —series PIBT, VABAGR FBCFBE, IPIBE, CAC— o bien no
permiten rechazar que los filtros lineales aplicados constituyan un verdadero
ruido blanco — VABJSC. VABS, IPIGRAL. ALP y M3—. e
El test R/S puede utilizarse junto al test de Anis-Lloyd para contrastar la
hipótesis nula de que las series filtradas constituyen un ruido blanco gausiano. mt
Los resultados de este test se muestran en la tabla 9.16. rechazándose la
hipótesis nula al 99% para todas las series a excepción de la serie PIBT y
FBCFBE. e
Tabla 9.16
e
Análisis R/S
SERIE H A-LL
——
oós; 1118
SERIE H A-LL
——
0428 43183
SERIE
—
FDNCPBI
11
—
0594
‘.4-LL
—
473!FDCLPIBT FDCLPARO
FDCLVABÁGR - 0.619 -2470 FDCLIPIGRAI. 0793 49.883 FDNCPC 0.511 29604
FDCVABISC Í 0.594 -5.144 FDCLIPIBE 0.682 24.243 FCLIPC 0.46! -61 942
FDCVÁBC 0.593 -5.205 FCLCGA 0520 -32.860 FCLALP 0.460 -46 384
FDCLVARS 0.560 -8.806 FDCLCAC 0433 42301 ECL Mi 0424 59059
FDCLFBCFBE 0.627 ‘.1556 FDCLCEE 0.232 -173.637 EDMIBOR
—
0.664
—
20012
-
FDCLFBCFC 0.595 -5.000
H exponente de Hurst Estimado; A-LL: estadístico Anis Lloyd para ¡a contrastación de ¡a
hipótesis nula de Ruido blanco gausiano —A-LL--N(0, 1)—.
Exponente daminante de Lyapunov
Terminamos el análisis de las series temporales estimando el exponente de
Lyapunov dominante correspondiente a cada una de las series temporales. Los
resultados obtenidos utilizando el algoritmo LENN se muestran en la —tabla
917—. Como puede observarse, para las series trimestrales de PIB VAB e
Inversión privadasno puede rechazarse lahipótesis de comportamiento caótico
ya que el exponente de Lyapunov resulta positivo. El mismo resultado se
obtiene para las series de consumo de gasolina, para la serie de opiniones
empresariales parabienes de inversión ypara los agregados monetarios y el tipo
de interés. El resto de series rechazan la hipótesis de caos determinista al
estiniarse un exponente negativo.
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Tabla 9.17
Exponente de Lyapunov Dominante. Algortimo LENN
Series Originales estacionarias
t m k EER CIS A
CLPIBT 5 6 4 0.01109 -2.0812 0.039
CLVABAGR 1 8 1 0.04869 -1 .2695 0.013
CLVABISC 4 6 3 0.02084 -1.5113 0.035
CLVABC 5 8 3 0.01035 -2.2109 0.051
CLVABS 6 6 4 0.02106 -1.4401 0.112
CLFBCFBE 5 8 3 0.0207 -1.518 0.089
CLFBCFC 4 8 3 0.01428 -1 .8895 0.139
CLPARO 1 8 2 0.03873 -1.6538 -0.026
CLIPIGRAL 6 2 1 0.2 1389 -0.0674 -0.023
CLIPIBE 6 2 1 0.21591 -0.0579 -0.041
CLCGA 1 3 8 0.40661 0.8169 0.214
CLCAC 1 8 3 0.18475 -0.0066 -0.007
CLCEE 1 7 2 0.11993 -0.5641 -0.007
NCPBI 7 6 2 0.81941 1.3621 0.06
NCPC 1 4 1 0.85557 1.3259 -0.391
9 5 1 0.49428 0.7724 -0.016
1 8 4 0.36443 0.8015 0.032
1 8 5 0.33581 0.8153 0.157
MiIBOR 1 7 7 0.20349 0.5971 0.174
-y: retardo para la reconstrucción; ni: dimensión de inmersión; k: número de riodos en la capa
oculta; EER: Error estándar de la regresión; (lis: Criterio de información de Schawrz; A:
exponente de Lyapunov dominante
Para completar las anteriores estimaciones, en la tabla 9.18 se muestranlos
resultados obtenidos aplicando el test residual de Brock. es decir, estimando el
exponente dominante sobrelas series de residuos de los correspondientes filtros
lineales’. Los nuevos exponentes revelan que la hipótesis de comportamientos
caóticos sólo se pueden mantener para las series trimestrales de PIB, VAB,
inversión en bienes de equipo y tipo de interés, ya que para el resto de series
para las que previamente se obtenía un exponente positivo, lanueva estimación
revela Ja ausencia de comportamientos caóticos -exponentesnegativo-. Esto es,
que los filtros ARMA aplicados parecen ser los causantes de la estimación
espuria de los correspondientes exponente positivos.
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Tabla 9.18
Exponente de Lyapunov Dominante. Algortimo LEN’N
Test residual de Brock (Filtro Lineal)
mk EER CIS A
DCLPIBT 1 6 2 0.57185 1.4259 0.595
DCLVABAGR 6 8 2 0.47982 1.3836 0.332
DCLVABISC 5 8 2 0.50846 1.4092 0.228
DCLVABC 2 4 ~
~
0.70672 1.4845 0.055
-DCLVABS 6 4 0.71889 1.5016 0.159
DCLFBCFBE 1 8 2 0.52753 1.446 0.483
DCLFBCFC 3 3 1 0.89535 1.4989 -0.818
DCLPARO 3 5 5 0.65484 1.2906 0.067
DCLIPIGRAL 5 3 1 0.94667 1.4386 -0.499
DCLIPIBE 4 4 2 0.81704 1.3634 -0.113
CLCGA 7 3 2 0.9084 1.4028 -0.113
DCLCAC 8 7 1 0.9354 1.4412 -0.023
DCLCEE 1 8 1 0.90755 1.4069 -0.492
DNCPBI 1 5 2 0.8528 1.3853 -0.268
FDNCPC 6 5 2 0.88011 1.4305 -0.037
CLIPC 3 7 2 0.84447 1.388 0.024
CLALP 4 4 1 0.92958 1.4181 -0.418
CLM3 4 4 1 0.92158 1.4097 -0.403
DMIBOR 1 3 8 0.40058 1.0241 0.257
r: retardo para la reconstrucción; vn: dimensión de inmersión; k: número de
nodos en la capa oculta; EER: Error estándar de la regresión; CIS: Criterio de
información de Schawrz: A: exponente de Lyapunov dominante
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CAPÍTULO 11
CONCLUSIONES
El objetivo de esta tesis es aplicar las técnicas y herramientas de la
matemática del caos al estudio de la dinámica del ciclo y el crecimiento
económico. Con ello, pretendemos mostrar cómo la utilización de sistemas
dinámicos no lineales en régimen de comportamiento caótico para la
modelización cualitativa de estos fenómenos económicos, no sólo impone
menos restricciones que el análisis tradicional esencialmente lineal, sino que
permite explicar de forma endógena a través de modelos perfectamente
deterministas, el comportamiento irregular, aperiódico y escasamentepredecible
observado en la evolución de las economías reales.
En econonila la formatradicional de afrontar la complejidad del mundo real
es mediante la abstracción de algunas de sus complejidades introduciendo
hipótesis simplificadoras. Cuando nos referimos, por ejemplo, a la complejidad
que se deriva del elevado número de elementos que conforman el sistema o
complejidad estructural, esto es, cuando debemos tener en cuenta que la
economía es un sistema compuesto por multitud de agentes actuando,
interrelacionándose y reaccionando cadauno de ellosantelas decisiones de los
otros, la hipótesis simplificadora más extensamente utilizada ha sido la del
agente repreSentativo. Otro tipo de simplificación que tradicionalmente se ha
acompañado a la anterior es analizar el comportamiento intrínsecamente
dinámico de la economía bajo el prisma simplificador de la estática o a lo sumo
de la existencia y unicidad de un único punto de equilibrio dinámico del tipo
punto fijo. A partir de estos supuestos se han construido modelos que a partir
de éstos y otros supuestos adicionales eran capaces de realizar predicciones de
estática comparativa —cual será el nuevo punto de equilibrio si cambia algún
factor exógeno al modelo permaneciendo todo lo demás invariable—.
Cuando nos enfrentamos a la economia como un fenómeno dinámico, se
añaden nuevas complejidades que dificultan el análisis económico. Nos
E
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referimos concretamente a lo que hemos venido denominando como
complejidad dinámica, esto es, la complejidad, irregularidad y falta de orden o
periodicidad que muestrala economiaen su evolución temporal. De nuevo aqui
la solución ha sido tratar al sistema como fbndamentalmente determinista con
equilibrios dinámicos a largo plazo del tipo punto fijo similares a los estudiados
en la economía estática, aunque golpeados por perturbaciones exógenas
puramente aleatorias y que no es posible determinar de manera precisa. Estas
perturbaciones o ruidos puramente aleatorios son los causantes de la
complejidad dinámica en estos modelos. Es porello que los modelos dinámicos
e
deben introducir el papel de la incertidumbre sobre cual será el verdadero estado
de la economía en su conjunto y el papel de las expectativas. Así surgen los
modelos con agentes con expectativas adaptativas o más modernamente que
forman sus expectativas de manera racional.
La matemática del caos proporciona una explicación alternativa a a la
existencia de perturbaciones aleatorias para explicarla existencia de complejidad
dinámica. Es decir, frente a los modelos estocásticos, estos modelo
deterministas son capaces de explicar de manera endógena por que la evolución e
de las economías modernas estan irregular, erráticay aparentemente aleatoria.
Se trata de modelos deterministas pero en los que debido a la existencia de
sensibilidad a las condiciones iniciales resulta imposible realzar previsiones e
ajustadas ms allá del largo plazo. Es por ello, que en estos modelos hay cabida
también para las expectativas racionales pese a que nosenfrentamos a modelos
deterministas. La revisión de lahipótesis de expectativas racionales deberátener e
en cuenta las propiedades del conjunto de información. Si el conjunto de
información es infinitamente exacto, las previsiones serán perfectamente
mp
precisas. Cualquier desviación en la calidad de la información, introducirán
horizontes de planificación finitos.
e
Por otraparte setrata de modeloscaóticos deterministas de baja dimensión.
Es decir, estos modelos suponen igualmente una reducción o simplificación
operacional en el número de grados de libertad, es decir en el número de
agentes considerados o variables inter actuando al mismo tiempo —aunque sea
con cierto retardo—. A pesar de que simplifican la complejidad estructural, son
capaces de explicar de manera endógena la complejidad dinámica sin necesidad mt
de recurrir a variables aleatorias. Además introducen la posibilidad de que
existanotros equilibrios distintos al punto fijo, lo que supone una generalización
de los modelos tradicionales de lo que habrá que estudiar que consecuencias se mt
extraerán para el diseño y aplicación de la política economíca.
Estas propiedadesde los sistemas caóticos deterministas de bajadimensión,
pensamos, son suficientes para justificar la elaboración de una tesis doctoral
como la que aquí se presenta. Nos preguntaremos cuándo surgen los
comportamientos complejos y qué repercusiones se desprenden para la política mp
economíca. A modo de conclusión podemos decir que la complejidad dinámica
mp
mp
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aparece cuando se acelera el ritmo de reacción de las individuos y que las
implicaciones para la política económica no son claras: En primer lugar, si con
la politica económica se pretende eliminar los comportamientos cíclicos
irregulares —politica económicaestabilizadora o anticiclica—, lamejor y única vía
posible es a través de medidas de carácter estructural. Si lo que se persigue es
el máximo crecimiento a largo plazo (crecimiento tendencia! o medio), debe
dejarse que la economia fluctúe libremente, ya que esas fluctuaciones son de
equilibrio y existen muchos casos en los que la eliminación del ciclo ralentiza el
crecimiento tendencial, sobre todo si aceptamos que la manera en la que la
econonijaevoluciona en el tiempo no es lineal sino cíclica e irregular y que dicha
irregularidad viene explicada precisamente por 1 a capacidad de reacción de los
individuos, inversión, nuevos productos, nuevos mercados, que son a su vez los
factores que determinan el crecimiento a largo plazo.
A pesar de esta generalidad con la que ha sido utilizada la matemática del
caos en las ciencias de la naturaleza existen aun ciertas reticencias para ser
,~l#4%~~er incorporada plenamente ene! dominio de las ciencias sociales,
y en particular dentro de laeconomia Quizás esta reticencia se explique porque
esas aportaciones suponen comportamientos de los agentes ad-oc sin
fUndamentación niicroeconómica —aunque a lo largo del capitulo 7 hemos
mostrado los nuevos desarrollo de los ciclos endógenos de equilibrio o
desequilibrio con fUndamento microeconómico— y porque en el dia de hoy aún
no existe evidencia clara a favor del caos en las series temporales
Con la consideración de la matemática del caos hemos encontrado la
posibilidad de explicar de forma endógena las irregularidades observadas en la
evolución de las series económicas. No pretendemos con ello decir que no
existen componentes puramente estocásticos en dicha evolución, simplemente
que la consideración de los modelos no-lineales caóticos son más generales y
posibilitan la aparición de comportamientoscualitativamente distintos al estado
estacionario donde todas las variables crecen de forma constante y
proporcional.
Podemos ahora resumir las siguientes conclusiones
Sobre el concepto de Complejidad
Además de la complejidad estructural, determinada por el númerode grados
de libertad del sistema, debemos considerar el concepto de complejidad
dinámica, en tomo a la cual gira lapresenta tesis. Dicha complejidad dinámica
se define como contraposición a la regularidad o periodicidad simple en la
evolución observada en el sistema.
La tesis fUndamental que pretendemos defender es que es posible, con la
utilización de la matemática del caos, explicar con modelos estructuralemnte
e’
a,
simples, comportamientos de clinannca aítamelac ‘~-u1¡Ipaja.
Sobre herramientas para para el análisis de la complejicj~U e’
Bajo el enfoque tradicional clásico, existen dos herramientas básicas para
a
tratar con la complejidad, partiendo ambas de la hipótesis de linealidad. La
primera de ellas bajo el prisma determinista considera que la complejidad
observada en el comportamiento de muchos fenómenos es el resultado de la u,
superposición de un número, tan elevado como flíese necesario, de osciladores
armónicos con frecuencias independientes. Este tipo de análisis usa como
herramienta básica el análisis en series de Fouirier. Este tipo de enfoque
considerada, por tanto, quela dinámica compleja es el resultado de la dinámica
determinista con equilibrios cuasi-periódicos. El segundo, seria el enfoque
probabilista, bajo el cual, la irregularidad dinámica quedada explicada por la e
superposición de variables puramente aleatorias. La herramienta básicasena en
este caso el análisis estadístico de los procesos estocásticos.
e-
Con la matemática del Caos, se dispone de una nueva herramienta para el
análisis de los fenómenos complejos que situada en una posición intermedia a
las anteriores, seria capaz de explicar de manera endógena las irregularidades e’
y aperiodicidades de los fenómenos de la realidad sin necesidad de recurrir a
variables aleatorias.
e
mtSobre el Equilibrio Económico vs. Equilibrio Dinámico
En primer lugar queremos resaltar la diferencia existente entre el concepto
de equilibrio económico walrasiano —vaciado de los mercados— y el equilibrio
dinámico. El equilibrio walrasiano es un concepto estático, constituye aquél
punto -—punto fijo— para el que se vacían los mercados, esto es, para el que e
oferta es igual a demanda. Este tipo de análisis estático, aunque legitima el uso
de modelos esencialmente lineales, limita a su vez la capacidad explicativa y
predictiva de los mismos, que es lo que finalmente se persigue: poder entender a
y explicar mejor la realidad económica y poder mejorar las predicciones sobre
su evolución fUtura.
mt
El concepto de equilibrio dinámico englobatodo un conjunto de situaciones
más ricas que el punto fijo, es decir, el equilibrio dinámico puede estar formado
por un punto fijo, pero también por un conjunto formado por más de un punto mt
—seria un único equilibrio y no una situación con múltiples equilibrios—.
mp
e
e
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Sobre la importancia de ser no-lineal
La introducción de no-linealidades en la modelización de los sistemas
dinámicos permite que aparezcan equilibrios dinámicos distintos al punto fijo,
entre ellos, los caóticos. Ello permite mejorar la capacidad explicativa y
predictiva de los mismos sin necesidad de recurrir a factores exógenos
aleatonos.
La no linealidad implica, por otra parte la ruptura con el paradigma lineal
para el que el todo es igual a la suma de las panes. Bajo este enfoque, los
estudios para el conocimiento del fenómeno económico debe centrarse en el
análisí por separado de cada uno de sus componentes. Una vez que se tengan
éstos perfectamente sistematizados, el principio de superposición garantiza que
se tendrá un perfecto conocimiento del fenómeno agregado. Cuando el
fenómeno económico resulta ser no-lineal, el principio de superposición queda
rechazado, y con ello, su metodología de análisis de la realidad, debiendo
recogerse explícitamente el carácter no-lineal existente entre los distintos
componentes del fenómeno estudiado —el todo es algo más que la suma de las
partes—.
Sobre la emergencia de complejidad dinámica en economía
Tras analizar las características esenciales de los sistemas dinámicos
(solución, equilibrios a largo plazo, comportamientos de dinámica simple y de
dinámica compleja), hemos intentado analizar como han sido éstos aplicados al
estudio de la dinámica económica, en particular, al estudio del ciclo y el
crecimiento económico. Perseguíamos con ello un doble objetivo, analizar que
politica económica puede ser más favorable para mejorar el crecimiento y el
ciclo, y contrastar el potencial explicativo de las distintas aportaciones de las
regularidades empiricas de la evolución en el tiempo de la actividad económica.
Comenzando con la teoría del crecimiento, hemos visto como mientras que
el modelo de Harrod-Domar presenta situaciones de equilibrio inestable para
justificar las politicas de demanda de corte keynesiano, en las aportaciones
neoclásicas del crecimiento exógenopermiten deducirlas condiciones necesarias
para alcanzar un equilibrio estable en el que se elimina la necesidad de
intervención pública mediante políticas estabilizadoras. Bajo este enfoque, sólo
las políticas de oferta que mejoren la productividad global de la economía
tendrán efectos positivos sobre el crecimiento a largo plazo (política de la
competencia, flexibilización del mercado de trabajo, reforma del sistema
financiero, políticas educativas, tecnológicas, de infraestructuras, etc.). En
ambos modelos, sin embargo, las tasas de crecimiento a largo plazo vienen
determinadas de forma exógena a la propia dinámica del modelo -
Capítulo 11: ConclusÍones náa 6
Por otro lado, los modelos de crecimiento endógeno complementan a los
anteriores explicando la existencia de crecimiento positivo sin necesidad de
recurrir a factores exógenos. Sin duda, pues, los distintos modelos de
crecimiento endógeno, han servido paraentender algo más sobre el crecimiento
económico, y al determinarexplicitamente cualesson las fUentes del mismo, han
proporcionado las bases con las que fUndamentar las políticas económicas que
mejoren el crecimiento económico a largo plazo. Podemos citar entre ellas a e’
modo de resumen, la consideración ye] fomento del capital humano (educación,
formación continua, etc) y el capital público (infraestructuras públicas en
a’
transporte, comunicación, etc), el fomento de las extemalidades positivas
(learning by doing, efectos desbordamiento) y la introducción y fomento de las
actividades de I-Í-D.
e
Estas teorías del crecimiento, presentan entre otras limitaciones, una
incapacidad para explicar las fluctuaciones que acompañan al crecimiento en su e
evolución temporal. Esta limitación proviene del encorsetamiento al que se ha
sometido tradicionalmente a estos modelos en su formulación, remitiéndose
únicamente al estudio de soluciones dinámicas del tipo Puntofijo, es decir, una e
única solución estable para el estado estacionario que implica una tasa de
crecimiento constante a largo plazo. Este hecho ha justificado la aparición de
diversos modelos que tratan de explicar el porqué se producen estas mt
fluctuacionescíclicas en laeconomías. Las distintas aportaciones en este ámbito,
han servido para justificar o no el papel activo de la política económica. En
cualquier caso, se trata de modelos deterministas de dinámica simple que
vuelven a necesitar de factores estocásticos exógenos para la explicación del
comportamiento errático e impredecible que exhiben la gran mayoría de las
series temporales económicas. Por contra, los modelos deterministas de
dinámica compleja son capaces de explicar de forma endógena características
típicas de estos fenómenos económicos como su irregularidad y aperiodicidad.
mp
Sin duda, quedadapendiente la justificación de lautilización de este tipo de
modelos desde_el_punto de_vista empírico. Se han propuesto distintos test
estadísticos que trata de encontrar algún tipo de evidencia a favor de la
existencia de no-linealidades deterministas en las series temporaleseconómicas,
contrastando esta hipótesis frente a la de perturbaciones puramente aleatonas. e
Los resultados aun no son concluyentes.
A pesar de ello, la consideración de este tipo de modelos, al aumentar el mt
margen de posibilidades en el comportamiento teórico de fenómenos como el
ciclo y el crecimiento, suponen sin duda un paso adelante en el conocimiento de
la realidad económica. e
En los distintos modelos caóticos analizados, pertenecientes a distintos
enfoques doctrinales —neoclásicos, keynesianos, post-keynesianos, etc..—, la
complejidad dinámica emerge del propio sistema cuando aumenta el grado de
a
e
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reacción de los agentes ante la nueva informacion sobre la realidad en la que
opera, esto es, cuando aumenta el grado de dinamismo y flexibilidad en la toma
de decisiones de los agentes.
Es por ello, que a partir de la segunda guerra Mundial, con la revolución
tecnológica en los nuevos sistemas de transmisión de información, al permitir
un mayor manejo de información, y al abaratarse los costes de transacción, y
permitir mayor flexibilidad en la toma de decisiones, el comportamiento de la
economía como un todo aparece más irregular y volátil, y posiblemente caótico.
En esta situación, los modelos lineales sólo proporcionan una buena
aproximación a la realidad bajo situaciones de atonía de los mercados. Por eso,
a partir de entonces surgen teorías separadas del crecimiento económico, pero
manteniendo el paradigma de la linealidad. La matemática del caos permite una
aproximación al estudio del cilo alternativa en la que no es necesario recurrir a
variables exógenas aleatorias.
Una de las príncipales críticas que se han hecho a los modelos con
comportamiento caótico es la plausibilidad económica de los valores que deben
tomar los parámetros de control de estos modelos para que sus soluciones
describan comportamientos caóticos1. Los supuestos sobre el sentido
económico de dichos parámetros van siendo más plausibles con el número de
grados de libertad de los modelos, es decir, el valor que deben tomar los
parámetros parece forzado también por el hecho de que se está forzando el
modelo para que presente pocos grados de libertad. De hecho, estos modelos
no se presentan tanto como posibles modelos que representen la verdadera
dinámica económica sino como una nueva posibilidad que hay que tener
presente a la hora de diseñar y analizar los modelos de dinámica económica con
los cuales se puede explicar de manera endógena ciertas particularidades
cualitativas observadas en la evolución de las economias reales
A modo de resumen las vias por las que pueden aparcer comportamientos
caoticos (Brock y Dechert, 1991):
1 El comportamiento de las familias descuentan fUertementeel fUturo -tienen
una alta tasa de impaciencia
2 La introdicción de rendimeintos crecientes a escala y extemalidades.
3 Abandono del supuesto de mercados completos. Restriceciones en la
liquidez o restricciones crediticias de la economía pueden generar
Por ejemplo, en el caso del modelo unidimensional. es necesario un fuerte efecto renta,
mientras que en el caso 2-dimensional de generaciones solapadascon producción las
soluciones caóticas aparecen incluso cuando ocio y consumo futuro son sustitutivos brutos.
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inestabilidades en modelos de equilibrio.
4 Abandono de mercado perfectos -los agentes no son precio aceptantes.
5 La imposición de comportamientos caóticos a través de la tecnologia o las
preferencias de forma que la solución del problema en forma reducida
mt
6 Abandono de los supuestos de equilibrio económico.
7 Retroalimentación entre las preferencias o tecnologías entre los distintos
agentes de la economia —extemalidades positivas—.
8 Introduciendo fUnciones exógenas forzadas mt
9 Introducir efectos nolineales retardados sobre el consumo y la tecnología.
mp
Sobre las implicaciones para la política económica
mt
¿Es el caos bueno o es malo? El caos en sí mismo no es ni bueno ni malo:
Si las inestabilidades se derivan de imperfecciones que se traducen en pérdidas
de bienestar social, el comportamiento caótico se considerará negativo, y la mt
política económica deberia ir encaminada a controlar el atractor y convertirlo
en periódico. Por otro lado, como afirma el profesor Ubaldo Nieto (1998), la
inestabilidad asociada al caos resulta positiva en ciertas situaciones, por e’
ejemplo, es positiva en los mercados financieros, para obtener beneficios y por
lo tanto para generar ahorro y crecimiento económico. Desde esta perspectiva,
el caos es en sí un desorden ordenado —desorden: porque el resultado es mt
irregular aparentemente aleatorio e impredicible en la práctica; ordenado:
porque el sistema es determinista y se pueden obtener beneficios de él—. La
Okpolitica económica debe ir encaminada entonces hacia lagestión del caos
La estrategia de política económica puede resumirse, por tanto, como
sigue. Cuando nos centramos en el estudio del ciclo y el crecimiento económico
el objetivo de politica económica generalmente aceptado es el de mejorar el
crecimiento económico a largo plazo y el de estabilizar la evolución de la a,
economía en tomo a esa tasa de crecimiento a largo píazo. Este objetivo viene
influenciado tradicionalmente, de nuevo, por la teoría existentepara explicar el
crecimiento económico, que como ya comentamos es incapaz de explicar mt
evoluciones ciclicas, periódicas o caóticas, ya que todas ellas se limitan al
análisis de modelos esencialmente lineales que solo permiten la aparición de
soluciones del tipo punto fijo. En el terreno de la politica económica esta visión e’
tradicional del fenómeno del crecimiento se tradujo en la separación artificial
e’
mt
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dentro de la política económica de la política coyuntural o estabilizadora o a
corto plazo de la política estructuralo de desarrollo o de largo píazo. La política
económicaestabilizadora debe centrarse en eliminar dicho caos, y para ello una
posible medida es la del control del atractor.
Dicho tipo de medidas puede originar que el crecimiento a largo píazo
disminuya en media, ya que lo que introduce es la atonía y disminución de
dinamismo en los agentes. Seria así una política paralizadora de la actividad
económica. La alternativa se encuentra en las técnicas del control del caos, que
sin cambiar el atractor extraño que se alcanza a largo plazo, trata de estabilizar
alguna de las órbitas que se encuentran presentes en el mismo pero que resultan
inestables en ausencia de ninguna intervención. Se trata de introducir pequeñas
perturbaciones en el sistema que conduzcan a la economía a una situación
estable.
Se sigue utilizando modelos teóricos para que sirvan de base para la toma
de decisión. En este caso, los modelos utilizados son los que presentan
comportamientos caóticos, por lo que a la hora de diseñar las políticas
económicas habrá que tener en cuenta todas las limitaciones asociadas a estos
sistemas. Así la eficacia de la política económica se ve limitada por la existencia
de sensibilidad a las condiciones iniciales, lo que agrava el problema de los
retardos de la política económica, desestimando la utilización de políticas
activas.
Un cambio más fUndamental hace referencia a la posibilidad de utilizar la
política coyuntural paraalcanzar ciertosvaloresconsiderados como socialmente
óptimos para las variables objetivo. Con la matemática del caos, el objetivo de
la política económica no debe ir encaminada tanto a controlar el valor de las
variables objetivo como al comportamiento asintótico del sistema dentro del
atractor. La política estabilizadora a partir de la política fiscal y monetaria
pierde su eficacia. La política estabilizadora o coyuntural se integra dentro de
la política estructural, ya que la inestabilidad del sistema proviene de los
parámetros estructurales del modelo dinámico y no del valor que tomen las
variables de estado. El pape! activo de la política económica no debe
encaminarse ahoraal control del valorde las varíable objetivo sino al control de
su atractor.
Los modelos dinámicos caóticos muestran que los distintos regímenes de
comportamiento a largo plazo aparecen cuando se modofica algún parámetro
de control. En la medida en que dicho parámetro de control dependa de algún
instrumento de política directamente controlablepor el decisor político, existirá
cierto margen de maniobra para el control del comportamiento cualitativo del
sistema. En los modelos de dinámica compleja, los ejercicios de estática
comparativa de los modelos estáticos tradicionalmente considerados como el
IS-LM-BP, han de sustituirse por los de la dinámica comparativa, y el control
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O
de las variables objetivo de la política económica deberá realizarse mediante el
control del atractor, es decir, mediante el control de su comportamiento
cualitativo a largo píazo. Las intervenciones para eliminar o reducir
fluctuaciones de tipo caótico tienen que ser estructurales, ya que la Ok
estabilización no se alcanza sin modificar los valores de los parámetros
estructurale que gobiernan el comportamiento asintótico del sistema Fernández
Díaz 1995, pp.369-3’7O)
La política económica ya no debe fijar sus objetivos en la consecución de
determinados niveles para las variables objetivo. Más bien, la política coyuntural e
debe flindainentarse mucho más de lo que proponen los enfoques tradicionales
un la política estructural, tratando de controlar el tipo de atractor de equilibrio
al que converge el sistema. Desde este punto de vista, la politica económico
tiene mucho que ver con las propuestas más neoclásicas en la que la política no
debe ser activa sino pasiva siguiendo determinadas reglas con la que se consiga
controlas los comportamientos caóticos, e
Por otro lado, el control del caos puede ser contraproducente para mejorar
e
el crecimiento económico a largo plazo. Esto está relacionado con la idea de
que el caos surge de manera natural cuando aumenta el dinamismo y flexibilidad
del sistema, propiciando igualmente la aparición de circunstancian que
favorecen el crecimiento. Si se elimina el caos, se eliminan esos factores
determinantes del crecimiento económico. Las alternativas por tanto sedan,
mayor crecimiento caótico o mayor estabilidad sin crecimiento.
Quizás aquí el dilema estriba en la consideración del caos como algo
intrínsecamente positivo o negativo, algo que conviene eliminar o si por el
contrario esnecesario identificar y aprovechar. Como una primera aproximación
es necesario aclarar que la noción de desorden como contraposición al orden,
no es sinónima de caótica en el sentido utilizado en este trabajo. Lejos de esa e
interpretación, el caos es una situación en la que se alcanza un cierto equilibrio
dinámico auto-organizado, un caos creativo. Cuando se intenta eliminar dicho
orden auto-organizados imponiendo un orden externo periódico o del tipo e
punto fijo, no se consiguemás que otro orden externo paralizante y en absoluto
mejor que el caos creativo.
mt
Quizás esa noción de orden en contraposición al caos es la que subyace en
la idea del desorden no-manejable que necesita de la mano del gobernante para
mt
organizar. Frente a esta posición estada la de la auto-organización, idea
schumpeteriana sólo con la inestabilidad del caos que hay que manejar o mejor
gestionar se consigue progreso y desarrollo,
La gestión del caos puede hacerse utilizando dos enfoques alternativos,
mediante reglaso estabilizadores automáticosy mediante la imposición de ciclos
regulares controlados por las atoridades política, Esteúltimo caso es parecido
mt
e
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al marca pasos con el que se pretende eliminar o controlar las arritmias, ya que
la regularidad de la regla domina a las oscilaciones caóticas del sistema, es decir,
el comportamiento caótico se acopla a las oscilaciones regulares impuestas por
las reglas de política económica.
Sobre ¡a detección del caosen las series temporales económicas.
Cerramos esta tesis con otra cuestión fUndamental. Ya que hemos
demostrado que desde el punto de vista teórico, y según los fUndamentos
económicos es posible explicar la aparición de evoluciones caóticas en la
economía, debemos preguntamos si de hecho existe evidencia de este
comportamiento en las series temporales reales observadas. No pretendemos
con ello, repetimos, contrastar la hipótesis a nuestro parecer no defendible, de
que en la evolución real de las económicas no existen componentes aleatonos.
Pretendemos por el contrario dar fiabilidad o reforzar los resultados teóricos
obtenidos en los anteriores capítulos.
Observaremos que debido a la insuticinecia de datos, la mala calidad de los
mismos, y la falta de test robustos y potentes, no hay evidencia significativa de
comportamientos caóticos en las series temporales observadas. Si existe sin
embargo un evidencia fUerte en los distintos trabajos a favor de la hipótesis de
no-linealidad, frente a la alternativa de lineálidad. Esto nos indica, nuevamente,
al menos lanecesidad de recoger esas no linealidades en el estudiodel fenómeno
económico —el todo más que la suma de las partes—. Se debe seguir
profUndizando sobre este tema, pero al menos la no linealidad, que es una
condición necesaria aunque no suficiente para que exista caos, abre las puertas
para la presencia de caos.
Evidencia empírica no resulta concluyente por la existencia de una serie de
problemas para contrastar la evidencia de caos en series reales de la actividad
económica. Si parece por el contrario clara la presencia de no-linealidades (el
todo es mayor que la suma de las partes: que constituía como vimos en el
capitulo 2 el primer paso necesario para el análisis de la complejidad o la
dinámica compleja). Hay que abandonar por tanto la visión tradicional lineal,
debemos utilizar modelos no lineales. De estas no-línealidades, y a pesar de la
falta de resultados robustos, la aparición de fluctuaciones endógenas y caos.
Por tanto dinámica compleja y comportamientos puramente estocásticos
coexisten en la realidad. Ello implica que se debe profUndizar en el análisis de
los contrastes empiricos que tratan de evidenciar la existencia de
comportamientos caóticos. Por el momento adelantaremos que en este campo,
sólo es posible contrastar con un alto grado de verosimilitud la hipótesis de
linealidad —el todo es la suma de las partes— rechazando estos contrastes esa
hipótesis nula.
Capitulo 11~ Conclusiones Dáa. 12
En resumen, pese a las deficiencias de las series reales utilizadas —series
coftas y perturbadas con ruidos puramente aleatorios—, algunas series como las
de producción industrial en USAo la serie del PNIB Japonés presentanuna clara
evidencia de comportamientos no-lineales, aunque en general la evidencia de
comportamientos caóticos es, en el mejor de los casos, muy débil, aunque
tampoco existe una evidencia fuerte que permita afirmar que las series
económicas son totalmente incompatibles que la hipótesis de caos determinista
bajo dimensional (Brock y Hommes, 1997a, p.3). La principal limitación a la
que nos enfrentamos es que los test para ladetección del caos son muy sensibles
series cortas y contaminadas de ruido e
Se crea por tanto lo que Brock y Hommes denominan la paradoja modelo-
datos del caos, en el sentido de que aunque es dificil encontrar caos en las series
económicas y financieras caos es muy fácil de encontrar en modelos de
equilibrio bajo supuestos con plausibilidad creciente con el número de
dimensiones del sistema. mt
a
e
Queremos terminar con una palabras de Richard Goodwin, uno de los
mayores entusiastas y promotores de la aplicación de la teoría del caos en
economía, en referencia a los modelos de dinámica compleja: «este modelo
de oscilador de crecimiento caótico no es, sin duda, ni bastante complicado ni mt
bastante realista, ni el mejor modelo de ciclo posible. Su importancia radica en
la endogeneidad de su erraticidad. Sin embargo, esto no niega en modo alguno
la importancia de la gran lista de perturbaciones exógenas que igualmente mt
inducen conductas erráticas en la economía. Lo que estoy sugiriendo es
únicamente que alguna formulación de esta clasepara la estructura generadora
central de la evolución económica es, seguramente, necesaria para enfrentarse mt
a las realidades de la conducta económica». Goodwin (1996, p.73)
u;
u
mt
mt
mt
mt
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