This paper studies Petri net models for the Horn clause form of propositional logic and of first order predicate logic. A net model for logical inconsistency check is proposed. Algorithms for computing T·invariants of Petri net models of logical inference systems are investigated. The algorithms are ba8ed on the idea of resolution and exploit the presence of one-literal, pure-literal and splitting clauses to lead to faster computation. Algorithms for computing T-invariants of High Level Petri net models of predicate logic are presented.
Introduction
The problem of inference is fundamental in Artificial Intelligence, AI. The role of inference is central in various applications such as data bases, expert systems, decision support systems, and logic programming. The process of inference determines whether a given proposition is implied by a massive collection of data (rules) and, furthermore, whether a proof procedure and answer extradian can be drawn from these data to answer a padicular question.
Different models for the representation of knowledge inference systems are known. For example directed and acyclic networks are used as a syntactic device for representing facts in a first order logic system [Nil 80]. Directed networks are also used to represent belief· networks and probabilistic dependencies [Pea 86 ]. Petri nets are chosen Lo model logical inference because Petri nets are themselves good models for describing parallelism, nondeterminism and asynchronous characteristics; in addition, there is a well-developed net theory. Transforming logical inference into Petri net models and using existing Petri net analysis methods to handle logical inference enhance the chance of treating problems of inference in an efficien t manner.
Petri give the transformation procedure from a set of clauses to a Petri net model, and a necessary net theoretical condition for a set of clauses and a sufficient net theoretical condition for a set of Horn clauses to be unsatisfiable. It is shown that the goal transition of the Petri net model of a set of Horn Clauses is potentially firable jff there exists a non-negative T-invariant which includes the goal transition in its support.
The focus of this paper is the treatment of Horn clauses. Horn clauses are an important subset of clausal form because any problem which can be expressed in logic can be reexpressed by means of Horn clauses [Kow 79] . A contribution of this paper is to show that the inference methods for the Horn clauses have their counterparts in the structural methods used to analyze Petri net models. The main motivation of this work is to provide new insights for computation of T-invariants for logical inference in Petri net models and to reveal analogies among logical inference and T-invariants methods in Petri net analysis. These relationships show that various techniques can be applied to solve large inference problems and they can lead to fast inference methods. The linear representation and invariant techniques of Petri net plays a central role in logical inference models and inference methods as described in this paper. This paper is organized as follows. A brief review of Petri nets, Petri net models of propositional logic, and the mapping of a set of Horn clauses to the incidence matrix of a Petri net are the topics of Section 2. The application of the logical concepts of resolution, one-literal, pure-literal and splitting in computing T-invariants of first order predicate logic models are covered in Section 3. Section 4 discusses High Level Petri Net models of first order predicate logic. An algorithm for computing T~invariants in High Level Petri nets, HLPNs, models of predicate logic is introduced in Section 5. Section 6 concludes the paper and discusses future research directions.
Petri Nets and Models of Propositional Logic
Petri nets and related concepts, such as marking, incidence matrix and T-invariants are introduced. Then Horn clauses and their representation as Petri nets are discussed. In this paper N denotes the set of natural numbers and Z the set of integers. (a) (S,TjF) is a finite net with S the set of places, T the set of transitions, F the set of arcs. The following properties hold:
Definitions and Terminology
-S n T = ¢ (duality between places and transitions)j
. F~(S x T) U (T x S) (the flow relation holds only between places and transition or vice versa);
-S # 0 and T # 0 (no empty net);
(e) W: F --+ {l} is a weight function associated with each arc of the net.
Let X = S U T be the set of elements of the net. The pre-set (post-set) of an element The Parikh mapping of a multiset B is denoted by 1JJ(B) and is defined by
where {ttl ... ,tnl is the domain for Band #(tj ,B) is the number of tj in the multiset B.
-rp(Bag(a)) the Parikh mapping of a firing sequence u is denoted bya.
Modeling Horn Clauses
A Horn clause of propositional logic has the form This notation means that holding of all conditions At to An implies the conclusion B. Logical connectiveness is expressed using the +-(implication) and 1\ (conjunction) symbols. A Horn clause is a clause in which the conjunction of zero or more conditions implies at most one conclusion. There are four different forms of Horn clauses. The Petri net representation of Horn clauses are:
1. The Horn clause with non-empty condition(s) and conclusion
For example, the clause C +-A 1\ B is represented by the Petri net in Figure lao When the conditions A and B are true, the corresponding places A and B hold tokens, transitions t fires, and a token is deposited in place G, i.e., the conclusion G is true. 4. The null clause, which is interpreted as a contradiction. There is no representation of such clause, the empty net is not defined in the net theory, see Definition 2.1.
Mapping of a Set of Horn Clauses into a Petri Net
Given a set of Horn clauses consisting of n clauses and m distinct symbols, the n x m incidence matrix C = [e i ;] of a Petri net corresponding to the set of clauses can be obtained by the following procedure given by Murata and Zhang [MuZ 88].
Step 1: Denote the n clauses by t l l .
•. ,in' The clause ti represents the i th row of C.
Step 2: Denote the m predicate symbols by PI, ... 'Pm' The symbol P j represents the ph column of C.
Step 3 Given the following set of Horn clauses represented in the conventional way
To prove that D 1\ C is true, one can apply the satisfiability principle. Let S be a set of first order formula and G be a first order formula. G is a logic consequence of S iff S U (-,G) is unsatisfiable. The following result is obtained by adding the negation of D 1\ C to the set of clauses
The Pehi net representation of this set of Horn clauses and its incidence matrix are shown in Figure 2 . . A necessary net theoretical condition for a set of clauses J, to be unsatisfiable is that the net representation of J has a non-negative T-invariant. Theorem 3.2 [Sin 87J. A sufficient net theoretical condition for a set of Horn clauses J, to be unsatisfiable is that J contains at least one source transition, at least one sink transition, and has a non-zero T-invariant. The algorithm for computing the T-invariants of a Petri net due to Martinez and Silva [MaS 82) is discussed next. Consider a net with n transitions and m places. The algorithm starts with a n X (n+m) matrix consisting of an n xn identity matrix and the n Xm incidence matrix. The algorithm consists of m steps. At each step one colomn of the incidence matrix is eliminated by performing a set of linear combinations. If the colomn has n+ positive and n-negative elements then n+ +n-rows are eliminated and n+ x n-rows are created at that particular step of the algorithm. If the algorithm computes the minimum support invariants then every time a new row is created a test is performed to determine if the new row is covered by a previous one. If it is then the new row is omitted. When the algorithm completes, the n x n left sub-matdx contains the T-invariants of the net or the minimum support T-invariants of the net. Algorithm 1 (Martinez-Silva): Let C be the incidence matrix of a Petri net and L~be the identity matrix. The algodthm is applied to the net in Example 1 as shown in Figure 2 . For instance, column A of the incidence matdx has terms 1 and -1. Linear combinations of rows t J and t 3 and of rows t 3 and t s annul the elements in column A of the incidence matrix. The two new rows are added to the matrix and rows t l , t 3 and t s are removed. The mapping from a set of Horn clauses to a Petri net proposed in [PeM 89] is based upon a. one to one mapping from the set of clauses to the set of transition vectors (rows of the incidence matrix). A refinement of this method, namely to transform a set of inference rules into a set L' such that IL'I < [LI,L' has fewer inference rules is proposed in this paper. The method presented reduces the effort to compute the T-invadants and the resulting algorithm is susceptible to parallelization.
Inference rules to reduce the effort to compute T-invariants are discussed next. A strategy to reduce the size of the incidence matrix is presented in [MuM 88 ]. This method is refined here and applied to the previous algorithm for computing T-invariants using the following three rules [DaP 60].
Let J be a set of Horn clauses in propositional logic. P, P, P 3 P, t, 
t, t3
The choice to delete column C and split the remaining matrix into two matrices C z and C 3 such that C z consists of rows having 1 or 0 in column C I C 3 consists of rows having -1 or 0 in column C, was made.
The one-literal rule and the pure-literal rule are applied to the matrices C z and C 3 to obtain the matrices C; and C~. After applying Algorithm 1, two T-invariants Xl and X z are obtained separately from C; and C~.
The T-invariants for the incidence matrix C are obtained from the T-invariants for the matrices C z and C 3 following the sequence of steps described below. Let A be a place and let 
II X, (i) II, and II X,(i)
II
1>
Then it t z t 3 t 4 is t 6 t 7 X' = dl"* X{ + dlbo X; = < 2 3 2 1 0 0 1 > The T-invariant X' is identical with X J obtained from Algorithm 1. By reducing the size of the matrices, the splitting rule reduces not only the computational effort, but also the memory requirements for computing the T-invariants of a set of Horn clauses. Note also that the algorithm which exploits the splitting rule is susceptible to paraUelization, the invariants for C 2 and C 3 can be computed in parallel [MaB 91J.
Algorithm 2 in now introduced. The algorithm takes advantage of the three rules discussed above. It uses two new procedures called Procedure 2 and Procedure 3 to reduce the size of the incidence matrix based upon the one· literal rule and the pure-literal rule respectively and calls Procedure 1 which implements the original algorithm for computing place or transition invariants (Algorithm 1). Procedure 2: given an n x m incidence matrix C as input, a n x m output matrix C' is produced. procedure2 (C,C') 1. Repeat for k := 1 until k = n. H row k of matrix C consists of G's and a unique nonzero entry 1 (or -1), say in the column Pi, then mark all rows whose value in column Pi is 1 (or -1) except row k itself.
2. Delete all rows marked and update as follows n ::;:: n -the number of rows marked.
endprocedure2
Procedure 3: given an n x m incidence matrix C as input, an output matrix C' with a reduced number of rows and columns is produced. • N = (S, T; F) is the underlying net of H.
• A is a finite set of atomic colors. A k denotes the set of all k-tuples < al, ... ,ak >,
• V is a finite set of variable over A. V k denotes the set of all k-tuples < VI, .
•. I Vk >,
with Vi E V.
• X: S -l' UO<k<nAk with AO = {<>} and T ---+ UO<k<n (V +-Al is called a coJor fUDC-----tiOD. n is a given maximal arity of predicates. XeS) represents the set of predicates.
X attaches to each place a set of possible token colofs. X(T) represents the set of transition colors. X attaches to each transition a set of possible occurrence colors, i.e., Vt E T, X(t) is the set of substitutions of all variables appearing free in the arc labels connected t.
• W:
• M o is initial marking of H. Marking M is an S-indexed family of multi-sets over X(S):
In a HLPN , each place is a predicate which describes a relation among individuals, i.e., Vs E S, s has a certain subset of A k . Each < al," .. ,ak >E AI< has a value of either true or
false. An arc label specifies a variable extension of a predicate to which the arc is connected. A transition defines a logical implication among its input and its output predicates. When the input predicates are satisfied, the output predicate yields a prescribed conclusion. 
Definition 4.3. The transition t is enabled at marking M iff 30" E X(t), such that 'V8 e t,
W",(o') :s; M(8).
We will say that a step (t,O'), rather than transition t, is enabled if a transition color function 0" exists, i.e., 30' E X(t). 
Any HLPN with a finite set of colors, admits an equivalent Place/Transition net obtained through unfolding each place s into the set of places {(s,a)la E X(s)) and unfolding each transition t into the set of transitions {(t,a)la C X(t)).
A Horn clause is defined as The following unifiable relation sets for Example 2 can be obtained. Finally, aT-invariant T 1 is obtained
Z"
Solving (2'), the T-invariant n is obtained
Z" Z"
Z" 1;, Z"
Algorithm 1 can be extended to have a uniform way to compute T -invariants for various classes of Petri net models. The "non-negative combination of row pairs" in Step (2.1) of Algorithm 1 becomes "non-negative combination of unifiable row pairs in the i,th column". In addition, the unifier is attached to each row of the row pairs.
Algorithm 3: Let C be the incidence matrix of a HLPN and In be the identity matrix. Two T-invariants finally yield two solutions for the querry: 11 J is an ancestor of M" and llD is an ancestor of M" .
The unifier is identified when the non-negative linear combination is computed. The unifier leads to the variants being replaced uniformly by constants.
In computing a HLPN model of a first order predicate logic inference rules can be used to reduce the computations required by the algorithm. The basic idea is to delete rows which are not unifiable. Due to the limited space, this is not described in detail.
Conclusions
This paper studies Petri net models for the Horn clause form of propositional logic and first order predicate logic. The paper proposes an algorithm for finding the T -invariants of a Petri net model of a Horn clause system. This algorithm is based on the idea of resolution and exploits the presence of one-literal, pure-literal and splitting clauses to lead to faster computation. The algorithm is then extended for computing T-invariants of High Level Petri net models of predicate logic. This paper does not provide a quantitative analysis of the new algorithms. The computational complexity of Petri net analysis algorithms is a neglected area of research. Only qualitative arguments supporting the advantages of the algorithms proposed in this paper can be given. Reducing the size of the incidence matrix always reduces the storage requirements and may reduce the computations required by structural analysis.
Another neglected area of research in Petri nets is the investigation of parallel algorithms and methods in net analysis. The size of the Petri net models of realistic applications makes the sequential analysis algorithms impractical in terms of storage and computing time. A parallel algorithm to compute place and transition invariants and its implementation on a distributed memory multiprocessor system is discussed in [MaB 91].
As a future research agenda at the top of our list is extending the applications of Petri net methods, such as computation of T-invariants to the domain of non-monotonic logic systems. Non-monotonic logic systems are coming to play an increasingly important role in artificial intelligence research. We are exploring the idea of using a Petri net formalism with inhibitor arcs and mu1ti~valued logic as a means of representation of such systems.
