For example, any linear function 0(&) = a.x + 6, restricted to Γ, satisfies a BSC with K 2 = | α | 2 . On the other hand, if some function (aO,#e,Γ, is not the restriction of a linear function and satisfies a BSC, then (1.1) Ω is convex .
Below, we shall always assume (1.1). The bounded slope (or an equivalent) condition occurs in the calculus of variations and the theory of nonlinear elliptic boundary value problems in papers of Hubert, Lebesgue, Bernstein, Haar, Rado, von Neumann, etc., for recent references (e.g., to Nirenberg, Gilbarg, Stampacchia, and others), see [1] , [2] , [4, pp. 98-105] , [5] , Since there are existence theorems for certain nonlinear, (nonuniformly) elliptic, Dirichlet boundary value problems on Ω with an arbitrary given boundary function φ in B{Γ), where (1.2) B(Γ) = {φ(x), xeΓ:φ satisfies a BSC} , it seems worthwhile to examine the set of functions B(Γ). Two results along these lines are the following, given in [1, pp. [3, p. 242] . Actually, the converse of this statement is also correct:
(iii) Γ is uniformly convex <=> B(Γ) =) C 1}1 (Γ) . As noted in [1] , (ii) and (iii') give the following assertion:
Proof of (iii). In view of (iii'), it is sufficient to verify the following converse of (iii'):
(iii") Γ is uniformly convex <= B(Γ) s φ(x) = | x | 2 , x e Γ. Suppose, therefore, that φ(x) = \x\ 2 , xeΓ, satisfies a BSC, so that there exists a constant K and, for every x o e Γ, a linear function
Thus, by (1.0),
Hence a + -2x 0 Φ 0, and the hyperplane π: (a + -2x o ) (x -x 0 ) -0 passes through α? 0 and supports Ω. By (1.0), | a + -2x 0 \ <, K + 2i2, if Ω is contained in the sphere \x\ <. R. Since a Gfl implies that
(1.4) shows that the inequality (1.3) holds with c = l/(iί + 2R). This proves (iii"). The proof will be given in § 5.
3* The functions φ r and φ r . It will be assumed that
With a function φ e C\Γ) and a number r satisfying (3.2) I φ(χ) I < r for x e Γ , associate the following sets in R n+1 : The boundary G + (r, φ) of Z(r, ψ) [G~(r, φ) of W(r, φ) ] is a cone with vertex at (x, u) = (0, r) [(x, u ) = (0, -r)] which opens downwards [upwards] . These cones were introduced in [1] , The convex hull of Z(r, φ) is the set of points (x, u) satisfying
where λ< ^ 0, ΣX t = l,ί i^0 ,aι i eΓ,m>0 arbitrary. If Γ = 2%^ > 0 and μ { = X^/T, then (3.5) can also be written as
where
where the supremum is taken over the set
and, as in (3.6),
so that the closed convex hull of Z(r, φ) is the set
It is also clear that 
(c) Finally
for xeΓ implies (3.14) by (3.7), (3.13) . The other assertions are trivial.
Let x e Γ. Then there exists a T and a Borel probability measure μ on /\ depending on x and r, such that
The arguments in the proof of this statement will also be used in other proofs below. Of course, one can obtain analogously
for different T and μ.
Proof. For a given x e Γ, choose (T, μ 19
, μ n , x u , x m ) 6 S(x) such that the error rj defined by (3.20) φ'(x) = (1-T) 
exist for a; e Γ and The convexity of β implies that T ^ 1 in (3.8) if α g i2. Thus the term r(l -T) is a nonincreasing function of r. This gives the last inequality in (3.23) which, together with (3.14), implies the existence of φ°°(x) and the inequality φ°°{x) ^ φ(x) for xe Γ. 
φ™ -φ -φ^ on Γ <=> φ e Λ{Γ) .
The proof shows that both parts of (3.26) hold at an extreme point x of Γ for every φ e C°(Γ).
Proof. Consider only φ r and φ°°. Suppose that the first part of (3.26) holds for all xeΓ.
Let Δ be a flat piece of Γ. Then Δ is a closed convex set and φ r \ Δ is a concave function. Thus φ \ Δ is the limit of a nonincreasing sequence of concave functions and hence is concave.
Conversely, let φ e C°(Γ) and φ \ Δ be a concave function on every flat piece Δ of Γ.
Let σ(r) = max [φ r (x) -£>($)] for xeΓ, so that O"(r) ^> 0 is a nonincreasing function of r for large r. Let fter a selection of a suitable subsequence (and a suitable renumbering), it can be supposed that x Q = lim^ exists and μ = lim/i y exists weakly. In particular, # o ejΓ and μ is a (Borel) probability measure on Γ. Letting j -* oo gives (3.28) x Q = since T 3 -> 1. If # 0 is an extreme point of Γ, then the first part of (3.28) shows that the support of μ is the point x 0 . The second part then gives φ(x 0 ) + c^ φ{x 0 ). Thus c = 0.
If # 0 is not an extreme point of Γ, then # 0 is an interior point of the smallest flat piece Δ of Γ containing x Q . The set J is a closed convex subset of Γ and, by the first part of (3.28) , the support of μ is contained in Δ. Thus the second part of (3.28) gives Proof. By (3.14), ^r ^ ^ on Γ.
By the analogue of (3.15), this implies that g = (^r) r ^ ^r on Γ.
The analogue of the first part of (3.14) with φ replaced by φ r gives g = (φ r ) r ^ φ r on Γ. Hence, by (3.15) and (3.16) , h = g r ^ (Φ r ) r = Φ r on Γ. Thus (4.2) is proved. In order to prove (4.3), note that h ^> g on Γ implies that h r ^ g r g on Γ. Also, from Λ-<^ ^r, it follows that h r ^ (^r) r = βr on Γ.
Consequently h r = g on /\ In view of (4.1), this completes the proof.
REMARK. If we could verify that h = g on Γ, then we could complete the proof of (I) at this point; cf. Proposition 4.6 and § 5. It will remain undecided whether "h = g on Γ" always holds, but it will be shown that this relation is valid if, for example, the extreme points of Γ are dense on Γ. This fact will be sufficient for the proof of (I).
In the remainder of this section, we make the following assumption:
For the sake of brevity, some statements and their proofs will be given only for h. It will be clear that analogous statements hold for g. These analogous statements will be utilized below.
If μ is a Borel measure on Γ, supp μ will denote its support and co (supp μ) will denote the closed convex hull of supp μ. Since r -h(x) is a convex function of x, (4.11) implies that
the inequality holds unless h(x) is the restriction of a linear function of x on the set (4.7). The sign of equality must hold in (4.10) and (4.12), hence in (4.9). Thus we conclude that (4.6) is valid and that h(x) is a linear function on the set (4.7). In other words, either supp μ -{# 0 } or supp μ is contained in a flat piece of Γ. 
