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Abstract
In this paper, we introduce UniSent universal
sentiment lexica for 1000+ languages. Senti-
ment lexica are vital for sentiment analysis in
absence of document-level annotations, a very
common scenario for low-resource languages.
To the best of our knowledge, UniSent is the
largest sentiment resource to date in terms of
the number of covered languages, including
many low resource ones. In this work, we use a
massively parallel Bible corpus to project sen-
timent information from English to other lan-
guages for sentiment analysis on Twitter data.
We introduce a method called DomDrift to
mitigate the huge domain mismatch between
Bible and Twitter by a confidence weighting
scheme that uses domain-specific embeddings
to compare the nearest neighbors for a can-
didate sentiment word in the source (Bible)
and target (Twitter) domain. We evaluate the
quality of UniSent in a subset of languages
for which manually created ground truth was
available, Macedonian, Czech, German, Span-
ish, and French. We show that the quality
of UniSent is comparable to manually created
sentiment resources when it is used as the sen-
timent seed for the task of word sentiment pre-
diction on top of embedding representations.
In addition, we show that emoticon sentiments
could be reliably predicted in the Twitter do-
main using only UniSent and monolingual em-
beddings in German, Spanish, French, and
Italian. With the publication of this paper, we
release the UniSent sentiment lexica.
1 Introduction
Language technologies permeate our everyday
life through web search, translation, online shop-
ping, email writing, spell checking systems etc.
The existence of such technologies highly de-
pends on the existence of the underlying compu-
tational linguistic resources for a language. Com-
putational linguistic resources such as machine-
readable lexica, part-of-speech-taggers and depen-
dency parsers are available for at most a few hun-
dred languages. This means that the majority of
the 7000 languages of the world are low-resource.
This gap between advances in language technolo-
gies for English versus other languages endangers
multilingualism in the digital age. Languages with
lack of technological support (as a result of hav-
ing limited resources) are less used over time and
eventually get in danger of extinction. Many EU
and US programs are designed to address this is-
sue (Cieri et al., 2016). The rationale of these
projects is that even “small” languages are impor-
tant for the preservation of the common heritage
of humankind and cultural diversity which bene-
fits everybody. In addition, certain low-resource
languages can be also politically and economically
important.
Large amount of text available on the web and
applications in marketing (Bollen et al., 2011), so-
cial science (Hopkins and King, 2010), political
science (Wang et al., 2012; Wong et al., 2016)
motivates sentiment analysis of news, blogs, so-
cial networks, reviews, opinions, and recommen-
dations. However, sentiment analysis requires ei-
ther word or document level sentiment annota-
tions. Typically, these are available only for a
limited number of languages, preventing accurate
sentiment classification in low resource setups.
In these scenarios sentiment lexica are important
game changers because in many cases end-to-end
sentiment classification is not feasible due to a
lack of document level annotations (Jurafsky and
Martin, 2014).
Recently, embedding-based approaches for su-
pervised or semi-supervised word sentiment in-
ference became popular allowing for lexicon vo-
cabulary expansion and implicit domain adapta-
tion (Rothe et al., 2016; Hamilton et al., 2016).
Although using the embedding space as represen-
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tation in word sentiment classification sufficiently
addresses domain adaptation in many cases, it can
be improved in situations where the domain shift
for some words from the lexicon seeds in the
source vocabulary (e.g Bible1) to the target vocab-
ulary (e.g. Twitter) is large. For instance, in Bib-
lical texts, the Spanish word sensual has the con-
notation of sin which has a negative polarity. But
in the Twitter domain, the same word is associated
with sexy, which has a positive polarity. In cases
where the classifier using the embedding space
fails to capture this shift, enhancing the model via
mitigation of the domain mismatches is required.
Contributions: We release the first sentiment
lexicon covering 1000+ languages and achieving
macro-F1 over 0.75 on word sentiment prediction
for most evaluated languages, meaning that we en-
able sentiment analysis in many low resource lan-
guages. The creation of UniSent requires only a
sentiment lexicon in one language (e.g. English)
and a small, but massively parallel corpus in a spe-
cific domain. We evaluate UniSent for word sen-
timent classification of Macedonian, Czech, Ger-
man, Spanish, French against manually assigned
sentiment polarities and show that its quality is
comparable to the use of manually created re-
sources, which is a great evidence that UniSent
works well also for low-resource languages where
we do not have resources for evaluation. Secondly,
we evaluated UniSent w.r.t. the classification of
emoticon sentiments in the Twitter domain, where
macro-F1 of 0.79, 0.76, 0.74, and 0.76 were ob-
tained for German, Italian, French, and Spanish
respectively.
To ensure the usability of our lexica for any new
domain, we propose DomDrift, a method requir-
ing only a pretrained embedding space in the tar-
get domain, which is relatively a cheap resource
to obtain. By comparing the source and target em-
bedding graphs DomDrift quantifies the semantic
changes of words in the sentiment lexicon in the
new domain. This measure can hence be used to
weight words in the sentiment lexicon for down-
stream supervised or semi-supervised sentiment
analysis models. We show that on top of implicit
domain adaptation, using target domain embed-
dings, the incorporation of domain drift scores im-
proves sentiment classification for French, Span-
1Massively parallel corpora mainly exist in the Bible do-
main and for a smaller text size for the universal declaration
of human rights (Emerson et al., 2014) .
ish, and Macedonian.
Related Work
Several research efforts tackled the automatic cre-
ation of sentiment lexica for a multitude of lan-
guages, but these efforts resulted in the creation
of resources for at most 136 languages (Chen and
Skiena, 2014) or in lexicon covering a very spe-
cific low-resource language (Afli et al., 2017; Dar-
wich et al., 2017). Moreover, these approaches
heavily rely on linguistic resources, such as Word-
Net or fully trained machine translation systems,
which limit them to the languages where these
are available. An alternative to our approach in
lexicon creation for sentiment is using minimal
bilingual supervision (Hangya et al., 2018; Barnes
et al., 2018a,b) to create document-level annota-
tions for end-to-end sentiment classifications of
documents. Later approaches only work in an end-
to-end fashion and do not allow to directly create
sentiment lexica.
The annotation projection to create UniSent
sentiment lexica is inspired by SuperPivot intro-
duced in (Asgari and Schu¨tze, 2017) for the typo-
logical analysis of tense in 1000 languages. Agic´
et al. (2016) also use massively parallel corpora to
project POS tags and dependency relations across
languages. In contrast to these studies, here we
perform parallel projection on sentiment informa-
tion for resource creation and not for typologi-
cal analysis. In addition, we propose a method
called DomDrift to mitigate the huge domain mis-
match between Bible and target domain via an
embedding-based confidence weighting scheme.
2 Methods
In the next sections, we describe (i) the main re-
sources required for UniSent and (ii) the steps of
its creation and adaptation to new domains. The
overview of these steps is also depicted in Fig-
ure 1.
2.1 UniSent Required Resources
Super-parallel corpus: The dataset we will work
with is the Parallel Bible Corpus (PBC). PBC
consists of translations of the New Testament in
1242 languages covering an order of magnitude
more languages than any other parallel corpus
currently in use in natural language processing
research (Mayer and Cysouw, 2014).
Initial sentiment seeds: We use a high-quality
English sentiment lexicon called WKWSCI (Khoo
and Johnkhan, 2018) as a resource to be projected
on other languages.
2.2 UniSent and DomDrift
Our contributions are two-fold (i) creation of
UniSent using a cross-lingual projection of sen-
timent polarities, which needs to be done only
once (ii) introducing DomDrift a novel method for
adapting UniSent to any newly observed domain
by measuring the domain-drift of words in the new
domain. The first part needs a sentiment lexicon
in one language (here WKWSCI for English) as
well as a massively parallel corpus (PBC). For the
second part, only a pre-trained embedding space
in the target domain is required. In the next sec-
tions, we illustrate our method by creating UniSent
for one example language (for better readability).
The described steps are however repeated for each
of the 1000+ languages composing UniSent. The
steps are detailed next and illustrated in Figure 1.
(i) UniSent creation using cross-lingual projec-
tion of sentiment polarities: We project sen-
timent polarities from English (source language)
to a target language in the parallel corpus us-
ing SuperPivot (Asgari and Schu¨tze, 2017). This
method projects annotations across 1000+ lan-
guages via an alignment graph generated using
FastAlign (Dyer et al., 2013) on the PBC
corpus. In the FastAlign word alignment
pairs (wsource, wtarget), we replace the source
words with their sentiment labels from WKWSCI
(where available). Subsequently, we search for
the words in the target language that are highly
correlated with each of the sentiment labels (pos-
itive or negative). We use FDR corrected two-
sided χ2 (Casella and Berger, 2002) score to find
these sentiment seeds. We denote the vocabulary
of the target language in the parallel corpus by
Vlt,ds , where lt is the target language and ds the
source domain (here the domain of the parallel
corpus, i.e. biblical domain).2 This first step gen-
erates, in each target language, pairs (wlt,ds , y),
where wlt,ds ∈ Vlt,ds is a word in the target lan-
guage and source domain and y is a highly cor-
related sentiment annotation with wlt,ds . Vocab-
ulary Vlt,ds is limited to the words in the paral-
2We call this domain source domain because it will be
adapted to a target domain in the subsequent steps.
lel corpus 3. Because most existing super-parallel
corpora are from the Bible (Mayer and Johannsen,
2016), Vlt,ds besides of being limited in size has
the major drawback of originating from a very
specific domain. To overcome this limitation, we
define a method to measure domain drifts. In
addition, we leverage word embeddings as used
in (Rothe et al., 2016) to propagate the annota-
tions y to words of a larger vocabulary than Vlt,ds .
The overview of UniSent creation is depicted in
Figure 1.a. The UniSent lexica and a complete
list of 1242 unique languages4 covered by UniSent
along with their language family information are
provided in the supplementary material.
(ii) DomDrift: unsupervised measurement of
domain drift: Word embeddings trained with an
unsupervised language modeling objective (e.g.,
skip-gram) are known to preserve the syntactic
and the semantic word similarities in the embed-
ding space (Mikolov et al., 2013; Pennington et al.,
2014). Domain changes will certainly impact the
neighborhoods in the embedding space. Thus a
comparison of words relative distances in two em-
bedding spaces can be used to measure their de-
gree of domain shift (Kulkarni et al., 2015; Asgari
and Mofrad, 2016). The main purpose of Dom-
Drift is to identify words in the sentiment lexi-
con having a domain shift in the target domain by
comparison of their neighbors in the embedding
spaces.
DomDrift quantifies the domain drift of a given
word in the sentiment lexicon regardless of its la-
bel, only by comparison of neighbors in the source
and target domains’ embedding spaces Ωlt,ds :
Vlt,ds −→ Rhs , and Ωlt,dt : Vlt,dt −→ Rht , where hs,
ht are the sizes of the source and target embedding
spaces. DomDrift quantifies word domain drift as
follows:
(i) In each embedding space, we compute, for
each word wlt,dx in the UniSent lexicon,
the distance distribution P (wlt,dx ,wΩs,t) of
word wlt,dx with all other words in intersec-
tion of source and target embedding spaces,
i.e. ∀ wj ∈ wΩs,t . For this, we take the
l1 normalized cosine distance of the repre-
sentation of wlt,dx with all other words in
the embedding space. This distribution can
3Because we use this corpus for the cross-lingual projec-
tion
4We consider two languages different if they have differ-
ent ISO 639-3 codes
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Figure 1: The overview of universal adaptable sentiment lexica. The approach can be divided into two main steps:
(a) UniSent creation using SuperPivot method, (b) DomDrift for measurement of word domain drifts.
be regarded as word profile in the domain x
(source or target):
Pi(wlt,dx ,wΩs,t) =
1− cos(−−−→wlt,dx ,−→wi)∑
j [1− cos(−−−→wlt,dx ,−→wj)]
,
where wi, wj ∈ Ωs,t and −→wk is the embed-
ding representation of word wk ∈ Ωs,t in do-
main x (source or target). We use wΩs,t so
that the word profiles in the source and target
domains are comparable, i.e. they have the
same elements.
(ii) We compute, for each word wlt,dx a shift
weight between vocabularies Vlt,ds and Vlt,dt
of source and target spaces. This is done by
comparing, for each word in the UniSent lex-
ica, its profile in the source P (wlt,ds ,wΩs,t)
and target domain P (wlt,dt ,wΩs,t) using the
Kullback-Leibler divergence.
More formally for a word w′ its domain drift
(λw′) between the source and the target domains
can be calculated as follows.
λw′ = DKL(P (w
′
lt,ds ,wΩs,t)‖P (w′lt,dt ,wΩs,t))
The steps of DomDrift are illustrated in
Figure 1.b. As also depicted in the figure, the
calculated weights enhance the universal senti-
ment lexica resulting in a final adaptable version
(Adaptable UniSent), e.g. the weights will be
used to reduce the influence of huge domain
mismatches in a confidence weighting scheme.
In Figure 2 we illustrate an example of domain
drift and explain the workings of our weighting
method in §3.4. Once we computed our shift
weights, they can be used in any semi-supervised
or supervised approach (e.g., sample weights in
the logistic regression model).
Source embedding Ωlt,ds : In order to gener-
ate Ωlt,ds , the only necessary resource is the
monolingual text of PBC in the target language
(source domain). For embedding creation, we
use fasttext (Bojanowski et al., 2017) which
leverages subword information within the skip-
gram architecture.
Target embedding Ωlt,dt : For generation of
Ωlt,dt , we require a monolingual text collection in
the target domain to train the embedding space.
An alternative is to use pretrained embeddings in
the domain of interest (e.g. Twitter or News). In
particular, in our experiments, we use skip-gram
embeddings, pretrained on Wikipedia for French,
Macedonian, Spanish, Czech, and German (Con-
neau et al., 2017), as well as German, Italian,
French, and Spanish monolingual pretrained em-
beddings on Twitter, provided by (Deriu et al.,
2017; Cieliebak et al., 2017).
(b) Twitter embedding graph(a) Bible embedding graph 
Figure 2: Neighbors of the word ’sensual’ in Spanish, in the bible embedding graph (a) and the twitter embedding
graph (b). Our unsupervised drift weighting method found this word in Spanish to be the most changing word from
bible context to the twitter context. Looking more closely at the neighbors, the word sensual in the biblical context
has been associated with negative sentiment of sins. However, in the twitter domain, it has a positive sentiment.
This example shows how our unsupervised method can improve the quality of sentiment lexica.
2.3 Word sentiment classification for the
evaluation of sentiment lexica
In order to evaluate UniSent, we use it as seed lexi-
con for word sentiment classification on top of em-
bedding features. Different methods can be used
to predict the sentiment of words in the target do-
main using embedding spaces. These include su-
pervised methods e.g., UltraDense (Rothe et al.,
2016), linear classifiers and regressors (e.g. SVM,
SVR, and logistic regression) or semi-supervised
methods, e.g. SentProp (Hamilton et al., 2016).
In this paper, we use logistic regression for the
classification model. Using the language model
based embedding space as the representation has
two major benefits: First, the semantic continu-
ity of the embedding space allows for propaga-
tion of sentiment labels to a larger vocabulary.
This enables the annotation of further word pairs
(wlt,dt , yˆ), where wlt,dt ∈ Vlt,dt is a vocabulary of
arbitrary size in the target domain. Secondly, us-
ing embeddings trained in a specific domain result
in the implicit incorporation of semantic structures
specific to the target domain (which are reflected
in the embedding space), i.e. an implicit domain
adaptation.
UniSent versus confidence weighted UniSent:
For the word sentiment classification we train a
logistic regression classifier with the annotated
pairs of (wlt,dt , y) represented in the target
embedding space. In order to incorporate the
drift weights, we treat the weights coming from
DomDrift as sample weights in the logistic regres-
sion model, i.e. (wlt,dt , y, sw)’s are the training
instances to the logistic regression classifier,
where sw = 1λw , is the seed weight calculated as
the inverse of DomDrift score. Our evaluation in
section §3.4 shows that this (simple) method is
very effective and creates accurate resources. In
the hyper-parameter tuning for logistic regression
we also fine tune the exponent of this weight.
3 Experiments and Evaluation
3.1 Experimental Setup
Select Gold Standard Data As gold stan-
dard sentiment lexica for the evaluation of
UniSent, we select manually created lexica
in Czech (Veselovska´ and Bojar, 2013), Ger-
man (Waltinger, 2010), French (Abdaoui et al.,
2014), Macedonian (Jovanoski et al., 2016), and
Spanish (Perez-Rosas et al., 2012). These lex-
ica contain general domain words (as opposed to
Twitter or Bible). As gold standard for Twitter we
use the emoticon dataset in (Wiebe et al., 2005;
Hogenboom et al., 2013) and perform emoticon
sentiment prediction for different languages.
3.2 Train-test split
In order to evaluate the UniSent, here we create
train-test split for training and testing the seeds
created in the projection step (see Section § 2.2).
We first split UniSent and our gold standard lexica
as illustrated in Figure 3. In order to design a fair
evaluation, we form our training and test sets as
follows:
(i) UniSent-Train-Lexicon: For the evaluation of
the UniSent, we use words in UniSent as sentiment
seeds for training in the target domain; for this pur-
pose, we use words w ∈ A ∪ C (Figure 3).
(ii) Manual-Train-Lexicon: In order to obtain
an upper bound for the UniSent performance, we
compare the use of UniSent-Train-Lexicon against
the use of words in the gold standard lexicon as
sentiment seeds for the training in the target do-
main. For this purpose, we use words w ∈ B ∪ C
(Figure 3).
(iii) Test-Lexicon: we randomly exclude a set of
words in the {Manual-Train-Lexicon ∪B}. In
the selection of the sampling size, we make sure
that UniSent−Train−Lexicon andManual−
Train − Lexicon would contain approximately
the same number of words (Figure 3).
Target 
embedding space
Source
embedding space
UniSent
Lexicon
Ground truth
lexicon
A C B
Test set
Figure 3: Data split used in the experimental setup of
UniSent evaluation: Set (C) is the intersection of the
target embedding space words (Wikipedia or Twitter)
and the UniSent lexicon as well as the manually cre-
ated lexicon. Set (A) is the intersection of the target
embedding space words and the UniSent lexicon, ex-
cluding set (C). Set (B) is the intersection of the target
embedding space words and the manually created lexi-
con, excluding set (C).
3.3 Evaluation
As discussed in §2.2, we use the (manually cre-
ated) English sentiment lexicon (WKWSCI) in
(Khoo and Johnkhan, 2018) as a resource to be
projected to over 1000+ languages. We project
positive and negative sentiments to create positive
and negative sentiment lexica for each language.
Our evaluation of this work is two-fold. On
the one hand, we evaluate the overall quality of
UniSent by comparing it against our manually
created gold standard datasets in the Wikipedia
domain. Second, we investigate the influence
of DomDrift w.r.t. the adaptation of UniSent for
Wikipedia and Twitter domains.
(i) Evaluation of UniSent vs. manually created
lexica: We compare the application of Unisent
for the word sentiment classification task against
the manually created lexica in the following cases:
(i) choice of the most frequent sentiment, (ii) use
of manually created lexicon as sentiment seeds.
We use the train and test seed lexica as discussed
in 3.2 for training and testing of the logistic re-
gression on top of target embedding features. We
also include the sentiment classification results us-
ing the confidence weighted version of UniSent,
where the shift between the vocabularies of the
Bible and Wikipedia are calculated by DomDrift
and are used as sample weights in the logistic re-
gression model.
(ii) Comparison of UniSent vs. confidence
weighted UniSent in the Twitter domain for
emoticon prediction: To show that our adaptation
method also works well on domains like Twitter,
we propose a second evaluation in which we use
UniSent together with DomDrift to predict the sen-
timent of emoticons in Twitter. Since emoticons
are almost language independent, we could use the
same resource for the evaluation of German, Ital-
ian, French, and Spanish, where their monolingual
pretrained embeddings are available for these lan-
guages (Deriu et al., 2017; Cieliebak et al., 2017).
In the adaptation step, we compute the shift be-
tween the vocabularies of Bible and Twitter. We
use the UniSent seeds for training a logistic re-
gression model on Twitter embedding and evalu-
ate the classifier for the Emoticon sentiment pre-
diction. We perform this evaluation for German,
Italian, French, and Spanish, where Twitter pre-
trained embedding is available.
Table 1: We evaluate UniSent against the gold standard datasets in Czech, German, French, Macedonian, and
Spanish. The two last columns report the accuracy and macro-F1 (averaged F1 over positive and negative classes)
of Unisent before and after the application of the drift weighting step. The two first columns report the performance
of the baseline and manually created lexicon. Note that the baseline is constantly considering the majority label.
Language Freq. sentiment baseline target-language-specific
Manual Lexicon
(projection)
UniSent Lexicon
(projection)
Confidence Weighted UniSent Lexicon
acc acc macro-F1 acc macro-F1 acc macro-F1
French 0.62 0.84 0.83 0.73 0.72 0.74 0.74
Macedonian 0.70 0.86 0.84 0.80 0.77 0.81 0.78
Spanish 0.64 0.82 0.80 0.78 0.76 0.80 0.77
Czech 0.62 0.87 0.87 0.82 0.81 0.79 0.78
German 0.52 0.87 0.87 0.82 0.81 0.81 0.80
Table 2: We evaluate UniSent using twitter emoticon dataset. We use monolingual Twitter embeddings in German,
Italian, French, and Spanish. The two last columns report the accuracy and macro-F1 (averaged F1 over positive
and negative classes) of Unisent before and after the application of the drift weighting step.
Language Freq. sentiment baseline (projection)
UniSent Lexicon
(projection)
Confidence Weighted UniSent Lexicon
acc acc macro-F1 acc macro-F1
French 0.62 0.73 0.73 0.75 0.74
Spanish 0.62 0.73 0.73 0.76 0.76
German 0.62 0.80 0.79 0.80 0.79
Italian 0.62 0.76 0.76 0.75 0.75
3.4 Results
The evaluation results are reported in Tables 1 and
2. Table 1 compares UniSent and its confidence
weighted version to the manually created lexica in
Czech, German, French, Macedonian, and Span-
ish as well as a naive baseline of choosing the
most frequent sentiment. For all evaluated lan-
guages, accuracy as well as macro-F1 are close
to 0.8, showing that UniSent is a high-quality re-
source performing close enough to manually cre-
ated seeds and clearly better than the most fre-
quent sentiment baseline. Since in this evaluation
the presented languages did not have any further
advantage than having a manually created lexicon
for evaluation, we can assume that UniSent would
work within the same range of accuracy for any of
the low-resource languages as long as a monolin-
gual embedding (which is also cheap to obtain for
low-resource languages) can be available for the
target domain. Our drift weighting method brings
gains in several languages: French, Macedonian,
and Spanish.
In Table 2 we compare the quality of UniSent
in prediction of the gold standard emoticon senti-
ments in the Twitter domain. The results show that
(i) UniSent clearly outperforms the baseline of the
most frequent sentiment label and (ii) our domain
adaptation technique brings small improvements
for French and Spanish.
In order to illustrate the function of DomDrift
we visualized the embedding space of biblical do-
main and twitter domain for the word achieving
the highest drift score in Spanish, i.e., word sen-
sual (Figure 2). The neighborhood of this word in
both domains is shown in the figure. In Biblical
texts, this word has the connotation of sin which
has a negative polarity. But in the Twitter domain,
the same word is associated with sexy, which has a
positive polarity. This example shows that for cer-
tain pairs of domains and languages use of Dom-
Drift weights in the use of sentiment lexicon can
improve the performance of sentiment analysis.
4 Discussion and Conclusion
In this work, we introduced UniSent universal
sentiment lexica for 1000+ languages, which is
to the best of our knowledge, the largest senti-
ment resource to date in terms of the number of
covered languages, including many low resource
ones. Although UniSent is created based on a spe-
cific domain (bible), our evaluation of UniSent on
Czech, German, French, Macedonian, and Span-
ish showed that it can achieve macro-F1 scores
≈0.8 in word sentiment classification, which is
comparable to the use of manually annotated re-
sources. Given that many of covered languages
in UniSent are very low-resource, UniSent can be
regarded among the only computational linguis-
tic resources available for those low-resource lan-
guages making sentiment analysis possible in such
low-resource setups. In addition, through accurate
prediction of Twitter emoticon sentiment for Ger-
man, Italian, French, and Spanish, we showed that
UniSent can be even used in a very different target
domain and still performs quite well in sentiment
analysis.
Furthermore, we proposed DomDrift, a method
to quantify domain drift for words in the UniSent
given an embedding space in the target domain.
DomDrift compares the neighborhood of the word
in the embedding spaces of source and target do-
mains. Incorporation of DomDrift scores in the
use of UniSent for sentiment classification outper-
formed vanilla UniSent in French, Spanish, and
Macedonian in the Wikipedia domain and French
and Spanish in the twitter domain. Not further im-
proving the results for German, Czech and Ital-
ian languages might be because of the sufficiency
of the target embedding usage for domain adapta-
tion (Jurafsky and Martin, 2014) in those. On the
other hand, the fact that Spanish and French per-
formances improved on both Wikipedia and Twit-
ter domains when DomDrift is used, might show
that the necessity of DomDrift can be related to
certain property of the target language, which can
be further explored as future work.
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