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In this paper we obtain asymptotic expansions up to order n1/2 for the nonnull
distribution functions of the likelihood ratio, Wald, score and gradient test statistics in
exponential family nonlinear models (Cordeiro and Paula, 1989), under a sequence of
Pitman alternatives. The asymptotic distributions of all four statistics are obtained for
testing a subset of regression parameters and for testing the dispersion parameter, thus
generalising the results given in Cordeiro et al. (1994) and Ferrari et al. (1997). We also
present Monte Carlo simulations in order to compare the ﬁnite-sample performance of
these tests.
& 2010 Elsevier B.V. Open access under the Elsevier OA license.1. Introduction
The class of exponential family nonlinear models (EFNLMs), ﬁrst deﬁned by Cordeiro and Paula (1989), is a natural
extension of the generalised linear models (GLMs) and of the normal nonlinear regression models discussed in details by
McCullagh and Nelder (1989) and Ratkowsky (1983, 1990), respectively. This class of models is deﬁned by a set of
independent random variables with a distribution in the exponential family and by a monotonic function that relates the
mean response to a nonlinear predictor involving covariates and unknown regression parameters. The deﬁnition of such
models also includes a dispersion parameter (the variance in normal models, for example). The book by Wei (1998) gives a
comprehensive introduction to EFNLMs. In particular, the author paysmore attention to regression diagnostics and inﬂuence
analysis for thesemodels. There are several recent articles considering the class of EFNLMs; see for example, Lin et al. (2003),
Cysneiros and Ferrari (2006), Cordeiro and Santana (2008), Ferrari and Cysneiros (2008), Cavalcante et al. (2009), Simas and
Cordeiro(2009) and Kosmidis and Firth (2009), among others.
In EFNLMs hypothesis testing inference is usually performed using the likelihood ratio, Wald and Rao score tests. A new
criterion for testing hypothesis, referred to as the gradient test, has been proposed by Terrell (2002). Its statistic shares the
same ﬁrst-order asymptotic propertieswith the likelihood ratio,Wald and score statistics and is very simplewhen compared
with the other three classic tests. In fact, Rao (2005)wrote: ‘‘The suggestionbyTerrell is attractive as it is simple to compute. It
would be of interest to investigate the performance of the [gradient] statistic.’’ To the best of our knowledge, however, there is
no mention in the statistical literature on the use of the gradient test in EFNLMs.
In this paper, ourmain objective is to derive nonnull asymptotic expansions to order n1/2 of the distribution functions of
the likelihood ratio, Wald, score and gradient statistics under a sequence of local alternatives, i.e. a sequence of Pitman
alternatives converging to the null hypothesis at a convergence rate n1/2, and to compare the local power of the tests whichier OA license.
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(1997). Additionally, in order to compare the ﬁnite-sample performance of these tests we also consider a Monte Carlo
simulation study.
The nonnull asymptotic expansions up to order n1/2 for the densities of the likelihood ratio and Wald statistics were
derived by Hayakawa (1975), while an analogous result for the score statistic was obtained by Harris and Peers (1980).
Recently, the asymptotic expansion up to order n1/2 for the density of the gradient statistic was derived by Lemonte and
Ferrari (2010). The expansions obtained by these authors are extremely general but it can be very difﬁcult or even impossible
to particularize their formulas for speciﬁc regression models. As we shall see below, we have been able to apply their results
for the EFNLMs.
The rest of the paper is organized as follows. Section 2 brieﬂy describes the likelihood ratio, Wald, score and gradient tests.
Section 3 deﬁnes the class of EFNLMs. In Section 4, we derive the nonnull asymptotic expansions for testing hypotheses on the
parameters of themodel.We compare the local powers of the likelihood ratio,Wald, score and gradient tests in Section 5.Wegive
an explicit and general formula for the difference in power of any twocriteria.Monte Carlo simulation results on theﬁnite-sample
performance of the tests are presented and discussed in Section 6. Finally, Section 7 closes the paper with some conclusions.
2. Asymptotic tests: background
Let ‘ðhÞ denote the total log-likelihood function and consider the partition h¼ ðh>1 ,h>2 Þ>, where the dimensions of h1 and h2
are q and kq, respectively, i.e. h is a k-vector of unknown parameters. Let Uh and Kh denote the score function and the
information matrix for h, respectively. The partition for h induces the corresponding partitions
Uh ¼ ðU>h1 ,U
>
h2
Þ>, Kh ¼
Kh11 Kh12
Kh21 Kh22
 !
, K1h ¼
K11 K12
K21 K22
 !
,
where K1h is the inverse of Kh. Suppose the interest lies in testing the composite null hypothesis H0 : h2 ¼ h20 against
H1 : h2ah20, where h20 is a speciﬁed vector. Hence, h1 is a vector of nuisance parameters.
The likelihood ratio (S1),Wald (S2), score (S3) and gradient (S4) statistics for testingH0 versusH1 are given, respectively, by
S1 ¼ 2f‘ðh^Þ‘ð ~hÞg, S2 ¼ ðh^2h20Þ>K^
221 ðh^2h20Þ,
S3 ¼ ~U
>
h2
~K
22 ~U h2 , S4 ¼ ~U
>
h2
ðh^2h20Þ,
where h^ ¼ ðh^>1 ,h^
>
2 Þ> and ~h ¼ ð ~h
>
1 ,h
>
20Þ> denote the maximum likelihood estimators of h¼ ðh>1 ,h>2 Þ> under H1 and H0,
respectively, K^
22 ¼K22ðh^Þ, ~K 22 ¼K22ð ~hÞ and ~U h2 ¼Uh2 ð ~hÞ. The limiting distribution of S1, S2, S3 and S4 is w2kq under H0 and
w2kq,l, i.e. a non-central chi-square distributionwith kq degrees of freedomand an appropriate non-centrality parameter l,
under H1. The null hypothesis is rejected for a given nominal level, g say, if the test statistic exceeds the upper 100ð1gÞ%
quantile of the w2kq distribution.
Clearly, S4 has a very simple form and does not involve knowledge of the information matrix, neither expected nor
observed, unlike S2 and S3. Terrell (2002) points out that the gradient statistic ‘‘is not transparently non-negative, even though
it must be so asymptotically.’’ His Theorem 2 implies that if the log-likelihood function is concave and is differentiable at ~h,
then S4Z0.
3. Exponential family nonlinear models
We assume that the random variables y1,y,yn are independent and each yl has a probability density function of the form
pðy; xl,fÞ ¼ exp½ffyxlbðxlÞgþcðy,fÞ, l¼ 1, . . . ,n, ð1Þ
where bðÞ and cð,Þ are known appropriate functions. The mean and the variance of yl are EðylÞ ¼ ml ¼ dbðxlÞ=dxl and
varðylÞ ¼f1Vl, where Vl ¼ dml=dxl is called the variance function and xl ¼ qðmlÞ ¼
R
V1l dml is a knownone-to-one function of
ml. The choice of the variance function Vl as a function of ml determines qðmlÞ. We have Vl ¼ 1½qðmlÞ ¼ ml, Vl ¼ m2l ½qðmlÞ ¼1=ml
and Vl ¼ m3l ½qðmlÞ ¼1=ð2m2l Þ for normal, gamma and inverse Gaussian models, respectively. The parameters xl and f40 in
(1) are called the canonical and precision parameters, respectively. Also, f1 is the dispersion parameter. Further, it is
assumed that the precision parameter is unknown and it is the same for all observations.
The systematic part of the model is deﬁned by
dðmlÞ ¼ Zl ¼ f ðxl;bÞ, l¼ 1, . . . ,n, ð2Þ
where dðÞ is a known one-to-one differentiable link function, x>l ¼ ðxl1, . . . ,xlmÞ is a vector of known variables associatedwith
the lth observable response,b¼ ðb1, . . . ,bpÞ> is a set of unknownparameters to be estimated ðmrponÞ and f ðxl;bÞ is a known
continuously differentiable nonlinear function such that the local derivative matrix X ¼XðbÞ ¼ @g=@b> has rank p for all b,
where g¼ ðZ1, . . . ,ZnÞ>. Here we assume only identiﬁability in the sense that distinct b’s imply distinct Z’s. The n p local
model matrix X in general depends on the unknown parameter b. For GLMs (m=p), we have the form f ðxl;bÞ ¼ x>l b.
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information matrix for b are given, respectively, by Ub ¼fX>W1=2V1=2ðylÞ and Kb ¼fX>WX, where
W ¼ diagfw1, . . . ,wng with wl ¼ V1l ðdml=dZlÞ2, V ¼ diagfV1, . . . ,Vng, y¼ ðy1, . . . ,ynÞ> and l¼ ðm1, . . . ,mnÞ>. The maximum
likelihood estimate (MLE) b^ of b can be obtained iteratively using standard reweighted least squares method (Cordeiro and
Paula, 1989; Paula, 1992)
XðmÞ>W ðmÞXðmÞbðmþ1Þ ¼XðmÞ>W ðmÞyðmÞ, m¼ 0,1, . . . ,
where yðmÞ ¼XðmÞbðmÞ þNðmÞðylðmÞÞ is an adjusted dependent variable and the matrix N assumes the form
N ¼ diagfðdm1=dZ1Þ1, . . . ,ðdmn=dZnÞ1g.
Estimation of the dispersion parameter f by the maximum likelihood method is a more difﬁcult problem than the
estimation of b and the complexity depends on the functional formof cðy,fÞ. TheMLE f^ off is a function of the deviance (Dp)
of themodel,which is deﬁnedasDp ¼ 2
Pn
l ¼ 1fvðylÞvðm^ lÞþðm^ lylÞqðm^ lÞg, wherevðzÞ ¼ zqðzÞbðqðzÞÞ and m^ l denotes theMLEof
ml (l=1,y,n). That is, given the estimate b^, the MLE of f can be found as the solution of the equation
Xn
l ¼ 1
@cðyl,fÞ
@f

f ¼ f^
¼ Dp
2

Xn
l ¼ 1
vðylÞ:
When (1) is a two-parameter full exponential family distributionwith canonical parametersf andfx, the term cðy,fÞ can be
written as cðy,fÞ ¼fc0ðyÞþc1ðfÞþc2ðyÞ, and the estimate of f is obtained from
c1u ðfÞ ¼
1
n
Dp
2

Xn
l ¼ 1
tðylÞ
( )
,
where c1u ðfÞ ¼ dc1ðfÞ=df and tðylÞ ¼ vðylÞþc0ðylÞ, for l=1,y,n. Table 1 gives the functions c1ðfÞ, v(y) and t(y) for normal,
inverse Gaussian and gamma models. For normal and inverse Gaussian models we have that f^ ¼ n=Dp, whereas for the
gammamodel theMLE f^ is obtained from logðf^Þcðf^Þ ¼Dp=ð2nÞ, wherecðÞ is the digamma function, thus requiring the use
of a nonlinear numerical algorithm. For further details see Cordeiro and McCullagh (1991).
In what follows, we shall consider the tests which are based on the likelihood ratio (S1), Wald (S2), Rao score (S3) and
gradient (S4) statistics in the class of EFNLMs for testing a composite null hypothesis. The hypothesis of interest is
H0 : b2 ¼ b20, which will be tested against the alternative hypothesis H1 : b2ab20, where b is partitioned as b¼ ðb>1 ,b>2 Þ>,
withb1 ¼ ðb1, . . . ,bqÞ> and b2 ¼ ðbqþ1, . . . ,bpÞ>. Here,b20 is a ﬁxed column vector of dimension pq. The partition for b vector
induces the corresponding partitions Ub ¼ ðU>b1 ,U
>
b2
Þ>, with Ub1 ¼fX>1 W1=2V1=2ðylÞ and Ub2 ¼fX>2 W1=2V1=2ðylÞ,
Kb ¼
Kb11 Kb12
Kb21 Kb22
 !
¼f
X>1 WX

1 X
>
1 WX

2
X>2 WX

1 X
>
2 WX

2
 !
,
with the matrix X partitioned as X ¼ ðX1 X2Þ, X1 being n q and X2 being n ðpqÞ. The likelihood ratio, Wald, score and
gradient statistics for testing H0 can be expressed, respectively, as
S1 ¼ 2f‘ðb^1,b^2,f^Þ‘ð ~b1,b20, ~fÞg, S2 ¼ f^ðb^2b20Þ>ðR^
>
W^ R^Þðb^2b20Þ,
S3 ¼ ~s> ~W
1=2 ~X

2ð ~R
> ~W ~RÞ1 ~X >2 ~W
1=2
~s, S4 ¼ ~f
1=2
~s> ~W
1=2 ~X

2ðb^2b20Þ,
where ðb^1,b^2,f^Þ and ðb^1,b20, ~fÞ are the maximum likelihood estimators of ðb1,b2,fÞ under H1 (unrestricted) and H0
(restricted), respectively, s¼f1=2V1=2ðylÞ is the Pearson residual vector andR¼X2X1B, whereB¼ ðX>1 WX1Þ1X>1 WX2
represents a q ðpqÞ matrix whose columns are the vectors of regression coefﬁcients obtained in the weighted normal
linear regression of the columns of X2 on the local model matrix X

1 withW as a weight matrix. Here, tildes and hats indicate
quantities available at the restricted and unrestrictedmaximum likelihood estimators, respectively. The limiting distribution
of all these statistics under H0 is w2pq.
Now, the problem under consideration is that of testing a composite null hypothesis H0 : f¼f0 against H1 : faf0,
where f0 is a positive speciﬁed value for f and b acts as a nuisance parameter. The four statistics are expressed as follows:
S1 ¼ 2nfc1ðf^Þc1ðf0Þðf^f0Þc1u ðf^Þg, S2 ¼nðf^f0Þ2c100 ðf^Þ,Table 1
Some special models.a
Model c1ðfÞ v(y) t(y)
Normal logðfÞ=2 y2/2 0
Inverse Gaussian logðfÞ=2 1/(2y) 0
Gamma flogðfÞlogfGðfÞg log(y)1 1
a GðÞ is the gamma function.
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nfc1u ðf^Þc1u ðf0Þg2
c100 ðf0Þ
, S4 ¼ nfc1u ðf0Þc1u ðf^Þgðf^f0Þ,
where c1
00 ðfÞ ¼ dc1u ðfÞ=df. For example, we have c1ðfÞ ¼ logðfÞ=2 for normal and inverse Gaussian models, which yields
S1 ¼ 2n log
f^
f0
 !
 f^f0
f^
 !( )
, S2 ¼ S3 ¼
n
2
f^f0
f^
( )2
, S4 ¼
n
2
f^f0
f0
 f^f0
f^
( )
:
For the gamma model, we have
S1 ¼ 2n f0log
f^
f0
 !
log Gðf^Þ
Gðf0Þ
 !
ðf^f0Þð1cðf^ÞÞ
( )
,
S2 ¼ nff^cuðf^Þ1g
ðf^f0Þ2
f^
, S3 ¼
nf0flogðf^=f0Þðcðf^Þcðf0ÞÞg
f0cuðf0Þ1
,
and
S4 ¼ nðf^f0Þ log
f^
f0
 !
þcðf^Þcðf0Þ
( )
,
where cuðÞ is the trigamma function.
4. Nonnull asymptotic expansions in EFNLMs
In this section we shall assume the following local alternative hypothesisH1n : b2 ¼ b20þe, where e¼ ðeqþ1, . . . ,epÞ> with
er ¼Oðn1=2Þ for r=q+1,y,p. Since the expansions of Hayakawa (1975), Harris and Peers (1980) and Lemonte and Ferrari
(2010) were developed for continuous distributions, the results derived in this section are only valid for continuous EFNLMs
such as normal, inverse Gaussian and gamma models.
Some additional notation is in order. Let
e ¼ K
1
b11Kb12
Ipq
 !
e, A¼ K
1
b11 0
0 0
 !
, M ¼K1b A,
where Ipq is a ðpqÞ  ðpqÞ identity matrix. Additionally, let Z ¼ XðX>WXÞ1X> ¼ fzlmg, Z1 ¼X1ðX>1 WX1Þ1X>1 ¼ fz1lmg,
Xl ¼
@2Zl
@br@bs
 
¼
X11l X

12l
X21l X

22l
 !
, r,s¼ 1, . . . ,p, l¼ 1, . . . ,n,
Zd ¼ diagfz11, . . . ,znng, Z1d ¼ diagfz111, . . . ,z1nng, F ¼ diagff1, . . . ,fng, G¼ diagfg1, . . . ,gng, t ¼ ðt1, . . . ,tnÞ> ¼Xe, e¼ ðe1, . . . ,enÞ> ¼
X2e,T ¼ diagft1, . . . ,tng,T ð2Þ ¼ T  T ,T ð3Þ ¼ T ð2Þ  T andE¼ diagfe1, . . . ,eng,where ‘‘ ’’ denotes theHadamard (direct) productof
matrices and
fl ¼
1
Vl
dml
dZl
d2ml
dZ2l
, gl ¼
1
Vl
dml
dZl
d2ml
dZ2l
 1
V2l
dVl
dml
dml
dZl
 3
, l¼ 1, . . . ,n:
The nonnull distributions of the statistics S1, S2, S3 and S4 under Pitman alternatives for testingH0 : b2 ¼ b20 in EFNLMs can
be expressed as
PrðSirxÞ ¼ Gpq,lðxÞþ
X3
k ¼ 0
bikGpqþ2k,lðxÞþOðn1Þ, i¼ 1,2,3,4,
where Gm,lðxÞ is the cumulative distribution function of a non-central chi-square variate with m degrees of freedom and non-
centralityparameterl. Here,l¼ftrfK22:1ee>g=2,whereK22:1 ¼Kb22Kb21K1b11Kb12 and trðÞ is the traceoperator. Thecoefﬁcients
bik’s (i=1,2,3,4 andk=0,1,2,3) canbewritten, afterextensivealgebra, asb11=b11
L
+b11
NL
,b12 =b12
L
+ b12
NL
,b13 =b13
L
+ b13
NL
,b21 =b21
L
+ b21
NL
,b22
=b22
L
+ b22
NL
, b23 =b23
L
+ b23
NL
, b31 = b31
L
+ b31
NL
, b32 = b32
L
+ b32
NL
, b33 = b33
L
+ b33
NL
, b41 = b41
L
+ b41
NL
, b42 = b42
L
+ b42
NL
, b43 = b43
L
+ b43
NL
, with
bL11 ¼
f
2
trfðFþGÞET ð2Þ þFT ð3Þgþ 1
2
trfFZ1dTg,
bNL11 ¼
f
2
trfWTðCþ2PÞgþ 1
2
trfWJTg,
bL12 ¼
f
6
trfðFGÞT ð3Þg, bNL12 ¼ bL13 ¼ bNL13 ¼ 0,
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f
2
trfðFþGÞET ð2Þ þFT ð3Þgþ 1
2
trfFZdTþ2GðZdZ1dÞTg,
bNL21 ¼
f
2
trfWTðCþ2PÞgþ 1
2
trfWðUTþ2HÞg,
bL22 ¼
f
2
trfGT ð3Þg1
2
trfðFþ2GÞðZdZ1dÞTg,
bNL22 ¼
f
2
trfWTCg1
2
trfWTðUJÞþ2WHg,
bL23 ¼
f
6
trfðFþ2GÞT ð3Þg, bNL23 ¼
f
2
trfWTCg,
bL31 ¼
f
2
trfðFþGÞET ð2Þ þFT ð3Þgþ 1
2
trfFZ1dTþðFGÞðZdZ1dÞTg,
bNL31 ¼
f
2
trfWTðCþ2PÞgþ 1
2
trfWTJg, bL32 ¼
1
2
trfðFGÞðZdZ1dÞTg,
bL33 ¼
f
6
trfðFGÞT ð3Þg, bNL32 ¼ bNL33 ¼ 0,
bL41 ¼
f
2
trfðFþGÞET ð2Þ þFT ð3Þgþ 1
4
trfð3Fþ2GÞZ1dTðFþ2GÞZdTg,
bNL41 ¼
f
2
trfWTðCþ2PÞgþ 1
4
trfWTð3JUÞ2WHg,
bL42 ¼
f
4
trfFT ð3Þgþ 1
4
trfðFþ2GÞðZdZ1dÞTg,
bNL42 ¼
f
4
trfWTCgþ 1
4
trfWTðUJÞþ2WHg,
bL43 ¼
f
12
trfðFþ2GÞT ð3Þg, bNL43 ¼
f
4
trfWTCg,
whereU ¼ diagfu1, . . . ,ungwith ul ¼ trfXl ðX>WXÞ1g, J ¼ diagfj1, . . . ,jngwith jl ¼ trfX11lðX>1 WX1Þ1g, C ¼ diagfc1, . . . ,cngwith
cl ¼ trfXl ee>g, P ¼ diagfp1, . . . ,png with pl ¼ trfXl ed>g, H ¼ diagfh1, . . . ,hng with hl ¼ftrfMXl ex>l g, d
> ¼ ð0>,e>Þ and x>l is
the lth line of X. The coefﬁcients bi0 are obtained from bi0 = (bi1 + bi2 + bi3), for i=1,2,3,4. The bik’s are of order n1/2 and all
quantities except e are evaluatedunder the null hypothesisH0. Details of the derivation of these expressions are tedious andmaybe
obtained from the author upon request.
A brief commentary on these coefﬁcients is in order. They depend on the second derivative of the nonlinear function
f ðxl;bÞ. They are functions of the local derivative matrix, of the dispersion parameter and of the means. They involve the link
function and its ﬁrst and second derivatives, and the variance function through its ﬁrst derivative. The coefﬁcients bik
L
(i=1,2,3
and k=0,1,2,3) become equal to the corresponding coefﬁcients developed for GLMs (Cordeiro et al., 1994) by replacing Z and
Z1 by Z and Z1, respectively. On the other hand, the coefﬁcients bik
NL
(i=1,2,3 and k=0,1,2,3)may be regarded as the amount of
nonlinearity in the likelihood ratio, Wald and Rao score statistics induced by the systematic component of the model, since
they vanish for linear models. The coefﬁcients b4k
NL
(k=0,1,2,3) for the gradient statistic have the same interpretation as above
described. In particular, for GLMs we have b4k
NL
= 0 (k=0,1,2,3). Hence, the nonnull asymptotic expansion of the gradient
statistic is deﬁned by the coefﬁcients b4k
L
(k=0,1,2,3), which seems to be a new result in this class of models.
Some relevant reductions in the coefﬁcients bik (i=1,2,3,4 and k=0,1,2,3) can be achieved by examining special models.
For example, consider the null hypothesis H0 : b¼ b0 (i.e. q=0) and in the exponential family (1) consider an identity link
function, which implies that fl=0 and gl ¼V2l dVl=dml (l=1,y,n). Thus, the bik’s can be written as
b11 ¼
f
2
trfGET ð2Þgþ f
2
trfWTðCþ2PÞg, b12 ¼
f
6
trfGT ð3Þg, b13 ¼ 0,
b21 ¼
f
2
trfGET ð2ÞgþtrfGZdTgþ
f
2
trfWTðCþ2PÞgþ 1
2
trfWðUTþ2HÞg,
b22 ¼
f
2
trfGT ð3ÞgtrfGZdTgþ
f
2
trfWTCg1
2
trfWðUTþ2HÞg,
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f
3
trfGT ð3Þgf
2
trfWTCg,
b31 ¼
f
2
trfGET ð2Þg1
2
trfGZdTgþ
f
2
trfWTðCþ2PÞg,
b32 ¼
1
2
trfGZdTg
b33 ¼
f
6
trfGT ð3Þg,
b41 ¼
f
2
trfGET ð2Þg1
2
trfGZdTgþ
f
2
trfWTðCþ2PÞg1
4
trfWðUTþ2HÞg,
b42 ¼
1
2
trfGZdTg
f
4
trfWTCgþ 1
4
trfWðUTþ2HÞg,
b43 ¼
f
6
trfGT ð3Þgþ f
4
trfWTCg,
and bi0 = (bi1 +bi2 + bi3), for i=1,2,3,4. For the normal model, the above coefﬁcients reduce to
b11 ¼ b31 ¼
f
2
trfWTðCþ2PÞg, b12 ¼ b13 ¼ b32 ¼ 0,
b21 ¼
f
2
trfWTðCþ2PÞgþ 1
2
trfWðUTþ2HÞg,
b22 ¼2b42 ¼
f
2
trfWTCg1
2
trfWðUTþ2HÞg, b23 ¼2b43 ¼
f
2
trfWTCg,
b41 ¼
f
2
trfWTðCþ2PÞg1
4
trfWðUTþ2HÞg,
and bi0=(bi1+bi2+bi3), for i=1,2,3,4.
We now turn to the problem of testing hypotheses onf, the precision parameter. The nonnull asymptotic distributions of
the statistics S1, S2, S3 and S4 for testingH0 : f¼f0 under the local alternativeH1n : f¼f0þe, where e¼ff0 is assumed to
be O(n1/2), is
PrðSirxÞ ¼ G1,lðxÞþ
X3
k ¼ 0
bikG1þ2k,lðxÞþOðn1Þ, i¼ 1,2,3,4,
with l¼nc100 ðf0Þe2. The bik’s for the test of H0 : f¼f0 are easy to obtain and are given by
b11 ¼
pe
2f0
, b12 ¼
nc
000
1 ðf0Þe3
6
, b13 ¼ 0, b21 ¼ b31 ¼
pe
2f0
 c
000
1 ðf0Þe
2c100 ðf0Þ
,
b22 ¼ b32 ¼
c
000
1 ðf0Þe
2c100 ðf0Þ
, b23 ¼ b33 ¼
nc
000
1 ðf0Þe3
6
,
b41 ¼
pe
2f0
þ c
000
1 ðf0Þe
4c100 ðf0Þ
, b42 ¼
c
000
1 ðf0Þe
4c100 ðf0Þ
nc
000
1 ðf0Þe3
4
, b43 ¼
nc
000
1 ðf0Þe3
12
,
where c
000
1 ðfÞ ¼ dc100 ðfÞ=df and bi0 ¼ðbi1þbi2þbi3Þ, for i=1,2,3,4. It should be noticed that the above expressions depend on
the model only through f and the rank of the matrix X; they do not involve the unknown parameter b. The coefﬁcients bik
(i=1,2,3 and k=0,1,2,3) are exactly the same given by Cordeiro et al. (1994) for GLMs. Therefore, the nonnull asymptotic
expansions of the statistics S1, S2 and S3 for testingH0 : f¼f0 are the same for any nonlinear regression structure with the
same p. The coefﬁcients b4k (k=0,1,2,3), which are also valid for GLMs, seem to be a new result.
5. Power comparisons
It is known that, to the ﬁrst-order of approximation, the likelihood ratio,Wald, score and gradient statistics have the same
asymptotic distributional properties either under the null hypothesis or under a sequence of local alternatives. On the other
hand, up to an error of order n1 the corresponding criteria have the same size properties but their local powers differ in the
n1/2 term. A meaningful comparison among the criteria can then be performed by comparing the nonnull asymptotic
expansions to order n1/2 ignoring terms or order less than n1/2.
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expansions derived in Section4 for testing thenull hypothesisH0 : b2 ¼ b20. LetPi be thepower function, up to ordern1/2, of
the test that uses the statistic Si, for i=1,2,3,4. We have
PiPj ¼
X3
k ¼ 0
ðbjkbikÞGpqþ2k,lðxÞ, ð3Þ
for iaj. It is well known that
Gm,lðxÞGmþ2,lðxÞ ¼ 2gmþ2,lðxÞ, ð4Þ
where gn,lðxÞ is the probability density function of a non-central chi-square random variable with n degrees of freedom and
non-centrality parameter l. From (3) and (4), after some algebra, we have
P1P4 ¼ k1gpqþ4,lðxÞþk2gpqþ6,lðxÞ, P2P4 ¼ k3gpqþ4,lðxÞþk4gpqþ6,lðxÞ,
P3P4 ¼ k5gpqþ4,lðxÞþk6gpqþ6,lðxÞ, P1P2 ¼ k7gpqþ4,lðxÞþk8gpqþ6,lðxÞ,
P1P3 ¼ k9gpqþ4,lðxÞþk10gpqþ6,lðxÞ, P2P3 ¼ k11gpqþ4,lðxÞþk12gpqþ6,lðxÞ, ð5Þ
where
k1 ¼12 trfðFþ2GÞðZdZ1dÞTgþ12trfWTðJUÞ2WHg,
k2 ¼
f
6
trfðFþ2GÞT ð3Þgf
2
trfWTCg, k3 ¼ 3k1, k4 ¼ 3k2,
k5 ¼ k1trfðFGÞðZdZ1dÞTg, k6 ¼
f
2
trfFT ð3Þgf
2
trfWTCg,
k7 ¼2k1, k8 ¼2k2, k9 ¼ k1k5, k10 ¼
f
3
trfðFGÞT ð3Þg,
k11 ¼3trfGðZdZ1dÞTgtrfWTðUJÞþ2WHg,
k12 ¼ftrfGT ð3ÞgftrfWTCg:
From Eqs. (5) we haveP14P3 if k9Z0 and k10Z0 with k9þk1040, and if k9r0 and k10r0 with k9þk10o0, we have
P1oP3. Also, P1 ¼P3 if k9=k10=0, i.e. F ¼G, which occurs only for normal models with any link function. Additionally,
Eqs. (5) show that unless the tests which are based on the statistics S1 (likelihood ratio statistic) and S3 (score statistic), is not
possible to have any other equality among the power functions in the class of EFNLMs for testing the null hypothesis
H0 : b2 ¼ b20, because the additional contribution yielded by the nonlinear regression structure given by the function f ðxl;bÞ
in the k’s, which is represented by the quantities C, H, J and U, vanish only for linear models. It implies that only strict
inequality holds for any other power comparison among the power functions. For example, from (5) we have P14P4
ðP1oP4Þ if k1Z0 and k2Z0 with k1þk240 (if k1r0 and k2r0 with k1þk2o0), and so on.
We now consider the class of GLMs. In this class of models we have that C ¼H ¼ J ¼U ¼ 0. It is possible to show that
P1 ¼P2 ¼P4 if F ¼2G, that is
d2ml
dZ2l
¼ 2
3Vl
dml
dZl
 2
, l¼ 1, . . . ,n:
According to Cordeiro et al. (1994), the GLMs for which this equality holds have the link function deﬁned by Zl ¼
R
V3=2l dml
(l=1,y,n), i.e. their log-likelihood functions are locally symmetric in the neighbourhood of the true parameter b. For the gamma
model this function is Zl ¼ m1=3l (l¼ 1, . . . ,n). Additionally, we have that P3 ¼P4 for any GLM with identity link function, i.e.
F ¼ 0. Also, the equalityP1 ¼P2 ¼P3 ¼P4 holds only for normalmodelswith identity link function. Power comparisons among
the likelihood ratio, Wald and score tests in GLMs are not presented here and can be found in Cordeiro et al. (1994).
Now, we present an analytical comparison among the local powers of the four tests for testing the null hypothesis
H0 : f¼f0. We have
PiPj ¼
X3
k ¼ 0
ðbjkbikÞG1þ2k,lðxÞ:
Thus,
P1P2 ¼P1P3 ¼
c
000
1 ðf0Þe
c100 ðf0Þ
g5,lðxÞþ
nc
000
1 ðf0Þe3
6
g7,lðxÞ,
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c
000
1 ðf0Þe
2c100 ðf0Þ
g5,lðxÞ
nc
000
1 ðf0Þe3
6
g7,lðxÞ, P2P3 ¼ 0,
P2P4 ¼P3P4 ¼
3c
000
1 ðf0Þe
2c100 ðf0Þ
g5,lðxÞ
nc
000
1 ðf0Þe3
2
g7,lðxÞ:
For example, for normal and inverse Gaussian models we have that c1ðfÞ ¼ logðfÞ=2, which implies that c1u ðfÞ ¼ 1=ð2fÞ,
c1
00 ðfÞ ¼1=ð2f2Þ and c0001 ðfÞ ¼ 1=f3. Hence, from above expressions we arrive at the following inequalities:
P44P14P2 ¼P3 if f4f0, and P4oP1oP2 ¼P3 if fof0.
As we showed, there is no uniform superiority of one test with respect to the others for testing the null hypothesis
H0 : b2 ¼ b20 in the class of EFNLMs. Hence, if the sample size is large, all tests could be recommended, since type I error
probabilities of these tests do not signiﬁcantly deviate from the true nominal level. However, the natural question now is how
these tests performwhen the sample size is small or ofmoderate size, andwhich one is themost reliable. In the next section,
we shall use Monte Carlo simulations to put some light on this issue.
6. Simulation results
In this section we shall present the results of a Monte Carlo simulation in which we evaluate the ﬁnite-sample
performance of the tests that use the likelihood ratio, Wald, score and gradient statistics in the following nonlinear normal
model with identity link function:
ml ¼ b1xl1þexpðb2xl2Þþb3xl3þ    þbpxlp, ð6Þ
where xl1 = 1, for l = 1,y,n. The lth line of the n p local matrix X is given by x>l ¼ ðxl1,xl2, . . . ,xlpÞ, where xl1
n
= 1,
xl2 ¼ xl2expðb2xl2Þ and xlp
n
= xlp for pZ3. The covariate values were selected as random draws from the uniform Uð1,2Þ
distribution and for ﬁxed n those values were kept constant throughout the experiment. The number of Monte Carlo
replicationswas 15,000, the nominal levels of the testswere g = 10%, 5% and 1%, and all simulationswere performedusing the
Ox matrix programming language (Doornik, 2007). Ox is freely distributed for academic purposes and available at http://
www.doornik.com.
At the outset, the null hypothesis isH0 : bp1 ¼ bp ¼ 0, which is tested against a two-sided alternative, the sample size is
n=25 and f¼ 1 and 2. Different values of p were considered. The values of the response were generated using
b1 ¼    ¼ bp2 ¼ 1. The null rejection rates (entries are percentages) of the four tests are presented in Table 2. Note that
the likelihood ratio (S1) andWald (S2) tests aremarkedly liberal, more so as the number of regressors increases. The tests that
use the statistics S3 (score test) and S4 (gradient test) are also liberal inmost of the cases, butmuch less size distorted than the
likelihood ratio andWald tests in all cases. For instance,whenf¼ 2, p=5 and g¼ 5%, the rejection rates are 9.46% (S1), 12.11%
(S2), 6.63% (S3) and 6.63% (S4). In some cases the score and gradient tests are slightly conservative. It is also noticeable that the
score and gradient tests present the same null rejection rates in most of the cases.
Table 3 reports results for f¼ 1, p=5 and sample sizes ranging from 15 to 150. The null hypothesis under test is
H0 : b4 ¼ b5 ¼ 0. As expected, the null rejection rates of all the tests approach the corresponding nominal levels as the sample
size grows. Again, the score and gradient tests present the same null rejection rates in most of the cases and the
best performances. For example, when n=15 and g¼ 5%, the null rejection rates are 13.26% (S1), 18.55% (S2), 7.59% (S3)
and 7.60% (S4).
Overall, in small to moderate-sized samples the best performing tests are the score and the gradient tests. They are less
size distorted than the other two. The gradient test has a slight advantage over the score test because the gradient statistic isTable 2
Null rejection rates (%); f = 1 and 2, with n = 25.
p g¼ 10% g¼ 5% g¼ 1%
S1 S2 S3 S4 S1 S2 S3 S4 S1 S2 S3 S4
f¼ 1
4 14.71 17.15 12.16 12.16 8.33 10.87 5.97 5.97 2.34 4.02 0.86 0.86
5 15.81 18.24 13.13 13.11 8.90 11.66 6.35 6.35 2.55 4.26 1.01 1.01
6 17.31 20.09 14.38 14.39 10.16 12.99 7.31 7.30 3.09 4.93 1.37 1.37
7 19.61 22.48 16.67 16.68 11.81 14.88 8.49 8.49 3.88 5.99 1.67 1.67
8 20.86 23.59 17.53 17.53 13.01 15.88 9.84 9.84 4.19 7.01 2.01 2.01
f¼ 2
4 14.10 16.92 11.63 11.63 7.90 10.34 5.53 5.53 1.99 3.69 0.81 0.81
5 16.19 18.73 13.49 13.49 9.46 12.11 6.63 6.63 2.46 4.35 0.98 0.98
6 17.52 20.35 14.52 14.52 10.34 12.96 7.49 7.49 2.91 5.00 1.20 1.20
7 19.31 22.21 16.39 16.37 11.82 14.81 8.73 8.73 3.58 6.05 1.60 1.60
8 20.99 23.87 17.90 17.88 13.17 16.38 9.71 9.73 4.35 6.92 2.15 2.14
Table 3
Null rejection rates (%); f¼ 1, p = 5 and different sample sizes.
n g¼ 10% g¼ 5% g¼ 1%
S1 S2 S3 S4 S1 S2 S3 S4 S1 S2 S3 S4
15 21.27 26.05 15.87 15.89 13.26 18.55 7.59 7.60 4.57 9.03 0.95 0.93
20 17.45 20.83 13.65 13.64 10.23 13.61 6.77 6.77 3.20 5.85 1.01 1.01
30 15.15 17.27 12.61 12.61 8.47 10.53 6.25 6.25 2.31 3.62 1.03 1.03
40 13.53 15.07 12.05 12.05 7.24 8.94 5.68 5.68 1.74 2.67 0.99 0.99
50 12.37 13.63 11.24 11.24 6.71 7.81 5.58 5.58 1.63 2.23 1.01 1.01
70 11.34 12.21 10.63 10.63 6.17 6.88 5.33 5.33 1.28 1.71 0.93 0.93
100 11.07 11.55 10.59 10.59 5.69 6.19 5.19 5.19 1.27 1.50 1.03 1.03
150 10.33 10.69 10.03 10.03 5.33 5.57 5.03 5.03 1.07 1.20 0.89 0.89
A.J. Lemonte / Journal of Statistical Planning and Inference 141 (2011) 1981–1989 1989more simpler to calculate than the score statistic for testing a subset of regression parameters in EFNLMs. In particular, it is
not necessary to invert a matrix; see Section 3.
7. Concluding remarks
In this paper, we dealt with the issue of performing hypothesis testing concerning the parameters in EFNLMs. We
considered the three classic tests, likelihood ratio, Wald and score tests, and a recently proposed test, the gradient test. We
have derived formulae for the asymptotic expansions up to order n1/2 of the distribution functions of the likelihood ratio,
Wald, score and gradient statistics, under a sequence of Pitman alternatives, for testing a subset of regression parameters and
for testing the dispersion parameter in EFNLMs. In particular, we generalise the results given in Cordeiro et al. (1994) and
Ferrari et al. (1997), which are valid only for GLMs. The formulae derived are simple to be used analytically to obtain closed-
form expressions for these expansions in special models. Additionally, the power of all four criteria, which are equivalent to
ﬁrst order, was compared under speciﬁc conditions based on second-order approximations. Finally, we also present Monte
Carlo simulations in order to compare the ﬁnite-sample performance of these tests for testing a subset of regression
parameters. Based on the simulation results we can conclude that the score and gradient tests should be preferred.Acknowledgement
The author gratefully acknowledge the ﬁnancial support of FAPESP (Brazil).
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