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Tensor models are natural generalizations of matrix models. The interactions and observables in
the case of unitary invariant models are generalizations of matrix traces. Some notable interactions
in the literature include the melonic ones, the tetrahedral one as well as the planar ones in rank
three, or necklaces in even ranks. Here we introduce series-parallel interactions which generalize the
melonic and necklace interactions and are characterized by series-parallel bubbles. We characterize
the local and global structure of those bubbles. We also completely characterize the Feynman graphs
which contribute to the large N limit. For a subclass of series-parallel interactions called totally
unbalanced series-parallel interactions, we prove that the large N limit is Gaussian and therefore the
Feynman graphs are in bijection with trees. This result further extends the class of tensor models
which fall into the Gaussian universality class. Another key aspect of tensor models with series-
parallel interactions is that they can be written as matrix models without increasing the number
of degrees of freedom of the original tensor models. In the case of totally unbalanced interactions,
this new matrix model formulation in fact decreases the number of degrees of freedom, meaning
that some of the original ones are effectively integrated. We then show how the large N Gaussian
behavior can be reproduced using a saddle point analysis.
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INTRODUCTION
Random tensor models [1] are generalization of random matrix models [2]. Here we consider the complex case, which
for matrices typically corresponds to a joint distribution of the form exp− trV (MM†) where V is a polynomial [3].
Such a distribution has a U(N)× U(N) invariance, M 7→ UMV †. The natural generalization to tensors, introduced
in [4], is to consider a joint distribution of the form exp−V (T, T¯ ) where V is invariant under U(N)d transformations.
Here T is a complex tensor with d indices ranging from 1 to N . In particular, it has Nd degrees of freedom. We
consider polynomials of the form
V (T, T¯ ) =
∑
a1,...,ad
Ta1···ad T¯a1···ad +N
s tB(T, T¯ ) (1)
where B(T, T¯ ) is called a bubble polynomial. Bubble polynomials are in bijection with d-regular, bipartite, edge-
colored, connected graphs called bubbles [4] which simply describe the pattern of index contractions of the polyno-
mials.
The typical first question when trying to solve a tensor model is the large N limit: evaluate expectations of U(N)d-
invariant polynomials at large N . To do so, one cannot recourse to typical methods of random matrices such as
eigenvalues. Instead, a natural method for physicists is the Feynman expansion. While it is not a rigorous tool to
study the convergence of random tensors at large N in a probabilistic setting, it is expected to give correct predictions
(like in random matrices).
Furthermore, the Feynman expansion connects random tensors to random triangulations of d-dimensional (pseudo-
)manifolds [1, 4–6], just like it does between random matrices and random combinatorial maps. It means that results
obtained in this setting for random triangulations have a straight up interpretation in random tensors. For instance,
the generating functions of rooted planar maps correspond to the calculation of 2-point functions in matrix models
[7]; similarly, 2-point functions of tensor models are this way expressed as generating functions of some connected,
face-colored triangulations. For combinatorial purposes, it is easier and sufficient to consider the dual 1-skeletons
of those triangulations, which are edge-colored, d-regular graphs [8–10]. Another way to think about it is as the
Feynman expansion being a definition of our objects of interest, which we could call “combinatorial tensor models”
to emphasize their definition in terms of Feynman graphs.
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2In contrast with matrix models, it is actually a difficult task to find a non-trivial large N limit in tensor models,
the first non-trivial one being due to Gurau [11]. Indeed, if s in (1) is “sufficiently” small, a large N limit exists but
is trivial, in the sense that only a finite number of Feynman graphs contribute at large N . A non-trivial large N
limit is thus a limit where an infinite number of graphs contribute to the expectations of observables. It was shown
in [12] by Lionni that if a large N limit for a given bubble interaction, then there is a unique value of s which makes
it non-trivial.
Such tensor models have been studied and understood at large N in a few of cases. At d = 3, the most general
result [6] is that when B(T, T¯ ) is a planar bubble, i.e. dual to a colored triangulation of the 2-sphere, the large N limit
is Gaussian: expectations of U(N)3-invariant polynomials at large N are those of a Gaussian model whose covariance
is the large N , 2-point function.
In terms of Feynman graphs, a non-trivial large N limit which is Gaussian (such as in [6]) generates graphs in
bijection with trees. In contrast with such a behavior, we recall that single-trace matrix models with polynomial
interactions are typically non-Gaussian at large N . In terms of Feynman graphs, this is due to the fact that planar
maps (i.e. ribbon graphs) lie in a different universality class than trees, whose n-point functions are not factorizations
of 2-point functions.
The first theorem showing that a large class of distributions for random tensors converge universally to a Gaussian is
Gurau’s universality theorem [13]. In the context of distribution given as exp−V (T, T¯ ) as above, Gurau’s universality
theorem only applies to a class of bubbles known as melonic bubbles (otherwise the large N limit is trivial). Melonic
bubbles are special bubbles which are series-parallel and in the large N limit, they give rise to melonic graphs which
are themselves series-parallel and are responsible for the Gaussian large N limit.
The theorem of [6] is thus an extension of [13], although only in d = 3. Another extension, to tensors with indices
having different ranges, is in [14]. In even dimensions, non-Gaussian universality classes can be reached, in particular
all those of ordinary matrix models, i.e. planar maps with matter. So far they always seem to rely on planar maps
and multi-matrix models. In particular, one finds phase transitions between the large N Gaussian behavior and the
large N , planar limit of matrix models [5, 15, 16]. Other tensor models have been solved as large N on a case by case
basis, i.e. for some given interactions like the one whose interaction bubble is K3,3, [12, 17].
The world of tensor models with different symmetries than U(N)d has also started to be explored. An obvious gen-
eralization is to consider O(N)d-invariant models, where the tetrahedral interaction is allowed and leads to interesting
models in connection with SYK physics. Other tensor models inspired by the SYK model have been shown to have
non-trivial large N limits: two symmetric tensors [19], and tensors in irreducible representations of the symmetric
group of the three indices (at d = 3) [20, 21].
In this article, we stay in the realm of tensor models with U(N)d-invariance. We define tensor models, with non-
trivial large N limits, for polynomials B(T, T¯ ) associated to series-parallel (SP) bubbles and show that they extend
some universality theorems mentioned above. Here series-parallel refer to the same construction as for ordinary SP
graphs, but we take the intersection with bubbles.
a. Characterization of SP bubbles – This is the content of Section I. The first theorem is a local construction
for SP bubbles which naturally generalizes melonic bubbles.
Theorem 1. SP bubbles are constructed from local moves called C-bidipole insertions, for C ⊂ {1, . . . , d} and
|C| ≤ d/2.
In addition to the local structure, we can also characterize their global structure, for which once again they generalize
melonic bubbles: SP bubbles correspond to trees of quartic bubbles. There is indeed a canonical gluing of bubbles,
which in terms of polynomials consists in removing a T from one polynomial and a T¯ from another and contracting
the free indices in a canonical way. There is a general theorem stating that all bubbles can be obtained from the
gluing of quartic bubbles, where quartic bubble polynomials are those quadratic in T and in T¯ . This theorem was
proved in [17]. In the case of SP bubbles, we can thus show the following additional property.
Theorem 2. SP bubbles are exactly the gluings of quartic bubbles which form trees.
Indeed, a graph can be associated to the gluing by representing each quartic bubble as a vertex and each gluing as
an edge between two vertices. A bubble is SP if and only if this graph is a tree.
b. Tensor models with SP interactions – In Section II, we study tensor models whose interactions are SP. We
start by recalling that as proved in [17], the Feynman graphs of any tensor model form a subset of those of tensor
models with quartic interactions, see Proposition 5. We thus study quartic models and describe their large N limit in
Theorem 7. Somewhat surprisingly this had never appeared before in the literature, although it only requires a slight
generalization of the rank 4 case detailed in [15]. By combining those results, we find the following theorem.
3Theorem 3. There is a non-trivial large N limit if and only if the scaling coefficients are
s =
∑
C
|C|bC − d(V − 2)
2
(2)
where the sum is over the C-bidipole insertions of the bubble and V is its number of vertices. The graphs contributing
to the large N limit are a subset of those of the large N limit of the quartic models.
c. Gaussian universality at large N – The analysis at large N reveals that tensor models with bubbles which
have C-bidipoles with |C| = d/2 behave differently from those which have none. If B has a C-bidipole insertion
with |C| = d/2, it can create planar objects like in matrix models at large N . Otherwise, we say that B is totally
unbalanced and we prove the following theorem in Section III.
Theorem 4. Tensor models with totally unbalanced SP interactions are Gaussian at large N . The covariance satisfies
an explicit polynomial equation.
This concludes the analysis at large N , with a new extension of the universality theorem of Gurau.
d. Matrix models – Tensor models with SP interactions have another interesting property which is the object of
Section IV. They can be recast as matrix models by a series of Hubbard-Stratonovich transformations. This gives
a new intermediate field theory. Compared to the one of [17], it only applies to SP interactions and not arbitrary
interactions. However, the key point is that it does not increase the number of degrees of freedom, like [17] does. It
is a longstanding discussion for tensor models which is rooted in the unitary invariance. Indeed, in unitary-invariant
matrix models, although the random matrices have N2 degrees of freedom, unitary invariance is such that matrix
models only have N degrees of freedom, the eigenvalues, after integrating over the unitary group.
However in tensor models, no such reduction of the number of degrees of freedom is known in general. It is
possible to explicitly integrate some angular degrees of freedom to evaluate expectations in the Gaussian distribution
as effective matrix correlations [22], but this method applies case by case only.
For models with melonic cycles for instance (such as quartic bubbles), there is an intermediate field theory which
reduces the number of degrees of freedom to N instead of Nd, see e.g. [23] where it is used to prove Borel summability
of the perturbative series. The most general intermediate field theory of [17] can however, typically, increase the
number of degrees of freedom up to N2d. Although it can still be useful to study the large N limit of many models,
see e.g. [24] for the large N limit of the model with the cube as bubble (dual to the octahedron), it goes against the
idea of integrating some degrees of freedom to find intermediate field matrix models.
In fact for totally unbalanced SP interactions we show that our new matrix models do reduce the number of degrees
of freedom. It is multi-matrix model with matrices of sizes N2|C| for each C-bidipole insertion. The interaction can be
represented as a tree T with edges colored by sets Ce ⊂ {1, . . . , d} satisfying |C| ≤ d/2. The matrix model associates
a pair of matrix (Xe, X
†
e) to each edge of T , or equivalently a complex matrix Xh to each half-edge h of the tree with
the contraint Xh2 = X
†
h1
for e = {h1h2}. We prove the following theorem.
Theorem 5. The partition of a tensor model with an SP interaction writes as
ZN (t) =
∫ ∏
e∈T
dXedX
†
e exp−
∑
e∈T
trVCe (XeX
†
e)− trEd ln
(
1Ed −
∑
v∈T
counter-
-clockwise∏
hv
(NsB tB)
1
V−2 hX˜hv
)
(3)
where the sum in the logarithm is over the vertices v ∈ T , and the product over the half-edges hv incident to v, and
h are signs whose product is −1.
We also show that a simple ansatz allows to reproduce the Gaussian behavior at large N in terms of a saddle point.
As expected in a Gaussian model, the Vandermonde determinant does not contribute and all eigenvalues fall into the
potential well (also why we expect our simple ansatz to be correct), see Proposition 9.
After that, the next step would be to study the fluctuations around the saddle point, which at leading order will
by definition be Gaussian, as in the case of quartic melonic models [25]. Most interestingly, this procedure of using
the intermediate field, finding the saddle point and looking at the fluctuations around it, is the only method known
so far to exhibit some version [26, 27] of the topological recursion (see [28] in the quartic melonic case) and potential
connections to integrability [29]. This method thus requires to not work with the original tensor models but with
4the intermediate field model because it has fewer degrees of freedom and it is easier to understand the latter through
their Schwinger-Dyson equations rather than the original ones1.
We can thus hope that this new intermediate field theory can help understand tensor models beyond the large N
limit and also shed some light on how or whether it is possible to integrate some degrees of freedom in tensor models.
I. SP TENSORIAL INTERACTIONS
A. Tensors, unitary invariance and bubbles
Unitary invariance – Let V ' CN and denote V1, . . . , Vd, d > 2 copies of V where Vc is said to be of color
c ∈ {1, . . . , d}. If C ⊂ {1, . . . , d} is a subset of colors, we denote
VC =
⊗
c∈C
Vc and Ed =
d⊗
c=1
Vc. (4)
We consider a tensor T as an element of Ed and its complex conjugate T¯ in the dual space E
∗
d . The components are
denoted Ta1···ad and T¯a1···ad , for d > 2 and ac = 1, . . . , N for c = 1, . . . , d.
We focus on interactions which are invariant under the natural action of U(V1)⊗ · · · ⊗ U(Vd) ' U(N)d, i.e.
T ′a1···ad =
∑
b1,...,bd
U
(1)
a1b1
· · ·U (d)adbd Tb1···bd . (5)
where the unitary matrices U (c) are independent.
Bubbles – The ring of invariant polynomials is generated by the bubble polynomials. A bubble is a bipartite,
connected graph: i) whose vertices have degree d, ii) each edge carries a color from the set {1, . . . , d}, iii) each color
is incident exactly once on each vertex. If B is such a bubble, its associated polynomial B({Tv}) is obtained by
assigning a tensor Tv to each white vertex v of B, a T¯v to each black vertex, and contracting their indices as follows.
For an edge of color c between two vertices v1 and v2, we identify and sum the indices of the corresponding Tv1 and
T¯v2 which are in position c,
N∑
ac=1
(Tv1)···ac···(T¯v2)···ac··· = c
Tv1 T¯v2
a1
ad
b1
bd
. (6)
This way all indices are summed between T s and T¯ s, which ensures invariance.
For two tensors Tv1 , Tv2 and a color set C ⊂ {1, . . . , d} we denote the set of complementary colors Ĉ = {1, . . . , d}\C
and
(Tv2 |Tv1)Ĉ =
C
Ĉ
C
Tv1
T¯v2
∈
⊗
c∈C
V ∗c ⊗ Vc (7)
the matrix obtained by contracting the indices of Tv1 and T¯v2 whose colors are in Ĉ. It is a N
|C|×N |C|-square matrix.
In case C = ∅, we simply omit Ĉ = {1, . . . , d} in the notation, i.e. (Tv2 |Tv1) which is a scalar.
The 2-vertex bubble – There is a single bubble with two vertices, corresponding to the only invariant of degree
2,
1 2
d
v1 v2 =
∑
a1,...,ad
(Tv1)a1···ad(T¯v2)a1···ad = (Tv2 |Tv1) (8)
and its complex conjugate (except when Tv1 = Tv2 since (T |T ) is real).
1 In comparison, Schwinger-Dyson equations of tensor models are much harder to analyze [30–32].
5Quartic bubbles – At degree 4, the bubbles are called quartic bubbles and can be obtained this way. Consider
a white vertex: there are only two black vertices it can connect to. Therefore, it can have edges with colors in
C ⊂ {1, . . . , d} connected to one black vertex and Ĉ = {1, . . . , d} \ C connected to the other. This determines the
bubble QC
QC =
C
C
Ĉ Ĉ
= QĈ (9)
As for the associated polynomial, we write
C
C
Ĉ Ĉ
A1
A¯2
A¯4
A3
= QC(A1, A¯2;A3, A¯4) = QĈ(A1, A¯4;A3, A¯2) (10)
or equivalently
C
C
Ĉ Ĉ
A1
A¯2
A¯4
A3
= trVC
(
(A2|A1)Ĉ(A4|A3)Ĉ
)
= trVĈ
(
(A4|A1)C(A2|A3)C
)
(11)
where trV denotes the trace of an endomorphism of V . In the first equality, the trace is therefore on square matrices
of size N |C| ×N |C|. In the second equality, the exchange symmetry C ↔ Ĉ is used.
If A1 = A3 = T and A¯2 = A¯4 = T¯ , we simply write QC(T, T¯ ).
Admissible color sets – C and Ĉ play equivalent roles since QC = QĈ . However, we will see that in order to
reduce the number of degrees of freedom of tensor models, it will be important to distinguish between the subset with
more than d/2 colors and the one with less than d/2 colors. As a convention, we thus choose C such that
• |C| ≤ d/2,
• if |C| = d/2 (then |Ĉ| = d/2 too), then we choose 1 ∈ C as a convention.
We denote C the set of such admissible color sets.
B. Series-parallel bubbles
In this section we introduce SP bubbles and prove Theorem 1.
Series-parallel (SP) graphs – We recall that SP graphs are built recursively from a single edge with two vertices
by applying any sequences of the following two operations: the series extension which splits an edge into two with an
additional vertex of degree two, the parallel extension which turns an edge into a pair of parallel edges.
Below we provide a local construction for SP bubbles which naturally generalize melonic bubbles.
Melonic bubbles – A melonic dipole is a pair of vertices connected by exactly d − 1 edges. A melonic dipole
insertion of color c is the move inserting a melonic dipole on an edge of color c,
c → c
1
2
d
c
(12)
6It is of course a sequence of two series and (d− 1) parallel extensions.
A melonic bubble is any bubble obtained by repeatedly inserting melonic dipoles on arbitrary edges, starting from
the bubble with two vertices. The first step starting from the bubble with two vertices produces the quartic bubble
Q{c} introduced above. Then another edge is selected, in Q{c}, to perform a new melonic dipole insertion, creating a
bubble of degree 6, and so on. There are obviously several sequences of melonic moves to construct a given melonic
bubble.
Bidipoles – If C ⊂ {1, . . . , d}, a C-bidipole V = {v, v¯, w} is a set of three vertices v, v¯, w, such that v¯ is connected
to w by the edges with colors in C, and to v by the edges with colors in Ĉ = {1, . . . , d} \ C. A C-bidipole insertion
is the removal of a vertex and in its place the insertion of a C-bidipole,
1
2d → CC Ĉ Ĉ
v v¯
(13)
and we call bidipole removal the inverse operation.
There is no difference between a C-bidipole and a Ĉ-bidipole. The move also exists with white and black vertices
exchanged. The melonic move corresponds to C (or Ĉ) of cardinality 1.
We temporarily call bubbles built from the two-vertex bubble by arbitrary sequences of bidipole insertions pseudo-
melonic bubbles. We can then formulate Theorem 1 as follows.
Theorem (1). Pseudo-melonic bubbles are the SP bubbles.
Proof. It is trivial that pseudo-melonic bubbles are SP graphs. To show that they account for all SP bubbles, we
proceed by induction. All quartic bubbles QC are both pseudo-melonic and SP. We now assume that the theorem
holds for bubbles with up to V vertices.
We introduce another well-known characterization of SP graphs in terms of compositions of 2-terminal graphs. We
recall that a 2-terminal graph (G, s, t) is a graph with two distinct marked vertices, s called the source and t the
sink. The series composition of two 2-terminal graphs (G1, s1, t1) and (G2, s2, t2) is obtained from the disjoint union
of G1 and G2 by identifying t1 with s2, the new source and sink being s1 and t2. The parallel composition consists in
identifying the sources s1 with s2 and the sinks t1 with t2. A 2-terminal graph is SP if and only if it is 2-connected
and built from the unique 2-terminal graph made of one edge and two vertices by a sequence of series and parallel
compositions. Since bubbles are 2-connected, we can consider series and parallel compositions instead of series and
parallel extensions.
An SP bubble B with V + 2 vertices must thus come from the parallel composition of two SP graphs (it cannot be
a series composition because that would require a cut-vertex while bubbles have no cut-vertices)
B =
C Ĉ
C Ĉ
H1 H2 with G1 =
C
C
H1 G2 =
Ĉ
Ĉ
H2 (14)
G1 and G2 are not bubbles because their sources and sinks only have the colors from C ⊂ {1, . . . , d} and from
Ĉ = {1, . . . , d} \ C. It is however easy to turn them into bubbles by adding the missing colors between their sources
and sinks,
B1 =
C
C
H1 Ĉ B2 =
Ĉ
Ĉ
H2C (15)
Those operations are in fact parallel compositions with 2-vertex graphs and therefore B1 and B2 are both SP bubbles.
From the induction hypothesis, they are pseudo-melonic and thus so is B. Indeed, bidipole insertions are local moves,
so those forming H1 and H2 are independent, and we can reconstruct B by performing them, say first all in H1 and
in H2.
7Uniqueness of the insertion set – By definition, for every SP bubble B there exist a (non-unique) sequence of SP
bubbles
B = B(0) ←
C1,v1
B(1) ← · · · ←
CV/2−2,vV/2−2
B(V/2−2) = QCV/2−2 (16)
where (B(i)) has V − 2i vertices, and a sequence of sets (Ci ⊂ {1, . . . , d}) and a sequence of vertices (vi ∈ B(i)), such
that the bubble B(i) is obtained from the bubble B(i+1) by a Ci-bidipole insertion at the vertex vi.
Here is an example of a construction of an SP bubble using bidipole moves. At each step we have circled the vertex
vi on which the next bidipole insertion is performed and indicated the corresponding set Ci.
4
4
12 3 12 3
{1, 2}
→ 3
1
1
2
2
3
4
4
14 2 3
{1, 4}
→ 3
1
1
2
2
3
4
4
1
2
2
3
3
4 14
{1, 3}
→ 3
1
1
2
2
3
4
4
1
2
2
3
3
4 1
3 4
2
14
{1}
→ 3
1
1
2
2
3
4
4
1
2
2
3
3
4 1
3 4
2
1
1
2
3
4
4
{4}
→ 1 2 3
4
4
3
1
1
2
2
3
4
4
1
2
2
3
3
4 1
3 4
2
1
1
2
3
4
(17)
Proposition 1. The multiset of bidipole insertion color sets, CB = {C1, . . . , CV/2−2}i=1,...,V/2−2, is uniquely deter-
mined by B.
Equivalently CB is independent of the choice of sequence (16). The bubbles (B(i)) and the vertices (vi) are not
canonical but the color sets Ci are.
Proof. We proceed by induction on the number of vertices of B. If it is quartic, i.e. B = QC for some C, there
is obviously a single set C. Similarly, it can be checked that if B has six vertices, it is fully characterized (up to
exchanging black with white vertices) by two sets C1, C2. Indeed, one can perform a C2-bidipole insertion on a vertex
of QC1 or a C1-bidipole insertion on a vertex of QC2 with the same result.
Assume that the proposition holds for bubbles with V ≥ 6 vertices and consider B SP with V + 2 vertices. We find
a C1-bidipole for some C1, V1 = {u1, v1, w1}. Removing the bidipole we get another SP bubble B(1) with V vertices.
From the induction hypothesis, it has a unique set CB(1) and
CB = {C1} ∪ CB(1) . (18)
Since CB(1) is unique, the only way to possibly get a different CB is to start by removing from B another bidipole,
say a C ′1-bidipole V ′1 = {u′1, v′1, w′1} 6= V1. If V1 ∩ V ′1 = ∅, then both bidipoles are non-overlapping and we can either
remove V1 then V ′1 or the other way around and get the same SP bubble B(2). It comes
CB = {C1, C ′1} ∪ CB(2) . (19)
where CB(2) is unique.
If |V1 ∩ V ′1| = 2, it implies C ′1 = C1 and removing V1 or V ′1 gives the same bubble B(1)
ĈC C
v1 w1
ĈC
u′1 u1 → CC Ĉ
v¯ v
(20)
Again, CB = {C1} ∪ CB(1) .
If |V1 ∩ V ′1| = 1 then we have a situation as follows, where we can remove both V1 and V ′1 in any order and get an
SP bubble B(2),
Ĉ1v v¯
C1 C
′
1 Ĉ
′
1 ⊂ B
→
Ĉ1v v¯
C1
⊂ B(1)′ → ⊂ B(2) (21)
Therefore CB = {C1, C ′1} ∪ CB(2) .
8Topology – For a bubble B, the C-bubbles are the connected subgraphs formed by the edges with colors in C. A
topological C-dipole is a subgraph made of two vertices connected by all the colors in Ĉ such that the C-bubbles
incident to the two vertices are distinct.
Topological C-dipoles can be created or removed without changing the topology [34],
C ↔ CC Ĉ
v¯ v
(22)
As is clear from (13), bidipole insertions are topological. Since the 2-vertex bubble is a d-ball, we conclude that SP
bubbles are d-balls.
C. SP bubbles as trees of quartic bubbles
In this section we prove Theorem 2.
The set GV – Consider graphs made of quartic bubbles which are connected along some additional edges which we
call dashed lines. A vertex can be incident to one or no dashed line. We denote GV the set of connected graphs
made of quartic bubbles and dashed lines, with V vertices having no incident dashed lines, and such that all dashed
lines are edge-cuts (meaning that cutting any dashed line disconnects the graph).
Proposition 2. The following statements are equivalent.
a) G ∈ GV
b) For all dashed lines in G, there exist G1 ∈ GV1 , G2 ∈ GV2 with V1 + V2 − 2 = V such that
G = G1 G2 (23)
c) There exists G′ ∈ GV−2 and a color set C such that
G = G′
QC
(24)
Proof. This works exactly like for trees, by mapping quartic bubbles to vertices of degree at most four and dashed
lines to edges.
It is easily found that G ∈ GV has V/2− 1 quartic bubbles and V/2− 2 dashed lines.
Dashed line contraction – The contraction of a dashed line removes the dashed line and the two vertices it is
incident to, and reconnects the edges of color {1, . . . , d} respecting their colors,
1
2
d
1
2
d
→
1
2
d
1
2
d
(25)
The boundary operator ∂ is a defined as the contraction of all dashed lines (it is independent of the order of the
contractions). Note that it is defined not only on GV but for any collection of bubbles connected by dashed lines.
Proposition 3. For all G ∈ GV , the boundary bubble ∂G is an SP bubble with V vertices.
9Proof. One can use the characterization of G ∈ GV in (24) to perform an induction. Graphs in G4 have no dashed
lines so the action of ∂ is trivial and they are directly SP bubbles. Now we use (24) and from the induction hypothesis
we get that ∂G′ is an SP bubble on V − 2 vertices.
Then it is enough to check that the contraction of the dashed line in (24) is equivalent to the insertion of a
C-bidipole,
∂
QC
=
C
Ĉ
(26)
Theorem 2 follows as a corollary of Propositions 2 and 3.
Construction – Any sequence (16) gives rise to a graph G ∈ GV such that ∂G = B which is built as follows.
Consider v1 in B
(1) and connect it with a dashed line to the quartic bubble QC1 . We are assured by (26) that the
contraction of that dashed line produces B. Then proceed iteratively with B(i−1) until the dashed line which is
attached to vV/2−2 on the quartic bubble QCV/2−2 . Due to Proposition 1, the list of quartic bubbles required in G is
unique, although G itself is not. As an exercize, it can be checked that
∂
 1 2 1
3
2
3
1
2
1
3
2
3
1
2
1
3
2
3
 = ∂
 1 2 1
3
2
3
1
2
1
3
2
3
1
2
1
3
2
3
 =
2
3
2
3
3 2 2 3
1
1
1
1
(27)
Example – Consider the sequence of SP bubbles in (17). We can read B and B(1) from the last step,
B = 1 2 3
4
4
3
1
1
2
2
3
4
4
1
2
2
3
3
4 1
3 4
2
1
1
2
3
4
= ∂

1 2 3
4
4
3
1
1
2
2
3
4
4
1
2
2
3
3
4 1
3 4
2
1
1
2
3
4
1 2 3 4
B(1)
QC1
v1

(28)
Continuing the process following the sequence of (17), we get
B = ∂
1 2 3
4
4
3
1
1
2
2
3
4
4
1
2
2
3
3
4 1
3 4
2
1
1
2
3
4
1 2 3 4
2
3
4 1
= ∂
1 2 3
4
4
3
1
1
2
2
3
4
4
1
2
2
3
3
4
4 2
1
1
2
3
4
1 2 3 4
2
3
4 1
1
3
3
1
42
= ∂
1 2 3
4
4
3
1
1
2
2
3
4
4
1
2
3
3
4
4 2
1
1
2
3
4
1 23 4
2
3
4 1
1
3
3
1
42
24
2 3
1
= ∂
1 2 3
4
4
4
4
1
2
3
3
4
4 2
1
1
2
3
4
1 23
2
3
4 1
1
3
3
1
42
24
2 3
1
12 3
2
1
1
4 3243
(29)
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where we can identify T such that ∂T = B in the last step. In particular, we can read the list of color sets
CB = {{4}, {1, 2}, {4}, {1, 4}, {1, 3}, {1}}.
The pairing piB – Each bidipole move B
(i+1) → B(i) introduces two new vertices and there is an almost canonical
way to use this to define a unique pairing piB . We recall that a pairing is a partition of the vertices into pairs of
black and white vertices. Looking at (13), there seems to be an ambiguity to decide which one is the new white
vertex. Since we have defined |Ci| ≤ d/2 however, there is a canonical difference between Ci and Ĉi when |Ci| < d/2.
Therefore, we say that {v, v¯} forms a canonical pair if they are connected by more than d/2 edges, i.e. v and v¯ are
connected by the colors of Ĉi.
In the case |Ci| = |Ĉi| = d/2 however, there really is an intrinsic ambiguity. We can nevertheless use a convention:
a pair {v, v¯} is formed if v and v¯ are not connected by the color 1. In all cases we have therefore v and v¯ connected
by the colors of Ĉi.
Then we set piB(v) = v¯ and piB(v¯) = v. We can proceed this way at each step B
(i+1) → B(i) and this way find
a natural pairing piB of the vertices B. It can also be seen as an involution without fixed points between black and
white vertices.
Proposition 4. piB is unique.
Proof. We give two sketches of proof. A constructive one relies on the fact that there is no overlap between any pairs
of vertices connected by more than d/2 colors or exactly d/2 colors not including 1. No overlap means that the edges
incident to v and v¯ do not connect the vertices v′ and v¯′ of another pair. Therefore, it is well-defined to consider all
pairs {vi, v¯i} in B, set piB(vi) = v¯i and then remove the Ci-bidipoles. Because there is no overlap, the order of the
removals does not matter and we get a bubble B′, to which the same reasoning can be applied.
There is a simpler proof by induction on the number of vertices of B. The pairing is obviously unique on a quartic
bubble. From B(1) to B, the pair {v, v¯} is defined as explained above, thus piB(v) = v¯. Then we define the restriction
of piB to the other vertices by piB(1) which is unique.
II. TENSOR MODELS WITH SP INTERACTIONS
The partition function – The tensor models under consideration are those which use SP bubbles as interactions.
Let R be a finite set and {Br}r∈R a finite set of SP bubbles. The partition function is
ZN ({tr}) =
∫
dTdT¯ exp−
(
(T |T ) +
∑
r∈R
Nsr tr Br(T, T¯ )
)
(30)
The quantities tr are known as coupling constants (or counting parameters in combinatorics) and sr are the scaling
coefficients. They are a priori unknown at this stage and will be determined later in Theorem 3.
We have chosen the normalization so that the bare propagator scales like N0, in contrast with another, standard
choice in the literature where it scales with N−(d−1). The relation between both choices is a rescaling of T and T¯ by
N (d−1)/2.
In matrix models the scaling coefficients are sV = 1 − V/2 for the interactions tr(MM†)V/2. A priori, sr may
depend on the whole set of bubbles {Br}r∈R, and should be denoted sr(R). However, as we will see in Theorem 3,
there is a unique choice which leads to a non-trivial large N limit of the model and it is such that each coefficient sr
only depends on the bubble Br, as in matrix models.
Feynman graphs of tensor models: the set G({br, Br}) – We focus on the Feynman graphs which contribute
to the free energy FN ({tr}) = lnZN ({tr}). Such a Feynman graph is obtained by taking a collection of b1 copies of
B1, b2 copies of B2 and so on (br copies of Br) and performing Wick contractions so that the graph is connected. A
Wick contraction must connect a black vertex of a bubble to a white vertex of a bubble. To distinguish the edges of
the Wick contractions from the edges of the bubbles, we assign the former the fictitious color 0 (while the edges of
the bubbles have the colors {1, . . . , d}) which will be drawn as dashed lines.
We denote G({br, Br}) the connected graphs with br bubbles Br, obtained this way. They are regular, bipartite
graphs of degree d + 1 such that each vertex is incident to each color from {0, 1, . . . , d} exactly once, and such that
the connected subgraphs obtained by removing the edges of color 0 are br copies of Br for all r ∈ R.
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Feynman amplitudes – The scaling with N of a Feynman graph G ∈ G({br, Br}) goes as follows.
• It receives a factor Nsr for each copy of Br ⊂ G.
• As is standard in tensor models, each bicolored cycle with colors {0, c}, for all c ∈ {1, . . . , d}, contributes to
one power of N .
The amplitude of G thus goes like Nδ(G) with
δ(G) =
d∑
c=1
L0c(G) +
∑
r∈R
srbr (31)
where L0c(G) the number of bicolored cycles with colors {0, c}. For given numbers of bubbles {br} there is a maximal
value of the number of bicolored cycles
Lmax({br, Br}) = max
G∈G({br,Br})
d∑
c=1
L0c(G) and δmax({br, Br}) = max
G∈G({br,Br})
δ(G) (32)
obviously satisfying δmax({br}) = Lmax({br, Br}) +
∑
r∈R srbr and further denote the set of graphs which maximize
the number of bicolored cycles at fixed numbers of bubbles
Gmax({br, Br}) = {G ∈ G({br, Br}) s.t. δ(G) = δmax({br, Br})} . (33)
We can use equivalently δ(G) or
∑d
c=1 L0c(G) since there is only a shift between them at fixed {br}.
Large N limit: existence – We say that a large N limit exists if there exists a rescaling q of the free energy
FN ({tr}) = lnZN ({tr}) such that FN ({tr})/Nq has a finite limit as N → ∞. Since FN has an expansion onto
G({br, Br}) where each graph is weighted by Nδ(G), the existence of a (perturbative) large N limit is equivalent to
the existence of a bound on δ(G) independently on the numbers of bubbles,
q = δmax({Br}) = max{br} δmax({br, Br}) <∞ (34)
Then the free energy has a 1/N expansion which starts like
FN ({tr}) = Nδmax({Br})
(∑
{br}
∑
G∈Gmax({br,Br})
s(G)
∏
r∈R
(−tr)br +O(1/N)
)
, (35)
where s(G) is a combinatorial factor coming from the symmetries of the bubbles {Br} and of G.
Large N limit: non-triviality – Furthermore we say that the large N limit is non-trivial if there is an infinite
number of graphs in the above sum. In fact, we want a stronger condition so that each Br for r ∈ R contributes
non-trivially:
∀ r ∈ R,
⋃
{br′}
Gmax({br′ , Br′}) contains graphs with br →∞. (36)
Large N limit of tensor models with SP interactions – Although it has not appeared yet in the literature, it
is basically a matter of assembling pieces already present in the literature. It is obtained in two steps.
• The first step is a now classical result in tensor models: Feynman graphs of a given model form a subset of those
of the quartic model. It was proved in [17] using the intermediate field, but it was used prior in specific models
[32]. We explain how it works below in Section II A.
• The second step is to find the large N limit of tensor models with quartic interactions. This is a slight general-
ization of [15]. It is done in Section II B.
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A. From quartic to arbitrary SP bubbles
We start the analysis with a single type of SP bubble B, with V vertices. Let H ∈ GV with ∂H = B, where we
recall that the boundary operator ∂ performs the contractions of the all dashed lines in H. The vertices of H with
no incident dashed line are the vertices of B (after the contractions of all dashed lines). So we can consider the set
G(b,H) of connected graphs
• with b copies of H
• which are connected by additional dashed lines so that each vertex is incident to exactly one dashed line.
Therefore G ∈ G(b,H) is made of quartic bubbles (those of all copies of H in G), which are connected along dashed
lines, such that each vertex is incident to all colors in {1, . . . , d} plus a dashed line. Interpreting the latter as edges
of color 0, we find that G(b,H) is a subset of the graphs from the quartic model. Say H has bC(H) bubbles of type
QC , then
G(b, B)← G(b,H) ⊂ G({bC(H) b,QC}), (37)
where the left arrow corresponds to replacing H with B = ∂H in all graphs (see Proposition 5 below).
In the more general case of a set of bubbles {Br}, we introduce a graph Hr ∈ GVr such that ∂Hr = Br, made
of b
(r)
C copies of the quartic bubbles QC for all C. We further define G({br, Hr}) as the set of graphs obtained by
connecting br copies of Hr along dashed lines as above. Then
G({br, Hr}) ⊂ G
({∑
r
b
(r)
C br, QC
})
. (38)
Notice that although the choice of Hr is not canonical, the numbers {b(r)C }C∈C are uniquely determined by B, as
shown in Proposition 1.
Proposition 5. There is a surjection
S : G({br, Hr}) → G({br, Br}) (39)
which preserves the number of bicolored cycles with colors {0, c} for all c ∈ {1, . . . , d}, where the dashed lines of each
Hr are interpreted as edges of color 0.
In other words, the set of graphs G({br, Br}) of our model can be thought of as just a subset of the graphs from
the quartic model, with the same number of bicolored cycles.
Proof. This is a corollary of the results of [17] which in our case can be proven directly in a few lines. If G ∈
G({br, Hr}), S(G) is obtained by applying the boundary operator ∂ to each copy of Hr. G thus encodes a gluing of
br copies of Br = ∂Hr along dashed lines, as expected. Since ∂ transforms a bicolored path in Hr with colors {0, c}
between two vertices with no incident dashed line into a single edge of color c in Br, then a bicolored cycle of colors
{0, c} in G remains a bicolored cycle with colors {0, c} in S(G). There are no additional bicolored cycles in S(G)
which shows that the number of bicolored cycles is preserved.
Surjectivity is obtained by considering G ∈ G({br, Br}) and replacing each copy of Br with Hr. Remember that
one can identify the vertices of B with those of H which do not have an incident dashed line – this is necessary to
know how to place Hr instead of Br.
B. Large N limit for tensor models with quartic interactions
Recall that the quartic bubbles are identified by their color sets C ⊂ {1, . . . , d} where C is admissible if |C| ≤ d/2,
and if |C| = d/2 then 1 ∈ C. The finite set R is thus R = C the set of admissible color sets. The most generic quartic
model reads
ZN ({tC}) =
∫
dTdT¯ exp−
(
(T |T ) +
∑
C∈C
NsC tC QC(T, T¯ )
)
(40)
and G({bC , QC}) is the set of connected Feynman graphs with bC bubbles of type QC , and Gmax({bC , QC}) the
subset which dominates at large N .
To study the large N limit, we will use a convenient representation called the intermediate field which provides
a bijection between G({bC , QC}) and a set M({bC}) of decorated combinatorial maps, see Theorem 6 below.
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Intermediate field representation – The intermediate field for quartic models (not just tensors) is simply the
Hubbard-Stratonovich transformation applied to the partition function in order to integrate the original variables.
We can of course apply it to (40) which gives a matrix model whose large N limit can then be studied [23].
Since our goal is to characterize Gmax({bC , QC}), we will instead view the intermediate field as a bijection between
the set of Feynman graphs G({bC , QC}) and the one of the matrix model after the Hubbard-Stratonovich transfor-
mation. In terms of Feynman graphs, the intermediate field is a bijection which maps some cycles into vertices
equipped a cyclic order. We refer to [33] for its first use in the context of tensor models and to [17] for details.
In the intermediate field representation, one first has to choose for each quartic bubble a pairing of its vertices.
For later purposes, it is convenient that the vertices of each pair are connected with as many colors as possible. We
thus choose the canonical pairing piQC but any other can do in principle. To shorten the notation, we use the bar to
denote the partner of a vertex, i.e. piQC (v) = v¯.
In the intermediate field representation, the quartic bubble QC is represented as an edge carrying the color set C,
QC =
Cv
v¯
v′
v¯′C
→ C (41)
which should be thought of as two half-edges where each half-edge represents a canonical pair of vertices of QC , i.e.
{v, v¯} and {v′, v¯′}. If we had used the other pairing of QC , the edge would instead carry the color set Ĉ as label.
Next we need to encode the connectivity between quartic bubbles. To do this, we look at the paths which alternate
canonical pairs of vertices and dashed lines. More precisely, we start from a vertex v1 then jump to its partner v¯1.
Then follow the incident dashed line to a vertex v2, then to its partner v¯2 and so on, until one comes back to v1.
This produces a cycle (v1, v¯1, v2, v¯2, . . . ). In the intermediate field representation, it is represented as a vertex whose
incident half-edges correspond to the pairs {vi, v¯i}. Since the latter are ordered along the cycle, it means that the
half-edges incident to the vertex in the intermediate field representation are also ordered, similarly to the case of
combinatorial maps,
C1
C2C3
C4
C1
C2C3
C4
v1
v¯1
v2
v¯2
(42)
The set M({bC}) – This is the set of connected combinatorial maps M with edges decorated by color sets {Ce}e∈M
and such that the color sets C appears on bC edges. For M ∈M({bC}) we define
• For C ⊂ {1, . . . , d}, the map MC is the submap of M obtained by deleting all edges whose color sets C ′ are not
C.
• For c ∈ {1, . . . , d}, the map Mc is the submap obtained by removing all edges e where c 6∈ Ce.
Recall that the face of a combinatorial map is a closed path obtained by following alternatingly edges and corners
counter-clockwise. The faces of color c ∈ {1, . . . , d} of M are defined as the faces of Mc. Notice that if there is a
vertex in M whose incident edges do not have the color c, then Mc has an isolated vertex and it contributes to one
face (and one connected component).
Theorem 6. There is a bijection J : G({bC , QC}) → M({bC}) where the bicolored cycles of color {0, c} are mapped
to the faces of color c. In particular
L0c(G) = Fc(J(G)) (43)
where Fc(M) denotes the number of faces of Mc.
Proof. This is again a corollary of [17], in our case simple enough to be proved in a few lines. The bijection is quite
obvious, as detailed before. The main interest is the relation between bicolored cycles and faces. A bicolored cycle
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with colors {0, c} alternates edges of color 0, which we can orient, say, from black to white vertices, and edges of color
c which we orient from white to black vertices so that the cycle itself is oriented.
In the intermediate field representation, an edge of color 0 from a black to a white vertex corresponds to a corner,
clockwise-oriented from say C1 to C2, as can be seen in (42). Then for the edge of color c, there are two possibilities.
Either c ∈ C2, then one follows the edge with C2 in the intermediate field representation. Or c 6∈ C2, then the edge
of color c corresponds in the intermediate field representation to the clockwise crossing of the edge with C2.
Therefore, one follows corners, and edges which have the color c ∈ Ce. This is the definition of a face of color c.
We can thus “identify” G and M = J(G). In particular we use the short hand
δ(M) = δ(G) if M = J(G). (44)
From the above theorem, we can define
Mmax({bC}) = J (Gmax({bC , QC})) (45)
which coincides with the set of maps M ∈M({bC}) which maximize the number of faces, i.e.
∑d
c=1 Fc(M).
Lemma 1. If e is an edge in M ∈M({bC}) which is not a bridge, then unhooking e from one of its end, i.e.
M =
Ce
v1
v2
→ M ′ =
Ce
v1
v2
v′
(46)
gives M ′ ∈M({bC}) such that
δ(M) ≤ δ(M ′). (47)
Moreover
δ(M) < δ(M ′) if |Ce| < d/2. (48)
Proof. Since e is not a bridge, its unhooking leaves the map connected, hence M ′ ∈M({bC}). We study the variations
of the number of faces for each color c ∈ {1, . . . , d}.
• For c ∈ Ce, there may be one or two faces going along e in Mc. In M ′c the edge e has become a bridge attached
to a leaf v′ and there is now a single face. Thus Fc(M) ≤ Fc(M ′) + 1.
• For c 6∈ Ce, the map M ′c has an additional face, which is due to the vertex v′ alone being a new connected
component. Thus Fc(M) = Fc(M
′)− 1.
Summing over c ∈ {1, . . . , d} we get
d∑
c=1
Fc(M) ≤
∑
c∈Ce
(
Fc(M
′) + 1
)
+
∑
c6∈Ce
(
Fc(M
′)− 1) = d∑
c=1
Fc(M
′)− d+ 2|Ce|. (49)
Recall that δ(M) is just obtained from shifts of
∑d
c=1 Fc(M) by quantities proportional to bCs which are here constant.
With |Ce| ≤ d/2, we directly get δ(M) ≤ δ(M ′) with the strong inequality if |Ce| < d/2.
Lemma 2. If sC ≤ |C| − d, and M˜ ⊂M is a connected submap of M ∈M({bC}), then
δ(M) ≤ δ(M˜). (50)
This lemma shows that with a crucial bound on sC , the function δ is monotonous for the inclusion.
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Proof. We fix a map M˜ ∈M({bC}) and proceed by induction on M ⊃ M˜ , i.e. the number of edges E(M \ M˜) of M
which are not in M˜ . If E(M \ M˜) = 0, then M = M˜ , there is nothing to prove.
For E ≥ 0, assume the proposition holds for all M ⊃ M˜ such that E(M \ M˜) = E, and let M0 ⊃ M˜ such that
E(M0 \ M˜) = E + 1. We can always find in M0 \ M˜ an edge e which is
• either not a bridge in M0,
• or connected to a leaf.
We can reduce the first case to the second case as follows. Since e is not a bridge, it can be unhooked as in Lemma 1
which gives M ′ such that δ(M0) ≤ δ(M ′). Then we have an edge connected to a leaf as in the second case.
Having e connected to a leaf, we can remove the edge and the leaf to get a new map M ′, still connected and with
one less edge of type Ce. M
′ loses a face of color c for all c ∈ Ĉe compared to M0. Therefore
δ(M ′) =
∑
c∈Ce
Fc(M0) +
∑
c 6∈Ce
(
Fc(M0)− 1) +
∑
C
sCbC − sCe
= δ(M0) +
(|Ce| − d− sCe) ≥ δ(M0). (51)
according to our hypothesis on sC . Moreover, the induction hypothesis is δ(M˜) ≥ δ(M ′), which yields δ(M˜) ≥ δ(M0).
This completes the induction.
Theorem 7. There is a non-trivial large N limit if and only if
sC = |C| − d. (52)
It is such that for all G ∈ ⋃{br}Gmax({bC , BC})
δ(G) = δmax({BC}) = d. (53)
Moreover the set Mmax({bC}) is defined as maps M ∈M({bC}) such that
• M is planar
• edges with |Ce| < d/2 are bridges
• MC is planar for all admissible color sets C
• MC and MC′ for C 6= C ′ can only meet at cut-vertices.
Proof. Edges with |Ce| < d/2 are bridges: Consider e in M which is not a bridge. M ′ is obtained by unhooking e
as in Lemma 1.
• If |Ce| < d/2, then δ(M ′) > δ(M). Therefore if M ∈Mmax({bC}), then all edges with |Ce| < d/2 are bridges.
• If |Ce| = d/2, then the weaker inequality δ(M ′) ≥ δ(M) is obtained. This implies that if we let T ⊂ M be a
spanning tree in M , we can unhook all edges e ∈M \ T as above and find this way
δ(M) ≤ δ(T ). (54)
This shows that plane trees belong in Mmax({bc}) for all values of {bC}. In particular, if there is a large N limit, then
it is non-trivial as it would contain all plane trees with all possible values of C its edges.
Large N limit and the value of sC : To make sure that there is indeed a large N limit, we must still find the value
of sC . It is found by counting the number of faces of plane trees as a function of the bCs. Notice that the trivial map,
reduced to a vertex, has d faces. Assume T is a tree with bC edges having color set C. Let e be an edge connected to a
leaf and T ′ be T with e and its leaf removed. Clearly T ′ has one face less than T for each color in Ĉe = {1, . . . , d}\Ce.
Thus the same calculation as in (51) shows that
d∑
c=1
Fc(T ) =
d∑
c=1
Fc(T
′) + d− |Ce| and δ(T ) = δ(T ′) +
(
d− |Ce|+ sCe
)
. (55)
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A trivial induction thus shows that
d∑
c=1
Fc(T ) = d+
∑
C
(d− |C|)bC and δ(T ) = d+
∑
C
(
d− |C|+ sC)
)
bC . (56)
Therefore the existence of a large N limit requires sC ≤ |C| − d or else trees can have arbitrarily large values of δ(T )
as the numbers of edges {bC} grows.
In particular, this shows that for sC = |C| − d there is a non-trivial large N limit where all trees contribute and for
which δ(T ) = δmax({BC}) = d.
Let us show that it is the only possible value of sC . Denote σC = |C| − d− sC ≥ 0 the difference between sC and
the above value. Then, from δ(M) ≤ δ(T ) we find
δ(M) ≤
d∑
c=1
Fc(T ) +
∑
C
sCbC =
d∑
c=1
Fc(T ) +
∑
C
(|C| − d)bC −
∑
C
σC bC = d−
∑
C
σC bC . (57)
This gives the bound
∑
C σCbC ≤ d − δ(M). If a σC > 0 is non-vanishing, then graphs at fixed δ can only have a
finite number bC of bubbles BC , and thus the large N limit with respect to QC is trivial.
Consequence of Lemma 2 and δ(M) ≤ d: Assume that M maximizes the number of faces, i.e. δ(M) = d. Then,
from Lemma 2, we know that all submaps M˜ of M must satisfy δ(M˜) = d too since it is the upper bound.
MC is planar for all colors sets: Consider a color set C. If |C| < d/2, then all edges of MC are bridges, as seen
above, and MC is a forest, which is always planar. We thus focus on the case |C| = d/2, and consider M˜ a connected
component of MC . As an ordinary map, M˜ has F (M˜) faces, E(M˜) edges and V (M˜) vertices. Its faces coincide with
the faces of colors c ∈ C of M˜ , while its vertices coincide with the faces of colors c 6∈ C, and there are d/2 such colors
in both cases. We get
δ(M˜) =
d∑
c=1
Fc(M˜)− (d− |C|)E(M˜) = d
2
F (M˜) +
d
2
V (M˜)− (d− |C|)E(M˜) = d
2
(
2− 2g(M˜)) (58)
where g(M˜) is the genus of M˜ seen as an ordinary map. Therefore δ(M˜) = d if and only if M˜ is planar. We conclude
that all connected components of MC must be planar for M ∈Mmax({bC}).
MC and MC′ can only meet at cut-vertices: Suppose thatM has a cycle made of edges with at least two different
color sets. Denote M˜ the submap consisting of this cycle, and v a vertex where edges e, e′ with two different color
sets C,C ′ meet. Let us study the number of faces of M˜ by unhooking e′,
M˜ =
e, C e′, C ′
v
→ M˜ ′ =
e, C e′, C ′
v v′
(59)
Denote the color sets along the cycle Ci, for i ∈ I some finite set. First, we know that |Ci| = d/2 otherwise all those
edges would be cut-edges. For all colors which are present all along the cycle, i.e. c ∈ ⋂i Ci, M˜ has two faces and
M˜ ′ only one, so at least |⋂i Ci| ≤ d/2− 1 are lost, where the inequality comes from the fact that there are different
color sets along the cycle. However, for all the other colors, and there are more than d/2 of them, M˜ ′ creates one
additional face. It is easy to check by investigating the various cases: c belongs in both C and C ′ but not in the color
set of another edge of the cycle, c belongs in C but not in C ′ or the other way around, or c belongs neither to C nor
C ′. Therefore we find
d∑
c=1
Fc(M˜
′) >
d∑
c=1
Fc(M˜) (60)
and since they have the same number of edges of each type, it comes δ(M˜) < d. We conclude with Lemma 2 that
δ(M) < d if it contains a cycle with multiple color sets. This is equivalent to M ∈ Mmax({bC}) has its submaps
MC ,MC′ meeting at cut-vertices only.
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M is a planar map: It is enough to consider the case where all edges have color sets |Ce| = d/2. Let us use an
induction on the number of cut-vertices. If there is none, i.e. M is non-separable, then all edges must have the same
color set C and M = MC is planar as proved above.
Let us consider M with at least one cut-vertex v where the incident edges have color sets C1, C2, . . . We split M into
maps M (1),M (2), . . . as follows. For M (1), remove all edges incident to v except those of type C1, and erase all the
other connected components created by those edge removals. For M (2), we do the same with C2 and so on. The
maps M (i) are connected and M is formed by gluing them back at v, with the appropriate cyclic order of the incident
edges.
Since M (i) touches the other maps at v only, if we remove v from M (i) we get a map with less cut-vertices than M .
By induction, we know that all the connected components obtained by removing v are planar. To check that M (i)
itself is planar, we must look at the way those connected components are glued around v in M (i). Remember that all
the edges incident to v in M (i) have the same color type Ci and that MCi is planar. We conclude that M
(i) is planar.
Therefore the non-planarity of M can only come from the way the maps (M (i)) are glued together at v. Clearly, if M
is not planar, it is sufficient to permute the order of some edges incident on v to make it planar, without modifying
any of the maps M (i). When permuting the order of two edges, one following the other in the cyclic order around
v, with different colors sets C1, C2, the faces of color c for c 6∈ C1 and c 6∈ C2 are unaffected. Faces are affected only
if their colors are in C1 ∩ C2 which is not empty since both C1 and C2 contain the color 1. Permuting the order of
two such edges at v does not change the number of connected components of the maps Mc for all c ∈ {1, . . . , d}.
Therefore, when M is made planar using those permutations, the number of faces increases. We conclude that M has
to be planar to maximize the number of faces.
C. Large N limit for tensor models with SP interactions
In this section, we prove the following explicit formulation of Theorem 3.
Theorem (3). There is a non-trivial large N limit if and only if the scaling coefficients are
sr =
∑
C
|C|b(r)C −
d(Vr − 2)
2
. (61)
in particular sr > (d− 1)(Vr − 2)/2 except for ordinary melonic bubbles for which sr = (d− 1)(Vr − 2)/2.
Let Gmax({br, Hr}) ⊂ G({br, Hr}) be the subset of graphs for which δ(G) = d. Then
Gmax({br, Br}) = S
(
Gmax({br, Hr})
)
, (62)
and Gmax({br, Hr}) ⊂ Gmax
({∑
r b
(r)
C br, QC
})
.
The subset Gmax
({∑
r b
(r)
C br, QC
})
is described in Theorem 7. The graphs which dominate the large N limit of
tensor models with SP interactions are thus a subset of those from the quartic case.
The main ingredients of the proof are obviously Proposition 5 and Theorem 7. In addition, to prove that the large N
limit is non-trivial and unique, we simply reproduce for completeness the proof of Lionni from [12]. For that purpose,
it will be useful to know the number of bicolored cycles for a family of graphs with arbitrary number of bubbles.
Lemma 3. There exists a set of graphs in G(b, B) for all b ≥ 1 whose numbers of bicolored cycles with colors {0, c}
for all c ∈ {1, . . . , d} is
d∑
c=1
L0c(G) =
(
d(V − 2)
2
−
∑
C
|C|bC
)
b+ d. (63)
where bC is the number of C-bidipole insertions performed to construct B, or equivalently the number of quartic
bubbles QC in H ∈ GV with ∂H = B.
Proof. We first construct such a graph with a single bubble, b = 1. Consider B with its canonical pairing piB and
GB ∈ G(1, B) obtained by connecting the vertices of every pair {v, piB(v)} with an edge of color 0. By induction on
the number of vertices of B, it can be checked that
d∑
c=1
L0c(GB) = d+
∑
C
(d− |C|)bC = dV
2
−
∑
C
|C|bC (64)
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since every new C-bidipole insertion with the two vertices connected by Ĉ also connected by an edge of color 0 adds
exactly one bicolored cycle for each color in Ĉ and does not change the number of bicolored cycles for c ∈ C.
Then consider two copies of GB and cut an edge of color 0 in both copies and glue the half-edges of color 0 so as to
obtain a new connected graph G
(1)
B . The number of bicolored cycles is 2
∑d
c=1 L0c(GB)− d since the gluing merges d
bicolored cycles. By repeating this operation with G
(1)
B and GB , we get G
(2)
B and so on. When G built this way has b
copies of B, the number of bicolored cycles is thus
b
d∑
c=1
L0c(GB)− (b− 1)d = d+ b d
2
(V − 2)− b
∑
C
|C|bC . (65)
Proof of Theorem 3. There are two notions of δ on the set G({br, Hr}). One is due to the inclusion (38) as a subset
of the quartic model
δQ(G) =
d∑
c=1
L0c(G) +
∑
C
(∑
r
b
(r)
C br
)
sC (66)
with a scaling coefficient sC for each quartic bubble inherited from the quartic model. The other is due to the
surjection S and associates the scaling coefficient sr to each copy of Hr,
δ(G) =
d∑
c=1
L0c(G) +
∑
r
br sr. (67)
This is the δ coming from the original model, i.e. on G({br, Br}).
From Theorem 7, there is a unique way to make δQ bounded for all graphs in G
({∑
r b
(r)
C br, QC
})
and with non
empty sets of graphs satisfying δ(G) = d when
∑
r b
(r)
C br →∞ for any C. This is s∗C = |C| − d. In addition, equating
δQ = δ on G({br, Hr}) gives
sr =
∑
C
b
(r)
C sC (68)
i.e. the scaling coefficient of Br is just the sum of the scaling coefficients of its quartic decomposition Hr. Using the
unique values s∗C = |C| − d, one finds
s∗r =
∑
C
|C|b(r)C −
d(Vr − 2)
2
(69)
as given in the Theorem.
With those values, we clearly have δ(G) ≤ d for all graphs, meaning that a large N limit exists. We define
Gmax({br, Br}) as the image via S of
Gmax({br, Hr}) = G({br, Hr}) ∩Gmax
({∑
r
b
(r)
C br, QC
})
, (70)
i.e. graphs built from the objects Hr and satisfying δ(G) = d.
The rest of the proof simply follows Lionni’s proof of the uniqueness of a non-trivial large N limit, [12]. First, to
show that the large N limit is non-trivial, it is enough to set br′ = 0 for all r
′ ∈ R except one br 6= 0. Then the graphs
of Lemma 3 satisfy δ(G) = d and they exist for all values of br ≥ 1.
To prove uniqueness, we first notice that if sr > s
∗
r for some r ∈ R, then there is no large N limit anymore because
δ(G) is unbounded for G ∈ G(br, Br). Then consider a graph in Gmax({br, Br}) therefore satisfying
d∑
c=1
L0c(G) +
∑
r
brs
∗
r = d, (71)
and introduce σr = s
∗
r − sr. It comes that
δ(G) =
d∑
c=1
L0c(G) +
∑
r
br sr = d−
∑
r
σr br. (72)
which shows that at fixed δ(G) there is an upper bound on the number of bubbles br as soon as σr > 0.
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III. TOTALLY UNBALANCED SP BUBBLES
Definition – We say that an SP bubble B is balanced if it is constructed from C-bidipole insertions satisfying
|C| = d/2, i.e. the multiset CB = {Ci} does not contain elements such that |Ci| = d/2, and we say it is unbalanced
otherwise. Among the latter, we say that B is totally unbalanced if all bidipole insertions satisfy |Ci| < d/2.
A. Expectations of totally unbalanced SP bubble polynomials in arbitrary tensor models
In this section we show that the expectation of any totally unbalanced SP bubble polynomial:
• for the Gaussian distribution at large N , is given by a single Wick contraction,
• in arbitrary tensor models, behaves like in the Gaussian model where the covariance is the full 2-point function
at large N .
Pairings on a bubble – G(B) is the set of Feynman graphs with a single bubble, whose vertices are thus paired by
edges of color 0. We denote pi ∈ G(B) with {v, pi(v)} being a pair and pi2 = 1 being the identity on the set of vertices
of B.
Gmax(B) consists in the pairings which maximize the number of bicolored cycles
∑d
c=1 L0c(G). In field theory
language, it is the set of dominant Wick contractions at large N for the expectation of B(T, T¯ ) in the Gaussian
distribution.
Proposition 6. If B is a totally unbalanced SP bubble, then Gmax(B) has a single element which is the canonical
pairing piB defined in Section I B.
Notice that the corresponding number of bicolored cycles is given by b = 1 in Lemma 3,
∑d
c=1 L0c(piB) = d +
d(V−2)
2 −
∑
C |C|bC .
Proof. It is easy to prove by induction on the number of vertices. Indeed, B has a C-bidipole with |C| < d/2, meaning
that there are two vertices v, v¯ connected by |Ĉ| = d − |C| > d/2 edges. If v and v¯ are not connected by an edge of
color 0, we flip the two edges as follows,
CC Ĉ Ĉ
v v¯ →
CC Ĉ Ĉ
v v¯ (73)
This creates one new bicolored cycle of colors {0, c} for each c ∈ Ĉ so even if a bicolored cycle is lost for each c ∈ C
(and at most one can be lost), the total number
∑d
c=1 L0c increases.
The maximal 2-cut property – For G ∈ G({br, Br}), we say that a bubble B ⊂ G satisfies the 2-cut property
if there exists pi ∈ G(B) such that the vertices of a pair {v, pi(v)} are connected by an edge of color 0, or by a pair of
edges of color 0 forming a 2-edge-cut,
B
v1
pi(v1)
v2
pi(v2)
v3
pi(v3)
v4
pi(v4)
(74)
In field theory language, it means that B only has 2-point functions (including the bare propagator) incident to it.
We say that B ⊂ G satisfies the maximal 2-cut property if pi ∈ Gmax(B). In field theory language, it means that
the 2-point functions are attached to B as in the large N limit of the Gaussian distribution.
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The set G({br, Br};B) – Consider a set {Br}r∈R of arbitrary bubbles and B an additional bubble (which may be
chosen among the set {Br}). We denote G({br, Br};B) the set of connected graphs made of br copies of Br for all
r ∈ R and a marked copy of B. They are the graphs which enter the Feynman expansion of the expectation of the
bubble polynomial B(T, T¯ ).
We denote Gmax({br, Br};B) the subset which maximizes the number of bicolored cycles
∑d
c=1 L0c(G).
Theorem 8. If B is an SP bubble, then for all G ∈ Gmax({br, Br};B), the marked bubble B satisfies the maximal
2-cut property.
In this theorem, the bubbles Br are arbitrary. Notice that we only refer to the number of bicolored cycles and not
to any scaling coefficients. This formulation is in fact not tied to the existence of a large N limit since it fixes the
number of copies of each bubble.
Proof. The reasoning is the same as in the equivalent theorem of [6] for planar bubbles (instead of SP) in 3 dimensions.
We therefore only sketch the proof and refer to [6] for details. It relies on an induction on the number of vertices of
B. The theorem is obvious if B has two vertices only.
Now consider B with V + 2 vertices and G a Feynman graph containing B. If B does not satisfy the maximal 2-cut
property, we distinguish two cases.
• B satisfies the 2-cut property with a pairing pi 6∈ Gmax(B).
• There are some edges of color 0 incident to B which form a k-bond, for k > 2 (a bond is a set of edges forming
an edge-cut with no subset of edges forming an edge-cut).
If v, v¯ are vertices of a C-bidipole connected by more than |Ĉ| ≥ d/2 edges in B, either there is a single edge of
color 0 between them and we can then contract the C-dipole by removing v, v¯, the edges with colors in Ĉ and the
edge of color 0 between them and reconnecting the half-edges with colors in C. This produces a bubble B′ with V
vertices, which is still SP and a graph G′ ∈ G({br, Br};B′) in which B′ does not satisfy the maximal 2-cut property.
We can then apply the induction hypothesis. The same reasoning applies if the edges of color 0 incident to v and v¯
form a 2-edge-cut.
If the edges of color 0 incident to v and v¯ are part of a k-bond for k > 2, then we can flip them as in (73) and
observe that the number
∑d
c=1 L0c(G) increases, meaning that G 6∈ Gmax({br, Br};B).
B. Gaussian large N limit for tensor models with totally unbalanced SP interactions
Large N Gaussian model – We say that the model with interactions {Br(T, T¯ )} is Gaussian at large N if for
all bubbles B, for all graphs G ∈ Gmax({br, Br};B), the marked bubble B ⊂ G satisfies the maximal 2-cut property.
Theorem (4). If the bubbles {Br}r∈R are SP, then the model is Gaussian at large N and the large N covariance
C({tr}) satisfies
C({tr}) = 1 +
∑
r′∈R
1
2
tr′ Vr′ C({tr})Vr/2. (75)
In particular, the expectation of the polynomial associated to any bubble B is
〈B(T, T¯ )〉 = NΩ(B)
(
|Gmax(B)|C({tr})V (B)/2 +O(1/N)
)
(76)
for some unknown Ω(B), while V (B) is the number of vertices of B and |Gmax(B)| is the number of dominant Wick
pairings at large N in the Gaussian distribution.
Proof. By definition, it means showing that for all G ∈ Gmax({br, Br};B) with SP bubbles {Br} and an arbitrary B,
the marked bubble B satisfies the maximal 2-cut property.
The reasoning is again the same as in the equivalent theorem of [6] with planar bubbles instead of SP bubbles. It
relies on the fact that for G ∈ Gmax({br, Br};B), all copies of every Br ⊂ G satisfy the maximal 2-cut property, and
this forces B, even if not SP, to satisfy the maximal 2-cut property too. We refer to [6] for details.
The equation (75) can be obtained either directly from the combinatorics, or from any Schwinger-Dyson equation,
which can be turned into an equation on C({tr}) using the expectations (76).
21
IV. MATRIX MODELS FOR SP TENSORIAL INTERACTIONS
A. Plane tree representation of SP bubbles
The set GV clearly consists in trees, since dashed lines connecting quartic bubbles are 1-edge-cuts. To make it
more explicit, we use the intermediate field representation as in Section II B. It will provide a bijection between GV
and a set TV of plane trees with V/2 vertices, Proposition 7 below.
Intermediate field representation of SP bubbles – Since GV consists in quartic bubbles connected by dashed
lines, we can try and apply the intermediate field representation. The pairing of the vertices is as before, {v, v¯}
forming a pair when they are connected by the colors of Ĉ. Each bubble QC is represented as an edge decorated by
the color set C, see Equation (41).
The vertices of the intermediate field representation were presented in Section II B as the cycles alternating canonical
pairs of vertices of quartic bubbles and dashed lines, see (42). However, since dashed lines are edge-cuts in GV , there
are no such cycles. Instead, there are paths of the same type: Start from a vertex v1 with no incident dashed line.
Jump to its partner v¯1. If it is incident to a dashed line, follow the latter to a vertex v2, then to v¯2 and so on, until
one arrives at a vertex with no incident dashed line. Such a path thus goes (v1, v¯1, v2, v¯2, . . . ). In the intermediate
field representation, it is represented as a vertex whose incident half-edges correspond to the pairs {vi, v¯i}. Since the
latter are ordered along the path, the half-edges incident to the vertex in the intermediate field representation are
also ordered, similarly to the case of combinatorial maps.
This is however not quite a cyclic order, since the path has a start and an end. This information is stored by
marking the appropriate corner, here in gray,
C1
C2C3
C4
C1
C2C3
C4
v1
v¯1
v2
v¯2
(77)
Through the intermediate field representation, quartic bubbles connected along dashed lines are turned into com-
binatorial maps with a color set Ce for every edge e and possibly one marked corner per vertex. Denote MV the set
of such maps with V/2 marked corners.
Bijection with plane trees – What we want to do now is characterize the set GV using the intermediate field
representation.
Proposition 7. Let TV ⊂MV be the set of plane trees with V/2 vertices and exactly one marked corner per vertex.
Then there is a bijection JV : GV → TV , and we denote
J :
⋃
V
GV →
⋃
V
TV (78)
such that J restricted to GV is JV . It is such that bubbles are mapped to edges, canonical pairs of vertices to
half-edges and dashed lines to unmarked corners2.
Proof. This is proved by translating the recursion (24) with the intermediate field. First observe that the plane tree
2 We can check that there is the expected number of such corners. Indeed, the total number of corners is the number of half-edges, i.e.
2(V/2− 1) = V − 2. Then one has to remove the marked corner at each vertex, yielding V − 2− V/2 = V/2− 2.
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with a single edge and two vertices and marked corners is
C = J

C
C
Ĉ Ĉ
 (79)
Then, consider an object T ∈ J(GV ). It satisfies the following decomposition
T = J(G) = J
 G′
QC
 = C T ′ . (80)
with T ′ ∈ J(GV−2). This defines the family of sets TV recursively.
B. The partition function as a matrix model
We can state Theorem 5 precisely.
Theorem (5). Let T ∈ TV such that ∂J−1T = B is an SP bubble, with each edge e ∈ T decorated by a color set
Ce. Associate to each half-edge h a complex matrix Xh, such that if an edge e = h1h2 is made of h1 and h2 then
Xh1 = Xe and Xh2 = X
†
e . The matrix Xe acts on the indices with colors in Ce,
Xe ∈ V ∗Ce ⊗ VCe =
⊗
c∈Ce
V ∗c ⊗ Vc (81)
and it is extended to X˜e ∈ E∗d ⊗ Ed by a trivial action on Ĉe,
X˜e = Xe
⊗
c∈Ĉe
1Vc . (82)
Set h = 1 except for one half-edge where it is −1. Then
ZN (tB) =
∫ ∏
e∈T
dXedX
†
e exp−
∑
e∈T
trVCe (XeX
†
e)− trEd ln
(
1Ed −
∑
v∈T
counter-
-clockwise∏
hv
(NsB tB)
1
V−2 hX˜hv
)
(83)
where the sum in the logarithm is over the vertices v ∈ T , and the product over the half-edges hv incident to v.
The elements Xhv around a given vertex v are non-commutative and the order of the product is the counter-clockwise
order, say starting from the marked corner.
To prove this theorem, we will use the Hubbard-Stratonovich transformation to rewrite the partition function on
G ∈ GV such that B = ∂G, then use the bijection of Proposition 7 and rewrite it again on T = J(G) this time, then
use Hubbard-Stratonovich on each edge of T and finally integrate all tensors.
Let us package all Hubbard-Stratonovich transformations into two lemmas.
Tensor assignments – Let B be a bubble with V vertices and a graph G ∈ GV such that ∂G = B. We use the
notation v for any vertex of G with no incident dashed line, and ` for a dashed line and u for an arbitrary vertex of
G. We decorate G with the following tensor assignments.
• Assign a tensor Tv to each white vertex with no incident dashed line, and T¯v for black vertices with no incident
dashed line.
• To each dashed line ` = 1, . . . , V/2− 2, associate the pair of tensors (T`, T¯`), T` to the white end and T¯` to the
black end.
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• Denote generally Tu the tensor assigned on the vertex u ∈ G (which can be a Tv or a T`) and T¯u on a black
vertex, according to the rules above.
• Label the quartic bubbles j = 1, . . . , V/2 − 1 and {uj , u¯j} and {u′j , u¯′j} the two canonical pairs of vertices of
QCj , such that uj and u
′
j are white and u¯j = piQCj (uj) and u¯
′
j = piQCj (u
′
j) are black.
Lemma 4. Let G ∈ GV such that ∂G = B. Then, with the notations defined above,∫ V/2−2∏
`=1
dT`dT¯` exp−
V/2−2∑
`=1
(T`|T`) + t 2V−2
V/2−1∑
j=1
jQCj (Tuj , T¯u¯j ;Tu′j , T¯u¯′j ) = exp
V/2−1∏
j=1
j
 tB({Tv}) (84)
where every j is a complex number.
Proof. We proceed by induction on the number of vertices of B. When B is quartic, we simply have G = B, there is
no dashed line in G so no integral on the left hand side. On both sides only the term j = 1 exists and the lemma is
then trivial. Then assume that the theorem holds for all bubbles with V − 2 vertices and fewer, and consider B with
V vertices and ∂G = B.
Consider the decomposition (24) with the following notations
G′
QCV/2−1
TV/2−2 T¯V/2−2
(85)
i.e. the quartic bubble has label j = V/2− 1 and the dashed line connecting G′ to it has label ` = V/2− 2. From the
induction hypothesis, we first get
∫ V/2−3∏
`=1
dT`dT¯` exp−
V/2−3∑
`=1
(T`|T`) + t 2V−2
V/2−2∑
j=1
jQCj (Tuj , T¯u¯j ;Tu′j , T¯u¯′j ) = exp
V/2−3∏
j=1
j
 tV−4V−2 B′({Tv}) (86)
where B′ = ∂G′ is an SP bubble with V − 2 vertices.
It remains to basically find an analytical way to glue B′ to QCV/2−2 . This is the Hubbard-Stratonovich transforma-
tion: for all complex numbers Z1, Z2∫
dzdz¯ exp
(−zz¯ − zZ1 + z¯Z2) = exp−Z1Z2. (87)
This directly implies that
∫
dTV/2−2dT¯V/2−2 exp−(TV/2−2|TV/2−2) + t
2
V−2 V/2−1QCV/2−1({Tu}) + t
V−4
V−2
V/2−3∏
j=1
j
 B′({Tu})
= exp
V/2−2∏
j=1
j
 tB(T, T¯ ). (88)
as desired.
Lemma 5. Consider a quartic bubble polynomial QC(A1, A¯2;A3, A¯4), then
exp  tQC(A1, A¯2;A3, A¯4) =
∫
dX dX† exp trVC
(
−XX† +√t (A2|A1)Ĉ X + 
√
t (A4|A3)Ĉ X†
)
(89)
for  = ±1 and the integral is over matrices X ∈ V ∗C ⊗ VC .
The Hubbard-Stratonovich transformation cuts the quartic interaction in two. There are two ways to do so, as in
Equation (10), which differ by the exchange C ↔ Ĉ. The best way is the one that will integrate as many degrees of
freedom as possible, i.e. leaves us with traces of matrices of dimensions as small as possible. We thus cut along the
degrees of freedom from the color sets C (which we recall satisfy |C| ≤ d/2).
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Proof. Simply write the quartic polynomial as in (11), QC(A1, A¯2;A3, A¯4) = trVC
(
(A2|A1)Ĉ(A4|A3)Ĉ
)
. Since it is a
trace over VC , we can then apply the Hubbard-Stratonovich transformation (87) such that the intermediate field is a
matrix X ∈ V ∗C ⊗ VC .
Proof of Theorem 5. We start by applying Lemma 4 with Tv = T for all white vertices with no dashed line and T¯v = T¯
for all black vertices with no dashed line, t = NsB tB and j = 1 except one which is −1, and integrate over T, T¯ . This
leads to the following expression for the partition function
ZN (tB) =
∫
dTdT¯
V/2−2∏
`=1
dT`dT¯` exp−(T |T )−
V/2−2∑
`=1
(T`|T`) +
(
NsB tB
) 2
V−2
V/2−1∑
j=1
jQCj (Tuj , T¯u¯j ;Tu′j , T¯u¯′j ). (90)
We now switch to the plane tree representation of SP bubbles to rewrite (90). For a graph G ∈ GV , the pairs of
tensors {T`, T¯`}`=1,...,V/2−2 are associated to the dashed lines of G: T` to one half of ` and T¯` to the other half. In
T = J(G), a dashed line ` corresponds to an unmarked corner κ = J(`) of the tree and a half dashed line is in T a
pair of a corner and an edge. If κ = J(`) is a corner incident to the edges e, e′ we denote Tκ the tensor associated to,
say, the pair {κ, e} and T¯κ the tensor associated to {κ, e′}. This is as follows
CkCj
T` T¯` →
CkCj
κ
Tκ T¯κ (91)
where the dotted arch represents the corner κ. For convenience, one can use the counter-clockwise order around the
vertex to orient the corner and decide that one encounters Tκ first, then T¯κ.
In addition to the labels κ = 1, . . . , V/2− 2 of unmarked corners of T , we label as a whole the marked corners by
κ = 0 and set T0 = T , T¯0 = T¯ .
In T , the quartic bubbles correspond to the edges. The quartic interactions are thus associated to the edges of T .
An edge e is incident to four corners κe1, κe2, κe3, κe4 and the interaction is
Tκe1
T¯κe2
T¯κe4
Tκe3
Ce → Ie({Tκ, T¯κ}) = e QCe(Tκe1 , T¯κe2 ;Tκe3 , T¯κe4) (92)
where e = 1 except for one edge of T .
The partition function (90) thus becomes
ZN (tB) =
∫ V/2−2∏
κ=0
dTκdT¯κ exp−
V/2−2∑
κ=0
(Tκ|Tκ) +
(
NsB tB
) 2
V−2
∑
e∈T
Ie({Tκ, T¯κ}) (93)
We apply Lemma 5 to each quartic bubble. For an edge e ∈ T with color set Ce, we obtain
e(N
sB tB)
2
V−2 Ie({Tκ,T¯κ})
=
∫
dXedX
†
e exp trVCe
(
−XeX†e + (NsB tB)
1
V−2 (Tκe2 |Tκe1)ĈeXe + (NsB tB)
1
V−2 eX
†
e(Tκe4 |Tκe3)Ĉe
)
(94)
with Xe ∈ V ∗Ce ⊗ VCe a complex matrix.
Clearly Xe is naturally associated to one end of e and X
†
e to the other. We can therefore associate a matrix Xh to
each half-edge h, with the constraint
X†h1 = Xh2 when e = {h1, h2}. (95)
The edges can be oriented to distinguish between Xe = Xh1 and X
†
e = Xh2 and the other way around, but there is
no need to do so. Split e onto the half-edges as e = h1h2 . Since all e are equal to 1 except one which is −1, we
can also choose all h equal to 1 except one which is −1.
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As a result of the Hubbard-Stratonovich transformations, the action becomes quadratic in the tensors {Tu, T¯u}. We
now focus on the corresponding quadratic form, so as to integrate the tensors and be left with a matrix model on the
matrices {Xe, X†e}. Let us denote κh and κ′h the two corners incident to the half-edge h. Then
ZN (tB) =
∫ ∏
e∈T
dXedX
†
e
V/2−2∏
κ=0
dTκdT¯κ e
−∑V/2−2κ=0 (Tκ|Tκ)−∑e trVCe XeX†e+(NsB tB) 1V−2 ∑h h trVCe (Tκ′h |Tκh )Xh (96)
Before we can write the quadratic form matricially, we need to extend the two-tensor contraction of (7) to the
presence of operators. We recall that Ed =
⊗d
c=1 Vc. For K ∈ E∗d ⊗ Ed we denote
(T2|K|T1) =
∑
(T¯2)a1···adKa1···ad;b1···bd(T1)b1···bd =
1 2
d
KT1 T¯2 (97)
The matrix Xh is an element of V
∗
Ce
⊗ VCe and it is canonically extended to X˜h ∈ E∗d ⊗ Ed by completing its action
on the complementary colors Ĉe to be the identity. Therefore X˜h can be used as an operator like K above.
The quadratic form can thus be written
V/2−2∑
κ,κ′=0
(Tκ|
[
KT
]
κκ′ |Tκ′) = (T |
[
KT
]
00
|T ) +
∑
κ≥1
(T |[KT ]0κ|Tκ) +∑
κ≥1
(Tκ|
[
KT
]
κ0
|T ) +
∑
κ,κ′≥1
(Tκ|
[
KT
]
κκ′ |Tκ′) (98)
where each component
[
KT
]
κκ′ ∈ E∗d ⊗ Ed is a linear operator on the space of tensors. Here the index κ = 0
corresponds to marked corners (since T0 = T only sits on marked corners) and κ ≥ 1 to the V/2 − 2 unmarked
corners.
The κκ′-components, for unmarked corners κ, κ′ ≥ 1 and κ 6= κ′, are non-vanishing if and only if the two corners
κ and κ′ are adjacent in T , i.e. if they meet along a half-edge h, and κ is right before κ′ for the counter-clockwise
order. Then
[
KT
]
κκ′ =

−(NsB tB) 1V−2 h X˜h if
hκ
′
κ
1Ed if κ = κ
′
0 else
(99)
If κ or κ′ is a marked corner, i.e. κ = 0 or κ′ = 0, the structure is similar
[
KT
]
κ0
=

−(NsB tB) 1V−2 h X˜h if
h
κ
0 else
[
KT
]
0κ
=

−(NsB tB) 1V−2 h X˜h if
hκ
0 else
(100)
Finally, the component 00 picks up contributions from marked corners adjacent to themselves, in the sense that they
share a half-edge. This incorporates the leaves of T (a leaf having a single corner, which has to be marked),[
KT
]
00
= 1Ed − (NsB tB)
1
V−2
∑
leaves
h X˜h. (101)
It remains to evaluate the determinant of KT , as a function of the matrices Xh. It is mainly determined by the
specific block structure of KT , so we can work out a slightly more general case given in Lemma 6 below.
We apply this result to the quadratic form KT ,
detKT = det
(
1Ed −
∑
v∈T
counter-
-clockwise∏
hv
(NsB tB)
1
V−2 hX˜hv
)
(102)
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Yh1
κV/2−2κV/2−3
Yh2
Yh3
(a) In T , the half-edges h1, h2 connect a
leaf to its parent vertex with a marked
corner on its left.
κV/2−3
Yh3Yh1
(b) The new tree
T ′ is obtained by
removing the
half-edges h1, h2
and re-assigning
the matrix Yh3Yh1
to h3.
Figure 1: The original tree T on the left and its transformation into T ′ on the right with one less vertex and one
less edge.
Up to constants, this gives
ZN (tB) =
∫ ∏
e∈T
dXedX
†
e exp−
∑
e∈T
trVCe (XeX
†
e)− trEd ln
(
1Ed −
∑
v∈T
counter-
-clockwise∏
hv
(NsB tB)
1
V−2 h X˜hv
)
(103)
for any tree T ∈ TV corresponding to B.
Here is the lemma which gives the determinant of quadratic forms of the same type as K as a determinant over
E∗d ⊗ Ed.
Lemma 6. Let PT be a matrix similar to KT except that all −(NsB tB) 1V−2 hX˜h are replaced with arbitrary Yh ∈
E∗d ⊗ Ed. Moreover,
[
PT
]
00
= Y0 +
∑
leaves Yh for Y0 ∈ E∗d ⊗ Ed. Then
detPT = det
(
Y0 +
∑
v∈T
counter-clockwise∏
hv
Yhv
)
(104)
Proof. We proceed by induction. The theorem is true when T has a single edge with two marked corners. We then
assume that it holds for all T ′ ∈ TV ′ for V ′ < V .
The key is that an unmarked corner κ is incident to only two edges, one on its left and one on its right, using the
clockwise order. This means that on the row κ, the matrix PT has a single non-diagonal, non-trivial element, and
similarly on the column κ.
Consider in T a marked corner, whose incident edge on the right (using the clockwise order) is connected to a leaf,
as depicted in Figure 1a. We have chosen, without loss of generality, to label the corners to the right of the edge
κV/2−2 (the last label) and κV/2−3. On the row corresponding to κV/2−2, there is a single non-diagonal, non-trivial
element, [
PT
]
V/2−2,κ′ = δκ′,0 Yh1 , (105)
corresponding to the adjacency with the marked corner and the half-edge h1. Similarly there is a single non-diagonal,
non-trivial element on the column κV/2−2, corresponding to the adjacency with the corner κV/2−3 and the half-edge
h3, [
PT
]
κ′,V/2−2 = δκ′,V/2−3 Yh3 . (106)
Singling out the last column and last row which correspond to the corner κV/2−2, the following block structure is
found
PT =
 P ′T CV/2−2
RV/2−2 1Ed
 (107)
27
where we have introduced the column and row vectors
CV/2−2 =

0
...
0
Yh3
 and RV/2−2 =
(
Yh1 0 · · · 0
)
. (108)
Therefore
detPT = det
(
P ′T − CV/2−2RV/2−2
)
(109)
The matrix P ′T − CV/2−2RV/2−2 is readily interpreted as a matrix PT ′ of the same type for a new tree T ′ with one
vertex less. Indeed, consider the tree obtained by removing the leaf and half-edges h1, h2 in Figure 1. The half-edge
h3 now receives Yh3 → Yh3Yh1 . Moreover the matrix Yh2 is absorbed into Y0 → Y0 + Y2. The induction hypothesis
can then be applied and directly gives
detPT = det
(
Y0 +
∑
v∈T
counter-clockwise∏
hv
Yhv
)
(110)
Here
∑
v∈T corresponds to a sum over the vertices of T and {hv} are the half-edges incident to v.
Remark on the combinatorial encoding of data – Already in (90) which uses G ∈ GV , all interactions are
quartic. Therefore, already at this stage, the Hubbard-Stratonovich transformations could have been applied to each
interaction. We think it is more interesting to perform them after the bijection to plane trees and use T ∈ TV , since
all combinatorial data then refer to edges, half-edges, vertices and corners of T .
Reduction of the number of degrees of freedom – The matrix Xe ∈
⊗
c∈Ce V
∗
c ⊗ Vc has
N2|Ce| ≤ Nd (111)
degrees of freedom, which is crucially less than or equal to the number of degrees of freedom of T . For all Ce-bidipole
insertions with |Ce| < d/2, the new degrees of freedom are fewer than in the original tensor formulation, meaning
that the Hubbard-Stratonovich transformation on edge e ∈ T effectively integrates degrees of freedom.
Only for the insertions which are balanced in the number of colors, in the sense that |Ce| = d/2, for instance
Ce = {1, 2, . . . , d/2} in even dimensions, does this procedure not reduce the number of degrees of freedom. This is
because in the corresponding quartic polynomial QCe , a tensor splits its degrees of freedom into two equal sets of
contractions with other tensors. There is therefore no obvious way to effectively integrate some degrees of freedom.
Had we exchanged C ↔ Ĉ, Xe would have had N2d−2|Ce| degrees of freedom, which is more than the original
Nd which we started with! This justifies the choice of splitting along Ce to perform the Hubbard-Stratonovich
transformations.
C. Example
Melonic cycles are formed by insertions of melonic dipoles always on edges of the same color. For melonic cycles
used as interactions, the intermediate field of [12, 17] gives matrix models with matrices of size N ×N . This is the
same with our new matrix models. Thus, our new matrix model does not really bring anything new in those cases.
A simple generalization of those melonic cycles are bubbles formed by recursive insertions of C-bidipoles for the
same set C. The intermediate field of [17] then gives matrices of size N |C| ×N |C| and again our new matrix model
cannot improve on this.
However, our new matrix model is relevant whenever an SP bubble is formed by insertions of bidipoles with at
least two distinct sets C1 6= C2. The simplest case is at d = 3 with C1 = {1} and C2 = {2}, with B and G such that
∂G = B as follows
B = 1 3
2
2
3
1
1
3 2 G = 1 3
2
2
1
1
3 22 33 1 (112)
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We apply the map J to get a tree representation,
T = 2 1 (113)
Since it is a melonic bubble, we know from [4] that sB = −2(d− 1). Theorem 5 requires introducing two complex
matrices X1 ∈ V ∗1 ⊗ V1 and X2 ∈ V ∗2 ⊗ V2, thus both of size N ×N . It then gives
ZN (t) =
∫
dX1dX
†
1dX2dX
†
2 exp− trV1(X1X†1)− trV2(X2X†2)
× exp−N trV1⊗V2 ln
(
1⊗ 1−N−(d−1)/2t1/4(X1 ⊗ 1+ 1⊗X2)+N−(d−1)t1/2X†1 ⊗X†2) (114)
The factor N in front of the interaction comes from the trivial trace over V3 which factorizes since there are no
non-trivial operators acting on the third color. By expanding the logarithm, we can rewrite the interaction as a sum
over all finite words w over the alphabet {a, b, c}. More precisely, let W be the set of finite words over the alphabet
{a, b, c} which have the same number |w| of a, b, c. Then
trV1⊗V2 ln
(
1⊗ 1−N−(d−1)/2t1/4(X1 ⊗ 1+ 1⊗X2)+N−(d−1)t1/2X†1 ⊗X†2)
=
∑
w∈W
1
3|w| (−t)
|w| N−2(d−1)|w| trV1⊗V2(Xw) (115)
where Xw is obtained by mapping a 7→ X1 ⊗ 1, b 7→ 1⊗X2 and c 7→ X†1 ⊗X†2 .
D. Relation with another intermediate field model
Another intermediate field model for random tensor models was presented in [12, 17]. The two obvious and crucial
differences with the present intermediate field are: i) it applies to arbitrary invariant interactions while ours only
applies to SP interactions, ii) it however generally increases the number of degrees of freedom, in sharp contrast with
our present proposal.
In the case of SP interactions, both [17] and the present model apply equally. Since our model decreases the number
of degrees of freedom, we expect to be able to derive it from the intermediate field of [17] by integrating some variables.
We show how do that. First we must give some details about the model of [17].
We start with a tree T such that ∂J−1T = B as we have done here. Each vertex v ∈ T has a marked corner which
we now equip with an additional half-edge and a matrix φv. If Ce,v denotes the color set of the edge e of T incident
to v, then denote Cv =
⋃
e Ce,v the set of all colors meeting at v. Then
φv ∈
⊗
c∈Cv
V ∗c ⊗ Vc. (116)
The dimension of this space is only bounded by N2d so it can increase the number of degrees of freedom of the tensor
model. For instance in d = 3, where SP interactions are just ordinary melonic interactions, it is sufficient to have two
colors meeting at v to get φv with N
4 degrees of freedom, compared to the N3 of T we started with. In our model
we are guaranteed to have matrices X,X† with N2 degrees of freedom.
The intermediate field model of [17] gives a recipe to associate to T a function IT of the matrices {φv}v∈T . It
is obtained by considering the tensor product of all φv and taking partial traces as follows. Consider the forest Tc
of color c obtained by removing all edges whose color sets do not contain c. For each connected component, one
follows the face and deduce from it a partial trace over the indices of color c of all the matrices φv of that connected
component. Doing so for each connected component and all colors we obtain the funtion IT ({φv}).
To glue those interactions together, a sort of hyper-propagator is required, i.e. hyperedges instead of edges, obtained
by means of a logarithm. The action is∑
v
trφvφ
†
v + tr ln
(
1− 1
Nd−1
∑
v
φ˜†v
)
+Ns t IT ({φv}). (117)
Here φ˜†v is the embedding of φ
†
v into E
∗
d ⊗ Ed by adding the identity on Vc for c 6∈ Cv. To get a unit coefficient in
front of the interaction, we rescale φv and φ
†
v and get
SN ({φv, φ†v}, t) =
∑
v
trφvφ
†
v + tr ln
(
1−N−d+1+2s/V tV/2
∑
v
φ˜†v
)
+ IT ({φv}). (118)
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The partition function is
ZN (t) =
∫ ∏
v
dφvdφ
†
v exp−SN ({φv, φ†v}, t) (119)
We now show how to transform directly the above expression into the new formulation of Theorem 5. The first
thing to do is to introduce the matrices of Xe which appear in Theorem 5. Here it is done by “cutting” IT along the
edges of T . Consider an edge e ⊂ T . It separates T into two trees T1, T2. Both trees also have marked half-edges
h1, h2 which are the two halves of e = {h1, h2}. Then the Hubbard-Stratonovich transformation assigns them matrices
Xe = Xh1 , and Xh2 = X
†
e , and splits the interaction into two parts,
exp−IT ({φv}) =
∫
dXedX
†
e exp− trXeX†e − IT1({φv};Xh1) + IT2({φv};Xh2) (120)
where ITi({φv}, Xhi) is calculated like ITi with an additional insertion of Xhi on the marked half-edge hi. This is
the same procedure as in (88). By applying it repeatedly, one splits T into a set of disjoint V/2 vertices
ZN (t) =
∫ ∏
v
dφvdφ
†
v
∏
e
dXedX
†
e exp−
∑
v
trφvφ
†
v − tr ln
(
1−N−d+1+2s/V tV/2
∑
v
φ˜†v
)
+
∑
v∈T
trφv
counter-
-clockwise∏
hv
hvX˜hv
(121)
where all h = 1 except one which is −1.
We now use a matrix version of ∫
dzdz¯ f(z¯) exp−zz¯ + az = f(a), (122)
which is itself just another version of Hubbard-Stratonovich (87). We apply it to the integrals over φv, and φ
†
v for
each vertex, and a is the counter-clockwise product of the hX˜h around each vertex. This leads directly to Theorem
5.
E. Saddle points for the new matrix models
Theorem 4 is based on a direct combinatorial analysis of the Feynman graphs. Since the result asserts that the
models are Gaussian, we may expect to reproduce the equation on the covariance (75) at large N using a saddle point
analysis of the new matrix model (83).
We consider the same situation as in Theorem 4, translated into the plane tree representation of B. The tree T
satifies B = ∂J−1T with B totally unbalanced. It gives |Ce| < d/2 for all edges e of T . In general, the matrices
involved in the new matrix model (83) do not commute, [Xe, X
′
e] 6= 0 whenever Ce ∩ Ce′ 6= ∅. Therefore, using
eigenvalues will leave angular integrals which are difficult to perform.
Instead, we make some ansatz based on Theorem 4. From a matrix model which becomes Gaussian at large N , we
expect the Vandermonde determinant to be subdominant so that all eigenvalues fall into the potential well instead of
spreading around it. This claim is supported by the direct analysis of the quartic melonic case in [25]. We make the
ansatz
Xe = (N
st)−1/(V−2) xe 1VCe , X
†
e = (N
st)−1/(V−2) x∗e 1VCe (123)
Recall that Xe is associated naturally to a half-edge of e, say h1, and X
†
e to the other half, say h2. We thus use
the notation xe = xh1 and x
∗
e = xh2 too. Here the prefactor (N
st)−1/(V−2) is introduced to get rid of the explicit
dependence in N and t in the logarithm in (83). However, keep in mind that we will need xe, x
∗
e to also scale with N
so that all terms of the potential scale the same at large N .
It is clear that taking the variation of the potential with respect to Xh and then plugging in the ansatz (123) is
equivalent to plugging in the ansatz directly into the potential and taking the variation with respect to xh. Therefore
we focus on the latter approach and denote the potential as a function of {xh} as
VT ,N ({xh}) = t−2/(V−2)
∑
e
N |Ce|−
2s
V−2xe x
∗
e +N
d ln
(
1−
∑
v∈T
∏
hv
hvxhv
)
(124)
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The tree Th – To analyze the potential VT ,N ({xh}) we introduce for each half-edge h the tree Th ⊂ T which is the
subtree “opposite” to h together with the edge containing h. More formally, partition T as the edge e = {hh′}, the
subtree T 0h incident to h′ and T 0h′ incident to h. Then Th = e ∪ T 0h ,
e
h h′
︸ ︷︷ ︸
Th
T 0hT 0h′
(125)
Proposition 8. There is a unique set of rescaling coefficients {ηh} such that all terms of V ({Nηhxh}) scale the same,
i.e.
VT ,N ({xh}) = Nd VˆT ({N−ηh xh}) with VˆT ({yh}) = t−2/(V−2)
∑
e⊂T
yey
∗
e + ln
(
1−
∑
v∈T
∏
hv
hvyhv
)
(126)
being independent of N . Denoting E(Th) the number of edges of Th, it is given by
ηh =
(
d+
2s
V − 2
)
E(Th)−
∑
e⊂Th
|Ce| (127)
Proof. Introduce yh = N
−ηhxh and consider the Taylor expansion of (126) around the point where xh = 0 for all
half-edges. The term corresponding to an edge, i.e. xex
∗
e, gives the constraint
∀e ⊂ T N |Ce|− 2sV−2 xe x∗e = Nd yey∗e (128)
Similarly, the term corresponding to a vertex gives
∀v ∈ T
∏
hv
xhv =
∏
hv
yhv . (129)
We first prove that if a rescaling satisfying all constraints (128), (129) exists, then it is unique. Indeed, start from the
half-edge h incident to a leaf of T . There the constraint (129) gives yh = xh, then (128) enforces xh′ = Nd+ 2sV−2−|Ce|yh′
for e = {hh′}.
Then consider a vertex incident to edges e1, . . . , eq connected to leaves except one half-edge h. The variables yei , y
∗
ei
are all determined uniquely and the constraint (129) then determines yh. Repeating those steps, we see that a trivial
induction proves uniqueness, provided existence is ensured.
To prove existence, it is enough to show that (127) is a solution to (128) and (129). For (128), one needs to observe
that summing over all edges of Th and Th′ is like summing over all edges of T and counting e twice, so that
ηh + ηh′ =
(
d+
2s
V − 2
)(
E(T ) + 1)− ∑
e′⊂T
|Ce′ | − |Ce| (130)
This greatly simplifies with the value of s given in Theorem 3,
s = −d(V − 2)
2
+
∑
e′⊂T
|Ce| (131)
and E(T ) = (V − 2)/2 making the relation between the number of vertices of the bubble and the number of edges of
the tree, so that
ηh + ηh′ = d+
2s
V − 2 − |Ce|, (132)
which gives (128). The equation (129) is verified similarly: if v is a vertex with incident half-edges h1, . . . , hd(v), then
observe that
⋃d(v)
i=1 Thi = T , so that with the above value of s,
d(v)∑
i=1
ηhi =
(
d+
2s
V − 2
)
E(T )−
∑
e⊂T
|Ce| = 0. (133)
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Proposition 9. The new matrix model admits the saddle point
Xh = t
−1/(V−2)Nηh−
s
V−2 yh(t)1VCh with yh(t) =
1
h
( ∏
e⊂Th
e
) (
t
2
V−2 WT (t)
)E(Th)
, (134)
where WT (t) satisfies the equation of the large N , 2-point function
WT (t) = 1− tWT (t)V/2. (135)
Proof. From the previous proposition, the potential takes the form VT ,N ({xh}) = Nd VˆT ({yh}). It comes in particular
that there are no Vandermonde contributions at large N , since the Vandermonde for the matrices Xe, X
†
e (on non-
coinciding eigenvalues) would scale like
∑
1≤i<j≤N |Ce| ln |xe,i − xe,j | ∼ N2|Ce| in the exponential and |Ce| < d/2 for
all edges.
Let e = {h1h2} be an edge in T made of the half-edges h1, h2, incident to v1 and v2 respectively,
e
h1 h2
v2v1
(136)
The saddle point equation with respect to h2 is ∂VˆT ({yh})/∂yh2 = 0 and gives
yh1 = h2t
2
V−2 WˆT ({yh})
∏
hv2 6=h2
hv2 yhv2 (137)
where the product is over all half-edges incident to v2 except h2 and the function WˆT ({yh}) is
WˆT ({yh}) = 1
1−∑v∈T ∏hv hvyhv . (138)
If v2 is a leaf, the empty product is 1. A simple induction then shows that yh1 can be written as a product over the
edges of Th1 ,
yh1 =
1
h1
∏
e⊂Th1
(
e t
2
V−2 WˆT ({yh})
)
=
∏
e⊂Th1 e
h1
(
t
2
V−2 WˆT ({yh})
)E(Th1 )
(139)
Then we need to determine the value of WˆT ({yh}) at the saddle point. We use the above equation for all half-edges
hv incident to a given vertex v,∏
hv
hvyhv =
∏
hv
( ∏
e⊂Thv
e
) (
t
2
V−2 WˆT ({yh})
)∑
hv
E(Th1 )
=
(∏
e⊂T
e
)(
t
2
V−2 WˆT ({yh})
)E(T )
= −t WˆT ({yh})
V−2
2 (140)
where again we have used
⋃
hv
Thv = T and E(T ) = (V − 2)/2, and the fact that the product of the e is −1. This
leads to
WˆT ({yh}) = 1− t WˆT ({yh})V/2 (141)
meaning that WˆT ({yh}) = WT (t) at the saddle point is determined by t only..
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