†a) and Masaki AONO †b) , Members SUMMARY Recent studies have obtained superior performance in image recognition tasks by using, as an image representation, the fully connected layer activations of Convolutional Neural Networks (CNN) trained with various kinds of images. However, the CNN representation is not very suitable for fine-grained image recognition tasks involving food image recognition. For improving performance of the CNN representation in food image recognition, we propose a novel image representation that is comprised of the covariances of convolutional layer feature maps. In the experiment on the ETHZ Food-101 dataset, our method achieved 58.65% averaged accuracy, which outperforms the previous methods such as the Bag-of-Visual-Words Histogram, the Improved Fisher Vector, and CNN-SVM.
Introduction
Food image recognition is an important research topic for many applications related to eating habits [1] , [2] . Recently, Convolutional Neural Networks (CNN) has obtained impressive performance in image recognition tasks [3] . Even for the food image recognition benchmark [4] , CNN outperforms the conventional state-of-the-art methods such as the Bag-of-Visual-Words Histogram (BoVW) [5] and the Improved Fisher Vectors (IFV) [6] .
However, to obtain efficient recognition performance, CNN needs to learn networks with large-scale labeled training image datasets. Moreover, CNN requires a GPU-based parallel system to learn the networks in a practical computation time. As a solution to these problems, recent studies [7] , [8] have shown that it obtains competitive or superior performance learning simple classifiers, such as a linear Support Vector Machine (SVM), with fully connected layer activations of CNN trained with various kinds of images as the image representation. On one hand, the CNN representations do not need a large-scale image dataset and network training. On the other hand, in fine-grained image recognition tasks involving food image recognition, it is difficult for the CNN representations to obtain good performance because their networks have been trained with various images unrelated to the target domain. In this case, CNN needs re- training in the networks with target domain images, which is called fine-tuning. Meanwhile, it is recognized that the lower covolutional layers on CNN tend to capture low-level image features such as oriented edges or corners [9] . These are less affected by the domain of training data in comparison with the fully connected layers. We assume that these convolutional layer activations, which are called feature maps, also contain efficient image features. In this paper, we propose a new image representation which is composed of the covariances of convolutional layer feature maps. Extracting image representations from convolutional layers, we try to improve the recognition performance of CNN representation without fine-tuning the networks. The experimental result on the ETHZ Food-101 dataset [4] shows that our method can obtain superior recognition performance in comparison to previous methods including BoVW, IFV, and CNN-SVM.
Related Work
CNN has achieved superior recognition performance undertaking various image recognition tasks [3] , [4] . In comparison, IFV [6] , which is a kind of hand-crafted image representation, has achieved competitive performance to the CNN in fine-grained image recognition tasks involving food image recognition [10] , [11] . IFV represents an image by the distribution of low-level image features using higherorder statistics of local image descriptors including SIFT and SURF. In addition, the covariance descriptor uses the statistics of local features as the image representation [12] - [14] . The covariance descriptor calculates the covariance matrix of local features such as the pixel location, intensity derivatives, and edge orientation. Unlike the CNN or IFV, the covariance descriptor does not require training data to extract the image representation.
CNN requires a large-scale image dataset and a GPUbased parallel system in order to learn the networks. To solve this problem, several studies [7] , [8] take fully connected layer activations of trained CNN with various kinds of images as the image representation. The fully connected layer activations have sufficient representational power, as compared with hand-crafted features, since they capture semantic or high-level image features [7] . Although, for recognition of images unrelated to the domain of the training data, the fully connected layer activations are inadequate. In this situation, CNN needs additional training of the networks with the substantial image data related to the target Copyright c 2016 The Institute of Electronics, Information and Communication Engineers domain. In contrast, since the lower convolutional layer feature maps capture low-level image features [9] , they are insensitive to the domain of the training data.
In this paper, we consider extracting the covariance descriptor from the covolutional layers on trained CNN. Our method has the advantage of being able to extract effective image representations without additional network training, even if the images are unrelated to the domain of the training data of trained CNN.
Covariances of Convolutional Layer Feature Maps
The lower convolutional layers tend to capture low-level image features, which are less affected by the contents of training data. Meanwhile, the covariance descriptor, which extracts the image representation by calculating the covariance matrix of local features, succeeds in obtaining the superior performances across several image recognition tasks [12] - [14] . To achieve improvements in recognition performance without fine-tuning the networks, we considered calculations of the covariance descriptor using the feature maps of lower covolutional layers on a trained CNN. Hereinafter, we call our method the Feature Maps Covariance Descriptor (FMCD).
An overview of FMCD is shown in Fig. 1 . We consider the d feature maps of size w × h outputted from the l-th layer to be the d dimensional local features of n = w×h points. Let
d×n denote the set of local features. To obtain a representation of an image, we calculate covariance matrix of the local features
where m is the mean of the local features. The covariance matrix C is a symmetric matrix. The diagonal elements of the covariance matrix represent the variance of each feature and the off-diagonal elements represent their respective correlations.
The covariance matrix lies not on the Euclidean space, but on the Riemannian manifold of symmetric positive semidefine matrices. Since many machine learning algorithms work on the Euclidean space, they are not suitable for covariance matrices. To solve this problem, Pennec et al. [15] proposed a method to map covariance matrices onto points in the Euclidean space.
The mapping method first projects the covariance matrix onto the Euclidean space that is tangent to the Riemannian manifold at the tangency point P. The projected vector y of the covariance matrix C is given by
where log(·) is the matrix logarithm operators. Let A = UDU be the eigenvalue decomposition of a symmetric matrix. The matrix logarithm operator is given by
Then, the mapping method extracts the orthonormal coordinates of the projected vector that are given by the following vector operator vec P (y) = vec I (P where I is the identity matrix, and the vector operator at identity is defined as
From the viewpoint of computational complexity, the identity matrix is generally chosen for P [13] , [14] . This translates the projection step into a standard matrix logarithm calculation. As a result, the vectorized covariance matrix is given by c = vec I (log(C)).
We finally obtain the image representation to normalize the vector c with the signed square rooting normalization [16] 
Experiments
We evaluate the recognition performance of the proposed method on the food image dataset, and compare with the state-of-the-art methods. 
Dataset and Setup
In the experiments, as a food image dataset, we use ETHZ Food-101 dataset (Food-101) [4] that contains 101,000 food images classified into 101 classes. Each class includes 750 training images and 250 test images.
In our proposed method, we use the OverFeat [17] as a trained CNN. OverFeat is trained with the ImageNet 2012 training dataset [18] which is comprised of 1.2 million images classified into 1000 classes. OverFeat provides two kinds of network structures which are called the accurate network and the fast network respectively. In our experiments, we choose the accurate network. For the convolutional layer feature maps, we use activations of the 1-st (L1) and 2-nd (L2) convolutional layers. The 1-st convolutional layer extracts 96 feature maps of size 36×36 units. The 2-nd convolutional layer extracts 256 feature maps of size 15×15 units.
For the multi-class classifier, we use a one-vs-rest linear SVM, and choose LIBLINEAR [19] as its implementation. We set the parameter C to 1.0. Note that we do not augment the training data by adding cropped and rotated images [8] .
We compare against the following methods: Bagof-Visual-Words Histogram (BoVW) [5] , Improved Fisher Vectors (IFV) [6] , Mid-Level Discriminative Superpixels (MLDS) [20] , Random Forest Discriminant Components (RFDC) [4] , Deep Convolutional Neural Networks (DCNN) [3] , and CNN-SVM [8] . The BoVW and IFV are widely used for baseline method in image classification/recognition tasks. The MLDS and RFDC capture local features by decomposing an image into discriminative regions. They obtained superior performance on the Food-101 dataset within hand-crafted feature approaches. The DCNN trained the network structure proposed by Krizhevsky et al. [3] with the Food-101 dataset. The CNN-SVM classifies images using the linear SVM classifier learned with 2 -normalized fully connected layer activations of a trained CNN. In general, the OverFeat network is used for the Table 1 Performance comparison with the ETHZ Food-101 dataset. The bold numeric value represents the best performance.
Methods
Accuracy BoVW [5] 28.51% IFV [6] 38.88% MLDS [20] 42.63% RFDC [4] 50.76% CNN-SVM [8] 44.82% DCNN (trained with Food-101) [3] , [4] trained CNN. We measure classification performance with averaged accuracy. Table 1 lists the classification accuracy of each method on the Food-101 dataset. All our proposed methods outperform the baseline methods including BoVW and IFV. Additionally, FMCD-L1 and FMCD-L2 outperform CNN-SVM which uses 2 -normalized fully connected layer activations as the image representation. The experimental results show that the covolutional layer feature maps have discriminative features as well as the fully connected layer activations. Furthermore, FMCD-L1+FUL and FMCD-L2+FUL, which indicate the method combining each convolutional layer FMCD and 2 -normalized fully connected layer activations by concatenating the features, outperform MLDS and RFDC. In addition, we obtain similar performance by concatenating FMCD-L1 with FMCD-L2, which is denoted as FMCD-L1+FMCD-L2. From the results, we found that the proposed methods can obtain comparable or much better recognition performance than the hand-crafted methods.
Performance Comparison
Lastly, FMCD-L1+FMCD-L2+FUL, which denotes the method concatenating FMCD-L1, FMCD-L2, and gests that even if the networks have been trained with various kinds of images, we can obtain superior recognition performance by using not only the fully connected layer activation but also the covariances of covolutional layer feature maps as the image representation. We think that the proposed method is effective when there is an insufficient target domain dataset and computer environment to learn the CNN. Figure 2 illustrates the classification accuracies for the 20 classes from the Food-101 dataset. We selected the 20 classes on which FMCD-L1 obtained high recognition performance. For many classes, the proposed methods outperform the conventional method. Additionally, in Fig. 3 , we show examples of the recognition results. The experimental results indicate that the covariance of convolutional layer feature maps is effective for image representation.
Conclusion
In this paper, we proposed a new food image recognition method using the covariances of convolutional layer feature maps of trained CNN as image representations. In the experiments on the ETHZ Food-101 dataset, our method outperforms state-of-the-art methods including CNN-SVM, which classifies images using linear SVM learned with fully connected layer activations of trained CNN. The results demonstrate that convolutional layer feature maps contain efficient features as with fully connected layer activations. To further verify the results, future work should include performing the experiments with another food image dataset [2] , [21] , and comparison with other convolutional layer based method [22] , [23] .
