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Abstract. In mobile ad-hoc networks, nodes act both as terminals and informa-
tion relays, and they participate in a common routing protocol, such as Dynamic
Source Routing (DSR). The networks are vulnerable to routing misbehavior, due
to faulty or malicious nodes. Misbehavior detection systems aim at removing this
vulnerability. For this purpose, we use an Artificial Immune System (AIS), a sys-
tem inspired by the human immune system (HIS). Our goal is to build a system
that, like its natural counterpart, automatically learns and detects new misbehav-
ior.
In this paper we build on our previous work [1, 2] and investigate the use of four
concepts: (1) “virtual thymus”, a novel concept, introduced in this paper, that pro-
vides a dynamic description of normal behavior in the system; (2) “clustering”, a
decision making mechanism for decreasing false positive detections (3) “danger
signal”, a concept that is, according to the “danger signal theory” of the human
immune system [11, 12], crucial for correct final decisions making; in our case,
the signal is exchanged among nodes, which makes our detection system dis-
tributed; (4) “memory detectors”, used for achieving faster secondary response
of the detection system.
We implement our AIS in a network simulator and test it on two types of misbe-
havior. We do performance analysis and show the effects of the four concepts on
the detection capabilities. In summary: thanks to the virtual thymus, the AIS does
not require a preliminary learning phase in which misbehavior should be absent;
the use of the clustering and the danger signal is useful for achieving low false
positives; the use of memory detectors significantly accelerates the secondary re-
sponse of the system.
1 Introduction
1.1 Problem Statement: Detecting Misbehaving Nodes in DSR
Mobile ad-hoc networks are self organized networks without any infrastructure other
than end-user terminals equipped with radios. Communication beyond the transmission
range is made possible by having all nodes act both as terminals and information relays.
This in turn requires that all nodes participate in a common routing protocol, such as
Dynamic Source Routing (DSR) [17]. A problem is that DSR works well only if all
nodes execute the protocol correctly, which is difficult to guarantee in an open ad-hoc
environment.
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A possible reason for node misbehavior is faulty software or hardware. In classical
(non ad-hoc) networks run by operators, equipment malfunction is known to be an im-
portant source of unavailability [18]. In an ad-hoc network, where routing is performed
by user provided equipment, we expect the problem to be exacerbated. Another reason
for misbehavior stems from the desire to save battery power: some nodes may run a
modified code that pretends to participate in DSR but, for example, does not forward
packets. Last, some nodes may also be truly malicious and attempt to bring the network
down, as do Internet viruses and worms. An extensive list of such misbehavior is given
in [7]. The main operation of DSR is described in Section 2. In our simulation, we im-
plement faulty nodes that, from time to time, do not forward data or route requests, or
do not respond to route requests from their own cache.
We chose DSR as a concrete example, because it is one of the protocols being con-
sidered for standardization for mobile ad-hoc networks. There are other routing proto-
cols, and there are parts of mobile ad-hoc networks other than routing that need mis-
behavior detection, for example, the medium access control protocol. We believe the
main elements of our method would also apply there, but a detailed analysis is for fur-
ther work.
1.2 AIS Problems We Are Solving Here
Eliminating need for preliminary learning phase: In our previous work [1, 2] we use
a preliminary Artificial Immune System (AIS) operation phase for collecting examples
of normal behavior (self). During this phase, misbehavior is absent from the system.
This is a drawback of the system for two reasons. First, it is very impractical to provide
such a protected environment in a real system. Second, if normal behavior changes over
time, the information collected about it in the preliminary phase is not fully adequate.
Change of observed normal behavior in our case is caused by changes in traffic and mo-
bility patterns of the nodes. Use of a preliminary learning phase is a common problem
of many AISs.
Capability of learning changing self: The human immune system (HIS) becomes
self-tolerant to some new antigens produced by the body [12]. We want our AIS to
(autonomously) become self-tolerant to changed but normal behavior in the network.
Correct decision making for low false positives: The high false-positives detec-
tion rate is a common problem of many AISs, although it seems not to be so with the
HIS. High false positives are critical in our system because the aim of detection is to re-
spond; and responding to well behaving nodes could (and should) be observed by other
nodes as misbehavior. This could cause instability in our AIS.
Achieving a fast secondary response: We consider the problem of detecting nodes
that do not execute the DSR protocol correctly. The actions taken after detecting that a
node misbehaves range from forbidding the use of the node as a relay [6] to excluding
the node entirely from any participation in the network [8]. In this paper we focus on
the detection of misbehavior and do not discuss actions taken after detection. However,
the actions do affect the detection function through the need for a secondary response.
Indeed, after a node is disconnected (boycotted) because it was classified as misbehav-
ing, it becomes non-observable. Since the protection system is likely to be adaptive, the
“punishment” fades out and redemption is allowed [7]. As a result, a misbehaving node
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is likely to misbehave again, unless it is fixed, for example by a software upgrade. We
call primary [resp. secondary ] response the classification of a node that misbehaves for
the first [resp. second or more] time; thus we need to provide a secondary response that
is much faster than the primary response.
1.3 Our Approach for Misbehavior Detection in DSR
We use an Artificial Immune System (AIS) approach, as it promises to overcome some
constraints of traditional misbehavior detection approaches (Section 3.1). We map con-
cepts and algorithms of the human immune system (HIS) to a mobile ad-hoc network
and build a distributed system for DSR misbehavior detection. Every node runs the
same detection algorithm based on its own observations. The nodes also exchange sig-
nals among each other (Figure 1).
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Fig. 1. From the human IS to an AIS: Making DSR immune to node misbehavior.
Our AIS approach and solutions are described in Section 1.4. A detailed description
of the detection system components and how it works is given in Section 4.
1.4 Our AIS Approach and Solutions
Dynamic self. Our approach is based on the Danger Signal (DS) model of the HIS [11,
12]. The model can be viewed as a method to protect “dynamic self” in a system. To
define “dynamic self” in our system, we extend the notion of self from the behavior
specified by the routing protocol (DSR, for example) to any interactive node behavior
that does not have negative effects on the normal network trafficking, i.e. does not cause
packet losses. As a packet loss, we count any case in which the packet does not arrive at
the destination, or the acknowledgment from the destination about receiving the packet
does not reach the source, or there is a high delay in any of these packets.
Such a definition of “dynamic self” makes sense, as new interactions that do not
cause losses should probably result in some useful traffic, according to the nature of
interactions initiated by well behaving nodes. We assume that there are enough nodes
that are, for their own reasons (use of the network for own traffic), active in the network
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for substantial amounts of time. We neglect the effect of those nodes that are present
very briefly in the network in order to use it and then turn off for longer time. The active
nodes will be overheard, as well as the routes they belong to (this is possible in DSR,
see Section 2), and they will be asked by other nodes to carry traffic on these routes.
Within such a definition, self will be dynamically determined through the interaction
of nodes and feedback in form of losses in cases when some nodes do not cooperate
according to the current established network self.
In the context of the danger signal model of the HIS, the feedback in form of packet
losses corresponds strongly to the danger signal generated by cells in a process of necro-
sis, and there is also notion of the current self; for example, new milk protein antigens
produced during pregnancy are tolerated and become current self for the body.
We use three concepts to achieve self-tolerance to possibly changing self, and to
eliminate the need for a preliminary learning phase: “virtual thymus”, “clustering” and
“danger signal”. To achieve a fast secondary response we use “memory detectors”.
Virtual Thymus Model. “Virtual thymus” is a novel concept that introduce in this paper.
It uses the danger signal and provides a dynamic description of the normal behavior in
the system.
There are two important assumptions for explaining the role of the thymus in self-
tolerance induction, which are part of a thymus model described in the literature on
immunology ([13], pages 85-87; [14]): (1) both self and non-self antigens are presented
in the thymus; the rules about how antigens can enter the thymus from the blood are
unclear; (2) the thymic dendritic cells that present antigens survive for only a few days
in the thymus, so they present current self antigens; if a non-self antigen is picked up
for presentation during an infection, it will be presented only temporarily; once the
infection is cleared from the body, freshly made antigens will no longer present the
foreign antigen as self.
We use these two assumptions to build two mechanisms that represent what we call
a ”virtual thymus” in our AIS:
(1) Danger signal used for the virtual thymus. In the case of a danger signal based
AIS, we can actually decide on the rules that determine which antigens will enter the
virtual thymus and be presented in the process of negative selection (antigen represents
observed behavior in our AIS; for more details about our AIS see Section 4). For this,
we use a danger signal (which is not its standard use). When the danger signal is present,
we forbid antigens that could be related to the signal to enter the virtual thymus. The
danger signal in our case is a packet loss in the network, experienced by the source of
the packet. The signal is then transmitted along the route on which the loss took place.
The signal contains the information about time and nodes that are correlated to the
loss, and allows us to forbid correlated antigens that could be non-self (observed for a
misbehaving node) to enter the thymus. The information is analogous to the information
obtained when a dendritic cell samples antigens that are by time and space related to
the damage in the body.
In this way we can provide that sampled antigens that are presentated in the virtual
thymus are mainly self, and only rarely non-self (there is no guarantee that a danger
signal will always be received by a node that samples antigens).
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(2) Short time of antigen presentation. We keep collected antigens in the virtual
thymus for a time that is finite and short enough to model finite life of thymic dendritic
cells and the related effects.
Clustering. Matching between an antigen and an antibody is not enough to cause de-
tection and reaction in the HIS [13, 14]. The clustering of the matches on the surface
of an immune cell and an additional danger signal are required for detection. These
additional requirements can be viewed as decision making control mechanisms.
We also require more matches between AIS antigens and detectors for the detection,
which is analogous to the clustering in the HIS(a detector in our AIS correspond to an
antibody in the HIS, for details see Section 4).
Danger signal used for detection control. In the HIS, the danger signal is produced by
a necrosis (an abnormal cell death) [11, 12]. The danger signal in our case is a packet
loss. We require a danger signal to be related to the observed node’s antigens in order to
verify the matchings and cause detection (i.e., classification of the corresponding node
as misbehaving).
Memory detectors. In the HIS, the antibodies that are useful in the detection of non-
self antigens and that receive a danger signal will undergo clonal selection and become
memory. They require a small clustering threshold, and do not require the danger signal
for detection. Our AIS also has such educated equivalents, called the memory detectors.
1.5 Organization of the Paper
The rest of the paper is organized as follows. Section 2 gives background on DSR.
Section 3 describes the related work. Section 4 gives the mapping from the HIS to
the detection system for DSR misbehavior detection, description of the detection sys-
tem components, and a detailed explanation of how the system works. Section 5 gives
simulation specific assumptions and constraints, describes experiments used to evalu-
ate separate and joint effects of the system factors to system performance metrics, and
gives simulation results and discussion of the results. Section 6 draws conclusions and
describes what we have learned and how we will exploit it in future steps.
2 Background on DSR
The dynamic source routing protocol (DSR) is one of the candidate standards for rout-
ing in mobile ad-hoc networks [17]. A “source route” is a list of nodes that can be used
as intermediate relays to reach a destination. It is written in the data packet header at
the source; intermediate relays simply look it up to determine the next hop.
DSR specifies how sources discover, maintain and use source routes. To discover
a source route, a node broadcasts a route request packet. Nodes that receive a route
request add their own address in the source route collecting field of the packet, and then
broadcast the packet, except in two cases. The first case is if the same route request
was already received by a node; then the node discards the packet. Two received route
requests are considered to be the same if they belong to the same route discovery, which
is identified by the same value of the source, destination and sequence number fields in
the request packets. The second case is if the receiving node is destination of the route
discovery, or if it already has a route to the destination in its cache; then the node sends
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a route reply message that contains a completed source route. If links in the network
are bidirectional, the route replies are sent over the reversed collected routes. If links
are not bidirectional, the route replies are sent to the initiator of the route discovery
as included in a new route request generated by answering nodes. The source of the
initial route request is the destination of the new route requests. The node that initiates
original route request receives usually more route replies, each containing a different
route. The replies that arrive earlier than others are expected to indicate better routes,
because for a node to send a route reply, it is required to wait first for a time proportional
to the number of hops in the route it has as answer. If a node hears that some neighbor
node answers during this waiting time, it supposes that the route it has is worse than the
neighbor’s one, and it does not answer. This avoids route reply storms and unnecessary
overhead.
After the initiator of route discovery receives the first route reply, it sends data over
the obtained route. While packets are sent over the route, the route is maintained, in
such a way that every node on the route is responsible for the link over which it sends
packets. If some link in the route breaks, the node that detects that it cannot send over
that link should send error messages to the source. Additionally it should salvage the
packets destined to the broken link, i.e., reroute them over alternate partial routes to the
destination.
The mechanisms just described are the basic operation of DSR. There are also some
additional mechanisms, such as gratuitous route replies, caching routes from forwarded
or overheard packets and DSR flow state extension [17].
3 Related Work
3.1 Traditional Misbehavior Detection Approaches
Traditional approaches to misbehavior detection [6, 8] use the knowledge of anticipated
misbehavior patterns and detect them by looking for specific sequences of events. This
is very efficient when the targeted misbehavior is known in advance (at system design)
and powerful statistical algorithms can be used [9].
To detect misbehavior in DSR, Buchegger and Le Boudec use a reputation system
[8]. Every node calculates the reputation of every other node using its own first-hand
observations and second-hand information obtained from others. The reputation of a
node is used to determine whether countermeasures against the node are undertaken or
not. A key aspect of the reputation system is how second-hand information is used, in
order to avoid false accusations [8].
The countermeasures against a misbehaving node are aimed at isolating it, i.e., pack-
ets will not be sent over the node and packets sent from the node will be ignored. In this
way nodes are stimulated to cooperate in order to get service and maximize their utility,
and the network also benefits from the cooperation.
Even if not presented by its authors as an artificial immune system, the reputation
system in [8, 9] is an example of (non-bio inspired) an immune system. It contains inter-
actions between its healthy elements (well-behaving nodes) and detection and exclusion
reactions against non-healthy elements (misbehaving nodes). We can compare it to the
human innate immune system ([14, 13]), in the sense that it is hardwired in the nodes
and changes only with new versions of the protocol.
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Traditional approaches miss the ability to learn about and adapt to new misbehavior.
Every target misbehavior has to be imagined in advance and explicitly addressed in the
detection system. We use an AIS approach to misbehavior detection as it is promising
to overcome these constraints.
3.2 Artificial Immune Systems - Related Work
There are different proposals in the related literature that address the problem of fi-
nal decision making in AISs. Hofmeyr and Forrest [3] use co-stimulation by a human,
which can be viewed as some form of supervised training. Somayaji and Forrest [4]
achieve tolerization to new normal behavior in an autonomous way, but their system
works only under the assumption that new abnormal behavior always exhibits new pat-
terns that are more clustered than in the case of new normal behavior; if the patterns of
a new misbehavior are first sparsely introduced in the system, the system will become
tolerant to that misbehavior. Aickelin at all [5] propose the use of the danger signal
based on the analogy with the necrosis and apoptosis of the human body cells; with
this model, main control signals come from the protected system; the danger signal
approach seems to be quite promising for building an autonomous and adaptive AISs.
In our previous work we use a self-nonself model, and define mapping to our AIS.
We define representation, matching and the simple use of negative selection and clonal
selection algorithms. The system is able to learn normal behavior presented in prelimi-
nary training phase and to detect misbehavior afterwards. The drawback is the need for
preliminary training phase, and the absence of mechanisms for adaptation to changing
self.
For an overview of AIS, see the book by de Castro and Timmis [20] and the paper
by de Castro and von Zuben [19].
What is missing in the related literature on AISs is an explicit use of the thymus and
a dynamic self presentation; we introduce this concept and incorporate it into a danger
signal based AIS.
4 Design of Our Detection System
4.1 Mapping of HIS Elements to Our Detection System
The elements of the natural IS used in our detection system are mapped as follows:
– Body: the entire mobile ad-hoc network
– Self Cells: well-behaving nodes
– Non-self Cells: misbehaving nodes
– Antigen: (AIS) antigen, which is a sequence of observed DSR protocol events rec-
ognized in the sequence of packet headers and represented by binary strings as
explained in detail in our previous work [1] (representation is adopted from [10]).
Examples of events are “data packet received”, “data packet received followed by
data packet sent”, “route request packet received followed by route reply sent”.
– Antibody: detector; detectors are binary strings produced in the continuous pro-
cesses of negative selection and clonal selection; ideally, they “match” non-self
antigens (produced by misbehaving nodes) and do not match self antigens.
– Chemical binding of antibodies to antigens: “matching function” between detectors
and antigens, as defined in detail in our previous work [1].
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– Detection: a node detects a neighbor as misbehaving if the node’s detectors match
relatively many of the antigens produced by that neighbor (clustering) and if it
receives danger signals related to those antigens
– Clustering: clustering of matching antibodies on the immune system cell surface is
mapped to the clustering of matches between detectors and antigens in time for a
given observed node;
– Necrosis and apoptosis: packet loss
– Danger signal: the danger signal in our framework contains information about the
time and nodes correlated with a packet loss
– Antigen presenting cell: transmission of the danger signal
– Thymus: The virtual thymus is a set of mechanisms that provides (as explained in
Section 1.4) the presentation of the current self in the system during the continuous
negative selection process
– Memory cells: memory detectors; detectors become memory if they prove to be
useful in detection; they differ from normal detectors by longer lifetime and lower
clustering required for detection.
4.2 How the Detection System Works
The detection system consists of the data and functions shown in the Figure 2, which
are present at every node. We explain how the system works by describing a typical
series of events at one node. To read this chapter you may need to read first our AIS
approach (Section 1.4) and look at the mapping to our concrete problem (Section 4.1).
Matches:
Detection();
Clustering();Times
Detectors
Antigens
Nodes
the node’s observations
Neighbors protocol events
ClonSelection();
NegSelection();
Update(); createAntigens
FromTheData();
LifeTime();
DS
CreateDSignal();
Packet Losses
Antigens
Antigens
Events data
B: buffer
(un-presented
antigens)
D: Detectors E: matches buffer
and decision making functions
DS
C:Virtual Thymus
(candidate self antigens)
Packet losses and
danger signals from others
Danger
Signal (DS)
Detectors
AIS
Protected
System
DS
Memory
Detectors
Matching();
A: DS block
Danger signals
SendDSignal();
ReceiveDSignal();
PresentDSignal();
Fig. 2. Components of the detection system.
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Observing Antigens. A node overhears the messages exchanged in its neighborhood,
during a defined time interval (10s by default), and records separately the routing pro-
tocol events of interest (see mapping, Section 4.1) for each of its neighbors. Then it
translates the observed data sets into antigens. So, one antigen is created every 10 s for
each of the observable neighbors . The antigen represents the behavior of the observed
node for the observed time interval.
The collected antigens are buffered (Figure 2, component B) for a time that is
greater than the maximum time (64 s by default) needed for the danger signal to be
generated and distributed over the route on which a packet has been sent if it got lost.
The absence or presence of the danger signal determines whether the related antigen
will be presented in the virtual thymus S or not, and whether the matching of the anti-
gens by the detectors will be counted for detection or not.
Generating the Danger Signal. The danger signal is generated by a node when it
experiences a packet loss, i.e., when it does not receive an acknowledgment that the
packet it sent was received by the destination. The signal is then sent over the route on
which the packet loss took place (Figure 3). The signal contains the information about
the (approximate) time of the packet loss, and about the nodes on the route over which
the lost packet was sent. So, the receivers of the danger signal are able to correlate it
with the antigens collected: (1) during the time that is close to the packet loss time; (2)
from the nodes that belong to the route on which the loss took place. (There is a strong
analogy with the HIS, regarding both the way the danger signal is generated and the
information it contains; see Section 1.4.)
S
B D
C
E
F
DS
DS
Packet loss
DS
vF
packet
packet
+
Antigen(A)
Antigen(B)
destination
source
Antigen(B)
B-misbehaving node
A
DS
+
Antigen(S)
Antigen(A)
F
Fig. 3. Generating and transmitting the danger signal: there is packet loss at B; the source S of the
packet does not receive the acknowledgment from destination D and sends the danger signal over
the route on which the loss took place; the nodes that receive the signal (A,B,C,E) do not present
the observed correlated antigens in their thymus; rarely, some nodes (F in this case) move away
and do not receive the danger signal, so they present the collected (non-self) antigens.
Virtual Thymus Mechanisms: (1) Use of the danger signal. When a node causes a
packet loss, it also produces an antigen observable by its neighbors. Most of the neigh-
bors that observe the antigen also receive the corresponding danger signal (Figure 3)
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and consequently forbid the (non-self) antigen to enter the virtual thymus (Figure 2,
component C). But some of the neighbors will move away from the route over which
the danger signal is sent, and not receive the signal, even though they were close enough
to collect the non-self antigen at the time of the packet loss; in this case the non-self
antigen may enter the virtual thymus. This happens rarely, as the propagation time is
relatively short and nodes cannot move very much between a packet loss event and the
corresponding danger signal transmission.
Some of self antigens are forbidden to enter the virtual thymus too, as they were
generated from the well-behaving nodes that happen to be on the route on which a
packet loss took place. As there are always enough other self antigens that are not
correlated to the danger signal, this does not affect the self presentation in the thymus.
From the buffered antigens, those that are not correlated with the danger signal are
periodically randomly sampled to enter the virtual thymus (one update every 10 sec,
by default). Delay caused by buffering the antigens before presentation in the virtual
thymus is significantly greater (300 s by default) than the delay for the antigens to be
presented for matching by the detectors (70 s by default). This is done on purpose, in
order to postpone deleting useful detectors by non-self antigens that accidently enter
virtual bone marrow. It would also make sense to check the antigens by memory detec-
tors before letting them to enter the virtual thymus, but this is currently not implemented
(a dashed arrow on the Figure 2).
(2) Finite presentation time. An antigen that enters the virtual thymus stays there
for a finite time (500 s by default), ensuring that only the current self is presented during
the continuous negative selection process.
Producing Detectors. The detectors are produced in the continuous negative selection
process in the thymus (Figure 2, component C): new detectors are generated by ran-
dom and checked if they match any of the antigens from the thymus; only those that
do not match survive, leave the thymus, and update the set of current detectors (Fig-
ure 2, component D). Whenever a new antigen enters the thymus, first the detectors
(but not the memory detectors) from D that match the new antigen are deleted. The
memory detectors are deleted only if they match new antigens from C more times than
a given threshold (25 by default). Then, the new detectors are generated in the number
needed to replace those deleted. The process of continuous negative selection seems to
be computationally more feasible, compared to the standard negative selection.
Matching. Antigens that are presented for detection are checked with current detectors,
and if any detector matches an antigen one positive matching score is recorded for the
corresponding node; otherwise a negative matching score is recorded. Only a finite
number of last matches is stored (maximum 30, by default).
Clustering and Detection. Clustering is realized as a function that operates on scored
matches between antigens and detectors, and it enables the detection of the related
node if there is enough matching evidence. Clustering means that the matches for a
considered node are grouped in time.
Assume we have collected n antigens for the monitored node. Let Mn be the num-
ber of antigens (among n) that are matched by detectors. Let θmax be a bound on the
probability of false-positive matching (matching a self antigen) that we are willing to
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accept, i.e. the antigens of well-behaving nodes are matched by detectors with a prob-
ability that is less or equal than θmax. We determine a good value by pilot simulation
runs (θmax = 0.06). Let α (=0.001 by default) be the false-positive detection that we
target. We detect the monitored node (classify it as misbehaving) if
Mn
n
> θmax(1 +
ξ(α)√
n
√
1− θmax
θmax
) (1)
where ξ(α) is the (1−α)-quantile of the normal distribution (for example, ξ(0.0001) =
3.72). As long as Equation (1) is not true, the node is classified as well-behaving. With
default parameter values, the condition is Mn
n
> 0.06 + 0.88 ξ(α)√
n
. The derivation of
Equation (1) is given in the appendix.
Co-stimulation by the Danger Signal for Detection. Matching by detectors to an anti-
gen require, in addition, the existence of a related danger signal in order the matching
to be counted for the detection.
Memory detectors. The detectors that score the detection (verified by the danger sig-
nals) will undergo the process of clonal selection: they are cloned, mutated and (which
is not the case in the HIS) checked by negative selection once more. As the maximum
number of memory detectors is constrained (50), only those with the best detection
score are kept. Matches with memory detectors require less clustering for detection
(implemented using a larger value of α, 0.2 by default).
5 Performance Analysis
5.1 Analyzed Factors and Experiments
We analyze the effects of: substitution of the preliminary learning phase by the vir-
tual thymus; clustering; use of the danger signal; use of memory detectors. We first
compare the preliminary learning phase versus the virtual thymus. Then we add other
components to the solution with virtual thymus and follow the effects onto performance
metrics.
5.2 Performance Metrics
The metrics we use are: (1) time until detection of a misbehaving node; (2) true-positive
detection, in form of the distribution of the number of nodes which detect a misbehaving
node; (3) false-positive detection, in form of the distribution of the number of nodes
which detect a well-behaving node. The metrics are chosen from a reputation system
perspective; we see the use of a reputation system [7] as a way to add a reactive part to
our AIS.
5.3 Description of Simulation
The simulation is done in Glomosim network simulator [15]. The simulation code is
available on the Internet [16]. There are 40 nodes, 5-20 nodes are misbehaving. Mo-
bility is the random way point, speed is 1m/s, without pauses. The simulation area is
800x1000 m, and the radio range is 355 m. A node that misbehaves does not forward
the packet or does not answer or forward route request messages; this happens with a
given probability (0.6 by default) that is also a parameter.
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5.4 Simulation results
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Fig. 4. Use of the preliminary learning phase: (a) time until detection, (b) correct detections and
(c) misdetections.
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Fig. 5. Use of the virtual thymus instead of the preliminary learning phase: (a) time until detec-
tion, (b) correct detections and (c) misdetections.
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Fig. 6. Use of the danger signal for detection decision making: (a) time until detection, (b) correct
detections and (c) misdetections.
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Fig. 7. Use of memory detectors: (a) time until detection, (b) correct detections and (c) misdetec-
tions.
The virtual thymus versus the preliminary learning phase: Form the Figures 4 and 5
we see that the preliminary learning phase can be successfully substituted by the virtual
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thymus. Time until detection and the false positives are similar in both cases, while the
false negatives are slightly worse in the case with the virtual thymus.
The danger signal used for detection decision making has a large impact in decreas-
ing false positives (Figures 6(c) and 7(c)).
The use of the memory detectors significantly decreases the time until detection
(Figure 7(a)), and also improves true-positive detection (Figures 6(b) and 7(b)).
6 Conclusions, Discussion and Future Work
From the obtained results we conclude that the examined mechanisms: the virtual thy-
mus, the danger signal and the use of memory detectors can be succesfuly applied for
our problem. Moreover, we see “virtual thymus” not only as a solution for eliminating
need of the preliminary training phase in our system, but also as a standard component
in building the danger signal based AISs.
We do not show here the impact of the clustering separately, because of the lack of
the space and because we have shown already in our previous work [1, 2] that it has a
large impact in both decreasing the false positives and increasing the true positives, but
with a cost of longer time until detection; the increase in the time until detection is here
partially compensated by the use of the memory detectors.
We did not compare the preliminary learning phase versus the virtual thymus in a
case of dynamic self behavior. As the AIS with the virtual thymus collects and presents
current self behavior for producing detectors, we expect that, in a dynamic case, this
solution will have better performance than the AIS with preliminary learning phase.
Next step in completing our AIS would be adding its reactive part. With a reac-
tive part, it is important to distinguish between a misbehavior and a reaction against a
misbehaving node. This may require the information exchange between the nodes. We
see the use of a reputation system a possible solution [7]. Here we have shown that the
number of nodes that detect a misbehaving node is statistically considerably larger than
the number of nodes that miss-detect a well behaving node (Figures 7(b) and 7(c)). This
result gives a promise for a successful use of a reputation system within our AIS.
Our future work also includes testing the scalability of our solution with respect to
the number of misbehavior types, as well as a more detailed analysis of the impact of
system parameters on the detection capabilities.
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Appendix: Derivation of Equation (1)
We model the outcome of the behavior of a node as a random generator, such that with
unknown but fixed probability θ a data set is interpreted as suspicious. We assume the
outcome of this fictitious generator is iid. We use a classical hypothesis framework.
The null hypothesis is θ ≤ θmax, i.e., the node behaves well. The maximum likelihood
ratio test has a rejection region of the form {Mn > K(n)} for some function K(n). The
function K(n) is found by the type-I error probability condition: P{Mn > K(n)}|θ) ≤
α, for all θ ≤ θmax, thus the best K(n) is obtained by solving the equation
P({Mn > K(n)}|θmax) = α
The distribution of Mn is binomial, which is well approximated by a normal distribution
with mean µ = nθ and variance nθ(1 − θ). After some algebra this gives K(n) =√
nξ
√
θmax(1− θmax) + nθmax, from which Equation (1) derives immediately.
