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In this work we consider various fractional operators, including the classical fractional
integral operators, related fractional maximal functions, multilinear fractional inte-
gral operators, and multisublinear fractional maximal functions. We characterize the
weighted inequalities for the multilinear fractional operators, and examine more general
two-weight inequalities giving sufficient conditions for their boundedness. For the clas-
sical fractional integral operator we obtain sharp bounds on the operator norm between
weighted Lebesgue spaces in terms of the constant associated to the weight. We also
introduce a more general fractional maximal operators, characterize their boundedness
on weighted Lebsegue spaces, and obtain sharp bounds on the operator norms in terms
of the weighted constants. Finally, we examine singular integral operators and fractional
integral operators acting on mixed Lebesgue spaces with weights. We provide endpoint
estimates for singular integrals and an off-diagonal extrapolation theorem.
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Introduction
Given an operator that is bounded on Lp(Rn), a natural problem arises when the measure
is changed from Lebesgue measure to a general measure µ . More specifically, what
conditions must one assume so that the same operator is bounded on Lp(µ)? One
approach to this problem is to consider measures that are absolutely continuous, i.e.
dµ = w dx for some non-negative function or weight w. This is the essence of studying
weighted inequalities, a subject that can probably be traced back to the beginning of
integration.
Weighted inequalities are not mere generalizations, but also have far reaching ap-
plications. For instance, a weighted theory plays a big part in the study of boundary
value problems for Laplace’s equation on Lipschitz domains. Other applications in-
clude vector-valued operators and extrapolation of operators. Weighted inequalities for
fractional operators have applications to potential theory and Quantum Mechanics.
Multilinear operators also appear naturally in fundamental problems and applications
of harmonic analysis. Bilinear operators can be used as a tool to analyze nonlinearities
where products of functions take place. The main content of this dissertation is concerned
with weighted inequalities for various linear and multilinear fractional operators.
The groundbreaking work of Muckenhoupt [37] introduced the Ap class and used it
to characterize the weighted inequalities for the Hardy-Littlewood maximal operator.
This spurred the study of weighted estimates for other operators. Hunt, Muckenhoupt,
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and Wheeden [26] showed that weighted inequalities for the Hilbert transform are also
characterized by the Ap class and Coifman and Fefferman [7] then extended the weighted
theory to Calderón-Zygmund operators. Then, Muckenhoupt and Wheeden [38] showed
the Ap,q class characterizes the weighted inequalities for fractional operators.
In Chapter One we start with some basic facts about Lebesgue spaces that will be
used in the following chapters. We introduce the main operators that pertain to this
work. These operators include: maximal operators, operators that control the average of
a function; fractional integral operators, operators that smooth a function; and singular
integral operators, operators that are central to Calderón-Zygmund theory. We will be
working with these operators or generalizations of these operators throughout the rest of
this work. We conclude this chapter by introducing the corresponding class of weights
for these operators and pointing out some of the basic properties of these weights.
Buckley [4] was the first person to consider the problem of finding sharp bounds on
the operator norm in terms of the Ap constant. He found the sharp weighted bound for the
Hardy-Littlewood maximal operator. Petermichl [42] ,[43], motivated by applications to
partial differential equations (see Astala, Iwaniec, and Saksman [1]), found the sharp
weighted bound on the operator norms of the Hilbert and Riesz transforms in terms of the
Ap constant. Inspired by these results, Chapter Two is devoted to finding sharp bounds
on the operator norms of fractional operators acting on weighted Lebesgue spaces. One
of the main tools is a “sharp” off-diagonal extrapolation theorem of Harboure, Macias,
and Segovia [24]. We use techniques of Sawyer and Wheeden [49] to obtain a sharp
bound for a pair of exponents (p0,q0) and then extend this bound to a range of exponents
(p,q). We also present some improved Sobolev estimates.
Some of the techniques in Chapter Two lead to a more general theory of maximal
functions. In Chapter Three we consider maximal functions with respect to a general
basis. We obtain one- and two-weight characterizations for the boundedness of the
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general maximal functions, extending the work of Jawerth [27]. We also discover a new
testing condition for fractional maximal functions. As a consequence of our techniques
we obtain sharp two-weight bounds on the operator norm of the Hardy-Littlewood
maximal operator in terms of Sawyer’s testing condition [47]. We also find a new sharp
bound on a weighted maximal operator in terms of the Reverse Hölder constant.
The results contained in Chapter Four are multilinear versions of the fractional
integral operator and fractional maximal function. Spurred by the work of Lerner,
Ombrosi, Pérez, Torres, and Trujillo-Gonzalez [33] we develop a weighted theory for the
multilinear fractional operators. We find new two-weight conditions for the multilinear
operators that provide interesting contrast to the linear results. As a consequence of
the two-weight theory we obtain the one-weight theory. Finally we end the chapter
with some applications of the boundedness of the multilinear fractional integral operator
including Sobolev inequalities for products of functions.
Chapter Five deals with operators acting on mixed Lebesgue spaces. We present
some results for Calderón-Zygmund operators that are more general than those given
by Stefanov and Torres, [50] and Kurtz [29]. The weak-type mixed norm endpoint for
general Calderón-Zygmund operators is a new result. We also introduce a mixed Ap,q
class of weights and provide an off-diagonal extrapolation theorem for mixed Lebesgue
spaces with product weights.
This dissertation contains results from the articles [35], [36], and [30] as well as
some additional material. We present the work in a more comprehensive manner and
sometimes, if possible, provide a different proof of a result than that contained in the
articles. The material in Chapter Two is from our collaboration [30]. We have presented
these results at the Analysis Seminar at Kansas State University, March 2009. The
material in Chapter Three contains some results from the article [36]. These results were
presented at the Eighth Prairie Analysis Seminar, Lawrence, November 2008. Finally,
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Chapter Four contains results from the article [35] and these results have been presented
at the Eighth International Conference on Harmonic Analysis and Partial Differential
Equations, El Escorial (Spain), June 2008, and the AMS-MAA Joint Mathematics
Meetings, Washington, DC, January 2009.
The research contained in this work has been completed with the partial support of
NSF Grants DMS 0400423 and DMS 0800492 as well as Summer Graduate Scholarships




In this chapter we introduce the basic theory required for the later chapters. We will
mainly be working on, although not limited to, Lebesgue spaces. They are examples of
classic Banach spaces and are fundamental to analysis. Many of the basic definitions,
propositions, and theorems will be presented without reference, although the interested
reader may find more information in the books by Folland [14], Grafakos [18], or Rudin
[46]. In this chapter we also introduce various classical operators including, maximal
operators, fractional operators, and singular integral operators.
1.1 Lp spaces
Definition 1.1.1. Let 0 < p < ∞ and (X ,M,µ) be a measure space with associated
σ -algebra M, and measure µ . Then Lp(X ,µ) consists of all complex-valued measurable
functions, f , on X such that
‖ f‖Lp(X ,µ) =
(∫
X




Furthermore L∞(X ,µ) will denote the set of measurable functions, f , that are essentially
bounded, that is
‖ f‖L∞(X ,µ) = inf{M ≥ 0 : µ({x : | f (x)|> M}) = 0}< ∞.
For 1≤ p≤∞, ‖ ·‖Lp(X ,µ) defines a complete norm on Lp(X ,µ) making it a Banach








and we use the convention 1′ = ∞ and ∞′ = 1.









‖ f‖Lp(X ,µ) = sup
∣∣∣∣∫X f g dµ
∣∣∣∣ (1.1)
where the supremum is taken over all g ∈ Lp′(X ,µ) with norm one. Another useful fact
is the “layer-cake” principle






µ({x ∈ X : | f (x)|> λ}) dλ .
Definition 1.1.2. When 0 < p < ∞, Lp,∞(X ,µ) will denote the weak-Lp(X ,µ) space,
consisting of all measurable functions, f , that satisfy
‖ f‖Lp,∞(X ,µ) = sup
λ>0
λ µ({x ∈ X : | f (x)|> λ})1/p < ∞.
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Note that ‖·‖Lp,∞(X ,µ) is in general not a norm, however for 1 < p≤∞ it is equivalent
to a norm that makes Lp,∞(X ,µ) into a Banach space. Also notice that Lp(X ,µ) is a
proper subset of Lp,∞(X ,µ).
When X = Rn and the measure is Lebesgue measure, dµ = dx, we will write Lp, Lp,∞
for the respective spaces. When µ is absolutely continuous with respect to Lebesgue
measure, i.e. dµ = wdx, for some measurable function w, then we write Lp(w) and
Lp,∞(w). A non-negative locally integrable function will be called a weight. Given a
measurable set E ⊂ Rn, |E| denotes the Lebesgue measure of E, w(E) =
∫
E w dx is the
weighted measure of E. Most of the time we will be working on Lp(w) where w is a
weight.
1.1.1 Operators on Lp spaces
Let (X ,µ) and (Y,ν) be two measure spaces, and suppose that T is an operator defined
on the space of all µ-measurable functions, taking values in the set of all ν-measurable
functions. We say that T is linear if
T (λ f +g) = λT f +T g
for all f ,g and λ ∈ C. The operator T is sublinear if for all f ,g, and λ ∈ C
|T ( f +g)| ≤ |T f |+ |T g|
|T (λ f )| = |λ ||T f |.
Given two Lebesgue spaces Lp(X ,µ) and Lq(Y,ν) we say a linear or sublinear operator
T is bounded from Lp(X ,µ) to Lq(Y,ν), if there exists a constant C = Cp,q such that for
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all functions f ∈ Lp(X ,µ) we have
‖T f‖Lq(Y,ν) ≤C‖ f‖Lp(X ,µ). (1.2)
Occasionally we will write T : Lp(X ,µ)→ Lq(Y,ν) to indicate T is bounded from
Lp(X ,µ) to Lq(Y,ν). The operator norm of T , denoted ‖T‖Lp(X ,µ)→Lq(Y,ν) or simply
‖T‖ when the ambient spaces are clear, is given by
‖T‖Lp(X ,µ)→Lq(Y,ν) = sup‖T f‖Lq(X ,µ)
where the supremum is taken over all f ∈ Lp(X ,µ) of norm one. In light of (1.1) we
may also compute an operator norm via,
‖T‖Lp(X ,µ)→Lq(Y,ν) = sup
∣∣∣∣∫Y gT f dν
∣∣∣∣ ,
with the supremum taken over all f ∈ Lp(X ,µ) and g ∈ Lq′(Y,ν) of norm one. An
operator T is bounded from Lp(X ,µ) to Lq,∞(Y,ν) if
‖T f‖Lq,∞(Y,ν) ≤C‖ f‖Lp(X ,µ).
In this case we will say T is weak (p,q) and write T : Lp(X ,µ)→ Lq,∞(Y,ν). We will
also consider the operator norm of weak (p,q) operators defined by
‖T‖Lp(X ,µ)→Lq,∞(Y,ν) = sup‖T f‖Lq,∞(X ,µ)
where the supremum is taken over all f ∈ Lp(X ,µ) of norm one.
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One important tool in the theory of Lp spaces is interpolation. The classical Mar-
cienkiewicz interpolation theorem allows one to obtain strong boundedness of operators
from two weak endpoints. We state the off-diagonal version here as it will be useful
latter. The proof can be found in [18, p. 62].
Theorem 1.1.3. Let 0 < p0 6= p1≤∞ and 0 < q0 6= q1≤∞ and suppose T is a sublinear
operators defined on the space Lp0(X ,µ)+Lp1(X ,µ) taking values in the space of ν-
measurable functions on Y . If
T : Lp0(X ,µ)→ Lq0,∞(Y,ν)
T : Lp1(X ,µ)→ Lq1,∞(Y,ν),
then



















where θ ∈ (0,1) and p≤ q.
1.2 The main operators
In this section we introduce the main operators we will be working with. They include
maximal operators, fractional integral operators and Calderón-Zygmund operators.
17
1.2.1 Maximal operators
We will often use Q to denote a cube (either open, closed, or neither) in Rn with sides
parallel to the axes and B(x,r) will denote a ball in Rn centered at x with radius r. The
side length of a cube will be `(Q) and given a positive constant c, cQ will denote the
concentric cube with Q that has side length c`(Q). The set D is the set of all dyadic
cubes, i.e. cubes of the form 2k(m +[0,1)n) with k ∈ Z and m ∈ Zn. In this section,
and in the rest of this work we will use the notation A≈ B to mean there exists positive
constants c and C such that cB≤ A≤CB.
Definition 1.2.1. Let f be a locally integrable function on Rn then the Hardy-Littlewood
maximal operator with respect to the measure µ is defined by






| f | dµ, (1.3)
where the supremum is over all cubes, Q, with sides parallel to the axes that contain x.
We use the convention that Mµ f (x) = 0 if µ(Q) = 0 for all cubes, Q, that contain x.
When µ is Lebesgue measure we drop the subscript and write M to denote the
Hardy-Littlewood maximal function. Notice in this case we have






| f (y)| dy.
Notice that Lebesgue measure satisfies |3Q| = 3n|Q|. It is this property that allows
one to obtain the Lp boundedness of the Hardy-Littlewood maximal operator. General
measures that satisfy this are called doubling measures.
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Definition 1.2.2. We say a measure µ is doubling if there exists a positive constant C
such that
µ(3Q)≤Cµ(Q) (1.4)
for all cubes Q. The smallest constant C that satisfies (1.4) will be called the doubling
constant of µ and denoted Dµ .
The maximal operator Mµ is always bounded on L∞(µ) and if the measure µ is
doubling then Mµ is also weak (1,1). Using Theorem 1.1.3 one has the following result.
A proof for the case of the Hardy-Littlewood maximal operator can be found in [18] or
[10].
Theorem 1.2.3. Suppose µ is a doubling measure with doubling constant Dµ ,
Mµ : L1(µ)→ L1,∞(µ) and Mµ : Lp(µ)→ Lp(µ)
for 1 < p≤ ∞. Furthermore, we have the following relationship between the operator
norm of Mµ and the doubling constant Dµ ,
‖Mµ‖L1(µ)→L1,∞(µ) ≤ cDµ and ‖Mµ‖Lp(µ)→Lp(µ) ≤ cD
1/p
µ .
The proof of Theorem 1.2.3 is based on the following covering lemma due to Vitali.
A proof Lemma 1.2.4 in the case of balls instead of cubes can be found in [46]. One can
see this is where the doubling condition (1.4) come into play.
Lemma 1.2.4. Let {Q1, . . . ,Qn} be a finite collection of cubes in Rn. Then there exists
a subset S⊆ {1, . . . ,n} such that
• the collection {Qi}i∈S is pairwise disjoint,
•
⋃n




We now discuss some variants of the Hardy-Littlewood maximal function. First, the
dyadic version of M,






| f | dµ,
where the supremum is over all dyadic cubes that contain x. Using the fact that any two
dyadic cubes are either disjoint or one is contained in the other we may write









| f | dµ > λ .
It follows that









Thus Mdµ is weak (1,1) with constant one and it follows that for 1 < p ≤ ∞, Mµ :
Lp(µ)→ Lp(µ) with norm that depends only on p. We also examine the centered
maximal function,






| f | dµ
where the supremum is over all cubes centered at x. Notice that when µ is Lebesgue
measure Mc ≈M. We state another covering lemma due to Besicovitch.
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Lemma 1.2.5. Suppose E is a bounded subset of Rn, for each x ∈ E, Qx is a cube
centered at x, and E ⊆
⋃













| f | dµ.
Hence Mcµ : L
p(µ)→ Lp(µ) for 1 < p≤ ∞ with operator norm depending only on the
dimension n, and p and not µ .
We examine one more variant of the maximal operators. This time a family of
maximal functions,






| f | dµ, 0≤ α < n.
Given 0 < α < n we refer to Mµ,α as the fractional maximal operator. The case α = 0





| f | dµ ≤
(∫
Q
| f |n/α dµ
)α/n
,
which implies Mα,µ : Ln/α(µ)→ L∞(µ). If µ is doubling, then a similar argument to
that given in the proof of Theorem 1.2.3 shows that Mα,µ is weak (1,(n/α)′). Thus,
Theorem 1.1.3 implies
Mα,µ : Lp(µ)→ Lq(µ)










If Mdα,µ denotes the dyadic fractional maximal operator and M
c
α,µ denotes the centered





with operator norms independent of µ and p < q satisfing (1.5).
1.2.2 Fractional integral operators
We now introduce fractional integral operators. These are important operators in analysis
pertaining to the smoothness of functions and Sobolev embedding theorems. More
information can be found in the books by Grafakos [18] and Stein [51]. In order to
define these operators we need to define some function spaces and distribution spaces.
Let S = S (Rn) be the space of Schwartz rapidly decreasing functions and its dual
space S ′ = S ′(Rn) the space of all tempered distributions.
Definition 1.2.6. Let f ∈S and define the Fourier transform of f by




and inverse Fourier transform
F−1 f (x) = f̌ (x) =
∫
Rn
f̂ (ξ )e2πiξ ·xdξ .
If f ∈S then we have the inversion property f = ( f̂ ) .̌ Given a tempered distribution
u ∈S ′ we may define the Fourier transform and inverse Fourier transform by 〈û, f 〉=
〈u, f̂ 〉 and 〈ǔ, f 〉= 〈u, f̌ 〉 respectively.
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Definition 1.2.7. Let 0 < α < n, we define the fractional integral operator or Riesz
potential by






We notice that the function | · |α−n is locally integrable for 0 < α < n, so Iα is well
defined by an absolutely convergent integral if, say, f ∈S . We may also define Iα on
the Fourier transform side by
(Iα f )ˆ(ξ ) = cn|ξ |−α f̂ (ξ )
where cn is an appropriate dimensional constant. In this sense Iα acts as the α-th order
anti-derivative. The operator, Iα is also intimately related to Mα . First, it is a pointwise
bigger operator, i.e.,
Mα f ≤ cIα f
almost everywhere for all non-negative f . As we shall see later, the reverse inequality
also holds in Lp norm. Furthermore, Iα has the same boundedness properties as Mα . We
state the following theorem, a proof can be found in [18].
Theorem 1.2.8. Suppose 0 < α < n, and 1≤ p < q < ∞ satisfy (1.5). Then
Iα : L1→ Lq,∞
and
Iα : Lp→ Lq
when p > 1.
One of the most important applications of the boundedness of Iα is the Sobolev
Embedding Theorem. For 1 < p < ∞ define the Sobolev space W s,p, to be the space of
23




is in Lp. We may norm this space by
‖ f‖W s,p = ‖((1+ | · |2)
s
2 f̂ ) ˇ‖Lp ,
and this norm makes W s,p into a Banach space, see [18], or [51] for details. A non-trivial
fact, at least when p 6= 2, is that if s = k for some non-negative integer k, then
‖ f‖W k,p ≈ ∑
|s|≤k
‖∂ s f‖Lp ≈ ‖ f‖Lp + ∑
|s|=k
‖∂ s f‖Lp
with the convention that ∂ (0,...,0) f = f . In this case W k,p corresponds to the space of
functions whose derivatives up to order k are in Lp. A proof of this can be found in [18].
We now state the Sobolev embedding Theorem. A proof, which depends heavily on the
boundedness of Iα (Theorem 1.2.7) can be found also in [18].
Theorem 1.2.9. 1. Let 0 < α < n and 1 < p < n/α . Then the Sobolev space W α,p
continuously embeds in Lq where q satisfies (1.5).
2. If 1 < p < ∞ and 0 < α = n/p, then W α,p continuously embeds in Lq for any
q > p.
3. If 1 < p < ∞ and n/p < α , then every element of W α,p can be modified on a set
of measure zero so that it is uniformly continuous.
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1.2.3 Calderón-Zygmund operators
In this section we examine an important class of operators in analysis, Calderón-
Zygmund operators. We say that a function K defined away from the diagonal of
Rn×Rn is standard kernel if it satisfies the size condition
|K(x,y)| ≤C|x− y|−n (1.6)
and regularity conditions




for some 0 < δ ≤ 1, whenever |x− y| ≥ 2|h|.
Definition 1.2.10. An operator T is a Calderón-Zygmund operator if T is bounded on
Lq for some 1 < q < ∞ and is associated with a standard kernel K, in the sense that
T f (x) =
∫
Rn
K(x,y) f (y) dy,
whenever f ∈ Lq has compact support and x is not in the support of f .
Some of the main examples of Calderón-Zygmund operators are ones that are given
as convolution, K(x,y) = k(x− y), where k is locally integrable away from zero and
satisfies the corresponding estimates (1.6) and (1.7).
Example 1.2.11. Let f ∈S (R), and define the Hilbert transform as

















The higher dimensional versions of H are the Riesz transforms given by
R j f (x) = cn p.v.
∫ x j− y j
|x− y|n+1
f (y) dy (1.9)
for 1≤ j ≤ n and f ∈S (Rn).
Notice that
(H f )ˆ(ξ ) =−isgn(ξ ) f̂ (ξ ) (1.10)
and if cn is chosen correctly
(R j f )ˆ(ξ ) =−i
ξ j
|ξ |
f̂ (ξ ). (1.11)
It follows from the Plancherel theorem that
H : L2(R)→ L2(R)
and
R j : L2(Rn)→ L2(Rn)
for 1 ≤ j ≤ n. It can be easily checked that the kernels of the Riesz and Hilbert
transform satisfy (1.6) and (1.7), and hence they are Calderón-Zygmund operators. As
the following theorem states, these operators are also bounded on all Lp spaces for
1 < p < ∞. A proof can be found in [18] and [10].
Theorem 1.2.12. Suppose that T is a Calderón-Zygmund operator then
T : L1→ L1,∞
26
and
T : Lp→ Lp
for 1 < p < ∞.
1.3 Weights
Muckenhoupt [37] introduced the Ap class of weights and used it to characterize the
boundedness of the Hardy-Littlewood maximal operator, on Lp(w). In this section we
introduce the Muckenhoupt or Ap weights and present some of the fundamental results
concerning weighted inequalities for the operators introduced in the previous sections.
A comprehensive guide to much of the material presented in this section can be found in
the books by Duoandikoetxea [10] or Grafakos [19] .



















where the supremum is over all cubes, Q. We refer to [w]Ap as the Ap constant of w. For





w(y) dy≤C essinf Qw,
where the smallest constant C will be denoted [w]A1 . This is equivalent to saying
Mw(x)≤ [w]A1w(x)
for almost every x ∈ Rn. We notice a few properties about the class Ap:
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• 1≤ [w]Ap , by Hölder’s inequality .
• Ap ⊂ Aq, for 1≤ p < q.
• w ∈ Ap if and only if w1−p
′ ∈ Ap′ , with [w]Ap = [w1−p
′
]1/(p−1)Ap′ .
• If u,v ∈ A1, then uv1−p ∈ Ap.
• If w ∈ Ap then w is a doubling measure with Dµ ≤ [w]Ap .
Example 1.3.1. The function w(x) = |x|a is in Ap if and only if −n < a < n(p− 1).
Also, w(x) = log |x| for |x|< 1/e and 1 otherwise is in A1.














We will say say that w ∈ A∞ if inequality (1.13) holds. However, one may also define





which we will usually use as the definition of A∞. The fact that these two definitions are
equivalent can be found in [16].
The fundament result concerning Ap weights is due to Muckenhoupt [37].
Theorem 1.3.2. Let 1 < p < ∞. Then
M : Lp(w)→ Lp(w)
if and only if w ∈ Ap.
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For 1≤ p < ∞, it is not difficult to show that w∈Ap if and only M : Lp(w)→ Lp,∞(w).






From here it follows that if w ∈ Ap then w ∈ Aq for some q < p, hence M : Lq(w)→
Lq,∞(w). Since M : L∞(w)→ L∞(w), we obtain Theorem 1.3.2. The equality in (1.14)
follows from what is known as Reverse Hölder condition.
Theorem 1.3.3. Let w ∈ Ap, 1 ≤ p < ∞. The there exists a constant C and r > 1,













When a weight w satisfies (1.15) we say w belongs to the class RHr and write
w ∈ RHr. We give a short proof of Theorem 1.3.2 by Lerner [31] that avoids Theorem
1.3.3 and yields sharp constants. We give this proof because some of these techniques
will be used later.
Proof of Theorem 1.3.2. Let 1 < p < ∞ and w ∈ Ap with σ = w1−p
′
. Notice the Ap






We also notice that M ≈Mc, the centered Hardy-Littlewood maximal function. So it
suffices to prove it for the centered maximal operator. Let x ∈ Rn and Q be any cube
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Taking the supremum over all Q centered at x we have the following pointwise inequality,








From the comments after Lemma 1.2.5 we have that Mcw : L
p′(w)→ Lp′(w) and Mcσ :
Lp(σ)→ Lp(σ) with operators norms independent of w and σ respectively. Thus we
have
‖M f‖Lp(w) ≤ C‖Mc f‖Lp(w)
≤ C[w]1/(p−1)Ap ‖M
c


































This completes the proof of the Theorem.
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Notice that from Lerner’s proof of Theorem 1.3.2 we have the following relationship




We shall see later that (1.16) is sharp.
For Calderón-Zygmund operators the Ap class of weights is also the natural class of
weights. Hunt, Muckenhoupt, and Wheeden [26] showed that Ap also characterizes the
class of weights for which the Hilbert transform is bounded on Lp(w). Then Coifman
and Fefferman [7] extend the Ap theory to general Calderón-Zygmund operators.
For fractional operators which map off-diagonally, weighted inequalities are simpli-
fied by treating the weight as a multiplier rather than a measure. More specifically, the
weighted inequalities we will be concerned with are
(∫
Rn





( f w)p dx
)1/p
where p and q satisfy (1.5) and Tα is either the fractional integral operator Iα or fractional




















This class is defined for any 1 < p≤ q < ∞, which is the case when p and q satisfy (1.5).
For p = 1, A1,q is the class of weights w such that wq ∈ A1 and [w]A1,q = [wq]A1 .
We make a few observations:
• 1≤ [w]Ap,q since p≤ q, by Hölder’s inequality .
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• w ∈ Ap,q if and only if wq ∈ A1+q/p′ with [w]Ap,q = [wq]A1+q/p′ ,




• w ∈ Ap,q if and only if w ∈ A1+1/p′ ∩RHq.
We provide a quick proof of the last point as it does not seem to be in the literature.






















































































































































≤ C[w]A1+1/p′ < ∞.
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Muckenhoupt and Wheeden [38] characterized the weighted inequalities for the
operators Iα and Mα in the following theorems below.
Theorem 1.3.4. Suppose 0 < α < n, then
Iα : L1(w)→ Ln/(n−α),∞(wn/(n−α))
if and only if w ∈ A1,n/(n−α). If 1 < p < n/α and q is defined by 1/q = 1/p−α/n then
Iα : Lp(wp)→ Lq(wq)
if and only if w ∈ Ap,q.
Theorem 1.3.5. Suppose 0≤ α < n, then
Mα : L1(w)→ Ln/(n−α),∞(wn/(n−α))
if and only if w ∈ A1,n/(n−α). If 1 < p < n/α and q is defined by 1/q = 1/p−α/n then
Mα : Lp(wp)→ Lq(wq)
if and only if w ∈ Ap,q.
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Chapter 2
Sharp weighted bounds for fractional operators
In this chapter we find sharp weighted bounds for the operators Mα and Iα . We use
techniques similar to those developed in [31] for Mα . These techniques, in turn lead to a
more general theory which will be presented in the next chapter.
Our main motivation for finding the sharp bound on the operator norm of Iα is the
following result of Petermichl [42], [43]. If T is either the Hilbert transform (1.8), or the




The problem of finding sharp bounds on the weighted operator norm of singular integral
operators is also of interest because of applications to partial differential equations.
More specifically it has applications to the regularity Beltrami equations in the plane see
Astala, Iwaniec, and Saksman [1] and Petermichl and Volberg [44].
For Iα different techniques are used to find sharp bounds for operator norms. We use
a dyadic decomposition to view the operator as a discrete operator. This decomposition
lets us obtain a sharp bound for a fixed p0 and q0. We then use a sharp off-diagonal
extrapolation theorem to obtain our results. We also present a weak extrapolation
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theorem and as an application we obtain sharp weak inequalities for Iα . This leads to an
improved Sobolev estimate. Finally, we provide some examples to show that the bounds
are indeed sharp.
For the most part, the content of this chapter overlaps with of the work [30], as
originally started jointly with Pérez and Torres (see also Chapter 6). We include all of
the Theorems and proofs with some of them similar to what appears in [30]. Our aim,
however, is to provide a more comprehensive account of the work. We have included
more detail and expanded in many places. Moreover, we have included different
approaches or proofs when possible.
2.1 Sharp bounds for the fractional maximal operator
Theorem 2.1.1. Suppose 0≤ α < n, 1 < p < n/α and q is defined by the relationship
1/q = 1/p−α/n. If w ∈ Ap,q, then





Ap,q ‖w f‖Lp (2.1)




n ) is sharp.
Proof. First notice that Mα ≈Mcα where Mcα is the centered version. Let x∈Rn, Q a cube
centered at x, u = wq, σ = w−p
′
and r = 1+q/p′. Noticing that p′/q(1−α/n) = r′/q,
































Taking the supremum over all cubes centered at x we have the pointwise estimate








Using the fact that Mu : Lr
′
(u)→ Lr′(u) and Mσ : Lp(σ)→ Lq(σ) with operator norms
independent of u and σ respectively, we get












Ap,q ‖ f w‖Lp,
which is the desired estimate.
We show that the bound (2.1) is sharp in Section 2.4.
2.2 Extrapolation
The celebrated extrapolation theorem of Rubio de Francia [45] is one of the most im-
portant theorems in the modern harmonic analysis. It allows one to obtain boundedness
of an operator on a wide class of function spaces from a starting point. To obtain sharp
bounds for singular integral operators on Lp(w) (Petermichl [42], [43]) one only needs
to obtain the bound for p = 2. The general case p 6= 2 then follows by the sharp version
of the Rubio de Francia extrapolation theorem given by Dragic̆ević, Grafakos, Pereyra,
and Petermichl [9]. In this section we present an off-diagonal extrapolation theorem
with sharp constants. The original off-diagonal extrapolation is due to Harboure, Macias,
and Segovia [24]. We begin with a lemma about Lp space for 0 < p < 1.
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Lemma 2.2.1. Let f ≥ 0, g > 0 be measurable functions, 0 < s < 1 and s′ = s/(s−1),
then ∫
X
f g dµ ≥ ‖ f‖Ls(µ)‖g‖Ls′(µ).
As a consequence,




where the infimum is over all g with ‖g‖Ls′ = 1, and the infimum is attained.






















Equality is attained by taking g = f s−1/‖ f‖s−1Ls(µ).
The following result is due to Harboure, Macı́as, and Segovia [24], we repeat the
proof to show the dependence on the constants.
Theorem 2.2.2. Suppose that T is an operator defined on an appropriate class of func-





p(wp). Suppose further that p0 and q0 are exponents
with 1≤ p0 ≤ q0 < ∞, and




for all w ∈ Ap0,q0 and some γ > 0. Then,


















and all w ∈ Ap,q.
To prove Theorem 2.2.2 we need the following lemma whose proof can be found in
[9].
Lemma 2.2.3. Suppose that r > r0, v∈Ar, and g is a non-negative function in L(r/r0)
′
(v).
Then, there exists a function G such that
1. G≥ g,
2. ‖G‖L(r/r0)′(v) ≤ 2‖g‖L(r/r0)′(v),
3. Gv ∈ Ar0 with [Gv]Ar0 ≤ c [v]Ar .




















for some non-negative g ∈ L(q/q0)′(wq) with ‖g‖L(q/q0)′(wq) = 1. Now, let r = 1 + q/p
′











we have q/q0 = r/r0. Hence by Lemma 2.2.3 and using that wq ∈ Ar, there exists G
with G ≥ g, ‖G‖L(r/r0)′(wq) ≤ 2, Gw
q ∈ Ar0 , and [Gwq]Ar0 ≤ c [w
q]Ar = c [w]Ap,q . Also,
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Let h = g−p
′


































′ ∈ Ar, so by Lemma 2.2.3 we obtain a function H such that H ≥ h,
‖H‖L(r/r0)′(w−p′) ≤ 2, and Hw
−p′ ∈ Ar0 with [Hw−p
′
]Ar0 ≤ c [w
































































































































































From here we have


























This proves the theorem.
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Using an idea of Grafakos and Martell [20] we may extend our extrapolation theorem
to the weak case.
Corollary 2.2.4. Suppose that for some 1≤ p0 ≤ q0 < ∞, an operator T satisfies the
weak-type (p0,q0) inequality




for every w∈Ap0,q0 and some γ > 0. Then T also satisfies the weak-type (p,q) inequality,
















and all w ∈ Ap,q.
Proof. Note that Theorem 2.2.2 does not require T to be linear. We can simply apply
the result to the operator Tλ f = λ χ{|T f |>λ}. Fix λ > 0, then





with constant independent of λ . Hence by Theorem 2.2.2 if w∈ Ap,q, Tλ maps Lq(wq)→
Lp(wp) for all 1/p−1/q = 1/p0−1/q0 and with bound





Ap,q ‖ f w‖Lp.
with c independent of λ . Hence,
‖T f‖Lq,∞(wq) = sup
λ>0





Ap,q ‖ f w‖Lp.
2.3 Sharp bounds for fractional integral operators
We now present our main result of this chapter, the sharp bounds for the operator norm
of Iα . We need the following “packing condition” lemma see [49].
Lemma 2.3.1. Suppose ε > 0, c > 0 and f is a locally integrable function. Let Q0 be









































































Theorem 2.3.2. Let 1 < p < n/α and q be defined by the equation 1/q = 1/p−α/n,
and let w ∈ Ap,q. Then,
‖wIα f‖Lq(Rn) ≤ c [w]
η(p′/q)
Ap,q ‖w f‖Lp(Rn), (2.3)
where η(x) = min{max(1−α/n,x),max(1,(1−α/n)x)}. The relationship ‖Iα‖ ≤
c [w]η(p
′/q)
Ap,q is sharp for p
′/q in the range (0,1−α/n]∪ [n/(n−α),∞) (see Figure 2.1).
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Figure 2.1: The graph of the function η .
Proof. We use Theorem 2.2.2 with base exponents q0/p′0 = 1−α/n. This along with








We will show the linear estimate
‖wIα f‖Lq0 ≤ c [w]Ap0,q0‖w f‖Lp0 . (2.4)
Notice that (2.4) is equivalent to
‖Iα( f σ)‖Lq0(u) ≤ c [w]Ap0,q0‖ f‖Lp0(σ), (2.5)
where u = wq0 and σ = w−p
′
















for all f and g non-negative bounded functions with compact support.
We first discretize the operator Iα as follows. Given a non-negative function f ,


























where the last inequality holds because if x ∈ Q, then B(x, `(Q))⊆ 3Q.
One immediately gets then
∫
Rn










We may pass the sum to smaller set of dyadic cubes that are better suited for our
calculations. We combine ideas from the work of Sawyer and Wheeden in [49], together
with some techniques from Pérez [40].
Fix a > 2n. Since g is bounded with compact support, for each k ∈ Z, one can
construct a collection {Qk, j} j of pairwise disjoint maximal dyadic cubes (maximal with














For a fixed k the family {Qk, j} j is disjoint in j. If we define for each k the collection





then each dyadic cube Q belongs to only one C k or gu vanishes on it. Moreover, each

















































so we can estimate
∫
Rn









































gu dx |Qk, j|,
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(2.7)
where we have set up things to use, in a moment, certain centered maximal functions.
Before we do so, we need one last property about the Calderón-Zygmund cubes Qk, j.
We need to pass to a disjoint collection of sets Ek, j each of which retains a substantial
portion of the mass of the corresponding cube Qk, j.
Define the sets
Ek, j = Qk, j∩{x ∈ Rn : ak < Md(gu)≤ ak+1},
where Md is the dyadic maximal function. The family {Ek, j}k, j is pairwise disjoint for
all j and k. Moreover, set
Ωk = {x : Md(gu)(x) > ak}
so Ωk =
⋃















































Recalling now that 1 = u
n






q0 , we can use Hölder’s inequality to write


















With (2.8) we go back to the string of inequalities to estimate
∫
Iα( f σ)gudx. Using the

































































We have also used the boundedness of Mcu and M
c
α,σ with operator norms independent
of the corresponding measure. We obtain then the desired linear estimate
‖wIα f‖Lq0 ≤ c [w]Ap0,q0‖w f‖Lp0 . (2.9)
From this estimate we can extrapolate (Theorem 2.2.2) to get,
‖wIα f‖Lq ≤ c [w]max{1,(1−α/n)p
′/q}
Ap,q ‖w f‖Lp (2.10)
for all 1 < p < q < ∞ with 1/p− 1/q = α/n. This proves one of the estimates in
Theorem 2.3.2.
The estimate (2.10) is equivalent to saying that the linear operator
T ( f ) = wIα( f w−1)
is bounded T : Lp(Rn)→ Lq(Rn) with bound [w]max{1,(1−α/n)p
′/q}
Ap,q . By duality, the
transpose operator given by
T t( f ) = w−1Iα( f w)
is bounded T t : Lq
′
(Rn)→ Lp′(Rn). Furthermore the bound is the same as above, namely
less than [w]max{1,(1−α/n)p
′/q}
Ap,q . Hence we have




Since 1/p−1/q = 1/q′−1/p′ = α/n we can replace this by















The sharpness of the bounds obtained for p′/q ∈ (0,1−α/n]∪ [n/(n−α),∞) will be
shown with an example in Section 2.4.
Remark 2.3.3. One may also take a different approach by examining the dyadic frac-
tional operator defined in [49] by








Notice that for a given f ≥ 0 if we let {aQ(x)}Q∈D be the function from Rn to the space








Idα f (x) = ‖aQ(x)‖`1(D)
and
Mdα f (x) = ‖aQ(x)‖`∞(D),
where `1(D) and `∞(D) are the spaces of absolutely summable sequences index by D
and bounded sequences indexed by D respectively. Minor modifications to the proof
(using the boundedness of Mdα,σ and M
d





‖Idα‖Lp0(wp0)→Lq0(wq0) ≤ c[w]Ap0,q0 .
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From here one could use the shifting lemma in [49] similar to Lemma 3.2.6 below to
conclude
‖Iα‖Lp0(wp0)→Lq0(wq0) ≤ c[w]Ap0,q0 .
Continuing from here one obtains the results of the Theorem 2.3.






To prove (2.13) using extrapolation (Theorem 2.2.2) one would need to consider the




holds. We do not know if this approach can be modified to work. See again Chapter 6.
We also have the following theorem for the sharp bound on the weak operator norm
of the fractional integral operator.
Theorem 2.3.5. Let 0 < α < n, 1/q0 = 1−α/n, and w be a weight with u = wq0
‖Iα f‖Lq0,∞(u) ≤C‖ f‖L1((Mu)1−αn ). (2.14)
Remark 2.3.6. Estimate (2.14) is a fractional version of the Muckenhoupt-Wheeden
conjecture. The Muckenhoupt-Wheeden conjecture states that given a weight and a
Calderón-Zygmund operator T ,
‖T f‖L1,∞(w) ≤C‖ f‖L1(Mw). (2.15)
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This remains a difficult open problem in the theory of weights.
Another version of the Muckenhoupt-Wheeden conjecture for Iα is the following
estimate
‖Iα f‖L1,∞(w) ≤ c‖ f‖L1(Mα w).
However, in general this estimate is false, see Carro, Pérez, F. Soria, and J. Soria [5] for
a counter example. Since w ∈ A1,q implies u = wq ∈ A1 we have
M(wq)1/q = M(u)1/q ≤ [u]1/qA1 u
1/q = [w]1/qA1,qw.
Combining this with (2.14) we have




where q0 = n/(n−α). From here we may apply Theorem 2.2.4 to obtain the following
Theorem.
Theorem 2.3.7. Suppose that 1≤ p < n/α and that q satisfies 1/q = 1/p−α/n. Then
‖Iα f‖Lq,∞(wq) ≤ c [w]
1−αn
Ap,q ‖w f‖Lp(Rn) (2.16)
and the exponent 1− αn is sharp.
Remark 2.3.8. Theorem 2.3.7 is the fractional version of the “linear growth” conjecture
for Calderón-Zygmund operators:
‖T f‖Lp,∞(w) ≤ [w]Ap‖ f‖Lp(w).
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This conjecture was formulated by Lerner, Ombrosi, and Pérez in [32] and is another
unsolved problem in the theory of weights.
Proof of Theorem 2.3.5. In order to prove (2.14), we note that ‖ · ‖Lq0,∞(u) is equivalent
to a norm since q0 > 1. Hence, we may use Minkowski’s integral inequality as follows
‖Iα f‖Lq0,∞(u) ≤ cq
∫
Rn
| f (y)|‖| ·−y|α−n‖Lq0,∞(u) dy. (2.17)
We can finally calculate the inner norm by
‖| ·−y|α−n‖Lq0,∞(wq) = sup
λ>0





u({x : |x− y|< t}))1/q0
= cMu(y)1/q0.
Once again, the sharpness of the exponent 1−α/n will be shown with an example in
Section 2.4.
2.4 Examples
As mentioned in the introduction, power functions such as |x|a with −n < a < n(p−1)
are important examples of Ap weights. It is with these examples that we will show
Theorems 2.3.2, 2.3.7, and 2.1.1 are sharp. This technique was first used by Buckley [4],
to show (1.16) is sharp. We state one lemma that will be used through out this section.
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Lemma 2.4.1. Suppose 0 < δ < 1, and wδ (x) = |x|(n−δ )(p−1), then wδ ∈ Ap with
[wδ ]Ap ≈ cδ
1−p. (2.18)
Proof. Let Q be a cube and let Q0 denote its translate to the origin, i.e. `(Q0) = `(Q)
and Q0 is centered at the origin. Then either 2Q0∩Q = ∅ or 2Q0∩Q 6= ∅. Call these
two cases, Case 1 and Case 2 respectively.
Case 1: In this case we have `(Q) ≤ |x| for all x ∈ Q. If we let x0 be the center of Q,
and x be any point in Q then
|x0|− |x| ≤ |x0− x| ≤ `(Q),
so |x| ≥ |x0|/2. Furthermore,
|x| ≤ |x− x0|+ |x0| ≤ `(Q)+ |x0| ≤ 2|x0|.
Combining these things we have
|x0|
2
≤ |x| ≤ 2|x0|
















≤ c|x0|(n−δ )(p−1)|x0|−(n−δ )(p−1)
≤ cδ 1−p,
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since 1 < δ 1−p.































































[wδ ]Ap ≤ cδ
1−p.





















































2.4.1 Sharpness of the strong bounds









Let wδ (x) = |x|(n−δ )/p
′
by 2.4.1 we have wδ ∈ Ap,q, with





Then, if fδ (x) = |x|δ−nχB, where B is the unit ball in Rn, we have
‖wδ fδ‖Lp ≈ δ−1/p.





























Ap,q ‖wδ fδ‖Lp ≈ δ
−(1−αn )δ−1/p = δ−1−1/q,
(2.19)
showing Theorem 2.1.1 is sharp.
Next we now show that the exponent in Theorem 2.3.2 is sharp for p′/q ∈ (0,1−
α/n]∪ [n/(n−α),∞). On could show this by simply observing Mα ≤ cIα . Since the
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and is sharp for all p and q satisfying 1/p−1/q = α/n. Thus it must be sharp for Iα in
the range [n/(n−α),∞), for in this range we have the same bound for ‖Iα‖ as ‖Mα‖.
For the sharpness when p′/q ∈ (0,1−α/n] a duality argument is needed (see below).
However, we will show it by a direct example. Assume first that p′/q ∈ [n/(n−α),∞).












































Ap,q ‖wδ fδ‖Lp ≈ δ
−(1−αn )δ−1/p = δ−1−1/q.
For the case when p′/q∈ (0,1−α/n] we use the fact that Iα is self adjoint. Let w∈ Ap,q
and suppose we had better estimate, say
‖Iα‖Lp(up)→Lq(uq) ≤ cϕ([u]Ap,q),
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−1]Ap,q . Now since p
′/q ∈ (0,1−α/n] we have r′/s ∈ [n/(n−α),∞)
and
‖Iα‖Lr(wr)→Ls(ws) = ‖I∗α‖Lr(wr)→Ls(ws) = ‖Iα‖Lp(w−p)→Lp(w−q)
≤ Cϕ([w−1]Ap,q) = Cϕ([w]
s/r′
Ar,s ).
This gives a better growth estimate than we saw possible for exponents in this range.
Thus we have established sharpness for the range p′/q ∈ (0,1−α/n]∪ [n/(n−α),∞).
2.4.2 Sharpness of the weak bounds
Finally, we show that the exponent 1−α/n in the estimate
‖Iα f‖Lq,∞(wq) ≤ c [w]
1−α/n
Ap,q ‖ f w‖Lp (2.20)
from Theorem 2.3.7 is sharp for p ≥ 1. Notice that if we take a weight u ∈ A1, then
u1/q ∈ Ap,q with
[u1/q]Ap,q ≤ [u]A1.
By (2.20) we have the following estimate in terms of the A1 constant of u




Since pq = 1−
pα
n , inequality (2.21) is equivalent to
‖Iα(u
α





Thus, a better bound in (2.20) would imply a better bound in (2.22). We now proceed to
show that (2.22) is sharp, thus proving the sharpness for Theorem 2.3.7. Let 0 < xδ < 1
be a parameter whose value will be chosen soon. We have



























































if we choose xδ = (12)
n/αδ . It follows that for 0 < δ < 1,




















n , we have that (2.22) is sharp, thus showing Theorem 2.3.7 is
sharp.
2.5 Sobolev inequalities
In this section we use the weak bound from Theorem 2.3.7, to obtain a strong bound
when a gradient operator is involved. Notice that if f is sufficiently smooth, one has the
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estimate
| f (x)| ≤CI1(|∇ f |)(x) (2.24)
where ∇ is the gradient operator. Combining Theorem 2.3.2 with (2.24) one obtains the
bound
‖w f‖Lq ≤ [w]min{max(1/n
′,p′/q),max(1,p′/(qn′))}
Ap,q ‖w|∇ f |‖Lp
where 1/p−1/q = 1/n. Even if one had the conjectured bound 2.13 and combined it
with (2.24), we would have
‖w f‖Lq ≤ [w]1/n
′max{1,p′/q}
Ap,q ‖w|∇ f |‖Lp.
However, we may exploit some of the properties of the gradient operator using ideas of
Long and Nie [34] (see also Hajlasz [23]) to obtain a better estimate.
Theorem 2.5.1. Let p ≥ 1 and let w ∈ Ap,q with q satisfying 1/p− 1/q = 1/n. Then,
for any Lipschitz function f with compact support,
‖w f‖Lq ≤ [w]1/n
′
Ap,q‖w|∇ f |‖Lp.
Proof. Since | f (x)| ≤ cI1(|∇ f |)(x) we can use Theorem 2.3.7 to obtain
‖ f‖Lq,∞(wq) ≤ c[w]
1/n′
Ap,q‖∇ f w‖Lp. (2.25)
From this weak-type estimate we can pass to a strong one with the procedure that follows.
We use the so-called truncation method from [34].
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Given a non-negative function g and λ > 0 we define its truncation about λ , τλ g, to
be
τλ g(x) = min{g,2λ}−min{g,λ}=

0 g(x)≤ λ
g(x)−λ λ < g(x)≤ 2λ
λ g(x) > 2λ
.
Notice that since f is a Lipschitz function, so is | f |, with |∇| f || ≤ |∇ f | a.e. Similarly,
truncations of Lipschitz functions are again also Lipschitz functions. Define
Ωk = {x : 2k < | f (x)| ≤ 2k+1}
and let u = wq. Then,
(∫
Rn























Let τk = τ2k , if x ∈Ωk+1, | f (x)|> 2k+1. Thus, τk| f (x)|= 2k > 2k−1 and hence
Ωk+1 ⊆ {x : τk| f (x)|> 2k−1}.
Notice that
∇τk(| f |) =

0 | f | ≥ 2k
∇| f | 2k < | f | ≤ 2k+1
0 | f |> 2k+1
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showing
|∇τk| f ||= |∇| f ||χΩk ≤ |∇ f |χΩk , a.e.






















(|∇ f (x)|w(x))p dx
)1/p
,
since p < q and the sets Ωk are disjoint. This finishes the proof of the theorem.
63
Chapter 3
Weighted inequalities for general maximal operators
In this chapter we examine maximal operators with respect to a general basis. A
collection of open sets in Rn will be denoted by B and referred to as a basis. Jawerth
[27] considered a maximal function with respect to a basis B and characterized its
boundedness on weighted Lebesgue spaces. As a corollary to Jawerth’s results one
obtains Theorem 1.3.2. The boundedness of the a maximal operator with respect to a
basis B depends on the geometry of B.
We have already encountered two bases: Q the base of all cubes in Rn and D the set
of all dyadic cubes in Rn. The way we have defined cubes in Rn does not make them
open subsets. However since the boundary of any cube, ∂Q, has Lebesgue measure zero,
and hence µ(∂Q) = 0 for any absolutely continuous measure µ , our calculations will be
justified. We will not comment on this minor technicality any further.
We defined a fractional version of the general basis maximal function and character-
ize the one-weight and two-weight inequalities for it. We also introduce a new testing
condition for the general basis fractional maximal function. Our techniques lead to sharp
bounds on the operator norm when the basis is Q.
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3.1 Maximal operators with respect to a general basis
Given a basis B we say that w is a weight with respect to B if w is a non-negative
function that satisfies w(B) < ∞ for all B ∈B. For the rest of this chapter we will refer
to such a function w as simply a weight.
Definition 3.1.1. Let B be a basis for Rn, w be a weight, and 0≤ α < n. We define the
weighted fractional maximal operator with respect to B as






| f | w dy,
if x ∈
⋃
B∈B B and 0 otherwise. If w = 1 we drop the subscript w and write MBα and if
α = 0 we simply write MBw .
We give some examples of bases in Rn and the associated maximal operators (with
α = 0 and w = 1).
• Let Q be the basis of cubes, in this case MQ = M the Hardy-Littlewood maximal
operator.
• Let D be the basis of dyadic cubes, in this case we write MD = Md the dyadic
version of the Hardy-Littlewood maximal operator.
• Let B0 be the basis of all balls, then MB0 is a comparable operator to M and is
also referred to as the Hardy-Littlewood maximal operator.
• Let R0 be the collection of all rectangles with sides parallel to the coordinate axes.
Then MR0 = Ms, the “strong” maximal operator.
• Let N > 1, and let RN be the set of all rectangles in Rn with n−1 sides of length
h and one side of length Nh, for h > 0. Then MRN = KN the Kakeya maximal
function.
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• Let R be the collection of all rectangles with arbitrary orientation (not necessarily
with sides parallel to the axes), then MR is a larger maximal operator than Ms.
As mentioned above the boundedness of the maximal operators above depends
greatly on the geometry of the basis B. For instance, the operators MQ, MD , and MB0
all map L1 into L1,∞ and Lp → Lp for 1 < p ≤ ∞. The operator MR0 is bounded on
Lp for 1 < p ≤ ∞ but is not weak (1,1). The operator MR is neither bounded on Lp
nor weak (1,1). Finally, the operator MRN = KN is weak (1,1) and bounded on Lp for
1 < p≤ ∞. This operator, the Kakeya maximal operator KN , is closely related to the
Kakeya “needle problem”, which arises in determining the minimum area of a set K in
the plane that contains unit line segments in all possible directions. Much more about
such maximal functions can be found in Stein [52, Chap. 10].
3.2 One-weight inequalities




































Theorem 3.2.2. Suppose 0 ≤ α < n, 1 < p < n/α , q is the number defined by 1/q =































Furthermore, we have the following operator norm inequalities,






























Remark 3.2.3. Note that when α = 0, and hence q = p, many of the conditions in
Theorem 3.2.2 collapse. In such a case we have the following equivalent condi-
tions (3.1)=(3.3), (3.2)=(3.4), (3.5)=(3.7), and (3.6)=(3.8). However, this is just the
re-normalized (w 7→ wp) version of Jawerth’s Theorem and hence we exclude this case
from the proof of Theorem 3.2.2.
Remark 3.2.4. Since
w ∈ ABp,q ⇐⇒ wq ∈ AB1+q/p′,
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if we apply Jawerth’s Theorem with exponent r = 1+q/p′ (notice 1 < r < ∞) we have
the following equivalence
(3.3), (3.4) ⇐⇒ (3.8), (3.7),and, w ∈ ABp,q.
Here are some guidelines for the conditions in Theorem 3.2.2. We will show that
(3.5), (3.8),and w ∈ ABp,q⇒ (3.1)
and
(3.6), (3.7),and w ∈ ABp,q⇒ (3.2).
For the reverse implications, any of conditions (3.1), (3.2), (3.3), (3.4) imply that




Proof of Theorem 3.2.2. Suppose α > 0, we only prove that (3.5), (3.8), and w ∈ ABp,q
implies (3.1); also (3.1) and (3.4) implies (3.5), as the other implications stated in
Remark 3.2.4 are similar. We follow some ideas in [31]. Suppose that MBα,σ and M
B
u are
as in (3.5) and (3.8) with operator norms ‖MBα,σ‖p,q, ‖MBu ‖r′ , and w ∈ ABp,q. Notice we










Let x ∈Rn and B ∈B be a set containing x. Let r = 1+q/p′ so that r′ = 1+ p′/q. Then
















































Taking the supremum we have the pointwise estimate












































































α,σ‖p,q‖ f w‖Lp ,
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and we obtain (3.1) with the right bound. Suppose now MBα and M
B are bounded as in





















































































Taking the supremum over all B ∈B with x ∈ B we have
MBα,σ f (x)











≤ C‖MBα ( f σ)‖Lq(u)
≤ C‖ f σ‖Lp(wp)
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= C‖ f‖Lp(σ).
Completing the proof of our theorem.






α,u are all bounded with operator
norms independent of w. Hence we have as a corollary the following dyadic version of
the result found in [38].
Corollary 3.2.5. Suppose 1 < p < n/α , q is defined by 1/q = 1/p− α/n. Then
MDα : L








Finally we state one more lemma that allows us to transfer results from the the basis
D to the basis Q. We state it without proof as the case α = 0 can be found in the book
by Garcia-Cuerva and Rubio de Francia [16, p. 431] and it is based on the ideas of
Fefferman and Stein [12]. The proof for general α is a straight forward generalization.
Lemma 3.2.6. Let 0 < q < ∞, u be a non-negative function, and τt be the shift operator
τtg(x) = g(x− t). Then
‖Mα f‖Lq(u) ≤Cn sup
t
‖τ−t ◦MDα ◦ τt f‖Lq(u),
where Cn depends only on the dimension.
If we combine Corollary 3.2.5 with Lemma 3.2.6 and use the fact that if w ∈ Ap,q
then τtw ∈ ADp,q with
sup
t
[τtw]ADp,q ≤ [w]Ap,q ,
we obtain a slightly different proof of the bound (2.1) in Theorem 2.1.1.
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3.3 Two-weight inequalities









| f (x)|pv(x) dx
)1/p
.
We have the following theorem analogous to the two-weight theorem of Jawerth.
Theorem 3.3.1. Let B be a basis, 0 ≤ α < n, 1 < p ≤ q < ∞, and (u,v) be a pair of
weights, σ = v1−p
′
, and suppose that MBσ is bounded on L
p(σ). Then
‖MBα f‖Lq(u) ≤C‖ f‖Lp(v) (3.9)
holds for all f ∈ Lp(v) if and only if the pair of weights satisfies the following testing























Proof. We prove only the case p < q. The necessity of the testing condition follows
from letting f = χGσ .
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Suppose that (u,v) are a pair of weights that satisfy the testing condition (3.10). Let









| f (y)| dy > 2k.
For each k, let Ek,1 = Bk,1∩Ωk and for j > 1, define




Notice that for each k the collection {Ek, j} j is disjoint. Furthermore, since the Ωk’s
are disjoint, the Ek, j’s are disjoint for all k, j. Also Ωk =
⋃
j Ek, j, and we may estimate





































| f |σ−1σ dy
)q
,
and µ is a discrete measure on X given by












{Bk, j : (k, j) ∈ Γλ}.
We estimate µ(Γλ ) using the testing condition (3.10). We have




















≤ C[u,v]qSBp,qσ{x : M
B
σ ( f /σ)(x)
q > λ}q/p.
From here we proceed with estimating
∫


































(tσ{x : MBσ f (x)p > t})q/p
dt
t
≤ 2q/p log2 ∑
l∈Z
























| f |pv dx
)q/p
.
This finishes the proof of Theorem 3.3.1, and if one keeps track of the constants, one




We state two corollaries of Theorem 3.3.1 for the bases Q and D . We first start with
the basis D and employ an argument similar to the one found in [16, p. 430]. We have
the following dyadic version of Sawyer’s Theorem.
Corollary 3.3.2. Let 0≤ α < n and 1 < p≤ q < ∞ and (u,v) be a pair of weights with
σ = v1−p
′
. Then the inequality
‖MDα f‖Lq(u) ≤C‖ f‖Lp(v)
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We have the following dependence on the operator norm,
‖MDα ‖ ≤C[u,v]Sdp,q.
Proof. The necessity of the condition (3.11) is clear. Note that MDσ is bounded on L
p(σ)








for G a union of dyadic cubes, hence showing [u,v]SDp,q ≤ c[u,v]Sdp,q .
We will actually show this inequality for the truncated version of MDα . Let M
N
α be the
same operator as MDα except with supremum taken over all dyadic cubes with side length
less or equal to 2N . We show (3.12) with MDα replaced by M
N
α and constant independent
of N. Let G be a union of dyadic cubes. Using the same discretization as Theorem 3.3.1,
we may write {x : MNα (χGσ)(x) > 2k}=
⋃
j Qk, j where Qk, j are maximal dyadic (hence






Ek, j = Qk, j∩{x : 2k < MNα (χGσ)≤ 2k+1},
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then the Ek, j’s are disjoint for all k and j and
















Since the Qk, j’s are dyadic cubes with side length less that 2N we can extract a maximally



































Finally we may obtain the full version of Sawyer’s theorem using Lemma 3.2.6. We
have the following Corollary.
Corollary 3.3.3. Suppose that 0 ≤ α < n, 1 < p ≤ q < ∞, and (u,v) are a pair of
weights with σ = v1−p
′
. Then the inequality
‖Mα f‖Lq(u) ≤C‖ f‖Lp(v)
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Proof. First notice that if (u,v) satisfies condition (3.13), then (τtu,τtv) satisfies the




Combining Corollary 3.3.2 and Lemma 3.2.6 we have
‖Mα f‖Lq(u) ≤ C sup
t





We now give a testing condition for MBα that is more natural when α > 0 and also
yields sharp operator norms in the one-weight case. We have the following result.
Theorem 3.3.4. Suppose that 0≤ α < n, 1 < p,q < ∞, and (u,v) is a pair of weights
such that MBα,σ is bounded from L







for all G that are the union of sets in B. If [u,v]TBq denotes the smallest constant that
satisfies (3.14) for all such G, then
‖MBα ‖Lq(u)→Lp(v) ≤C[u,v]TBq ‖M
B
α,σ‖Lp(σ)→Lq(σ).
Before we present the proof some remarks are in order. First, notice that condition
(3.14) is just a sufficient condition for the boundedness of MBα . It is not known if this is
also necessary since the testing condition is based on testing MB and not MBα . When
α = 0 and p = q the two conditions (3.10) and (3.14) are the same and thus we once
again recover Jawerth’s result. Further notice that we do not have the restriction p≤ q
but we do need MBα,σ to be bounded from L
p(σ) to Lq(σ), which usually happens when
1/p−1/q = α/n.






























Here X , g and µ are defined analogous to those in the proof Theorem 3.3.1. The
definitions for Γλ and Gλ are also exactly as in the proof of Theorem 3.3.1. Then,












≤ [u,v]qTBq σ(Gλ )
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≤ [u,v]qTBq σ({x : M
B
α,σ ( f /σ)(x)
q > λ}).
























| f |pv dx
)q/p
.
We also note that if p and q are related by the equation 1/q = 1/p−α/n and B = D ,
then MDα,σ : L
p(σ)→ Lq(σ). Once again we may relax the testing conditions in the case
B = D or Q. We obtain the following corollaries which are similar to Corollaries 3.3.2
and 3.13, and we state them without proof.
Corollary 3.3.5. Suppose 1 < p < n/α and 1/q = 1/p−α/n. If (u,v) is a pair of
weights that satisfies







then MDα maps L
p(v) into Lq(u) with
‖MDα ‖ ≤C[u,v]T dq .
Using Lemma 3.2.6 we may pass this result to the basis of cubes.
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then Mα maps Lp(v) into Lq(u) with
‖Mα‖ ≤C[u,v]Tq . (3.16)
When α > 0, (3.15) is a new sufficient condition for the two-weight boundedness of
Mα . Instead of testing Mα , one needs to test M, to obtain the two-weight boundedness
of Mα . Clearly it is stronger that the testing condition (3.13), however it does give the
sharp constant for the one-weight case (see below).
3.4 Sharp bounds
We remarked in the introduction that when B = Q the sharp dependence on the operator







This is shown in Chapter 2 using techniques similar to those in [31]. It should also be
noted that (3.17) follows from combining Lemma 3.2.6 and inequality (3.2.5). We give
a different proof of (3.17) using the two-weight dependence of Corollary 3.15. First, we
examine the relationship between the two-weight Tq constant and the one-weight Ap,q
constant. We use a similar approach to that of Hunt, Kurtz, and Neugebauer [25].
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Theorem 3.4.1. Let 0≤ α < n, 1 < p < n/α , 1/q = 1/p−α/n, and w be a weight for





Proof. Let w be a weight, u = wq, and v = wp so that σ = w−p
′












This shows that [w]Ap,q ≤ [wq,wp]
q








where the supremum is over all cubes P containing x and that are contained in Q.





























′/q for all x ∈ Q.
Plugging this into the testing condition and using the fact that Mcu is bounded on
L1+p
























From here we obtain a different proof of the bound (2.1). We have
‖Mα‖Lp(wp)→Lq(wq) ≤C[wq,wp]Tp ≤ [w]
p′/q(1−α/n)
Ap,q .
We make some remarks about the consequences of Corollary 3.15 and Theorem
3.4.1 when α = 0. In this case we have p = q and the testing conditions Tp and Sp are
the same. When we renormalize back to w (wp 7→ w) inequality (3.18) in Theorem 3.4.1
becomes
[w]1/pAp ≤ [w]Sp ≤C[w]
1/(p−1)
Ap . (3.19)
Inequality (3.19) has a few interesting consequences. First, it leads to a new proof





As noted in the introduction of this chapter, this is basically combining Sawyer’s two-
weight result with a variation of the arguments of Hunt, Kurtz, and Nuegebauer. Second,
the operator norm dependence for the two-weight case is sharp.
Theorem 3.4.2. Suppose 1 < p < ∞ then
‖M‖Lp(v)→Lp(u) ≤C[u,v]Sp (3.20)
is sharp.
This follows from the one-weight case, since if we had a better bound in (3.20),
then taking u = v = w ∈ Ap and using (3.19) would imply a better bound in (1.16).
Finally, the second inequality in (3.19) is sharp. Once again, a better bound in the second
inequality in (3.19) would imply a sharper bound in (1.16).
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3.5 Reverse Hölder class
In his Ph.D. dissertation [39], Pérez characterized the reverse holder class in terms of
the Lp(Rn) boundedness of the weighted maximal operator, Mu, given by






| f (y)|u(y) dy.









Pérez proved the following theorem.
Theorem 3.5.1. The operator Mu is bounded on Lp(Rn) if and only if u ∈ RHp′ .
We find the sharp constant for the operator norm of Mdu , in terms of the RH
d
p′ constant
of u. We have the following theorem.






and this result is sharp.






















































Taking the supremum over all dyadic cubes containing x we have the pointwise estimate,












is bounded on Lp(up
′
) with operator norm depending only on the dimension
and M : Lp
′ → Lp′ , we have
































We show the sharpness in dimension one to simplify matters. The n dimensional case is
similar. We use the families of power weights uδ (x) = |x|(δ−1)/p
′
and functions fδ (x) =
x(δ−1)/pχ[0,1]. A calculation similar to that in Lemma 2.4.1 gives [uδ ]RHp′ ≈ δ
−1/p′ .
Furthermore, given x ∈ [0,1], there exist a k ∈ Z such that 2−k ≤ x < 2−k+1. Then, x























= Cδ−1 fδ (x).
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Letting δ → 0+ shows the result is sharp.
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Chapter 4
Weighted inequalities for multilinear fractional
operators
The question of characterizing the weighted inequalities for multilinear operators was
first posed by Grafakos and Torres in [22], following their previous multilinear work
[21]. Lerner, Ombrosi, Pérez, Torres, and Trujillo-Gonzalez [33] answered this question
for multilinear singular integral operators by introducing a new multisublinear maximal
operator. This chapter is devoted to weighted inequalities for multilinear versions of the
fractional operators Iα and Mα . Multilinear fractional operators have been studied by
Grafakos [17] and Kenig and Stein [28]. Much of multilinear weighted theory stems
from the linear techniques in the article [40] and the multilinear weighted theory of [33].
This chapter essentially contains the material from the article [35].
4.1 Multilinear fractional operators
Throughout this chapter we use the notation, ~f = ( f1, . . . , fm), for an m-tuple of functions.
A multilinear (multisublinear) operator, T is an operator defined on vectors of functions
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~f such that for each 1≤ i≤m and fixed functions f1, . . . , fi−1, fi+1, . . . , fm the operators
Ti = T ( f1, . . . , fi−1, · , fi+1, . . . , fm)
are linear (sublinear). We write
T : X1×·· ·×Xm→ X
if for all ~f ∈ X1×·· ·×Xm,





with the smallest C denoted as ‖T‖X1×···×Xm→X or simply ‖T‖ when the ambient spaces
are clear.





f1(y1) · · · fm(ym)
(|x− y1|+ · · ·+ |x− ym|)nm−α
d~y
where
d~y = dy1 · · ·dym.





f1(y1) · · · fm(ym)
(|x− y1|p + · · ·+ |x− ym|p)(nm−α)/p
d~y









Iα(~f )≈Iα,p(~f )≈Iα,∞(~f ).
This follows from equivalence of norms on finite dimensional spaces. Next, notice that






Suppose 0 < α < nm, 1 < p1, . . . , pm are exponents with 1/p = 1/p1 + · · ·+ 1/pm
and 1/m < p < n/α . Then if 1/q = 1/p−α/n, we can find 0 < α1, . . . ,αm < n with
α1 + · · ·+αm and pi < n/αi. Setting 1/qi = 1/pi−α/n we have







Thus, for 1/q = 1/p1 + · · ·+1/pm−α/n we have
Iα : Lp1×·· ·Lpm → Lq.
We now look at the multilinear version of Mα .
Definition 4.1.2. Let ~f ∈ L1loc×·· ·×L1loc and 0≤ α < nm, we define the multisublinear
fractional maximal function (multilinear for brevity) by
















A similar argument to that for Iα shows
Mα : Lp1×·· ·×Lpm → Lq
when 1/q = 1/p1 + · · ·+ 1/pm−α/n. Like the case m = 1 we have that Mα is a
pointwise smaller operator than Iα .
Proposition 4.1.3. Let 0 < α < nm then there exists a positive constant c such that
Mα(~f )≤ cIα(~f )
for fi ≥ 0.


















f1(y1) · · · fm(ym)
(|x− y1|+ · · ·+ |x− ym|)nm−α
d~y
≤ cIα(~f )(x).
It follows that Mα(~f )(x)≤ cIα(~f )(x).
4.2 Banach function spaces
In this section we give a short introduction to Banach function spaces. The interested
reader may find more information including additional concrete examples of Banach
function spaces in the book by Bennet and Sharpley [3]. Let (R,µ) be a measure
90
space and let M+(B) be the set of all non-negative measurable functions. A mapping
ρ : M+(R)→ [0,∞] is called a Banach function norm if satisfies
• ρ( f ) = 0 if and only if f = 0 a.e., ρ(a f ) = aρ( f ) for all a≥ 0, and ρ( f +g)≤
ρ( f )+ρ(g)
• 0≤ g≤ f a.e. implies ρ(g)≤ ρ( f )
• If 0≤ f1 ≤ ·· · ≤ fn ≤ fn+1 ≤ ·· · and fn→ f a.e. then ρ( fn)→ ρ( f )
• µ(E) < ∞ implies ρ(χE) < ∞
• µ(E) < ∞ implies
∫
E f dµ ≤CEρ( f )
If M(R) is the collection of all measurable functions on R, then X = X(ρ) will denote
the collection of all functions f ∈M(R) such that ρ(| f |) < ∞. The norm ‖ f‖X = ρ(| f |)
makes X into a Banach space of functions on R (hence the name). One of the most
important properties of X is that there exists another Banach function space X ′ called
the associate space of X for which the following generalized Hölder inequality holds:
∫
R
| f g| dµ ≤ c‖ f‖X‖g‖X ′.
One of the main examples of a Banach function space is Lp(µ), in this case the
associate is the dual space Lp
′
(µ). Other examples include Lorentz spaces and Orlicz
spaces. The Orlicz spaces are defined as follows. A function B : [0,∞)→ [0,∞) is a
Young function if it is continuous, convex, increasing, B(0) = 0 and B(t)→ ∞ as t→ ∞.
Moreover, we shall assume B is normalized so that B(1) = 1 and B satisfies the doubling
condition, namely there exists constants C and N such that
B(2t)≤CB(t)
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for all t ≥ N. For each such function B there exists a complementary Young function B
such that
t ≤ B−1(t)B−1(t)≤ 2t









for some λ > 0. The Banach function norm ρ is given by
ρ( f ) = inf
{











If B(t) = t p then LB = Lp. Other examples are given by
B(t) = tq log(1+ t)q−1+δ
and
B(t) = tq log(1+ t)q−1 log log(1+ t)q−1+δ
for δ > 0. These spaces form the Zygmund “L logL” spaces.
4.3 Multilinear weights
In the article [33] a multilinear weighted theory is developed for the operator M = M0.























where ν~w = Πiw
p/pi
i . In [33] they prove the following theorem.
Theorem 4.3.1. Suppose 1 < p1, . . . , pm < ∞, and 1/p = 1/p1 + · · ·1/pm, then
M : Lp1(w1)×·· ·×Lpm(wm)→ Lp(ν~w)
if and only if ~w ∈ A~P.
The authors of [33] also prove that the A~P is the natural class of weights for mul-
tilinear Calderón-Zygmund operators. It is with this motivation we study weighted
inequalities for multilinear fractional operators
4.4 Weights for multilinear fractional operators




where 1/q = 1/p1 + · · ·+1/pm−α/n and Tα is one of the operators Iα or Mα . We
present the most general result and then state the corollaries that are more specific.
Throughout this section all Banach function spaces will be over Rn with Lebesgue
measure. Let X be a Banach function space, for a function f ∈ X and a cube Q⊂Rn we
define the X average of f over Q to be
‖ f‖X ,Q = ‖δ`(Q)( f χQ)‖X ,
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where for a > 0, δa f (x) = f (ax). Observe that if X = Lr then






| f |r dx
)1/r
and if X = LB then,
‖ f‖B,Q = inf
{













Following Pérez [41] we define the maximal operator associated to the Banach function
space X to be
MX f (x) = sup
Q3x
‖ f‖X ,Q.
When X is the Orlicz space LB we denote MX by MB. Notice that if M is the Hardy-
Littlewood maximal operator, then ML1 = M and MLr f (x) = M( f
r)1/r. If Y1, . . . ,Ym are
Banach function spaces we define the multisublinear maximal function to be
M~Y






Notice that M~Y ~f (x)≤∏
m
i=1 MYi fi(x). Hence if 1≤ p1, . . . , pm ≤ ∞ and MYi : Lpi → Lpi
then by Hölders inequality
M~Y : L
p1×·· ·×Lpm → Lp.
Theorem 4.4.1. Suppose 0 < α < nm, 1 < p1, . . . , pm < ∞, with 1/p = 1/p1+· · · + 1/pm,
and Y1, . . . ,Ym are Banach function spaces over Rn such that
M~Y ′ : L
p1(Rn)×·· ·×Lpm(Rn)→ Lp(Rn) (4.1)
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where M~Y ′ is the multilinear maximal function associated to Y
′
1, . . . ,Y
′
m. Let q be an
exponent satisfying 1/m < p≤ q < ∞. Suppose that one of the following two conditions
holds.
i) q > 1, X is a Banach function space that satisfy











‖vi−1‖Yi,Q < ∞. (4.3)



























holds for all ~f ∈ Lp1(vp11 )×·· ·×Lpm(v
pm
m ).
We delay the proof of Theorem 4.4.1 and state some consequences of it. For the
Orlicz spaces, LB, the boundedness of the corresponding maximal functions MB has
been developed by Pérez [40], [41]. He showed that
MB : Ls→ Ls
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Thus we have the following theorem.
Theorem 4.4.2. Suppose 0 < α < nm, 1 < p1, . . . , pm < ∞, with 1/p = 1/p1+· · · + 1/pm,


















< ∞, i = 1, . . . ,m (4.6)





















holds for all ~f ∈ Lp1(vp11 )×·· ·×Lpm(v
pm
m ).





satisfy (4.5) and (4.6) respectively if δ > 0. We also the following Theorem in the spirit
of a Fefferman-Phong “bump” condition see also Chang, Wilson, and Wolff [6] and [49].
Theorem 4.4.3. Suppose that 0 < α < nm, 1 < p1, . . . , pm < ∞ and q is a number that
satisfies 1/m < p≤ q < ∞. Suppose that one of the following two conditions holds.
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for some r > 1.





































holds for all ~f ∈ Lp1(vp11 )×·· ·×Lpm(v
pm
m ).
Theorem 4.4.3 is a consequence of Theorem 4.4.1. If we let X = Lrq and Yi = Lrp
′
i
for r > 1, then X ′ = L(rq)
′
and Y ′i = L
(rp′i)
′





















Using the fact that A∞ weights satisfy the Reverse Hölder condition (1.15), we have the
following Corollary to 4.4.3.
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Corollary 4.4.4. Suppose that 0 < α < nm, 1 < p1, . . . , pm < ∞ and q is such that 1/m <
p≤ q < ∞. Further suppose that u,v1, . . . ,vm are weights with uq,v1−p
′






































holds for all ~f ∈ Lp1(vp11 )×·· ·×Lpm(v
pm
m ).






























for all g ∈ Lq′(Rn), with g≥ 0, and all fi ≥ 0, bounded with compact support. We apply
a discretization technique similar to that used in [40] for the operator Iα .
For a fixed x ∈ Rn and l ∈ Z there is a unique dyadic cube of side length 2l that
contains x. Hence we have




f1(y1) · · · fm(ym)










f1(y1) · · · fm(ym)























f1(y1) · · · fm(ym) d~y χQ(x).


























to be the maximal function with the basis of triples of dyadic cubes. Notice that
M3D~f ≤M ~f . Let ‖M ‖ be the constant from the L1×·· ·×L1→ L1/m,∞ inequality for
M , a > 6n‖M ‖ and
Dk = {x ∈ Rn : M3D~f (x) > ak}.





f1(y1) · · · fm(ym) d~y > ak.
Since fi is bounded with compact support we can find a dyadic cube that satisfies this
(4.4) and is maximal with respect to inclusion. Thus, we get Dk =
⋃
j Qk, j where, for






f1(y1) · · · fm(ym) d~y≤ 2nmak.
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Fix Qk, j, we compute the part of Qk, j covered by Dk+1. We have,
Qk, j∩Dk+1 = {x ∈ Qk, j : M3D~f (x) > ak+1}.
Since x ∈ Qk, j the supremum in






f1(y1) · · · fm(ym) d~y > ak+1.
is taken over all dyadic cubes that contain Qk, j or are contained in Qk, j. But the





f1(y1) · · · fm(ym) d~y≤ ak
for all P ) Qk, j. It now follows that if x ∈ Qk, j and M3D~f (x) > ak+1, then
M3D( f1χ3Qk, j , . . . , fmχ3Qk, j)(x) > a
k+1.
We have,
|Qk, j∩Dk+1|= |{x ∈ Qk, j : M3D~f (x) > ak+1}|
≤ |{x ∈ Qk, j : M3D( f1χ3Qk, j , . . . , fmχ3Qk, j)(x) > a
k+1}|






























|Qk, j∩Dk+1| ≤ β |Qk, j|
for some 0 < β < 1. If Ek, j = Qk, j\Dk+1 then {Ek, j}k, j is a disjoint family of sets that
satisfy
|Qk, j| ≤C|Ek, j|
for some C > 0. Let,



































































Using the generalized Hölder inequality for Banach function spaces, a discrete Hölder’s
inequality and replacing Qk, j with the disjoint Ek, j we have,
≤C∑
k, j




























































































where K is the constant from (4.3). Thus proving the case q > 1. For the case q ≤ 1
using the same discritization technique as above, we obtain







f1(y1) · · · fm(ym) d~y
)q
χQ(x).





















Performing the same decomposition as above we obtain {Qk, j}k, j and construct {Ek, j}

























































































This concludes the proof of Theorem 4.4.1.
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A close examination of the above proof yeilds that the operator norm denoted ‖Iα‖
has the dependence,
‖Iα‖ ≤ c‖M~Y‖K
where C is a dimensional constant and K is the constant from (4.4.1) or (4.4.1).
We now examine the two-weight inequalities for Mα . We start with a weak charac-
terization notice the renormalization uq 7→ u and vpii 7→ vi.
Theorem 4.4.5. Suppose that 0 ≤ α < nm, 1 ≤ p1, . . . , pm < ∞ and q is a number





































is understood as (infQ w j)−1 when p j = 1.
Proof. The proof is similar to that of the weak inequality given in [33]. We only present
the case where p1, . . . , pm > 1 as a the case when some p j = 1 is a minor modification
of the linear case. Suppose that Mα is weakly bounded i.e.
















fi dyi > 0.
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fi ≤Mα( f1χQ, . . . , fmχQ)(x).
Hence, if λ < `(Q)αΠi|Q|−1
∫
Q fi ≤Mα( f1χQ, . . . , fmχQ)(x) we have
Q⊂ {x ∈ Rn : Mα( f1χQ, . . . , fmχQ)(x) > λ}.
Thus,































































which gives condition (4.11). Conversely, suppose that (u,~v) satisfies condition (4.11)
and assume for the moment that for all 1≤ i≤ m ‖ fi‖Lpi(vi) = 1. We will also use the
centered fractional multilinear maximal function M cα where the supremum is taken over
all cubes centered at x. Clearly Mα ≈M cα .
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Using a weak-type Hölder’s inequality we have,



































For general fi the result follows if we replace fi→ fi/‖ fi‖Lpi(vi).
We notice that for the weak boundedness we do not need to invoke the Banach
function space norms.
Theorem 4.4.6. Suppose 0≤α < nm, 1 < p1, . . . , pm < ∞, with 1/p = 1/p1+· · · + 1/pm,
and q is an exponent satisfying 1/m < p ≤ q < ∞, and Y1, . . . ,Ym are are translation
invariant Banach function spaces with
M~Y ′ : L
p1(Rn)×·· ·×Lpm(Rn)→ Lp(Rn).
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holds for all ~f ∈ Lp1(vp11 )×·· ·×Lpm(v
pm
m ).
Proof. We first prove the boundedness for the dyadic version,











Let a be a constant satisfying a > 2nm and let
Dk = {x ∈ Rn : M dα f (x) > ak}.
If Dk is non-empty then we can write Dk =
⋃










fi(yi)dyi < 2mn−αak ≤ 2mnak.
Also, each Dk+1 ⊆ Dk and each Qk+1,l is contained in Qk, j for some j by properties of






Hence the sets Ek, j = Qk, j\(Qk, j∩Dk+1) are disjoint and satisfy
|Qk, j|< β |Ek, j|
for some β > 1. Thus, we have
(∫
Rn

















































This equation is the same as (4.10) in the proof of Theorem 4.4.3 and the dyadic version







(τ−t ◦M dα ◦~τt)(~f )(x)q dt (4.13)
for all x ∈ Rn and fi ≥ 0. Where Bk = [−2k+2,2k+2]n, M kα~f is the maximal function
with the supremum taken over cubes of side length less than 2k, τtg(x) = g(x− t),
~τt~f = (τt f1, . . . ,τt fm). The inequality (4.13) holds for all 0 < q < ∞, and a proof for the
linear case can be found in [16, p. 431] and the multilinear case is a slight modification.
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From (4.13) it follows that
‖Mα~f u‖Lq ≤ sup
t
‖τt ◦M dα ◦~τt~f u‖Lq.
If (u,~v) satisfy condition (4.12), then (τtu,~τt~v) satisfy the condition (4.12) independent
of t (since the Yi are translation invarient). By the dyadic case we have,










where the constant C is independent of t. It now follows that,
‖Mα~f u‖Lq ≤C sup
t





We now state the corollaries to Theorem 4.4.6 similar to those for Iα .
Theorem 4.4.7. Suppose 0 < α < nm, 1 < p1, . . . , pm < ∞, with 1/p = 1/p1 + · · ·+










< ∞, i = 1, . . . ,m (4.14)




























holds for all ~f ∈ Lp1(vp11 )×·· ·×Lpm(v
pm
m ).
Theorem 4.4.8. Suppose 0≤ α < nm, 1 < p1, . . . , pm < ∞, and q is a number such that





































holds for all ~f ∈ Lp1(vp11 )×·· ·×Lpm(v
pm
m ).
Corollary 4.4.9. Suppose 0 ≤ α < nm, 1 < p1, . . . , pm < ∞, and q is a number such










































We now turn our attention to the multilinear and multisublinear one vector weight case.
Proposition 4.1.3 shows that Mα is a pointwise smaller operator than Iα . However
we also have the reverse inequality in norm. We obtain the following theorem relating
Iα and Mα as an application of the extrapolation theorem of Cruz-Uribe, Pérez, and
Martell [8] .







for all functions ~f with fi bounded with compact support.
Proof. In light of the extrapolation theorem in [8] we just need to show that the result
holds for q = 1 and all w ∈ A∞. Using the same decomposition as in Theorem 4.4.3 with
g = 1 we have,
∫
Rn





































We notice that with a slight adaption of the proof of Theorem 4.5.2 without using an
A∞ condition we have the following corollary.
Corollary 4.5.2. Suppose that 0 < α < mn, and w is a weight, then
∫
Rn




for all functions ~f with fi bounded with compact support.
Proof. From inequality 4.17, we have
∫
Rn











































If we assume, say vi−p
′

















































































With this motivation we define a one-weight condition as follows.
Definition 4.5.3. Let 1 < p1, . . . , pm < ∞ and q be a number 1/m < p≤ q < ∞. We say
























Notice that when q = p we have the re-normalized A~P class of weights from [33].
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Api,qi ⊆ A~P,q, (4.19)
where the union is over all qi ≥ pi that satisfy 1/q = 1/q1 + · · ·+ 1/qm. However, in
general this containment is strict. Take for example, n = 1, m = 2, p1 = p2 = 2, and
q = 3/2. We use a similar example to the one given in [33] let
w1(x) =
 |x−1|
−1/2 x ∈ [0,2]
1 otherwise
and w2(x) = |x|−1/2. Then (w1w2)q is in A1 and infQ(w1w2)q ∼ (infQ wq1)(infQ w
q
2) but
for any power r ≥ 2 wri /∈ L1loc and hence cannot be in Ar,2 for any such r.
Theorem 4.5.5. Suppose, 1 < p1, . . . , pm < ∞, and 0 < α < nm and ~w ∈ A~P,q, then
(Πmi=1wi)
q ∈ Amq and w
−p′i
i ∈ Amp′i.

















































We now use Hölder’s with p′i/q
′























This shows that Πiwiq ∈ Amq. Now to show that w
−p′i
i ∈ Amp′i , for this fix 1≤ i≤m, then



























) = p(m− 1
p′i








ri 1≤ j 6= i≤ m.















































































































































































This shows that w−p
′
i
i ∈ Amp′i .
We now state the main theorem for these weights. In the one-weight situation we
obtain necessary and sufficent conditions for the boundedness of Iα and Mα .
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Theorem 4.5.6. Suppose that 0 < α < nm and 1 < p1, . . . , pm < ∞ are exponents with













holds for every ~f ∈ Lp1(vp11 )×·· ·×Lpm(v
pm
m ) if and only if w satisfies the A~P,q condition.
In light of Theorem 4.5.5 and Corollary 4.4.4 the sufficiency of the A~P,q condition
follows from the two-weight case with u = Πiwi and vi = wi . The necessity of the A~P,q
condition follows from Theorem 4.4.5 and the fact that Iα is a bigger operator than
Mα .
Theorem 4.5.7. Suppose that 0 < α < nm and 1 < p1, . . . , pm < ∞ are exponents with













holds for every ~f ∈ Lp1(vp11 )×·· ·×Lpm(v
pm
m ) if and only if ~w satisfies the A~P,q condition.
Once again the sufficiency of the A~P,q condition follows from the two-weight case
Theorem 4.4.8 and the necessity follows from the weak characterization in Theorem
4.4.8. We do note, however, that Theorem 4.5.7 combined with Theorems 4.5.2 and
4.5.5 gives a different proof of the sufficiency of the A~P,q condition in Theorem 4.5.6.
When α = 0 (so p = q) we recover the result from [33].
4.6 Multilinear Sobolev inequalities
One of the main applications of the boundedness of fractional integrals are Sobolev and
Poincaré inequalities. Most of these follow from the fact that if ∇ = (∂/∂x1, . . . ,∂/∂xn)
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and f is sufficiently smooth and compactly supported then
| f (x)| ≤ cI1(|∇ f |)(x).





+ · · ·+ ∂
2
∂x2n
then I2 = c(−∆)−1, which can be seen by taking the Fourier transform. Using the
boundedness of I1 and I2 one obtains inequalities like
‖ f‖Lq ≤ c‖|∇ f |‖Lp (4.20)
when n≥ 2, 1 < p < n and 1/q = 1/p−1/n. For ∆ one has
‖ f‖Lq ≤ c‖∆ f‖Lp (4.21)
when n≥ 3, 1 < p < n/2 and 1/q = 1/p−2/n. Weights also come into play for these
when considering inequalities (4.20) and (4.21). For example Fefferman [11], asked
what conditions on a weight u imply the inequality
∫
Rn
| f (x)|2u(x) dx≤C
∫
Rn
|∇ f (x)|2 dx.
This is related to the “Uncertainty principle” in quantum mechanics. We refer the reader
to [15, Chap. 9] for a more detailed account.
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We notice that for a product of functions say f and g (non-negative without loss of
generality) one has the estimate
| f (x)g(x)| ≤ I1(|∇( f g)|)(x)≤ I1(g|∇ f |)(x)+ I1( f |∇g|)(x).
Using the boundedness of the linear operator I1 and then Hölder’s inquality, if 1/p1 +
1/p2 = 1/p with 1 < p < n and 1/q = 1/p−1/n we have
‖ f g‖Lq ≤ ‖I1(g|∇ f |)‖Lq +‖I1( f |∇g|)‖Lq
≤ C(‖g|∇ f |‖Lp +‖ f |∇g|)‖Lp)
≤ C(‖|∇ f |‖Lp1‖g‖Lp2 +‖ f‖Lp1‖|∇g|‖Lp2 ).
This is a Sobolev inequality for products of functions.
However, using the multilinear theory we obtain better results, namely the p can
be a number less than one. We present the following Sobolev inequalities for products
of functions in the weighted case and for m = 2. The general m > 2 follows from an
easy generalization. We also present the simplest case, when the weights are all in A∞,
thus the results below will be a consequence of Corollary 4.4.4. This will be suitable
for our examples and we avoid the generality of the Banach function spaces. For the
following theorems, given 1 < p1, p2 < ∞, the exponent p will always be determined by
the formula 1/p = 1/p1 +1/p2.
Theorem 4.6.1. Suppose that n≥ 1, 1 < p1, p2 < ∞, 1/2 < p≤ q < ∞ and u,v,w are





























‖ f gu‖Lq ≤C(‖|∇ f |v‖Lp1‖gw‖Lp2 +‖ f v‖Lp1‖|∇g|w‖Lp2 )
for all f ,g ∈C∞c (Rn).
Proof. The proof follows from the estimate
| f (x)g(x)| ≤ C
∫
R2n
|∇2n f (x− y1)g(x− y2)|
|~y|2n−1
d~y
≤ C(I1(|∇ f |, |g|)(x)+I1(| f |, |∇g|)(x))
where ∇ f and ∇g are the gradients of f and g in Rn and ∇2n is the gradient in R2n.











If n > 1 and 1/2 < p < n, one such weight that satisfies (4.23) is u(x) = 1/|x| (an
argument similar to that of Lemma 2.4.1 can be used). Thus we have the following
corollary, which is related to the Uncertainty Principle when p = 2.
























Finally we present one more theorem for the Laplace operator ∆. We state it without
proof as it follows from the estimate
| f (x)g(x)| ≤CI2(|∆ f |, |g|)(x)+CI2(| f |, |∆g|)(x).
Theorem 4.6.3. Suppose that n≥ 2, 1 < p1, p2 < ∞, 1/2 < p≤ q < ∞ and u,v,w are



























‖ f gu‖Lq ≤C(‖v∆ f‖Lp1‖gw‖Lp2 +‖ f v‖Lp1‖w∆g‖Lp2 )
for all f ,g ∈C∞c (Rn).
4.7 Multilinear BMO
Recall the space of functions that have bound mean oscillation, BMO, given by functions
that satisfy






| f (x)− fQ| dx < ∞,
where fQ = |Q|−1
∫
Q f dx. The related sharp maximal function,






| f (x)− fQ| dx,
plays and important part in the theory of singular integrals see [10] and [19]. In this
section we consider a multilinear version of the sharp maximal operator M]. This leads
to a definition of a multilinear BMO, or BMO which we show is larger than BMOm.
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Definition 4.7.1. Let ~f ∈ L1loc×·· ·×L1loc, and define the multisublinear sharp maximal
operator M ] by









| fi(yi)− ( fi)Q|dyi.
We notice that
M ]~f ≤ 2M ~f .
















| fi(yi)− ( fi)Q|dyi < ∞.








However, the following example shows that we have strict containment in (4.24). We
show the particular case m = 2 and minor modifications yield (4.24) for a general m > 2.
Example 4.7.3. Consider ~f = ( f1, f2) with f1 and f2 functions on R given by f1(x) =



























If we let ε → 0+ we see that the right side of the inequality is unbounded. Thus












| f2(y)− ( f2)I|dy
)
= 0,








fi = 1 i = 1,2.







































Operators on mixed Lebesgue spaces
In this section we present some results for the classical operators on mixed-norm
Lebesgue spaces or simply mixed Lebesgue spaces. These spaces naturally show up
when considering vector valued functions or considering functions of two or more
independent variables, say, time and space. It is in this regard that mixed Lebesgue
spaces contribute to the theory of partial differential equations. The solution of a certain
partial differential equation may be in Lp in the time variable and Lq in the space variable.
Such examples arise when considering Strichartz estimates for the wave equation [50].
Much of the ground work for the mixed Lebesgue spaces can be found in the article by
Benedek and Panzone [2].
Calderón-Zygmund operators on mixed Lebesgue space have been considered by
Fernandez [13], Kurtz [29] and Stefanov and Torres [50] among others. The authors of
[50] show that convolution type Calderón-Zygmund operators with certain regularity
properties are bounded on mixed Lebesgue spaces. Kurtz [29] then showed that more
general operators are bounded on mixed Lebesgue spaces by developing a weighted
theory and an extrapolation theorem.
In this chapter we look again at general Calderón-Zygmund operators on mixed
Lebesgue spaces. We use essentially the same techniques of [50] to obtain boundedness
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of more general operators. We obtain a weak endpoint that is not in [29]. We also
study the fractional integral operator on mixed Lebesgue spaces. We introduce a new
class of weights Ap0,q0Ap1,q1 and provide and off-diagonal extrapolation theorem for
mixed Lebesgue spaces. As a corollary we obtain weighted inequalities for the fractional
integral operator on mixed Lebesgue spaces.
5.1 Preleminaries
In the following section we present the definition of Lpx L
q
y for 1≤ p,q≤∞. The interested




Definition 5.1.1. Given two measure spaces (X ,µ) and (Y,ν), we say that a X ×Y
measurable function f is in Lpx L
q











When both X = Rn and Y = Rm, and both µ and ν are Lebesgue measure, we simply
write Lpx L
q











We are going to be concerned with the classical operators: maximal functions, Calderón-
Zygmund operators, and fractional integral operators. However, sometimes we have a




Definition 5.1.2. We define the strong maximal function MS for a measurable function
f on Rn+m, and (x,y) ∈ Rn+m by






| f (s, t)| ds dt,
where the supremum is over all cubes Q⊂Rn and cubes P⊂Rm such that (x,y)∈Q×P.
We notice that MS is a bigger operator than M, the Hardy-Littlewood maximal
operator on Rn+m. For Lpx Lqy there is also a class of weights, the class ApAq introduced





















for all cubes Q⊂ Rn and P⊂ Rm. Notice that ApAp = ARp (Rn+m) where R is the basis
of all Q×P with cubes Q⊂ Rn and P⊂ Rm. More properties of the ApAq class can be
found in [29].




y(w)→ Lpx Lqy(w) if and
only if w ∈ ApAq. However it remains an open problem to show that for a non-product
weight w∈ApAq implies MS : Lpx Lqy(w)→ Lpx Lqy(w). More generally the following mixed
Lebesgue extrapolation theorem is shown in [29].
Theorem 5.1.3. Suppose 1≤ s < ∞ and T is an operator such that
T : Ls(Rn+m,w)→ Ls(Rn+m,w)
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for every w ∈ ARs (Rn+m). Then given any 1 < p,q < ∞ and w(x,y) = u(x)v(y) with
w ∈ ApAq,
T : Lpx L
q
y(w)→ Lpx Lqy(w).
5.2 Calderón-Zygmund operators on Lpx Lqy
Given a Calderón-Zygmund operator in Rn+m, T , with standard kernel K = K(x,y,s, t)
where x,s ∈ Rn and y, t ∈ Rm. The standard kernel estimates (1.6) and (1.7) for K
translate to
|K(x,y,s, t)| ≤C(|x− s|2 + |y− t|2)−(n+m)/2 (5.2)
and
|K(x+h,y+ k,s, t)−K(x,y,s, t)|+ |K(x,y,s+h, t + k)−K(x,y,s, t)|
≤C (|h|
2 + |k|2)δ/2
(|x− s|2 + |y− t|2)(n+m+δ )/2
(5.3)
for some δ ∈ (0,1] and when 4(|h|2 + |k|2)≤ |x− s|2 + |y− t|2. Thus, for f = f (s, t) in
L2(Rn+m) with compact support and (x,y) /∈ supp( f )
T f (x,y) =
∫
Rn+m
K(x,y,s, t) f (s, t) ds dt.
We notice that since AR2 (Rn+m) ⊂ A2(Rn+m) and Calderón-Zygmund operators are
bounded on L2(w) for w ∈ A2, we may apply the extrapolation Theorem 5.3.2 with
w = 1 to conclude the following Theorem from [29], see [50] for the convolution case.
Theorem 5.2.1. Suppose T is a Calderón-Zygmund operator in Rn+m and 1 < p,q < ∞,
then
T : LpLq→ LpLq
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Theorem 5.2.1 shows that Calderón-Zygmund operators are bounded on Lpx L
q
y for
1 < p,q < ∞. However, one cannot conclude any weak inequalities when p = 1 from
the extrapolation theorem. We provide a proof of Theorem 5.2.1 that includes the weak
endpoints. We first need the following vector valued version of Calderón-Zygmund
theory. A proof can be found in [18] or [10]. Let B be a Banach space and L (B) be the
space of all bounded linear operators on B. The space Lp(Rd,B) = Lp(B) consists of all




‖ f (x)‖pB dx
)1/p
< ∞.
Lemma 5.2.2. Suppose K = K(x,y) is a kernel defined away from x = y taking values
L (B) and ~T is an operator that is bounded on Lq(Rd,B) associated to K,
~T f (x) =
∫
Rm
K(x,y) · f (y) dy, x /∈ supp( f ).
Also suppose K satisfies the conditions
‖K(x,y)‖L (B) ≤C|x− y|−d (5.4)
and




for some δ ∈ (0,1], whenever |x− y| ≥ 2|h|. Then ~T : Lp(B)→ Lp(B), 1 < p < ∞ and
~T is weak (1,1), that is,





‖ f (x)‖B dx = ‖ f‖L1(B).
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Using the techniques from [50] we modify the authors proof to extend the following
weak endpoint result to the non-convolution case.
Theorem 5.2.3. If T is a Calderón-Zygmund operator in Rn+m, then T is bounded on
Lpx L
q
y , 1 < p,q < ∞ and T is weakly bounded in the sense




Proof. Since T is a Calderón-Zygmund operator in Rn+m, it is bounded on all Lq(Rn+m)
for all 1 < q < ∞. Fix now a 1 < q < ∞. We proceed using Lemma 5.2.2 with B = Lq(Rn)
and exploit the fact that LqxL
q






Then for x 6= s, k(x,s) is bounded on every Lq(Rn) since its kernel is integrable in
each variable y and t by (5.2). Notice there is a one to one correspondence between
functions functions in Lpx L
q
y(Rn+m) and functions in Lp(Rn,B). We define the vector
valued operator ~T
~T f (x)(·) = T f (x, ·).









We now show that k satisfies (5.4) and (5.5), thus proving the conclusion of the theorem.
First, we show inequality (5.4) holds. We need to calculate ‖k(x,s)‖Lq(Rn) we do this
by showing that the kernel of k(x,s) which is a function of y and t is in L1(Rm) in each
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variable. For a fixed x 6= s the kernel of k(x,s) is K(x, ·,s, ·), and
∫
Rm
|K(x,y,s, t)| dy ≤ C
∫
Rm





















|K(x,y,s, t)| dt ≤C|x− s|−n.
It follows (by Schur’s test) that k(x,s) : Lq(Rm)→ Lq(Rm) with
‖k(x,s)‖Lq→Lq ≤C|x− s|−n.




(K(x+h,y,s, t)−K(x,y,s, t))h(t) dt
is
K(x+h,y,s, t)−K(x,y,s, t).
A similar calculation to the above yields
∫
Rm


















is similar. Thus by Lemma 5.2.2 we have that ~T : Lp(B)→ Lp(B) for 1 < p < ∞ and










y we have the conclusion of the theorem.
5.3 An off-diagonal extrapolation theorem for Lpx Lqy spaces
Notice that for (x,y) ∈ Rn+m and 0 < α < n +m we may write the fractional integral
operator Iα as






If 0 < α0 < n, 0 < α1 < m with α0 +α1 = α and p0, p1,q0 and q1 are given by



















Then by Minkowski’s integral inequality,





































≤ ‖ f‖Lp0 Lp1 .
When p0 = p1 = p and q0 = q1 = q this case corresponds to α0 = nα/(n + m) and
α1 = mα/(n+m). Then α0 +α1 = α and 1/q = 1/p−α/(n+m) and this corresponds
to Theorem 1.2.8.
We now examine the weighted inequalities for Iα on mixed Lebesgue space. We do
so through an off-diagonal mixed Lebesgue space extrapolation theorem. We first define
Ap0,q0Ap1,q1 class as follows.
Definition 5.3.1. Given a weight w = w(x,y), 1 < p0 ≤ q0 < ∞, and 1 < p1 ≤ q1 < ∞


































where the supremum is over all Q×P with Q⊂ Rn and P⊂ Rm are cubes.
We make a few observations about the class Ap0,q0Ap1,q1 whose proofs follow from
similar calculations to those in [29].
• If p0 = p1 = p and q0 = q1 = q then Ap,qAp,q = ARp,q(Rn+m).
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• If w ∈ Ap0,q0Ap1,q1 then w(·,y) ∈ Ap0,q0(Rn) for a.e. y and w(x, ·) ∈ Ap1,q1(Rm)
for a.e. x.
• If w(x,y) = u(x)v(y) then w ∈ Ap0,q0Ap1,q1 if and only if u ∈ Ap0,q0(Rn) and
v ∈ Ap1,q1(Rm).
• If 1/p0−1/q0 = 1/p1−1/q1 then w ∈ Ap0,q0Ap1,q1 if and only if
wq0 ∈ A1+q0/p′0A1+q1/p′1 .
We have the following off-diagonal mixed Lebesgue extrapolation theorem.
Theorem 5.3.2. Suppose 1≤ r ≤ s < ∞ and T is an operator with
T : Lr(Rn+m,wr)→ Ls(Rn+m,ws)
for all w ∈ ARs,r(Rn+m). Then
T : Lp0x L
p1
y (w
p1)→ Lq0x Lq1y (wq1)
for all product weights w(x,y) = u(x)v(y) with w∈Ap0,q0Ap1,q1 , and all 1 < p0≤ q0 < ∞
















Proof. First we may use a rectangular version of Theorem 2.2.2 to extrapolate in Rn+m
so that
T : Lp(Rn+m,wp)→ Lq(Rn+m,wq)
for all w ∈ ARp,q with 1/p−1/q = 1/r−1/s. Now assume q0/q1 > 1 so that p0/p1 > 1
and w(x,y) = u(x)v(y) with w ∈ Ap0,q0Ap1,q1 . There exists a non-negative function
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|T f (x,y)|q1v(y)q1g(x)u(x)q0dy dx
)1/q1
.
Set r1 = 1+q1/p′1 and r0 = 1+q0/p
′














By the rectangular version of 2.2.3, there exists a function G on Rn such that G ≥ g,
‖G‖L(r0/r1)′(uq0) ≤ 2 and Gu
q0 ∈ Ar1 which in turn implies (Guq0)1/q1 ∈ Ap1,q1(Rn). By
the above observations v(Guq0)1/q1 ∈ ARp1,q1(R
n+m). Hence we may proceed using that


















































































= 1. Set h(x) = g(x)−p
′
1/p1 ,
r0 = 1+ p′0/q0, and r1 = 1+ p
′


















= 1. Now u−p
′
0 ∈ Ar0 by Lemma 2.2.3














































































Corollary 5.3.3. Suppose 0 < α < n + m, 1/p0− 1/q0 = α/(n + m), 1/p1− 1/q1 =
α/(n+m), and w(x,y) = u(x)v(y) is in Ap0,q0Ap1,q1 . Then
Iα : Lp0x L
p1
y (w)→ Lq0x Lq1y (w).
Remark 5.3.4. We note that for the unweighted case, w≡ 1, we have a wider range of





The main theme of this dissertation is the study of weighted inequalities for fractional
operators. We have presented many new results pertaining to fractional operators. These
results include: sharp bounds, general basis maximal functions, multilinear weighted
theory, and extrapolation on mixed norm spaces.
The first chapter is an introduction to Lebesgue spaces, classical operators in har-
monic analysis, and weighted inequalities. We provide the basic facts about Lebesgue
spaces (without proof) that will be used in the later chapters. We also introduced the
main operators and weighted inequalities for these operators.
Chapter Two is devoted to finding the sharp weighted bound for the fractional integral
operator. Theorem 2.3.2 does not contain the full range of exponents p and q. A different
approach to this problem is to consider the deep two-weight theory of fractional integrals
by Sawyer [48]. The idea is to find the sharp two-weight bound on the operator norm of
Iα and then show that the two-weight bound gives the correct power of the one-weight
constant. At the time this dissertation was finished we started this different approach
with Lacey, Pérez, and Torres [30].
In Chapter Three we examine maximal operators with respect to a general basis. We
characterized the one- and two-weight inequalities for these operators. Our methods
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lead to sharp bounds in the case of a basis of cubes. Using similar techniques we are
also able to find a sharp bound on the dyadic weighted maximal operator in terms of the
Reverse Hölder constant of the weight.
Chapter Four contains a weighted theory for multilinear fractional operators. We
invoke the theory of Banach function spaces to obtain general sufficient two-weight
conditions for the boundedness of these operators. When there is no fractional part we
have new two-weight results for the multilinear maximal operator considered by Lerner,
Ombrosi, Pérez, Torres, and Trujillo-Gonzalez [33]. As a consequence of the two-weight
we develop the one-weight theory for the multilinear fractional operators, completely
characterizing there boundedness. As an application we obtain Sobolev inequalities for
products of functions. A possible extension of this work is to generalize these results to
spaces of homogeneous type and even non-homogeneous type. Another continuation of
this multilinear weighted theory is to find the sharp constants for these operators. As in
the linear theory [4], a good starting point would be to find the sharp bound on ‖M ‖ in
terms of [~w]A~P .
Chapter Five deals with operators on mixed norm Lebesgue spaces. We extend the
weak endpoint result for convolution Calderón-Zygmund operators on mixed Lebesgue
spaces to the non-convolution case. We also introduce a new class of weights and
provide an off-diagonal mixed Lebesgue space extrapolation theorem. The extrapolation
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maximal functions and multiple weights for the multilinear Calderón-Zygmund
theory, Adv. Math. 220 (2009), 1222 –1264. Cited on 11, 87, 92, 93, 104, 114, 115,
118, 139
[34] R. Long and F. Nie, Weighted Sobolev inequalities and eigenvalue estimate of
Schrödinger operators, Lecture Notes in Math. 1494 (1990), 131–141. Cited on 61
[35] K. Moen, Weighted inequalities for multilinear fractional integral operators, Col-
lect. Math. 60 (2009), 213–238. Cited on 11, 12, 87
[36] K. Moen, Sharp one-weight and two-weight bounds for maximal operators, Studia
Math. to appear. Cited on 11
[37] B. Muckenhoupt, Weighted norm inequalities for the Hardy maximal function,
Trans. Amer. Math. Soc. 165 (1972), 207–226. Cited on 9, 27, 28
[38] B. Muckenhoupt and R. Wheeden, Weighted norm inequalities for fractional
integrals, Trans. Amer. Math. Soc. 192 (1974), 261-274. Cited on 10, 33, 71
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