Abstract. In our monograph with Roynette and Yor [11] , we construct a σ-finite measure related to penalisations of different stochastic processes, including the Brownian motion in dimension 1 or 2, and a large class of linear diffusions. In the last chapter of the monograph, we define similar measures from recurrent Markov chains satisfying some technical conditions. In the present paper, we give a classification of these measures, in function of the minimal Martin boundary of the Markov chain considered at the beginning. We apply this classification to the examples considered at the end of [11] .
Introduction
In a number of articles by Roynette, Vallois and Yor, summarized in [14] , the authors study many examples of probability measures on the space of continuous functions from R + to R, which are obtained as weak limits of absolutely continuous measures, with respect to the law of the Brownian motion. More precisely, one considers the Wiener measure W on the space C(R + , R) of continuous functions from R + to R, and endowed with its canonical filtration (F s ) s≥0 , and the following σ-algebra
One then considers (Γ t ) t≥0 , a family of nonnegative random variables on C(R + , R), such that 0 < E W [Γ t ] < ∞, and for t ≥ 0, one defines the probability measure
.W.
Under these assumptions, Roynette, Vallois and Yor have shown that for many examples of families of functionals (Γ t ) t≥0 , one can find a probability measure Q ∞ satisfying the following property: for all s ≥ 0 and for all events Λ s ∈ F s ,
In our monograph with Roynette and Yor [11] , Chapter 1, we show that for a large class of functionals (Γ t ) t≥0 , the measure Q ∞ exists and is absolutely continuous with respect to a σ-finite measure W, which is explicitly described and which satisfies some remarkable properties. In Chapters 2, 3 and 4 of the monograph, we construct an analog of the measure W, respectively for the two-dimensional Brownian motion, for a large class of linear diffusions, and for a large class of recurrent Markov chains. In a series of papers with Nikeghbali Date: November 10, 2014. 1 (see [10] and [8] ), we generalize the construction to submartingales (X s ) s≥0 satisfying some technical conditions we do not detail here, and such that X s = N s + A s , where (N s ) s≥0 is a càdlàg martingale, (A s ) s≥0 is an increasing process, and the measure (dA s ) is carried by the set {s ≥ 0, X s = 0}. This class of submartingales, called (Σ), was first introduced by Yor in [18] , and their main properties have been studied in detail by Nikeghbali in [12] .
In the present paper, we focus on the setting of the recurrent Markov chains, stated in Chapter 4 of [11] . Our main goal is to classify the σ-finite measures which can be obtained by the construction given in the monograph. In Section 2, we summarize the most important ideas of this construction, and we state some of the main properties of the corresponding σ-finite measures. In Section 3, we show that these measures can be classified via the theory of Martin boundary, adapted to the case of recurrent Markov chains. In Section 4, we study the behavior of the canonical trajectory under some particular measures deduced from the classification given in Section 3. In Section 5, we apply our results to the examples considered at the end of our monograph [11] .
The main setting
Let E be a countable set, (X n ) n≥0 the canonical process on E N 0 , (F n ) n≥0 its natural filtration, and F ∞ the σ-algebra generated by (X n ) n≥0 . We define (P x ) x∈E as a family of probability measures on the filtered measurable space (E N 0 , (F n ) n≥0 , F ∞ ) which corresponds to a Markov chain, i.e. there exists a family (p y,z ) y,z∈E of elements in [0, 1] such that for all k ≥ 0, x 0 , . . . , x k ∈ E, P x (X 0 = x 0 , X 1 = x 1 , . . . , X k = x k ) = 1 x 0 =x p x 0 ,x 1 p x 1 ,x 2 . . . p x k−1 ,x k .
The expectation under P x will be denoted E x . Moreover, we assume the following properties:
• For all x ∈ E, p x,y = 0 for all but finitely many y ∈ E.
• The Markov chain is irreducible, i.e. for all x, y ∈ E, there exists n ≥ 0 such that P x (X n = y) > 0.
• The Markov chain is recurrent, i.e. for all x ∈ E, P x n≥0 1 Xn=x = ∞ = 1. Using the results in Chapter 4 of [11] , the following proposition is not difficult to prove: Proposition 2.1. Let x 0 ∈ E, and let ϕ be a function from E to R + , such that ϕ(x 0 ) = 0, and ϕ is harmonic everywhere except at x 0 , i.e. for all x = x 0 ,
Then, there exists a family of σ-finite measures (Q
satisfying the following properties:
• For all x ∈ E, the canonical process starts at x under Q x 0 ,ϕ x , i.e.
• For all x ∈ E, the canonical process is transient under Q
x 0 ,ϕ x , i.e. for all x, y ∈ E,
1 Xn=y = ∞ = 0.
In other words, conditionally on X n = y, the canonical trajectory under P x has the same law as the concatenation of the n first steps of the canonical trajectory under P x , and an independant trajectory following P y . The following result shows that the family of measures (Q
) x∈E satisfies a similar property: informally, it can be obtained from (P x ) x∈E and (Q x 0 ,ϕ x ) x∈E itself by concatenation of the trajectories. Proposition 2.3. For all n ≥ 0, x, y ∈ E,
Proof. If n = 0, the two sides of the equality vanish for all y = x, since the canonical trajectory starts at x under Q x 0 ,ϕ x and P x . If n = 0 and y = x, the equality we want to show is also immediate. Hence, we can assume n ≥ 1. Let p ≥ n ≥ 1, and let F p be a F p -measurable, nonnegative functional. We have
Now, the functional F p is nonnegative and F p -measurable, so there exists a function Φ from E p+1 to R + such that F p = Φ(X 0 , . . . , X p ). We get, using the Markov property:
where in the last line, (Y n , Z n ) n≥0 denotes the canonical process on the space
where the measure P x ⊗ Q x 0 ,ϕ y is defined. Hence
. Hence, the two measures stated in the proposition coincide on all functionals of the form F p 1 ∀k≥p,X k =x 0 if p ≥ n, and then on all functionals of the form
for all q ≥ p ≥ n. Using the finiteness of the measure Q x 0 ,ϕ x restricted to the set {∀k ≥ p, X k = x 0 }, and the monotone class theorem, one deduces that the two measures we are comparing coincide on all sets included in {∀k ≥ p, X k = x 0 }. Taking the union for p ≥ n, 4 and using the property of transience satisfied by the measures Q x 0 ,ϕ y , y ∈ E, one deduces that the two measures we are comparing are equal.
Knowing the result we have just proven, it is natural to ask which families of σ-finite mesures (Q x ) x∈E on (E N 0 , F ∞ ) satisfy, for all x, y ∈ E, n ≥ 0,
We know that all linear combinations, with nonnegative coefficients, of families of the form (P x ) x∈E and (Q x 0 ,ϕ x ) x∈E satisfy this condition. It is natural to ask if there are other such families of measures. We do not know the complete answer. However, we have the following partial result: Proposition 2.4. Let (Q x ) x∈E be a family of σ-finite measures such that (2.1) holds for all x, y ∈ E, n ≥ 0. Then:
• If Q x is a finite measure for at least one x ∈ E, then there exists c ≥ 0 such that
for all x ∈ E, and
for all x ∈ E.
• Moreover, if the conditions of the previous item are satisfied, then (2.2) and (2. 3) are satisfied for all x 0 , x 1 , x ∈ E. The fact that (2.3) holds for all x 0 , x 1 ∈ E means that the canonical process is transient under Q x for all x ∈ E.
Proof. Let us assume that Q x 0 has finite total mass for some x 0 ∈ E. For y ∈ E, let ψ(y) be the total mass of Q y . For all n ≥ 1, for any nonnegative, F n -measurable functional F n , and for all y ∈ E, we deduce from (2.1):
and then, by adding these expressions for all y ∈ E:
. By assumption, ψ(x 0 ) < ∞, and one deduces that ψ(X n ) is P x 0 -almost surely finite for all n ≥ 1. Since the Markov chain is assumed to be irreducible, one deduces that ψ(y) < ∞ for all y ∈ E. On the other hand, if F n is nonnegative, F n -measurable, and then also F n+1 -measurable, one has
and then
(ψ(X n )) n≥1 is a P x 0 -martingale. Since this martingale is nonnegative, it converges almost surely. On the other hand, since (X n ) n≥0 is recurrent and irreducible, it visites all the states infinitely often. One easily deduces that ψ is a constant function, let c ≥ 0 be this constant. One has
, and then Q x 0 and cP x 0 are two finite measures which coincide on all F n , n ≥ 1, and then on all F ∞ . Moreover, since we have now proven that the total mass of Q x is finite for all x ∈ E, we can replace, in the previous discussion, x 0 by any x ∈ E. We then deduce that Q x = cP x for all x ∈ E. Now, let us assume (2.2) and (2.3) for some x 0 , x 1 ∈ E and all x ∈ E. For all y = x,
x • Q y ) is the measure identically equal to zero, since X 0 = x = y almost everywhere under P x , and then under (P (0)
Moreover, for all x = x 0 ,
Now, for all F n -measurable, nonnegative functional F n , we get:
Hence, Q x and Q x 0 ,ϕ x coincide for functionals of the form F n 1 ∀k≥n,X k =x 0 , then for functionals of the form
, provided that we check that under these two measures, the canonical process hits x 0 finitely many times, i.e.
Now, for all n ≥ 0, we have by assumption
for all y ∈ E such that P x 1 (X n = y) > 0. Since the Markov chain is irreducible, we deduce that
for all x ∈ E. On the other hand, the transience of the canonical trajectory under Q
. The transience of the canonical process under
for all x ∈ E means that 2.3 is satisfied for all x 0 , x 1 ∈ E. It only remains to check that (2.2) holds for all x, x 0 ∈ E, i.e. that for all x, y ∈ E,
If g x 0 denotes the last hitting time of x 0 by the canonical process, which is finite almost everywhere since the process is transient, we get:
Now, on the event X n = x 0 , the conditional expectation of ϕ(X n+1 ) given F n is equal to
where K is finite since p x 0 ,y = 0 for all but finitely many y ∈ E. If T y denotes the first hitting time of y by the canonical trajectory, we then get:
where L x n denotes the number of hitting times of x at or before time n. It is then sufficient
p denotes the p-th hitting time of x 0 , we get, using the strong Markov property:
where
. It is not possible that P = 1, otherwise, by the strong Markov property,
for all n ≥ 1, and then the canonical trajectory would never hit y under P x 0 , which contradicts the fact that the Markov chain is irreducible and recurrent. Now, since P < 1, the tail of the law of L
Ty−1 under P x is exponentially decreasing, which implies that
A corollary of Proposition 2.4 is the following result, already contained in Theorem 4.
of [11]:
Corollary 2.5. Let x 0 , x 1 ∈ E, and let ϕ x 0 be a function from E to R + such that
vanishes at x 1 , takes finite values and is harmonic at any other point than x 1 . Moreover, we have, for all x ∈ E, the equality of measures
and ϕ = ϕ x 0 . By the last item of Proposition 2.4, (2.2) and (2.3) are still satisfied if we replace x 0 by x 1 , i.e.
Now, from the second item of Proposition 2.4, ϕ x 1 vanishes at x 1 and is harmonic at any other point, and
From this corollary, we see that in order to describe a family of measures of the form (Q x 0 ,ϕx 0 x ) x∈E , the role of x 0 can be taken by any point in E, so the choice of x 0 is not so important. In the next section, we will clarify this phenomenon, by studying the link between the measures of the form Q x 0 ,ϕ x , and the Martin boundary of the Markov chain induced by (P x ) x∈E . We will use the following definition: Definition 2.6. We will say that a family (Q x ) x∈E of σ-finite measures on (E N 0 , F ∞ ) is in the class Q, with respect to (P x ) x∈E , if and only if (2.1), (2.2) and (2.3) hold for all x, x 0 , x 1 , y ∈ E and n ≥ 0, or equivalently, iff it is of the form (Q x 0 ,ϕ x ) x∈E for some x 0 ∈ E, and for some function ϕ which is nonnegative, equal to zero at x 0 and harmonic for (P x ) x∈E at any point different from x 0 .
Link with the Martin boundary
In [7] , Martin proves that one can describe all the nonnegative harmonic functions on a sufficiently regular domain of R d , by a formula which generalizes the Poisson integral formula, available for the harmonic functions on the unit disc. This construction has been adapted to the setting of transient Markov chains by Doob [1] and Hunt [3] , and then to the setting of recurrent Markov chains by Kemeny and Snell in [4] , and by Orey in [13] . The construction is also described in a survey by Woess (see [17] , Section 7.H.).
Let us first recall a possible construction of the Martin boundary, for a transient Markov chain on the countable set E. For x, y ∈ E, let q x,y be the transition probability of the Markov chain from x to y, and let G be the Green function:
where q k is defined inductively by
Let us fix x 0 ∈ E, and let us assume that G(x 0 , y) > 0 for all y ∈ E, i.e. any state in E is accesible from x 0 by the Markov chain. Let K x 0 be the function, from E to R + , given by
One can prove that
and then, if w = (w x ) x∈E is a summable family of elements in R * + , one can define a distance ρ x 0 ,w on E by
The Martin compactification of E is the topological space E, induced by the completion of the metric space (E, ρ x 0 ,w ): up to homeomorphism, E does not depend on the choice of w and the point x 0 such that G(x 0 , y) > 0 for all y ∈ E. The space E is compact, its subspace ∂E := E\E is a closed set in E, called the Martin boundary of E.
If G(x 0 , y) > 0 for all y ∈ E, and if x ∈ E, then the function y → K x 0 (x, y) is Lipschitz (with a constant at most [1 + C x 0 (x)]/w x ), and then the function K x 0 from E × E to R + can be uniquely extended by continuity to the set E × E. For all α ∈ E, the function x → K x 0 (x, α) is superharmonic for the transition probabilities (q x,y ) x,y∈E i.e. for all x ∈ E,
and it can be harmonic only for α ∈ ∂E. We define the minimal boundary of E as the set ∂ m E of points α ∈ ∂E, such that the function x → K x 0 (x, α) is minimal harmonic, i.e. it is harmonic, and for any harmonic function ψ :
The following result holds:
Proposition 3.1. The set ∂ m E is a Borel subset of ∂E which, up to canonical homeomorphism, does not depend on the choice of x 0 . Moreover, for any choice of x 0 , a nonnegative function ψ from E to R is harmonic if and only if there exists a finite measure µ ψ,x 0 on ∂ m E, such that for all x ∈ E,
If it exists, the mesure µ ψ,x 0 is uniquely determined.
Let us now go back to the assumptions of Section 2. In this setting, the canonical process (X n ) n≥0 is irreducible and recurrent under P x for all x ∈ E, and all the nonnegative harmonic functions are constant. Indeed, if ψ : E → R + is harmonic, (ψ(X n )) n≥1 is a nonnegative martingale, and then it converges a.s., which is only possible for ψ constant, since (X n ) n≥1 hits all the points of E infinitely often. Then, the definition of the Martin boundary should be modified in order to give a non-trivial result. The idea is to kill the Markov chain at some time in order to get a finite Green function. The time which is chosen occurs just before the first strictly positive hitting time of some x 0 ∈ E. The Green function we obtain in this way is given by
n denotes the number of hitting times of x at and before time n. It is easy to check, using the strong Markov property, that the tail of the distribution of L
is exponentially decreasing, which implies that G x 0 (x, y) is finite. Moreover, G x 0 (x 0 , y) is strictly positive, since all the states in E are accessible from x 0 (recall that the Markov chain is irreducible), and then they are also accessible without returning to x 0 . Hence, one can define, similarly as K x 0 (x, y) in the transient case:
The function L x 0 induces a distance δ x 0 ,w on E, given by
where, as before, w := (w x ) x∈E , and where
The completion of (E, δ x 0 ,w ) induces a topological space E, called, as before, the Martin compactification of E: it is possible to prove that the topological structure of E does not depend on w and x 0 . The transitions of the Markov chain killed just before going to
The map going from ϕ to ϕ is linear and bijective. By continuity, one can extend L x 0 (x, α) to all x ∈ E and α ∈ E. For α fixed this function is, as in the transient case, superharmonic with respect to the transitions (p x,y 1 y =x 0 ) x,y∈E , and it can only be harmonic for α in the boundary ∂E of E, which is, as in the transient case, called the Martin boundary of the Markov chain. The minimal boundary ∂ m E is the set of α ∈ ∂E such that x → L x 0 (x, α) is minimal harmonic for (p x,y 1 y =x 0 ) x,y∈E . As in the transient case, one can show that all harmonic functions for (p x,y 1 y =x 0 ) x,y∈E can be written, in a unique way, as the integral of x → L x 0 (x, α) with respect to dµ(α), µ being a measure on the minimal boundary ∂ m E. Stating this precisely, and writing this in terms of ϕ rather than ϕ gives the following: Proposition 3.2. The set ∂ m E is a Borel subset of ∂E which does not depend on the choice of x 0 . Moreover, for any x 0 ∈ E, a nonnegative function ϕ from E to R, such that ϕ(x 0 ) = 0, satisfies E x [ϕ(X 1 )] = ϕ(x) for all x = x 0 if and only if there exists a finite measure µ ϕ,x 0 on ∂ m E, such that for all x = x 0 ,
If it exists, the mesure µ ϕ,x 0 is uniquely determined, and has total mass equal to
Now, we can use this result in order to classify the families of measures (Q
Since the Markov chain is irreducible and recurrent, it admits a nonnegative stationnary measure, which is unique up to a multiplicative constant. If we fix the constant of normalization, one gets a function β from E to R + , such that for all y ∈ E,
Moreover, the function β never vanishes. One then gets the following result: Proposition 3.3. For α ∈ ∂ m E, and for all x 0 ∈ E, the function
which vanishes at x 0 , is harmonic at every point except x 0 . Moreover, the family of σ-finite measures (Q x 0 ,ϕx 0 ,α x ) x∈E does not depend on x 0 .
Proof. The fact that ϕ x 0 ,α is harmonic everywhere except at x 0 comes directly from the definition of the minimal Martin boundary. Moreover, if x 0 , x 1 ∈ E, we have proven in Proposition 4.2.10 of [11] that Q
for all x ∈ E, if and only if for all ǫ ∈ (0, 1), there exists A > 0 such that for all x ∈ E, ϕ x 0 ,α (x) + ϕ x 1 ,α (x) ≥ A implies
One easily checks that this condition is implied by:
It is then sufficient to prove this bound for all x 0 , x 1 ∈ E such that x 0 = x 1 . Now, a classical construction of the stationnary measure β implies, using (3.1), that
which implies, for all x = x 0 ,
and for x = x 1 ,
It is then sufficient to prove
Let G x 0 ,x 1 be the Green function of the Markov chain corresponding to (P x ) x∈R , killed just before its first strictly positive hitting time of the set {x 0 , x 1 }:
where T ′ z is the first strictly positive hitting time of z. It is sufficient to prove
Let us show the first bound: the second is obtained by exchanging x 0 and x 1 . If τ
p denotes the p-th hitting time of x 1 , one gets for all x ∈ E\{x 0 , x 1 }, y ∈ E,
, the first term of the last sum is exactly G x 0 ,x 1 (x, y), and by the strong Markov property:
Hence,
It is then sufficient to check
Now,
β(x 1 ) and using the Markov property at the first hitting time of x 1 ,
Since the normalization of β is supposed to be fixed, the result we have just proven allows to write, for all α ∈ ∂ m E, Q
since the right-hand side does not depend on x 0 ∈ E. Using the minimal boundary, one deduces a complete classification of the families of σ-finite measures in the class Q.
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Proposition 3.4. Let (Q x ) x∈E be a family of σ-finite measures on (E N 0 , F ∞ ). Then (Q x ) x∈E is in the class Q if and only if there exists a finite measure µ on ∂ m E such that for all A ∈ F ∞ , x ∈ E,
In this case, µ is uniquely determined.
Proof. Let us assume Q x = Q x 0 ,ϕ x for all x ∈ E. By Proposition 3.2, there exists a finite measure µ ϕ,x 0 on ∂ m E such that for all x ∈ E,
For all n ≥ 1, and for all nonnegative, F n -measurable functionals F n , one has
Using the monotone class theorem and the fact that the canonical process is transient under Q x and Q α , one deduces, for all A ∈ F ∞ ,
where the measure
is finite. Let us prove the uniqueness of µ. If for two finite measures µ and ν, and for all
and for all n ≥ 1, B n ∈ F n , one gets, by taking A = B n ∩ {∀k ≥ n, X k = x 0 },
and
For y ∈ E, taking B n = {X n = y} gives
Since the Markov chain is irreducible, there exists n ≥ 1 such that P x [X n = y] > 0, which implies that ϕ 1 (y) = ϕ 2 (y), i.e. for all x ∈ E,
and then for
The uniqueness given in Proposition 3.2 implies that µ = ν. It remains to show that any family (Q x ) x∈E of measures such that for all A ∈ F ∞ ,
has the form (Q x 0 ,ϕ x ) x∈E if µ is a finite measure on ∂ m E. Indeed, by reversing the computation given in (3.2) and by replacing µ ϕ,x 0 by µ/(β(x 0 )), one deduces that for F n nonnegative and
Since the canonical process is transient under Q x and Q
The result we have just proven gives a disintegration of all families of measures in the class Q, in terms of the families (Q α x ) x∈E for α ∈ ∂ m E.
Convergence of the canonical process under Q α x
In this section, we study the canonical trajectory under Q α x , for α in the minimal boundary of the Markov chain corresponding to (P x ) x∈E . The main statement we will prove is the following result of convergence: Proposition 4.1. For all x ∈ E, and for all α ∈ ∂ m E, (Q α x )-almost every trajectory tends to α at infinity.
Proof. The proof of this statement will be done in several steps. A difficulty in the study of Q α x is the fact that this measure is not finite in general. Hopefully, Q α x can be proven to be equivalent to probability measures, which can be explicitly described. Moreover, one can choose such a probability measure, in such a way that the corresponding random trajectory is a transient Markov chain. Proposition 4.2. For r ∈ (0, 1), x, x 0 ∈ E, α ∈ ∂ m E, let
∞ denotes the total number of hitting time of x 0 by the canonical trajectory, the measure
is the probability distribution of a Markov chain, starting at x, with transition probabilities (q x 0 ,α,r x,y ) x,y∈E , where
if x = x 0 , and
Proof. The discussion at the beginning of Chapter 4 of [11] shows the following: if ϕ(x 0 ) = 0 and ϕ is harmonic at all points different from x 0 , then for
is finite and satisfies, for all n ≥ 0, and for all F n nonnegative, F n -measurable,
where L x 0 n−1 is the number of hitting times of x 0 at or before time n − 1. In the case we consider here, we have
and by applying Proposition 3.2 to µ ϕ,x 0 equal to 1/β(x 0 ) times the Dirac mass at α,
, the total mass of µ ϕ,x 0 . Hence,
, and then for n ≥ 0, F n nonnegative and F n -measurable,
Taking n = 0 and F n = 1, we deduce that P
is a probability measure. Moreover, for all y 0 , y 1 , . . . , y n ∈ E,
, which proves the desired result.
Since the canonical trajectory is transient under Q α x , it is also transient under P
x 0 ,α,r x , since the two measures are absolutely continuous with respect to each other. Hence, one can consider the Martin boundary of the corresponding transient Markov chain. If we take x 0 as the reference point, we need to consider the Green function G x 0 ,α,r given by
and the function K x 0 ,α,r given by
One then gets the following result:
For all x, y ∈ E, one has:
The Martin boundary associated to the transient Markov chain corresponding to (P
) x∈E is canonically homeomorphic to the Martin boundary associated to the recurrent Markov chain corresponding to (P x ) x∈E , and the analogous statement is true if we replace the Martin boundary by the minimal boundary. Moreover, the function 1 is a minimal harmonic function, for the Markov chain given by (P x 0 ,α,r x ) x∈E , which corresponds to the point α of the minimal boundary ∂ m E.
Proof. For x, y ∈ E, n ≥ 1,
Using the strong Markov property, one deduces
In particular,
Taking the quotient of the two expressions, we get, after dividing the numerator and the denominator by rG x 0 (x 0 , y)/(1 − r), and by checking separately the cases y = x 0 and y = x 0 ,
For x, (y n ) n≥1 in E, it is then clear that K x 0 ,α,r (x, y n ) converges if and only if L x 0 (x, y n ) converges: this equivalence is also true for x = x 0 , since
This equivalence implies the equality, up to a canonical homeomorphism, of the Martin boundaries associated to (P x ) x∈E and (P x 0 ,α,r x ) x∈E . Let us now check the equality of the minimal boundaries. It is straightforward to check that there is a bijective map R from the set of functions ϕ from E to R for which ϕ(x 0 ) = 0 and E x [ϕ(X 1 )] = ϕ(x) if x = x 0 , to the set of functions h from E to R which are harmonic with respect to the Markov chain associated to (P x 0 ,α,r x ) x∈E . This map is given as follows:
and one has
It is obvious that R and R −1 are linear maps, and that R sends nonnegative functions to nonnegative functions. Moreover this last property is also true for R −1 . Indeed, if h is nonnegative, then R −1 (h) is harmonic for (P x ) x∈E at every point except x 0 , vanishes at x 0 and is bounded from below by
Hence, for all x ∈ E,
and letting n → ∞,
since by the recurrence of the canonical process under P x ,
One deduces that R and R −1 preserve the minimality of the corresponding harmonic functions. Moreover, one has for all γ ∈ ∂ m E,
In the second equality, we use that
, which is a consequence of Proposition 3.2 applied to 1/β(x 0 ) times the Dirac measure at γ. Since γ ∈ ∂ m E, ϕ x 0 ,γ is minimal as a nonnegative function vanishing at x 0 and (P x ) x∈E -harmonic outside x 0 , R(ϕ x 0 ,γ ) is then minimal as a (P
) x∈E -harmonic function, and by the previous computation, x → K x 0 ,α,r (x, γ) si also minimal, which implies that γ is also in the minimal boundary of E for the transient Markov chain (P x 0 ,α,r x ) x∈E . Using the reverse map R −1 , we deduce similarly that any point in the minimal boundary for (P
) x∈E is also in the minimal boundary for (P x ) x∈E . We have then the identity (up to canonical homeomorphism) between the two minimal boundaries.
Moreover, for γ = α, we get the following:
Hence, if we refer to Proposition 3.1, the constant function equal to 1 can be written as follows:
δ α denoting the Dirac measure at α. Since µ is carried by α, and α ∈ ∂ m E by assumption, the last statement of Proposition 4.3 is proven.
We can now easily finish the proof of Proposition 4.1. Applying Theorem 3.2. of Kemeny and Snell [4] to the transient Markov chain associated to P x 0 ,α,r x and to the constant harmonic function h = 1, and using the last statement of Proposition 4.3, we deduce that P From the fact that (Q α x ) x∈E satisfies the condition (2.1) and from Proposition 4.1, we deduce the following informal interpretation: under Q α x , the canonical process corresponds to the Markov chain given by P x , conditioned to tend to α at infinity. Of course, this interpretation is not rigorous since Q α x is not a probability measure in general, and even not a finite measure. Moreover, under P x , the canonical process is recurrent, so it cannot converge to a point of the Martin boundary.
Some examples
In this section, we look again at the examples given in Chapter 4 of [11] .
5.1. The simple random walk on Z. The simple random walk on Z is the Markov chain given by the transition probabilities (p x,y ) x,y∈Z where p x,x+1 = p x,x−1 = 1/2 and p x,y = 0 if |y − x| = 1. For all x ∈ Z, p x,y = 0 for all but finitely many y ∈ Z, and the simple random walk is irreducible and recurrent. We can then do the construction given in Chapter 4 of [11] and in the present article. If we take x 0 = 0, we get, by using standard martingale arguments,
for all y ∈ Z, and for all x ∈ Z\{0} and y ∈ Z,
Hence, L 0 (0, y) = 1 and for x = 0,
We deduce that the Martin boundary of the standard random walk has exactly two points. We denote these points −∞ and ∞, the distinction between them being given by the formulas:
This notation is justified by the following fact: a sequence of points in Z tends to ∞ in the Martin compactification of Z if and only if it tends to ∞ in the usual sense, and the similar statement is true for −∞. If we normalize the stationnary measure by taking β(x) = 1 for all x ∈ Z, we get ϕ 0,∞ (x) = 2x + , ϕ 0,−∞ (x) = 2x − .
The nonnegative functions ϕ such that ϕ(0) = 0 and ϕ is harmonic at all x = 0 are exactly the linear combinations of ϕ 0,∞ and ϕ 0,−∞ with nonnegative coefficients. We deduce that the minimal boundary of Z is equal to its Martin boundary, i.e. has the two points −∞ and ∞. The families of σ-finite measures in the class Q are then exactly the families of the form (αQ
x ) x∈Z for α, β ≥ 0. Hence, we do not obtain other measures than those given in Subsection 4.3.1 of [11] .
5.2.
The simple random walk in Z 2 . In this case, we have E = Z 2 and the transition probabilities are given by p x,y = 1/4 if ||x−y|| = 1 and p x,y = 0 otherwise. It has been shown that in this situation, there exists, up to a multiplicative constant, a unique nonnegative function which vanishes at (0, 0) and which is harmonic everywhere else. This property is, for example, stated in Section 31 of [15] (statement P3), in the case where we replace the simple random walk by a general irreducible, recurrent, aperiodic Markov chain in Z 2 , for which the increments are i.i.d. random variables. Since the simple random walk is not aperiodic, the result in [15] doesn't apply directly. However, it is easy to deal with this problem: if a is a nonnegative function, vanishing at (0, 0) and harmonic elsewhere for the transitions (p x,y ) x,y∈Z 2 , then for E ′ := {(a, b) ∈ Z 2 , a + b even}, the restriction of a to E ′ is harmonic, except at (0, 0), for the transition p 2 obtained by iterating two steps of the Markov chain with transition p, i.e. (p 2 ) x,y is 1/16 for ||x − y|| = 2, 1/8 for ||x − y|| = √ 2 and 1/4 for x = y. This Markov chain on E ′ is irreducible, recurrent, aperiodic, and then the restriction of a to E ′ is uniquely determined up to a multiplicative constant. Now for x ∈ Z 2 \E ′ , a(x) is the average of the four numbers a(x ± (0, 1)), a(x ± (1, 0)), where x ± (0, 1) and x ± (1, 0) are in E ′ , so it is also uniquely determined. We have already written the expression of a in Subsection 4.3.5 of [11] : if the multiplicative constant is suitably chosen, then a is the so-called potential kernel, given by
In Section 15 of [15] , some explicit values of a are given. If x = (0, 0), then a(x) = 0, if ||x|| = 1, then a(x) = 1, and for all n ≥ 1,
Knowing these values is sufficient to successively recover all the values of a, by only using the fact that a is harmonic, and that a has the same symmetries as the lattice Z 2 . For example, we get 4a(1, 0) = a(2, 0) + a(0, 0) + a(1, 1) + a(1, −1), and then
Similarly,
and so on. In particular, for all x ∈ Z 2 , a(x) ∈ Q + 1 π Q. The following asymptotics has been given by Stöhr [16] , then improved and generalized by Fukai and Uchiyama [2] :
a(x) = 2 π log ||x|| + 2γ + log 8
where γ is the Euler-Mascheroni constant.
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The uniqueness of a, up to a multiplicative constant, shows that the simple random walk in Z 2 has a Martin boundary with only one point, which can naturally be denoted ∞. If we go back to the definition of the Martin boundary given here, we deduce that for all x ∈ Z 2 \{0}, for some constant C > 0. Since the counting measure is invariant for the simple random walk we deduce that G (0,0) ((0, 0), y) = 1 for all y ∈ Z 2 , and then for x = (0, 0),
Moreover, by the Markov property, for y = (0, 0), Since the Martin boundary of E has only one point in this example, the class Q contains only the nonegative multiples of the family of measures (Q ∞ x ) x∈Z 2 . The results given here on the simple random walk in Z or Z 2 , its potential kernel and its Martin boundary has been adapted to more general random walks on groups. For example, see Kesten [5] or Kesten and Spitzer [6] .
5.3.
The "bang-bang random walk". This Markov chain is given in Subsection 4.3.2 of [11] . We have E = N 0 , the set of nonnegative integers, and the transition probabilities are given by p 0,1 = 1, and for all y ≥ 1, p y,y+1 = q ∈ (0, 1/2), p y,y−1 = 1 − q and p x,y = 0 for |y − x| = 1 (in [11] , only the case q = 1/3 is considered, but the generalization is straightforward). It is easy to check that the Markov chain is irreducible and recurrent. Moreover, for α := (1 − q)/q, (α X n∧T 0 ) n≥0 is a martingale under P x for all n ∈ N 0 . By a standard martingale argument, one deduces that for 0 < x < y,
Now, for all y > 0, under P y :
• With probability q, X 1 = y + 1 and then the Markov chain goes almost surely back to y before hitting 0.
• With probability 1 − q, X 1 = y − 1, and then the conditional probability that the Markov chain goes to 0 before returning to y is P y−1 (T y > T 0 ) = 1 − α y−1 − 1 α y − 1 .
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Hence, the probability that the Markov hits 0 before returning to y is P y [T 0 < τ Hence, for all x ∈ N 0 , L 0 (x, y) converges when y goes to infinity. The Martin boundary has then only one point denoted ∞, and
, L 0 (0, ∞) = 1.
In this setting, the exists a unique stationnary probability measure, given by
and for all x > 0, β(x) = 1 − 2q 2q(1 − q)α x . With this normalization, we get for all x ≥ 1: ϕ 0,∞ (x) = 2q(1 − q) (1 − 2q) 2 (α x − 1).
We then get, up to a multiplicative constant, a unique family of σ-finite measures (Q ∞ x ) x∈N 0 , described in Subsection 4.3.2 of [11] in the case q = 1/3, and then α = 2.
5.4.
The random walk on a tree. Here, we consider an infinite k-ary tree for k ≥ 2.
