Preface
Understanding Information Transmission is an introduction to the whole field of information engineering. Its seven chapters span the nature, storage, transmission, networking and protection of information. The book has two intentions: First, it is a second-year course book for new university programs in Information Technology (IT); secondly, it appears within the IEEE "Understanding Series" which was designed for those who wish to learn a new field on their own. In our case the field is the rapidly evolving field of IT. A special feature of the book is its treatment of the spectacular history of the subject, its people and inventions, and its social effects on all of us.
As a text, the book has been used in the required introductory course on Information in the first year of the Information and Communication Technology engineering degree program at Lund University in Sweden. The present version has been used for three years in that course. One of us (JBA) also worked within the IT program at Rensselaer Polytechnic Institute. Baccalaureate IT programs like these are starting up all over the world. Because they are so new it is worthwhile to look at their curriculum requirements.
These four-year IT programs combine courses from a variety of information disciplines. A typical curriculum might consist of courses in communication engineering, signal processing, software engineering, programing, computer science, mathematics (discrete mathematics, probability, linear algebra/complex variables), man -machine issues, psychology, and linguistics. To this may be added in some countries a proportion of liberal arts, economics, and management electives. Certain traditional engineering courses, for example, thermodynamics, mechanics, and materials, are often squeezed out. The prerequisites for our book are those for a course early in this structure. We assume a modest first-year university (U.S.) or gymnasium (Europe) preparation in mathematics (specifically, calculus, complex variables, and elementary probability) and physics (electromagnetic waves and DC electrical circuits). Review appendices are offered to help a reader who is missing parts of the prerequisites. Information engineering is a subject that is full of mathematics, and Chapter 2 is devoted to the core mathematical techniques of the discipline. The chapter develops Fourier transforms and bandwidth, linear systems and convolution, and some circuit ideas.
Chapter 1

Introduction: First Ideas and Some History
This book is about the transmission of information through space and time. We call the first communication. We call the second storage. How are these done, and what resources do they take?
These days, most information transmission is digital, meaning that information is represented by a set of symbols, such as 1 and 0. How many symbols are needed? Why has this conversion to digital form occurred? How is it related to another great change in our culture, the computer?
Information transmission today is a major human activity, attracting investment and infrastructure on a par with health care and transport, and exceeding investment in food production. How did this come about? Why are people so interested in communicating?
Our aim in this book is to answer these questions, as much as time and space permit. In this chapter we will start by introducing some first ideas about information, how it occurs, and how to think about it. We will also look at the history of communication. Here lie examples of the kinds of information we live with, and some ideas about why communication is so important. The later chapters will then go into detail about communication systems and the tools we use in working with them. Some of these chapters are about engineering and invention. Some are about scientific ideas and mathematics. Others are about social events and large-scale systems. All of these play important roles in information technology.
WHAT IS COMMUNICATION?
Communication is the transfer of information.
Information occurs in many ways. It can take the form of postal letters, email, bank statements, parking tickets, voice, music, pictures, moving video. It is easy to name many more. The medium that carries information can be electromagnetic waves, electricity through wires, writing on paper, or smoke signals in the air. The delay of transfer can vary. A short letter can be delivered in tenths of a second in an online chat room, seconds or minutes by email, a day or two by postal priority mail, and perhaps months by low-priority mail. The quality of transfer can also vary. Voice and music can be compact disk quality, ordinary radio quality, telephone quality, or something worse, like a military or taxi radio. The form of information, and the medium, delay, and quality of its transmission, are all things with which engineers must deal, and quantify.
Sometimes information appears in forms that are hard to quantify. A letter is just words, but a voice speaking the same words can be happy, sad, threatening, and so on, and carry more information. Information of this sort can be abstract and almost impossible to describe in words; examples are the feelings and impressions that are present in music or art. Philosophers and mathematicians alike have posed the question, "What is information?" We can give at least three answers. Information can be data, in the sense of a bank statement, a computer file, or a telephone number. Data in the narrowest sense can be just a string of binary symbols. Information can also be meaning. The meaning of the bank statement might be that your account is overdrawn and will now be closed, and the meaning of the symbols in the computer file may be that you have won the lottery and should quit your job. Another idea was proposed by the mathematicians Hartley and Shannon in the middle of the last century. They said that information was the degree that uncertainty was reduced by knowing symbols, and they gave a formula to measure it. Shannon's ideas lie at the heart of the modern engineering idea of information, and we will look at them in detail in Chapter 5. Until then, we will measure information of the symbolic kind by simply counting the symbols.
Many forms of information, such as text and data, are inherently symbolic. Others, such as voice and video, are originally analog waveforms, and can be transmitted or stored in this form or converted to a symbolic form. There are many engineering reasons to do this, and in theory there is no loss in doing so. We will call this process source conversion. It is often called by more technical names, such as source coding, data compression, change of format, or analog-to-digital (A to D) conversion; what these are is only a change in form. There are laws that govern it, and state, for example, how many symbols are needed for voice or video. We will look at that in Chapters 2 and 5. Sometimes information is converted from one symbolic form to another. Emails, for example, are converted from the text symbols A,B,C, . . . to the binary symbols 1 and 0. When information is converted to a simple, standard form such as these binary symbols, both the public and engineers alike say that it is in digital form.
A conversion to a form intended for transmission or storage is called modulation. In this process, analog or digital forms are converted to electromagnetic waves as in radio, magnetized regions as in a hard disk, or pits in a film as in a compact disk (CD), to name a few. Within radio and wire modulation many ways exist. These include modulating the amplitude, frequency or phase of a radio or electrical waveform. As an example of the proper use of language, we might say that "voice was converted to digital form and the resulting bits are phase modulated for transmission." Waveform information such as voice and video may be modulated directly in its analog form or converted to digital form. We will take a close look at modulation in Chapter 4.
The need for modulation seems obvious, but it is a good idea to review why it is needed. A good modulation method is one that fits the medium. For example, an efficient means of modulating magnetic domains on a disk may not be the best one on a CD or over a radio link. Radio channels are especially interesting because the physics of antennas and transmission depend very much on frequency. For all sorts of subtle reasons, microwaves are required in space; 20 MHz is suitable for transcontinental transmission during the daytime, 6 MHz is suitable at night, and 20 kHz is needed for submarines at any time. Another reason for modulation is to keep signals from interfering; if two signals are modulated to different radio frequencies, they will not disturb each other.
An interesting philosophical point about all of this is that modulation is inherently an analog process. The last circuit in radio transmitters and disk drives is always an analog one. Symbols do not have length or weight or field intensity, but magnetic domains and electromagnetic waves do. We need to measure this physical reality, and buy and sell and control it.
Noise
A proverb says "Death and taxes are always with us." The equivalent of these in communication is noise. Except at absolute zero-not a very interesting temperature-noise is always with us.
Noise takes many forms. For two people having a conversation, traffic noise may be the problem. For people sending smoke signals, it might be fog. A definition of noise might be any unrelated signal in the same time or place or frequency band. Because most communication is one way or another electrical, it is electrical noise that is most interesting for us, and within this, thermal, or "white" noise. This noise stems from the motions of molecules, something that is present in all materials and at all temperatures above absolute zero. It is true that there is a cosmic background noise in the universe, but most often the dominant source of white noise is the receiver itself, in the front part where the signal is first applied. Sometimes it is this unavoidable noise level that limits communication. Other times a nonthermal source dominates. Everyday examples are interference from switched currents in neighboring wires, electrical activity in the radio medium, for example, the ionosphere, and other signals in the same channel. It is also possible that a signal can interfere with itself in such a way that versions of the signal are hard to separate and act like noise to each other. In video transmission, the interfering version is called a ghost, in audio, it is an echo. If there are several interferers, and they lie close in time, the result is a smear in video, a garble in audio.
There are several general rules about noise. First, signals decay as they propagate, so that sooner or later a fixed noise level, however small, becomes significant. Secondly, only the ratio of signal energy E to noise energy N matters, not the absolute value of either. The important ratio is called the signal-to-noise ratio, abbreviated SNR. In communication, this ratio E/N is expressed in decibels 1 (abbreviated dB), which by definition is computed as 10 log 10 (E/N). We can observe this rule in everyday life. If two people are talking in a room and a party starts up, they must now talk louder; the ratio of their speech to the background noise must stay the same. Almost always, the same rule applies to electrical communication. The implications are that if signals are weak, as they are from outer space, the receiver must be very good, with a low noise; conversely, if noise is high, it may be overcome, but only by large signal power.
Measuring Communication
With symbols, we can simply count them. The situation is actually more subtle, because some symbols can contribute more to the message than others. But more on this must await Chapter 5. Here we want to gain an overall impression of how to measure analog signals, both analog sources of information and the analog signals that transmit digital information.
Important measures of a communication system are its energy, bandwidth, processor requirement, distortion, and delay. In the real world, these all cost money. In general, they all trade off against each other; that is, reducing the cost of one increases the cost of the others. Distortion, for example, can be reduced by consuming more energy or bandwidth, or by more expensive processing or longer transmission delay. There are many other tradeoffs and some are less intuitive; for example, choosing a transmission method with wider bandwidth can lead to a lower signal energy requirement or a lower distortion.
We can look at energy and bandwidth in a little more detail now, saving the full treatment for Chapters 2 and 4. For the moment, think of processing, distortion, and delay as fixed at some convenient level. Energy is a familiar quantity. With digital transmission, it is convenient to think of energy per bit, denoted E b (in joules). If T seconds are devoted to the transmission of each bit, then the power is E b /T watts. With analog waveforms, the power of the waveform is easy to think about. Bandwidth is more difficult. To start, we should point out that there are two meanings of the word. Often in engineering and almost always in the general public, bandwidth refers to the bit rate of a service in bits/second. For example, one might say a video system has higher bandwidth than a voice system, meaning that it requires more bits/s. To communication engineers this is an abuse of notation; bandwidth is the width of frequencies that is required to send the signal. The two meanings are related, but in a complicated way that varies strongly with the modulation method and the quality desired. The simplest digital modulation methods take, very roughly, 1 Hz of bandwidth for each bit per second transmitted. As an example, standard low-tech digitized telephone speech runs at 64 kbits/s, and this therefore would need roughly 64 kHz of bandwidth. As a second example, a short email might convert to 1000 bits, and to send it in 20 s (certainly competitive with the post office!) would imply 50 bits/s for 20 s, and a bandwidth consumption of 50 Hz. The bandwidth of a brief letter is thus very much smaller than sending the same spoken words. As the saying goes, a picture is worth a thousand words. In fact, the engineering reality is that a picture costs the bandwidth of a thousand spoken words, but more like 100,000 written words.
Communication engineers compute bandwidth by the Fourier transform, which is described in Chapter 2. A view that gives some simple intuition is the following water pipe analogy. Transmitting information is like transmitting water. Signal energy E corresponds roughly to the initial pressure of the water. Signal bandwidth W is the size of the pipe. Signal noise N is the friction of the pipe. The total water carried per second is the product of pipe size and pressure, reduced by the effect of friction. Actually, information transfer obeys a relation more like (bandwidth) Â log (signal-to-noise ratio), but the water analogy gives the right feel.
It can be seen from the email example above that there are tremendous variations in the parameters of different information sources. Before going further, it would be useful to give rough measures for some of them. These will serve temporarily before we study sources in more detail in Chapter 3.
Messages
These include short emails, paging calls, and orders for a taxi service, for example. Length is perhaps 1000 -10,000 bits (200 -2000 ASCII characters). Delay of several seconds to several minutes is acceptable. Error rate should be very low, less than 10 29 . Transmission speed can be as low as 100s of bits/s.
Telephone Speech
As an analog signal, speech has a bandwidth of about 3500 Hz and requires an SNR of 30-40 dB (this is the ratio of signal power to noise power; 30 dB is a factor of 1000). Transmission must be nearly real-time. As a digital signal converted from analog, speech has a bit rate of 64 kbits/s if converted in a simple way, and perhaps 5 kbits/s if converted in a complex way. Bit error rate needs to be in the range 10 22 to 10 25 .
CD-Quality Music
As a high-quality analog signal, music has a bandwidth of about 22 kHz and needs an SNR of about 90 dB. Delays of up to several seconds can be tolerated in 1.1 What is Communication?
reproduction. As a digital signal converted from analog, standard stereo CD music requires 1.41 Mbits/s. Error rate must be low, less than 10 29 .
Television
As an analog signal, ordinary television has a bandwidth of about 4 MHz and requires an SNR of 20 -30 dB. As a digital signal converted from analog, video requires about 40 Mbits/s if converted in a simple way, and perhaps 0.5 -2 Mbits/s if converted in a complex way. Delays of up to several seconds can be tolerated in broadcasting and much more in tape playback. An error rate of 10 25 is tolerable. High-definition television (HDTV) requires 5 -10 times the bandwidth and bit rate.
WHY DIGITAL COMMUNICATION?
The last 30 years has seen a conversion of the entire communication business from analog to digital transmission, that is, from waveforms to symbols. This revolution has been so complete that most of our study in this book is devoted to digital transmission. Why is this? There are many compelling reasons. We will list them in approximate order of importance.
1. Cheap hardware. Beyond all else, the collapse in the price of electronics has propelled the digital revolution. An oft quoted empirical rule is Moore's Law, which states that the price of signal processing drops by half every 18 months. It is hard to grasp how momentous this price fall really is. As a small example, take the diode. In the 1950s, a diode was a vacuum tube that cost more than US$5 in today's money; today its cost has dropped at least 10 million fold. What would happen if the price of fuel or housing dropped that much? 2. New services. A great many new services are inherently symbolic, and are therefore digital. These include electronic banking, airline reservations, the web, email, to name just a few. We choose to live and work in a widely distributed way, which makes these services all the more necessary. Voice, music, and video can be transmitted in either analog or digital form, but these new services are only digital. 3. Control of quality. Even if all signals were voice, music, and video, digital transmission would still offer special advantages. These are subtle to understand, but they are nonetheless important. Digital transmission works in a way that tends to set a desired distortion level initially and then keeps it nearly fixed at that value. This will be discussed in Chapter 3. Analog transmission tends to start at a high quality and get worse at each conversion or retransmission step. Digital systems thus have the advantage when there are many such steps. We can stop momentarily and look at two classic examples, a recording/playback chain and a transmission system with repeaters.
It is often thought that a high-quality music recording medium must be digital, but this is not necessarily so. High-quality music is a matter of finding a medium with the bandwidth, SNR, and dynamic range required and this is possible with analog media.
2 The problem in recording is more that recording/playback is actually a chain of many processors. These include microphones, their lines, mixing, recording, remixing and re-recording several more times, storage in some medium, replay from the medium, playback processing, amplification, speaker reproduction. Quality is lost at every step. A digital system maintains its bits essentially unchanged from end to end. Once a quality level is agreed upon, it never changes.
The second example is a long-distance transmission system that is based on a chain of many short links with amplifiers (called repeaters) that boost the signal after each link. The system could be a chain of 50 km line-ofsight microwave links; a more modern example is an under-ocean light fiber system, which would need a reforming of the bit-carrying light waveform every 100 km. As an analog signal is passed from link to link, it picks up a certain quantity of noise each time, which cannot be removed. After, say, 100 links, the noise has grown 100-fold. A way of looking at this is that each link needs to have 100 times the quality that the whole system will have. This may only be achieved by a 100-fold increase in the signalto-noise ratio in the links. A digital system that carries bits encounters quite a different set of rules. The bits have a certain probability of error. After 100 links the laws of probability say that the probability overall will be about 100 times larger. To achieve a desired probability overall, then, about 100 times lower probability is needed in each link. We will see in Chapter 4 that this can be done with only a 60% increase in signal-tonoise ratio in the links. 4. Flexibility of transport and switching. If all signals have a common format as bits, the same system can carry them. Switching the bits and combining them into streams of different speeds and sizes are much easier. The same line can carry bits that control, for example, a telephone system as carries the voice itself. In reality, the bits from different services can require very different error rates, and so combining of services is not straightforward, but digital transmission is nonetheless vastly simpler when many services must be carried. Networking is the subject of Chapter 7. 5. Interference rejection. It is a fact that mobile systems, which tend to be limited by interference from other users, can fight interference better if messages are carried in digital form. This raises the number of users that the system can carry, and therefore lowers cost per user. 6. Security. Message security is inherently difficult with analog systems, since another user need only listen in. Analog encryption methods exist, but they are inherently weak. Digital encryption is performed by adding unknown bits and can be made virtually impossible to decipher. New services, such as electronic banking, tend to need more security than voice or video, and this multiplies the digital advantage. Security will be studied in Chapter 6.
SOME HISTORY
AT&T stock is the greatest investment in the world. When times are good, all stocks go up; when times are bad, people pick up the phone and complain to each other. . . This section recounts events in the long and fascinating history of telecommunication. Thinking about history as a list of dates and inventors can be misleading, since trends and individual inventions most often arise in confusion and in many different places at once. Fields can have unquestioned leaders, to be sure, but most of history happens in a rather muddy way. Information transmission evolved in a series of dramatic subrevolutions, which will form the structure of this section, and with most of them, the innovation arose in many places. Sometimes, as with the telegraph, the advent was rather sudden; other times, as with computer software, it was confused and drawn out. It is also important to realize that every major innovation in technology is accompanied by major social and political change. It can hardly be otherwise: a major shift in something as important as communication cannot occur in isolation. And someone has to finance the revolution. Like the people who gave their last dollar to AT&T in order to tell their friends how bad things were, someone has to think communication is worth paying for. The act of financing something as huge as information transmission is itself a major social and political event.
We can gain insight into these changes in our culture by studying history. However, the process of social change is subtle and not that easy to track. Historians say that the effects of a major change, such as the invention of radio, do not make themselves fully felt for as much as 50 years. This means, for example, that whatever we feel the effect of the Internet has been on us, the real effect on our civilization will not be known for something like 40 more years. In the meantime, we are the experimental guinea pigs.
Present-day telecommunication arose over the last two centuries because of four great trends. These were the invention of electric signaling technology (telegraph, telephone, radio, and so on), scientific and mathematical understanding of these (otherwise how could we work with them?), the advent of microcircuitschips (which made the equipment small, fast, reliable, and very cheap), and the software concept (which makes possible complex algorithms). It is interesting to observe that telecommunication from the telegraph up to television was based on science known in the 1800s. We will see the details of this presently. Only with data networking and the Internet did communication make use of the technology of the mid 1900s, namely computer software and microcircuitry.
We will now take a look at the revolutions of information transmission in the order they occurred. They are the telegraph, telephone, radio, television, cable TV, mobility, and the Internet. Some of the important events are given in Table 1 .1. We want particularly to find out the following:
. What technology supported each innovation? . What caused the social and political sectors to take an interest in the innovation? Why did they invest in it? . In turn, what were the social and political effects of the innovation?
The Telegraph
The first demonstration of an electric telegraph was between Washington, D.C., and Baltimore in 1844; the inventor and promoter were both Samuel F. B. Morse (1791 -1872) (Box 1-1). Morse was actually a portrait artist, but he had an active intellect, and some 15 years before, had been struck by the thought that electricity might propagate down a wire and carry a message for some distance. Morse was aware of and capitalized on the discoveries of Henry, Faraday, and Ampère, who were American, British, and French scientists, respectively, who worked during the period 1800-1840. Joseph Henry in particular had discovered electromagnetic induction: He strung a loop of wire around his school classroom and discovered that passing a current through it would create a current in a similar but disconnected loop in the room. A moment's thought shows that Henry had in a sense demonstrated a telegraph and in fact even radio. But it is difficult today for us to imagine how little was known in the 1800s about electricity. Both the telephone and the telegraph were devised without any concept of atoms or moving charges. Morse worked from the simple fact that connecting a battery at one end of his wire caused a magnetic response at the other end. For their part, the public identified electricity only with lightning; they called the telegraph the lightning line.
It was not enough for Morse to recognize that electricity-whatever that waswould cause magnetism at a distance. How could this electricity carry text information? He invented the Morse code for that purpose, and for that matter, he invented the key with which to send it. Here we see an important factor in producing a real innovation. One must capitalize not only on a scientific discovery, but devise an entire system that puts it to convenient and economic use. With minor changes, the Morse code is still in use today, and it is shown in Table 1 .2. Morse devised a code based on sequences of long and short pulses called dots and dashes that represented different text letters.
3 He also conceived the idea of using short words to represent common letters such as "e" and "i" and long words to represent uncommon letters such as "z." These principles are still used today in coding information. than it is today. It required five years for approval, and many congressmen thought the idea was dishonest or mystical. Opponents equated the telegraph with hypnotism and a sect that predicted the Second Coming of Christ for that year (see ref.
[1], p. 10). Before we judge the congressmen too harshly, we should remember that in the public mind, electricity was lightning and nothing else. Despite these problems, Morse's demonstration on May 24, 1844 was a great success. Three days later, Morse played an important role in a political party convention by relaying critical information from a meeting in Baltimore to a candidate in Washington. This settled his difficulties with disbelieving politicians. By 1846, Morse had constructed a telegraph between New York and Washington, and the telegraph had been used to report on a war that had broken out that year. By 1861, a telegraph line had crossed the North American continent.
The idea of signaling by some symbolic means over distances was not new in 1844. For some 50 years, and especially in Britain, entrepreneurs and governments had experimented with lights, semaphore (a system with two flags), and even smoke signals over short distances. The systems were not successful because they took too much time, they needed relays to go even moderate distances, and they were too subject to error. The telegraph solved all these problems in an economic way.
Some History
Morse was successful with politicians at first, but this was not to continue. He himself felt that the telegraph should be operated by the government for the public good, but the Congress took no further interest, feeling that government should not control such things, and the exploitation of the invention in the United States passed to private industry. The telegraph grew like wildfire, much as the Internet has done in our time, and within 20 years was dominated in the United States by the giant Western Union Company. By 1880, Western Union was the largest company in the United States, the first of the giant media companies that we know so well today. The telegraph also grew rapidly in Europe and everywhere else, but in all these cases it was financed and run by the governments, who felt just as strongly that governments should control the telegraph. The system came to be called the PTT (Posts-Telegraph-Telephone) method. Only recently have both the American and the European models been overturned. More about this will follow.
Why did the telegraph catch on so rapidly? It is said that the greatest single cause was the advent of cheap, daily newspapers, the so-called "penny papers" of the era. The public liked them, the papers needed news with immediacy, and the public therefore liked the telegraph. More slowly, the public came to see that the telegraph was relatively cheap and that they could use it themselves. The telegraph required huge investment that stretched over a wide geography, but it had a high bandwidth for its day; that is, it could divide its cost by many, many messages. A secondary cause of the telegraph's success was the rapid industrial expansion at the time, which needed a method to manage finance and production data. Governments were interested because countries and empires were growing in size, and the managing of these and of various military adventures needed better communication.
We have seen now the scientific basis of the telegraph (electricity) and how the inventor made it practical (wires, a code, the telegraph key). We have seen how it Historians say that the telegraph fostered a wider idea of nationality; that is, the idea that people have of their nation and culture now applied to much wider stretches of land and numbers of people. In the business world, markets in different locations became more tightly coupled. Transport became easier-transport and communication work in a symbiosis, in which each requires the other in order to be efficient. Morse himself foresaw some of this and spoke of the "one neighborhood" that he thought the telegraph would bring. But it was only a century later that McLuhan's concept of the "global village" [2] became a topic of everyday discussion.
We can take a closer look at the military use of the telegraph. After the telegraph, those who administered empires and wars no longer had the autonomy they once enjoyed. It used to be that a general or a governor of the outpost of an empire was sent far away, did the best he could, and either perished or reported back victory many months later. In the War of 1812 in the United States, for example, a significant part of the war occurred after the peace treaty. The Crimean War (1857), the American Civil War (1861 -1865) and the FrancoPrussian War (1870) were the first to use the telegraph. The device was used for intelligence, to order troop movements-and most significantly-to direct the wars from the respective capitals. Now the political leaders, not the generals, were in charge. As for the generals, they no longer needed to be in the battle to know what was going on; they could sit in a bunker a distance away and learn from the telegraph. A severe modern example of leading from afar is given by Hitler's micromanaging from Berlin of the Eastern Front in World War II. What would have happened if Hitler had left war to the experts on the scene?
The Telephone
As with the telegraph, the scientific effect that underlay the telephone was simply the fact that electricity propagated down a wire. There was no theory of charged particle flow, and no-one had ideas about whether brute electricity could carry what today we call a waveform. Alexander Graham Bell (1847 -1922), a Scot who had emigrated to Canada and later the United States, is the person identified today with the invention of the telephone. His first demonstration of the telephone, that is, a microphone, electricity carrying a waveform, and a reproducer, was in Boston in 1876. He was not trying to demonstrate voice transmission. Rather, he was trying to send several telegraph signals down the same wire line by interrupting different frequency tones, and he noticed that something resembling a voice could be transmitted.
Morse, Bell was not originally a scientist or engineer, and was by trade a teacher of the deaf. This, however, gave him a deep understanding of voice and hearing, which was surely an advantage in his work with the telephone.
As with the telegraph, the initial commercial development of the telephone took place within private finance and industry. In a pattern that would repeat with later communication innovations, there were major battles around 1880 among patent holders, which ended for whatever reason with Bell victorious, and this is in part why we today connect the telephone with Bell.
5 There were, however, many other contributors. One that should be mentioned, who narrowly lost out in the patent battles, is Elisha Gray. Also, one must mention those who made pioneering contribution to the business organization, especially A. Vail and G. G. Hubbard.
In North America, the telephone underwent a rapid development during the period 1880-1900, with the chief service being short, telegraph-like voice messages between businesses. It was relatively cheap and easy to install wires and an "apparatus" consisting of simply a coil for the earphone and a button filled with carbon for the microphone. Connections were made by boys who ran around a room connecting ends of wires. With these boys appeared for the first time the concept of switching in a network. As the telegraph had been before, the telephone was viewed initially as a point-to-point communication system, that is, one that permanently connected two users at opposite ends of a wire. Bell was the prophet of a new switching view (Box 1-2) .
The concept of message-based charging was also devised, in which the user paid for each call and was not forced to pay all at once for the installation of expensive lines. Aside from the fact that it carried voice, the telephone was thus fundamentally different from telegraph in two more ways-it served almost everyone directly, and connections were set up and taken down in a switched way.
We see that the telephone in North America began as a private business whose service was aimed at the entire public. In Europe, the telegraph was already organized in the PTT mode, and telephone was absorbed into that structure. It was natural to see telephone as an adjunct to the telegraph, as a service that delivered short, nonreal-time messages, and perhaps mainly for this reason, the development of telephone as a universal public service was delayed in Europe. Even radio initially was seen in Europe as a mobile form of the telegraph.
The telephone steadily evolved toward the universal medium that it is today. Switching became mechanized with the invention in 1892 of the dial switch by Almon Strowger.
6 Longer distance telephony depended on such new technology as the loading coil (M. Pupin and G. Campbell, 1899) and the vacuum tube (de Forest, 1906) . Transcontinental long distance between San Francisco and New York was finally demonstrated in 1915, with the elderly Bell making the first call. About 40% of the public had a telephone by 1925 in countries such as the United States and Sweden, and by 1965 -1970, almost 90% . By the 1910s in the United States and Canada, the telephone business grew into a private but heavily regulated monopoly. In the United States this was the American Telephone and Telegraph Company, more commonly called the Bell Telephone System. It was agreed that a significant part of the profits would support Bell Laboratories, which became the largest source of communication innovation in the world. It is astonishing to count the inventions that this institution brought to the world. The laser, fibers, information theory, and the transistor are some of them. One can argue that such a regulated organization, with a strong public service outlook, was a European PTT by another name. Be that as it may, the public-monopoly/PTT organizational form lasted until the 1980s. Today telephone service all over the world is evolving toward private profit-making forms-and we must do without Bell Laboratories.
To sum up, the scientific basis of the telephone was again electricity and the inventions that made it practical were simple: just an earphone, a microphone, and the switching concept. The financing evolved to a PTT/government-regulated-company form. Historians believe that the telephone evolved so rapidly because it was instant. The user completed the call, the conversation was real time, there were no intermediaries such as delivery boys, and the whole process BOX 1-2
As early as 1878 Alexander Graham Bell wrote that:
. . . it is conceivable that cables of telephonic wires could be laid underground or suspended overhead communicating by branch wires with private dwellings, Counting Houses, shops, Manufactuaries, etc., etc., uniting them through the main cables with a Central Office where the wires could be connected together as desired establishing direct communication between any two places in the city. Such a plan as this though impracticable at the present moment will, I firmly believe, be the outcome of the introduction of the telephone to the public. . .
Source: de Sola Pool [3]
Here in this quotation we even see the words "Central Office," which survives to the present day as the English phrase for the basic telephone switching node. One says, for example, that "Lund University telephones are organized as the 222 central office." This kind of switching, called generically circuit switching, survived until the Internet, which uses the packet switching method. We will discuss the distinction between these methods in Chapter 7. The quotation also contains the telling phrases "private dwelling" and "introduction of the telephone to the public." Bell and his partners, especially Vail, advocated that the telephone should serve ordinary people, and almost all of them at that. Fortunately, the telephone was not intrinsically an expensive technology. Eventually, universality was promoted in some countries by undercharging for local service and overcharging for long distance and for business service.
1.3 Some History could be "friendly" from beginning to end. All of this was aided by the business decision to make the service universal. Finally, telephones were cheap. We will see these aspects working in all later communication revolutions as well. It is a little harder to see the effect of the telephone on the culture around it. (For one thing, it is hard to imagine life without it.) Social historians feel that the telephone allowed the activities of most people-not just generals and politicians-to take place at a distance, to become geographically spread. Families, businesses, and jobs could function even though they were not in direct contact. One first thinks of continental distances here, but any activity more spread out than a few rooms was profoundly affected by the telephone. It is said that the modern skyscraper is impossible without the telephone.
The telegraph is hardly present today and its chief significance is in how it led to other technologies and ways of social organization. The telephone, however, looks to the eye much as it did in the late 1800s and has lasted 120 years. However, this is because the service it provides has evolved with the times. First it replaced telegraphic business messaging, then it carried messages for the general public. By the 1960s on a per-minute basis it as often carried relationships between people, 40 minute personal encounters-an advertising slogan then was "Reach Out and Touch Someone." Today telephone traffic is more than half data. The old voice network has morphed into a new entity. More about this will come when we take up the Internet.
Radio
In its first 25 years, radio was based entirely on technology of the 1800s. As we have seen, it can even be said that Henry sent the first radio message in the early 1800s. The conscious idea of radio came only after the publication of Maxwell's theory of electromagnetic waves in 1873. His theory gathered together many earlier discoveries; it predicted that radio waves should exist, that they should radiate, and that all such waves should move at the speed of light. It remained only to demonstrate waves at radio frequencies, and this was done during the period 1885 -1889 by the German Heinrich Hertz, over just a few meters, and again in 1892 by the Briton Oliver Lodge over a hundred meters.
The most successful demonstration of radio waves was by, of course, Guglielmo Marconi (1874 Marconi ( -1937 near Bologna in 1895. He not only extended the range to kilometers, but much more importantly, he conceived of radio as a communication medium and he had the business acumen and the flair for publicity to promote it. In rapid succession, he transmitted the outcome of the Americas Cup race from offshore New York to the downtown newspapers (1899), crossed the Atlantic (12 December 1901; see Fig. 1.1) , and even installed a radio link (1899) between British Queen Victoria's summer house and her yacht. As related by Lebow [1], p. 68, Marconi intruded upon Victoria's privacy at one point as she sat in her garden. Her majesty was not amused, and not knowing what else to call history's first radio installer, said "Get another electrician!". He is said to have replied, "England has no Marconi." Marconi performed many other demonstrations. However exciting these were, Marconi was also at work acquiring patents and setting up a business, which after 1899 was called the Marconi Wireless Telegraph Company. As evident in the name, Marconi saw radio as a means of telegraphy, in fact telegraphy between ships, where wires were impossible. Here is the origin of our present-day term wireless, although we apply it today to telephones. (For 50 years after Marconi, the British word for any kind of radio was "wireless".) Marconi's company was a great success. His product was effective and well priced and it revolutionized shipping; for 25 years this wireless telegraphy was the main commercial application of radio.
As we have mentioned, Marconi worked with established technology for which the theory was known. Early radio transmitters were spark transmitters, which worked by keying a spark to jump across a gap; waves were produced just as they are produced during ignition interference from a car engine. The principle here was soon improved by Nikola Tesla, a Croatian living in New York, who devised a coil that greatly increased the spark; various coupling systems could be added that served to localize somewhat the emissions to a frequency band. Power levels were routinely 1 -5 kW. 8 The early receiver was a so-called coherer, a tube 8 The full 5 kW passed through the key; operation of a large spark transmitter was not for the fainthearted. The nickname for a ship's radio operator was "sparks."
1.3 Some History full of iron filings that would stick together somewhat and be more conductive when a radio wave passed through them; the filings had to be jarred apart again once a Morse symbol was detected. Marconi discovered by trial and error that low frequencies would follow the curvature of the Earth and make long distance communication possible. This occurs for good reasons, but was counter-intuitive according to the physics of the time, which predicted straight line propagation. Radio in general was much more counter-intuitive than the telephone and telegraph. Even though Marconi could not work out all the physics of radio, he, like Morse and Bell, had a solid instinct for what was possible, and to this he added a strong talent for entrepreneurship and publicity. Radio in the period 1895 -1920 thus used the technology of the 1800s and this limited it to entirely different applications than it has today. It was a medium in need of new technology. This radio soon found and the result was a second revolution that we today call broadcasting. Some of the technology is easy to describe and some is much more subtle.
Certainly the spark transmitter was a weak point and one line of development attacked this. The transmitter was limited in power; it splattered emissions all over the frequency band, and it could not send voice. V. Poulsen, a Danish engineer, devised around 1902 a method to modulate the sparks, and in 1906 the Canadian Reginald Fessenden adapted the method and transmitted the first speech broadcast (Box 1-3).
BOX 1-3
The first speech broadcast was Christmas Eve December 24, 1906 from Brant Rock, MA, United States. Reginald Fessenden transmitted among other things Christmas songs with himself as singer and some violin playing. The quality was said to be awful, but perhaps because of the familiar tunes, ships at sea that heard the transmission found it impossible to deny what they were hearing, and Fessenden went down in history as the first radio broadcaster. Fessenden had proposed an entirely different way to generate radio waves. Just as a rotating machine can produce AC current at 50 or 60 Hz, a special purpose alternator can produce much higher frequencies, and if these are attached to the proper antenna, the result will be high-power radio transmission at one pure frequency. Voice can be transmitted by modulating the field of the alternator. Fessenden contracted with General Electric Company around 1905 to produce such a machine, but it was primarily General Electric's brilliant engineer Ernst Alexanderson who perfected the method. The Alexanderson alternator was a magnificent machine; later versions could transmit hundreds of kilowatts at high efficiency and at frequencies exceeding 100 kHz. They dominated long-distance radiotelegraph transmission for several decades after 1915. Alexanderson's father was professor at Lund University in Sweden. Ernst emigrated in 1901, ending up in Schenectady, New York State, the research headquarters of General Electric. Ernst Alexanderson died in his 90s after an epic research career at General Electric that included some 400 patents; the alternator was only a small chapter in this output. The last Alexanderson alternator, located in Grimeton, Sweden, was shut down in 1986. An account of Alexanderson is given in ref.
[4]. In a peculiar historical reversal, one of the authors of this book (JBA) worked many years in Schenectady at the very same laboratory and emigrated to become professor at Lund.
A second line of research and development, with many more consequences, was the vacuum tube. In 1883 the inventor Edison observed the fact that current will flow in a vacuum through the space between two electrodes. Edison could think of no interesting application, and his only further contribution was its name: the Edison effect. It was the Briton James Fleming who observed in the period 1896 -1906 that an AC current would pass in only one direction. He devised the name diode for such a two-element vacuum tube (today we borrow the word to mean a twoelement semiconductor). Although we must skip the scientific details, a one-way circuit element is the key to converting radio frequencies into a waveform we can see or hear. Fleming thus replaced the troublesome coherer receiver with a noisefree device having in theory perfect sensitivity. Soon after, in 1907, the American Lee de Forest suggested the triode tube, a device that contained a third element that could interrupt and control the charge flow through the tube. Avoiding again the electronic reasons, we simply give the significance of his invention: it was the key to amplification.
9 With amplifiers, sensitive receivers were possible and more versatile transmitters, as well as long-distance telephony and much else. From the triode came electronics, which has had an incalculable effect on us all.
A third crucial development stream was electronic circuitry. This is more subtle, and a place to start is a famous disaster, the sinking of RMS Titanic in April 1912. After hitting an iceberg, the ship used its powerful radio transmitter to call for help. Unfortunately, all radio operators in the area covered the same whole frequency band-neither transmitters nor receivers worked in the narrow "channels" that we use today. Because Titanic's transmitter was so powerful, and because it constantly transmitted greetings from wealthy passengers, other ships had given up radio operations. As a consequence, distress calls were not heard until too late. However, once the ship did sink, the news spread to shore instantly via the other ships' radio sets. The drama of the sinking, reported in real time, caught the public imagination and had many consequences. Radio became an important medium overnight; the U.S. government took it seriously for the first time and organized its own Marconi-like service (it was placed within the Navy). More amateurs and research scientists alike became interested, and the technology began to evolve rapidly. A prime need was better circuitry.
The vacuum tube and the Alexanderson transmitter made possible amplification and signals that occupied a narrow, channelized bandwidth. A new rank of inventors combined tubes and other elements into better circuits. The foremost of these was the American Edwin Armstrong (1890 -1954). His first major invention was the regenerative receiver, a means of using a triode tube to provide much higher sensitivity. However, his greatest invention, U.S. Patent 1,342,885, granted June 8, 1920 , is still the basis of virtually all radio receivers today. Its operation was subtle and its title inscrutable-the superheterodyne receiver. His idea is described in Chapter 4. The significance of it was that it allowed receivers to be built with extreme sensitivity and selectivity. The last means that the receiver detects only the desired signal and not those right next to it in the frequency band, in the way that we are accustomed to today. However obvious this strategy may seem, it in fact takes a deep knowledge of electronics to make it work. The result of Armstrong's invention was channelized communication, in which each user occupies one frequency and seldom interferes with others.
Before leaving Armstrong, we mention his other great invention, frequency modulation (around 1933). Frequency modulation (FM) caused Armstrong much political and scientific pain. Not the least cause of this was the subtlety of a principle contained within it, which Armstrong was the first to advocate in a concrete way: a signaling method that occupies a wider range of frequency, such as FM, can transmit with less power, for the same received quality. In communication theory, this is called the principle of power -bandwidth tradeoff.
However, with FM we get ahead of ourselves. At the end of World War I, the radio revolution had in fact hardly begun. What was to come was radio broadcasting, transmitting from one to many.
10 Broadcasting had its origins in amateur radio (ham radio). In an environment lacking regulations, amateurs sent out whatever they wished, and many, hams in the other sense, perhaps, talked and played music at some length. Their audience was other amateurs, and as 1920 approached, a variety of people constructed receivers, sometimes out of bits of junk.
11 A wellknown such amateur was Frank Conrad of Pittsburgh, Pennsylvania, and he was hired by the Westinghouse Company to send out interesting programs, as a means to increase the sales of Westinghouse radio receivers. The date was November 2, 1920 and Westinghouse asked Conrad to broadcast the results of that night's 1920 national election. Radio broadcasting quickly became a sensation. By 1925, radio commercials had been devised, as well as news, religious broadcasting, and music transmission. Soon after, stations were formed into networks. By 1930, radio broadcasting had taken its modern form, or to be more precise, the modern form of television, which would replace its function in 20 more years.
In Europe, radio came soon after, with the formation of the British Broadcasting Corporation (BBC) in 1922. However, the decision was made by most countries that radio was to be used strictly for the public good, run by an accountable public corporation and paid for by license fees. This system carried over to television, and dominates many European countries to the present day, alongside a weaker commercial sector. A public broadcasting system was eventually set up in the United States in the 1960s, but it accounts for only perhaps a tenth of broadcasting there. 10 Before 1920 the word broadcasting in English meant only the spreading of seed in a field. Pioneering broadcasters thought they were spreading ideas around like seeds. Similarly, the French adopted the word diffusion. The Swedish, however, simply adopted sända. 11 Not all amateurs behaved in socially acceptable ways. There was a definite amount of what today would be called hacker activity. After 1912, there was a partial effort to discipline amateurs, another consequence of the Titanic.
