In clinical applications, it is important to compare and study the ability of diagnostic tests to discriminate between individuals with and without the disease. In this paper, comparison of two diagnostic tests is presented and discussed using nonparametric predictive inference (NPI). We compare the two tests by considering the total numbers of correct diagnoses for specific numbers of future healthy individuals and future patients. This NPI approach for comparison of diagnostic tests is also generalized by the use of weighted sums for the healthy and patients groups, reflecting possibly different importance of correct diagnoses. Examples are provided to illustrate the new method.
Introduction
Developing and improving diagnostic tests to detect the presence or absence of a particular disease are important in medical applications. Often, researchers are asked to confirm the superiority of a new diagnostic test to an existing test. In practice, diagnostic tests are not perfect. The tests can have two types of errors, namely false-negative (FN) and false-positive (FP) errors. This raises the question how one can compare the qualities of different diagnostic tests. Various methods to compare two diagnostic tests have been presented in the literature [26, 28] . The performance of a diagnostic test can be evaluated by indicators such as sensitivity, specificity, positive and negative likelihood ratio, or positive and negative predictive values.
Using these indicators for comparison of two tests may not be straightforward, typically one test may have higher specificity while the other test may have higher sensitivity.
Measures such as the Youden index, have been suggested as global measures of diagnostic accuracy [28] . However, the Youden index can be misleading when comparing two diagnostic tests. The Youden index is not taking into account the differences in the specificity and sensitivity of the diagnostic test, and it treats the FN and FP errors as equally undesirable. The area under the receiver operating characteristic (ROC) curve (AUC) also provides a summary measure of the diagnostic test ability [28] . Although the AUC has been used to compare different diagnostic tests, it has some limitations. For example, the areas under the ROC curves of two diagnostic tests can be equal, yet the shapes of the two ROC curves can be different over the part of the ROC curves of main clinical relevance. According to Dodd and Pepe [21] , the area under the ROC curve might summarize the performance of a diagnostic test over regions of the curve of no clinical and practical interest. Alternatively, the partial area under the ROC curve can provide more information for some diagnostic tests which require false-positive rates to be within a specific range of medical interest [21, 25] . Researchers have also presented the use of hypothesis testing to compare sensitivities, specificities or the areas under the ROC curves of two diagnostic tests [28] .
As an alternative to the methods for comparison of two diagnostic tests mentioned above, we present a Nonparametric Predictive Inference (NPI) method for such comparisons [6, 7, 8] . NPI is a frequentist statistical method which is explicitly aimed at using few modelling assumptions, enabled through the use of lower and upper probabilities to quantify uncertainty [4, 5, 27] . NPI has been introduced for many application areas where the predictive nature of this method is attractive, including reliability, survival analysis, operations research and finance (see www.npistatistics.com for more information). Restricting attention to one future observation, NPI has been developed for diagnostic test accuracy considering different types of data. Coolen-Maturi et al. [18] introduced NPI for diagnostic test accuracy with binary data, while Elkhafifi and Coolen [22] presented NPI for diagnostic tests with ordinal data. Coolen-Maturi et al. [17, 19] proposed NPI for two-and three-group ROC analysis with continuous data. The results by Elkhafifi and Coolen [22] have been generalised by Coolen-Maturi [14] for three-group ROC analysis with ordinal data. Coolen-Maturi [15] considered NPI for scenarios where two or more diagnostic tests are combined in order to improve the overall accuracy. Recently, we have presented NPI methods for determining an optimal test threshold for diagnostic tests with real-valued outcomes, explicitly considering given numbers of future individuals from the healthy and disease groups [1, 16] . As an alternative to the approach in this paper, we have also presented comparison of two diagnostic tests with real-valued outcomes for diagnostic tests with two or three groups of individuals, where the comparisons consider the NPI lower and upper probabilities of the events that at least a specified proportion of future individuals, for each of the groups, will be correctly classified [2] . This differs from the method presented in this paper in two ways, namely the use of different events of interest as we consider the (possibly weighted) total number of correctly diagnosed individuals in this paper, and the NPI methods used in the two papers differ. In Alabdulhadi et al. [2] , NPI for future order statistics [3, 12] was used, while in this paper the problem formulation requires the use NPI for Bernoulli quantities [6] , for which also new results are presented.
Classical methods often focus on estimation rather than prediction. The end goal of studying the accuracy of diagnostic tests is to apply these tests to future individuals. Thus, it is of interest to consider the use of a frequentist predictive inference method for comparison of diagnostic tests as an alternative to the classical methods that have been presented in the literature. It will be useful to apply the NPI approach together with some other approaches, to see if they provide similar conclusions about the different tests. If the NPI approach comes to quite a different conclusion than classical methods, then it is likely due to the model assumptions underlying the other methods, as only few assumptions are made in the NPI method.
In this paper, we present NPI for comparing two diagnostic tests, assuming that the tests are applied on the same individuals from two groups, namely, healthy and diseased individuals.
In Section 2 we provide a brief review of NPI for Bernoulli quantities [6] . Section 3 presents the main method for comparison of two diagnostic tests by considering the total sum of correctly classified individuals from both the healthy and disease groups. We also show how this method can be generalized to include weights for the two different groups, to express possibly different importance of getting the diagnosis right for either healthy or diseased individuals. This section contains some new results for NPI for Bernoulli quantities which can also be applied to different problems than the comparison of diagnostic tests. Section 4 presents some examples to illustrate and discuss the new method. Finally, some concluding remarks are made in Section 5.
NPI for Bernoulli quantities
Coolen [6] presented NPI for Bernoulli quantities, which is based on Hill's assumption A (n) [23, 24] , sequentially applied to derive at inference for m ≥ 1 future observations given n observed values, together with a latent variable representation of Bernoulli quantities represented as observations on the real line, with a threshold such that observations to one side are successes and to the other side failures. Suppose that there is a sequence of n + m exchangeable Bernoulli trials, each with success and failure as possible outcomes, and data consisting of s successes in n trials. Let Y n 1 denote the random number of successes in trials 1 to n; then a sufficient representation of the data for NPI is Y n 1 = s, due to assumed exchangeablility of all trials. Let y ∈ {0, 1, ..., m} and 0 < s < n,
and for y ∈ {1, ..., m + 1} and 0 < s < n,
The corresponding NPI lower probabilities can be derived via the conjugacy property P (A) = 1 − P (A c ), for any event A and its complementary event A c , which holds generally in imprecise probability theory and also in NPI for Bernoulli quantity [5, 6] .
For m = 1, the two non-trivial values of these upper probabilities are
. If the observed data are all successes, so s = n, or all failures, so s = 0, then these upper probabilities are, for all
, and for all
and P (Y n+m n+1 < y|Y n 1 = 0) = 1.
Comparison of tests using NPI for Bernoulli quantities
In this section, we compare the accuracy of two diagnostic tests to classify individuals into one of two groups, which we indicate as 'healthy group' X and 'disease group' Y . Throughout this paper, we use either subscripts x and y or superscripts X and Y to refer to groups X and Y , respectively. We explicitly consider multiple future individuals from each group, with the inference based on observed data for individuals known to belong to either the healthy group or the disease group. Throughout this paper we assume that the two groups are fully independent in the sense that any information about one group does not provide any information about the other group.
We compare the two tests by considering the total number of correct diagnoses for m x future healthy individuals and m y future patients for one test with those for the other test, using NPI for Bernoulli quantities for each group separately. In this paper, it does not matter what kind of measurements are actually used in the diagnostic tests, the only relevant aspect is whether or not the diagnosis is correct. However, the model underlying NPI for Bernoulli quantities [6] assumes a latent variable representation for successes and failures using real-valued observations and a threshold, such that an observation to one side of the threshold is a success and to the other side is a failure. This provides a natural link to diagnostic tests which provide real-valued outcomes, with an optimal threshold determined on the basis of the data and some optimality criterion. We have recently presented NPI methods for determination of an optimal diagnostic threshold for such a scenario [1, 16] , and this motivated us to develop the method presented in this paper. We also considered comparison of two diagnostic tests which are restricted to the real-valued case, and with criterion to maximize the NPI lower or upper probability of correctly classifying at least two specified proportions of the future individuals from the healthy and diseased group [2] . That work uses NPI for future order statistics [12] , and cannot be used for the criterion on (possibly weighted) total number of correct future diagnoses considered in this paper. The method presented in the current paper can also be applied in different diagnostic scenarios as long as one can identify whether or not a diagnosis is correct.
The number of correct diagnoses by test t, for t = 1, 2, in n x and n y data observations from groups X and Y , are denoted by s t x and s t y , respectively. Let C X t mx denote the random number of successful diagnoses for m x healthy future individuals according to test t, and let C Y t my denote the random number of successful diagnoses for m y diseased future individuals for test t. We compare the two tests by considering the random total number of correct diagnoses for the m x + m y future individuals, when each test would be applied to them. Hence we consider the
my and develop the NPI lower and upper probabilities for this event. These results have not been presented before for such quantities, and of course these NPI lower and upper probabilities can also be useful for scenarios other than comparison of diagnostic tests. For
.., m y }, and based on data (n x , s 1 x ), (n y , s 1 y ) and (n x , s 2 x ), (n y , s 2 y ), the NPI upper probability for this event is derived as
The first equation in this derivation follows from the fact that
Hence, to derive the NPI upper probability for the event of interest, we put the maximum possible probability mass for C X 1 mx +C Y 1 my at the event C X 1 mx +C Y 1 my ≥ m x +m y , followed by assigning the maximum possible remaining probability mass for [13] . We can interpret Equation (1) We also consider the event
my , for which the NPI upper probability is derived as above, with just the first term P (C X 2 mx < k − v) on the right-hand side after the final equality in Equation (1) replaced by P (C X 2 mx ≤ k−v). The corresponding NPI lower probabilities for these two events can be derived via the conjugacy property P (A) = 1 − P (A c ), together with the obvious swapping of the Test 1 and Test 2 indicators in the respective formulae.
It is important to note that the NPI method presented in this paper, where the predictive inferences are done separately for the future individuals from group X and group Y , following which we consider the sum of numbers of correct diagnoses, differs from the possible simpler approach to only count the total number of successful diagnoses, both in the data and for future individuals, without taking the different groups into account. The latter approach would straightforwardly use the NPI for Bernoulli data method for comparison of different groups [13] and would lead to less imprecision, that is corresponding NPI lower and upper probabilities would differ less. Particularly in situations where the sample sizes for the two groups differ substantially, one could get quite different results if one neglects the fact that there are two groups. In addition, our approach can be generalized to reflect that correct diagnoses may be more important for one group than for the other group.
We can take different importance of correct diagnosis for the two groups into account by using weighted totals of correctly diagnosed individuals. As we will consider the same weighted total for both tests, the weights used can be scaled to any total. For ease of presentation, we will use positive integer valued weights w x for group X and w y for group Y . We now compare the two diagnostic tests by considering the event
upper probability for this event, which also has not been presented elsewhere and may have applications to a wider range of statistical problems, is derived as follows
The NPI upper probability for the event
by replacing the first term after the final equality in Equation (2),
, and the corresponding lower probabilities can again be derived via the conjugacy property.
Examples
In this section we illustrate the NPI method for comparison of two diagnostic tests introduced in Section 3. A special feature of our method is that the number of future individuals from both the healthy and disease groups must be specified for the event of interest in the comparison. We therefore consider the application of the method for different values of m x and m y , which we mostly assume to be equal but we also consider what happens when they are not equal. The first two examples use made up data in order to illustrate the approach and discuss its important features. Example 3 uses data from the literature and is linked to an application of our recently presented NPI method to determine the optimal diagnostic threshold for real-valued data [1, 16] .
Example 1 Assume that two diagnostic tests have been applied to the same n x = 10 individuals from healthy group X and n y = 10 individuals from disease group Y . The numbers of correctly diagnosed individuals when Test 1 is used are s 1 x = s 1 y = 8 from both groups, while and m y will be clear from the tables or the context. Tables 1 and 2 present the NPI lower and upper probabilities for the events T 1 > T 2 ,
for different values of m x and m y , which are set equal in Table 1 but differ in Table 2 . It is obvious from the data that Test 1 has performed better for the observed individuals than Test 2, for both healthy and diseased groups. The aim of this example is to show how such a better performance is reflected by the predictive inferences to compare the two tests if they are applied to m x and m y future individuals from the groups X and Y .
The first thing to note from Table 1 is that the entries in the last two columns, that is the NPI lower and upper probabilities for the events T 2 > T 1 and T 2 ≥ T 1 , could have been deleted as they follow from the entries for the events T 1 ≥ T 2 and T 1 > T 2 , respectively, by use of the conjugacy property. However, we have included them because it simplifies comparison of the NPI lower and upper probabilities for all these events. The better performance of Test 1 than of Test 2 is reflected by larger values of the lower and upper probabilities for the event T 1 > T 2 than for the event T 2 > T 1 , and larger values for T 1 ≥ T 2 than for T 2 ≥ T 1 .
Comparing the lower and upper probabilities for the events T 1 > T 2 and T 1 ≥ T 2 , for the same value of m = m x = m y , shows that these differ a lot for small m yet the differences decrease for increasing m, to become very small for m = 100. This is of course due to the Table 3 : NPI lower and upper probabilities for comparison of two tests with m x = m y = m fact that, for small m, it is quite likely that one gets T 1 = T 2 , yet for larger m this becomes unlikely. Due to this effect, it is easiest to study the effect of different choices for the value m by looking at the event T 1 ≥ T 2 . We note that the lower and upper probabilities for this event vary with m, the upper probability increases while the lower probability first decreases and then increases slightly. This is not a pattern observed in all such examples, it varies from case to case. But overall the imprecision, that is the difference between corresponding upper and lower probabilities, tends to increase for larger values of m, unless a lower probability gets close to 1 (or an upper probability close to 0), which forces imprecision to become small as the corresponding upper probability cannot exceed 1 (and the lower probability cannot be less than 0). This example shows that, for the predictive criterion chosen in this paper to compare two diagnostic tests, the actual choice of the numbers of future individuals considered has some influence on the results.
In Table 2 the NPI lower and upper probabilities for the comparison of these two diagnostic tests are given for some cases with m x = m y . Of course, due to the data for groups X and Y being the same for both tests, the first two reported cases lead to the same results. We furthermore see similar aspects as discussed above for the situation with equal numbers of future individuals for both groups.
Example 2 In this example, we consider two tests that have similar total numbers of correct diagnoses for the groups X and Y . As in the previous example, we set n x = n y = 10 and the observed numbers of correct diagnoses for Test 1 are s 1 x = 7 for group X and s 1 y = 9 for group Y , while for Test 2 the numbers are s 2 x = 9 and s 2 y = 6, respectively. Tables 3 and 4 present the NPI lower and upper probabilities for the same four events for comparison of these two tests as in the previous example, with Table 3 presenting results for m x = m y = m and Table 4 presenting some cases with m x = m y . The values of the lower and upper probabilities for the event T 1 > T 2 are a bit higher than for the event T 2 > T 1 , for case m x = 70 and m y = 50 one would reach the conclusion that there is very little evidence that one test would be better than the other.
To illustrate the use of weights for the different groups, as also presented in Section 3, Table 5 presents the NPI lower and upper probabilities for comparison of the two diagnostic tests in this Table 5 : NPI lower and upper probabilities for comparison of two tests for m x = m y = m, using different weights example, using weights to let successful diagnoses for one group be twice as important as for the other group. We restrict attention here to equal numbers of future individuals, m x = m y = m, to ensure that the effects illustrated are resulting from the use of the weights. Using weights w x = 2 and w y = 1, Test 2 is better than Test 1 for all considered values of m, albeit only marginally so for small m. This reflects that Test 2 had a better performance than Test 1 for individuals from group X in the data. For w x = 1 and w y = 2, Test 1 compares favourably to Test 2 for all considered values of m, also reflecting that Test 1 had performed better than Test 2 for group Y in the data. Note that, for the latter case, Test 1 is quite a bit stronger than Test 2, while the difference was not so large in the first case with the weights the other way around. This reflects that Test 1 had performed slightly better overall in the observed data.
Also these lower and upper probabilities have quite some imprecision, which suggests that larger data samples may be needed before a final decision can be made on the choice of the diagnostic test for the future individuals.
Example 3
In this example, we use a data set from a study to develop screening methods to detect carriers of a rare genetic disorder. The data were discussed by Cox et al. [20] To illustrate our method for comparison of two diagnostic tests, we first decided on the optimal diagnostic threshold for each test. To stay within the NPI framework, we applied the recently presented method [1, 16] where we choose the threshold which maximizes the NPI lower probability that at least half of the m x future individuals from group X will be correctly diagnoses, and also at least half of the m y future individuals from group Y . Throughout this example, we set m x = m y = m. How the specific thresholds are chosen is in itself not important for the illustration of our method for comparison of the tests, but by choosing this NPI method
we will see an important feature of such comparisons that may otherwise have gone unnoticed.
First, we applied the above mentioned method to find the optimal diagnostic thresholds for the four tests and for different values of m. It is important here to note that the threshold, using the NPI method to determine it, can vary for different values of m. We only need the numbers of correctly diagnosed individuals from both groups X and Y for our comparison method, we denote the numbers by s M t x and s M t y , respectively, for t = 1, 2, 3, 4. We further denote the random number of correctly diagnosed future individuals for Test M t for group X by C X t m , and for group Y by C Y t m . We base our predictive comparison of the tests on the random total numbers T M t = C X t m + C Y t m for the four tests. the two groups in the data set. We will see that this feature can substantially impact on the comparison of the diagnostic tests.
We present the pairwise comparisons for all pairs of these tests, by considering the NPI lower and upper probabilities, as presented in Section 3, for different values of m in Table 7 . Test 8798. This is often considered to be a useful measure to distinguish between diagnostic accuracy of tests an NPI method for diagnostic accuracy leading to lower and upper AUCs, which always bound the empirical AUC, has also been presented [17] . While these results also indicate that Tests M 1 and M 4 are the two best tests, they do not show any possible further aspects of comparison for Tests M 2 and M 3, and it is also unclear what these quantities actually mean for future application of the tests. We should emphasize here that we are not advocating the use of our proposed method on its own, as there is certainly value in measures such as the empirical AUC, but considering several methods, including ours, and studying the results carefully can provide interesting insights for important applications.
Concluding remarks
This paper introduces a new method for comparison of two diagnostic tests to distinguish between two groups, based on the numbers of correctly diagnosed individuals from both groups in a data set. The method uses NPI for Bernoulli quantities, and leads to lower and upper probabilities for the event that the total number of correctly diagnosed future individuals from both groups is greater for one test than for the other, if we consider m x future individuals from group X and m y from group Y . We believe that such predictive inferences provide valuable insights and can be used together with more traditional ways for comparison of tests. The explicitly predictive nature can be natural when one considers that any decisions with regard to choice of test will be relevant for future individuals.
We have not discussed how to choose m x and m y , this is not a trivial issue and we mainly wish to emphasize in this paper that the actual values of these quantities can make a difference to the overall conclusion on which test is best. If the results clearly indicate that one test is better than another one for some values of m x and m y , and the test is applied sequentially but one needs to select a single test to be used for multiple future individuals, then one could for example safely choose the better test for a number of future diagnoses that is equal to the minimum of these two numbers. This because one would of course not know whether the future individuals are from group X or group Y . Similar reasoning was used by Coolen [9] to determine the maximum group size for simultaneous testing in high potential risk scenarios. It is also possible that a practitioner may have a fair idea about the proportion of future individuals from either group, this could be used in our analysis by considering the m x and m y in similar proportion.
Another possible choice for these numbers of future individuals would be m x = n x and m y = n y . This could be of particular interest for studying reproducibility characteristics of the tests, a topic that recently has received increasing interest as there is much confusion about it, and for which NPI methods have proven to be attractive due to their explicitly predictive nature [10, 11] .
