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Zusammenfassung
D
as Ziel dieser Arbeit ist die theoretische Untersuchung der Nukleation und des Wach-
stums von Eisenoxid(-hydroxid) an Untereinheiten des Proteins Ferritin.
Die biomimetische Herstellung von Mikro- und Nanostrukturen aus magnetischen Ma-
terialien ist ein geeigneter Weg um die konventionellen Methoden durch eine umweltfre-
undliche und nachhaltige Lösung zu ersetzen. Biomineralisierung ist die von der Natur
bereitgestellte Art der Synthese von anorganischen Materialien durch lebende Organis-
men. Eines der bekanntesten Vertreter ist das Protein Ferritin, welches in vielen Or-
ganismen und Gewebearten vorkommt und als Eisenspeicher dient. Ferritin besteht aus
insgesamt 24 Untereinheiten, welche in Form einer hohlen Kugel angeordnet sind, in dem
Eisen in Form von Eisenoxidhydroxid biomineralisiert wird. Diese Untereinheiten wurden
in dieser theoretischen Arbeit und unterstützenden Experimenten verwendet, um mag-
netische Schichten von Eisenoxidhydroxid ohne räumliche Beschränkungen wachsen zu
lassen.
Zu Beginn wurde die mögliche Immobilisierung der Ferritin Untereinheiten auf amor-
phen Metalloxidoberﬂächen untersucht. Modelle und Kraftfeldparameter für Ferritin und
Siliziumoxid konnten aus anderen Arbeiten entnommen werden. Ein realistisches Struk-
turmodell von amorphen Aluminiumoxid samt Oberﬂächenterminierung wurde in dieser
Arbeit erstellt und validiert. Das Modell diente anschließend der Parametrisierung eines
klassischen Kraftfelds für die Al2O3/Protein/Wasser Grenzﬂäche auf Basis der Dichte-
funktionaltheorie. Daraufhin wurden die Energieproﬁle von Ferritin Untereinheiten in
verschiedenen Orientierungen über Aluminium- und Siliziumoxidoberﬂächen berechnet.
Auf diese Weise konnte die Notwendigkeit der kovalenten Immobilisierung von Ferritin
auf besagten Oberﬂächen vorhergesagt werden, und durch Experimente bestätigt werden.
Um Einblicke in die atomaren Mechanismen der Ferritin gestützten Nukleation zu er-
halten, wurden Aminosäuren gesucht, welche als Ankerpunkte für Eisenoxidhydroxid di-
enen. Hierzu wurden fehlende klassische Kraftfeldparameter für Eisenoxidhydroxid er-
mittelt und es wurden Goethit und Ferrihydrit-Nanopartikel erstellt. Diese Partikel wur-
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den in Molekulardynamiksimulationen in Kontakt mit verschiedenen Anordnungen von
Ferritin Untereinheiten gebracht. So wurden, wie aus der Literatur bekannt, negative
Aminosäuren ermittelt, die den Fe(III) Nanopartikeln als Ankerpunkte dienten. Allerd-
ings konnte hier auch eine hohe Beteiligung von positiv- und ungeladenen Aminosäuren
wie beispielsweise Arginin und Lysin beobachtet werden, im Einklang mit häuﬁg vorkom-
menden Aminosäuren in Eisenbindenden Peptiden.
Für die Untersuchung des Wachstums von Eisenoxidhydroxid und die Nukleation von
elementaren Bausteinen und nicht vordeﬁnierten Partikeln wurden im Anschluss fort-
geschrittene Simulationstechniken eingeführt. Durch diese konnte der enorme Zeitaufwand,
der für die Diﬀusion der elementaren Bausteine zum Aggregat oder Protein benötigt wird,
auf ein Minimum reduziert werden. Dies ermöglichte die Simulation von Kristallwachstum
in klassischen Molekulardynamiksimulationen.
Weiterhin war es möglich Protonentransferreaktionen auf Basis der Dichtefunktion-
altheorie in diese klassischen Simulationen einzubinden. Simulationen vom Wachstum in
Wasser und an Ferritin oﬀenbarten das Problem der Identiﬁkation der jeweiligen Kristall-
struktur, aufgrund der hohen Ähnlichkeit der Koordinierung der Eisenatome in ver-
schiedensten Fe(III) Strukturen. Zur Identiﬁkation wurde ein Verfahren entwickelt, welches
auf dem "Average local bond order parameter" basiert und die zweite Lage an Nach-
barn mit einschließt. Hierbei wurde ein 10-dimensionaler Deskriptor entwickelt, der es in
Kombination mit der Wahrscheinlichkeitsdichtefunktion in Form eines "Gaussian Mixture
Models" ermöglicht, zwischen verschiedenen Eisenoxidhydroxidstrukturen zu unterschei-
den.
Chapter1
Introduction
I
n this chapter, the motivation of this thesis and general knowledge about biominer-
alization, and crystal nucleation and growth theories are presented. This is followed
by a short review about the function, occurrence and current knowledge of the Ferritin
protein and its mineralization capability. Afterward, the two most important phases of
iron oxyhydroxide for this thesis are introduced, concerning occurrence, bulk and surface
structures, and properties. Finally, the overall aims of this thesis are summarized.
1.1 Motivation
The fabrication of microstructures and nanostructures made of magnetic materials has be-
come of large importance for several emerging applications such as catalytic supports [1
3], electronic storage devices [1, 4], templates for biological studies in living cells [5], lab
on a chip [6], in-ﬂow sorting of biological entities [7], stimuli-responsive drug delivery sys-
tems [1], biodetection [2] or micro-electromechanical systems (MEMS) [8]. Conventional
methods for the fabrication are sol-gel deposition [4], scanning ion microscopy lithogra-
phy [1, 9], electroplating [5] or chemical/physical vapor deposition. The main drawback
of these techniques is that they generally require expensive equipment, specialized labora-
tories and that they are rather time-consuming. This may constitute a limit to their ap-
plication potential [10] and pushes towards the search for alternatives. These alternatives
should be more sustainable, still enabling a high control over material properties such as
morphology and chemical composition. Furthermore, no drastic processing regimes such
as high temperature, pH, and harmful compounds should be required [1, 3, 4].
1
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A straightforward fabrication approach and one of the most remarkable and fascinating
examples of precisely controlled and highly selective (nano)material synthesis is the forma-
tion of magnetic inorganic materials in living organisms, called biomineralization. Here,
sophisticated and surprisingly complex systems, which can be modiﬁed and organized in
precisely assembled multidimensional functional structures, are created by a bottom-up
approach using a small set of building blocks. The two main advantages compared to
conventional methods are the facts that magnetic biominerals often surpass physicochem-
ical properties of synthetically engineered materials [11] and the synthesis of magnetic
materials by biological processes or biological templates takes place at mild conditions
(ambient temperature/pressure and near-neutral pH). Two of the most prominent exam-
ples of biominerals are ferromagnetic nanoparticles that grow in the form of self-assembled
chains in several bacterial species [1, 7] and ferrimagnetic iron oxide nanocrystals formed
within the major iron-storage protein ferritin (Fn) [12]. Fn is formed by 24 helical sub-
units which can self-assemble in a spherical shape with a diameter of about 12 nm around
a hollow cavity in which iron oxyhydroxide crystals are mineralized up to 8 nm size [13].
Fn subunits are either H (heavy) or L (light) chains, which are structurally nearly iden-
tical and their amino acid sequences have about 55% homology. The H/L ratio in the
hetero-24mers depends on organism and tissue [14], and several studies report that L
chain enhances the stability of the mineral core [15], while H chain conserves enzymatic
activity (ferroxidase site) and catalyzes Fe(II) oxidation. However, assembled L-chains
also seem to accelerate the demineralization of ferritin [16].
As template for biomimetic material synthesis of various metal and metal oxide nanopar-
ticles [14], biomedical assays [17], energy storage devices [18] and 2D nanoarrays [19],
whole cages of Fn, demineralized Fn (apo-Fn) or engineered Fn homopolymers consisting
of only H or L chains have been widely used. This enables a high control over particle
uniformity but imposes strict spatial restrictions and only discontinuous mineral assem-
blies can be fabricated. The usage of single and separated Fn subunits as bio-templates
for the biomineralization could overcome these restrictions to the growth of structures,
leading to discrete and continuous multidimensional iron oxide structures with tunable
properties. This would enable the growth of extended 2D and 3D structures with control
over the composition and physical properties of the mineral phases which will open new
possibilities for technological applications as active catalysts, magnetic materials, and
electrodes [14, 20]. Additionally, the mineralization reaction in whole Fn is not strictly
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Figure 1.1: Schematic overview of the overall aim. On the upper left-hand side, the
mineralization of a ferritin template on a stable material surface is shown which is in
the upper one immobilized for the biomimetic growth of multilayered iron oxide ﬁlm.
The upper right ﬁgure shows biofunctionalized microdiscs speciﬁcally targeting cancer
cells (taken from Kim et al. [21]). These magnetic microdiscs oscillate by applying an
alternating magnetic ﬁeld and initiate spin-vortex-mediated programmed cell death. The
lower right ﬁgure is taken from the publication of Shah et al. [22], which used magnetically
facilitated delivery of magnetic core-shell nanoparticles to control the diﬀerentiation of
stem cells.
speciﬁc for iron [14] and the access to the catalytic oxidation site of ions diﬀerent from
Fe(II) including electroactive materials such as Co, Ni, Cr, Mn, Cd. may be facilitated.
A schematic overview of the overall aim is displayed in Fig. 1.1. On the upper left-hand
side, the mineralization of a ferritin template on a stable material surface is shown and
on the lower left side the biomimetically grown multilayered iron oxide ﬁlm. On the
right-hand side, two possible applications are shown. The upper ﬁgure is taken from Kim
et al. [21], in which biofunctionalized microdiscs are speciﬁcally targeting cancer cells.
This magnetic microdiscs oscillate by applying an alternating magnetic ﬁeld and initiate
spin-vortex-mediated programmed cell death. The ﬁgure at the bottom is taken from
a publication of Shah et al. [22], who used magnetically facilitated delivery of magnetic
core-shell nanoparticles to control the diﬀerentiation of stem cells.
For the controlled fabrication of microstructures and nanostructures made of magnetic
materials by single and separated Fn subunits, a novel biomimetic strategy is needed.
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To create a knowledge-based fabrication protocol, rather than the traditional trial-and-
error loop, a profound understanding of the mechanisms is necessary. The present work
contributes to this, by the introduction of simulation tools to study the mechanisms on
the atomistic level to explain experimental results and to suggest the optimal next steps.
The following sections contain introductions to biomineralization, crystal nucleation and
growth, the ferritin protein and iron oxyhydroxides, followed by an overview of the main
goals of this thesis.
1.2 Biomineralization
Various living organisms are well known for a genetic program that enables the controlled
formation of a wide range of specially designed organic-inorganic hybrid materials such
as bone, teeth, and shells. This process is termed biomineralization, and the purely inor-
ganic or composite (inorganic-organic mixture) materials are named biominerals. These
nature-drawn strategies are exploited to produce materials for biomedical, industrial, and
technological applications. These biomimetic approaches enable a high level of control
over the composition, structure, size, and morphology of the resulting biominerals which
often surpass those of synthetic analogs [23].
A class of minerals which is commonly produced by organisms are iron oxides. Besides
the formation in ferritin, which is described in detail in section 1.4, iron oxide minerals
are also formed in magnetotactic bacteria, limpets, and chitons, to name a few. The
iron oxides are used for diﬀerent functions such as stretching of tissues, iron storage,
hardening of teeth, navigation, and sensing of magnetic ﬁelds [23]. For example, to navi-
gate through the Earth's magnetic ﬁeld along chemical gradients, magnetotactic bacteria
produce nanoparticles of magnetite (Fe3O4) or greigite (Fe3S4) [24] as shown in Fig. 1.2.
Other well-studied prominent representatives are biosilicifying organisms, such as diatoms
and radiolarians, which are unicellular algae [23]. Furthermore, the most abundant crys-
talline biogenic minerals in nature are based on calcium carbonate. These minerals are
present in freshwater and marine organisms. The variety of functions ranges from the
shell of mollusks, protection as in sea urchin spines, structural purposes in coral skele-
tons, gravity sensors in marine and land animals [23] and functions in the photosensory
organ in brittlestars [25].
These examples are only a small fraction of the diversity of biominerals. For the synthe-
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Figure 1.2: Electron micrographs of magnetotactic bacteria and magnetosome chains
were taken from ref. [24]. (a) a spirillum with a single chain of cubooctahedral magneto-
somes, (b) a coccus with two double chains of slightly elongated prismatic magnetosomes
and (c) chain from a similar type of magnetotactic bacteria as in part (b). Scale bars are
1 µm in (a) and (b) and 100 nm in (c).
sis of novel materials in medicine, industrial and technological processes, these biominerals
are sources of inspiration for many chemists, physicists, and materials scientists. However,
profound fundamental knowledge of the mechanisms is required to control the structure
and the morphology of these inorganic or composite materials artiﬁcially. Unfortunately,
it is impossible to understand the diﬀerent speciﬁc mechanisms that lead to the forma-
tion of every particular biomineral. Nevertheless, some basic strategies for controlling
mineralization seem to be common to many organisms as discussed by Mann [26]. These
strategies involve spatial, morphological, structural, constructional and chemical control.
Spatial control comes about by mineral formation in an enclosed space into which ions
and molecules are selectively transported. Morphological control relates to the shaping
of biominerals into the complex morphologies, where control is based on precipitating the
mineral within an enclosed space. The provided boundaries direct crystal growth along
speciﬁc directions, and amorphous phases are often formed as precursors to the crystalline
materials [2730]. For structural control, active chemical groups template the mineral for-
mation on the organic scaﬀold to force the nucleation of the crystal along a preferential
face or axis [30]. Constructional control is the assembly of mineral-based building blocks
to hierarchical architectures and occurs from the nanometer to the macroscopic level. In
chemical control, physicochemical factors such as solubility and supersaturation are con-
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trolled by the ionic composition of the medium, and specialized macromolecules are used
to promote or inhibit the nucleation, growth, and phase transformation [3134].
All these strategies are possible ways to control crystallization experimentally. However,
the most fundamental step is nucleation, thus the formation of the ﬁrst mineral nuclei. The
control of crystallization, in principle, requires accurate nucleation control. In general,
biomineralization does not follow classical nucleation pathways. They are nevertheless
described in detail in the following section, as a reference and useful starting point for
more speciﬁc studies.
1.3 Crystal nucleation and growth
For biomineralization, elements in the form of atoms, ions or molecules are taken from the
environment and transported by active biologically driven processes or passive diﬀusion
to the inner part of the cell. If the concentration of this element exceeds the equilibrium
solubility, a monomer-by-monomer nucleation-and-growth pathway starts, as assumed by
the Classical Nucleation Theory (CNT) [35]. This classical model of nucleation is based
on a thermodynamic competition between energy gain through the crystallization of the
bulk structure, and energy loss through by an increase of the resulting surface area [36],
as described in the following.
In CNT, crystals form via the spontaneous assembly of elements in a stable, ordered
crystalline form, if the concentration of a dissolved constituent exceeds the equilibrium
solubility. CNT assumes a critical nucleus, which is formed at the beginning, with the
same structure as the macroscopic bulk material. The resulting phase interface, and aris-
ing interfacial tension, hinders crystal growth up to a so-called critical size, at which the
bulk energy starts to balance out the energy which is necessary to generate the phase
interface. This can be explained by the fact that the bulk energy scales with the cube,
while the unfavorable surface energy scales with the square of the radius [37], as shown
in Fig. 1.3. By summing up these two curves, the critical size of the nuclei is shown by
a maximum point, as visualized in Fig. 1.3. The change in free energy for the formation
of nuclei smaller than this critical size is positive. Hence, they are thermodynamically
unstable and dissolve, while nuclei bigger than the critical size grow without limit. There-
fore, only thermal (random) density ﬂuctuations on microscopic length-scales can lead to
the formation of nuclei, and (pre-)critical nuclei are rare species [38]. During growth, the
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Figure 1.3: Dependence of the free energy of the nuclei on their radius, as assumed in
Classical Nucleation Theory. The surface energy (blue) scales with square while the bulk
energy (green) scales with cube. The sum of both curves (red) represents the competition
between energy gain and loss. Up to a critical size (r0), the nuclei are thermodynamically
unstable and dissolve. Only nuclei bigger than the critical size grow without limit.
nucleus is then simply enlarged by further attachment of the basic monomers which can
be atoms, ions or molecules. With the CNT critical size of the nucleus and the asso-
ciated activation energy, nucleation rate and its dependence on supersaturation can be
predicted. This means that CNT is a very powerful concept for the qualitative compre-
hension of nucleation phenomena in general, but limited by a number of assumptions and
simpliﬁcations. In particular, structure and composition of the nucleus are considered
to be the same as the bulk crystalline phase, and structural changes in the bulk or at
the surface are neglected. However, in case of iron oxyhydroxides, phase transformations
are often observed, see ref. [39] and references therein. Furthermore, multistep assembly
of large unit-cell structures and the formation of subcritical supramolecular clusters or
complexes are not considered [40] in CNT.
To overcome these limitations of CNT and to describe more complex crystal-formation
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processes, non-classical nucleation pathways have been proposed.
One non-classical pathway to describe the formation of biomineral crystals is based
on pre-nucleation clusters, which are solutes with a molecular character in aqueous so-
lution [41, 42]. These prenucleation clusters are considered to be thermodynamically
stable solutes, and therefore, probably larger than the classical pre-critical nuclei. The
formation of these clusters is an endothermic process. Hence the driving force must be
entropic [43], perhaps based on the release of ion hydration water similar to the formation
of micelles [37]. In contrast to CNT, the structures of these aggregates probably do not
relate to the macroscopic bulk structures [44], and the prenucleation species do not have
a phase interface and no interfacial tension [37].
Furthermore, particle-mediated processes assume nanoparticles as monomers, leading
to the formation of mesoscopically structured crystals, mentioned as mesocrystals [45
49]. The formation of such mesocrystals in case of biominerals is often observed within
an amorphous precursor phase [48, 5052].
Another non-classical nucleation pathway considers, in contrast to CNT, the nucleation
of crystallites by at least two steps. In the ﬁrst step, a stable disordered cluster or
mesocrystal is formed, followed by nucleation of the ﬁnal crystalline phase within the
cluster by structural rearrangements [5357]. The ﬁrst metastable phase that has been
nucleated is probably the phase with the lowest energy barrier, following Ostwald's step
rule [58]. The ﬁnal crystal phase, based on a second nucleation event, is formed via solid-
solid phase transitions stepwise to the most stable phase. This pathway and the classical
nucleation pathway are schematically shown in Fig. 1.4.
Theoretical investigations reveal that crystallization of iron oxyhydroxides can occur
through classical or non-classical scenarios where phase-transformation are often ob-
served [39, 59]. In this thesis, the two-step nucleation and growth pathway, based on
the approach of Kawska and Zahn [60], is used to simulate the mineralization process of
iron oxyhydroxide in water and at the Fn protein. Here, an iterative docking scheme is
used to simulate the formation of aggregates which contains as the ﬁrst step the diﬀusion
of particles to an aggregate, followed by the docking process and reorganization or trans-
formation of the resulting structure. A detailed description of the Kawska-Zahn approach
and the implementation can be found in chapter 5, and an overview about the current
knowledge of the ferritin protein and its biomineralization capability can be found in the
following section.
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Figure 1.4: The upper pathway shows crystal growth based on Classical Nucleation
Theory (CNT) [35] and the pathway on the bottom the two-step nucleation and growth
pathway, following Ostwald's step rule [58].
1.4 The Ferritin protein
Ferritin (Fn) is the major intracellular iron storage protein [61] in all organisms and,
as such, it is relatively easy to isolate and produce [62]. The primary task of Fn is to
protect cells from the potentially toxic eﬀects of free iron, by the uptake of iron in a
mineralized form within the protein nanocage for later use by the cell in the synthesis of
heme. Along with the classic ferritin, the DNA-binding protein from starved cells called
mini-ferritin is found in many bacteria and some archaea [63, 64] with its primary role
to protect the bacterial chromosome from oxidative damage [65]. Furthermore, heme-
containing bacterioferritins occur in some bacteria and archaea and diﬀer from Fn by the
incorporation of twelve b-type heme groups between subunits, which are introduced in
the following, in a twofold symmetric binding site [66]. The similarities between species of
a speciﬁc chain are high, with 80%-90% identity between human, rat, chicken and horse
proteins [67]. On the contrary, heme-containing bacterioferritins exhibit only 18%-21%
identity with human, horse and chicken and even less identity (14%) to the ferritin-like
protein isolated from E. coli [6769].
Fn is probably the best-studied biomineralization scaﬀold, whereby the most extensively
studied ferritin is that of horse spleen, traditionally considered as the model of mammalian
ferritin. It is composed of 24 polypeptide chains of apoferritin (iron-free ferritin) which are
self-assembled in a highly symmetrical octahedral symmetry [70] as presented in Fig. 1.5 a.
The hollow apoferritin shells with outer diameters of roughly 12 nm and inner diameters
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Figure 1.5: Representation of the Ferritin protein, (a) full Fn protein composed of light
(L) subunits, (b) Fn protein with highlighted fourfold symmetry axes, (c) Fn protein
with highlighted threefold symmetry axes, (d) single H-subunit of the Fn protein, (e)
ferroxidase center of the H-subunit.
of 8 nm [71] are remarkably stable to temperature and pH changes [72, 73]. The het-
eropolymers consist of heavy subunits (H-chain - 21 kDa) and light subunits (L-chain -
19 kDa) [74] where the H/L ratio depends on organism and tissue [14].
Both types of ferritin subunits are closely related in terms of primary (around 55% pro-
tein sequence identity) and tertiary structure [75, 76], and the polypeptides spontaneously
fold into Four-α-helix bundles completed by a short C-terminal helix [77, 78]. In case of
the H subunit, this C-terminal helix is extended by a short random coil which consists of
ﬁve amino acids. The structure of the Ferritin H-chain is taken from the protein database
(2FHA.pdb) and visualized in Fig. 1.5 d. A single ferritin protein is capable of accom-
modating up to 4500 iron (III) atoms within the large central cavity [7981]. All 24mer
ferritins have negatively charged pores at the eight fourfold (Fig. 1.5 b) and six threefold
(Fig. 1.5 c) symmetry axes. These pores are about 2 nm long, connecting the inner cavity
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with the protein's external environment [78, 82, 83] to allow the entry and exit of cations
during mineralization and demineralization [84].
L rich proteins are predominant in iron storage organs such as the liver and spleen, and
they are involved in iron nucleation, mineralization, and long-term storage of Fe(III) [85,
86]. In contrast, H rich ferritin proteins are mostly found in organs of low iron content
including the heart and pancreas, due to their major role in rapid detoxiﬁcation of iron
and intracellular iron transport. In the most widely accepted model, Fe2+ ions enter
the cage through pores between the assembled subunits at three-fold symmetry axes,
while oxygen is believed to enter either through pores at fourfold-symmetry axes [87] or
via narrow hydrophobic channels in direct correspondence of the ferroxidase sites [88].
Fe(II) moves through those hydrophilic channels until reaching a catalytic site known as
ferroxidase center, which is located in the middle of each H-subunit [74]. This ferroxidase
center (see Fig. 1.5 e) has conserved glutamic acid, glutamine and histidine residues that
coordinate iron and promotes the oxidation of Fe(II) to Fe (III) in the presence of oxygen
or peroxide [75, 8991]. The resulting Fe (III) ions are transferred to the central cavity
where they form microcrystals and mineralize as Fe (III) hydrates [62, 92]. An additional
pathway in mammalian ferritins is based on a reaction on the mineral surface, which
allows simultaneously iron oxidation and nucleation steps [93, 94] after Fe(II) migrates
through the 3-fold channels [82]. The resulting Fe(III) mineral is traditionally described as
ferrihydrite (formula unit Fe10O16H2) [12, 61, 93] which is consistent with a single defect-
rich hexagonal phase with P63mc space-group symmetry and contains, in its ideal form,
20% tetrahedrally and 80% octahedrally coordinated iron(III) [95]. A high-resolution
scanning transmission electron microscopy image of the ferritin iron core is presented in
Fig. 1.6. General information about ferrihydrite is summarized in the following section,
while other iron oxyhydroxides are introduced in section 5.5.
1.5 Iron oxyhydroxides (FeO(OH))
In the following, the two iron oxyhydroxide structures mainly studied in this thesis are
introduced. They are, on the one hand side, goethite, which is very well studied and
contains a relatively simple unit cell, and on the other hand ferrihydrite which is, as
already mentioned, a phase forming in the Fn core.
Goethite (α-FeO(OH), as presented in Fig. 1.7 a) represents the most stable coarse
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Figure 1.6: High-resolution STEM image of the ferritin iron core taken from ref. [96].
The presented d-spacing and angles (interplanar angles of 61.1◦, 59.06◦, and 60.05◦) are
consistent with the ferrihydrite crystal structure [97], and the inset on the lower right
contains the corresponding FFT (Fast Fourier Transformation).
polymorph of iron oxyhydroxide [98] and the only stable phase with respect to hematite
and liquid water at ambient temperature and pressure conditions [99]. Goethite naturally
occurs as needle-like nanoparticles in sediments as a result of weathering of other iron-
based minerals [100, 101]. Goethite plays an essential role in environmental science and
technology due to the capability to control the mobility of heavy metals [102]. The
magnetic ordering of the iron ions is antiferromagnetic, whereby theoretical investigations
reveal the + − +− alternation of the spin directions in the primitive cell is the most
stable one [102]. The electronic and structural properties of goethite have been studied
previously by a number of contributors, including our group [102105]. The needle-
shaped goethite crystals display two relevant surfaces in water solution, which lie on the
(110) and (021) crystallographic planes [103] as shown in Fig. 1.7 b/c. The termination
and energetics of the surfaces of goethite were studied in detail in ref. [103] from where
it is known that water molecules adsorb dissociatively on the (110) surface while both
dissociated and molecularly adsorbed molecules are found on the (021) surface.
The structure of ferrihydrite (formula unit Fe10O16H2) is traditionally used to describe
the mineral phase of the Fn core [61, 93]. In nature, ferrihydrite particles are very small,
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Figure 1.7: Representations of the bulk primitive unit cell of goethite (a) together
with the surface unit cells corresponding to the (110) (b), and the (021) (c) planes. (d)
represents the most stable unit cell and corresponding surface (e) of ferrihydrite, as studied
in ref. [105].
in order of 2-3 nm [106, 107], and the structure is particle-size dependent with diﬀerent
degrees of crystallinity [108]. Several experimental [95, 109, 110] and computational [111,
112] studies focus on the structure of ferrihydrite and here, for the creation of particles
and surfaces, the hexagonal bulk unit cell with P63mc space-group symmetry [95], as
displayed in Fig. 1.7 d, is used. The missing information about the position of the H
atoms in the unit cell, due to X-ray scattering experiments, are determined by comparing
the total DFT based energies of diﬀerent possible positions, see ref. [95, 105]. The lowest
energy and therefore the most stable structure is obtained when the H atoms are bound to
the edges of O coordination octahedra around Fe atoms, in diﬀerent cavities and pointing
in the same direction with respect to the cell c axis. Based on the obtained unit cell, the
found most stable surface is used, which is the basal (0001) plane terminated with OH
groups, in correspondence of octahedrally coordinated Fe atoms. The surface is presented
in Fig. 1.7 e. Here, all Fe ions are in the 3+ oxidation state which is in agreement with
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experimental conclusions of Hiemstra [110]. Detailed information about other possible
terminations and stability of diﬀerent possible surfaces can be found in ref. [105].
1.6 Goals
This thesis investigates the atomistic mechanisms of the ferritin-promoted nucleation and
growth process of iron oxyhydroxide. Diﬀerent immobilization strategies for Fn on two
oxide surfaces are investigated, as well as the initial anchoring of nascent nuclei at the
ferritin subunits' mineralization sites. Furthermore, advanced simulation methods are
implemented for realistic simulation of nucleation behavior as well as for simulations of
growth of iron oxyhydroxide structures. New analysis techniques are developed for the
automatic, unbiased identiﬁcation of crystal structures.
Despite the success of cryogenic transmission electron microscopy (cryo-TEM), which
has proven to be a powerful tool to analyze classical and non-classical nucleation and crys-
tallization phenomena [113, 114], insights at the atomic scale in the process of nucleation
and of the very early stages of crystal growth are barely accessible to current experimen-
tal methods. Theoretical investigations, such as computer simulations, are necessary to
enable detailed insights to understand the underlying atomistic mechanisms. Due to the
size of the systems, in case of the simulations of the ferritin-promoted growth process,
classical force-ﬁeld potentials and advanced molecular dynamic simulation technique will
be used.
For the formation of a homogeneous layer of Fn subunits on oxide surfaces, the immo-
bilization of Fn subunits to stable material surfaces will be investigated in the ﬁrst step.
This is a fundamental step, as it may alter the properties of the biomolecules and have a
signiﬁcant inﬂuence on the properties of the magnetic structures after mineralization. In
the case of single and separated subunits, to fabricate continuous and extended 2D and
3D structures, the orientation of the Fn subunits attached to the surface is important.
Thus the accessibility of the inner side, which is responsible for its mineralization activ-
ity, is essential, and the question of preferred orientations of the Fn subunits above the
respective surface will be answered. Here, the putative preferential protein orientation for
initial adsorption at a given pH will be predicted following the procedure of Hildebrand et
al. [115]. A snapshot of the MD simulation of the heavy Fn subunit above the amorphous
alumina surface is shown in Fig. 1.8. Furthermore, physisorption, which presents the
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Figure 1.8: Snapshots of the MD simulation of the Fn H subunit above a pseudo-
amorphous alumina surface to ﬁnd putative preferential protein orientation for initial
adsorption. Here, the inner side (with reference to their assembly in hollow Fn spheres)
is pointing to the surface (see chapter 3).
easiest solution for immobilization, will be investigated to reveal the stability of this non-
covalent immobilization strategy. For that, the driving forces towards the non-covalent
adsorption of Fn subunits to the amorphous Al2O3 (alumina) and SiO2 (silica) will be
investigated.
Models and classical force ﬁeld parameters for the amorphous SiO2 surface are available
in literature [116] and models of the Fn subunits will be taken from the protein database
and described by the AMBER-99SB 25 force ﬁeld [117]. Anyway, due to the amorphous
layer which is found on alumina particles even with a crystalline core [118, 119], amorphous
alumina models as well as a suitable classical force ﬁeld potential are needed but missing
in literature so far. These missing parameters could be ﬁtted to Density Functional
Theory (DFT) reference calculations based on the successful previous works for the case
of the SiOx/water/protein [116, 120, 121] and TiOx/water/protein [122] interfaces. To
enable this ﬁtting and all subsequent investigations, surface and particle models have to be
generated which guarantees chemical stability and realistic termination. For that, bulk
amorphous structures and surfaces will be generated taking into account the chemical
termination with hydroxyl groups and chemisorbed water molecules at the full quantum
level.
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Figure 1.9: Docking of a small goethite nanoparticle model to a twofold-symmetric
ferritin subunit arrangement to investigate the anchoring sites of Fe(III) oxyhydroxides
clusters on ferritin subunit assemblies.
After that, the diﬀerent roles in iron uptake and mineralization of H (heavy) and L
(light) subunits will be investigated, since the diﬀerent functions are still not clear but
maybe a key to tune and control mineral synthesis. Realistic models of goethite and
ferrihydrite nanoparticles will be created based on the classical force ﬁeld for iron oxy-
hydroxide in a water environment [105] which will be extended in this work to describe
Fe-O-Fe interactions within solid Fe(III) phases. Based on these models and classical
force ﬁeld parameters, a series of molecular dynamics simulations will be performed to
investigate the anchoring sites for Fe(III) clusters on Fn subunit assemblies. A snapshot as
an example of the performed docking simulations for the case of a small iron oxyhydrox-
ide particle above a twofold-symmetric ferritin subunit arrangement is shown in Fig. 1.9.
The distribution of anchoring sites for Fe(III) nuclei in ferritin will be analyzed to answer
some fundamental questions for a precise understanding of this early nucleation step. Are
there diﬀerences of the distribution of anchoring sites between heavy (H) and light (L) Fn
subunits or between the inner part of the subunits and the outer part (with reference to
their assembly in hollow Fn spheres)? According to the current understanding, L subunits
are primarily responsible for promoting or at least assisting iron nucleation and anchor-
ing, mineralization, and long-term storage of Fe(III) [85, 86]. H subunits play instead a
major role in the catalytic oxidation of Fe2+ ions to Fe3+ at the so-called ferroxidase site
as already described and shown in section 1.4. Furthermore, the question of similarities
between the residues of the anchoring sites and residues in iron oxide binding peptide
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sequences [123, 124] will be addressed.
Finally, the molecular mechanisms of crystal nucleation and growth of iron oxide in water
and at the ferritin/oxide interfaces will be investigated starting from an accurate analysis
of the formed iron oxide phases. To this aim, the Kawska-Zahn approach [60] will be
used to simulate the nucleation and crystal growth of iron oxyhydroxide. This approach
will be implemented and tested for the case of crystal growth of iron oxyhydroxide in
water. Furthermore, the possibility of describing proton-transfer reactions, following the
idea of ripening reactions, will be investigated. The inclusion of diﬀerent kinds of proton
transfer reactions during the simulation could answer the question if diﬀerent types of
proton transfer reactions can inﬂuence the ﬁnal crystal structure.
Moreover, it is known that iron oxyhydroxide forms either α or γ-FeOOH (goethite or
lepidocrocite) in water, while ferrihydrite is formed in the ferritin shell under identical
conditions [125]. An understanding of the structure-function relationship of the organic
matrix/mineral composite is very important for the development of bio-inspired materials.
Furthermore, the interaction between the organic and inorganic phases also plays an
important role in determining the material properties of the biominerals. Therefore, it
is essential to investigate and answer the question of structural diﬀerences between the
phases which are grown in water and on Fn subunits based on classical force ﬁelds.
Standard methods such as radial distribution function (see section 3.1.1), coordination
number [126] or motif recognition [127] are hardly applicable to investigate such structural
diﬀerences for iron oxyhydroxides, due to the fact that these structures consist mainly of
four and six-fold coordinated iron atoms. Therefore, machine-learning-based methods of
phase recognition, which are not dissimilar in essence from the well-known face-recognition
techniques, will be applied.
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Chapter2
Methods
T
his chapter contains a short introduction of the simulation techniques used in this
thesis. First, classical force ﬁelds and classical molecular dynamic simulations are
introduced, followed by an advanced sampling method which is employed to calculate
interaction free energies at protein/mineral interfaces. Afterward, quantum mechanical
simulations within Density Functional Theory are presented together with corrections and
approximations for accelerated ab-initio molecular dynamics simulations. A more in-depth
look at each technique can be found in the standard literature of the respective method.
The technical details of all simulations can be found in the appendix, as referenced in the
respective chapters.
2.1 Classical force ﬁelds
A very important tool to investigate structure, dynamic and thermodynamic of biological
systems are Molecular Dynamic (MD) simulations on the basis of classical force ﬁelds
(FF). These classical force ﬁelds are necessary to integrate Newton's equation of motion,
in which atoms are described as particles with mass m:
F⃗ = m · a⃗ (2.1)
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where F⃗ is the force which acts on a particle, producing an acceleration a⃗. This force
can be expressed as a gradient of the potential energy V which act on the particle at
position x⃗:
F⃗ = −∇V (x⃗) (2.2)
This potential is approximated by classical force ﬁelds. In this work, the AMBER force
ﬁeld [128] is used, in which the potential is divided into bonded and non-bonded interac-
tions. Bonded interactions consist of contributions of bond lengths, angles, and dihedrals:
Vbonded =
bond︷ ︸︸ ︷∑
1−2pairs
Kr(r − r0)2+
angle︷ ︸︸ ︷∑
1−3pairs
Kθ(θ − θ0)2+
dihedral︷ ︸︸ ︷∑
1−4pairs
Vn
2
[1 + cos(n Φ)− δ] (2.3)
The directly bonded potential is deﬁned by a harmonic potential with the length r, the
equilibrium length r0, and the spring constant Kr. The harmonic three direct neighboring
atom potential is based on the angle θ, the equilibrium angle θ0, and the spring constant
Kθ. The non-harmonic dihedral part describes the rotation of four bonded atoms. It is
described by a periodic cosine function with the maximum energy diﬀerence Vn of the
respective conformation by rotation around the dihedral Φ. Here, n is the number of the
periodicity and δ the phase shift with respect to the equilibrium angle.
The non-bonded interactions consist of a Coulomb and a van-der-Waals part, here
in the form of the Lennard-Jones-12-6-Potential, as implemented in the 'Large-scale
Atomic/Molecular Massively Parallel Simulator' (LAMMPS) [129].
Vnon−bonded =
Lennard−Jones︷ ︸︸ ︷∑
ij
4εij
[(
σij
rij
)12
−
(
σij
rij
)6]
+
Coulomb︷ ︸︸ ︷∑
ij
(
Cqiqj
ϵrij
)
. (2.4)
Here σij and εij are calculated via straightforward combination rules [130, 131] σij =
(σi + σj)/2 and εij =
√
εiεj, for atoms i and j separated by a distance rij. C is an
energy-conversion constant, qi and qj are the charges of the two atoms and ϵ is the
dielectric constant of the medium in which the particles are embedded. The Lennard-
Jones-Potential describes the attractive and repulsive interactions between two atoms
as long as the distance between the two atoms is smaller than a selected cutoﬀ radius
(rij < rc).
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To start a calculation, a randomly chosen velocity of the Maxwell-Boltzmann-velocity-
distribution is applied to every atom depending on the selected temperature (T ).
p(v) =
m
2pikBT
exp
(−mv2
kBT
)
(2.5)
Where kB is the Boltzmann constant and m and v the mass and velocity of the atom.
For the MD simulation, Newton's equation of motion has to be integrated for all atoms
of the system at the same time. Since this is not possible, numerical methods based on
Taylor expansions are used to solve this problem. Here, a timestep δt is chosen and the
equations of motions are evaluated at each step, iteratively. For the calculation of position
and velocity at the next step t + δt, the 'Velocity-Verlet' algorithm [132] is used, which
considers Taylor expansion up to the third term:
x(t+ δt) = x(t) + v(t)δt+
1
2
a(t)δt2 (2.6)
a(t+ δt) = − 1
m
δV (x(t+ δt))
δt
(2.7)
v(t+ δt) = v(t) +
1
2
[a(t) + a(t+ δt)]δt (2.8)
Most of the MD simulations in this thesis are performed in the NV T ensemble. An
ensemble is the statistical population of a large number of physically similar systems.
The canonical NV T ensemble represents a closed system, where the number of atoms
(N), the volume of the system (V ) and the temperature (T ) are constant. A thermostat
is used for the regulation of the temperature during the calculation. The simplest way to
control the temperature is to adjust the velocities of the atoms, since:
〈Ekin〉 = 1
N
N∑
i=1
1
2
miv
2
i =
3
2
kBT (2.9)
with the mass m of an atom with the velocity v and the Boltzmann constant kB. The
diﬀerence between selected and current temperature is known, and the velocities of the
atoms are multiplied by a factor which is proportional to this temperature diﬀerence. One
problem with this approach is that it does not allow ﬂuctuations in temperature which
are present in the canonical ensemble. Therefore, the Nosé-Hoover thermostat [133, 134]
is used, which was originally developed by Nosé and further improved by Hoover. In this
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approach, an additional reservoir is introduced with an own potential and kinetic energy.
The coupling to the real system inﬂuences the temperature ﬂuctuations which conserves
the canonical ensemble of the original system. Therefore, the temperature is not ﬁxed,
rather tends to the target value.
Extensive sampling is required to overcome energy barriers of a few kBT in these stan-
dard MD simulations. Unfortunately, this does normally not happen in typically short
simulation times of ∼100 ns. Therefore, standard MD simulations are often trapped in
local minima of the energy landscape. To overcome this limitation more advanced MD
simulation techniques are needed. One of these techniques is presented in the follow-
ing section, which includes additional bias potentials on top of the unbiased force ﬁeld
potential to compensate the poor sampling of a standard MD simulation
2.1.1 RESTmetaD simulations
The advanced molecular dynamic simulation method called RESTmetaD combines Replica
Exchange Solute Tempering (REST) with Metadynamics (meta), which complement each
other in an ideal way.
By using this technique, it is possible to overcome energy barriers and thus escape from
local minima of the potential energy. This enables the scan of the whole conformational
phase space and by that, for example, calculate the free energy of adsorption of a peptide.
As a consequence, this technique allows comparing results based on a classical force ﬁeld
with experimental values.
In Metadynamics simulations, the system starts in an unbiased state. During the simu-
lation, an additional bias, chosen a priori, is added to the force ﬁeld potential to accelerate
the sampling along a chosen collective variable (CV). A CV is a function of the coordi-
nates, such as the distance between two atoms, which is adapted to its height during the
simulation. The repulsive bias potential, typically with the shape of a Gaussian, is added
after a selected period of time to the current position of the CV. Here, the applied bias
potential is given by [135, 136]:
V (s(q), t) =
∑
kτ<t
W (kτ)exp
(
−
d∑
i=1
[si − si(q(kτ))]2
2σ2i
)
(2.10)
with the height and width of the Gaussian W(kτ) and σi respectively, the natural number
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k, the deposition stride of the Gaussians τ and d, which is the total number of the
collectives variables si. Over time, more and more bias is added, and the native potential
energy is compensated by the increasing bias potential. As a result, it can be demonstrated
that the added bias potential converges towards the systems free energy landscape plus
an oﬀset constant [135, 136]:
V (s(q), t→∞)bias = −F (s(q)) + C. (2.11)
In the REST method, the usage of several replicas of the system at diﬀerent temper-
atures is used to overcome the limitations of a standard MD simulation. Here, a base
replica at 300K is used, which exchanges the atom coordinates x⃗ after a particular sim-
ulation time with replicas at higher temperatures and thus reduced energy barriers. It
must be ensured that the conditions of each replica branch stay constant by exchange of
the atom coordinates x⃗, and the ground replica must be still in a canonic ensemble, even
though after exchanges with other branches [137, 138]. For that, the potential energy of
the system is divided in a central group (here the protein p), and the bath (here water
w) and the total potential energy of replica m becomes [139, 140]:
Em = Epp +
[
β0
βm
]
Eww +
[
β0 + βm
2βm
]
Epw (2.12)
with the internal interactions of the protein Epp, the internal interactions of water Eww
and the interaction between both systems Epw. β0 = 1/kBT0 with the temperature T0
of the base replica and βm = 1/kBTm with the temperature Tm of the replicas of higher
temperatures. By this division, it is possible to keep the bath (solvent) cold and only
expose the solute to higher temperatures, therefore this method is called replica exchange
with solute tempering
While the temperature in the REST method typically ranges from 270-695 K [141], the
bias due to the added potential of metaD eﬀective CV temperature is typically around
3000 K [142, 143]. The combination of these two methods thus signiﬁcantly improve
the sampling potential of either the REST or the metaD methods alone. In conclusion,
metadynamics samples very eﬃciently along a selected CV while slow degrees of freedom
not reached by the chosen CV can partly be compensated by the solute tempering.
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2.2 Density Functional Theory (DFT)
The equation of motion in many body systems in quantum mechanics is given by the
time-dependent Schrödinger equation:
HˆΨ = iℏ
∂
∂t
Ψ (2.13)
Where Ψ is the wave function, i is the imaginary unit, ℏ is the reduced Planck constant
(ℏ = h
2pi
) and Hˆ the Hamilton operator. Schrödinger's equation for systems with more
than a pair of atoms is not solvable analytically. A ﬁrst approach to reduce this problem
is the separation of atomic nuclei and electron motion, due to the huge diﬀerence in
mass and the high velocity of the electron. This concept is at the basis of the Born-
Oppenheimer-Approximation [144]. It means the motion of electrons is taking place on
a diﬀerent time scale and the electrons follow the motion of core nuclei instantly while
remaining in their groundstate. By this separation, it is possible to handle the motion
of core nuclei classically, and the original problem is reduced to identifying the electron
groundstate. One way to accomplish this is via Density Functional Theory (DFT), which
leads to the determination of the quantum mechanical groundstate of a system on the
basis of the electron density alone. DFT roots on the ﬁrst Hohenberg-Kohn theorem,
which demonstrates that for a system of interacting electrons, the ground state to an
external potential Vext is uniquely deﬁned by the ground state density n(r) [145]. By the
second Hohenberg-Kohn theorem, the energy functional of an arbitrary density n is bigger
or equal the electronic ground state energy [145]. This allows, under observation of the
density n as a variable, to solve the many-body problem by minimization of the energy
functional E[n]. The energy functional of the overall system reads as follows:
E[n] = T [n] + Vint[n] + Vext[n] = FHK [n] +
∫
n(r)Vext(r)dr (2.14)
with the kinetic energy functional T and the intern potential of the electron-electron-
interaction Vint. The terms in the functional FHK = T [n] + Vint[n] includes all known
many-body quantum eﬀects. The approximation of Kohn and Sham [146] divide the
terms of this functional in a functional of a non-interacting system of particles and an
unknown functional EXC . This contains all unknown parts of the interacting many-body
system, whereby XC are the abbreviations of eXchange and Correlation. Additionally,
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the term of the non-interacting system is divided into a kinetic and Hartree part, where
the Hartree part is represented by Coulomb-Interactions of two charged clouds given by:
EHartree[n] =
1
2
∫ ∫
n(ri)n(rj)
|ri − rj| dridrj (2.15)
The kinetic energy part is split into contributions of non-interacting electrons T0[n] and
an additional, unknown contribution Tc[n]:
T [n] = T0[n] + Tc[n] (2.16)
whereby Tc[n] is a part of the unknown functional EXC . Based on the assumptions of
Kohn and Sham [146], the overall expression of the energy functional of a system is:
E[n] = T0[n] +
∫
n(r)Vext(r)dr + EHartree[n] + EXC [n] (2.17)
The base of this idea is the possibility to chose the eﬀective potential of the non-interacting
system in a way that the density of one-electron wavefunctions Ψi corresponds to the
sought density. This leads to N independent equations for the description of electron
motion in an eﬀective Kohn-Sham potential, which includes the complex many-body in-
teractions:
HˆΨi(r) =
[
−1
2
∇2 + Vext(r) + VHartree(r) + VXC(r)
]
Ψi(r) = EiΨi(r) (2.18)
The only unknown part is the Exchange-Correlation-Potential, for which already simple
approximations deliver suﬃcient accuracy for practical applications. The Local Density
Approximation (LDA) is based on the assumption that the exchange-correlation energy
of a varying charge density at a point is equal to the energy of a homogeneous electron gas
with the same charge density. This simple assumptions already provides adequate results
in many cases. In this work, the Generalized Gradient Approximation (GGA) is used
for the exchange-correlation potential, which considers, next to the location-dependent
density, also the gradient of the density.
EGGAXC [n] =
∫
n(r)ϵGGAXC (n(r),∇(r))dr (2.19)
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with ϵGGAXC being the exchange-correlation energy of an homogeneous electron gas. Several
forms of this approximation are available. In this work, the procedure of Perdew, Burke,
and Ernzerhof (PBE) [147] is used. Furthermore, some calculations are performed spin-
polarised, wherefore up and downspin are not necessarily in the same spatial orbital.
Here, the kinetic and exchange-correlation parts are calculated separately for each spin,
and the Hartree part and the external potential for the overall density. For the DFT
based calculations, the Vienna Ab initio simulation package" (VASP) [148151] is used.
The technical details for each chapter can be found in the respective appendix.
To solve the Kohn-Sham equation numerically, a set of start-wavefunction have to be
chosen at the ﬁrst step. In this thesis, the plane wave Ansatz is used as the basis for the
calculations, where the wave function is represented by linear combinations of plane waves.
An important parameter becomes the energy cut oﬀ, which describes the maximum kinetic
energy up to which plane waves are included in the basis set. The higher the cutoﬀ, the
more plane waves are included, but the longer the respective calculations. The higher the
cutoﬀ, the better the result, since plane waves with higher kinetic energy imply a higher
frequency and lead therefore to a higher resolution. However, with the plane wave ansatz,
all electrons are treated in the same way, independently of their distance to the core, but
only the valence electrons with the highest distance to the core are mainly responsible
for the chemical behavior and physical properties. Therefore, so-called pseudopotentials
are used to approximate electrons near the core by an eﬀective potential and reduce the
calculation time. These pseudopotentials match the true core's Coulomb potential after
a deﬁned radius and describe therefore the valence electrons correctly. Inside this radius,
the potentials are preferably smooth to overcome problems of oscillations of the valence
functions near the core, since they have to be orthogonal to all the core states. Another
possibility oﬀers the projector augmented wave (PAW) method of Blöchl [152], which
combines pseudopotentials with the linear augmented plane wave (LAPW) method. This
combination provides the possibility of retaining calculation eﬃciency of pseudopotentials
by simultaneously improving the description of valence orbitals near the core. For that,
the wavefunction is divided into a part for electrons near the core and a part to describe the
valence electrons. Here, the true wavefunction is transformed to a pseudo-wavefunction,
whereby, in contrast to the pseudopotential method, the true wavefunction is accessible
by a transformation operator. Furthermore, auxiliary functions are introduced, which are
created with multiple angular-momentum components up to a deﬁned radius, by linear
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combinations of solutions of the radial equation of Schrödinger of isolated atoms. Outside
the radius, they change over to the true wavefunction. The transformation operator
is deﬁned by true wavefunctions, the auxiliary functions and the so-called projection
functions, which are the sum of normalized, free choosable function approximation.
Especially for larger systems, it is much more eﬃcient to perform DFT based calcula-
tions in reciprocal space. For that, Bloch's theorem is used. It states that wavefunctions
can be described by a plane wave multiplied by a periodic factor. Furthermore, this peri-
odic factor can be expanded by Fourier transformation over reciprocal lattice vectors. For
determination of energy or density, it is necessary to integrate over the ﬁrst Brillouin-zone,
which is described by k⃗-points. In calculations, the method of special-k-points [153] is used
to substitute integrals of the Brillouin-zone by a weighted discrete sum. For these system
dependent calculation parameters, it is important to ﬁnd the minimum required number
of k-points, to reduce the needed time of calculation, by simultaneous approximate the
integral as best as possible. For that, the Monkhorst-Pack-scheme [154] is used, which
systematically improves the approximation of the integral with a number of k-points by
using the k-points as linear combinations of reciprocal lattice vectors.
2.2.1 Corrections in DFT based calculations
DFT is an exact theory, but for its application, approximations are necessary due to the
not accessible exact form of the exchange-correlation potential. In the following, two
types of corrections are introduced, which are used to overcome known weaknesses in
DFT based calculations.
2.2.1.1 Hubbard-U correction
The isolating behavior of many oxides of transition metals cannot or is only defectively
described by standard LDA or GGA methods. Here, not only the band-gap but also
the ground state is qualitatively false determined. To correct this error, Anisomov et
al. [155157] added an additional on-site Hubbard-like interaction term EHub to the energy
functional results in:
EGGA+U [n(r)] = EGGA[n(r)] + EHub[n
Iσ
m ]− EDC [nIσ] (2.20)
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With the electron density n, the atom orbital occupation nIσm of the atom I with the spin
σ which is considered in the correction. EHub is the term that contains electron-electron
interactions as modeled by the Hubbard Hamiltonian. The index m determine the spatial
orbital of the corresponding azimuthal quantum number. For example, the d-orbtial with
azimuthal quantum number l = 2 gives ﬁve (2l + 1) possible spatial orbitals. The last
term EDC [nIσ] is subtracted to prevent double counting of the energy contribution of the
orbital, which occurs in EHub and EGGA[n(r)]. In the rotational-invariant approximation
of Cococcioni et al. [158], as implemented in VASP and used in this thesis, the Hubbard-U
correction results in:
EU [n
Iσ
mm] = EHub[n
Iσ
mm]− EDC [nIσ]
=
U
2
∑
I
∑
m,σ
(
nIσmm −
∑
m′
nIσmm′n
Iσ
m′m
)
=
U
2
∑
I,σ
Tr[nIσ(1− nIσ)] (2.21)
By this, the correction is optimized to the system by a free choosable correction value U
for the curvature found in the total energy for non-integer occupation numbers, due to
the self-interaction of latter. In this thesis, for iron, a U value of 4.3 eV is used, which
leads in a previous work with similar systems to reasonable results [158].
Fig. 2.1 contains the density of states (DOS), means the number of states within an
energy interval, for the iron and oxygen atoms of the goethite unit cell. Here, the band gap
is of special interest. It describes the energy range between the valence and conduction
band where no electron states can exist. Goethite as an isolator presents band gap values
between 2.1 eV and 2.5 eV [101]. Standard GGA calculations basically underestimate the
band gap, and here a value of 0.294 eV is obtained (see Fig. 2.1 left). By including the
Hubbard-U correction with the mentioned U value of 4.3 eV the area between valence
and conduction band is widened and the band gap climbs to a value of 1.662 eV (see
Fig. 2.1 right). Furthermore, the energy levels are shifted, and is was already proven that
results based on these shifts lead to better accordances with experiments both for goethite
and other iron oxyhydroxides (see ref [159]).
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Figure 2.1: Projected density of states of the iron and oxygen atoms of the goethite
unit cell obtained with and without the inclusion of the Hubbard-U correction.
2.2.1.2 vdw-DF2 correction
The van-der-Waals interaction is a quantum mechanical phenomenon, which describes the
interactions of charge distributions of an atomic system through electrodynamic correla-
tion with charge distribution of another system. As explained above, DFT is exact and
contains this interaction in the exchange-correlation potential. But due to the approxi-
mations of this potential, long-range interactions such as van-der-Waals interactions are
not described by local approximation as LDA and GGA. As a correction for this missing
information, the second order van-der-Waals correction (vdw-DF2) is used. This correc-
tion has been proven as reliable for systems similar to this studied in this thesis [105,
160]. The basis for the van-der-Waals correction is supplied by the approach to divide the
correlation energy into two parts, one for the local and one for the non-local interactions.
While the local part can correctly be described by LDA or GGA, the non-local part is
estimated by several approximations [161]. The general form of the non-local correlation
energy (Enlc ) is in the original vdw-DF correction [161] as in the optimized vdw-DF2
correction [162] given by:
Enlc [δn] =
∫
d3ri
∫
d3rjδn(ri)φ(ri, rj)δn(rj) (2.22)
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with δn, the deviation of the charge density to a homogeneous system at the points ri and
rj and the kernel function φ. This kernel function depends on Rf(ri) and Rf(rj), where
R = |ri − rj| and f(r) is a function of δn(r) and the gradient ∇δn(r). The vdw-DF2
correction of Lee et al. [162], which is used in this thesis, is based on the original vdw-DF
correction of Andersson et al. [161] and is improved with regard to equilibrium distances
and the strength of hydrogen bonds. This happened, among others, by replacing the
revPBE [163] by the PW86 [164] exchange potential, because revPBE was shown to be
too repulsive close to the equilibrium distance.
2.2.2 Car-Parrinello molecular dynamics
In this thesis, the correct surface termination of an amorphous alumina surface is in-
vestigated by means of ﬁrst-principles molecular dynamics simulation of the amorphous
alumina surface in contact with water. Since standard DFT based calculations are time-
consuming, especially DFT based molecular dynamic simulations of bigger systems, it is
advisable to use other concepts. In the following, the Car-Parrinello molecular dynam-
ics [165] is used, which is based on the idea to avoid the time eﬀort involved in optimizing
the wavefunction at every timestep.
The CPMD combines Ehrenfest and Born-Oppenheimer molecular dynamics. In the
Ehrenfest molecular dynamics the wavefunction is optimized only once, and during the
further simulation, it should be ensured that the electrons remain in the ground state,
despite the motion of the core. Thus, the timestep of the simulation is determined by
the electronic motion. In the Born-Oppenheimer molecular dynamics, instead, the wave-
function of the electrons is minimized after every change of conﬁguration. In this way,
the timestep of the simulation is deﬁned by the core motion. CPMD tries to combine
the beneﬁts of both methods using a timestep which is deﬁned by the core motion and
a one-time minimization of the electronic wavefunction. The introduction of a ﬁctional
mass for the electron wavefunction µ, which is much higher than the real electron mass,
is essential to maintain adiabaticity of the electronic degrees of freedom. Thus, the elec-
trons remain in their groundstate during the simulation, and the wavefunction does not
have to be minimized after every step. The motion of the atom cores is adjusted to
the physical temperature, which is proportional to the kinetic energy, while the electrons
move according to a ﬁctional temperature, which is proportional to the ﬁctional kinetic
energy of the orbitals. Additionally, with the implementation of the ﬁctional mass of the
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electrons, adiabatic separation is assumed, therefore consideration of separated electron-
and core-systems without energy transfer between the two systems. The CP equation of
the core motion reads as follows [166]:
MIR¨I(t) = − ∂
∂RI
(< Ψ0|He|Ψ0 > +constraints) (2.23)
and accordingly for the electrons:
µiΨ¨i(t) = − ∂
∂Ψ∗i
(< Ψ0|He|Ψ0 > +constraints) (2.24)
With the mass of the core MI , the position of the core RI , the groundstate wavefunction
Ψ0, the hamiltonian He and the ﬁctional mass of the wavefunction µ. The constraints are
the sum of all necessary conditions of the system such as orthonormality of the wavefunc-
tion. To ensure adiabatic separation, the phonon and electron spectra must not overlap.
This is guaranteed by a frequency gap (ωij) dependent upon the energy gap between
occupied (i) and unoccupied (j) states with related eigenvalues εi and εj [166]:
ωij =
√
2 (ϵi − ϵj)
µ
. (2.25)
Corrections to the original CP formulation are available to guarantee adiabaticity even in
the case of systems with small or zero gaps, such as metals.
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Chapter3
Interfaces between Ferritin and Al2O3/SiO2
T
he immobilization of Ferritin subunits is of fundamental importance for the fabrica-
tion of continuous and extended 2D and 3D structures on stable material surfaces. In
particular, the engineering of extended metal oxide structures on stable material surfaces
via bio-inspired crystal nucleation and growth, based on the possibility of immobilization
of Fn subunits while retaining their mineralization activity.
Two diﬀerent oxide surfaces are chosen as versatile templates for the immobilization of
Fn subunits. Alumina (Al2O3) is readily available as a cheap particulate material with
a large surface area. Moreover, TEM supports can be prepared from alumina crystals,
enabling characterization of the growing magnetic ﬁlms with atomic-level resolution (see
Fig. 3.2). Additionally, Silica (SiO2) particles are used, which can be easily modiﬁed, and
are perfectly spherical. Here the growth can be visualized by TEM images, and examples
are presented in Fig. 3.1.
The most straightforward method for biomolecule immobilization is the physisorption
from a concentrated protein solution. It was already proven that suﬃciently stable ad-
sorbed protein layers can be obtained while retaining the enzymatic activity in the ad-
sorbed state [169, 170]. The main objective of this chapter is the investigation of the
preferred protein adsorption orientation on the Al2O3 and SiO2 surfaces. Thus, the ac-
cessibility of the site of the subunit which is responsible for its mineralization activity, as
well as the strength of the forces between the subunits and the surfaces at diﬀerent pH
values are studied. This investigation is performed following the procedure of a previ-
ous work [115], in which static single-point calculations of the proteins are performed at
diﬀerent protein-surface heights, where the protein is at every height rotated around its
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Figure 3.1: TEM images (a) of the silica nanoparticles (150 nm) taken from ref. [167]
and HR-TEM images (b) of silica nanoparticles taken from ref. [168].
geometrical center. In order to achieve this goal, classical force-ﬁeld potentials and realis-
tic surface models for alumina and silica are needed, and the general procedure to obtain
these is explained in the following by taking the example of alumina. The models and
parameters for silica were determined following a similar strategy in a previous work in
our group [116]. Here, realistic models of amorphous alumina/water interfaces are created
taking into account the chemical termination with hydroxyl groups and chemisorbed wa-
ter molecules, as predicted by Density Functional Theory (DFT) based MD simulations.
On the basis of these models, we parametrize a ﬁxed-charges force ﬁeld to describe the
interactions within alumina and across the alumina/water interface, which can be seam-
lessly combined with biomolecular force ﬁelds via straightforward combination rules. All
newly determined force ﬁeld parameters are ﬁtted to reference calculations at the level of
dispersion-corrected DFT (see section 2.2). The accuracy of our force ﬁeld parametriza-
tion is tested by comparing the heat of immersion of the surface computed in molecular
dynamics simulations with available experimental values. The ability of our models and
force ﬁeld to predict experimental observables is demonstrated by unbiased calculations
of the adsorption free energy of glutathione disulﬁde on alumina in comparison with ex-
perimental data. All technical details to the creation of surface models and force ﬁeld
parameters are presented in Lid et al. [171]. Further technical details of the setup of the
simulations regarding physisorption (section 3.3) as well as the supporting experimental
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results are taken from ref [167].
3.1 Amorphous Al2O3 bulk structures and surfaces
As far as atomistic simulations are concerned, most of the available work on alumina/water
interfaces has so far employed ideally crystalline surface models [172, 173]. However, it
is well established that even particles with a crystalline core (e.g., α-Al2O3) present a
few nm thick amorphous layers of aluminum oxyhydroxide at their outmost surfaces [118,
119]. This calls for the development of new realistic models of interfaces between amor-
phous alumina and large molecules, such as organic drugs or proteins, in water solutions.
Scanning electron microscopic (SEM), transmission electron microscopic images (TEM)
and high-resolution transmission electron microscopy (HR-TEM) images of the alumina
core and an amorphous layer at the surface are presented in Fig. 3.2.
In this section, the strategy for the creation of amorphous alumina surfaces structures
including the correct surface termination is introduced and validated. In line with a
previous work of Adiga et al. [174], we describe the interactions within the alumina bulk
and the terminal hydroxyl group by means of a Buckingham-Coulomb potential of the
form:
V (rij) = Aije
− rij
ρij − Cij
r6ij
+
qiqj
rij
(3.1)
in which the atoms i and j are separated by a distance rij and the assigned parameters
Aij, ρij and Cij are reported in Table 3.1. As an exception, Al-H and H-H atom pairs
only interact through the Coulomb term.
In the original reference [174], the surface hydroxylation was modeled empirically, upon
replacement of Al with H atoms in amorphous bulk structures before surface creation and
MD annealing. We follow here a diﬀerent strategy, in which relatively small models of
bulk amorphous structures and dry surfaces are ﬁrst created with the classical force ﬁeld,
and then allowed to react with bulk water in DFT-based ﬁrst-principles MD simulations.
This allows the chemisorption process of water on reactive surface sites to be described
at the full quantum level.
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Figure 3.2: SEM (a) and TEM (b) images of alumina nanoparticles taken from ref. [172]
and HR-TEM images (c) of the alumina particle crystal structure of the core and an
amorphous layer on the surface taken from ref. [118].
Table 3.1: Potential parameters parameter from Matsui [175] and Adiga et al. [174].
Al-H and H-H atom pairs interact only via the Coulomb term. The charges are qAl =
1.4175 e, qO = -0.945 e and qH = 0.4725 e.
Aij/eV ρij/Å Cij/eV6
Al-Al 31570921 0.068 14.05
Al-O 28476 0.172 34.58
O-O 6462 0.276 85.09
O-H 9871 0.113 0.71
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3.1.1 Amorphous bulk structures
Amorphous bulk structures are created with a hybrid `melt and quench' technique follow-
ing the scheme of Chagarov et al. [176]. Namely, Al and O atoms are randomly placed in
the correct stoichiometry in a simulation box at the very low density of 0.9 g/cm3. The
system is ﬁrst annealed at 5000K for 500 ps at constant volume, and then the density is
gradually increased to 3.2 g/cm3 over 350 ps. After a further 400 ps equilibration, the
system is cooled down to 300 K in 100 ps and further equilibrated for 1 ns. The strategy
is applied to four diﬀerent systems with increasing number of atoms (100, 200, 1000 and
2000 atoms).
In order to compare the obtained structures with other theoretical and experimental
data, we calculate the radial distribution function (RDF) gi,j between pairs of atoms i
and j as
gi,j(r) =
〈ni,j (r, r +∆r)〉
ρj4pir2∆r
, (3.2)
where ρj is the bulk density of species j and ∆r is a chosen step width (0.1 Å in our
case). From gi,j we can compute the average ﬁrst-neighbor distance di,j, corresponding to
the position of the ﬁrst peak's maximum, as well as the average nearest-neighbor number
ni,j. The latter is obtained by integrating gi,j up to the radius Ri,j corresponding to the
minimum after the ﬁrst RDF peak:
ni,j(R) = 4piρj
Ri,j∫
0
gi,j(r)r
2dr . (3.3)
In Table 3.2 we list the values of d and n for the diﬀerent atom pairs, with RAl−Al = 3.7 Å,
RAl−O = 2.2 Å, and RO−O = 3.2 Å, in comparison with literature data of simulations [176,
177] and experiments [178]. The results are nearly independent on the number of atoms,
with the exception of the smallest system (100 atoms), in which the average AlAl dis-
tance is signiﬁcantly smaller and the OO distance larger than in the other cases. Our
results are in good agreement with literature data obtained with the same Matsui inter-
atomic potential, except for the smaller value of nAl−Al predicted by Chagarov [176]. In
comparison with available experimental data, the ﬁrst-neighbor distances are reasonably
well reproduced or slightly underestimated. However, for all atom pairs, the number of
coordination neighbors predicted by the Matsui potential is larger than in the experi-
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Table 3.2: Positions of the RDF peak maxima d and average nearest neighbor numbers n
for our systems including diﬀerent number of atoms (100, 200, 1000, 2000) in comparison
with literature data of simulations (sim) and experiments (exp).
Al-Al Al-O O-O
System d n d n d n
100 2.95 8.50 1.75 4.24 2.83 10.16
200 3.10 8.24 1.76 4.31 2.77 10.00
1000 3.10 8.46 1.75 4.28 2.78 9.98
2000 3.07 8.51 1.75 4.32 2.75 10.00
sim [176] 3.07 6.98 1.77 4.23 2.82 10.66
sim [177] 3.12 8.26 1.76 4.25 2.75 9.47
exp [178] 3.2 6.0 1.8 4.1 2.8 8.5
ments, which is seemingly inconsistent with the good agreement regarding the atom-atom
distances. A possibility to reconcile this discrepancy would be that the experimental sam-
ples investigated in ref. [178] contains a large number of defects such as vacancies, pores
or grain boundaries, leading to an eﬀective undercoordination of the atoms with respect
to defect-free bulk.
In the following, we use the system containing 200 atoms as the basis for the construc-
tion of surface models in DFT simulations. To ensure that the chosen system size is
suﬃciently large, in Fig. 3.3 we display the RDF as well as the distribution of bond an-
gles of this system in comparison with the MD simulations of Gutierrez et al. [177] (1800
atoms). While our data present ﬂuctuations due to the small number of atoms, overall the
agreement with the larger system regarding these structural details is very good. Similar
comparisons with the data of Adiga et al. [179] (21375 atoms) and Chagarov et al. [176]
(100 atoms) are presented in the Appendix in Fig. A1.
3.1.2 Surface termination predicted by Car-Parrinello molecular
dynamics
In order to create a model of amorphous alumina surfaces in contact with liquid water,
we start from the bulk amorphous structure composed of 200 Al and O atom described
in the previous section. After cleaving the bulk crystal by increasing the periodic cell size
along the z direction by 18 Å, the system is fully relaxed in a DFT simulation, and the
free space between the top and bottom surfaces of the alumina slab is ﬁlled with 64 water
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Figure 3.3: Angle and radial distribution function (g(r)) of an amorphous alumina
structure, created by a melt and quench method described in the text, including 200
atoms in stoichiometric Al2O3 ratio, in comparison to simulations of Gutierrez [177].
molecules, which roughly correspond to the correct water density.
A DFT-based, Car-Parrinello MD simulation (see section 2.2.2) is then started, during
which the water molecules react with the dangling bonds of both the top and bottom
surfaces of the alumina slab. Especially in the ﬁrst few picoseconds of the simulation,
several water molecules bind to undercoordinated Al atoms and immediately dissociate
leaving a terminal OH group at the adsorption site and, in almost all cases, a proton on an
O atom in fourth-neighbour position with respect to the terminal hydroxyl group. This
dissociative adsorption mechanism is in perfect agreement with results of refs. [180, 181],
where the 1-4 dissociation of water onto the (0001) surface of α-Al2O3 has been found
to be kinetically strongly favored over the competing 1-2 dissociation. In a few cases,
upon dissociation, the proton jumps to a much farther adsorption site via a Grotthuss
proton-transfer chain along the hydrogen bond network of the liquid water.
Later in the simulation, two water molecules are observed to adsorb in molecular form
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Figure 3.4: Protonated amorphous alumina surface after 10ps Car-Parinello molecular
dynamic simulation.
and not to dissociate immediately. Overall, all adsorption events take place within 6 ps,
with no further chemical interaction except for the eventual dissociation of one of the
molecularly adsorbed molecules occurring in the following 4 ps, after which the simulation
is stopped and the system fully relaxed to 0 K. The ﬁnally obtained terminated top and
bottom slab surfaces are displayed in Fig. 3.4. The resulting OH density of 6.8 nm−2 is well
within the wide range of experimental values lying between 3 to 15 OH/nm2, depending
on the pre-treatment temperature of the alumina powders used in the experiments [182].
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3.2 A Force Field for the Al2O3/water/protein interface
On the basis of created models, we parametrize a ﬁxed-charges force ﬁeld to describe the
interactions across the alumina/water/protein interface, which can be seamlessly com-
bined with biomolecular force ﬁelds via straightforward combination rules.
Classical force ﬁelds describing the interactions in alumina bulk and dry surfaces are
already available, either based on ﬁxed charges [183, 184] or including polarizability [185]
and charge transfer schemes [186]. Potentials mapping the interactions between the sur-
face and its surrounding environment have also been presented, for instance, general oxide
force ﬁelds [187], or parametrized for special cases such as crystalline alumina surfaces [173]
or small molecule/small cluster interactions [188]. Moreover, a reactive force ﬁeld of the
`ReaxFF' type has been developed for alumina/water systems [189], but to date, it has
not been extended to include also the interaction with organic or biological molecules.
Here, we present a simple ﬁxed-charges potential and its parameter optimization, en-
abling molecular dynamics simulations of amorphous alumina surfaces in contact with
water and dissolved biomolecules.
3.2.1 Parameter ﬁtting
In order to optimize the parameters of the interaction potential between the amorphous
alumina surface and water solutions, we follow the approach already successfully employed
in previous works for the case of the FeO(OH)/water/protein [105], SiOx/water/protein [116,
120, 121], and TiOx/water/protein [122] interfaces.
To ensure compatibility with standard biomolecular force ﬁelds such as AMBER [128],
CHARMM [190] or OPLS [191], we map the true surface/molecule interactions onto a
pairwise potential composed of a Coulomb and a 12-6 Lennard-Jones (LJ) term:
V (rij) =
qiqj
rij
+ 4εij
[(
σij
rij
)12
−
(
σij
rij
)6]
, (3.4)
where rij is the distance between two atoms i and j with associated point charges qi and
qj. The LJ pair parameters σij and εij are constructed from atom-speciﬁc parameters via
Lorentz-Berthelot combination rules [130, 131] as σij = (σi + σj)/2 and εij =
√
εiεj.
In biomolecular force ﬁelds, the atomic point charges are often computed by ﬁtting the
electrostatic potential obtained from ﬁrst-principle calculations (ESP charges). Interest-
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Figure 3.5: ESP charges calculated by the REPEAT Code [192] for all diﬀerent atom
types existing in the created amorphous alumina surface. The straight lines represent the
charges which are used in our classical force ﬁeld calculated by Matsui [175].
ingly, for our surface slab, the average ESP charges of all Al and O atoms computed with
the REPEAT method [192] diﬀer no more than 0.03 e from the atomic point charges used
in the Matsui potential (see Fig. 3.5), which is within the error of the method. This allows
us to use exactly the same point charges for the Coulomb interactions both within the
alumina an across the alumina/water/biomolecule interfaces.
The LJ atomic parameters σ and ε are adjusted to best-ﬁt the potential energy proﬁles
computed with dispersion-corrected DFT for single water molecules in three diﬀerent
orientations at twelve diﬀerent positions above the alumina surfaces. The three diﬀerent
water orientations correspond to the hydrogen atoms directed towards the surface (down),
away from the surface (up) and in the unbiased orientation obtained after DFT relaxation
at a given position (relax). The variation of the total energy of the system while the water
is moved along the z coordinate perpendicular to the surface keeping all other atoms ﬁxed
is computed for each orientation and starting position. Representative examples for one
position are shown in Fig. 3.6; all other energy proﬁles are reported in the Appendix
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Table 3.3: Atomic speciﬁc charges and Lennard-Jones parameters to describe the inter-
actions between amorphous Alumina and water.
element q / e σ / Å ε / eV
Al 1.4175 1.29 0.08
O -0.945 3.07 0.02
H 0.4725 0.52 0.004
Figure 3.6: Potential energy proﬁles of water molecules at diﬀerent orientations above
an amorphous alumina surface computed with DFT (black lines) and our force ﬁeld (FF,
blue lines) with the optimized parameters listed in Table 3.3. The height over the surface
is relative to an arbitrary initial position at 0 Å.
(Fig. A2 and A3). In the ﬁgures, the black lines are the DFT reference proﬁles, whereas
the blue lines are the proﬁles calculated with the TIP3P water model and our force ﬁeld
(FF), using the parameters σ and ε obtained by a least-square ﬁt to all 36 references
via the General Utility Lattice Program (GULP) [193] (Table 3.3). We note that the
ﬁtting procedure leads to a good agreement between the DFT and the FF curves in all
considered cases.
Before demonstrating that the so-obtained parameter set also guarantees good transfer-
ability to other (organic) molecules and consistency with experimental data, we conclude
this section checking whether the interactions between the alumina surface and the water
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Figure 3.7: Potential energy proﬁles of molecularly adsorbed water molecules at un-
dercoordinated surface aluminum atoms based on our classical intermolecular force ﬁeld
(blue), the intramolecular force ﬁeld of Matsui [175] (green) and DFT (black).
molecules directly bound to Al atoms are better described by the original Matsui Buck-
ingham potential or our newly parametrized Coulomb/Lennard-Jones potential. The
variations in energy when the two strongly adsorbed molecules move along the z coordi-
nate perpendicular to the surface are computed both with DFT and the two potentials.
It is immediately visible from the results in Fig. 3.7 that the Matsui potential reproduces
almost perfectly the strong chemisorption interactions, which are instead severely under-
estimated by the Coulomb/Lennard-Jones potential. We also note that the strength of
the interaction (-1.8 and -2.5 eV in the two considered cases) would not allow a frequent
desorption of these molecules from the surface at room temperature. Therefore, it is per-
fectly legitimate to consider them as part of the surface and treat the Al-O interactions
as chemical bonds indistinguishable from those within the alumina bulk.
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3.2.2 Transferability to amino acid side chains
As a ﬁrst test of the transferability of our force ﬁeld parametrization to biomolecular
systems, we compute the potential energy proﬁles between the amorphous alumina surface
and a set of small organic molecules as representative analogs of typical amino acid side
chains, both at the DFT and FF levels. In these calculations, the force ﬁeld parameters
for the organic molecules are taken either from the AMBER-99SB force ﬁeld, or, if not
available, from the generalized amber force ﬁeld (GAFF) [194]. The proﬁles of formic
acid (HCOOH) and ammonia (NH3) are computed for two diﬀerent orientations over six
diﬀerent positions above the surfaces (see Fig. 3.8 and Appendix Fig. A4 and A5). Proﬁles
for carboxamide, sulfhydryl, phenyl and hydroxyl groups bound to CH3, representative
of the side chain terminal groups of asparagine, cysteine, phenylalanine, and serine, are
computed for two diﬀerent positions each (Fig. 3.8 and Appendix, Fig. A6).
Remarkably, without further adjustment of the parameters optimized in the previous
section for the case of pure water, all FF proﬁles reproduce with a very high degree of ﬁ-
delity the features of the DFT references. This holds both for relatively strong interactions
of the order of -0.4 eV (e.g., formic acid with carbonyl towards the surface, phenylala-
nine) and for weak interactions between -0.1 and -0.2 eV (serine, cysteine). Even in
the case of purely repulsive interactions (formic acid with OH towards the surface) or
non-monotonous proﬁles (ammonia, N towards the surface) is the agreement excellent.
Obviously, some discrepancies are still present; for instance, the position of the potential
energy minimum of cysteine is 0.4 Å oﬀ the DFT reference. However, given the simplicity
of the potential, these small discrepancies are more than acceptable.
46 CHAPTER 3. INTERFACES BETWEEN FERRITIN AND AL2O3/SIO2
Figure 3.8: DFT (black lines) and force ﬁeld based (blue lines) energy proﬁles for two
diﬀerent orientations of formic acid and ammonia, and four diﬀerent amino acid side
chains above the amorphous alumina surface.
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Figure 3.9: Results of surface charge density measurements taken from refs. [195, 196],
interpolated with a single spline.
3.2.3 Consideration of surface charges
The variation of the surface charge density of alumina particles with the pH of the solution
in which they are immersed depends on the particle synthesis method and pre-treatment.
In Fig. 3.9 we summarise literature results for surface charge density measurements of ten
diﬀerent Al2O3 powders, taken from ref. [195] and ref. [196]. Interpolation with a single
spline gives an average point of zero charge (pzc) for alumina at pH 8.4. At the pzc, the
surface presents an equal amount of protonated and deprotonated sites, at an estimated
density of 0.54 nm−2. This value based on the assumption that at pH values less than 5.4
and higher than 11.4 (pzc ± 3) all negative sites are protonated, and all positive sites are
deprotonated, respectively.
We can now use this information to create surface models presenting the correct protona-
tion/deprotonation state at any given pH. Following the procedure developed in ref. [116],
upon removal of a proton from a bridging OH group or addition of a proton to a surface
O atom, the charges of the ﬁrst and second neighboring atoms need to be adjusted in
order to obtain sites with net charges of ±1 e, because of the non-integer proton charge
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Figure 3.10: Summary of the diﬀerences of the atomic point charges assigned to the
positive and negative surface sites at the amorphous alumina surface
of 0.4725 e. The choice of protonating/deprotonating only bridge O/OH sites and not
terminal OH or OH2 groups is motivated by the fact that terminal O− groups are less
stable, and that adsorbed H2O or H2O+ groups possess a very strong tendency to disso-
ciate and leave a proton on a bridging oxygen atom nearby. A summary of the atomic
point charges assigned to the positive and negative surface sites is reported in Fig. 3.10.
3.2.4 Heat of immersion
In order to validate our new force ﬁeld parametrization against experimental observables,
in this section we compute the heat of immersion (Eim) of the amorphous alumina surface
model at pH 8.4 (overall neutral but zwitterionic). This can be compared with available
measurements of the enthalpy gain per unit of surface area after immersion of dry alumina
powder in water. Eim is the diﬀerence between the averaged potential energies of the
interface system including water and surface (EAl2O3/wat), the dry surface in vacuum
(EAl2O3) and a water box containing the same number of water molecules as the interface
system (Ewat), divided by the total surface area (2A, considering both the top and the
bottom sides of the surface slab):
Eim =
EAl2O3 + Ewat − EAl2O3/wat
2A
. (3.5)
For these calculations we use a surface slab model with periodically repeated lateral
dimensions, wherefore the surface slab model is only pseudo-amorphous, in the xy plane of
38.5× 37.7 Å2 and thickness along z of 21.07 Å, placed in a periodically repeated cell with
an initial height of 102 Å. The empty volume is ﬁlled with 7212 TIP3P water molecules.
Periodically repeated cells of same lateral dimensions are used for the pure water and dry
surface systems. Each separate system is simulated for 10 ns in MD simulations in the
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NVT ensemble, after a short equilibration period in which the water density is adjusted
to the bulk TIP3P equilibrium value of 0.979 g/cm3 [197].
The energy values along the three simulations are collected in distributions which can
be ﬁtted with Gaussian functions, from which the average values are readily obtained.
Our predicted value Eim = 441 ± 18 mJ/m2 lies in the lower range of the experimental
values measured for amorphous alumina powders. These span a broad window between
379 mJ/m2 and 792 mJ/m2 [198201], depending on the powder surface area and thermo-
chemical pretreatments.
3.2.5 Free energy of adsorption of GSSG
In this ﬁnal section, we employ our FF to compute the free energy of adsorption of
glutathione disulﬁde (GSSG) on the amorphous alumina surface by means of RESTmetaD,
and compare the results to available experimental values [172, 202]. GSSG consists of
two glutathionyl (GS) moieties connected by a disulﬁde bridge. The simulations are
performed with the same repeated surface slab model as for the calculations of Eim. All
oxygen atoms of the surface are constrained close to their equilibrium positions via a
weak harmonic constraint with a spring constant of 2.17 eV/Å. This is important to keep
intact the structure of the surface in the (ﬁctitious) high-temperature replicas. At 300 K
our potential, although constructed via non-bonded terms, preserves the surface structure
without additional constraints. Two simulations are performed for surfaces at pH 8.4 (pzc)
and 5.4. At both pH values, GSSG carries a charge of -2 e [118]. At pH 5.4 the surface
charge density is +0.54 e/nm2, corresponding to a total of 16 positive net charges on the
top and bottom sides of the slab. The resulting charge excess is compensated by the
addition of 14 Cl− ions to the 3141 water molecules modeling the solution environment.
Free energy proﬁles are computed along the z component of the center of mass of GSSG,
which acts as the collective variable in the RESTmetaD scheme. From the Boltzmann
integration of these proﬁles in regions assigned to the adsorbed and desorbed state of
the molecule, we are able to compute the experimentally measured free energy diﬀerence
∆G. More computational details are described in section 2.1.1 and in refs. [142, 143].
The evolution of the free energy proﬁles during the RESTmetaD simulations are shown
in Fig. 3.11 and 3.12, while the convergence of the predicted ∆G values at the two pH
values is shown in Fig. 3.13.
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Figure 3.11: Evolution of the free energy proﬁles during the RESTmetaD simulations
for the z-component of the center of mass of GSSG (glutathione disulﬁde) at the pseudo-
amorphous alumina surface model at pH 8.4 (overall neutral but zwitterionic).
Figure 3.12: Evolution of the free energy proﬁles during the RESTmetaD simulations
for the z-component of the center of mass of GSSG (glutathione disulﬁde) at the pseudo-
amorphous alumina surface model at pH 5.4 with a surface charge density of 0.54 e/nm2.
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Figure 3.13: RESTMetaD convergence of the free energy of adsorption ∆G of GSSG
above the pseudo-amorphous alumina surface for pH values of 5.4 and 8.4.
The ﬁnally predicted results are ∆G = −0.425±0.002 eV at pH 8.4 and ∆G = −0.557±
0.002 eV at pH 5.4. The latter value needs to be compared with the experimental estimates
of -0.360 eV at pH 5.4 [172] and −0.421± 0.017 eV at pH 4.8 [202]. This small deviation
between computationally predicted and experimentally estimated values could be the
result of many factors, among which: the assumptions made for the estimation of ∆G
from experimental adsorption isotherms, the presence of surface defects or contaminants,
the deviation of the surface charges from their assumed distribution, or the repulsive
interaction between adsorbed and negatively charged GSSG molecules.
A possible explanation is the number of bonds between GSSG and the alumina surface.
Fig. 3.14 is taken from ref. [172] and contains on the left-hand side two hypothetical
binding modes of GSSG adsorbed to Al2O3 and on the right-hand side the amount of
release glutathionyl (GS) moieties under nonreducing conditions and after treatment with
dithiothreitol (DTT). By the treatment with DTT, all disulﬁde bonds which are exposed
to the solvent will be cleaved via reduction and GSSG will be split into two GSH molecules.
In case of binding mode I (scheme on the upper left side), both GS molecules are bound
to the alumina nanoparticle, and the treatment with DTT should not aﬀect the amount
of bound GSH. In contrast, in case of binding mode II (scheme on the lower left side)
only one GS molecule of the GSSG is bound to alumina, and after exposure to DTT,
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Figure 3.14: The ﬁgure is taken from ref. [172]. On the left-hand side, two hypothetical
binding modes of GSSG adsorbed to Al2O3 is shown. On the right-hand side, the amount
of released glutathionyl (GS) moieties under nonreducing conditions and after treatment
with dithiothreitol (DTT) is shown.
the amount of bound GSH should decrease. In the graph on the right-hand side, the
amount of adsorbed GSSG is considered to be not aﬀected under nonreducing conditions
in water. In the case of treatment with DTT, a decrease of about 50% of the detectable
GSH moieties from the nanoparticles is observed. This suggests that GSSG is bound via
only one of its two GS moieties to the nanoparticles, as assumed in binding mode II.
A cluster analysis of all GSSG structures pertinent to the free-energy minimum (with
their COM between 24.5 and 25.1 Å along z, see Fig. 3.11), is performed with the VMD
clustering tool [203], with a RMSD cutoﬀ value of 1.0 Å. Fig. 3.15 contains the highest-
population cluster (including 43% of all structures) of GSSG adsorbed over the pseudo-
amorphous alumina surface. The disulﬁde bond is highlighted as a yellow ball and stick
model. The structures in the cluster are presented as blue lines, and one exemplary
structure of the cluster is presented as ball and stick model for better visualization. This
highest population cluster, in contrast to the experimental ﬁndings, coincides with binding
mode I. Nevertheless, the interactions between GSSG and alumina are primarily mediated
via the oxygen atoms of the carboxylate groups (Fig. 3.15). Moreover, in 89.6% of the
minimum-energy structures, the disulﬁde bond is not involved in the surface binding, but
well exposed to the solvent. This is in perfect agreement with the early prediction made
via standard MD simulations in ref. [172], and consistent with the observed cleavage of the
disulﬁde bond of adsorbed GSSG upon treatment with dithiothreitol (DTT) [172, 202].
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Figure 3.15: Highest-population cluster (including 43% of all structures) of GSSG ad-
sorbed over the pseudo-amorphous alumina surface. The cluster analysis is performed
with the VMD clustering tool [203], with a RMSD cutoﬀ value of 1.0 Å. The disulﬁde
bond is highlighted in yellow while the structures in the cluster are presented as blue lines.
Nevertheless, in the case of the highest population cluster, both GS moieties are bound
to the surface, in contrast to the experimental ﬁnding. The could explain the discrepancy
in the free energy of adsorption.
Additionally, it could also be due to speciﬁc features of the surface models used in
our calculations. For instance, our surface models carry 6.8 OH groups per nm2, while
the correspondent experimentally estimated values in refs. [172, 202] lie between 2 and
3. Finally, the discrepancy may arise from the not perfect transferability of our poten-
tial parameters from pure alumina/water interfaces to systems containing dissolved (and
charged) biomolecules.
It is worth noting that little adjustments of the surface atomic charges or LJ parameters
could be performed to reproduce any available experimental observable. However, in the
absence of a large quantity of well established experimental data, we restrain for now from
further FF reﬁnements. In fact, uncertainties of the order of 0.1 eV are intrinsic in both
computational and experimental estimates of elusive quantities such as the free energy of
adsorption of polypeptides on oxide surfaces [142].
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3.3 Immobilization of Ferritin subunits at Al2O3 and
SiO2
In the following, the interactions between Fn subunits and amorphous alumina and sil-
ica are investigated to examine the possibility of non-covalent immobilization of Fn via
physisorption. Physisorption represents the easiest solution for the immobilization of Fn
because the Fn subunits only have to be added to a solution containing alumina or sil-
ica nanoparticles without further treatment. Therefore, two main questions should be
answered by classical MD simulations. First, how strong are the forces between the Fn
subunits and the alumina and silica particles at diﬀerent pH values? Thus, are the ph-
ysisorbed subunits stably attached and not washed away during subsequent puriﬁcation
steps before or after the mineralization of iron oxide at the subunits? Second, are there
preferential orientations for the Fn subunits attached to the surface? Is the inner side of
the Fn cavity, which is responsible for its mineralization activity, available for mineraliza-
tion? Afterward, experimental results are presented to verify the results of the performed
simulations.
3.3.1 Orientation of Ferritin subunits above Al2O3 and SiO2
In order to assess the feasibility of the adsorption of Fn subunits on the amorphous Al2O3
and SiO2 surfaces while retaining activity for iron oxide mineralization, we ﬁrst perform
atomistic simulations to estimate the driving forces towards the non-covalent adsorption
of Fn subunits to the amorphous Al2O3 and SiO2 surfaces. These simulations are per-
formed in implicit solvent at the level of the Derjaguin-Landau-Verwey-Overbeek (DLVO)
theory [204, 205] following the procedure of a previous work [115] and based on the pre-
vious parameterized force ﬁeld for alumina and the parameter set of Butenuth et al. [116]
for silica. All technical details are presented in Carmona et al. [167]. Static single-point
calculations of the Protein are performed at protein-surface heights of 0 to 50 Å, in 2 Å
steps. The protein-surface height is deﬁned as the distance between the highest atom of
the surface and the lowest atom of the protein in the direction perpendicular to the sur-
face slab. For every height the protein is rotated around its geometrical center in 60◦steps
around the x- and y-axis, resulting in 36 diﬀerent orientations per height step. In order
to estimate more precisely the preferential protein orientation, the protein is additionally
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placed at a height of 12 Å above the surface and rotated around its geometrical center
in 5◦steps around the x- and y-axis. This allowed us to predict the putative preferential
protein orientation for initial adsorption at a given pH and provided an assessment of the
strength of the surface-protein interactions prior to adsorption.
The amorphous Al2O3 surface is the same repeated surface slab model, which is
therefore only pseudo-amorphous, as used for the calculation of Eim and the free energy
of adsorption in the previous section. The forces of static single-point calculations for
all heights and orientations above both surfaces are displayed on the left-hand side in
Fig. 3.17 for the H subunit (a) and L subunit (b) for pH 3 and 8.4, respectively. The
colored semitransparent areas symbolize the standard deviations for all resulting proﬁles
at the given pH. Negative force values represent attractive forces onto the protein, with
the zero-energy point sets to the average value at the maximum distance of 50 Å. At
pH 3, as shown in Fig. 3.9, the alumina surface is positively charged, and only repulsive
interactions can be observed for H and L subunits. In contrast, only attractive interactions
are observed between the Ferritin subunits and the overall neutral but zwitterionic alumina
surface at pH 8.4.
A snapshot of the MD simulation of the heavy Fn subunit above the pseudo-amorphous
alumina surface is shown in Fig. 3.16. The computed relative energies for each protein
orientation at a height of 12 Å above the surfaces are displayed as two-dimensional color
maps for H and L subunits and each pH on the right-hand side in Fig. 3.17. The av-
erage interaction energy is set to zero (white) and the changes of the relative energy
varied between -1.6 eV (green) for attractive interactions and +1.6 eV (red) for repulsive
interactions. The color maps of the H and L subunits at pH 3 and 8.4 generally show
the same results. Therefore, only repulsive interactions between alumina surface and all
orientations of the protein are present at pH 3 and only attractive interactions at pH
8.4. Thus immobilization of Fn by physisorption at pH 8.4 could be in principle achieved.
However, this could lead to orientations in which the inner side, which is responsible
for its mineralization activity, points to the alumina surface and becomes unavailable for
mineralization.
The amorphous SiO2 surface with a slab size of 28x28nm is taken from the previous
work of Cole et al. [120], whereby the protonation state of the surface terminal groups
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Figure 3.16: Snapshots of the MD simulation of the Fn H subunit at pH 8 above the
pseudo-amorphous alumina surface to ﬁnd putative preferential protein orientation for
initial adsorption. Here, the inner side (with reference to their assembly in hollow Fn
spheres) pointing to the surface.
at the diﬀerent pH values was set to reproduce the average values of potentiometric
titration experiments [206208]. At pH 3, the surface is almost neutral and only attractive
interactions can be observed for H and L subunits (see Fig. 3.18 a and b). At pH 8, the
silica surface is negatively charged, and the interaction forces are either attractive or
repulsive depending on the speciﬁc orientation of the subunit due to the occurrence of
negatively or positively charged residues at the surface of the respective subunit (see
Fig. 3.18a and b). As in case of alumina, the average interaction energy is set to zero
(white) and the changes of the relative energy varied between -1.6 eV (green) for attractive
interactions and +1.6 eV (red). The relative energies for each protein orientation at a
height of 12 Å above the surfaces for pH 3 are displayed in the color maps for H (Fig. 3.18c)
and L (Fig. 3.18e) subunits. Here, only attractive interactions between silica surface and
all orientations of the protein are present. The color maps of the H (Fig. 3.18d) and L
(Fig. 3.18f) subunits at pH 8 generally show the same result. Thus the rotation around
the y-axis between 0 and 180◦is energetically favorable in contrast to rotations around the
y-axis between 180 and 360◦. For rotations around the y-axis in between 0 and 180◦, the
outer side of the protein, i.e., the surface which is located at the outside of the whole Fn
protein shell, faces towards the silica surface. Accordingly, it can be concluded that there
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Figure 3.17: Interaction forces between H (a) and L (b) ferritin subunits with an pseudo-
amorphous Al2O3 surface model calculated for all possible protein orientations at two pH
values (3 and 8.4). The colored semitransparent areas are the standard deviations obtained
from rotating the protein around the x- and y-axis. The zero-energy point is set to the
average value at the maximum distance of 50 Å. The interaction energies between silica
surface and proteins which are rotated at a height of 12 Å reported as color maps on the
right, for the cases (H, pH 3: c), (H, pH 8.4: d), (L, pH3: e), (L, pH 8.4: f).
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Figure 3.18: Interaction forces between H (a) and L (b) ferritin subunits with an amor-
phous SiO2 surface model calculated for all possible protein orientations at two pH values
(3 and 8). The colored semitransparent areas are the standard deviations obtained from
rotating the protein around the x- and y-axis. The zero-energy point is set to the average
value at the maximum distance of 50 Å. The interaction energies between silica surface
and proteins which are rotated at a height of 12 Å reported as color maps on the right,
for the cases (H, pH 3: c), (H, pH 8: d), (L, pH3: e), (L, pH 8: f).
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is a favorable interaction for the non-covalent anchoring of Fn subunits at pH 8 in which
the inner side of the protein, which is responsible for its mineralization activity, points
away from the silica surface and becomes available for mineralization. Therefore, silica
is a more suitable candidate than alumina for the immobilization of Ferritin subunits by
physisorption at a pH value of 8.
Further all-atom molecular dynamics simulations in explicit water solvent are performed
under periodic boundary conditions to verify whether actual anchoring of the protein to
the surface takes place in the orientation predicted by the implicit-solvent calculations
above. The subunits are initially placed at a height of 12 Å above the surface, in ori-
entations in which the inner or outer sides pointed to the surface. The simulations are
performed in the NVT ensemble at 300 K, with a protonation state of the surface and the
protein corresponding to pH 8. The resulting (negative) net charge of the simulation cell is
compensated by adding an equal amount of Na+ ions in the water-ﬁlled cells. All surface
atoms except the terminal OH groups are constrained in their equilibrium position. Fig-
ure 3.19 summarizes the results for one H subunit at pH 8, with the inner (top) and outer
(bottom) side pointing to the surface as the initial conﬁguration. Snapshots of the initial
conﬁguration (left), after 15 ns (middle) and after 30 ns (right) are shown. The images
displayed in Fig. 3.19 are representative for the results observed in all other simulations.
The simulations predict that anchoring to the surface takes place after rotation of the
units from a side-on to an end-on conﬁguration and with formation of only a few unstable
surface contacts, irrespective of the pH. In fact, as it will be shown below, physisorption
experiments led to unstably bound proteins, which were washed oﬀ the surface during
mineralization. This behavior can be explained by the small attractive force between Fn
subunits and silica, lying in the range of -5 pN or less. In comparison, in Ref. [115] much
larger attractive forces of magnitude ranging between -20 and -60 pN have been predicted
to act between chymotrypsin or lysozyme and silica surfaces.
3.3.2 Immobilization Experiments
Based on the results of the previously described simulations, the following experiments
are performed to investigate the possibility to retain the mineralization activity of the Fn
subunits by physisorption on silica. These experiments are realized by Daniel Carmona
in the Advanced Ceramics Group of Prof. K. Rezwan at the University of Bremen, and
all technical details can be found in Carmona et al. [167].
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Figure 3.19: Snapshots from MD simulations of the Fn H subunit at pH 8 with the
inner (top) and outer (bottom) side pointing to the surface at the initial conﬁguration.
Snapshots of the initial conﬁguration (left), after 15 ns (middle) and after 30 ns (right).
Two type of experiments are performed, immobilization of Fn subunits by physisorption
and immobilization by covalent binding of Fn to the silica particles. After the respective
immobilization strategy, iron ion solution and an oxidant are added following the stepwise
mineralization procedure after Mann et al. [209211]. The TEM images of the particles
after every cycle of the protocol are used to control the ability to induce nucleation and
growth of iron oxide crystallites on the ferritin subunits. TEM images of the particles
before and after functionalization and protein immobilization as well as the veriﬁcation
of no crystal growth of iron oxide on functionalized particles without Fn proteins, are
described in detail in ref. [167]. The results of both immobilization strategies for the H
subunits after immobilization, the ﬁrst and fourth cycle of the mineralization protocol
are presented in Fig. 3.20. The formation of iron oxide nuclei could be identiﬁed on
particle surfaces as dark gray dots in the TEM images. In case of physisorbed H subunits,
no iron oxide mineral can be observed after the ﬁrst cycle of the mineralization protocol
(Fig. 3.20 b). Here, only irregular crystals formed after the 4th cycle in the region between
the particles as a result of adventitious mineralization (Fig. 3.20 c). In case of covalently
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Figure 3.20: TEM images of SiO2 particles with H subunits which are covalently im-
mobilized and via physisorption. The images present the samples before, after 1 and 4
mineralization cycles of the mineralization protocol to observe how the iron oxide ﬁlm
(dark grey dots) is formed.
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immobilized Fn subunits, the formation of iron oxide can be observed after the ﬁrst cycle
of the mineralization protocol. After 4 mineralization cycles, a thin ﬁlm of iron oxide is
formed in relation to the added iron salt during the diﬀerent cycles.
As already mentioned, the lack of iron oxide formation on the particles, in case of
physisorbed subunits, is supposedly related to the low binding aﬃnity of the Fn subunits
to the silica surface, so that the subunits are washed oﬀ the during mineralization protocol.
Chapter4
The Ferritin/FeO(OH) interface
I
n order to shed light on the atomistic mechanisms of ferritin-promoted mineralization,
in this section the anchoring sites for Fe(III) clusters on Fn subunit assemblies using
models of goethite and ferrihydrite nanoparticles are investigated on the basis of Molecular
Dynamics simulations.
Until now, many details of the iron oxide formation process are still unknown, espe-
cially the initial anchoring of nascent nuclei at the ferritin subunits' mineralization sites.
Here, classical MD simulations are used to answer this fundamental question of an im-
portant biomineralization mechanism. Additionally, a precise understanding of this early
nucleation step would enable a more rational approach towards utilizing the mineraliza-
tion properties of ferritin subunits in bionanotechnological applications. Therefore, amino
acids of ferritin, which acts as anchor points for the nanoparticles, are analyzed by a sys-
tematic docking procedure followed by short MD runs in explicit water solvent, to reveal
possible diﬀerences in the H- and L-subunits. While structures for the H- and L-subunits
of Fn are available in the protein database (2FHA.pdb and 2FG8.pdb respectively), real-
istic structures of Fe(III) nanoparticles have to be created. For that, a classical force ﬁeld
parameter set was created in the same way as the alumina parameter set. All technical
details can be found in our publication in [105]. For the parametrization, we focus on
the most common and experimentally and theoretically well-investigated phase goethite
(α-FeOOH), and check the transferability afterward to ferrihydrite, which is the naturally
growing iron oxyhydroxide phase in ferritin. The force ﬁeld is required to describe Fe-
O-Fe interactions within solid Fe(III) phases, in order to create realistic models of iron
oxyhydroxide particles. After the ﬁtting of the parameter set and subsequent validation,
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Figure 4.1: Schematic drawing of half a ferritin cage with a Fe(III) oxyhydroxide mineral
particle growing in it, together with representations of the ferroxidase site in H ferritin
subunits (pdb: 2FHA) and of a nucleation sites with a tri-iron cluster in L subunits (pdb:
5LG8). The blue dots represent crystallization water included in the original pdb ﬁles.
goethite and ferrihydrite nanoparticles are generated in a way that guarantees chemical
stability and realistic surface termination. All technical details are described in Lid et
al. [171].
4.1 Classical force ﬁelds and particle models for FeO(OH)
4.1.1 A classical force ﬁeld for FeO(OH)
In line with previous works on Si, Ti and Al oxides [116, 120, 171, 212], we describe the
pairwise interactions between Fe, O and H atoms in Fe oxyhydroxide crystals via a force
ﬁeld (FF) comprising the sum of Buckingham and Coulomb terms;
V (rij) = Aije
(− rij
ρij
) − Cij
r6ij
+
qiqj
rij
, (4.1)
where the ﬁxed atomic point charges qi are the same as in our FeO(OH)/water force
ﬁeld [105], namely +1.35 e for Fe, −0.90 e for O and +0.45 e for H. The Buckingham
parameters Aij, ρij, Cij are optimized by a least-squares ﬁt to the volume-energy curve
computed with DFT for bulk goethite crystals, including full relaxation of the atomic
positions at each volume value (Fig. 4.2, left). In doing this, we consider the Fe-Fe and
H-H pairs are interacting only via the Coulomb potentials, which means setting to 0.0 the
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Figure 4.2: Comparison of the energy-volume curves calculated at the DFT and FF
levels for goethite (our reference) and ferrihydrite.
corresponding Buckingham parameters. Moreover, we consider the O atoms in Fe-O-Fe
bridges and Fe-(OH)-Fe bridges as two diﬀerent species.
The results of the ﬁt are reported in Table 4.1. The volume/energy curves are ﬁtted
with the Murnaghan's equation of state [213] to evaluate the minimum-energy volume
V0 and the bulk modulus B0 both for the DFT reference and the FF calculations (see
Table 4.2). Importantly, the latter are computed for a 4 × 2 × 6 periodic supercell, in
order to avoid inconsistencies with the chosen cutoﬀ value of 12 Å. The match of the DFT
and the FF calculations for goethite is almost perfect, with only a minor deviation of the
estimated B0 value, demonstrating the capability of the Buckingham/Coulomb potential
to map the true interactions within the crystal.
The transferability of the so-obtained FF parametrization to the ferrihydrite phase
Fe10O16H2 is checked by comparison of similar DFT energy/volume reference values with
their FF counterpart (without further parameter optimization). As shown in Fig. 4.2
(right) and Table 4.2, the FF parametrization slightly underestimates V0 and B0 by
about 1% and 8%, respectively. These minor discrepancies are fully acceptable, given
that DFT predictions typically deviate from the corresponding experimental values by
similar amounts (see Table 4.2).
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Table 4.1: Optimized Buckingham pair potential parameters
Pair Aij / eV ρij / Å Cij / eVÅ6
Fe-Fe 31121 0.154 0.00
Fe-O 12078 0.187 18.42
Fe-O(H) 74700 0.175 49.86
Fe-H 0 0.000 0.00
O-O 17621 0.239 0.05
O-O(H) 15877 0.238 33.20
O(H)-O(H) 11783 0.234 32.34
O-H 17401 0.140 3.51
O(H)-H 6124 0.104 0.34
H-H 0 0.000 0.00
Table 4.2: DFT and FF bulk properties
V0 / Å3 B0 / GPa
goethite DFT 131.9 131.7
FF 131.8 126.2
exp [214] 138.8 140.3
ferrihydrite DFT 279.6 126.9
FF 277.1 116.3
exp [95] 277.8 
4.1.2 Creation of goethite and ferrihydrite particle models
Models for clusters (nanoparticles) of goethite and ferrihydrite are created according to
the following procedure. Two goethite particles with edge lengths of about 15×12×12 Å3
('goethite small', Fig. 4.3a) and 19×19×17 Å3 ('goethite big', Fig. 4.3c) are carved out of
an extended bulk crystal cleaved along the most stable (110) and (021) crystallographic
planes [112]. Exposed Fe atoms of the surfaces (with coordination lower than 4) are
then saturated with OH groups, while an equal amount of H atoms is placed on singly
coordinated O atoms, according to the water termination propensity studied in detail in
refs. [103, 105]. This results in particles with compositions equal to 53(FeOOH)·7H2O
and 133(FeOOH)·9H2O, respectively.
Further saturation of fourfold and ﬁvefold coordinated Fe atoms is not necessary since
upon immersion of the created particles in bulk water the non-bonding interaction poten-
tial [105] drives spontaneous water adsorption up to complete sixfold coordination of all
Fe sites. This can be seen exemplarily in Fig. 4.3b, where fourfold and ﬁvefold coordinated
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Figure 4.3: Created goethite and ferrihydrite particle models. (a) Goethite small; (c)
goethite big; and (d) ferrihydrite. (b) TIP3P water molecules (marked with semitrans-
parent blue spheres) bound to fourfold (blue) and ﬁvefold (green) coordinated Fe atoms
of the (021) goethite surface.
Fe atoms are colored green and blue, respectively, while the spontaneously adsorbed water
molecules at the end of a short MD simulation are highlighted with semitransparent blue
spheres. Notably, in some cases, water molecules bind in bridge positions between two
surface Fe atoms, which is not uncommon in many hydrated metal oxide systems.
One ferrihydrite particle model with dimensions of 17×15×15 Å3 (Fig. 4.3d) is built
taking into account the relative stability of surface Fe ions, as suggested from a number
of experimental studies [108, 110, 112]. Namely, ferrihydrite contains three diﬀerent Fe
sites, two of which are hexa-coordinated (Fe-1 and Fe-2, with ratios of 60% and 20%,
respectively) and one is tetrahedrally coordinated (Fe-3) [108]. Fe-3 tetrahedra have
been suggested to dissolve very easily, while Fe-2 octahedra have lower stability with
respect to Fe-1 octahedra [110]. Consistently, after carving a small particle including
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Figure 4.4: Comparison of radial distribution functions and angle distributions for the
small goethite nanoparticle model relaxed using DFT and our FF.
seven formula units Fe10O16H2 out of a bulk ferrihydrite crystal, six exposed Fe-2 and Fe-
3 surface atoms are removed , the remaining Fe atoms with coordination lower than 4 are
saturated with OH groups, singly coordinated O atoms are saturated with H atoms, and
additional H atoms are adsorbed on bridging oxygen to compensate for the resulting odd
charge stoichiometry. The resulting neutral ferrihydrite particle model with composition
Fe64O124H56 prior to immersion in liquid water is shown in Fig. 4.3d.
In order to ensure that the resulting nanoparticle models are chemically realistic, the
stability of the smaller goethite cluster is checked with DFT. Namely, the cluster is im-
mersed in bulk TIP3P water and a short (10 ns) MD simulation is run to terminate the
exposed Fe atoms with water molecules spontaneously. After that, the water-terminated
structure is relaxed in vacuum both using the classical FF and DFT. The resulting pair
radial distribution functions (rdf) and angle distributions within the cluster are compared
in Fig. 4.4. The agreement between the DFT and FF results is excellent, perhaps with
the minor exception of the FF Fe-O rdf, which is shifted by about 0.1 Å (i.e., 4%) toward
smaller distances than the DFT reference.
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4.1.3 A classical force ﬁeld for the FeO(OH)/water interface
To describe the interactions of the FeOx(OH)y/water/protein interface a parameter set is
optimized following the same strategy as in case of Alumina described in section 3.2. Here,
all electronic structure calculations are performed within the framework of spin-polarized
Density Functional Theory including the DF2 [162] dispersion correction for the treatment
of the long-range interactions between small molecules and the iron oxyhydroxide surfaces.
In order to improve the accuracy on the strongly correlated d electrons, the GGA+U [155
157] correction is applied (for more details see 2.2.1). Based on the results of Cococcioni
et al. [158], the value of the Hubbard U parameter is set to 4.3 eV.
For the parameter ﬁtting we map the true surface-molecule interactions with a potential
composed by a Lennard-Jones (LJ) and a Coulomb term to guarantee compatibility of
the potential with standard biomolecular force ﬁelds:
Vnon−bonded =
Lennard−Jones︷ ︸︸ ︷∑
ij
4εij
[(
σij
rij
)12
−
(
σij
rij
)6]
+
Coulomb︷ ︸︸ ︷∑
ij
(
Cqiqj
ϵrij
)
(4.2)
Where the LJ pair parameters are obtained via Lorentz-Berthelot mixing rules [130, 131].
Atomic charges of goethite surfaces are computed through the REPEAT method [192],
whereby the average values obtained for diﬀerent atoms are used as species-speciﬁc ﬁxed
charges in our potential (see Table 4.3). The LJ potential parameters associated to the
Fe, O, O(H) and H atoms are ﬁt to best reproduce the potential energy proﬁles of the
interactions between a TIP3P water molecule and the goethite surfaces. To this aim, we
perform a series of single-point DFT total energy calculation for diﬀerent orientations and
positions of the TIP3P water molecule above the (110) and (021) goethite surfaces for
increasing surface-molecule distances along the direction normal to the surface. The same
energy proﬁles are then computed by means of the potential in equation 2.4 and compared
to the DFT references. Here, the TIP3P water molecule is ﬁrst placed randomly above
the goethite surface, followed by an energy minimization of the system with ﬁxed atomic
position of the surface. The found position and orientation of the molecule is the relaxed
position, while two other orientations are chosen, in which the oxygen position is the
same, but the hydrogens are changed to face to the surface or away from the surface (see
Fig. 4.5). The atom speciﬁc LJ parameters are varied until an acceptable agreement is
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found for all calculated energy proﬁles and the ﬁnal values of all parameters are reported
in Table 4.3.
ϵ /eV σ /Å charge / e−
Fe 0.190 1.35 1.35
O 0.004 2.35 -0.90
O(H) 0.016 3.00 -0.90
H 0.005 0.45 0.45
Table 4.3: Species-speciﬁc optimum set of parameters that provide the best ﬁt to DFT
results.
Some representative energy proﬁles are shown in Fig. 4.5, and all underlying proﬁles
can be found in the Appendix A7.
Figure 4.5: DFT and potential based energy proﬁles for a water molecule on the (021)
surface (left), the (110) surface (middle) and above the ferrihydrite surface (right).
While energy values at the potential minima are reproduced with reasonable accuracy,
an overall tendency to shorter Fe-O bond distances is obtained. The overall agreement
between the results based on the parameterized classical force ﬁeld and DFT can be
considered acceptable, although not perfect. The parameter set reported in Table 4.3
should be thus considered as a compromise, which is able to reproduce at the same
time greatly diﬀerent situations such weak, dispersion-dominated interactions, repulsions
(see Appendix A1.3) and strong and direct surface-molecule bonds as well. As we will
present in the next section, the parameter set presents a good transferability to other iron
oxyhydroxides, is capable of reproducing interactions between goethite and small organic
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molecules, and, additionally, is able to reproduce available experimental literature data
such as the heat of immersion of Fe(III) phases.
4.1.3.1 Validation of the parameter set
Transferability The transferability of the potential parameters presented in Table 4.3
to the case of water molecules over the ferrihydrite surface and to interactions with am-
monia and formic acid is probed in this section. To this aim, potential energy proﬁles
are computed both with DFT and with the classical potential for TIP3P water above the
ferrihydrite surface, where one representative result is displayed on the right-hand side in
Fig. 4.5 and all results can be found in the Appendix in Fig. A7. The overall agreement
between our potential and the DFT based results suggest an acceptable transferability of
the potential parameter set to other iron oxyhydroxides. The best agreement is obtained
for the case of water at the equilibrium adsorption site after previous relaxation (right-
hand side in Fig. 4.5) where both the equilibrium bond distance and the bond strength and
are reproduced with about 0.2 Åand 0.05 eV respectively. In case of ammonia and formic
acid, as two representative cases for small organic molecules, a similarly good degree of
transferability is obtained over both goethite and ferrihydrite surfaces (see Figs. 4.6 and
4.7). Here, the DFT based equilibrium distances are reproduced within 0.2 Å, and the
energy at the minimum is reproduced with errors smaller than 0.1 eV.
Heat of immersion Following the strategy described in section 3.2.4, the heat of im-
mersion (Eim) of FeOOH predicted by our potential parameter set is compared with
available experimental data. A distance of 50 Å between the upper and lower side of the
goethite (021) surface is ﬁlled with 5000 TIP3P water molecules and the density proﬁle of
the system after density adjustment and 1.5ns MD equilibration at 300 K within the NVT
ensemble is shown in Fig. 4.8. Evident oscillations of the water density in the interface
regions are usual for water/oxide interfaces and level out and reach the expected bulk den-
sity values at distances larger than about 10 Å from the surfaces. The values of the heat of
immersion are calculated similarly to Al2O3 by equation 3.5 for the two goethite surfaces
and the ferrihydrite surface. The calculated values for the diﬀerent surfaces range from
242.5 to 399.9 mJ/m2. They are in very good agreement with experimentally measured
values for FeOOH particles, which range from 180 to 440 mJ/m2 depending on diﬀerent
particle synthesis methods [98, 215].
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Figure 4.6: Energy proﬁles for an ammonia molecule above the goethite (021) and (110)
surface and the surface model of ferrihydrite (from left to right) where the black line
represents the DFT based result, and the blue line based on our potential. Here, in case
of goethite, the H and in case of ferrihydrite the nitrogen atom faces to the surface. All
energy proﬁles can be found in the Appendix A9.
Figure 4.7: Energy proﬁles of a formic acid molecule above the goethite (021) and (110)
surface and the surface model of ferrihydrite (from left to right) where the black line
represents the DFT based result and the blue line based on our potential. Here, in case
of goethite, the OH group and in case of ferrihydrite the carbon atom face to the surface.
All energy proﬁles can be found in the Appendix A8.
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Figure 4.8: Illustration of a system containing two (021) surfaces of goethite separated
by TIP3P water. The density of water molecules is represented along the vertical (z) axis
on the right. The red line represents the density of bulk TIP3P water and the blue line
represents the density of the interface system. The dashed blue lines depict the maximum
and minimum values of the density during the optimization procedure of the cell height.
Surface Eim mJ/m2
goethite (021) 242.5
goethite (110) 399.9
ferrihydrite 333.5
experiments [98, 215] 180-440
Table 4.4: Heat of immersion values for the (021) and (110) surfaces of goethite and the
surface model of ferrihydrite in contact with TIP3P water.
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Figure 4.9: Ferritin subunit arrangements consisting of (a) two, (b) three, and (c) four
subunits extracted from a complete Fn shell. The subunits are visualized in blue, and the
complete shell is colored green.
4.2 Interactions between Ferritin and FeO(OH)
nanoparticles
4.2.1 Theoretical investigations
The Fe(III) nanoparticles models presented above (see Fig. 4.3) are used as probes to
determine the binding aﬃnity of Fe oxyhydroxide anchoring points in several Fn subunit
arrangements qualitatively. Since subunits have the natural tendency to self-assemble in
water solution over a very broad range of pH [216], we consider arrangements of either
H or L subunits around 2-fold (2 subunits), 3-fold (3 subunits) and 4-fold (4 subunits)
symmetry axes of apo-Fn cages, as shown in Fig. 4.9.
The hydrated particles are initially placed at a distance of 10 Å from the central sym-
metry site of each of the Fn subunit arrangements (see Fig. 4.10a). The simulation box
is then ﬁlled with TIP3P water molecules and the solvent density is adjusted in a 5 ns
NPT simulation (thermalization step). Within these 5 ns, the particles spontaneously
start binding to several anchoring sites at the Fn subunits, interacting mostly with amino
acid side chains, and more rarely with the protein backbone (Fig. 4.10b). Some exem-
plary contacts to diﬀerent amino acids are shown in Fig. 4.10c-f, where distances smaller
than 2.7 Å are visualized by means of green bonds. For instance, the oxygen atoms of
the carboxyl group of a glutamic acid form a bidentate bond to a surface Fe atom, after
having displaced a molecularly adsorbed water molecule therein (Fig. 4.10c). Lysine and
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Figure 4.10: Docking of the ferrihydrite nanoparticle model (Fig. 4.3d) to the 2-fold
symmetric Fn subunit arrangement (Fig. 4.9a, chains A and B). (a) Initial conﬁguration.
(b) Conﬁguration after MD thermalization of 5 ns. (c-f) Exemplary anchoring points
after MD of 50 ns, including Glu 65 (chain A), Lys 54 (chain B), His 58 (chain B), Arg 64
(chain B), respectively. Fn-goethite distances of <2.7 Å are visualized with green bonds.
histidine groups undergo another kind of interaction to the particle, via hydrogen atoms
of their side chains (Fig. 4.10d,e). Even hydrophobic regions, such as the long aliphatic
chain of arginine, can be brought into van-der-Waals contact to OH terminal groups of
the nanoparticles (Fig. 4.10f), mostly indirectly due to stronger (polar) interactions with
neighboring residues.
After the 5 ns equilibration and ﬁrst contact formation, longer NVT runs lasting 50 ns
each are performed to analyze the stability of the particle/protein interactions. This
simulation time is suﬃcient to converge the time percentage of individual contacts. The
results of the analysis are presented in Figs. 4.11 and 4.12 for the exemplary case of the
2 subunit arrangements (H and L). All other results are included in the Supplementary
Information. Every time an amino acid comes to a distance of less than 2.7 Å from the
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Figure 4.11: Time evolution of the anchoring sites between the 2-fold symmetric
Fn subunit arrangement (composed of chains A and B) and the ferrihydrite particle
model (Fig. 4.3d), for H (left) and L (right) subunits. Marked are all contacts with dis-
tances smaller than 2.7 Å between any atom of the Fn amino acid residues and any atom
of the Fe(III) particle. The residues are labeled with their sequence position number and
the chain they belong to. The time percentage in which a contact is present is shown on
the right in each graphics. Contacts involving amino acids with positively charged side
chains are colored blue, with negatively charged side chains red, with uncharged polar
side chains green and all others colored grey.
cluster with at least one of its atoms, a contact interaction is counted and marked with a
dot in the graphics in Fig. 4.11. The used color code indicates positively charged residues
in blue, negatively charged residues in red, polar uncharged residues in green and all other
residues in grey.
Both for H and in L subunits, the stablest contacts (present for more than 99% of the
simulation time) are formed with charged residues, especially glutamic acid and arginine,
at diﬀerent positions along the diﬀerent Fn chains (A or B for the 2 subunit arrangements).
We note in particular the great number and stability of contacts with residues 52 to 60 of
the L subunit arrangements (Fig. 4.11 right). Especially the very stable contacts with the
GLU residues at positions 56, 57 and 60, and (to a slightly lesser extent) 53 are striking.
In a recent investigation, these very residues have been found to anchor a tri-Fe cluster
and a fourth isolated Fe ion in both human and horse ferritin [217] (this is the so-called
'nucleation site' shown in Fig. 4.1). Intermittent contacts are formed in particular with
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Figure 4.12: Amino-acid-residue-resolved analysis of the anchoring sites for the systems
in Fig. 4.11. Shown are the percentage of contact time (left panels) and the relative
residue occurrence at the solvent accessible surface of the subunits (right panels), for the
case of H and L subunits (left and right, respectively). The values for each residue type
are also reported on the right-hand side of each panel, for the sake of clarity. Color code
as in Fig. 4.11.
residues in the terminal region (positions 172-174).
On the H subunits, stable contacts are formed with GLU 65, but only intermittent
contacts with GLU 62, despite the fact that both residues are part of a similar 'nucleation
site' on H subunits [61]. Interesting to mention is also the anchoring of the particle at the
H subunit's C-terminal site (stably with SER 183 and GLU 182, intermittently with SER
179 and ASN 181), via the long and ﬂexible random-coil segments shown to be interacting
with the left and right sides of the goethite nanoparticle in Fig. 4.10b. This ﬁnding is
again in striking agreement with former NMR-based work, in which Fe3+ ions have been
observed to move directly from the ferroxidase site towards the C-terminus of each H
subunit, where early mineral nucleation is thus expected to occur [218].
The percentage amount of formed contacts resolved by the type of amino acid is pre-
sented in Fig. 4.12. Importantly, the distributions of contacts are not, or only weakly,
correlated with the distributions of residues potentially available at the solvent accessible
surface of the subunits, indicated as the residue occurrences in Fig. 4.12. Unsurprisingly,
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Figure 4.13: (a) Relative occurrence of charged and uncharged residues and (b) cumu-
lative contact numbers to Fe(III) nanoparticle models on the inner (i) and outer (o) side
of Fn arrangements with two, three or four subunits (H or L). (c) Total occurrences and
(d) summed contact numbers for either H or L subunits are also reported.
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overall the majority of contacts is formed via negatively charged residues, in particular
glutamic acid. However, very frequent is also binding via positively charged residues
(lysine and arginine), whose role is mostly underestimated in the literature concerning
the iron oxide binding capability of native Fn. Notably, contacts via non-charged polar
residues, involving mostly histidine, are frequently observed, especially for H subunits
(see also the Supplementary Information for the results concerning the other Fn subunit
arrangements). Finally, contact via non-polar residues is less frequent, and in large part
due to neighboring eﬀects, when a stable contact is present at a (charged or polar) site in
the immediate vicinity.
In Fig. 4.13 we summarize the total number of contacts formed with the three subunit
arrangements of either H or L subunits, distinguishing between the inner (i) or outer (o)
side of the subunits with respect to a whole Fn cage. The upper panel reports the occur-
rences of charged and uncharged residues at the solvent accessible surface. These are only
slightly diﬀerent at the inner or outer sides of diﬀerent subunits arrangements (Fig. 4.13a)
and are roughly equal in either H or L subunits (Fig. 4.13c). Evident is the much larger
number of contacts formed with the inner side rather than with the outer side, conﬁrming
the evolutionary engineering of the Fn sequence to ﬁrmly anchoring Fe(III) mineral parti-
cles inside its cavity. Both in the individual arrangements (Fig. 4.13b) and in the overall
sums (Fig. 4.13d), the number of contacts formed with H subunits slightly exceeds the
one formed with L subunits (with the exception of the twofold arrangement). More im-
portantly, the availability of negatively charged and of neutral contact sites is signiﬁcantly
larger in H than in L subunits. This may point toward a larger aﬃnity of H subunits for
positively charged Fe2+ ions or very small Fe(III) clusters in the initial nucleation stages
of Fe oxyhydroxide particles, which can be exploited in mineralization experiments (see
next section). An important role in supporting the heterogeneous nucleation of particles
may be especially played by the random-coil sequence segments at the C-terminal end of
the H subunits, which are able to embrace the growing clusters eﬀectively. We note that
these results do not depend signiﬁcantly on the size or the phase composition (goethite
vs. ferrihydrite) of the probing cluster models, as highlighted in Fig. 4.14 for the case of
the arrangement composed by 2 Fn subunits.
However, as a note of caution, we would like to point out two main limitations of
our simulation protocols. First, the quantitatively accurate sampling of all possible pro-
tein/mineral contacts would require a much larger number of MD simulations for each
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Figure 4.14: Total number of contacts for H or L subunits estimated with Fe(III) particle
models of diﬀerent sizes and phases (s, goethite small; b, goethite big; f, ferrihydrite), as
shown in Fig. 4.3.
considered system. Here, we limit ourselves to a qualitative evaluation of the main pu-
tative anchoring sites; all presented numbers should be taken only as indicative trends.
Second, the employed force ﬁelds do not allow proton exchanges to occur between the
mineral and the protein, which could (and probably would) happen in reality. In particu-
lar, protonation of histidine, and possibly glutamic and aspartic acid, cannot be excluded
as a result of pKa shifts of amino acids deeply buried at the protein/mineral interface.
4.2.2 Mineralization experiments
The results presented above point towards a small, but not negligible diﬀerence between
the distribution of anchoring sites for Fe3+ ions or nascent Fe(III) oxyhydroxide clusters
at ferritin subunits, namely the larger amount of negative and neutral sites available on H
rather than L subunits. In order to exploit this diﬀerence, mineralization experiments are
carried out by incubating a solution of Fe2+ ions with either H or L subunits immobilized
on silica particles for very long time (overnight, at least 14 hours) before adding the
oxidation agent. During this long incubation or 'activation' step, we expect maximum
loading of the negatively charged and neutral anchoring sites with positively charged
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Figure 4.15: TEM images of H (left) and L (right) Fn subunits covalently immobilized
on SiO2 particles, after the Fe oxide mineralization procedure described in ref. [220].
ions. Moreover, even if the incubation is performed under nitrogen protection, partial
oxidation of some of the ions via residual oxygen traces in the solution, or even by the
protein themselves, could take place. Protein-bound Fe2+ ions and, if present, initially
formed Fe(III) nuclei, would act as preferential seeds for the further Fe(III) mineral growth
during the subsequent oxidation step.
This hypothesis is in line with other two-step mineralization protocols developed earlier,
for instance to promote the deposition of metal nanoparticles on DNA molecules [219]. In
this early work is was shown that loading of the biomolecules with charged metal ions and
the formation of active nuclei for further metal growth follows very slow kinetics; hence
long incubation times were necessary to promote a selectively heterogeneous metallization.
In the present work, we follow the same idea, although an oxidation rather than a reduction
step follows the initial activation.
In Fig. 4.15 we report examples of typical structures obtained with this mineralization
protocol (for further details see Methods). According to our expectation, and in spite
of the postulated physiological propensity of L subunits to stabilize the initial formation
of ferrihydrite clusters in Fn cages, the Fe oxide ﬁlms grown on immobilized H subunits
seem to be more dense and uniform than those grown on L subunits. This observation
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could be indeed explained by a faster nucleation and growth kinetics on H subunits due
to the presence of a larger number of mineralization seeds formed during the activation
step preceding the oxidation. However, other factors such as an active role played by the
ferroxidase site in catalyzing the oxidation from Fe2+ to Fe3+ cannot be excluded.
In these experiments, the immobilization protocol of the subunits on the silica particles
before mineralization is a crucial and non-trivial step. In particular, neither the average
coverage nor the homogeneity of the covalently bound subunits can be readily accessed, as
also discussed in depth elsewhere [167]. Since the here-employed protocol is not targeting
speciﬁc amino acids but all primary amines, and given the similarity in the content of
amine-bearing residues in the H and L chains, we do not expect signiﬁcant diﬀerences in
the amount of bound H or L subunits prior to mineralization. In any case, the ﬁndings
presented here are to be considered as a ﬁrst and qualitative assessment based on the
visual inspection of few TEM images, and must thus be taken with care. More precise
experiments based on the quantitative study of the mineralization kinetics are needed and
will be performed in future studies.
Chapter5
Nucleation and growth of FeOx(OH)y on
Ferritin
Nevertheless, the investigation made use of predeﬁned particles. To get more insights
at the atomic level in the process of nucleation and of the very early stages of ferritin-
promoted crystal growth of iron oxyhydroxide, a more in-depth look is necessary. There-
fore, more advanced methods are implemented for the realistic simulation of nucleation
behavior as well as for simulations of growth, and structures. New analysis techniques
are developed for the identiﬁcation of the so-obtained mineral phases.
Based on the small dimensions of the nuclei and their transient nature, it is diﬃcult to
study the early stages of nucleation experimentally. Nevertheless, cryogenic transmission
electron microscopy (cryo-TEM) has proven to be a powerful tool to analyze classical and
non-classical nucleation and crystallization phenomena [113, 114]. Moreover, in some spe-
cial cases, the nuclei could be investigated directly [221225], but in general experiments
reveal quantities, such as rate, crystal size or shape distribution, which are only indirectly
correlated with nucleation. To get comprehensive insights, at the atomic scale, to the
process of nucleation and the very early stages of crystal growth, simulation techniques
are necessary.
In recent years, diﬀerent techniques such as Molecular Dynamics (MD), Monte Carlo
(MC) and enhanced sampling methods have been increasingly used to investigate nucle-
ation [60, 126, 136, 226238]. Ab initio MD simulations are maybe the most accurate
way to study nucleation, but due to the computational eﬀort, the number of atoms and
the timescales are limited [239]. In classical MD simulations, simpliﬁed potentials enable
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the usage of hundreds of thousands of atoms and timescales of microseconds as well as
the calculation of kinetics, dynamics, and thermodynamic quantities. Nevertheless, high
energy barriers and long timescales in the crystallization processes limit the number of
possible eﬃcient investigations based on classical MD simulations.
Monte Carlo simulations [240, 241] are stochastic in contrast to MD simulations which
are deterministic. Here, random perturbations are applied to generate an ensemble of
representative conﬁgurations. These random perturbations must be suﬃciently large,
energetically feasible and highly probable to ensure proper sampling. While the ensemble
of conﬁgurations can be used to obtain static information and relevant thermodynamic
observables, such as the free energy, kinetic or dynamical information cannot be directly
obtained, since the sequential generation of conﬁgurations does not relate to the time
evolution of the system.
Several enhanced sampling methods, such as metadynamics, use collective variables
(CVs), which identify all relevant states in the phase transition, to enable the calculation
of thermodynamic and kinetic quantities associated with rare events. For that, order
parameters (OPs) are necessary which deﬁne the crystalline state based on a spatial
conﬁguration of an ensemble of atoms or molecules and the accuracy of this method
depends mostly on the choice of the collection variable. In this thesis, diﬀerences between
the nucleation and growth of iron oxyhydroxides in water and on the Fn protein are of
interest, and enhanced sampling methods are not suitable. Instead, a combination of
classical MD and MC simulation is used based on the idea of Kawska and Zahn [60]. The
iterative scheme of the Kawska-Zahn approach circumvents the problem of long timescales
for the diﬀusion of the ion to the aggregate, which occurs in systems of crystal formation
of compounds with low solubility due to the low concentration. In this scheme, a Monte
Carlo type part is used to identify possible adsorptions sites, followed by a classical MD
simulation run after each growth step, for structural optimization of the formed aggregate
and solvent, as described in section. 5.1.
For the implementation, several input functions and commands of the LAMMPS [242]
packages are combined. This combination oﬀers a fast and eﬃcient way to perform the
simulation of nucleation and growth without external scripts and therefore with few
read/write processes to share information between code and scripts. After the imple-
mentation of the Kawska-Zahn approach, the nucleation and growth of FeOx(OH)y in
water will be investigated. Of special interest is the possibility to include ripening reac-
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tions, by the inclusion of proton transfer reactions, into the process. It is known that
iron oxyhydroxide forms either α or γ-FeOOH (goethite or lepidocrocite) in water, while
ferrihydrite is formed in the ferritin shell under identical conditions [125]. Therefore,
the nucleation and growth on Fn subunits will be investigated to answer the question of
structural diﬀerences between the phases, which are grown in water and on Fn subunits.
The obtained structures will be compared by introducing a new way of structure deter-
mination. Moreover, the obtained nucleation sites of the aggregates to the protein will be
compared to the previously obtained results of docking simulations in chapter 4.
5.1 Kawska-Zahn approach and implementation
In this following section, the original Kawska-Zahn approach [60] is introduced, as well
as the way of implementation in the LAMMPS code to describe the crystal growth of
FeOx(OH)y. The most important parts of all necessary steps are summarized with com-
ments in the Appendix in section A1.5.
The original Kawska-Zahn approach [60] was introduced to describe CaF2 crystallite
formation based on an iterative process, where each iteration is divided into three steps.
The ﬁrst steps include the random choice and placement of an ion, as well as the diﬀusion
of it to an aggregate. Subsequently, the aggregate and the newly attached ion are placed
in a box ﬁlled with solvent. After the relaxation of solvent molecules in step two, the
total system is allowed to relax, in a simulated annealing process in a molecular dynamic
run. The resulting structure is then taken as new starting point for the next iteration.
An overview of the general process is shown in Fig. 5.1 and described in the following.
As a starting point, a single Fe(III)(OH)3(H2O)3 complex, as presented in Fig. 5.2, is used.
At the beginning of each iteration, a new complex is placed randomly in the simulation
box, and it is ensured that the distance is in a selected range, thus not too near or too
far away (Fig. 5.1 I.). If a complex is placed in the correct distance range, a docking
simulation in NVT ensemble starts (Fig. 5.1 II.) Here, all interactions with the solvent
are switched oﬀ, and only the new complex is able to move. If the complex is moved away
from the aggregate, the complex is removed from the system and the iteration starts from
the beginning. Otherwise, the (full) resulting system, with possible highly overlapped
atoms of the new complex and TIP3P water molecules (large energies and forces), is
relaxed in a multi-step procedure to push the atoms away from each other slowly. In
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Figure 5.1: Iterative scheme for simulation the crystal growth of iron oxyhydroxide
based on the Kawska-Zahn-approach [60]. I. Placement of the complex randomly in the
box is only succesful if the distance between complex and existing aggregate is in a deﬁned
range. II. A docking simulation is performed by checking the distance between complex
and aggregate in every step and succeeds if the complex attaches to the aggregate. If the
complex moves away from the aggregate, the complex is removed from the system and
step I. is repeated. III. Relaxation of the system.
5.2. GROWTH OF FE(OH)3 IN WATER 87
Figure 5.2: Fe(III)(OH)3(H2O)3 complex which is the predominant species at pH 8 and
added during the growth process.
this multi-step procedure, the timestep and temperature are slowly increased to ensure
a suitable relaxation. Finally, a simulation in NPT ensemble is performed to adjust the
correct density, since the added complexes slowly increase the size of the system (Fig. 5.1
III.)
5.2 Growth of Fe(OH)3 in water
Based on the strategy described in the previous section, crystal growth simulations of iron
oxyhydroxide in water are performed. The Fe(III)(OH)3(H2O)3 complex, which is added
in every step, is shown in Fig. 5.2. It consists of three OH groups and to coordinate
the iron atom six-fold, three attached TIP3P water molecules. This complex is used,
since Fe(OH)3 is the predominant Fe(II) species at pH 8 [243, 244], at which supporting
experiments are performed. First results of the obtained aggregates, after the relaxation
step, are shown in Fig. 5.3. Attached water molecules of the TIP3P water model are
highlighted with blue spheres and the bonds to the aggregate are shown in transparent
blue.
It is clearly seen that OH groups act as the connection between the iron atoms of the dif-
ferent complexes forming an aggregate. Thus, the TIP3P water molecules of the complex
(as shown in Fig. 5.2), as well as possible attached molecules from the solution are largely
replaced by the OH groups, to attach the new complex to the aggregate. TIP3P water
molecules are only attached to the outermost iron atoms, to complete their coordination
shell. Additionally, it can be seen that iron atoms tend to be six-fold coordinated, and
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Figure 5.3: Obtained aggregates in the growth process of Fe(OH)3 in water based on
the process described in section 5.1. Shown are the aggregates which consists of 2 to 8,
12 and 14 iron atoms. TIP3P water molecules are highlighted by a blue sphere.
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ﬁve-fold coordinated atoms are only occurring at the surface. It is supposed that these
iron atoms are ﬁve-fold coordinated since the already attached TIP3P water molecules
spatial hindered the attachment of other TIP3P water molecules.
Nevertheless, by the usage of this simulation strategy and due to the Fe(OH)3 complex
(and attached water) which is added in every step, only Fex(OH)3×x aggregates can be
obtained. To obtain FeOx(OH)y structures and to mimic reactions which occur in nature,
proton transfer reaction must be included in the simulations as introduced in the following
section.
5.3 Proton transfer reactions
For a more realistic growth process, and to obtain more realistic structures, proton trans-
fer reactions (PTR) are included in the simulations, following the idea of the ripening
reactions during the crystal growth of ZnO from ethanolic Zn2+/OH− solution [245, 246].
This step is very important, since a dehydration reaction is necessary to create FeO(OH)
structures from the basic complex:
Fe(OH)3 → FeO(OH) +H2O (5.1)
Moreover, recent studies reveal the formation of ferrihydrite based on a rapid and contin-
uous release of H+ [247]. Nevertheless, classical force ﬁelds are not able to describe such,
or any, chemical reaction. To overcome this problem, a combined quantum/classical MD
scheme will be explored to describe proton-transfer reactions. To this aim, the inﬂuence of
the magnetic ordering to the stability of the aggregates, which were previously obtained,
and exemplary PTRs are investigated in the ﬁrst step.
DFT based reference calculations are performed for aggregates which consist of two and
four iron atoms, where the structures are taken from the simulations performed in the
previous section. Here, the inﬂuence of the magnetization to the stability of the aggregate,
as well as the inﬂuence to the energy for exemplary PTRs are investigated. For the PTR,
the hydrogen of an at least two times coordinated oxygen atom is pushed to an outer OH
group and the energy of the product is subtracted from the energy of the educt:
∆E = Eproduct − Eeduct. (5.2)
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Table 5.1: Total energies and energies of PTRs for diﬀerent magnetic ordering for the
aggregate of two iron atoms taken from the simulations performed in section 5.2 which
are shown in Fig. 5.4.
spin energy / eV diﬀ to energy of
min / eV PTR / eV
++ -107.86 0.04 0.49
+− -107.90 0.00 0.36
Table 5.2: Total energies and energies of PTRs for diﬀerent magnetic ordering for the
aggregate of four iron atoms taken from the simulations performed in section 5.2 and
which are shown in Fig. 5.4.
spin energy / eV diﬀ to energy of
min / eV PTR / eV
++−− -165.52 0.04 0.28
+−+− -165.51 0.05 0.06
+−−+ -165.56 0.00 0.08
++++ -165.18 0.38 0.04
++−+ -165.52 0.04 0.28
+−++ -165.51 0.05 0.06
+++− -165.45 0.11 0.23
−+++ -165.51 0.05 0.08
Only oxygens which are coordinated by at least two iron atoms are used, because PTRs
are expected to be facilitated since these atoms are over-coordinated. Moreover, PTR
from oxygen atoms which are only single coordinated by an iron atom would lead to
an undercoordinated oxygen atom. The educt (before PTR) and product (after PTR)
structures are minimized by a conjugate gradient (CG) algorithm as implemented in
VASP. The obtained total energies of the aggregate for the diﬀerent magnetic ordering, as
well as ∆E are listed in Table 5.1 and 5.2. In case of the aggregate of two iron atoms, the
inﬂuence of the magnetic ordering to the total energy and ∆E with diﬀerences of 0.04 eV
and 0.13 eV are quite small. Nevertheless, the aggregate with +− spin conﬁguration
is more stable. The same behavior is shown in case of the aggregate which consists of
four iron atoms. The alternate +− spin conﬁgurations are slightly more stable than
the + − ++ spin conﬁgurations, with deviations between 0.0 eV and 0.11 eV and much
more stable than the + + ++ spin conﬁguration with an energy loss of 0.38 eV. This
is in perfect agreement with the observed most stable antiferromagnetic ordering in the
goethite primitive unit cell [102]. The energy diﬀerences for the PTR for the stable spin
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Figure 5.4: Representation of the grown aggregate with two (upper ﬁgures) and four
(lower ﬁgures) iron atoms in the two most stable spin conﬁgurations (see Table 5.1 and
5.2). The spin-density isosurfaces (purple: negative, blue: positive) are shown on the left-
hand side. The proton transfer reaction is shown on the right-hand side. TIP3P water
molecules are highlighted by a blue sphere.
conﬁgurations diﬀer between 0.06 eV and 0.28 eV slightly but within the error of DFT.
Based on these results and the obtained knowledge that the inﬂuence of the magnetic
ordering on PTR energy diﬀerences are negligibly small, the same PTR are investigated
by the parameter set developed in section 4.1.1. For that, the TIP3P parameters are
assigned to the created water molecule and the structures are subsequently minimized by
the CG algorithm as implemented in LAMMPS. The force-ﬁeld-based energy diﬀerence
between products and educts are 1.4 eV and 1.01 eV for the aggregates with two and four
iron atoms respectively. In comparison to the DFT based PTR energies, these values are
shifted by 1.04 eV and 0.93 eV. This leads to the assumption that the inclusion of a single
energy-shift term could enable the developed classical force ﬁeld to reproduce the DFT
based proton transfer reactions energies.
To ascertain a possible energy correction term, ﬁve indepentent simulations of the
growth process of Fe(OH)3 are performed. Aggregates of diﬀerent sizes are taken ran-
domly from these simulations, and the DFT and FF based energies of the educt and the
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Figure 5.5: DFT and FF based proton transfer reaction energies of diﬀerent sized
Fe(OH)3(H2O)x aggregates.
product of four diﬀerent proton transfer reactions are calculated. As already mentioned,
the energy of each aggregate is calculated by an energy minimization of the educt and
product, based on the conjugate gradient algorithm as implemented in the respective
code. The reaction energies are then calculated by:
∆EDFT = EDFT,product − EDFT,educt (5.3)
∆EFF = EFF,product − EFF,educt (5.4)
for DFT and FF based calculations. The energy diﬀerences which are observed in the
DFT based calculations are shown with red spheres and FF based calculations with blue
spheres in Fig. 5.5. Based on these results, the energy diﬀerence (∆∆E) between the
obtained DFT and FF based reaction energies is then calculated by:
∆∆E = ∆EDFT −∆EFF (5.5)
The average value of these diﬀerences is 1.03 eV, where we exclude the two highest positive
deviations. These are the third from the left energy diﬀerences of the aggregate of 8 and
12 iron atoms. This leads to an overall improvement of the accordance and shift of the FF
based energies to more endothermic behavior. Thus the FF based results are forced to be
slightly less reactive. By adding this value to the obtained FF based energy diﬀerences, an
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Figure 5.6: DFT and FF based proton transfer reaction energies of diﬀerent sized
Fe(OH)3(H2O)x aggregates. The average value of all diﬀerences between DFT and FF
based energies (∆∆E) is added to correct the FF based results.
outstanding overlap between DFT and FF based results is obtained as shown in Fig. 5.6.
The DFT based energy diﬀerences reveal that mostly all PTRs are positive and thus of
endothermic nature. Only one PTR is exothermic in case of the aggregate of 12 iron
atoms (ﬁrst from left) with an energy diﬀerence between product and educt of -0.13 eV.
The same result is observed in case of FF based energies, except one exothermic case
with a PTR energy of -0.21 eV, for the aggregate of 12 iron atoms. Based on this overall
agreement, and the general correct distinction of endo- and exothermic reactions, this
energy correction term will be used in the following simulation. Therefore, PTRs are
considered and treated during the simulations based on pure classical force ﬁelds, on the
basis of the DFT based reaction energies.
Besides this kind of PTR, which will be named in the following as PTR1, other kinds
are conceivable. To answer the question of the inﬂuence of the type of included proton
transfer reaction to the ﬁnal crystal structure, another type of PTR will be investigated.
This second PTR is based on the assumption that supporting experiments, which treat
the growth of Fe(III) structures on ferritin, are performed at pH 8. Therefore, proton
transfer reactions between the aggregate and OH− ions in solution are possible, named in
the following PTR2. Thus, the educts are the aggregate and an OH− ion and the products
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are the aggregate without the proton and the newly formed TIP3P water molecule.
Agg −OH2 +OH− → Agg −OH− +H2O (5.6)
Moreover, the proton transfer from a TIP3P water molecule, which is attached to the
aggregate, to an OH− ion in solution will be also considered, named PTR3:
Agg −OH +OH− → Agg −O− +H2O (5.7)
Here, the educts and products are the same as the previous one but with this strategy, a
new OH group is formed at the surface of the aggregate.
These two kinds of PTR will create a charged system over time. This charge is com-
pensated by adding a charged complex in the next step. This charged complex is the
protonated versions of the complex shown in Fig. 5.2. Thus, the hydroxyl groups of the
complex are protonated, resulting in an additional TIP3P water molecule, which can be
done three times resulting in a complex with a maximum charge of +3. For example the
singly protonated version:
Fe(OH)3(OH2)3 +H
+ → [Fe(OH)2(OH2)4]+ (5.8)
I have to remark that based on the usage of partial charges, this is not a real charge of +3
but a charge of +0.45 for each proton. Like in the previous part, the energy correction
term is obtained by averaging all obtained values for ∆∆E for the respective reaction at
diﬀerent, randomly chosen aggregates of diﬀerent size. Here, energy correction terms of
0.711 eV and 0.765 eV are obtained for the reaction displayed in Fig. 5.7 on the left and
right-hand side respectively. The DFT (red) and FF (blue) based energy diﬀerences are
shown in Fig. 5.7.
In contrast to PTR1 which is mainly of endothermic nature, the observed energy dif-
ferences in case of PTR2 and PTR3 are mainly exothermic, which based probably on
the instable/reactive OH− ion. Only for the smallest possible aggregate with only two
iron atoms in PTR2 and the aggregate with 12 iron atoms of PTR3 the PTR energies
are positive, probably since the removal of the hydrogen from the aggregate leads to an
instable rearrangement and an energetically less favorable state. Nevertheless, by adding
the energy correction terms to the FF based energy diﬀerences, the classical force ﬁeld is
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Figure 5.7: DFT and FF based energies for diﬀerent proton transfer reactions of iron
oxyhydroxide aggregates with diﬀerent size, obtained in crystal growth simulations with-
out any proton transfer.
able to reproduce all these DFT based results.
Based on the obtained knowledge, an additional fourth step is implemented in the it-
erative scheme (see Fig. 5.8 IV.). Here, the obtained aggregate of the relaxation process
in step III is extracted from the system, and the energies of all possible PTRs are calcu-
lated. The energy correction term is added, and for all cases in which the jump of the
proton leads to an energetically more stable aggregate, means an exothermic reaction,
the resulting aggregate is used as new educt for the subsequent calculations of possible
PTR. I have to remark that all possible PTRs are checked, independently of the dis-
tance between donor and acceptor. This relies on the assumption that protons can be
transferred over large distances over the hydrogen bond network of liquid water, via a
Grotthus-mechanism. The obtained most stable aggregate is at the end placed back into
the system, followed by a short relaxation of the surrounding water to react to changes
in spatial dimensions, which may occur due to the PTR. After that, the iterative process
starts from the beginning.
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Figure 5.8: Extended iterative scheme for simulation the crystal growth of iron oxyhy-
droxide based on the Kawska-Zahn-approach [60]. I. Placement of the complex randomly
in the box is only succesful if the distance between complex and existing aggregate is
in a deﬁned range. II. A docking simulation is performed by checking the distance be-
tween complex and aggregate in every step and succeeds if the complex attaches to the
aggregate. If the complex moves away from the aggregate, the complex is removed from
the system and step I. is repeated. III. Relaxation of the system. IV. The aggregate is
checked for possible exothermic proton transfer reactions.
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Figure 5.9: One representative result for the single aggregate obtained in systems of
PTR1 on the left-hand side, and one representative result for several aggregates which are
obtained in systems of PTR2 and PTR3 on the right-hand side. TIP3P water molecules
which are directly attached to iron atoms are highlighted by blue spheres.
5.4 Growth of FeOx(OH)y in water
To simulate the growth of FeOx(OH)y structures from the Fe(OH)3 complexes which are
added in every step, the PTR as described in the previous section are included in the
iterative process as shown in Fig. 5.8. For that, two diﬀerent systems are investigated,
where in the ﬁrst one PTRs of type PTR1, and in the second one PTRs of types PTR2
and PTR3 are considered. For both systems, ﬁve indepentent simulations are performed.
In every system which include PTR1, only one single aggregate is obtained. In contrast,
systems which include PTR2 and PTR3 contain several aggregates, and, in some cases,
single iron atoms only stabilized by six TIP3P water molecules. An example of the
system of PTR1 is shown on the left-hand side in Fig. 5.9, and of PTR2 and PTR3
on the right hand side in the same ﬁgure. Since these single iron atoms and the other
aggregates are initially attached to the main aggregate, they have to detach during the
relaxation. This means, the charged complex which is used to compensate arising charges
during the simulation, e.g. [Fe(OH)(OH2)5]2+, is not as stably attached as the normal
Fe(OH)3(OH2)3 complex. Based on the knowledge obtained in section 5.2, in which
the OH groups are found to build the connection between the complexes (see Fig. 5.3),
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Table 5.3: Listed are the number of exothermic proton transfer reactions, in the diﬀer-
ent simulations of systems considering PTR1 and PTR2/PTR3, as well as the observed
minimum energy of all exothermic proton transfer reactions in the respective simulation.
system run exothermic PTR min energy / eV
1 4 -0.252
2 1 -0.920
PTR1 3 0 0
4 0 0
5 3 -0.665
1 564 -3.329
2 456 -3.477
PTR2/PTR3 3 530 -3.130
4 632 -3.501
5 762 -3.498
the missing OH groups cannot stabilize the resulting aggregates. Therefore, aggregates
of systems which includes PTR1 are probably more stable than aggregates obtained in
systems with PTR2 and PTR3, due to the higher amount of OH groups.
During the simulations, a huge diﬀerence in the number of perfomed PTR between both
systems could be observed, as shown in Table 5.3. This behaviour can be explained by
the mainly endothermic behaviour of PTR1 and mainly exothermic behaviour of PTR2
and PTR3, as already seen in Fig. 5.7 and 5.6.
The upper aggregate in Fig. 5.10 is one example of the aggregate obtained in the system
containing PTR1. The aggregate at the bottom is a resulting aggregate of the system
containing PTR2 and PTR3, where here only the biggest aggregate of the system is shown.
All other obtained structures are shown in the Appendix in section A1.7. In both cases,
200 iron atoms are added to the system during the iterative process. On the left-hand
side of Fig. 5.10 the aggregate is shown and the to Fe iron atom attached TIP3P water
molecules are highlighted by blue spheres. On the right-hand side, the TIP3P water
molecules which are directly bound to Fe are visualized by transparent blue clouds. It is
seen that the aggregate of the system based on PTR1 look like compact particles, while
the aggregate based on PTR2 and PTR3 appear more like a scaﬀold stabilized by water.
Here, in case of PTR2 and PTR3 the huge amount of bound water and the scaﬀold around
can be seen, while in the system with PTR1 only a few water molecules are attached on
the surface of the aggregate to coordinate the undercoordinated iron atoms.
Despite these quite obvious diﬀerences, a detailed structure analysis is missing so far,
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Figure 5.10: The upper aggregate is one example of the system which includes PTR1,
while the aggregate on the bottom is one results of the system containing PTR2 and PTR3.
On the left-hand side the directly attached TIP3P water molecules are highlighted by a
blue sphere and on the right-hand side by transparent blue clouds.
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and to determine the crystal structure by visual inspection is, in this case, impossible.
Therefore, a robust strategy is necessary to distinguish between the diﬀerent iron oxyhy-
droxide structures, and a promising new way is introduced in the following section.
5.5 Structure determination
Standard methods to diﬀerentiate between the diﬀerent crystal phases such as radial dis-
tribution function (see section 3.1.1), coordination number [126] or motif recognition [127]
are hardly applicable for iron oxyhydroxides structures with highly similar coordination
of the iron atoms. A suitable way to overcome this problem, is the inclusion of the sec-
ond shell of neighbours in the structure recognition. A promising way was introduced by
Lechner et. al [248], and based on a modiﬁed version of the local bond order parameters
as described in the following section.
5.5.1 Steinhardt bond order parameter
The classical bond order parameters, also known as Steinhardt order parameters, are
independent of the speciﬁc crystal structure and do not require the deﬁnition of a reference
frame. The algorithm to calculate the parameters based on spherical harmonics [249],
where the complex vector qlm(i) of particle i is deﬁned as [250]:
qlm(i) =
1
Nb(i)
Nb(i)∑
j=1
Ylm(r⃗ij) (5.9)
Here, the function Ylm() are the spherical harmonics based on the vector r⃗ij from particle i
to particle j, with the free integer parameter l and the integer m which runs from m = −l
to m = +l. The values are summed over all nearest neighbours and then divided by the
total number of nearest neighbours Nb(i) of particle i. The averaged form of this vector
includes also the second shell of surrounding atoms by the vector q¯lm(i) [248]:
q¯lm(i) =
1
N˜b(i)
N˜b(i)∑
k=0
qlm(k) (5.10)
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Table 5.4: Diﬀerent crystal structures of the Fe(III)Ox(OH)y and Fe2(III)O3 phases
which are used as references.
Name structure space group structure taken from
Akageneite β − FeO(OH) I 1 2/m 1 [254]
Bernalite Fe(OH)3 I m m m [255]
Feroxyhyte δ-FeO(OH) P -3 m 1 [256]
Ferrihydrite Fe10O16H2 P63mc [95]
Goethite α-FeO(OH) P n m a [257]
Hematite α-Fe2O3 R -3 c :H [258]
Lepidocrocite γ-FeO(OH) B b m m [259]
Maghemite γ-Fe2O3 P 41 3 2 [260]
which is the sum of all neighbours N˜b(i) of particle i and the particle i itself. Thus,
the local orientational vectors qlm(i) are averaged over particle i and its surroundings to
calculate q¯lm This vector is not able to discriminate between diﬀerent crystal structures,
thus local bond order parameters, or Steinhardt order parameters are needed. [250] The
averaged form of this local bond order parameters is deﬁned as:
q¯l(i) =
√√√√ 4pi
2l + 1
l∑
m=−1
|q¯lm(i)|2 (5.11)
The parameters q¯4 and q¯6 are often used in literature to distinguish between cubic and
hexagonal structures [251253]. Therefore, these values are calculated for iron (oxy)
(hydroxides) references structures as listed in Table 5.4 and visualised in Fig. 5.11. Most
of these compounds can form and transform in aqueous solutions. The q¯4 and q¯6 values
are calculated for all iron atoms of these bulk structures in a classical MD simulations in
the NVT ensemble at 300 K. Here, only the iron and oxygen atoms are considered and
hydrogens are neglected. The results are shown in Fig. 5.12. Here, Hematite owns a clear
area, but parts are widely spread. Maghemite, Goethite, Bernalite are overlying each
other, whereby Maghemite is the widest spread. Akageneite is the phase with the clearest
data points, but parts are covered likewise of Maghemite. Nevertheless, the crystal phases
of Ferrihydrite, Lepidocrocite, and Feroxyhyte are clearly separated from all others and
could be clearly determined. Despite the combination of the q¯4 and q¯6 values to separate
between the crystal phases, other combinations could lead to separations between phases
which are overlying in the case of q¯4 and q¯6. Instead of testing all possible combinations
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Figure 5.11: Crystal structures and unit cells of Fe(III)Ox(OH)y and Fe2(III)O3 phases.
Six-fold coordinated iron atoms are highlighted with blue and four times coordinated iron
atoms with green polyhedrals.
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Figure 5.12: q¯4 and q¯6 of all iron (oxy)(hydroxides) references structures as listed in
Table 5.4.
and search for the combination, or combination set, which allows to clearly separate
between all crystal phases, the whole ten-dimensional parameter set q¯3 to q¯12 is used.
This allows a more rigorous diﬀerentiation of the iron oxyhydroxide structures, obtained
in diﬀerent crystal growth simulations. To handle those ten-dimensional parameter set, a
Gaussian Mixture Model is used as introduced in the next section.
5.5.2 Gaussian mixture model
A Gaussian Mixture Model (GMM) is a particularly convenient approach to ﬁt n distri-
butions to a sum of n multivariate Gaussians if the underlying mean µi and covariance
Σi of each distribution are known:
Pˆ (x) =
n∑
i=1
piG(x|µi, Σ˜i) (5.12)
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As reference dataset for the GMM, the aforementioned refence structures of the most
common iron oxyhydroxide phases are used, as listed in Table. 5.4. The q¯3 to q¯12 values
are calculated for all iron atoms of these bulk structures in a classical MD simulations in
the NVT ensemble at 300 K. Here, the GMM is calculated (trained) for 75% randomly
selected iron oxide atoms from each crystal structure MD trajectory. The associated q¯3
to q¯12 values are used to estimate the individual covariance matrix Σi and mean position
µi in the 10-dimensional space spanned by the q¯3 to q¯12 descriptors. These calculations
are performed together with Prof. Dr.-Ing. Robert Meißner of the Technische Universität
Hamburg Harburg. The multivariate Gaussian calculated on each aforementioned crystal
structure is then given by
G(x|µ,Σ) = 1√
(2pi)DdetΣ
e−
1
2
(x−µ)TΣ−1(x−µ) (5.13)
where D is the dimensionality of the descriptor. The probability Pˆi to be assigned to a
distinct crystal class i is obtained from
Pˆi =
piG(x|µi, Σ˜i)
Pˆ
. (5.14)
Since all crystal structures should have the same probability as a classiﬁer, we set the
weights pi in eq. 5.12 to 1/n.
However, insuﬃcient sampling or highly correlated descriptors can lead to an ill-conditioned
covariance matrix Σ and/or eigenvalues that are zero to within machine precision. Thus,
we apply a more robust estimator to obtain a less strongly biased covariance matrix Σ˜i
known as Oracle Approximating Shrinkage (OAS) estimator [261] given by:
Σ˜i = (1− ψi)Σi + ψiTr(Σi)I
D
(5.15)
where
ψi = min
[
1,
(
1− 2
D
)
Tr(Σ2i ) + Tr
2(Σi)(
Ni + 1− 2D
)
Tr(Σ2i )− Tr
2(Σi)
D
]
.
The remaining 25% of the data is then used to validate the GMM by assigning each
atom to the highest probable classiﬁcation given by the GMM. The training on crystal
structures which have been simulated at 300K allows a robust and unbiased classiﬁcation
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Table 5.5: Classiﬁcation accuracy of the GMM using either the full dimensional bond
order descriptor or a two-dimensional subset. Training of the GMM was done using 75%
of the data while classiﬁcation was done on the remaining 25%
Crystal Phase Total Samples q3-q12 q4 and q6
Akaganeite 7197120 94.9% 89.4%
Bernalite 5120000 94.5% 88.0%
Feroxyhyte 3840000 99.6% 99.5%
Ferrihydrite 7200000 95.6% 96.3%
Goethite 2800000 97.1% 27.6%
Hematite 4032000 95.2% 95.5%
Lepidocrocite 3840000 98.7% 98.5%
Maghemite 5760000 96.2% 42.2%
for unknown iron oxyhydroxide phases at 300K and yielded an almost perfect agreement
with the validation dataset as shown in Table 5.5). Moreover, the GMM has been pa-
rameterized as discussed above using the typically in literature used q¯4 and q¯6 values.
Here, the diﬀerentiation between Feroxyhyte, Ferrihydrite, Hematite and Lepidocrocite
is as good as in the ten dimensional descriptor. Huge problems occur in case of the de-
termination of Goethite and Maghemite and the parameter set is in general not as good
as the ten-dimensional descriptor. In Fig. 5.13 the two-dimensional GMM for q¯4 and
q¯6 is shown. Clearly seen is the strong overlap between Akaganeite, Goethite, Bernalite
and Maghemite. This overlap impacts negatively the classiﬁcation accuracy as shown in
Table 5.5.
To validate the accuracy of our approach, the GMM is compared to the GMMs of
the Scikit-learn package [262]. Those GMMs have been calculated and tested using full
and tied covariances on the same training and test data and the mean position of each
crystal structure and the total number of classes have been used as initial parameters.
An averaged accuracy of 78.2% and 87.9% was achieved with this approach, respectively.
This demonstrates the superior quality of predictions using our approach over traditional
Expectation-Maximization (EM) algorithms.
Before using the GMM to identify the crystal structures of the grown aggregates, the
association of atoms which are in an amorphous structure should be taken into account.
For that, models of amorphous FeO(OH) bulk structures are created via the same sim-
ulated annealing strategy following the scheme of Chagarov et al. [176] as described in
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Figure 5.13: Two-dimensional GMM using only q¯4 and q¯6 as descriptors for all
Fe(III)Ox(OH)y and Fe2(III)O3 reference structures.
detail in section 3.1 to create amorphous models of alumina. 1000 random systems are
created containing FeO(OH) with 100 iron atoms and every system is annealed at 5000 K
for 500 ps at constant volume with a density of 5 g/cm3. The density is then gradually
decreased to a density of 2.18 g/cm3 [263] in 100 ps followed by a further 100 ps equilibra-
tion. Finally, the system is cooled down to 300 K in 100 ps and further equilibrated for
1 ns. The q¯3 to q¯12 values for the last 100 snapshots of each MD trajectory are calculated
and included in the training dataset of a new GMM.
To visualize the high dimensional parameter set, the dimensionality reduction Sketch-
map algorithm, as explained in detail in ref. [264], is used. This algorithm reproduces
the connectivity between a set of high dimensionality data points in the space of lower
dimensionality, by transforming the distances between the points in the low and high-
dimensionality space by a sigmoid function. Therefore, data points which are close
together in high dimensional space lie close together in the low-dimensionality space,
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Figure 5.14: Two-dimensional projection of the high-dimensional descriptor of all q¯3
to q¯12 values as descriptors for the Fe(III)Ox(OH)y, Fe2(III)O3 and amorphous reference
structures.
and data points that are far apart. The Sketchmap algorithm is used to create a two-
dimensional projection of all references and the amorphous structures and is shown in
Fig. 5.14. It can be seen that the amorphous phases are widely spread, but mainly sepa-
rated from the crystal phases, enabling the diﬀerentiation between crystal and amorphous
structures.
All the previous investigations and results reveal the quality of the method to diﬀeren-
tiate between diﬀerent crystal phases. Therefore, the GMM is now used to identify the
crystal structures of the aggregates obtained in the previous crystal growth simulation (see
section 5.4). Table 5.6 contains the average occurence of each species in the ﬁve diﬀerent
simulations containing respectively PTR1 or PTR2 and PTR3. It is clearly shown that
the systems considering PTR1 mainly consist of Maghemite (around 93%) with a small
amount of amorphous parts (around 5%). The same trend is generally shown in the case
of systems considering PTR2/TPR3. Nevertheless, the amorphous part is much higher
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Table 5.6: Average percentage occurence of each species in the diﬀerent simulations
containing PTR1 or PTR2 and PTR3.
Name PTR1 / % PTR2/PTR3 / %
Akageneite 0.11 0.12
Amorphous 4.53 36.35
Bernalite 1.68 0.84
Feroxyhyte 0.10 0.72
Ferrihydrite 0.00 0.00
Goethite 0.94 0.72
Hematite 0.06 0.0
Lepidocrocite 0.02 0.15
Maghemite 92.56 61.10
Figure 5.15: Zoom into the two-dimensional projection of the high-dimensional de-
scriptor of amorphous FeO(OH) and Maghemite as shown in Fig. 5.14. The data points
of the grown structures in water of the systems considering PTR1 (left-hand side) and
PTR2/PTR3 (right-hand side) are shown in black.
(34%). Due to the fact that amorphous FeO(OH) and Maghemite are the main parts of
the grown structures, Fig. 5.15 contains a zoom into the previous shown Sketchmap, where
only the reference data points of Maghemite and the amorphous structures are shown.
The data points of the grown aggregates in water of the systems considering PTR1 and
PTR2/PTR3 are added in black. In case of PTR1 (left-hand side) the main part is locally
connected in a region above the data points of Maghemite and only single points can be
found in the region of the amorphous structure. The data points of the system considering
PTR2/PTR3 are much more spread and cover almost the whole region of Maghemite and
the amorphous structures.
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To visualize the obtained crystal structure determination, Fig. 5.16 contains on the
left-hand side the aggregate as shown in Fig 5.10 and on the right-hand side the iron
atoms colored by their respective color code. The amorphous parts are mainly found on
the surface of the aggregates. In case of PTR2/PTR3, amorphous parts can be found
also at the inner side, whereby here TIP3P water molecules form an interface between
parts of the crystal. Moreover, parts of Bernalite and other structures are mainly found
on the surface of the aggregates, as shown here and in the Appendix A1.7. This leads
to the assumption that the attached TIP3P water molecules force the iron atoms on the
surface in mainly amorphous or any other structure, where some structures are slightly
more probable then others. Therefore, the classical force ﬁeld tends to create aggregates
of Maghemite, and missing neighbors leads obviously to structural rearrangements mainly
ending in structures which are amorphous.
Based on the previously obtained knowledge and the ability to diﬀerentiate between
diﬀerent iron oxyhydroxide crystal phases, the nucleation behavior and the Fn supported
nucleation and growth of FeOx(OH)y is investigated in the next section.
5.6 Nucleation and growth of FeOx(OH)y on Ferritin
To investigate possible inﬂuences of the ferritin protein to the crystal structure of the
grown iron oxyhydroxes in comparison to water, ﬁrst crystal growth simulations sup-
ported by Fn subunits are performed in this section. Five independent simulations of the
growth on two subunits arrangements of the heavy and the light subunits respectively
are performed. In case of the L subunit simulations are performed where 200 iron atoms
are added to the system, while in case of H subunits between 50 and 150 iron atoms are
added to the system.
Based on the obtained results for the formation in water, we only consider proton
transfer reactions of type PTR1 to reduce the amount of the amorphous phase. For the
calculation of the energy diﬀerences of the educt and product state in the PTR, the atoms
of the Fn subunits are ﬁxed during the relaxation process. Additionally, the distances
between the new complex and existing aggregates are checked after docking step. The
relaxation step and the subsequent check for PTR are only performed if the complex is
attached directly or close to an existing aggregate. If the complex is only attached to the
Fn subunits, these steps are skipped since no PTRs are expected.
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Figure 5.16: On the left-hand side the aggregate as grown based on the in the simulation
of PTR1 (upper one) and PTR2/PTR3 (lower one). On the right-hand side all iron atoms
are colored corresponding to their identiﬁed crystal structure (blue - Maghemite, red -
amorphous, purple - Bernalite, white - Goethite).
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Figure 5.17: On the left hand side the normalized results of the predeﬁned particle as
shown in Fig. 4.13 d for the L and H subunit arrangements are shown. The right-hand
side shows the averaged and normalized percentage occurrence of polar, positively and
negatively charged and all other amino acids as anchor points for aggregates grown in the
ﬁve diﬀerent systems containing H and L subunits respectively.
At ﬁrst, the anchoring points of the grown aggregates at the diﬀerent subunits are
investigated and compared to the results obtained in chapter 4. The percentage occurrence
of polar, positively and negatively charged amino acids are ascertained and the results
for each system is shown in the Appendix in Fig. A15. The average of all results for the
systems containing the L and H subunits are shown on the right-hand side in Fig. 5.17.
The values are normalized to compare the systems which contain diﬀerent numbers of
attached aggregates, and atoms within. For comparison, the results are compared with
these shown in Fig. 4.13 d, which are reported on the left-hand side in Fig. 5.17. These
results contain the sum of all interactions between the predeﬁned particle and the Fn
subunit arrangements at the inner and outer side of the subunit, with respect to the whole
Fn cage, and are chosen since the grown aggregates are found on all sides of the subunits.
The percentage occurrence of negatively charged amino acids are quite similar in case
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Table 5.7: Average percentage occurrence of each species in the diﬀerent simulations of
growth on the L and H subunit.
Name water / % L subunit/ % H subunit/ %
Akageneite 0.11 0.54 0.65
Amorphous 4.53 14.96 33.11
Bernalite 1.68 3.27 2.10
Feroxyhyte 0.10 0.4 2.79
Ferrihydrite 0.00 0.02 0.00
Goethite 0.94 1.16 3.05
Hematite 0.06 0.02 0.0
Lepidocrocite 0.02 0.14 1.25
Maghemite 92.56 79.44 57.03
of predeﬁned particles and grown aggregates. In particular, the occurrence of positively
charged amino acids as anchor points is higher in the case of L subunits than in the case
of H subunits, although the diﬀerence is bigger in the case of the predeﬁned particles.
Nevertheless, in contrast to the docking of the predeﬁned particles, the attachment on
the sides of the subunits is generally possible and observed in the simulations. Due
to the slightly varying results of the total amount of diﬀerent kinds of amino acids as
anchor points, observed for diﬀerent phases and sizes of predeﬁned particles, this overall
agreement is acceptable.
To investigate the grown structures, the GMM model is used to identify the respective
crystal structure and the average percentage occurrence of each species in the diﬀerent
simulations is shown in Table 5.7. It can be seen that the occurrence of crystal structures
follows in general the results obtained in water. Nevertheless, since the aggregate which
is grown in water (aggregates which consist each of 200 iron atoms) is bigger then the
aggregates grown on the L subunit (200 iron atoms in several aggregates) and on the H
subunit (between 50 and 150 iron atoms in several aggregates) it seems that the amorphous
part corresponds to the size of the system. This ﬁts perfectly with the previously obtained
results that amorphous parts are mainly found on the surface of the aggregates. To
proof and visualize this assumption, the percentage occurrence of the diﬀerent phases for
diﬀerently sized aggregates, as observed in the diﬀerent simulations on the L subunit, is
shown in Fig. 5.18. It can be seen that the structure of a single complex, only surrounded
by oxygen atoms (hydrogens are not considered in the GMM), are mainly amorphous
and the structure is only in rare cases assigned to a reference crystal structure in the
5.6. NUCLEATION AND GROWTH OF FEOX(OH)Y ON FERRITIN 113
Figure 5.18: Percentage occurrence of the diﬀerent crystal structures over the size of
the aggregates as observed in the simulations of growth on the L subunit.
GMM. Moreover, up to a size of three iron atoms in the aggregate other phases such
as Feroxyhyte, Lepidocrocite are visible and only Bernalite is obtained in small amounts
over all aggregate sizes. As a general trend, an increasing amount of Maghemite and a
decreasing amount of amorphous parts is observed.
Examples of the grown structures are shown in Fig. 5.19. The upper side contains
the system of L subunits and the lower part contains the system with H subunits. On
the left-hand side the system without water is shown and on the right-hand side the
same snapshot is shown, where all iron atoms are colored corresponding to their identiﬁed
crystal structure. Here, it can be easily seen that, as in case of growth in water, the mainly
occurring structure is Maghemite (blue), where atoms at the surface and atoms of small
aggregates include amorphous parts (red) and structures of other phases. Therefore, it
can be concluded that the obtained structures mainly based on the used force ﬁeld, and
are independent of the presence of the protein as a scaﬀold.
However, a diﬀerence between the simulation of crystal growth in water and on the Fn
subunits is observed in case of the number of performed PTR. Table 5.8 contains the
number of exothermic proton transfer reactions in the diﬀerent simulations, as well as the
obtained minimum energy of proton transfer reactions in the respective run. The number
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Figure 5.19: On the upper side the system with L subunits are shown and the lower
part contain the system with H subunits. On the left-hand side the system without water
is shown and on the right-hand side all iron atoms are colored corresponding to their
identiﬁed crystal structure (blue - Maghemite, red - amorphous, magenta - Hematite,
yellow - Feroxyhyte, green - Akageneite, white - Goethite).
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Table 5.8: Listed are the number of exothermic proton transfer reactions in the diﬀerent
runs of the growth of iron oxyhydroxide in water, and in water on two H or L subunits of
the ferritin protein, as well as the obtained minimum energy of proton transfer reactions
(PTR1) in the respective simulation.
system run exothermic PTR min energy
1 4 -0.252
2 1 -0.920
water 3 0 0
4 0 0
5 3 -0.665
1 13 -0.527
2 14 -1.362
L subunit 3 12 -1.409
4 15 -1.101
5 31 -1.736
1 8 -1.000
2 12 -0.735
H subunit 3 6 -1.076
4 15 -0.523
5 13 -0.496
of PTRs is much higher on the H/L subunits than in water. Additionally, the maximum
observed energy diﬀerences between educt and product system is generally higher than
in water. Moreover, the PTRs occur in case of the subunits on much smaller aggregates,
since the biggest observed aggregates in case of H and L subunits consists of around 50 iron
atoms. In case of the aggregates in water, the ﬁrst PTR is observed in an aggregate which
consists of 116 iron atoms and all other PTRs occur on aggregates with sizes between 172
and 200 iron atoms. In conclusion, the Fn subunits, which acts as ﬁxed scaﬀolds in the
relaxation of the aggregates to compare the energies of the educts and product structures
of PTR, leads much more often to an energetically favourable product state than in the
case of dissolved aggregates.
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Chapter6
Conclusion and Perspective
6.1 Conclusion
I
n this thesis, several simulation methods ranging from Density Functional Theory to
classical force ﬁeld based calculations have been used. Thereby, the immobilization of
Fn, as well as the process of nucleation and the early stages of ferritin-promoted crystal
growth of iron oxyhydroxide at the atomic level have been investigated. The obtained
knowledge contributes to a knowledge-based fabrication protocol, where several experi-
mental protocols could already be improved.
Strategies to create realistic structural models and classical force ﬁeld parameter sets
have been shown. Classical and advanced molecular dynamic simulations, based on these
models and force ﬁelds, were able to predict experimental observables such as the heat of
immersion or the adsorption free energies of peptides. Moreover, by adding an ascertained
energy shift, the classical force ﬁeld is able to reproduce energy diﬀerences between educts
and products of proton transfer reactions.
It has been shown that energy proﬁles based on DLVO theory of Fn in diﬀerent orienta-
tions above oxide surfaces are a suitable way to identify the protein's preferred adsorption
orientation. The surface charge as a function of the pH value is a very important factor
since the negative or positive surface charge at diﬀerent pH values can lead to energet-
ically favorable and unfavorable orientations above the surface. In case of Fn, preferred
orientations above silica are found, in which the outer side of the subunits, with respect
to the whole cage, faces towards the surface. Instead, in the case of alumina, no pre-
ferred orientations are found since the interactions at pH 3 and pH 8 are only repulsive
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or attractive. Moreover, the binding forces observed in this simulations are able to pre-
dict the possibility to immobilize the protein to the respective surface by physisorption.
Here, the necessity to covalently immobilize Ferritin subunits on silica surface is shown
and a subsequently changed experimental immobilization protocol led to the successful
mineralization of iron oxide.
Possible anchoring sites and their distribution for Fe(III) nuclei in Fn were identiﬁed
by docking simulations of diﬀerently sized iron oxyhydroxide nanoparticles. The results
show a much larger availability of anchoring sites at the inner part of the subunits rather
than at the outer part (with reference to their assembly in hollow Fn spheres), which
is consistent with the evolutionary-driven sequence engineering of the natural protein.
Moreover, we have found that positively charged and neutral residues such as arginine
and lysine are heavily involved in the anchoring of Fe(III) clusters, making up about 50%
of the total observed contacts for the case of L subunits. The importance of positively
charged sites has often been overlooked in the available literature, although consistent
with the frequent presence of basic residues in iron oxide binding peptide sequences [123,
124]. Compared to L subunits, H subunits seem to possess a larger number of negatively
charged and neutral anchoring sites, which could promote a selectively heterogeneous
Fe(III) nucleation after the binding of dissolved Fe2+ ions and their initial oxidation to
Fe3+. In fact, mineralization experiments including a long activation step, in which H or
L subunits are loaded with Fe2+ ions before starting the oxidation, have led to the growth
of particularly dense and homogeneous mineral ﬁlms especially for the case of H subunits.
It has been shown that pure classical force ﬁeld simulations are able to describe the
crystal growth of iron oxyhydroxide, as well as included proton transfer reactions. The
exclusion of interactions between the solvent and the newly added complex during the
docking process is an excellent way to overcome the otherwise necessary long timescales as-
sociated with diﬀusion processes. The performed simulations of iron oxyhydroxide growth
in water and on Fn subunits reveal that the resulting crystal structure is probably based
on the used classical force ﬁeld. Especially the surface atoms of the grown aggregates
are found to be amorphous in perfect agreement with the crystal growth processes in
nature. Thus, the amorphous structure at the surface minimizes the surface energy, since
a crystalline surface comprises much higher surface energy.
These results could be revealed by a machine learning based method of phase recogni-
tion. The Gaussian Mixture Model of the high-dimensional descriptor, in the form of the
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average local bond order, allows for a rigorous diﬀerentiation of the structures obtained
in diﬀerent crystal growth simulations and are therefore a robust way to classify unknown
structures.
6.2 Perspective
The consideration of Fe(III)(OH)3 as solitary species in the performed simulations is
correct as a start at a pH value of 8. Recent studies have pointed out that a polyphasic
model, including ferrihydrite and magnetite (or other iron(II)-containing phases), could
describe the nature of the ferritin core more realistically [265]. Therefore, simulations
at other pH values which contain Fe(II) could lead to more accurate results, as well as
entirely new possibilities in terms of nucleation behavior, reaction kinetics, crystal phases
and two and three-dimensional structures. For that, force ﬁelds of diﬀerent Fe2+/Fe3+
oxide phases, as well as Fe2+/Fe3+/water interfaces, have to be parameterized. This can
be done by following the strategies described in this thesis for other oxides.
An energetical description of the obtained crystal structures is still missing. Thus,
the change of energy and therefore stability of the particles over size, as well as the
stability in contrast to particles with the same size but diﬀerent crystal structure is of
fundamental interest. The stability of the aggregates over size could be described by
the energy (Eformation) which is obtained by subtracting the chemical potential of every
element (µi), multiplied with the total number of atoms of this element (Ni), from the
total energy of the aggregate (Eaggregate):
∆Eformation = Eaggregate −NFe × µFe −NO × µO −NH × µH (6.1)
As a ﬁrst test, spherical aggregates with diﬀerent radii are extracted from the respective
bulk structures. Iron atoms which are less than ﬁve-fold coordinated are removed as
artifacts from the slicing process, as well as oxygen and hydrogen atoms which are under-
coordinated. The atomic positions of the aggregates are relaxed to obtain the total energy
of the aggregate. The energy of formation is calculated for all aggregates by equation 6.1,
where chemical potentials for Fe, O, and H are taken from ref. [266], as a ﬁrst initial guess.
First results are shown in Fig. 6.1. As in nature, the classical force ﬁeld reveals hematite
as the most stable phase. Nevertheless, maghemite is the phase which is grown in the
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Figure 6.1: The energy of formation for diﬀerently sized spherical aggregates of diﬀerent
FeOx(OH)y phases.
simulations, which could be explained by the missing coherence to the used classical force
ﬁeld or the missing surface termination. Anyhow, phase transition could be enforced by
exposure of the obtained particles to diﬀerent conditions, such as high temperatures and
pressures, to overcome energy barriers or to degas the contained water.
Here, based on the conditions and size of the particles, phase transitions to further
ascertain more stable phases could be observed as proposed in the size/energy diagram.
First tests for an aggregate grown in water with PTR1 are performed. Here, the whole
system is heated up to 1000 K, followed by a cool down phase down to 300 K and
a further performed conjugate gradient minimization. The obtained aggregate consists
only of ferrihydrite (17.3%) and amorphous parts (82.7%), as shown in Fig. 6.2 b). By
heating the aggregate, without the solvent, and creating a sphere around the aggregate
(without interactions to the solvent), which ensures that no atom can move away from the
aggregate, the amount of ferrihydrite is increased to 35.9% while the amorphous part is
reduced to 64.1%, as shown in Fig. 6.2 c). Therefore, it is quite interesting to investigate
diﬀerent setups, as well as the correlation of the resulting phase in comparison to the
stability of the diﬀerent phases as observed in Fig. 6.1.
Based on a developed force ﬁeld for Fe2+/Fe3+, a suitable way to improve the crystal
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Figure 6.2: (b) Aggregate which is obtained by heating up the (a) initial structure to
1000 K, followed by a cool down phase down to 300 K and a further performed conjugate
gradient minimization. (c) Aggregate which is obtained after heating up the (a) initial
structure without solvent to 1000 K, followed by a cool down phase down to 300 K and
a further performed conjugate gradient minimization. Additionally, a sphere around the
aggregate (without interactions to the solvent) is created, which ensures that no atom can
move away from the aggregate.
growth simulations could be the inclusion of the oxidation reaction of Fe(II) to Fe(III).
This oxidation reaction could be implemented by changing the force ﬁeld parameter and
partial charges after attachment to the Fn subunits or the aggregate. The probabilities
of the respective reactions as well as nucleation rates could be included by a Monte-Carlo
approach leading to more realistic structures and mineralization behavior. Moreover,
proton exchanges between the mineral and the protein, which could (and probably would)
happen in reality could be included in the simulations.
A possible strategy to control the growth of speciﬁc two and three-dimensional structures
could be the presence of inhibitors during the growth, such as small organic molecules,
peptides or Fn subunits. For that, simulations should be performed in which inhibitors
are introduced at diﬀerent stages, for instance before the initial binding of the ﬁrst Fe
ions to the protein (see Fig. 6.3 b), or after the initial binding (see Fig. 6.3 c), or after
the formation of mineral clusters of diﬀerent sizes (see Fig. 6.3 d). In doing this, we could
understand at which point the inclusion of inhibitors in the experimental protocol could
lead to the best results in terms of ﬁlm uniformity, optimizing the ratio between heteroge-
neous nucleation density and cluster accretion kinetics. Besides, RESTmetaD simulations
of iron oxide binding peptides, such as described in ref. [123, 124] (an examplary peptide is
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Figure 6.3: (a) Iron binding peptide [123] which could be added before the initial binding
of the ﬁrst Fe ions to the protein, (b) after the initial binding, or (c) after the formation
of mineral clusters of diﬀerent sizes. Moreover RESTmetaD simulations above the (e)
goethite (110), (f) goethite (021), or (g) the ferrihydrite surface could reveal preferable
iron oxide surfaces.
shown in Fig. 6.3 a), could be used to reveal preferable iron oxide surfaces (see Fig. 6.3 e,
f, g). With this knowledge, the inhibitors can be used to exclude further growth of iron
oxide on selected surfaces, which enables the control of growth in certain directions and
therefore speciﬁc three-dimensional structures.
Of course, all presented techniques and methods are applicable to study other bio-
/mineralization systems. Moreover, to investigate the crystal structures and growth ex-
perimentally, methods such as cryogenic transmission electron microscopy (cryo-TEM),
scanning transmission electron microscopy (STEM), X-ray diﬀraction (XRD), or Möss-
bauer spectroscopy could be performed.
Chapter7
Appendix
A1.1 Computational details
The following sections contain the computational details of the performed simulations in
this thesis. Deviating settings are mentioned in the respective section and corresponding
publication [105, 171, 220].
A1.1.1 Simulations based on DFT
The static, in case of FeO(OH) spin-polarized, DFT based calculations are performed
with the Vienna Ab initio Simulation Package (VASP) [267270]. The gradient-corrected
Perdew-Berke-Ernzerhof (PBE GGA) functional [271] is employed to describe the exchange-
correlation interactions. The van-der-Waals DF2 correction (vdwDF2) [162] is used to
account for van-der-Waals interactions [162]. Based on the work of Cococcioni and de
Gironcoli [158], the Hubbard-U correction [272] with a parameter U of 4.3 eV is applied
to the iron atoms to handle the strongly correlated d-electrons. The simulations super-
cells are sampled with Γ-centered Monkhorst-Pack grids [273] for the integration of the
Brillouin Zone, and a Gaussian smearing are applied. The electron-core interactions are
described with the projector augmented wave (PAW) method [274], and the plane-wave
basis set is expanded up to a kinetic energy cutoﬀ of 400 eV.
The ﬁrst-principles molecular dynamics simulation of the amorphous alumina surface
in contact with water are performed with the Car-Parrinello scheme [165] as implemented
in the LAUTREC code [275, 276], using the PW91 [277] GGA functional and a cutoﬀ
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of 540 eV. A ﬁctitious electron mass of 300 au and a timestep of 5.0 au, increasing
the mass of the hydrogen atoms to 2 amu, are used. This ensures adiabaticity of the
electronic system throughout the dynamics, without addition of an electronic thermostat.
The temperature of the simulation was progressively increased within 0.5 ps and then
maintained constant to about 350±20 K by rescaling the atom velocities through a small
adaptive (positive/negative) damping term applied to the motion of the atoms, which was
updated every 100 timesteps.
A1.1.2 Simulations based on classical force ﬁelds
The Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) [129] code is
used for all calculations based on classical force ﬁelds (FF). A cut-oﬀ value of 8 Å is used
in case of the Buckingham potential, and of 12 Å for the Lennard-Jones potential and
real-space electrostatic contributions. The Ewald long-range electrostatic contributions in
reciprocal space are computed by means of the particle-particle particle-mesh solver [278].
Molecular dynamics simulations are typically performed in the NVT ensemble at 300 K
with using an integration timestep of 1 fs and a Nosé-Hoover thermostat with a coupling
constant of 0.1 ps. In case of simulations in explicit TIP3P water [279], as many Na+
or Cl− counterions as required are added for electrostatic neutrality of each simulated
system.
The structures of H and L Fn subunits are taken from the Protein Data Bank (codes
2FHA.pdb and 2FG8.pdb, respectively) and described by the AMBER-99SB [117] force
ﬁeld. The LEaP program of the AmberTools package is used to append to the H chain
missing residues which are not present in the X-ray structure. In case of simulations
at diﬀerent pH values, the protonation state of each residue has been adjusted to the
respective pH value; otherwise, the protonation state is consistently set to a pH of 8.6, as
used in the experiments.
The PLUMED package as a LAMMPS extension [280] is used to perform the metady-
namics (metaD) simulations. The well-tempered metaD scheme [234, 281] with a bias
factor of 15 is employed, where Gaussian hills with a height of 0.03 eV and a full width
at half-maximum of 0.3 Å are added every 0.5 ps. Furthermore, to sample the internal
degrees of freedom of the peptide the replica exchange with solute tempering (REST)
method [140] is employed. The combined RESTmetaD simulations are performed as de-
scribed in [143], with 15 replicas in the NVT ensemble with temperatures between 300 K
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and 510 K separated uniformly by steps of 15 K, and attempting exchanges between neigh-
boring replicas every 1 ps. The duration of each simulation is 200 ns, and the energies
are averaged over the last 100 ns to compute the free energy of adsorption.
A1.2 Classical force ﬁeld ﬁtting process of Al2O3
Figure A1: RDF curves of Gutierrez et al. [177] (1800 atoms - red line), Adiga et al. [179]
(21375 atoms - blue line) and Chagarov et al.[176] (100 atoms - summarized over 2000
snapshots - black x). As mentioned in the main text, the small deviations of the curve
based mainly on the small number of atoms in the system.
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Figure A2: Potential energy proﬁles of water molecules at diﬀerent orientations above
an amorphous alumina surface (surface 1) computed with DFT (black lines) and our force
ﬁeld (FF, blue lines) with the optimized parameters listed in Table 3.3 in the main text.
The height over the surface is relative to an arbitrary initial position at 0 Å.
Figure A3: Potential energy proﬁles of water molecules at diﬀerent orientations above
an amorphous alumina surface (surface 2) computed with DFT (black lines) and our force
ﬁeld (FF, blue lines) with the optimized parameters listed in Table 3.3 in the main text.
The height over the surface is relative to an arbitrary initial position at 0 Å.
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Figure A4: Potential energy proﬁles of ammonia (NH3) molecules at diﬀerent orienta-
tions above two diﬀerent amorphous alumina surface computed with DFT (black lines)
and our force ﬁeld (FF, blue lines) with the optimized parameters listed in the main text
in Table 3.3. The height over the surface is relative to an arbitrary initial position at 0 Å.
Figure A5: Potential energy proﬁles of formic acid (HCOOH) molecules at diﬀerent
orientations above two diﬀerent amorphous alumina surface computed with DFT (black
lines) and our force ﬁeld (FF, blue lines) with the optimized parameters listed in the main
text in Table 3.3. The height over the surface is relative to an arbitrary initial position
at 0 Å.
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Figure A6: Potential energy proﬁles of four diﬀerent amino acid side chains at diﬀerent
orientations above two diﬀerent amorphous alumina surface computed with DFT (black
lines) and our force ﬁeld (FF, blue lines) with the optimized parameters listed in the main
text in Table 3.3. The height over the surface is relative to an arbitrary initial position
at 0 Å.
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A1.3 Classical force ﬁeld ﬁtting process of FeO(OH)
Figure A7: Potential energy proﬁles of water (TIP3P water model) molecules at diﬀerent
orientations above the (021) and (110) goethite surface as well as the ferrihydrite surface.
The proﬁles are computed with DFT (black lines) and our force ﬁeld (FF, blue lines) with
the optimized parameters listed in the main text in Table 4.3. The height over the surface
is relative to an arbitrary initial position at 0 Å.
A1.3. CLASSICAL FORCE FIELD FITTING PROCESS OF FEO(OH) A7
Figure A8: Potential energy proﬁles of formic acid (HCOOH) molecules at diﬀerent
orientations above the (021) and (110) goethite surface as well as the ferrihydrite surface.
The proﬁles are computed with DFT (black lines) and our force ﬁeld (FF, blue lines) with
the optimized parameters listed in the main text in Table 4.3. The height over the surface
is relative to an arbitrary initial position at 0 Å.
Figure A9: Potential energy proﬁles of ammonia (NH3) molecules at diﬀerent orienta-
tions above the (021) and (110) goethite surface as well as the ferrihydrite surface. The
proﬁles are computed with DFT (black lines) and our force ﬁeld (FF, blue lines) with the
optimized parameters listed in the main text in Table 4.3. The height over the surface is
relative to an arbitrary initial position at 0 Å.
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A1.4 Anchor point analysis of the Ferritin/FeO(OH)
interface
Figure A10: Time evolution of the anchoring sites between the 2-fold symmetric Fn H
subunit (left) and L subunit (right) arrangements and the 'goethite big' particle model.
Marked are all contacts with distances smaller than 2.7 Å between any atom of the Fn
amino acid residues and any atom of the Fe(III) particle. The residues are labeled with
their sequence position number and the chain they belong to. The time percentage in
which a contact is present is shown on the right in each graphics. Contacts involving
amino acids with positively charged side chains are colored blue, with negatively charged
side chains red, with uncharged polar side chains green and all others colored grey.
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Figure A11: Time evolution of the anchoring sites between FnH subunit arrangements
(from top to bottom: two, three, four subunits) and the 'goethite small' particle model,
displayed separately for the inner side (left column) and outer side (right column) of
the entire shell. Marked are all contacts with distances smaller than 2.7 Å between any
atom of the Fn amino acid residues and any atom of the Fe(III) particle. The residues
are labeled with their sequence position number and the chain they belong to (A/B,
A/B/C, A/B/C/D for the three arrangements). The time percentage in which a contact
is present is shown on the right in each graphics. Contacts involving amino acids with
positively charged side chains are colored blue, with negatively charged side chains red,
with uncharged polar side chains green and all others colored grey.
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Figure A12: Time evolution of the anchoring sites between Fn L subunit arrangements
(from top to bottom: two, three, four subunits) and the 'goethite small' particle model,
displayed separately for the inner side (left column) and outer side (right column) of
the entire shell. Marked are all contacts with distances smaller than 2.7 Å between any
atom of the Fn amino acid residues and any atom of the Fe(III) particle. The residues
are labeled with their sequence position number and the chain they belong to (A/B,
A/B/C, A/B/C/D for the three arrangements). The time percentage in which a contact
is present is shown on the right in each graphics. Contacts involving amino acids with
positively charged side chains are colored blue, with negatively charged side chains red,
with uncharged polar side chains green and all others colored grey.
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Figure A13: Amino-acid-residue-resolved analysis of the anchoring sites between Fn H
subunit arrangements (from top to bottom: two, three, four subunits) and the 'goethite
small' particle model, displayed separately for the inner side (left column) and the outer
side (roght column) of the entire Fn shell. Shown are the percentage of contact time (left
panels) and the relative residue occurrence at the solvent accessible surface of the subunits
(right panels). The values for each residue type are also reported on the right-hand side of
each panel, for better clarity. Contacts involving amino acids with positively charged side
chains are colored blue, with negatively charged side chains red, with uncharged polar
side chains green and all others colored grey.
A12 CHAPTER 7. APPENDIX
Figure A14: Amino-acid-residue-resolved analysis of the anchoring sites between Fn L
subunit arrangements (from top to bottom: two, three, four subunits) and the 'goethite
small' particle model, displayed separately for the inner side (left column) and the outer
side (roght column) of the entire Fn shell. Shown are the percentage of contact time (left
panels) and the relative residue occurrence at the solvent accessible surface of the subunits
(right panels). The values for each residue type are also reported on the right-hand side of
each panel, for better clarity. Contacts involving amino acids with positively charged side
chains are colored blue, with negatively charged side chains red, with uncharged polar
side chains green and all others colored grey.
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A1.5 Source Code of crystal growth simulations
This section contains the most important parts of the LAMMPS input ﬁle for the per-
formed crystal growth simulations. For a better overview, all standard environment
settings are removed. All commands are explained in detail in the LAMMPS documen-
tation.
A1.5.1 Placement of the new complex in the simulation box
To place the new complex in a speciﬁc distance range to the already existing atoms of the
aggregate or protein, the structure and parameter of the complex, which is added in every
step, is read by the molecule command (1). Afterward, groups for the already existing
atoms of the aggregate (2) and the atoms of the complex (3) are deﬁned. A loop of maxi-
mum 50000 attempts is started (5), in which one (7) new complex is randomly deposited
(6) in the simulation box. Afterward, the radial distribution function (9) between the
new complex and the aggregate or protein is calculated (12). If the complex is too close
(14) to the protein or an aggregate, the new complex is removed from the system and
after resetting the system (16/17) the next attempt (18) is started by jumping back (19)
to the start of the loop. If the new complex is in an appropriate distance to the protein
or aggregate, the docking procedure starts (15).
1 molecule F_read_complex feoh3(oh2)3.mol
2 group aggregate type 3 4 5 6
3 group complex type 24 25 26 27 28
4 label place_new_complex
5 variable ii loop 1 50000
6 ﬁx F_deposit new_complex deposit 1 0 1 $random region region_to_place
 mol F_read_complex near 1.0 attempt 1000
7 run 1
8 group G_check_docking union aggregate new_complex protein
9 compute C_RDF_complex G_check_docking rdf 1 24*28 3*22
10 variable V_RDF_complex equal c_C_RDF_complex[1][3]
11 thermo_style custom c_C_RDF_complex[1][3]
12 run 0
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13 unﬁx F_deposit
14 if '$V_RDF_cluster > 0' then 'delete_atoms group new_complex'
15 if '$V_RDF_cluster == 0' then 'jump $SELF start_docking_process'
16 uncompute C_RDF_complex
17 variable V_RDF_complex delete
18 next ii
19 jump input.linp.sh place_new_complex
A1.5.2 Docking procedure
If the placement of the new complex is successful, the docking procedure is started (1).
The group of atoms of the new complex, the aggregate, and the protein is deﬁned (2) and
set to the beginning to the internal atom list (3), which is necessary to include only this
atoms in the neighbor list (4). By that, all interactions, except between atoms of this
group, are switched oﬀ. In the next step, all atoms (5) are ﬁxed at their actual position
(6), except the new complex which is able to move in the NVT ensemble at 300 K (7). The
radial distribution function is used to calculate the current distance between the complex
and the aggregate or protein (8). The number of atoms in a selected range to the complex
is stored in variable V_failed (9). The halt function is used to stop the MD simulation
(13) if the complex moves closer to the aggregate or protein (11) or away, and therefore
outside the selected range, without atoms of the aggregate or protein (12) inside the cutoﬀ
range. After the simulation stops, since the complex is moved away from the aggregate
or protein (17), the complex is removed (21), the system is reset (18, 19, 20, 22) and the
placement of a new complex starts from the beginning (23). If the docking is successful
and the complex gets close to the aggregate or protein, additional MD simulation steps
are performed (24), followed by the relaxation of the system.
1 label start_docking_process
2 group group_min union aggregate new_complex protein
3 atom_modify ﬁrst group_min
4 neigh_modify every 1 delay 1 include group_min
5 group group_freeze subtract all new_complex
6 ﬁx freeze_system group_freeze setforce 0.0 0.0 0.0
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7 ﬁx F_min new_complex nvt temp 300.0 300.0 20.0
8 compute C_RDF_docked G_check_docking rdf 3 24*28 3*22
9 variable V_docked equal c_C_RDF_docked[1][3]
10 thermo_style custom c_C_RDF_docked[1][3] c_C_RDF_docked[3][3]
11 ﬁx F_halt_docked all halt 100 v_V_docked > 0 error continue
12 ﬁx F_halt_failed all halt 100 v_V_failed == 0 error continue
13 run 100000
14 unﬁx F_halt_docked
15 unﬁx F_halt_failed
16 variable V_docked delete
17 if '$V_failed == 0' then &
18 "uncompute C_RDF_docked" &
19 "variable V_failed delete" &
20 "unﬁx F_min" &
21 "delete_atoms group new_complex" &
22 "neigh_modify every 1 delay 1 include all" &
23 "jump input.linp.sh place_new_complex"
24 run 1000
A1.5.3 Relaxation of the system
After the successful docking of the newly added complex, the relaxation of the TIP3P
water and afterward the whole system is performed. First, all atoms (1) except the TIP3P
water molecules (type 1 and 2) are ﬁxed at their initial position (2). The ﬁre algorithm
is used (4) to push the atoms away from each other slowly (6). This is followed by a
short nve/limit (10) run (11) to slowly relax the deﬁned bonds, which are not considered
in the previous minimization step. Afterward, the timestep (15, 19, 26), as well as the
temperature and the coupling constant (16, 20), are slowly increased to relax the whole
system. Finally, a simulation in NPT ensemble to adjust the correct density is followed
by a long simulation in NVT ensemble.
1 group group_freeze type 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22
23
A16 CHAPTER 7. APPENDIX
2 ﬁx freeze_system group_freeze setforce 0.0 0.0 0.0
3 timestep 10.0
4 min_style ﬁre
5 min_modify dmax 0.1
6 minimize 1.0e-12 1.0e-12 100 100
7 unﬁx freeze_system
8 group group_freeze delete
9 timestep 1.0
10 ﬁx F_nve all nve/limit 0.1
11 run 10
12 velocity all set 0.0 0.0 0.0 sum no units box
13 unﬁx F_nve
14 ﬁx F_shake all shake 1.0e-6 500 0 t 2 5 8 10 12 13 15 18 19 20 21 28 a 1 b 1 2
15 timestep 0.1
16 ﬁx F_nvt all nvt temp 30.0 50.0 1.0
17 run 100
18 unﬁx F_nvt
19 timestep 1.0
20 ﬁx F_nvt all nvt temp 50.0 300.0 10.0
21 run 1000
22 unﬁx F_nvt
23 ﬁx F_nvt all nvt temp 300.0 300.0 100.0
24 run 1000
25 unﬁx F_nvt
26 timestep 2.0
27 ﬁx F_npt all npt temp 300.0 300.0 100.0 iso 1.0 1.0 100.0
28 run 25000
29 ﬁx F_nvt all nvt temp 300.0 300.0 100.0
30 run 100000
31 unﬁx F_nvt
A1.6. ANCHOR POINT ANALYSIS OF THE GROWN AGGREGATES A17
A1.6 Anchor point analysis of the grown aggregates
Figure A15: Normalized percentage occurence of polar, positive and negatively charged
amin acids as anchor points of aggregates which grow on the L subunits (left-hand side)
and H subunits (right-hand side) for all ﬁve performed indipendent simulations.
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A1.7 Aggregates obtained in crystal growth simulations
Figure A16: The aggregates in the left half are obtained in the systems which consider
PTR1, while the aggregate in the right half are results of the systems which consider
PTR2 and PTR3. On the left-hand side, the directly attached TIP3P water molecules
are highlighted by a blue sphere and on the right-hand side by transparent blue clouds.
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Figure A17: The aggregates in the left half are obtained in the systems which consider
PTR1, while the aggregate in the right half are results of the systems which consider
PTR2 and PTR3. On the right-hand side, all iron atoms are colored corresponding to
their identiﬁed crystal structure (blue - Maghemite, red - amorphous, purple - Bernalite,
white - Goethite, green - Akageneite).
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Figure A18: Diﬀerent systems of crystal growth simulation of FeOx(OH)y on the L
subunit. On the right-hand side, all iron atoms are colored corresponding to their iden-
tiﬁed crystal structure (blue - Maghemite, red - amorphous, purple - Bernalite, white -
Goethite, green - Akageneite, yellow - Feroxyhyte).
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Figure A19: Diﬀerent systems of crystal growth simulation of FeOx(OH)y on the H
subunit. On the right-hand side, all iron atoms are colored corresponding to their iden-
tiﬁed crystal structure (blue - Maghemite, red - amorphous, purple - Bernalite, white -
Goethite, green - Akageneite, yellow - Feroxyhyte).
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