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Abstract
To deal with the growing challenge from high dimensional data, we pro-
pose a conditional variable screening method for linear models named as
conditional screening via ordinary least squares projection (COLP). COLP
can take advantage of prior knowledge concerning certain active predictors
by eliminating the adverse impacts from their coefficients in the estimation
of remaining ones and thus significantly enhance the screening accuracy.
We then prove the sure screening property of COLP under reasonable as-
sumptions. Moreover, based on the conditional approach, we introduce an
iterative algorithm named as forward screening via ordinary least squares
projection (FOLP), which not only could utilize the prior knowledge more
effectively, but also has promising performances when no prior information
is available applying a data-driven conditioning set. The competence of
COLP and FOLP is fully demonstrated in extensive numerical studies and
the application to a leukemia dataset.
Keywords: Conditional variable screening; Forward regression; Orthogonal
projection matrix; Sure screening property; Variable selection.
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1. Introduction
With rapid development of modern information technology, scientists are confronted
with unprecedentedly massive data in various scientific fields, such as genomics,
economics and earth sciences, etc. How to extract key information from those high
dimensional data becomes a great challenge for statisticians. Specifically, for high
dimensional regression problems where the number of predictors far exceeds the
sample size, statisticians have devoted considerable research effort to effectively
identifying all active predictors that contribute to the response from the data full of
inactive predictors.
Last decades have witnessed great prosperity of research on variable selection
techniques, including but not limit to, the LASSO (Tibshirani, 1996), the SCAD
(Fan and Li, 2001), the Adaptive LASSO (Zou, 2006) and the elastic net (Zou and Hastie,
2005). Such selection techniques employ penalization on loss functions with certain
penalty functions and could select variables and estimate parameters simultaneously
through solving large-scale optimization problems.
Nevertheless, for the ultrahigh dimensional data where the predictor dimension
expands exponentially with the sample size, aforementioned selection techniques
may no longer be consistent (Zhao and Yu, 2006; Zou, 2006) and the computational
cost of solving high dimensional optimization problems increases dramatically even
with the help of some efficient algorithms (Efron et al., 2004; Fan and Lv, 2011).
Such concerns on selection consistency and computational efficiency motivate the
development of variable screening techniques, which are designed to efficiently reduce
the predictor dimension to a manageable size such that variable selection approaches
can be implemented smoothly afterwards.
Fan and Lv (2008) proposed the seminal sure independence screening (SIS) method
to conduct dimension reduction through ranking marginal correlations between pre-
dictors and the response. SIS is computationally efficient compared to solving large-
scale optimization problems and could preserve all active predictors with an over-
whelming probability under proper assumptions, which is referred to as the sure
screening property. Motivated by SIS, a number of variable screening techniques
(Fan and Song, 2010; Li et al., 2012a,b) are developed to deal with more general
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cases applying various marginal utilities.
The sure screening property is a main consideration when designing variable
screening techniques since it ensures that all active predictors can be preserved with
an overwhelming probability for upcoming variable selection procedures. Fan and Lv
(2008) proved the sure screening property of SIS under the marginal correlation as-
sumption that correlations between active predictors and the response are bounded
away from zero, which, however, can be easily violated due to high correlations
among predictors. Consequently, active predictors that are jointly correlated but
marginally uncorrelated with the response are likely to be screened out, whereas
inactive predictors that are highly correlated with active ones have high priority
to be selected. To avoid such undesirable results, Fan and Lv (2008) proposed the
iteratively sure independence screening (ISIS) algorithm that iteratively applies SIS
on the residual vector and remaining predictors to diminish correlations between
inactive predictors and the new response. Fan et al. (2009) further extended ISIS
to generalized linear models and proposed the vanilla ISIS method.
Moreover, Wang and Leng (2016) introduced another efficient variable screen-
ing method for linear models named as high dimensional ordinary least squares
projection (HOLP). HOLP conducts dimension reduction according to the HOLP
estimator, which is obtained by constructing a diagonally dominant matrix apply-
ing the Moore-Penrose inverse of the design matrix. Wang and Leng (2016) proved
that HOLP could preserve all active predictors with an overwhelming probability
without depending on the marginal correlation assumption. Nevertheless, the proof
of its sure screening property relies on the upper bound of ||β||, the L2 norm of
the coefficient vector β. Consequently, HOLP may break down when some coeffi-
cients are of large absolute values due to their considerable adverse impacts on the
estimation of other coefficients.
In scientific research, prior information regarding a set of certain active pre-
dictors, especially significant active predictors (predictors with coefficients of large
absolute values), is frequently available from previous studies. For instance, in the
analysis of a leukemia dataset, Golub et al. (1999) obtained that two genes, Zyxin
and Transcriptional activator hSNF2b, have empirically high correlations with the
AML-ALL class distinction and further research can be conducted based on this
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result. To exploit such prior information, Barut et al. (2016) proposed the condi-
tional sure independence screening (CSIS) approach for generalized linear models
to identify remaining active predictors through evaluating their conditional contri-
butions to the response conditioning on those known active variables. Barut et al.
(2016) proved the sure screening property of CSIS based on the conditional linear co-
variance assumption, requiring the conditional linear covariances between remaining
active predictors and the response to be bounded away from zero. As a result, any
active predictor with close-to-zero conditional linear covariance with the response
conditioning on the prior information is likely to be screened out by CSIS since its
coefficient in the regression with conditioning active predictors is also close to zero.
Therefore, inspired by HOLP and CSIS and motivated by their underperfor-
mance in certain scenarios, we propose a conditional variable screening method
named as conditional screening via ordinary least squares projection (COLP) to
take advantage of the prior knowledge concerning certain active predictors. COLP
initially projects the design matrix onto the orthogonal complement of the column
space of conditioning active predictors, and then builds an estimator for the re-
maining coefficients applying similar techniques in Wang and Leng (2016) with the
Moore-Penrose inverse of the projected design matrix. Through the orthogonal
projection, COLP could eliminate the negative effect from coefficients of those con-
ditioning active predictors in the estimation of remaining ones. The sure screening
property of COLP no longer relies on the upper bound of ||β||, but only requires the
L2 norm of remaining coefficient vector to be bounded from above. Therefore, COLP
could identify all remaining active predictors no matter how large the coefficients of
conditioning active predictors are. In addition, the sure screening property of COLP
also does not depend on the marginal correlation assumption nor the conditional
linear covariance assumption.
As shown in our simulation studies, COLP achieves the best performances when
the prior information covers all significant active predictors. However, it is usu-
ally impossible to obtain such informative prior knowledge in practical applications.
Therefore, to further eliminate impacts from coefficients of hidden active predictors,
we propose an iterative screening method named as forward screening via ordinary
least squares projection (FOLP). FOLP employs COLP in each iteration condition-
NING ZHANG, WENXIN JIANG AND YUTING LAN 5
ing on predictors selected in previous steps and adds new predictors to the selected
model one by one through comparing residual sums of squares (RSS) of candidate
models like the classic forward regression method (Wang, 2009, FR). Moreover,
FOLP works effectively even when no prior information is available using a data-
driven conditioning set. The competence of FOLP is verified in extensive simulation
studies and the analysis of a leukemia dataset, where we obtain zero training error
and zero testing error with the help of naive Bayesian rule.
The rest of the paper is organized as follows. Initially, we introduce the COLP
method and explain how it could improve the screening accuracy utilizing the prior
information in Section 2. Then in Section 3, we formally describe the sure screen-
ing property of COLP and demonstrate its numerical effectiveness in three specific
examples. In Section 4, we propose the FOLP algorithm and demonstrate its compe-
tence in extensive simulation studies and the analysis of a leukemia dataset. Finally,
technical details regarding the proof of the sure screening property of COLP are pre-
sented in the appendices.
2. Conditional screening via ordinary least squares projec-
tion
2.1 A new conditional variable screening method: COLP
Throughout the paper, we consider the classic linear model
y = xTβ + ǫ,
where x = (x1, · · · , xp)T denotes the predictor vector, β = (β1, · · · , βp)T denotes
the coefficient vector, ǫ denotes the random error and y denotes the response. For
n realizations of y and x, we have the alternative model
Y = Xβ + ǫ,
where Y = (Y1, · · · , Yn)T denotes the response vector, X ∈ Rn×p denotes the design
matrix and ǫ = (ǫ1, · · · , ǫn)T denotes the error vector consisting of n i.i.d random
errors. For any index set S ⊂ {1, · · · , p}, we denote xS as the subvector consisting
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of the j-th entry in x with j ∈ S and XS as the submatrix of X with columns
corresponding to S.
Let T = {j, βj 6= 0} denote the true model of size |T | = t, including indices
of all active predictors. And denote C $ T as the prior information obtained from
previous studies, consisting of indices of conditioning active predictors. That is,
we already know that xC is a set of active predictors and our aim is to identify
the rest of active predictors in xTD from the set of remaining predictors xD, where
TD = T −C and D = {1, · · · , p}−C. Without loss of generality, denoting t = tc+ td
and p = tc + pd, we assume that xC consists of the first tc elements in x.
To identify the remaining active predictors from xD, we propose the following
estimator for βD conditioning on xC
βˆD = (βˆtc+1, · · · , βˆp)T = (MCXD)+Y, (1)
where MC denotes orthogonal projection matrix on the orthogonal complement of
the column space of XC and (MCXD)
+ denotes the Moore-Penrose inverse ofMCXD.
When XC is of full column rank, the projection matrix MC can be written as MC =
In −XC(XTC XC)−1XTC , where In denotes the n× n identity matrix.
Based on the estimate βˆD, we then select predictors applying a threshold pa-
rameter γ as
Sγ =
{
j ∈ D : |βˆj| > γ
}
,
or a size parameter d as
Sd =
{
j ∈ D : |βˆj| are among the largest d of all |βˆj|s
}
.
We name the new screening method as conditional screening via ordinary least
squares projection (COLP) due to its similarity to the classic OLS method and
the HOLP method proposed by Wang and Leng (2016). In the following section,
we compare our method with HOLP and demonstrate how it could improve the
screening accuracy with the help of prior information.
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2.2 Rationale behind the COLP method
Wang and Leng (2016) proposed the HOLP method with the estimator
βˆ∗ = (βˆ∗1 , · · · , βˆ∗p)T = XT (XXT )−1Y,
where XT (XXT )−1 equals the Moore-Penrose inverse of X when X is of full row
rank. Thus, the HOLP estimator can be written as
βˆ∗ = X+Y = X+Xβ +X+ǫ.
Wang and Leng (2016) proved that X+X is diagonally dominant and the noise
term X+ǫ can be dominated by the signal term X+Xβ under certain assumptions.
Consequently, with an overwhelming probability, |βˆ∗i |i∈T can dominate |βˆ∗j |j 6∈T with
the help of relatively large diagonal terms in X+X and non-zero coefficients βi for
i ∈ T . Thus, models selected through ranking absolute values of entries in βˆ∗ could
preserve all active predictors with an overwhelming probability.
When the prior information C is available, the HOLP estimator can be written
as
βˆ∗ =
βˆ∗C
βˆ∗D
 =
XTC (XXT )−1XCβC +XTC (XXT )−1XDβD +XTC (XXT )−1ǫ
XTD(XX
T )−1XCβC +X
T
D(XX
T )−1XDβD +X
T
D(XX
T )−1ǫ
 ,
where βT = [βTC ,β
T
D] and X = [XC , XD]. To identify the remaining active predictors
with the prior information, it is sufficient to evaluate the HOLP estimator for βD as
βˆ∗D = X
T
D(XX
T )−1XCβC +X
T
D(XX
T )−1XDβD +X
T
D(XX
T )−1ǫ,
where XTD(XX
T )−1XC consists of off-diagonal terms in X
+X . However, in the
following scenario, we can see how βC could significantly affect the estimation of βD
in an adverse way.
Example 2.1. We consider a simple linear model with only two active predictors
as
y = x1β1 + x2β2 + ǫ,
CONDITIONAL VARIABLE SCREENING VIA OLS PROJECTION 8
where β1 and β2 are non-zero coefficients. Then the HOLP estimator for β2 is given
by
βˆ∗2 = m21β1 +m22β2 + ǫˆ2,
where M = [mij ] = X
T (XXT )−1X and ǫˆ2 = X
T
2 (XX
T )−1ǫ. Notice that even M
is diagonally dominant under certain assumptions, its off-diagonal terms are always
non-zero in practice. Then, if we choose β1 = −m22m21β2, we have βˆ∗2 = ǫˆ2, which
is only a linear combination of mean-zero random errors. Therefore, x2 has low
priority to be selected by HOLP since the estimate βˆ∗2 is close to zero.
In Example 2.1, we see that m21β1 is no longer dominated by m22β2 when
|β1| ≫ |β2| and thus x2 is likely to be screened out by HOLP due to the inaccurate
estimation (see the simulation results in Section 3.2). To avoid such circumstances,
Wang and Leng (2016) set an upper bound for ||β||, the L2 norm of the coefficient
vector, in the proof of the sure screening property of HOLP through making as-
sumptions on the variance of the response and the covariance matrix of predictors.
Nevertheless, predictors with coefficients of large absolute values (significant ac-
tive predictors) are not rare in real world applications, and most importantly, such
predictors are more likely to be detected in previous studies. Therefore, how to
diminish the adverse impacts from large coefficients utilizing such prior information
to further enhance the screening accuracy has aroused our interest.
To achieve this goal, we propose the COLP estimator for βD as
βˆD = (MCXD)
+Y = (MCXD)
+XCβC + (MCXD)
+XDβD + (MCXD)
+ǫ.
According to Yanai et al. (2011), the Moore-Penrose inverse ofMCXD can be written
as
(MCXD)
+ = XTDMCXD(X
T
DMCXDX
T
DMCXD)
−XTDMC ,
where (·)− denotes the generalized inverse of the matrix. As a result, we have
(MCXD)
+ = (MCXD)
+MC since M
2
C =MC .
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Therefore, the COLP estimator can be further expressed as
βˆD = (MCXD)
+MCXCβC + (MCXD)
+MCXDβD + (MCXD)
+ǫ
= (MCXD)
+MCXDβD + (MCXD)
+ǫ,
where the last equation comes from the fact that MCXC = 0. In this way, we could
eliminate the effect from βC on the estimation of βD. Furthermore, we prove that
(MCXD)
+MCXD is also diagonally dominant and (MCXD)
+ǫ can be dominated by
(MCXD)
+MCXDβD under proper assumptions. Consequently, |βˆj|s could preserve
the rank order of |βj |s as much as possible, immune from the negative effects from
βC.
When no prior information is available (i.e., C = ∅), we have XD = X , βD = β
andMC = In and thus the COLP estimator degenerates to the HOLP one. Moreover,
similar to Wang and Leng (2016), we could also establish the following relationship
between COLP and the ridge regression.
Initially, we consider the projected linear model
Y = XDβD + ζ,
where Y = MCY , XD = MCXD and ζ = MCǫ. For the projected model, the ridge
regression estimator is given by
βˆD(r) =
(
rIn + X
T
DXD
)−1
XTDY,
where r > 0 is the ridge parameter. According to Albert (1972), we also have
X+D = lim
r↓0
(
rIn + X
T
DXD
)−1
XTD.
Consequently, the COLP estimator can be written as
βˆD = X
+
DY = lim
r↓0
(
rIn + X
T
DXD
)−1
XTDY,
which can be regarded as the ridge regression estimator βˆD(r) with r tending to 0.
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3. Theoretical and numerical performances of COLP
In this section, we evaluate the theoretical and numerical performances of COLP
consecutively. In the first part, we introduce necessary technical assumptions and
formally describe the sure screening property of COLP in two theorems. Then,
in the second part, we assess the numerical performances of COLP in three dif-
ferent scenarios and demonstrate its effectiveness through comparisons with other
commonly used screening techniques.
3.1 The sure screening property of COLP
The sure screening property of COLP relies on the following three assumptions.
(A1) The predictor vector x follows a multivariate normal distribution with mean
0 and covariance matrix
Σ =
Σ11 Σ12
Σ21 Σ22
 ,
where Σ11 and Σ22 are tc× tc and pd×pd matrices with unit diagonal elements.
(A2) The random error ǫ is independent of x and follows a sub-Gaussian distribution
with mean 0 and variance σ2.
(A3) Assume that p > n, E[var(y|xC)] = O(1) and there also exist constants ct, cβ >
0, cλ ≥ 1 and ξt, ξβ, ξλ ≥ 0 with ξt + 2ξβ + 5ξλ < 1, such that
t ≤ ctnξt , βmin = min
j∈T
|βj| ≥ cβn−ξβ and cond(Σ) = λmax(Σ)
λmin(Σ)
≤ cλnξλ ,
where λmax(Σ) and λmin(Σ) denote the largest and smallest eigenvalues of Σ,
respectively.
The normality assumption (A1) was assumed by Wang (2009) to facilitate the
proof of the sure screening property of FR and can be regarded as a special case of as-
sumptions on the distribution of x made by Fan and Lv (2008) and Wang and Leng
(2016).
In assumption (A2), we only consider sub-Gaussian distributed random errors,
including normal distributed, Bernoulli distributed and other bounded random er-
rors. According to Vershynin (2010) and Wang and Leng (2016), sub-exponential
distributions and distributions with bounded 2k-th moments share similar tail be-
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haviors with sub-Gaussian distributions. Therefore, our results are still valid for
more general random errors with slightly different probability bounds under similar
assumptions.
Additionally, we adopt assumption (A3) same as assumed by Wang and Leng
(2016) except setting a constant upper bound on the expected conditional variance
E[var(y|xC)] instead of var(y), which is a weaker condition according to the law of
total variance
var(y) = E[var(y|xC)] + var[E(y|xC)].
Under the normality assumption and the assumption on cond(Σ), a constant upper
bound for E[var(y|xC)] implies that ||βD||2 ≤ Cβnξλ for some positive constant
Cβ . Then the sure screening property of COLP can be obtained with ||βC||2 being
arbitrarily large, whereas the sure screening property of HOLP relies on the condition
that ||β||2 ≤ C∗βnξλ for some positive constant C∗β. Moreover, the assumption that
p > n and t = o(n) indicates that only a small portion of predictors are relevant to
the response. Therefore, with nd = n − tc, all our theoretical results that involve
nd and pd can be expressed in terms of n and p since nd = O(n) and pd = O(p).
Finally, it is also noteworthy that the sure screening property of COLP does not
depend on the marginal correlation assumption nor the conditional linear covariance
assumption.
The sure screening property of COLP can be formally described in the following
two theorems, corresponding to models selected by a threshold parameter γn and a
size parameter dn, respectively.
Theorem 1. Under assumptions (A1), (A2) and (A3), if we select the model Sγn =
{j ∈ D : |βˆj | > γn} with a threshold parameter γn satisfying that
n1−ξβ−ξλ√
log n · p = o(γn) and γn = o
(
n1−ξβ−ξλ
p
)
,
then there exists some constant C > 0, such that
P (TD ⊂ Sγn) ≥ 1− O
{
exp
(−C · n1−ξt−2ξβ−5ξλ
log n
)}
.
Theorem 1 shows that with the prior information C, the model selected by COLP
CONDITIONAL VARIABLE SCREENING VIA OLS PROJECTION 12
with a proper threshold could preserve all the remaining active predictors with an
overwhelming probability under assumptions (A1)-(A3). Furthermore, the following
theorem indicates that if we select dn predictors corresponding to COLP estimates
of largest absolute values, we could also identify all the remaining active predictors
with an overwhelming probability under an additional assumption on the predictor
dimension p.
Theorem 2. Suppose assumptions (A1), (A2) and (A3) hold and p satisfies that
log p = o
(
n1−ξt−2ξβ−5ξλ
log n
)
.
Then if we select the model Sdn = {j ∈ D : |βˆj| are among the largest dn of all}
with dn ≥ ctnξt, there exists the same constant C as chosen in Theorem 1, such that
P (TD ⊂ Sdn) ≥ 1− O
{
exp
(−C · n1−ξt−2ξβ−5ξλ
log n
)}
.
3.2 Simulation study I: conditional screening performances of COLP
In this part, we evaluate the conditional screening performances of COLP in com-
parison with those of SIS, CSIS and HOLP in three examples, where these three
alternative techniques may break down due to violations of certain assumptions that
their sure screening properties rely on. For SIS and HOLP, we only consider the
estimates for βD in determining the selected models.
In each example, we consider two different parameter setups, (d, n, p) = (200, 100,
2000) and (d, n, p) = (100, 200, 10000), where d denotes the number of simula-
tions. And the prior information C is chosen as {1}, {2} or {3, 4} for all exam-
ples. Moreover, sizes of the selected models for all these four methods are set to
dn = ⌊n/ log(n)⌋ and the random error ǫ is assumed to follow a centered normal
distribution with the variance σ2 adjusted to achieve R2 = 60% or R2 = 90%, where
R2 = var(xTβ)/var(y) is the signal ratio defined by Wang (2009). Finally, the
conditional screening performance is evaluated based on the following criteria.
• Ps: proportion of simulations where all remaining active predictors are included
in the selected models.
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• Ms: median of minimum model sizes of the selected models that are required to
cover all remaining active predictors. The sampling variability of the minimum
model size (MMS) is measured by the robust standard deviation (RSD), which is
defined as the associated interquartile range of MMS divided by 1.34.
In this simulation study, we assess the conditional screening performances of four
screening methods with various prior information in the following three scenarios.
Example 3.1. In this setting, we consider the linear model
y = 5x1 + x2 + x3 + x4 +
p∑
j=5
xjβj + ǫ,
where x = (x1, · · · , xp)T follows the multivariate normal distribution N(0, Ip) with
βj = 0 for j ≥ 5.
Table 1: The proportion of sure screening Ps, median of minimum required model sizes
Ms and its robust standard deviation RSD (in parentheses) in Example 3.1.
C R2
SIS CSIS HOLP COLP
Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD)
(d, n, p) = (200, 100, 2000)
{1} 60% 0.00 1108 (735) 0.06 363 (471) 0.00 1058 (723) 0.06 428 (482)
90% 0.01 707 (677) 0.86 5 (5) 0.01 660 (661) 0.84 4 (5)
{2} 60% 0.03 744 (701) 0.03 770 (736) 0.04 719 (774) 0.04 712 (792)
90% 0.04 412 (636) 0.02 466 (585) 0.05 422 (604) 0.06 388 (580)
{3, 4} 60% 0.10 298 (636) 0.10 270 (576) 0.11 330 (608) 0.12 294 (536)
90% 0.18 185 (397) 0.20 196 (376) 0.21 180 (359) 0.20 144 (358)
(d, n, p) = (100, 200, 10000)
{1} 60% 0.01 2329 (3072) 0.11 299 (650) 0.01 2094 (2943) 0.09 361 (793)
90% 0.03 920 (1429) 1.00 3 (0) 0.03 806 (1386) 1.00 3 (0)
{2} 60% 0.04 1326 (2418) 0.04 1308 (2540) 0.04 1465 (2382) 0.03 1266 (2177)
90% 0.10 482 (1139) 0.12 487 (999) 0.11 442 (1131) 0.12 465 (1120)
{3, 4} 60% 0.18 440 (1238) 0.19 400 (946) 0.17 378 (1348) 0.20 350 (1094)
90% 0.30 160 (273) 0.28 107 (227) 0.30 157 (335) 0.29 104 (209)
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Example 3.2. In this example, we have the linear model
y = 5x1 + 2x2 + 2x3 + 2x4 − 4x5 +
p∑
j=6
xjβj + ǫ,
where x = (x1, · · · , xp)T follows the centered multivariate normal distribution with
cov(x1, xj) = 0.5 for j 6= 1 and cov(xi, xj) = 0.75 for i, j > 1 and i 6= j. The
coefficients βjs are set to 0 for j ≥ 6.
Table 2: The proportion of sure screening Ps, median of minimum required model sizes
Ms and its robust standard deviation RSD (in parentheses) in Example 3.2.
C R2
SIS CSIS HOLP COLP
Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD)
(d, n, p) = (200, 100, 2000)
{1} 60% 0.00 1986 (41) 0.00 1970 (212) 0.00 1130 (709) 0.01 1010 (751)
90% 0.00 1998 (6) 0.01 1999 (1) 0.03 520 (674) 0.15 94 (161)
{2} 60% 0.00 1986 (41) 0.01 1628 (583) 0.00 870 (677) 0.00 834 (674)
90% 0.00 1998 (6) 0.01 1656 (846) 0.06 330 (529) 0.06 322 (496)
{3, 4} 60% 0.00 1985 (41) 0.01 686 (811) 0.04 510 (665) 0.04 538 (659)
90% 0.00 1997 (6) 0.13 207 (378) 0.20 152 (318) 0.21 133 (295)
(d, n, p) = (100, 200, 10000)
{1} 60% 0.00 9997 (9) 0.00 9997 (140) 0.00 2206 (2306) 0.01 937 (1516)
90% 0.00 9999 (0) 0.00 9999 (0) 0.05 654 (888) 0.71 13 (30)
{2} 60% 0.00 9997 (9) 0.00 7922 (4553) 0.04 1478 (1930) 0.05 1358 (1890)
90% 0.00 9999 (0) 0.01 9266 (2292) 0.20 376 (736) 0.22 404 (630)
{3, 4} 60% 0.00 9996 (9) 0.12 598 (1952) 0.15 438 (1161) 0.15 496 (1224)
90% 0.00 9998 (0) 0.30 118 (351) 0.37 98 (474) 0.40 76 (431)
Example 3.3. In this case, we examine the linear model
y = 5x1 + x2 + 2x3 + 2x4 + 2x5 − 3x6 +
p∑
j=7
xjβj + ǫ,
where x = (x1, · · · , xp)T follows the multivariate normal distribution N(0,Σ) with
cov(x1, xj) = 0 for j 6= 1, cov(x2, xj) = 0 for j 6= 2 and cov(xi, xj) = 0.5 for i, j > 2
and i 6= j. Additionally, we set βj = 0 for j ≥ 7.
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Table 3: The proportion of sure screening Ps, median of minimum required model sizes
Ms and its robust standard deviation RSD (in parentheses) in Example 3.3.
C R2
SIS CSIS HOLP COLP
Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD)
(d, n, p) = (200, 100, 2000)
{1} 60% 0.00 1942 (206) 0.00 1993 (43) 0.00 856 (711) 0.01 474 (633)
90% 0.00 1986 (48) 0.00 1999 (1) 0.01 470 (518) 0.39 38 (84)
{2} 60% 0.00 1915 (281) 0.00 1908 (244) 0.00 674 (637) 0.00 676 (638)
90% 0.00 1984 (96) 0.00 1986 (106) 0.03 304 (409) 0.04 286 (394)
{3, 4} 60% 0.00 1941 (206) 0.01 976 (654) 0.02 510 (668) 0.03 474 (591)
90% 0.00 1985 (48) 0.01 610 (739) 0.10 202 (418) 0.15 172 (361)
(d, n, p) = (100, 200, 10000)
{1} 60% 0.00 9980 (221) 0.00 9999 (7) 0.01 1266 (1747) 0.07 372 (523)
90% 0.00 9998 (28) 0.00 9999 (0) 0.09 536 (937) 0.89 6 (4)
{2} 60% 0.00 9970 (231) 0.00 9972 (243) 0.02 706 (1149) 0.00 704 (1165)
90% 0.00 9998 (34) 0.00 9998 (23) 0.18 251 (475) 0.17 188 (455)
{3, 4} 60% 0.00 9980 (221) 0.01 2849 (3615) 0.06 703 (1404) 0.08 642 (880)
90% 0.00 9997 (28) 0.07 1293 (2917) 0.34 202 (737) 0.40 78 (482)
Simulation results are presented in Table 1-3, from which we can summarize
that COLP has the overall best screening performance and SIS fails to identify
all the remaining active predictors in most simulations, whereas CSIS and HOLP
underperform in various scenarios.
More specifically, in Example 3.1, we consider the linear model with independent
predictors and x1 has relatively large coefficient compared to those of the other
three active predictors. From Table 1, we can see that all these four methods have
similar performances when R2 = 60% as a consequence of large random errors.
However, when the signal ratio is large, SIS and HOLP still fail to identify all
the remaining active predictors given the prior information C = {1}, due to small
marginal correlations between remaining active predictors and the response and
relatively large coefficient of x1, respectively. Meanwhile, CSIS and COLP could
preserve all the remaining active predictors in more than 80% of simulations when
(d, n, p) = (200, 100, 2000) and in all simulations when (d, n, p) = (100, 200, 10000)
with the help of such prior information.
In Example 3.2, we consider the linear model with highly correlated predictors
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and the active predictor x5 is designed to have zero conditional linear covariance
with y conditioning on x1, which can be computed as
covL(x5, y|x1) =
p∑
i=1
(σi5 − σ15σ−111 σ1i)βi = 0.
As a result, we see from Table 2 that CSIS breaks down when C = {1} since its
sure screening property no longer holds in such a circumstance. Moreover, SIS
also has undesirable performances in this example due to high correlations between
inactive and active predictors. Utilizing the prior information C = {1}, COLP could
significantly improve the screening accuracy when R2 = 90% compared to HOLP.
Such improvements are not obvious when C = {2} and C = {3, 4}.
In Example 3.3, we consider a more challenging case where the active predictor
x6 has zero marginal correlation as well as zero conditional linear covariance with
the response conditioning on x1 or x2, that is,
cov(x6, y) = 0, covL(x6, y|x1) = 0 and covL(x6, y|x2) = 0.
Violations of the marginal correlation assumption and the conditional linear covari-
ance assumption result in the underperformance of SIS and CSIS as shown in Table
3. With the prior information when C = {2} or C = {3, 4}, SIS and CSIS have
to select almost all the predictors to include all remaining active predictors in the
selected model. Meanwhile, HOLP has better performances since its sure screening
property does not depend on those correlation assumptions and COLP further im-
proves the screening accuracy, especially in the C = {1} case, through eliminating
the effects from coefficients of known active predictors.
The competitive performances of COLP exhibited in all these challenging sce-
narios confirm its effectiveness of conditional screening. However, we notice a re-
markable difference between the performances of COLP in the C = {1} and C = {2}
cases. Take the (d, n, p) = (100, 200, 10000) and R2 = 90% setup for instance. The
proportion of sure screening for COLP increases from 0.12 to 1.00 in Example 3.1
when we have prior information C = {1} instead of C = {2}. Similarly, we have
Ps = 0.22 for C = {2} and Ps = 0.71 for C = {1} in Example 3.2, as well as Ps = 0.17
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for C = {2} and Ps = 0.89 for C = {1} in Example 3.3. One possible explanation
for such significant differences is that x1 has larger coefficients in these examples
and thus eliminating their effect could bring more substantial improvement in the
screening accuracy, which motivates us to seek another screening method to further
enhance the screening accuracy when the conditioning set only includes insignificant
active predictors or only covers a few significant active predictors.
4. Forward screening via ordinary least squares projection
4.1 An extension of the COLP method: FOLP
In Section 3.2, we verified the effectiveness of COLP but also noticed its insufficiency,
i.e., there is still plenty room for improvement when the conditioning set fails to
include all the significant active predictors. Such incompetence can be attributed to
the following two facts. One is that eliminating the impacts from small coefficients
of insignificant active predictors set will not lead to any substantial advancement.
And most importantly, large coefficients of unidentified significant active predictors
can keep influencing the estimation of remaining parameters adversely.
Nevertheless, it is usually unrealistic to obtain the prior information that includes
all significant active predictors in scientific researches. Commonly, statisticians are
confronted with the task of variable selection with some significant active predic-
tors left unidentified. To better deal with such common situations, we seek a new
screening method that could diminish the impact from coefficients of those hidden
significant active predictors. A natural solution is to apply COLP iteratively to
eliminate the influence from possible large coefficients of selected predictors. Then,
inspired by the forward regression method (Wang, 2009), we propose the following
iterative algorithm.
1. (Initialization) Obtain the COLP estimator βˆD conditioning on C. Let D∗ be a
permutation of D such that entries of βˆD∗ are ranked in a decreasing order of
their absolute values. Denote D∗[1] as the first element in D∗ and D∗[−1] as the
subset of D without its first element. Then, set S1 = D∗[1] and A1 = D∗[−1].
2. (Iteration) In the i-th iteration, conditioning on Ci = C ∪ Si, we obtain the
COLP estimator βˆDi for the remaining coefficients with Di = {1, · · · , p} − Ci
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and D∗i being its ordered permutation as defined in Step 1. Then we consider
two candidate models Mi1 = Ci ∪ Ai[1] and Mi2 = Ci ∪ D∗i [1] and compute
corresponding RSS as
RSSij =
[
In −XMij (XTMijXMij )−1XTMij
]
Y.
If RSSi1 ≤ RSSi2, set Si+1 = Si ∪ Ai[1] and Ai+1 = Ai[−1]. Otherwise, set
Si+1 = Si ∪ D∗i [1] and Ai+1 = D∗i [−1].
3. (Solution path) Iterate Step 2 until we get the model Sdn of size dn for some
predetermined size parameter dn. Meanwhile, we also obtain a collection of nested
models Sdn = {S1, · · · ,Sdn} named as the solution path of the algorithm.
We name the iterative algorithm as forward screening via ordinary least squares
projection (FOLP) because of its similarity to FR. Both of them select predictors one
by one through comparing RSSs of candidate models. However, in each iteration, FR
computes the RSSs for all the remaining predictors, whereas FOLP only evaluates
those of two candidate models, which makes FOLP more computationally efficient in
high dimensional scenarios. Moreover, FR fails to select the submodel of size larger
than n due to the limitation of degrees of freedom. Meanwhile, we can always add
new predictors to the selected model according to An once we obtained the model
Sn of size n in the FOLP algorithm.
Furthermore, in contrast to algorithms that simply employ COLP for several
times, FOLP could save us from the additional parameter tuning procedure, in-
cluding deciding how many times to apply COLP in the algorithm and how many
predictors to select after employing COLP. All such parameters can be determined
by comparing RSSs of candidate models in the FOLP algorithm. For instance, when
RSSi1 ≤ RSSi2 for 1 ≤ i ≤ dn, FOLP can be regarded as COLP with the prior in-
formation C. On the contrary, if RSSi1 > RSSi2 for 1 ≤ i ≤ dn, FOLP is equivalent
to employing COLP for dn times and selecting only one predictor after each time
COLP is applied. Finally, it is noteworthy that FOLP can work competitively even
when no prior information is available. As discussed in Section 2.2, with the prior
information C = ∅, COLP degenerates to the HOLP method. Therefore, in such a
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case, we can initially determine the conditioning set C of size one applying HOLP
and then employ the FOLP algorithm based on the data-driven conditioning set.
4.2 Simulation study II: a revisit of Simulation study I
In this section, we compare the conditional screening performances of COLP and
FOLP in Example 3.1-3.3 under the same settings in Simulation study I. For sim-
plicity, we omit the performances of SIS, CSIS and HOLP here, which can be found
in Table 1-3.
Table 4: The proportion of sure screening Ps, median of minimum required model sizes
Ms and its robust standard deviation RSD (in parentheses) for FOLP in Example 3.1.
C R2
(d, n, p) = (200, 100, 2000) (d, n, p) = (100, 200, 10000)
COLP FOLP COLP FOLP
Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD)
{1} 60% 0.06 428 (482) 0.00 1476 (409) 0.09 361 (793) 0.03 6552 (3681)
90% 0.84 4 (5) 0.85 3 (0) 1.00 3 (0) 1.00 3 (0)
{2} 60% 0.04 712 (792) 0.04 1254 (629) 0.03 1266 (2177) 0.13 4838 (4306)
90% 0.06 388 (580) 0.94 3 (0) 0.12 465 (1120) 1.00 3 (0)
{3, 4} 60% 0.12 294 (536) 0.17 694 (857) 0.20 350 (1094) 0.34 737 (3584)
90% 0.20 144 (358) 0.96 2 (0) 0.29 104 (209) 1.00 2 (0)
Table 5: The proportion of sure screening Ps, median of minimum required model sizes
Ms and its robust standard deviation RSD (in parentheses) for FOLP in Example 3.2.
C R2
(d, n, p) = (200, 100, 2000) (d, n, p) = (100, 200, 10000)
COLP FOLP COLP FOLP
Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD)
{1} 60% 0.00 1010 (751) 0.00 1559 (401) 0.01 937 (1516) 0.01 7071 (2880)
90% 0.15 94 (161) 0.38 368 (929) 0.71 13 (30) 0.97 4 (0)
{2} 60% 0.00 834 (674) 0.00 1376 (498) 0.05 1358 (1890) 0.03 5504 (3759)
90% 0.06 322 (496) 0.56 7 (568) 0.22 404 (630) 0.97 4 (0)
{3, 4} 60% 0.04 538 (659) 0.05 1121 (694) 0.15 496 (1224) 0.16 4224 (3962)
90% 0.21 133 (295) 0.76 3 (3) 0.40 76 (431) 1.00 3 (0)
We present the screening performances of FOLP in Example 3.1-3.3 in Table 4-6.
Even though COLP has the best overall performance compared to SIS, CSIS and
HOLP as shown in Table 1-3, we can still see a dramatic increase in the screening
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Table 6: The proportion of sure screening Ps, median of minimum required model sizes
Ms and its robust standard deviation RSD (in parentheses) for FOLP in Example 3.3.
C R2
(d, n, p) = (200, 100, 2000) (d, n, p) = (100, 200, 10000)
COLP FOLP COLP FOLP
Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD)
{1} 60% 0.00 474 (633) 0.00 1556 (434) 0.07 372 (523) 0.03 6691 (3703)
90% 0.38 38 (84) 0.92 5 (0) 0.89 6 (4) 1.00 5 (0)
{2} 60% 0.00 676 (638) 0.01 1536 (542) 0.00 704 (1165) 0.08 5373 (4409)
90% 0.04 286 (394) 0.95 5 (1) 0.17 188 (455) 1.00 5 (0)
{3, 4} 60% 0.03 474 (591) 0.07 1199 (828) 0.08 642 (880) 0.24 2506 (3854)
90% 0.15 172 (361) 0.96 4 (0) 0.40 78 (482) 1.00 4 (0)
accuracy for FOLP when the signal ratio is large. Such improvement is more signif-
icant in the C = {2} and C = {3, 4} cases since FOLP could eliminate the influence
of β1 once x1 is selected in the iterative steps.
When R2 = 60%, all these methods have unsatisfactory performances due to
large random errors. There are a few occasions, e.g., C = {1} in Example 3.1 and
3.3, where FOLP is slightly outperformed by COLP. Such results are not surprising
since COLP benefits the most from the prior information C = {1} due to the large
coefficient of x1, whereas the screening accuracy of FOLP can be affected by large
errors accumulated in each iteration. Furthermore, the error accumulation also
accounts for the unstable performances of FOLP in certain scenarios. As shown in
Table 4-6, even though FOLP could achieve the highest proportion of sure screening
in many cases when R2 = 60%, they are always accompanied by large Ms and RSD.
From Table 4-6, we see the significant enhancement in the screening accuracy
brought by FOLP in most cases. In the situations where FOLP is barely out-
performed, other screening techniques also break down and can only identify all
remaining active predictors in at most 11% of simulations. FOLP slightly sacrifices
the screening accuracy in some challenging cases where other screening methods also
struggle in exchange for a dramatic performance improvement in most situations. In
the next, we will further demonstrate the effectiveness of FOLP through extensive
numerical simulations.
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4.3 Simulation study III: conditional screening performances of FOLP
In this section, we evaluate the conditional screening performances of FOLP in
comparison with SIS, CSIS, HOLP and COLP in the following four examples that are
widely investigated by statisticians. In our simulation, we adopt the same parameter
setups and evaluating criteria as in Simulation study I with various conditioning sets.
Example 4.1. In this example, we consider the linear model with independent pre-
dictors examined by Fan and Lv (2008),Wang (2009) and Wang and Leng (2016).
Notice that the sure screening property of COLP is based on the normality assump-
tion of predictors. Therefore, to test the performances of COLP and FOLP against
non-normally distributed predictors, we consider independent and exponentially dis-
tributed predictors and random error, where xj ∼ exp(1) − 1 for 1 ≤ j ≤ p and
ǫ ∼ exp(λ)− 1/λ with the λ adjusted to achieve predetermined signal ratio R2. The
coefficients are designed as
βi = (−1)Ui[|Zi|+ 4 log(n)/n], for 1 ≤ i ≤ 8,
where Ui follows a Bernoulli distribution with P (Ui = 1) = 0.4, Zi is independent
of Ui from the standard normal distribution and βi = 0 for i > 8.
Example 4.2. In this example, we borrow the model from Barut et al. (2016) as
y = 3x1 + 3x2 + 3x3 + 3x4 + 3x5 − 7.5x6 +
p∑
j=7
βjxj + ǫ,
where all predictors follow the standard normal distribution with equal correlation
0.5. Such a correlation structure is named as compound symmetry and was in-
vestigated in various literatures (Fan and Lv, 2008; Wang, 2009; Wang and Leng,
2016). Meanwhile, the random error ǫ follows a centered normal distribution and
the coefficients are set to βj = 0 for j ≥ 7.
Example 4.3. In this example, we consider the linear model with predictors of au-
toregressive correlation structure (Tibshirani, 1996; Wang, 2009; Wang and Leng,
2016), where all predictors follow the standard normal distribution with covariance
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Table 7: The proportion of sure screening Ps, median of minimum required model sizes
Ms and its robust standard deviation RSD (in parentheses) in Example 4.1.
C R2
SIS CSIS HOLP COLP FOLP
Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD)
(d, n, p) = (200, 100, 2000)
{1} 60% 0.00 461 (499) 0.00 414 (475) 0.00 448 (469) 0.00 382 (447) 0.03 1502 (492)
90% 0.06 140 (262) 0.10 104 (167) 0.08 155 (264) 0.11 101 (158) 0.98 7 (0)
{2, 3} 60% 0.02 296 (444) 0.06 234 (359) 0.02 272 (479) 0.03 220 (326) 0.12 1255 (863)
90% 0.08 135 (256) 0.33 44 (110) 0.10 118 (256) 0.34 36 (87) 0.96 6 (0)
{4, 5, 6} 60% 0.01 418 (447) 0.07 157 (322) 0.01 388 (463) 0.08 170 (309) 0.09 1290 (781)
90% 0.29 48 (100) 0.59 16 (33) 0.30 46 (102) 0.61 16 (25) 1.00 5 (0)
(d, n, p) = (100, 200, 10000)
{1} 60% 0.06 522 (839) 0.09 422 (737) 0.08 529 (801) 0.07 357 (689) 0.43 1348 (4538)
90% 0.34 80 (163) 0.43 46 (84) 0.33 70 (198) 0.48 42 (81) 1.00 7 (0)
{2, 3} 60% 0.07 520 (806) 0.27 162 (447) 0.08 486 (720) 0.27 176 (386) 0.47 546 (3793)
90% 0.39 67 (162) 0.82 9 (8) 0.43 52 (199) 0.81 9 (10) 1.00 6 (0)
{4, 5, 6} 60% 0.33 80 (246) 0.48 45 (87) 0.36 86 (196) 0.49 42 (89) 0.79 5 (2)
90% 0.75 10 (24) 0.94 5 (2) 0.76 10 (21) 0.94 5 (2) 1.00 5 (0)
Table 8: The proportion of sure screening Ps, median of minimum required model sizes
Ms and its robust standard deviation RSD (in parentheses) in Example 4.2.
C R2
SIS CSIS HOLP COLP FOLP
Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD)
(d, n, p) = (200, 100, 2000)
{1} 60% 0.00 1999 (1) 0.00 1196 (840) 0.00 1048 (749) 0.00 1018 (733) 0.00 1549 (451)
90% 0.00 1999 (0) 0.01 821 (950) 0.00 493 (570) 0.00 522 (635) 0.81 5 (1)
{6} 60% 0.00 627 (503) 0.00 495 (440) 0.00 1138 (700) 0.00 616 (645) 0.00 1668 (369)
90% 0.01 368 (330) 0.03 166 (199) 0.00 674 (628) 0.49 24 (45) 0.73 5 (57)
{2, 3} 60% 0.00 1998 (1) 0.00 1662 (600) 0.00 884 (784) 0.00 849 (784) 0.00 1368 (529)
90% 0.00 1998 (0) 0.00 1464 (706) 0.04 374 (597) 0.04 400 (512) 0.86 4 (0)
{3, 4, 5} 60% 0.00 1997 (1) 0.00 1682 (532) 0.02 577 (699) 0.01 570 (661) 0.04 1149 (760)
90% 0.00 1997 (0) 0.00 1578 (633) 0.10 202 (480) 0.11 200 (409) 0.92 3 (0)
(d, n, p) = (100, 200, 10000)
{1} 60% 0.00 9999 (0) 0.00 2030 (3808) 0.00 1900 (2582) 0.00 1986 (2530) 0.01 6820 (2647)
90% 0.00 9999 (0) 0.06 842 (2426) 0.07 468 (997) 0.07 472 (802) 1.00 5 (0)
{6} 60% 0.00 1288 (1075) 0.01 810 (843) 0.00 2341 (2673) 0.05 498 (858) 0.01 7192 (2556)
90% 0.10 367 (576) 0.26 112 (164) 0.04 738 (1169) 0.94 5 (3) 1.00 5 (0)
{2, 3} 60% 0.00 9998 (0) 0.00 7948 (3481) 0.00 1480 (1854) 0.00 1412 (1875) 0.04 6126 (2997)
90% 0.00 9998 (0) 0.00 6782 (4391) 0.14 390 (717) 0.14 303 (546) 1.00 4 (0)
{3, 4, 5} 60% 0.00 9997 (0) 0.00 8766 (2646) 0.05 795 (1283) 0.06 596 (1115) 0.14 4990 (4345)
90% 0.00 9997 (0) 0.00 8909 (1823) 0.28 188 (446) 0.32 120 (298) 1.00 3 (0)
cov(xi, xj) = 0.5
|i−j|. The error ǫ follows a centered normal distribution and coeffi-
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cients are chosen as
β1 = 3, β4 = −2, β7 = 1.5, β10 = −4, β13 = 2,
and βj = 0 for j 6∈ {1, 4, 7, 10, 13}.
Table 9: The proportion of sure screening Ps, median of minimum required model sizes
Ms and its robust standard deviation RSD (in parentheses) in Example 4.3.
C R2
SIS CSIS HOLP COLP FOLP
Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD)
(d, n, p) = (200, 100, 2000)
{1} 60% 0.01 656 (646) 0.01 455 (619) 0.01 568 (612) 0.02 361 (604) 0.18 1032 (1032)
90% 0.05 438 (609) 0.06 304 (496) 0.07 341 (561) 0.10 218 (352) 1.00 4 (0)
{7} 60% 0.10 212 (376) 0.12 177 (327) 0.11 206 (366) 0.12 167 (285) 0.57 7 (705)
90% 0.26 54 (182) 0.35 45 (156) 0.34 54 (148) 0.38 42 (116) 1.00 4 (0)
{4, 7} 60% 0.28 66 (193) 0.32 60 (156) 0.32 54 (168) 0.35 48 (126) 0.75 3 (34)
90% 0.52 19 (60) 0.58 17 (60) 0.56 14 (46) 0.59 13 (36) 1.00 3 (0)
{10, 13} 60% 0.02 556 (668) 0.15 142 (220) 0.03 452 (604) 0.16 134 (209) 0.31 682 (1102)
90% 0.06 369 (619) 0.58 15 (40) 0.09 276 (569) 0.61 14 (27) 1.00 3 (0)
(d, n, p) = (100, 200, 10000)
{1} 60% 0.02 1315 (2715) 0.05 1372 (2792) 0.03 1129 (2991) 0.08 1056 (2615) 0.66 4 (658)
90% 0.11 664 (1643) 0.21 384 (949) 0.13 552 (1338) 0.25 276 (742) 1.00 4 (0)
{7} 60% 0.29 140 (612) 0.36 94 (444) 0.31 138 (581) 0.34 98 (414) 0.95 4 (0)
90% 0.61 20 (77) 0.67 11 (52) 0.65 16 (68) 0.68 10 (47) 1.00 4 (0)
{4, 7} 60% 0.54 28 (215) 0.54 32 (201) 0.56 32 (166) 0.55 25 (193) 0.99 3 (0)
90% 0.80 5 (16) 0.85 6 (9) 0.82 6 (9) 0.85 6 (9) 1.00 3 (0)
{10, 13} 60% 0.05 1188 (2626) 0.34 92 (322) 0.09 1090 (2730) 0.36 85 (353) 0.68 3 (498)
90% 0.13 655 (1690) 0.88 4 (3) 0.15 524 (1371) 0.87 4 (4) 1.00 3 (0)
Example 4.4. In this example, we consider a challenging case studied by Wang
(2009) and Wang and Leng (2016). In the linear model, we generate the predictors
as xj = (zj + wj)/
√
2 for 1 ≤ j ≤ 5 and xj = (zj +
∑5
i=1wi)/2 for 6 ≤ j ≤ p,
where zj and wj follow the standard normal distribution independently. The error
ǫ follows a centered normal distribution and coefficients are determined as βj = 2j
for 1 ≤ j ≤ 5 and βj = 0 for 6 ≤ j ≤ p.
We summarize all simulation results in Table 7-10, from which we can draw
similar conclusions as in Simulation study II. As expected, FOLP has the highest
screening accuracy in most situations. When R2 = 90%, it could identify all the
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Table 10: The proportion of sure screening Ps, median of minimum required model sizes
Ms and its robust standard deviation RSD (in parentheses) in Example 4.4.
C R2
SIS CSIS HOLP COLP FOLP
Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD) Ps Ms(RSD)
(d, n, p) = (200, 100, 2000)
{1} 60% 0.00 1999 (0) 0.00 1999 (0) 0.24 217 (719) 0.23 232 (688) 0.90 4 (1)
90% 0.00 1999 (0) 0.00 1999 (0) 0.56 12 (198) 0.52 14 (195) 1.00 4 (0)
{5} 60% 0.00 1999 (0) 0.00 1999 (0) 0.03 936 (896) 0.06 629 (763) 0.41 50 (618)
90% 0.00 1999 (0) 0.00 1999 (0) 0.12 504 (840) 0.16 386 (788) 0.98 4 (0)
{2, 3} 60% 0.00 1998 (0) 0.00 1998 (0) 0.15 435 (840) 0.14 474 (918) 0.54 18 (340)
90% 0.00 1998 (0) 0.00 1998 (0) 0.18 331 (605) 0.17 356 (782) 0.98 3 (0)
(d, n, p) = (100, 200, 10000)
{1} 60% 0.00 9999 (0) 0.00 9999 (0) 0.32 374 (2911) 0.29 527 (3055) 0.99 4 (0)
90% 0.00 9999 (0) 0.00 9999 (0) 0.56 14 (479) 0.52 27 (545) 1.00 4 (0)
{5} 60% 0.00 9999 (0) 0.00 9999 (0) 0.10 3342 (4777) 0.11 2344 (3706) 0.64 8 (312)
90% 0.00 9999 (0) 0.00 9999 (0) 0.26 769 (2675) 0.16 1540 (3253) 1.00 4 (0)
{2, 3} 60% 0.00 9998 (0) 0.00 9998 (0) 0.32 580 (3025) 0.19 1194 (2787) 0.69 4 (159)
90% 0.00 9998 (0) 0.00 9998 (0) 0.38 194 (1648) 0.17 1426 (3364) 0.99 3 (0)
remaining active predictors in almost all the simulations. More impressively, when
R2 = 60%, it can also significantly improve the screening accuracy under the effect
of large random errors in most cases.
Although the sure screening property of COLP relies on the normality assump-
tion of predictors, we see from Table 7 that both COLP and FOLP show competitive
performances in Example 4.1, where predictors and random errors are generated
from exponential distributions. Meanwhile, SIS and CSIS also work normally in
this setting thanks to the zero correlation among predictors.
In Example 4.2, the active predictor x6 is designed to have zero marginal correla-
tion with the response. Therefore, SIS breaks down as expected and its performances
improve when x6 is included in the conditioning set. Compared to HOLP, COLP
also benefits significantly from the conditioning predictor x6 through eliminating the
adverse impact from its coefficient. Nevertheless, the performances of COLP with
other prior information are not that promising. In contrast, FOLP could preserve
all the remaining active predictors in most simulations when R2 = 90%, even with
the prior information of insignificant active predictors.
In Example 4.3, predictors with large distances in position are expected to be
mutually independent approximately. Under such settings, CSIS and COLP have
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similar screening performances, whereas FOLP could further enhance the screening
accuracy through iterations. Finally, in the challenging model as described in Ex-
ample 4.4, SIS fails to work since correlations between xj and y for 1 ≤ j ≤ 5 are
much smaller than those between xj and y for j > 5. Additionally, as shown in
Table 10, SIS and CSIS need to select the whole model to cover those remaining
active predictors in all simulations (Ms = p1 and RSD = 0). Meanwhile, HOLP
and COLP have much better performances since their sure screening properties do
not depend on any correlation assumption. Similarly, FOLP has the best perfor-
mances in all the settings of this example. From such an extensive simulation study,
we can safely conclude that FOLP is an competitive conditional variable screening
technique compared to other commonly used screening methods.
4.4 Simulation study IV: post-screening performances of FOLP
Variable screening techniques are designed as preselection steps to facilitate further
variable selection and parameter estimation procedures. Therefore, the variable
selection performance after applying certain screening method also serves as an
important criterion in the evaluation of their effectiveness. Moreover, as discussed
previously, FOLP can work smoothly as a normal screening method applying a
data-driven conditioning set when no prior information is available. Then, in this
section, we assess the post-screening performances of FOLP without utilizing any
prior information to examine its efficacy in such scenarios.
After applying FOLP, we employ the following extended BIC (Chen and Chen,
2008) on its solution path to determine the selected model,
EBIC(S) = log
(
RSSS
n
)
+
|S|
n
· (log n+ 2 log p),
where RSSS denotes the RSS for model S and |S| denotes its model size. We denote
this two-stage variable selection method as FOLP-EBIC, and compare it with one-
stage variable selection methods LASSO and SCAD, as well as other two-stage se-
lection procedures, including SIS-SCAD, ISIS-SCAD, HOLP-LASSO, HOLP-SCAD
and FR-EBIC. For SIS and ISIS, we only apply SCAD to conduct the variable se-
lection since it was shown to achieve the best numerical performance by Fan and Lv
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(2008). And for FR, we also employ EBIC to select the final model from its solution
path. Moreover, all tuning parameters in LASSO and SCAD are also determined
using EBIC.
In this simulation study, we evaluate the variable selection performances of
aforementioned methods in Example 4.1-4.4. For simplicity, we only consider the
(d, n, p) = (100, 200, 10000) case and the post-screening performances are evaluated
based on following criteria.
• #FNs: the average number of active predictors outside the selected models.
• #FPs: the average number of inactive predictors included in the selected models.
• Size: the average model size of the selected models.
• Ps: the proportion of the selected models that cover the true model.
• Pe: the proportion of the selected models that are exactly the true model.
• Err: the average estimation error computed as
Err =
1
d
d∑
k=1
||βˆ(k) − β||2,
where βˆ(k) denotes the estimate of β corresponding to the model selected in the
k-th simulation.
• Rˆ2: the average out-of-sample R2 (Wang, 2009) computed as
Rˆ2 =
1
d
d∑
k=1
[
1− ||Y
∗ −X∗βˆ(k)||2∑n
i=1(Y
∗
i − Y¯ ∗)2
]
× 100%,
where (Y ∗, X∗) is a set of testing data independent of the d datasets with Y ∗ =
(Y ∗1 , · · · , Y ∗n ) and Y¯ ∗ =
∑n
i=1 Y
∗
i /n. The out-of-sample R
2 measures the effective-
ness of βˆ(k) in the out-of-sample forecasting.
• Time: the average computing time of each simulation in seconds.
The simulation results are presented in Table 11-14. We can see that FOLP-
EBIC has the best overall performance in both R2 = 60% and R2 = 90% cases
in terms of the proportion of sure screening, the proportion of exact screening, the
estimation error and the out-of-sample R2. It also achieves the smallest or close to
smallest #FNs and #FPs in all four examples. Meanwhile, the performances of FR-
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Table 11: The variable selection performances in Example 4.1
Method #FNs #FPs Size Ps Pe Err Rˆ2 Time
R2 = 60% LASSO 7.87 0.00 0.13 0.00 0.00 7.32 0.58 0.08
SCAD 7.88 0.00 0.12 0.00 0.00 7.32 0.51 0.09
SIS-SCAD 7.88 0.00 0.12 0.00 0.00 7.33 0.49 0.01
ISIS-SCAD 7.88 0.00 0.12 0.00 0.00 7.33 0.49 0.51
HOLP-LASSO 7.87 0.00 0.13 0.00 0.00 7.32 0.56 0.25
HOLP-SCAD 7.88 0.00 0.12 0.00 0.00 7.33 0.49 0.25
FR-EBIC 4.09 0.13 4.04 0.08 0.06 4.71 32.73 0.41
FOLP-EBIC 4.18 0.10 3.92 0.07 0.06 4.76 32.20 0.17
R2 = 90% LASSO 0.73 1.16 8.43 0.88 0.20 3.36 70.10 0.09
SCAD 0.24 0.63 8.39 0.97 0.51 1.28 85.53 0.09
SIS-SCAD 1.14 0.53 7.39 0.32 0.27 2.13 79.91 0.01
ISIS-SCAD 0.02 0.74 8.72 0.98 0.51 0.91 88.78 0.54
HOLP-LASSO 1.17 0.56 7.39 0.30 0.25 2.26 79.10 0.25
HOLP-SCAD 1.90 0.99 7.09 0.29 0.04 4.00 61.45 0.25
FR-EBIC 0.00 0.34 8.34 1.00 0.72 0.67 89.36 0.42
FOLP-EBIC 0.00 0.33 8.33 1.00 0.73 0.66 89.37 0.15
Table 12: The variable selection performances in Example 4.2
Method #FNs #FPs Size Ps Pe Err Rˆ2 Time
R2 = 60% LASSO 5.98 0.01 0.03 0.00 0.00 9.17 -0.08 0.08
SCAD 4.08 2.10 4.02 0.00 0.00 6.33 40.21 0.09
SIS-SCAD 5.74 0.59 0.85 0.00 0.00 9.27 5.86 0.01
ISIS-SCAD 4.16 1.96 3.80 0.01 0.01 6.17 43.41 0.01
HOLP-LASSO 5.99 0.01 0.02 0.00 0.00 9.17 -0.18 0.25
HOLP-SCAD 4.18 2.24 4.06 0.00 0.00 6.09 43.82 0.26
FR-EBIC 3.92 1.76 3.84 0.00 0.00 5.85 46.19 0.41
FOLP-EBIC 3.93 1.72 3.79 0.00 0.00 6.08 44.13 0.17
R2 = 90% LASSO 5.46 0.41 0.95 0.06 0.00 8.77 6.12 0.09
SCAD 0.01 0.02 6.01 0.99 0.97 0.56 89.48 0.09
SIS-SCAD 5.40 0.37 0.97 0.00 0.00 9.13 18.17 0.01
ISIS-SCAD 0.00 0.03 6.03 1.00 0.97 0.55 89.52 0.02
HOLP-LASSO 2.44 1.22 4.78 0.04 0.04 3.87 74.23 0.26
HOLP-SCAD 4.25 3.93 5.68 0.04 0.00 6.92 30.54 0.26
FR-EBIC 0.00 0.43 6.43 1.00 0.60 0.60 89.47 0.43
FOLP-EBIC 0.00 0.02 6.02 1.00 0.98 0.55 89.53 0.15
EBIC follow closely in most cases. However, the average running time of FR-EBIC
is almost three times of that of FOLP-EBIC. Such differences in computation time
can be enlarged as p increases since FOLP only consider two candidate models in
each iteration regardless of the predictor dimension. It also noteworthy that SCAD
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Table 13: The variable selection performances in Example 4.3
Method #FNs #FPs Size Ps Pe Err Rˆ2 Time
R2 = 60% LASSO 3.02 0.01 1.99 0.00 0.00 4.42 26.82 0.10
SCAD 2.70 0.04 2.34 0.02 0.01 4.10 31.30 0.10
SIS-SCAD 2.72 0.11 2.39 0.02 0.00 4.06 31.66 0.01
ISIS-SCAD 2.73 0.08 2.35 0.03 0.01 4.12 30.67 0.46
HOLP-LASSO 3.11 0.01 1.90 0.00 0.00 4.48 25.69 0.26
HOLP-SCAD 2.70 0.10 2.40 0.01 0.00 4.05 31.65 0.26
FR-EBIC 1.27 0.02 3.75 0.26 0.24 1.95 54.52 0.41
FOLP-EBIC 1.25 0.02 3.77 0.27 0.25 1.93 54.65 0.16
R2 = 90% LASSO 0.01 0.50 5.49 0.99 0.60 1.93 80.59 0.08
SCAD 0.00 0.03 5.03 1.00 0.97 0.46 90.18 0.09
SIS-SCAD 1.29 0.09 3.80 0.11 0.11 1.93 79.07 0.01
ISIS-SCAD 0.00 0.06 5.06 1.00 0.94 0.42 90.35 0.01
HOLP-LASSO 1.21 0.06 3.85 0.13 0.13 1.86 79.82 0.26
HOLP-SCAD 1.21 0.30 4.09 0.13 0.08 2.64 71.53 0.26
FR-EBIC 0.00 0.04 5.04 1.00 0.96 0.32 90.66 0.42
FOLP-EBIC 0.00 0.04 5.04 1.00 0.96 0.32 90.66 0.14
Table 14: The variable selection performances in Example 4.4
Method #FNs #FPs Size Ps Pe Err Rˆ2 Time
R2 = 60% LASSO 4.56 0.37 0.81 0.01 0.00 13.92 5.53 0.09
SCAD 1.83 1.16 4.33 0.19 0.08 7.47 39.68 0.09
SIS-SCAD 4.42 1.15 1.73 0.00 0.00 14.64 30.05 0.01
ISIS-SCAD 4.51 1.36 1.85 0.00 0.00 15.36 25.40 0.57
HOLP-LASSO 4.25 0.76 1.51 0.00 0.00 12.99 11.10 0.25
HOLP-SCAD 1.77 1.73 4.96 0.00 0.00 7.11 48.14 0.25
FR-EBIC 2.27 0.81 3.54 0.00 0.00 7.07 47.70 0.41
FOLP-EBIC 1.72 0.08 3.36 0.00 0.00 4.49 49.44 0.18
R2 = 90% LASSO 0.21 7.40 12.19 0.83 0.00 3.10 85.72 0.10
SCAD 0.14 0.20 5.06 0.86 0.72 1.27 88.02 0.10
SIS-SCAD 4.37 1.15 1.78 0.00 0.00 14.12 47.70 0.01
ISIS-SCAD 4.24 1.38 2.14 0.00 0.00 13.89 48.07 0.01
HOLP-LASSO 1.21 0.58 4.37 0.20 0.18 3.58 83.35 0.26
HOLP-SCAD 1.20 5.66 9.46 0.22 0.00 4.28 83.11 0.26
FR-EBIC 0.42 0.64 5.22 0.58 0.28 1.67 87.83 0.42
FOLP-EBIC 0.30 0.03 4.73 0.70 0.69 1.27 88.15 0.15
also has promising performances when R2 = 90%, but its screening accuracy drops
significantly in the R2 = 60% cases. From the comparison, we can conclude that
FOLP is a very competitive and relatively efficient screening method even when no
prior information is available.
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4.5 Real data analysis: A leukemia dataset
In this section, we demonstrate how COLP and FOLP could be applied to conduct
variable selection in the analysis of a leukemia dataset that was first studied by
Golub et al. (1999), which investigated the gene expression of 7129 genes in two
types of acute leukemias, acute lymphoblastic leukemia (ALL) and acute myeloid
leukemia (AML). The dataset includes 72 samples (47 ALL and 25 AML), where
38 (27 ALL and 11 AML) of them are designed as training samples and the rest
34 (20 ALL and 14 AML) are chosen as testing samples. Compared to ALL, AML
progresses rapidly and has a poor prognosis. Therefore, how to make consistent
classification of ALL and AML based on expression of selected genes can be crucial
for the diagnosis.
Our analysis can be divided into three stages, where we determine the condi-
tioning set in the first stage applying COLP in combination with information from
previous studies and then select important genes in the second stage employing
FOLP based on the conditioning set chosen in the first stage, and finally make the
classification based on selected genes applying the linear discrimination rule or the
naive Bayes rule.
In the study of Golub et al. (1999), two genes, Zyxin and Transcriptional activa-
tor hSNF2b, were identified to have empirically high correlations with the difference
between ALL and AML patients. Based on these two genes, we identify another
gene, Myeloperoxidase (MPO), as the first predictor selected by COLP. The expres-
sion of MPO is widely accepted as a golden marker for the diagnosis of AML and its
prognostic significance in AML is demonstrated in various literature (Matsuo et al.,
1989, 2003; Roberson et al., 2008). Then conditioning on such three genes, we fur-
ther identify the GATA-binding protein 2 (GATA2) gene from the screening result
of COLP. GATA2 is discovered as a new predisposition gene for AML (Hahn et al.,
2011) and high expression of GATA2 is a poor prognostic marker for pediatric AML
(Luesink et al., 2012). These four genes are chosen as conditioning predictors for
the following variable screening procedure.
Based on the conditioning genes, we apply the FOLP algorithm and select a
submodel consists of 16 genes (including conditioning genes). The size of the sub-
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model is set to the same as chosen in Fan and Lv (2008). Finally, we apply the
linear discrimination rule or the naive Bayes rule to conduct classification based on
the selected model.
Table 15: Classification errors in the leukemia data set.
Method Training error Testing error Number of genes
FOLP-LD 0/38 1/34 13
FOLP-NB 0/38 0/34 13
SIS-SCAD-LD 0/38 1/34 16
SIS-SCAD-NB 4/38 1/34 16
CSIS 0/38 1/34 3
NSC 1/38 2/34 21
We summarize the classification results of FOLP with the linear discrimination
rule (FOLP-LD), FOLP with the naive Bayes rule (FOLP-NB), SIS with the linear
discrimination rule (SIS-SCAD-LD), SIS with the naive Bayes rule (SIS-SCAD-NB),
CSIS and the Nearest Shrunken Centroids method (Tibshirani et al., 2002, NSC) in
Table 15. We see that FOLP-LD obtains a training error of 0 out of 38 and a testing
error of 1 out of 34, whereas FOLP-NB achieves 0 training error and 0 testing error.
Such results of FOLP remain the same when the size of submodel shrinks to 13. For
the other alternative methods, at least one testing error occurs in the classification.
Even though our models are not as parsimonious as the one obtained by CSIS, our
analysis leads to a more accurate classification result and may assist scientists in
identifying new significant genes account for the ALL-AML distinction.
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Appendices
A. Preliminary results for the main theorems
A.1 Uniform distributions on Stiefel manifolds
Let O(p) denote the orthogonal group consisting of all p × p orthogonal matrices
and Vn,p = {A ∈ Rp×n : ATA = In} denote the space formed by n-frames in
Rp. Vn,p is called the Stiefel manifold and on the manifold there exists a natural
measure (dX) called the Haar measure, which is invariant under both right and left
orthogonal transformations (Chikuse, 2012). By standardization, we can obtain a
probability measure as [dX ] = (dX)/V (n, p) on the Stiefel manifold with V (n, p) =
2nπnp/2/Γn(p/2), where Γm(a) = π
m(m−1)/4
∏m
i=1 Γ(a − (i − 1)/2) with Γ being the
standard gamma function.
A random matrix is said to be uniformly distributed on Vn,p if its distribution
is invariant under both left-orthogonal and right-orthogonal transformations, which
can be obtained through following decompositions of random matrices.
Definition 1 (Singular value decomposition). For any n× p matrix Z, there exist
V ∈ O(n), U ∈ Vn,p and n× n diagonal matrix D with non-negative elements, such
that
Z = V DUT .
Definition 2 (Polar decomposition). For any p× n matrix Z of rank n, we have
HZ = Z(Z
TZ)−1/2, TZ = Z
TZ,
where Z = HZT
1/2
Z and HZ ∈ Vn,p is called the orientation of Z.
Regarding the distributions of U and HZ on Vn,p, we have the following results.
Lemma 1 (Fan and Lv (2008)). Let Z be an n×p random matrix with the singular
value decomposition Z = V DUT and zTi denote the i-th row of Z, i = 1, 2, · · · , n.
If zis are independent and their distributions are invariant under right-orthogonal
transformations, then U is uniformly distributed on the manifold Vn,p.
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Lemma 2 (Chikuse (2012), Theorem 2.4.6). Suppose that a p × n random matrix
Z has the density function of the form
fZ(Z) = |Σ|−n/2g(ZTΣ−1Z),
where Σ is a p× p positive definite matrix. If the distribution of Z is invariant un-
der the right-orthogonal transformations, then its orientation HZ follows the matrix
angular central Gaussian distribution MACG(Σ) on Vn,p with the density function
fHZ (HZ) = |Σ|−n/2|HTZΣ−1HZ|−p/2.
For the uniform distributed matrices on Vn,p, we also have the following result.
Proposition 1 (Wang and Leng (2016), Proposition 2). Let U be uniformly dis-
tributed on Vn,p. Then for any constant C > 0, there exist constants c˜1 and c˜2 with
0 < c˜1 < 1 < c˜2, such that
P
(
eT1UU
Te1 < c˜1 · n
p
)
< 2e−Cn and P
(
eT1UU
Te1 > c˜2 · n
p
)
< 2e−Cn,
where ei = (0, · · · , 1, 0, · · · , 0)T denotes the i-th natural base in the corresponding
Euclidean space, whose dimensionality is to be understood from the context.
A.2 Normal and sub-Gaussian distributions
Definition 3 (Chikuse (2012)). An n × p random matrix Z is said to follow the
n×p rectangular matrix-variate standard normal distribution Nn,p(0; In, Ip) if it has
the density function
ϕ(n,p)(Z) =
1
(2π)np/2
etr(−1
2
ZTZ),
where etr(·) denotes exp(trace(·)). Equivalently, the elements of the matrix Z are
independent and identically distributed as N(0, 1). The n× p random matrix W is
said to follow the normal Nn,p(M ; Σ1,Σ2) distribution if it has the form
W = Σ
1
2
1ZΣ
1
2
2 +M,
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where Z ∼ Nn,p(0; In, Ip), M is an n× p matrix and Σ1 and Σ2 are n× n and p× p
positive definite matrices. The density function of W can be written as
ϕ(n,p)(W −M ; Σ1,Σ2) = |Σ1|−p/2|Σ2|−n/2ϕ(n,p)(Σ−
1
2
1 (W −M)Σ−
1
2
2 ).
Remark 1. For matrix Z from the rectangular matrix-variate standard normal dis-
tribution Nn,p(0; In, Ip) with the singular value decomposition Z = V DU
T , we know
that U is uniformly distributed on Vn,p according to Lemma 1.
Lemma 3 (Fan and Lv (2008)). Suppose n× p matrix Z follows the matrix-variate
normal distribution Nn,p(0; In, Ip). Then there exist some c˜λ > 1 and C˜λ > 0 such
that
P{λmax(p−1ZZT ) > c˜λ or λmin(p−1ZZT ) < c˜−1λ } ≤ exp(−C˜λn).
Lemma 4 (Bickel and Doksum (2015), Theorem B.6.5). Let z ∈ Rp follows the
multivariate normal distribution N(µ,Σ) with partitions
z =
z1
z2
 , µ =
µ1
µ2
 and Σ =
Σ11 Σ12
Σ21 Σ22
 ,
where z1 and µ1 are p1-dimensional vectors, z2 and µ2 are p2-dimensional vectors
and Σ11 and Σ22 are p1 × p1 and p2 × p2 matrices with p1 + p2 = p. Then, if Σ is
positive definite, the conditional distribution of z2 conditioning on z1 can be given
by
N(µ2 + Σ21Σ
−1
11 (z1 − µ1),Σ22·2),
where the covariance matrix Σ22·2 = Σ22 − Σ21Σ−111 Σ12 is also positive definite.
Proposition 2. (Vershynin, 2010) Let {ξi}ni=1 be a sequence of i.i.d sub-Gaussian
distributed random variables with mean 0 and a finite variance. Then, there exists
a positive constant Cξ depending on the distribution of ξi, such that for any vector
a = (a1, · · · , an)T ∈ Rn with ||a||2 = 1 and every z ≥ 0,
P
(∣∣∣∣∣
n∑
i=1
aiξi
∣∣∣∣∣ ≥ z
)
≤ e · exp{−Cξ · z2} .
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B. Proof of the main theorems
Recall that the COLP estimator can be written as
βˆD = (MCXD)
+Y = (MCXD)
+Xβ + (MCXD)
+ǫ, (1)
whereMC = In−XC(XTC XC)−1XTC and (MCXD)+ denotes the Moore-Penrose inverse
of MCXD.
Let C(XC) denote the column space of XC and C(XC)
⊥ denote its orthogonal
complement. Supposing columns of the n×nd matrix QC form a set of orthonormal
basis of the space C(XC)
⊥, then we have
XTC QC = 0 and MC = QCQ
T
C .
Moreover, since QTCXD is of full row rank, its Moore-Penrose inverse can be written
explicitly as
(QTCXD)
+ = XTDQC(Q
T
CXDX
T
DQC)
−1.
Consequently, the Moore-Penrose inverse (MCXD)
+ can be expressed as
(MCXD)
+ = (QTCXD)
+QTC = X
T
DQC(Q
T
CXDX
T
DQC)
−1QTC ,
where the first equation comes from the facts that Q+C = Q
T
C and (AB)
+ = B+A+
for any matrix A with orthonormal columns. Denoting W = XTDQC and HW =
W (W TW )−1/2 as its orientation, we can write Eq.(1) as
βˆD = HWH
T
WβD +W (W
TW )−1QTC ǫ. (2)
The main idea of our proofs is to show that |βˆi| > |βˆj| with an overwhelming
probability for any i ∈ TD and j 6∈ TD. To achieve this result, we evaluate the
two terms on the right-hand side of Eq.(2) separately based on the distributions of
random matrix W and its orientation HW .
Proposition 3. Under assumption (A1) and (A3), the random matrix W follows
the rectangular matrix-variate normal distribution Npd,nd(0; Σ22·2, Ind) and its orien-
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tation HW follows the matrix angular central Gaussian distribution MACG(Σ22·2)
with Σ22·2 = Σ22 − Σ21Σ−111 Σ12.
Proof of Proposition 3. Under assumption (A3), the covariance matrix Σ is positive
definite since cond(Σ) is bounded from above and then so are Σ11 and Σ22·2. Denote
XTiC and X
T
iD as the i-th row of XC and XD, respectively. According to assumption
(A1) and Lemma 4, we have
XiD|XiC d= Σ
1
2
22·2Z˜i + Σ21Σ
−1
11 XiC,
where Z˜is are pd-dimensional i.i.d random vectors from the standard multivariate
normal distribution. Consequently, for random matrix XD, we have
XD|XC d= Z˜Σ
1
2
22·2 +XCΣ
−1
11 Σ12,
where Z˜ is an n× pd random matrix with i.i.d elements from the standard normal
distribution.
Recall that columns of QC form a set of orthonormal basis of the space C(XC)
⊥
satisfying QC ∈ Vnd,n and XTC QC = 0. Then, for matrix W = XTDQC , we have
W |XC d= Σ
1
2
22·2Z˜
TQC
d
= Σ
1
2
22·2Z,
where Z is a pd × nd random matrix with i.i.d elements from N(0, 1) regardless of
the choice of QC.
Therefore, by Definition 3, W |XC is independent of XC and follows the rectangu-
lar matrix-variate normal distribution Npd,nd(0; Σ22·2, Ind), indicating thatW follows
the same distribution with the density function
f(W ) =
1
(2π)pdnd/2
· |Σ22·2|−nd/2etr(−1
2
WTΣ−122·2W).
Furthermore, notice that f(W ) = f(WQ) for any Q ∈ O(nd). Then, from Lemma
2, we obtain that HW follows the MACG(Σ22·2) distribution on Vnd,pd.
For eigenvalues of Σ and Σ22·2, we have the following result.
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Proposition 4. Under assumption (A1) and (A3), we have
1/cond(Σ) ≤ λmin(Σ) ≤ λmin(Σ22·2) ≤ λmax(Σ22·2) ≤ λmax(Σ) ≤ cond(Σ).
Proof of Proposition 4. According to the blockwise inverse formula (Bernstein, 2009),
we have
Σ−1 =
Σ11 Σ12
Σ21 Σ22
−1 =
Σ−111 + Σ−111 Σ12Σ−122·2Σ21Σ−111 −Σ−111 Σ12Σ−122·2
−Σ−122·2Σ21Σ−111 Σ−122·2
 .
Consequently, we obtain that
λmin(Σ
−1) ≤ λmin(Σ−122·2) ≤ λmax(Σ−122·2) ≤ λmax(Σ−1).
Equivalently, we have
λmin(Σ) ≤ λmin(Σ22·2) ≤ λmax(Σ22·2) ≤ λmax(Σ).
Furthermore, notice that trace(Σ) =
∑p
i=1 λi = p, where λis denote all the eigen-
values of Σ. It’s obvious that λmin(Σ) ≤ 1 and λmax(Σ) ≥ 1 and thus we can obtain
the final conclusion.
In the next, we introduce two results concerning the quantities of diagonal and
off-diagonal terms in HWH
T
W .
Lemma 5. Under assumption (A1) and (A3), for any constant C > 0, there exist
positive constants 0 < c1 < 1 < c2, such that for any i ∈ {1, · · · , pd},
P
(
eTi HWH
T
Wei < c1
n1−ξλ
p
)
< 2e−Cn and P
(
eTi HWH
T
Wei > c2
n1+ξλ
p
)
< 2e−Cn.
Proof of Lemma 5. More generally, we prove the conclusion for any vector v ∈ Rpd
with ||v|| = 1. Recall that
vTHWH
T
Wv = v
TW (W TW )−1W Tv
d
= vTΣ
1/2
22·2Z(Z
TΣ22·2Z)
−1ZTΣ
1/2
22·2v, (3)
where Z follows the normal distribution Npd,nd(0; Ipd, Ind). Suppose Z
T has the SVD
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as ZT = V DUT , where V ∈ O(nd), U ∈ Vnd,pd and D is an nd×nd diagonal matrix.
Then, Eq.(3) can be written as
vTHWH
T
Wv
d
= vTΣ
1/2
22·2U(U
TΣ22·2U)
−1UTΣ
1/2
22·2v,
where U is uniformly distributed on Vnd,pd according to Remark 1. In addition, the
vector Σ
1/2
22·2v can be expressed as
Σ
1/2
22·2v = ||Σ1/222·2v|| ·Qe1,
where Q is some pd × pd orthogonal matrix. Consequently, we have
vTHWH
T
Wv
d
= ||Σ1/222·2v||2 · eT1QTU(UTΣ22·2U)−1UTQe1
d
= ||Σ1/222·2v||2 · eT1 U˜(UTΣ22·2U)−1U˜Te1, (4)
where U˜ = QTU is also uniformly distributed on Vnd,pd. For the norm term, we have
λmin(Σ22·2) ≤ ||Σ1/222·2v||2 ≤ λmax(Σ22·2). (5)
Furthermore, we have
λ−1max(Σ22·2)||U˜Te1||2 ≤ λmin((UTΣ22·2U)−1)||U˜Te1||2 ≤ eT1 U˜(UTΣ22·2U)−1U˜Te1
≤ λmax((UTΣ22·2U)−1)||U˜Te1||2 ≤ λ−1min(Σ22·2)||U˜Te1||2. (6)
Combining Eq.(4), (5) and (6), we have
λmin(Σ22·2)
λmax(Σ22·2)
||U˜Te1||2 ≤ vTHWHTWv ≤
λmax(Σ22·2)
λmin(Σ22·2)
||U˜Te1||2.
Under assumption (A3), we have cond(Σ22·2) ≤ cond(Σ) ≤ cλnξλ by Proposition 4.
From Proposition 1, for any constant C > 0, there exist constants c˜∗1 and c˜
∗
2 with
0 < c˜∗1 < 1 < c˜
∗
2, such that
P
(
||U˜Te1||2 < c˜∗1
nd
pd
)
< 2e−2Cnd and P
(
||U˜Te1||2 > c˜∗2
nd
pd
)
< 2e−2Cnd .
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Combining with the fact that n/2 ≤ nd ≤ n and p/2 ≤ pd ≤ p from assumption
(A3), we obtain
P
(
vTHWH
T
Wv < c1
n1−ξλ
p
)
< 2e−Cn and P
(
vTHWH
T
Wv > c2
n1+ξλ
p
)
< 2e−Cn,
where c1 = c˜
∗
1/4cλ and c2 = 4c˜
∗
2cλ.
Lemma 6. Suppose H follows the MACG(Σ) distribution on Vn,p with cond(Σ) ≤
c∗nτ for some positive constants c∗. Then, for any 0 < α < 0.5 and C > 0, there
exists some positive constant c˜3, such that for any i, j ∈ {1, · · · , p} with i 6= j,
P
(∣∣eTi HHTej∣∣ > c˜3n1+τ−αp√log n
)
≤ O
{
exp
(−Cn1−2α
log n
)}
.
Remark 2. The proof of Lemma 6 can be referred to the proof of Lemma 5 in
Wang and Leng (2016).
Corollary 1. Under assumption (A1) and (A3), for any C > 0, there exists some
positive constant c3, such that for any i, j ∈ {1, · · · , pd} with i 6= j,
P
(∣∣eTi HWHTWej∣∣ > c3n1−0.5ξt−ξβ−1.5ξλp√log n
)
≤ O
{
exp
(−Cn1−ξt−2ξβ−5ξλ
logn
)}
,
where ξt + 2ξβ + 5ξλ < 1 under assumption (A3).
Based on the results regarding elements of HWH
T
W , we are able to estimate the
first term HWH
T
WβD.
Lemma 7. Under assumption (A1) and (A3), for any positive constant C, there
exist constants c4, c5 > 0, such that for any i ∈ TD,
P
(∣∣eTi HWHTWβD∣∣ < c4 · n1−ξβ−ξλp
)
≤ O
{
exp
(−Cn1−ξt−2ξβ−5ξλ
2 · log n
)}
,
and for any j 6∈ TD,
P
(∣∣eTj HWHTWβD∣∣ > c5√log n n1−ξβ−ξλp
)
≤ O
{
exp
(−Cn1−ξt−2ξβ−5ξλ
2 · logn
)}
.
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Proof of Lemma 7. Under assumption (A1) and (A3), we have
E[var(y|xC)] = βTDΣ22·2βD + σ2 ≤ Cv,
where Cv is some finite constant. Consequently, by Proposition 4, for i ∈ TD we
have ∣∣βi∣∣2 ≤ ||βD||2 ≤ Cv/λmin(Σ22·2) ≤ Cv · cond(Σ) ≤ Cvcλnξλ ,
For any C > 0 and j 6∈ TD, according to Corollary 1, with a probability of at least
1−O {nξt · exp (−Cn1−ξt−2ξβ−5ξλ/log n)}, we have
∣∣eTj HWHTWβD∣∣ ≤ ∑
i∈TD
∣∣eTj HWHTWei∣∣ · ∣∣βi∣∣ ≤√∑
i∈TD
∣∣eTj HWHTWei∣∣2 · ∣∣∣∣βD∣∣∣∣
≤
√
ctnξt · c
2
3 · n2−ξt−2ξβ−3ξλ
p2 logn
· Cvcλnξλ = c5n
1−ξβ−ξλ
p
√
logn
,
where c5 = c3
√
Cvctcλ. As a consequence, we obtain
P
(∣∣eTj HWHTWβD∣∣ > c5√logn n1−ξβ−ξλp
)
≤ O
{
exp
(−Cn1−ξt−2ξβ−5ξλ
2 · log n
)}
. (7)
Moreover, for i ∈ TD, according to Lemma 5 and Corollary 1, with a probability of
at least
1− 2e−Cn −O
{
nξt · exp
(−Cn1−ξt−2ξβ−5ξλ
log n
)}
,
we have
∣∣eTi HWHTWβD∣∣ ≥ ∣∣eTi HWHTWei∣∣ · βmin − ∑
j 6=i,j∈TD
∣∣eTi HWHTWej∣∣ · ∣∣βj∣∣
≥ c1cβn
1−ξβ−ξλ
p
− c5√
logn
n1−ξβ−ξλ
p
≥ c4 · n
1−ξβ−ξλ
p
, (8)
where c4 = c1cβ/2. Therefore, we obtain
P
(∣∣eTi HWHTWβD∣∣ < c4 · n1−ξβ−ξλp
)
≤ O
{
exp
(−Cn1−ξt−2ξβ−5ξλ
2 · log n
)}
. (9)
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For the second term W (W TW )−1QTC ǫ on the right-hand side of Eq.(2), we have
the following result.
Lemma 8. Under assumption (A1), (A2) and (A3), there exist some postive con-
stants c6 and C0, such that
P
(∣∣eTi W (W TW )−1QTC ǫ∣∣ > c6 · n1−ξβ−ξλ√log n · p
)
< O
{
exp
(−C0n1−2ξβ−4ξλ
log n
)}
.
Proof of Lemma 8. Denote
η = (η1, · · · , ηpd)T =W (W TW )−1QTC ǫ,
and
aij = e
T
i W (W
TW )−1QTC ej/
√
eTi W (W
TW )−2W Tei,
where the numerator denotes the element of W (W TW )−1QTC in the i-th row and
j-th column and the denominator denotes the norm of the i-th row vector in
W (W TW )−1QTC . Therefore, we have
ηi =
√
eTi W (W
TW )−2W Tei ·
n∑
j=1
aijǫj , (10)
where ||ai||2 =
∑n
j=1 a
2
ij = 1. For the scalar term
√
eTi W (W
TW )−2W Tei, we have
eTi W (W
TW )−2W Tei ≤ λmax((W TW )−1) · eTi HWHTWei
= λ−1min(Z
TΣ22·2Z) · eTi HWHTWei, (11)
where Z follows the normal distribution Npd,nd(0; Ipd, Ind). According to Lemma 3,
there exist some C˜λ > 0 and c˜λ > 1, such that
P
(
λmin(p
−1
d Z
TZ) < c˜−1λ
)
< e−C˜λnd.
Consequently, together with the fact that
λ−1min(Z
TΣ22·2Z) ≤ λ−1min(Σ22·2) · λ−1min(ZTZ) ≤ cond(Σ) · p−1d · λ−1min(p−1d ZTZ),
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we have
P
(
λ−1min(Z
TΣ22·2Z) > 2cλc˜λ · n
ξλ
p
)
< e−C˜λn/2. (12)
Meanwhile, according to Lemma 5, for the same C˜λ, there exists some positive
constant c2 such that
P
(
eTi HWH
T
Wei > c2 ·
n1+ξλ
p
)
< 2e−C˜λn. (13)
Therefore, combining Eq.(11), (12) and (13), we have
P
(
eTi W (W
TW )−2W Tei > 2c2cλc˜λ · n
1+2ξλ
p2
)
< O
{
exp
(
−C˜λn/2
)}
. (14)
Furthermore, by Proposition 2, letting z =
√
n1−2ξβ−4ξλ/log n, there exists some
positive constant C0 such that
P
∣∣∣∣∣
n∑
j=1
aijǫj
∣∣∣∣∣ >
√
n1−2ξβ−4ξλ
log n
 < O{exp(−C0n1−2ξβ−4ξλ
log n
)}
. (15)
Together with Eq.(14) and (15), denoting c6 = σ
√
2c2cλc˜λ, we obtain that
P
(∣∣ηi∣∣ > c6 · n1−ξβ−ξλ√
logn · p
)
< O
{
exp
(−C0n1−2ξβ−4ξλ
logn
)}
.
Proof of Theorem 1. Recall that for any i ∈ D, we have the corresponding COLP
estimator
βˆi = e
T
i HWH
T
WβD + e
T
i W (W
TW )−1QTC ǫ.
According to Lemma 7, for the same C0 as defined in Lemma 8, there exists some
constant c4 > 0 such that
P
(
min
i∈TD
∣∣eTi HWHTWβD∣∣ < c4n1−ξβ−ξλp
)
< O
{
ctn
ξt · exp
(−C0 · n1−ξt−2ξβ−5ξλ
2 · log n
)}
< O
{
exp
(−C0 · n1−ξt−2ξβ−5ξλ
3 · log n
)}
.
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By Lemma 8, we also have
P
(
max
i∈TD
∣∣eTi W (W TW )−1QTC ǫ∣∣ > c6 · n1−ξβ−ξλ√logn · p
)
< O
{
ctn
ξt · exp
(−C0 · n1−2ξβ−4ξλ
logn
)}
< O
{
exp
(−C0 · n1−2ξβ−4ξλ
2 · log n
)}
.
Therefore, for any threshold parameter γn satisfying that
n1−ξβ−ξλ√
logn · p = o(γn) and γn = o
(
n1−ξβ−ξλ
p
)
,
denoting C = C0/3, we obtain that
P
(
min
i∈TD
∣∣βˆi∣∣ ≤ γn) ≤ P (min
i∈TD
∣∣eTi HWHTWβD∣∣ < c4n1−ξβ−ξλp
)
+ P
(
max
i∈TD
∣∣eTi W (W TW )−1QTC ǫ∣∣ > c6 · n1−ξβ−ξλ√logn · p
)
< O
{
exp
(−C0 · n1−ξt−2ξβ−5ξλ
3 · logn
)}
= O
{
exp
(−C · n1−ξt−2ξβ−5ξλ
log n
)}
.
Consequently, if we determine the final model applying such a threshold parameter,
we have
P (TD ⊂ Sγn) ≥ 1− O
{
exp
(−C · n1−ξt−2ξβ−5ξλ
log n
)}
.
Proof of Theorem 2. Taking the same C0 as defined in Theorem 1, by Lemma 7, we
know that there exists some c5 > 0 such that
P
(
max
j 6∈TD
∣∣eTj HWHTWβD∣∣ > c5√log n n1−ξβ−ξλp
)
≤ O
{
pd · exp
(−C0n1−ξt−2ξβ−5ξλ
2 · log n
)}
.
According to Lemma 8, we also have
P
(
max
j 6∈TD
∣∣eTj W (W TW )−1QTC ǫ∣∣ > c6 · n1−ξβ−ξλ√log n · p
)
< O
{
pd · exp
(−C0n1−2ξβ−4ξλ
logn
)}
.
Let γn be a threshold parameter follows the same assumption in Theorem 1. Under
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the assumption that
log p = o
(
n1−ξt−2ξβ−5ξλ
log n
)
,
we have
P
(
max
j 6∈TD
∣∣βˆj∣∣ ≥ γn) ≤ P (max
j 6∈TD
∣∣eTj HWHTWβD∣∣ > c5√log n n1−ξβ−ξλp
)
+ P
(
max
j 6∈TD
∣∣eTj W (W TW )−1QTC ǫ∣∣ > c6 · n1−ξβ−ξλ√log n · p
)
< O
{
exp
(
log pd − C0n
1−ξt−2ξβ−5ξλ
2 · logn
)}
< O
{
exp
(−C · n1−ξt−2ξβ−5ξλ
log n
)}
,
where C = C0/3 as defined in Theorem 1. Combining with Theorem 1, we have
P
(
max
j 6∈TD
∣∣βˆj∣∣ < γn < min
i 6∈TD
∣∣βˆi∣∣) ≥ 1− O{exp(−C · n1−ξt−2ξβ−5ξλ
log n
)}
.
Therefore, if we choose the model with size dn ≥ ctnξt ≥ tc, we have
P (TD ⊂ Sdn) ≥ 1− O
{
exp
(−C · n1−ξt−2ξβ−5ξλ
log n
)}
.
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