Objectives: Genome-wide association studies (GWAS) have become increasingly popular to identify associations between single nucleotide polymorphisms (SNPs) and phenotypic traits.
knowledge of genetics, statistics, and (bio)informatics. This paper aims to provide a guideline for conducting genetic analyses by introducing key concepts and by sharing scripts that can be used for data analysis.
The aim of genome-wide association studies (GWAS) is to identify single nucleotide polymorphisms (SNPs; see Box 1 for an explanation of all terms that are printed in bold throughout the manuscript) of which the allele frequencies vary systematically as a function of phenotypic trait values (e.g., between cases with schizophrenia and healthy controls, or between individuals with high vs. low scores on neuroticism). Identification of trait-associated SNPs may subsequently reveal new insights into the biological mechanisms underlying these phenotypes. Technological advancements allow investigation of the impact of large numbers of SNPs distributed throughout the genome.
To date, GWAS have been successful in revealing SNPs that contribute to the risk of psychiatric traits, including schizophrenia, autism spectrum disorders, attention deficit hyperactivity disorder, major depressive disorder, and bipolar disorder (Gelernter et al., 2014; Ripke et al., 2014; Smoller, 2013; Sullivan, Daly, & O'Donovan, 2012) . The overall picture of these results suggest that psychiatric traits are influenced by many common as well as rare SNPs each having small individual effect sizes (Gibson, 2012) . The aforementioned GWAS relied strongly on in-depth knowledge of the genetic architecture of the human genome, which was provided by two important research initiatives, namely, the International HapMap Project and the 1000 Genomes project. The International HapMap Project (http://hapmap. ncbi.nlm.nih.gov/; Gibbs et al., 2003) described the patterns of common SNPs within the human DNA sequence whereas the 1000 Genomes (1KG) project (http://www.1000genomes.org/; Altshuler et al., 2012) provided a map of both common and rare SNPs.
Because GWAS results showed that effect sizes of individual SNPs are small, researchers in the psychiatric field developed an interest in methods that aggregate the effect of SNPs. We will specifically focus on polygenic risk score (PRS) analysis as we believe this to be the most relevant method to present here, as it is relatively easy to conduct while it can be applied to target samples with relatively modest sample sizes (Dudbridge, 2013) . PRS combines the effect sizes of multiple SNPs into a single aggregated score that can be used to predict disease risk (Dudbridge, 2016) . The PRS is an individual-level score that is calculated based on the number of risk variants that a person carries, weighted by SNP effect sizes that are derived from an independent large-scaled discovery GWAS. As such, the score is an indication of the total genetic risk of a specific individual for a particular trait, which can be used for clinical prediction or screening (e.g., breast cancer; Shieh et al., 2016) . For psychiatric traits, PRS is also significantly associated with case-control status; however, its discriminative accuracy is not (yet) sufficient for clinical applications (Vassos et al., 2017; Wray et al., 2013) . PRS has contributed to our knowledge of the genetic architecture of psychiatric traits by its ability to predict disease status. It has further been used to investigate whether genetic effect sizes obtained from a GWAS of a specific phenotype of interest can be used to predict the risk of another phenotype (Derks et al., 2012; Ruderfer et al., 2014; Smoller, 2013; Stringer, Kahn, de Witte, Ophoff, & Derks, 2014) .
Even though recent GWAS have led to the identification of significantly associated SNPs for many phenotypic traits, the contribution of social scientists and clinicians to the genetics field can improve our understanding of the precise nature of the specific behavioural, cognitive, or neural correlates of identified risk SNPs. However, the analysis of genetic data requires the execution of several quality checks and careful conductance of statistical analyses to avoid spurious associations due to several potential sources of confounding (e.g., ethnic stratification). In addition, at least a fair knowledge of genetic power calculation is necessary to avoid performing underpowered studies.
For more information on how to conduct power analyses, we refer to another tutorial of our group (Stringer et al., 2015) .
This tutorial provides a guideline to researchers who wish to incorporate genetics into their studies but do not have a formal background in this topic. First, we will show how to apply rigorous quality control (QC) procedures on genotype data prior to conducting GWAS, including the use of appropriate methods to take into account ethnic heterogeneity. Second, we illustrate commonly used tests of association between SNPs and phenotypic traits of interest while controlling for potential confounders. Third, we will show how to conduct PRS analysis. Example R and Unix scripts are provided at https://github.com/ MareesAT/GWA_tutorial/. We do not elaborate on SNP imputation of unmeasured SNPs based on reference data. Although imputation is a commonly used method in GWAS, it is beyond the scope of this article. For a solid introduction on this topic, we refer to an article by van Leeuwen and colleagues (2015) .
| SOFTWARE
QC procedures and statistical analyses will be illustrated using the free, open-source whole-genome association analysis toolset PLINK version 1.07 (Purcell et al., 2007) that can be downloaded from http://zzz.bwh.
harvard.edu/plink/. The PLINK 1.9 beta version contains the same options, while being much faster https://www.cog-genomics.org/ plink/1.9/. As PLINK 1.9 is currently a beta version, we have used the official PLINK version in this tutorial. However, it is also possible to complete all tutorials using PLINK 1.9. Even though some of the steps discussed in this article could be performed in conventional statistical packages such as R, a software package specifically dedicated to the analysis of genetic data is much more convenient to use. In addition to PLINK, there are many other good options available for the analysis of SNP data such as Genabel (Aulchenko, Ripke, Isaacs, & Van Duijn, 2007) and SNPTEST (Marchini, Howie, Myers, McVean, & Donnelly, 2007) . Furthermore, methods that allow for testing association in family-based GWAS have also been developed (Chen & Yang, 2010; Ott, Kamatani, & Lathrop, 2011) . We advise to use GNU/ Linux-based computer resources although many of the options are also available through the windows version of PLINK. A basic introduction to shells and command lines can be found at http://www.ee.surrey.ac. uk/Teaching/Unix/. All graphs generated by the GitHub example scripts will be obtained using the free, open-source programming language R (https://www.r-project.org/).
| Data format
PLINK can either read text-format files or binary files. Because reading large text files can be time-consuming, it is recommended to use binary files. Text PLINK data consist of two files: one contains information on the individuals and their genotypes (*.ped); the other contains information on the genetic markers (*.map; see Figure 1 ). In contrast, binary PLINK data consist of three files, a binary file that contains individual identifiers (IDs) and genotypes (*.bed), and two text files that contain information on the individuals (*.fam) and on the genetic markers (*.bim; see Figure 1 ). For example, in a study of bipolar disorder, the *.bed file would contain the genotyping results of all patients and healthy controls; the *.fam file would contain the subject-related data (family relationship with other participants in the study, sex, and clinical diagnosis); whereas the *.bim file would contain information on the physical position of the SNPs. Analysis using covariates often requires a fourth file, containing the values of these covariates for each individual (see Figure 1 ).
| Basic PLINK command
PLINK is a command line program; hence, its usage requires an active shell waiting for commands. This can be recognized by its prompt ($ or >) just before the cursor. Often, the path of the current directory will be displayed before the prompt, as in Figure 2 . The current directory is a central notion for PLINK usage, because by default, PLINK will load data files from, and save result files in this directory. The current directory can be changed to any directory using conventional Unix commands, typically cd. After the prompt, the use of PLINK is indicated by typing the plink keyword. If PLINK is not installed in a standard directory, the path to the directory where PLINK is installed has to be typed in front of the command, for instance, /usr/local/bin/plink.
After the plink keyword, other options controlling PLINK's workflow will follow, separated by spaces. These options all begin with two dashes (--). One of the first options to provide is the format and the name of the data files: use --file {your_file} for text files and --bfile {your_file} for binary files. After that, all other required options can be added, for instance, the --assoc option to perform an association analysis as displayed in Figure 2 failing to thoroughly control for these data issues has led to the retraction of an article published by in Science (Sebastiani et al., , 2011 Sebastiani et al., 2012; Sebastiani et al., 2013) . The results of the retracted article were affected by technical errors in the Illumina 610 array and an inadequate QC to account for FIGURE 1 Overview of various commonly used PLINK files. SNP = single nucleotide polymorphism FIGURE 2 Structure of the PLINK command line. *Not all shells will show this. **Provide the path to the directory where PLINK is installed if this is not in the current directory (e.g., /usr/ local/bin/plink). Note that this example command was generated using PuTTY, a free SSH and Telnet client. When using other resources, there might be small graphical variations; however, the basic structure of a PLINK command will be identical those. Even though the main scientific findings remained supported after appropriate QC, the results of the new analysis deviated strongly enough for the authors to decide to retract the article.
| Data simulation using HapMap data
To be able to illustrate all analysis steps using realistic genetic data, we simulated a dataset (N = 207) with a binary outcome measure using the publicly available data from the International HapMap Project (http:// hapmap.ncbi.nlm.nih.gov/downloads/genotypes/2010-05_phaseIII/ plink_format/; Gibbs et al., 2003) . For this tutorial, in order to create an ethnically homogenous dataset, we only included Utah residents with ancestry from Northern and Western Europe (CEU). Because of the relatively small sample size of the HapMap data, genetic effect sizes in these simulations were set at values larger than usually observed in genetic studies of complex traits. It is important to note that larger sample sizes (e.g., at least in the order of thousands but likely even tens or hundreds of thousands) will be required to detect genetic risk factors of complex traits. The HapMap data with a simulated phenotypic trait can be found at https://github.com/MareesAT/GWA_tutorial/ (1_QC_GWAS.zip).
| Overview of QC steps
Because of the challenges characterizing GWAS, we aim to illustrate essential QC steps and to provide example scripts. Table 1 Use independent SNPs (pruning) for this analysis and limit it to autosomal chromosomes only.
--min
Sets threshold and creates a list of individuals with relatedness above the chosen threshold.
Meaning that subjects who are related at, for example, pi-hat >0.2 (i.e., second degree relatives) can be detected.
Cryptic relatedness can interfere with the association analysis. If you have a family-based sample (e.g., parent-offspring), you do not need to remove related pairs but the statistical analysis should take family relatedness into account. However, for a population based sample we suggest to use a pi-hat threshold of 0.2, which in line with the literature (Anderson et al., 2010; Guo et al., 2014) .
7: Population stratification --genome
Calculates identity by descent (IBD) of all sample pairs.
Use independent SNPs (pruning) for this analysis and limit it to autosomal chromosomes only.
--cluster --mds-plot k
Produces a k-dimensional representation of any substructure in the data, based on IBS.
K is the number of dimensions, which needs to be defined (typically 10). This is an important step of the QC that consists of multiple proceedings but for reasons of completeness we briefly refer to this step in the table. This step will be described in more detail in section "controlling for population stratification."
SNP missingness, (2) inconsistencies in assigned and genetic sex of subjects (see sex discrepancy), (3) minor allele frequency (MAF),
deviations from Hardy-Weinberg equilibrium (HWE), (5) heterozygosity rate, (6) relatedness, and (7) ethnic outliers (see population stratification).
Box 1:
Clumping: This is a procedure in which only the most significant SNP (i.e., lowest p value) in each LD block is identified and selected for further analyses. This reduces the correlation between the remaining SNPs, while retaining SNPs with the strongest statistical evidence.
Co-heritability: This is a measure of the genetic relationship between disorders. The SNP-based coheritability is the proportion of covariance between disorder pairs (e.g., schizophrenia and bipolar disorder) that is explained by SNPs.
Gene: This is a sequence of nucleotides in the DNA that codes for a molecule (e.g., a protein)
Heterozygosity: This is the carrying of two different alleles of a specific SNP. The heterozygosity rate of an individual is the proportion of heterozygous genotypes.
High levels of heterozygosity within an individual might be an indication of low sample quality whereas low levels of heterozygosity may be due to inbreeding. 
| CONTROLLING FOR POPULATION STRATIFICATION
An important source of systematic bias in GWAS is population stratification, as explained in Box 1. It has been shown that even subtle degrees of population stratification within a single ethnic population can exist (Abdellaoui et al., 2013; Francioli et al., 2014) . Therefore, testing and controlling for the presence of population stratification is an essential QC step.
There are several methods to correct for population stratification (Price, Zaitlen, Reich, & Patterson, 2010) . In this tutorial, we illustrate a method that is incorporated in PLINK: the multidimensional scaling are not widely applied, because the statistical power to detect nonadditivity is low in practice (Lettre, Lange, & Hirschhorn, 2007; McCarthy et al., 2008) . More complex analyses (e.g., Cox regression analysis and cure models) (Stringer, Denys, Kahn, & Derks, 2016) can be performed by using R-based "plug-in" functions in PLINK.
Example scripts for the association analyses described below are located at https://github.com/MareesAT/GWA_tutorial/ (3_Association_GWAS.zip). 
| Binary outcome measure
Within PLINK, the association between SNPs and a binary outcome (value 1 = unaffected and value 2 = affected; 0 and −9 represent missing; the preceding represents the default options in PLINK and can be changed) can be tested with the options --assoc or --logistic. The --assoc option in PLINK performs a X 2 test of association that does not allow the inclusion of covariates. With the --logistic option, a logistic regression analysis will be performed which allows the inclusion of covariates. The --logistic option is more flexible than the --assoc
option, yet it comes at the price of increased computational time.
| Quantitative outcome measure
Within PLINK, the association between SNPs and quantitative outcome measures can be tested with the options --assoc and --linear.
When PLINK detects a quantitative outcome measure (i.e., values other than 1, 2, 0, or missing), the --assoc option will automatically treat it as such by performing an asymptotic version of the usual for studies on European populations adequately controls for the number of independent SNPs in the entire genome, regardless of the actual SNP density of the study (Dudbridge & Gusnanto, 2008) . When testing African populations, more stringent thresholds are required due to the greater genetic diversity among those individuals (probably close to 1.0 × 10 −8 ; Hoggart, Clark, De Lorio, Whittaker, & Balding, 2008) .
Three widely applied alternatives for determining genome-wide significance are the use of Bonferroni correction, Benjamini-Hochberg false discovery rate (FDR), and permutation testing. The Bonferroni correction, which aims to control the probability of having at least one false positive finding, calculates the adjusted p value threshold with the formula 0.05/n, with n being the number of SNPs tested.
However, as stated previously, many SNPs are correlated, due to Linkage Disequilibrium (LD) and are thus by definition not independent.
Therefore, this method is often too conservative and leads to an increase in the proportion of false negative findings.
FDR controls the expected proportion of false positives among all signals with an FDR value below a fixed threshold, assuming that SNPs are independent (Benjamini & Hochberg, 1995) . This method is less conservative than Bonferroni correction. It should be noted that controlling for FDR does not imply any notion of statistical significance;
it is merely a method to minimize the expected proportion of false positives, for example, for follow-up analyses. Moreover, this method has its own limitation as SNPs and thus p values are not independent whereas this is an assumption of the FDR method (Benjamini & Hochberg, 1995 (North, Curtis, & Sham, 2003) .
6 | PRS ANALYSIS
| Computing a PRS
Single variant association analysis has been the primary method in GWAS but requires very large sample sizes to detect more than a handful of SNPs for many complex traits (Gratten, Wray, Keller, & Visscher, 2014; Visscher, Brown, McCarthy, & Yang, 2012) . In contrast, PRS analysis does not aim to identify individual SNPs but instead aggregates genetic risk across the genome in a single individual polygenic score for a trait of interest (Purcell et al., 2009 ; see Figure 4 for a simplified example). In this approach, a large discovery sample is required to reliably determine how much each SNP is expected to contribute to the polygenic score ("weights") of a specific trait. Subsequently, in an independent target sample, which can be more modest in size (Dudbridge, 2013) , polygenic scores can be calculated based on genetic DNA profiles and these weights (see below for details on the calculations). As a rule of thumb, a target sample around 2,000 subjects provides sufficient power to detect a significant proportion of variance explained. Furthermore, the discovery and target samples should have the same number of subjects until the target sample includes 2,000 subjects. If more samples are available, additional subjects should be included in the discovery sample to maximize the accuracy of the estimation of the effect sizes (Dudbridge, 2013) . Although PRS is not powerful enough to predict disease risk on the individual level (Wray et al., 2013) , it has been successfully used to show significant associations both within and across traits. For example, a PRS analysis of schizophrenia showed for the first time that an aggregate measure of the genetic risk to develop schizophrenia, estimated based on the effects of common SNPs (from the discovery sample) that
showed nominally significant associations with disease risk, was significantly associated with schizophrenia risk in an independent (target) sample. The significant association was found despite the fact that the available sample sizes were too small to detect genome-wide significant SNPs (Purcell et al., 2009 ). In addition, GWAS for schizophrenia (the discovery sample) has been used to significantly predict the risk in target samples with various phenotypes, such as bipolar disorder, level of creativity, and even risk of immune disorders (Power et al., 2015; Purcell et al., 2009; Stringer et al., 2014; Wray et al., 2013) .
To conduct PRS analysis, trait-specific weights (beta's for continuous traits and the log of the odds ratios for binary traits) are obtained from a discovery GWAS. In the target sample, a PRS is calculated for each individual based on the weighted sum of the number of risk alleles that he or she carries multiplied by the trait-specific weights.
For many complex traits, SNP effect sizes are publicly available (e.g., see https://www.med.unc.edu/pgc/downloads).
Although in principle all common SNPs could be used in a PRS The prediction accuracy of PRS depends mostly on the (co-)heritability of the analysed traits, the number of SNPs, and the size of the discovery sample. The size of the target sample only affects the reliability of R 2 and typically a few thousand of subjects in the target sample are sufficient to achieve a significant R 2 if the (co-)heritability of the trait(s) of interest and the sample size of the discovery sample used are sufficiently large. For an R script to perform power calculations for your own PRS analysis, we refer to the POLYGENE script on https:// sites.google.com/site/fdudbridge/software (Dudbridge, 2013) .
A convenient program to perform PRS analysis is PRSice (see http://prsice.info; Euesden, Lewis, & O'Reilly, 2015) . It takes care of clumping, p value thresholds, MDS components, and plots attractive graphs. We refer to https://github.com/MareesAT/GWA_tutorial/ (4_PRS.doc) for a tutorial on how to perform your own PRS analysis using PRSice. Other programs for the application of PRS are, for example, PLINK (--score) and LDpred (Purcell et al., 2007; Vilhjalmsson et al., 2015) .
| CONCLUSION
A basic understanding of the theory behind genetic analysis (e.g., GWAS and PRS), the essential QC steps, and the use of appropriate software and methods, along with practical experience are imperative to be able to conduct a genetic study with reliable and reproducible results. This tutorial highlights important concepts to successfully conduct a GWAS and PRS analysis. We presented a tutorial based on commonly used, open-source, freely available software tools, that are accessibly for novice users. In addition, we made scripts and a simulated data set available to provide hands-on practice at https:// github.com/MareesAT/GWA_tutorial/.
As a GWAS is usually undertaken to increase our understanding of the biological mechanisms that contribute to disease risk, a GWAS will usually be followed up by post-GWAS analyses. Valuable insights can be acquired by using tools and resources, which enable the researcher to interpret the association results from a functional or biological perspective. GTEx provides information on the association between SNPs and gene expression (Ardlie et al., 2015) . Ensembl (Birney et al., 2004) and FUMA (Watanabe, Taskesen, van Bochoven, & Posthuma, 2017) are commonly used tools for functional annotation. In addition, methods that provide important insights into the genetic architecture of the psychiatric trait or disease under study are freely available. For Working example of three single nucleotide polymorphisms (SNPs) aggregated into a single individual polygenic risk score (PRS). *The weight is either the beta or the log of the oddsratio, depending on whether a continuous or binary trait is analysed example, GCTA (Yang, Lee, Goddard, & Visscher, 2011) and LD score regression analysis (Bulik-Sullivan et al., 2015) have been applied to estimate SNP-based heritability. Gene-based tests, which consider the association between a phenotypic trait and multiple SNPs within a gene, (e.g., de Leeuw, Neale, Heskes, & Posthuma, 2016) and pathway/gene-set analyses (de Leeuw et al., 2016) have increased our insight into the biological pathways of psychiatric disorders. It should be noted that many of the aforementioned methods can be applied using summary statistics. It is beyond the scope of this paper to discuss all available post-GWAS tools and resources in detail. For indepth information on post-GWAS analyses, we refer to an excellent article by Reed and colleagues (Reed et al., 2015) .
