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Abstract
We provide the notion of entropy for a classical Klein-Gordon real wave, that we
derive as particular case of a notion entropy for a vector in a Hilbert space with respect
to a real linear subspace. We then consider a localised automorphism on the Rindler
spacetime, in the context of a free neutral Quantum Field Theory, that is associated
with a second quantised wave, and we explicitly compute its entropy S, that turns out
to be given by the entropy of the associated classical wave. Here S is defined as the
relative entropy between the Rindler vacuum state and the corresponding sector state
(coherent state). By λ-translating the Rindler spacetime into itself along the upper null
horizon, we study the behaviour of the corresponding entropy S(λ). In particular, we
show that the QNEC inequality in the form d
2
dλ2
S(λ) ≥ 0 holds true for coherent states,
because d
2
dλ2
S(λ) is the integral along the space horizon of a manifestly non-negative
quantity, the component of the stress-energy tensor in the null upper horizon direction.
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1 Introduction
Recently, the interplay between Quantum Information and Quantum Field Theory has been
subject of deep analyses and new aspects and structures are appearing both in Physics and
in Mathematics.
The physical grounds may ultimately rely on the well know probabilistic nature of Quan-
tum Mechanics, in particular of the wave function. Yet, the combination of General Rela-
tivity with Quantum Field Theory in the context of Black Hole Thermodynamics showed a
fundamental role of Entropy related to Geometry (see [25]). Recently, the study of Entropy
in relation with the Quantum Null Energy Condition has become of much interest (see [5]
and refs therein).
Concerning Mathematics, the typical finite dimensional framework of Quantum Informa-
tion is not sufficient in the QFT context, although it provides essential concepts and results
that, possibly, may have an extension to the needed wider infinite dimensional context.
The natural language in this context is provided by the Theory of Operator Algebras [24],
in particular by the Tomita-Takesaki modular theory and by Araki’s definition of relative
entropy for states of a von Neumann algebra [1].
In the Haag-Kastler approach, QFT is described by the net A of local von Neumann
algebras A(O) associated to spacetime regions O [9]. In this paper, we are considering the
Rindler spacetime W as embedded in the Minkowski spacetime Rd+1, say W is the wedge
region x1 > |x0| of Rd+1. Motivated by Quantum Information and QNEC aspects, we are
going to study the relative entropy S(ψ||ϕ) between states ϕ and ψ of the von Neumann
algebra A(W ). Here ϕ is the natural thermal state with respects to the geodesic flow on W ,
namely the restriction of the Minkowski vacuum state to A(W ), which is KMS with respect
to the x1-boost flow at Hawking inverse temperature 2π.
We shall consider the case where the net A is associated with the free, neutral QFT,
and ψ is a coherent state. The first analysis of this kind has been pursued in [16] in the
low dimensional case, namely the chiral conformal QFT associated with the U(1)-current.
Indeed, in [16] explicit formulas have been provided also for the relative entropy S of charged
states with respect to a half-line (one-dimensional wedge), and for the first and second
derivative ddλS(λ) and
d2
dλ2
S(λ) of S as the half-line is translated by λ. In particular, the
QNEC inequality
d2
dλ2
S(λ) ≥ 0
is satisfied for the considered states.
The higher dimensional analysis is more involved, mainly due to tangential contributions
on the boundary. The relative entropy for charges localised on the time-zero hyperplane has
been studied in [19] and in [13], see also [4] for related analysis. However, these methods
were not sufficient to compute S(λ) and its first and second derivatives, where λ is a null
translation parameter.
We now illustrate the conceptual steps leading to our results.
The entropy of a vector relative to a real linear subspace. Our analysis relies on the concept
of entropy Sk of a vector k in a Hilbert spaceH with respect to a real linear subspaceH of H.
First of all, we may assume H to be closed, by otherwise considering its closure. Secondly,
we may assume that H is a standard subspace of H, by considering only the orthogonal
2
component of k in the standard part of H (see Sect. 2). At this point, we may consider the
modular operator ∆ and the modular conjugation J of H. Finally, we may assume that H
is factorial, namely 1 is not an eigenvalue of ∆, by considering the component of k in the
orthogonal of the spectral subspace of the ∆-fixed vectors. So
H +H ′ = H, H ∩H ′ = {0} ,
with H ′ the symplectic complement of H. Our formula for the entropy of k with respect to
H is
Sk = ℑ(k, PH i log ∆ k) . (1)
Here PH is the cutting projection associated with H, the projection PH : H + H
′ → H,
PH : h+ h
′ 7→ h, that plays a crucial role. We shall give a formula for PH in terms of J and
∆,
PH =
(
a(∆) + Jb(∆)
)−
(closure) with real functions a, b given in Sect. 2. We shall later compute PH in the needed
context as one of the ingredients to get our entropy formulas.
The information carried by a classical wave. Suppose that information is encoded and
transmitted by an undulatory signal, what is the local information carried by the wave
packet at later time?
By a wave, we shall here mean a solution of the Klein-Gordon equation
( +m2)Φ = 0 ,
in particular a solution of the wave equation when the mass m = 0. For definiteness, let’s
consider real waves Φ with compactly supported, smooth time zero Cauchy data Φ|x0=0,
Φ′|x0=0 that, as is well known, generate and uniquely determine Φ. Classical field theory
describes Φ by the stress-energy tensor Tµν , that provides the energy-momentum density of
Φ at any given time. Yet, the information, or entropy, carried by Φ is not easily visible or
definable here.
Now, the waves linear space is naturally equipped with a time independent symplectic
form
1
2
∫
x0=t
(Φ′Ψ−Ψ′Φ)dx ,
which is the imaginary part of a Hilbert scalar product, uniquely determined by the rela-
tivistic symmetries, so we get a Hilbert space H by completion, see [12]. Waves with Cauchy
data supported in the half-space x1 ≥ 0 form a real linear subspace of H, whose closure is
denoted by H(W ) (W is the causally completed region generated by the half-space). Then
we define the entropy SΦ of Φ as the entropy of the vector Φ with respect to H(W ) as above
defined.
By the Bisognano-Wichmann theorem [2], the modular group of H(W ) corresponds to
the rescaled Lorentz boost symmetries in the x1-direction. We shall show that
SΦ = 2π
∫
x0=0, x1≥0
x1T00(x)dx , (2)
with T00 =
1
2(Φ
′2 + |∇Φ|2 +m2Φ2) the energy density of Φ.
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In order to catch more on the entropy density of Φ, we have to study the dependence of
SΦ as W gets translated. We shall give explicit formulas for the null translation case, that
motivated our analysis; the case of a general wedge is similar.
The entropy of a quantum wave-function. A quantum, free, neutral, Boson one particle state
is described by a normalised real Klein-Gordon wave Φ. Here however, as is known since
the early days of Quantum Mechanics, Φ(x0,x) is not the probability amplitude of finding
the particle in position x at time x0 (an approximate description of this probability is given
by the Newton-Wigner wave, which is however unsatisfactory because it is not relativistic
invariant, see [9]). An intrinsic description of the localisation of Φ is given in [3].
However, a wave Φ is quantum mechanically localised in a wedge W , say W = {x : x1 >
|x0|}, if the Cauchy data Φ0,Φ′0 are supported in the time-zero half-space x1 ≥ 0 (namely
H(W ) coincides with the space H(W ) as defined in [3]).
In this quantum framework, the vectors of the above Hilbert space H represent the
particle states. Therefore, also in the QFT context, the entropy of the particle Φ relative
to W is to be given by formula (2).
Relative entropy of coherent states in free QFT’s. One way to describe the free scalar
QFT is to second quantise the above wave function Hilbert space H on the Bose Fock
Hilbert space, and consider the associated representation of the Weyl algebra. The local
von Neumann algebra A(O) associated with a spacetime region O is the one generated by
the Weyl unitaries V (h) with h ∈ H(O), the closure of the real linear subspace H of waves
localised in O. Due to the Weyl commutation relations (24), given a vector k ∈ H, we have
an automorphism of A(O) implemented by V (k); we are particularly interested in the case
O =W , namely in the automorphism
βk = AdV (k)
∗
∣∣
A(W )
which is a normal on the global algebra A(W ) of the Rindler spacetime W associated by
the free scalar field. Of course, βk acts locally accordingly to the localisation of k, namely
βk acts identically on A(O2) if k is localised in O1 and O2 is spacelike separated from O1;
in other words, βk is a localised automorphism.
The entropy S(βk) of βk (with respect to the vacuum state ϕ) is defined in general [17];
it is given by the relative entropy
S(βk) = S(ϕ · β−1k ||ϕ) = −(ξ, log ∆ξk,ξξ) ;
here ξ is the vacuum vector, ξk = V (k)ξ is the vector implementing the state ϕk = ϕ · β−1k
on A(W ) and ∆ξk,ξ is the relative modular operator associated with A(W ) and the vectors
ξ, ξk.
As ξk is the coherent vector on the Fock space associated with k, we may here equivalently
say that S(βk) is the relative entropy between the vacuum state ϕ and the coherent state
ϕk on A(W ).
If k ∈ H(W ), then βk is the inner automorphism implemented by V (k); in this case it
was shown in [16, 19] that that S(βk) is equal to the entropy of the vector k with respect
to H(W ) (eq. (9)). We shall show that, in general, we have
S(βk) = Sk
4
with Sk given by (1). At this point, we have all the ingredients to compute S(βk) as the
entropy of a classical wave.
Let Wλ = W + λv the null translated wedge by the light-like vector v = (1, 1, 0 . . . , 0),
and SΦ(λ) the entropy of the wave Φ, with respect to H(Wλ), thus of the entropy of the
associated localised automorphism βΦ of A(Wλ).
We shall see that
SΦ(λ) = 2π
∫
x0=λ, x1≥λ
(x1 − λ)T 00 dx ,
with Tµν the classical stress energy-momentum tensor of Φ. We then compute that, in
particular,
d2
dλ2
SΦ(λ) = 2π
∫
x0=λ,x1=λ
〈v, Tv〉dx ,
so the QNEC inequality d
2
dλ2SΦ(λ) ≥ 0 is satisfied for coherent states due to the classical
null energy condition.
Note that d
2
dλ2
SΦ(λ)|λ=0 depends only on the spatial boundary terms of Φ.
2 The entropy of a vector
Our entropy analysis will be based on functional analytic results concerning standard sub-
spaces that we shall obtain in this section and in Section 4. We refer to [14, 15] for an
account of the results in this context that we will need.
2.1 The cutting projection
Let H be a complex Hilbert space and H a closed, real linear subspace of H. The subspace
H0 = H∩iH andH∞ = H ′∩iH ′ are complex Hilbert subspace andH decomposes according
to the direct sum decomposition
H = H0 ⊕Hs ⊕H∞ , H = H0 ⊕Hs ⊕H∞ , (3)
with H0 = {0}, H∞ = H∞.
A real linear subspace H of H is said to be a standard subspace if H is closed and
H + iH = H , H ∩ iH = {0}.
By (3), every closed real linear subspace H is the direct sum of a standard subspace Hs and
two trivial subspaces, and we may deal with standard subspaces only.
WithH a standard subspace, the anti-linear operator S : H+iH → H+iH, S(h1+ih2) =
h1 − ih2 is then well-defined, closed, involutive. Its polar decomposition S = JH∆1/2H then
gives an anti-linear, involutive unitary and a positive, non-singular, selfadjoint operator ∆H
on H such that
∆isHH = H , JHH = H
′ ,
here H ′ is the symplectic complement H ′, namely the orthogonal H ′ = (iH)⊥R of iH with
respect to the real scalar product ℜ(·, ·). We refer to [24] and [14, 15] for the modular theory
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of von Neumann algebras and standard subspaces. We shall often denote ∆H and JH simply
by ∆ and J .
Let H ⊂ H be a standard subspace. We say that H is factorial if
H ∩H ′ = {0};
equivalently,
H +H ′ = H .
Thus H +H ′ is dense in H and H +H ′ is the direct sum (as linear space) of H and H ′.
H is factorial iff 1 is not in the point spectrum of ∆ (see [7]). Every standard subspace
is the direct sum of a factorial standard subspace and an abelian standard subspace, namely
H = Hf ⊕Ha , H = Hf ⊕Ha (4)
with Hf ⊂ Hf factorial and Ha the complexification of the real Hilbert space Ha.
In this paper, we shall always assume the standard subspaces to be factorial. However,
all results will have an immediate extension to the non-factorial case by the above direct
sum decomposition, and indeed to the case of an arbitrary close real linear subspace by (3).
Let then H be a standard, factorial subspace of H. If k ∈ H +H ′, we define
PHk = h
where k = h+ h′ is the unique decomposition of k as a sum of vectors h ∈ H and h′ ∈ H ′.
This defines a real linear, densely defined map of H into H, the cutting projection relative
to H.
Lemma 2.1. We have:
(a) PH is a closed, real linear, densely defined operator ;
(b) P 2H = PH ;
(c) PH + PH′ = 1|H+H′ ;
(d) P ∗H = PiH = −iPH i (adjoint with respect to the real scalar product ℜ(·, ·)) ;
(e) ∆isHPH = PH∆
is
H .
Proof. (a): Let kn ∈ H + H ′ be a sequence such that kn → k and PHkn → h. Thus
kn = hn + h
′
n with hn ∈ H, h′n ∈ H ′, and hn + h′n → k and hn → h, Hence h ∈ H and
h′n → h′ = k − h ∈ H ′, namely k ∈ Dom(PH) and PHk = h.
(b) and (c) are obvious.
(d): As P 2H = PH , also P
∗
H
2 = P ∗H . Then P
∗
H = PiH because
Ran(P ∗H)
− = ker(PH)
⊥R = H ′
⊥R = iH , ker(P ∗H) = Ran(PH)
⊥R = H⊥R = iH ′ .
(e) follows because ∆isHH = H, ∆
is
HH
′ = H ′. 
As a consequence of (e), or of Theorem 2.2, for any Borel function f on (0,+∞), we have
the equality
f(∆)PHk = PH f¯(∆
−1)k
if k belongs to the domain of (the closure of) both f(∆)PH and PH f¯(∆
−1).
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2.1.1 A formula for PH
Let H be a factorial standard subspace of H as above. With ε > 0, denote by Eε the spectral
projection of ∆ relative to the subset (ε, 1 − ε) ∪ ((1 − ε)−1, ε−1) of R, and Hε = EεH the
corresponding spectral subspace.
By Lemma 2.1, we have
EεH ⊂ H , EεH ′ ⊂ H ′ . (5)
We also consider the dense, complex linear subspace of H given by
D0 ≡
⋃
ε>0
Hε .
Let us consider the function
a(λ) = λ−1/2(λ−1/2 − λ1/2)−1 , b(λ) = (λ−1/2 − λ1/2)−1 , λ ∈ (0,+∞)
and set
D ≡ Dom(a(∆)) ∩Dom(b(∆)) .
Clearly, D0 ⊂ D and D0 is a core for both a(∆) and b(∆). Since the domain of the sum of
two operators is the intersection of their domains, D is the domain of the operator given by
the right hand side of (6).
Theorem 2.2. We have D ⊂ H +H ′ and
PH
∣∣
D
= ∆−1/2(∆−1/2 −∆1/2)−1 + J(∆−1/2 −∆1/2)−1 . (6)
Moreover, D is a core for PH , namely
PH =
(
a(∆) + Jb(∆)
)−
where the bar denotes the closure. Indeed, already D0 is a core for PH .
Proof. First we assume that 0, 1 /∈ sp(∆), thus sp(∆) is bounded. Then both D and
H +H ′ are equal to H. So any k ∈ H can be written as k = h+ h′, with h ∈ H, h′ ∈ H ′.
Since J∆1/2h = h and J∆−1/2h′ = h′, we have
∆−1/2(∆−1/2 −∆1/2)−1h+ J(∆−1/2 −∆1/2)−1h
= ∆−1/2(∆−1/2 −∆1/2)−1h− (∆−1/2 −∆1/2)−1Jh
= ∆−1/2(∆−1/2 −∆1/2)−1h− (∆−1/2 −∆1/2)−1∆1/2h = h , (7)
and
∆−1/2(∆−1/2 −∆1/2)−1h′ + J(∆−1/2 −∆1/2)−1h′
= ∆−1/2(∆−1/2 −∆1/2)−1h′ − (∆−1/2 −∆1/2)−1Jh′
= ∆−1/2(∆−1/2 −∆1/2)−1h′ − (∆−1/2 −∆1/2)−1∆−1/2h′ = 0 , (8)
thus (6) holds true in this case.
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Now, in the general case, we consider the orthogonal decomposition H = Hε⊕Kε, where
Kε = H⊥ε is the complementary spectral subspace of ∆; we then have a corresponding
decomposition H = Hε ⊕Kε. As 0, 1 /∈ sp(∆|Hε), we conclude that D0 ⊂ H +H ′ and that
(6) holds true with D0 instead of D.
Let now k ∈ D and set kε = Eεk ∈ Hε. As ε→ 0, we have kε → k and, by the spectral
theorem,
a(∆)kε → a(∆)k ,
b(∆)kε → b(∆)k .
As PH is closed, we have k ∈ Dom(PH) = H +H ′ and
PHk = a(∆)k + Jb(∆)k ,
that shows (6).
Let now k ∈ H + H ′. As PH commutes with Eε, we have that kε → k and PHkε =
PHEεk = EεPHk → PHk, showing that D0 is a core for PH . 
Note that a and b are real, continuous function on (0,+∞), but for a singularity at λ = 1,
with a(λ), b(λ) = O(λ−1) as λ→ 1.
Corollary 2.3. Let f : (0,+∞) → C be a continuous function. If f(λ) = O(λ) as λ → 1,
then Ran(f(∆)) ⊂ H+H ′. In particular, for any k ∈ H, we have k−∆isk ∈ H+H ′, s ∈ R
and
log ∆ k ∈ H +H ′, k ∈ Dom(log∆) .
Proof. Let k ∈ Dom(f(∆)). We have
||PHf(∆)k|| ≤ ||a(∆)f(∆)k|| + ||b(∆)f(∆)k||
and ||a(∆)f(∆)k||, ||b(∆)f(∆)k|| <∞ because a and b are bounded away from the point 1
so a(λ)f(λ) and b(λ)f(λ) are continuous on (0,+∞); so a(λ)f(λ), b(λ)f(λ) = O(f(λ)) as
λ→ 0 or λ→ +∞. 
2.2 Definition of entropy of a vector
Let H be a standard subspace of H. If h ∈ H, the entropy Sh of h w.r.t. H is defined in
[16, 19] by
Sh = −(h, log ∆Hh) . (9)
Here, we want to extend this definition for arbitrary vectors in H.
Let E(λ) be the spectral family of ∆H , namely
∆H =
∫ +∞
0
λdE(λ) .
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If k ∈ H, we define the entropy Sk of the vector k with respect to H by
Sk = ℑ(k, PHAk) , (10)
where A = i log ∆H . Indeed Sk takes meaning for any k by defining
(k, PHAk) ≡ i
∫ +∞
0
a(λ) log λd(k,E(λ)k) − i
∫ +∞
0
b(λ) log λd(k, JE(λ)k) .
In order to see that the above formula is well defined, note firstly that b(λ) log λ is a bounded
function, so the right integral is always finite. Secondly, a(λ) log λ is bounded on (1,+∞)
and positive on (0, 1).
The entropy Sk is thus finite if −
∫ 1
0 a(λ) log λd(k,E(λ)k) < ∞, otherwise Sk = +∞.
Indeed:
Proposition 2.4. Let k ∈ H. We have
Sk < +∞ iff −
∫ 1
0
log λd(k,E(λ)k) < +∞ ,
namely iff k ∈ Dom(
√
| log ∆|E−), with E− the negative spectral projection of log∆.
In particular, all vectors in Dom(log∆) have finite entropy.
Proof. The equivalence follows by the above discussion once we note that both functions
a(λ) log λ and log λ have a finite limit as λ→ 1−, and that a(λ)→ 1 as λ→ 0+.
The last assertion in the statement is a now clear consequence (it also follows from
Corollary 2.3). 
We shall also set SHk = Sk if we need to specify the reference standard subspace H.
If H is any closed, real linear subspace of H, then the entropy SHk of a vector k ∈ H
with respect to H is defined by
SHk = S
Hfkf
with kf the orthogonal component of k in the factorial standard component Hf of H given
by (3) and (4).
Proposition 2.5. Let H be a factorial standard subspace of H and k ∈ H. The following
hold:
(a) If k = h+ h′, with h ∈ H and h′ ∈ H ′, then Sk = −(h, log ∆h) (cf. Def. 9) ;
(b) Sk = (k, iPH i log ∆ k) = −(k, P ∗H log∆ k) ;
(c) Sk ≥ 0 and Sk = 0 iff k ∈ H ′ ;
(d) If H = H1 ⊕ H2 with H = H1 ⊕ H2, and k = k1 ⊕ k2, then SHk = SH1k1 + S
H2
k2
, in
particular SH1k1 = S
H
k1
;
(e) Sk = limε→0+ Skε; here Skε < +∞ and Skε is non-decreasing as εց 0 ;
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(f) Sk = lims→0(k, iPH (∆
isk − k))/s = − lims→0ℑ(k, PH(∆isk − k))/s ;
(g) If kn → k in the graph norm of
√
| log ∆|E−, then Skn → Sk .
Proof. (a), case k ∈ Dom(log∆), k ∈ Dom(PH) : In this case k = h+ h′, with h ∈ H and
h′ ∈ H ′ and both h and h′ in Dom(log∆). Thus
Sk = ℑ(k, PHAk) = ℑ(h+ h′, PHA(h+ h′))
= ℑ(h+ h′, Ah) = ℑ(h,Ah) = −(h, log ∆h) . (11)
We then have
Sk ≥ 0 ; (12)
indeed, in order to check (12), we may assume ||h|| = 1 so, if E(λ) is the spectral family of
∆, we have
(h, log ∆h) =
∫
log(λ)d(h,E(λ)h) ≤ − log
( ∫
d(h,E(λ)h)
)
= log ||h||2 = 0 ,
by Jensen’s inequality as log is a concave function.
(d) is obvious.
(e): Skε is finite because the restrictions of PH and log∆ to Hε are bounded, and
Skε → Sk as ε → 0+ by the spectral theorem. Moreover Skε ≥ 0 by (12) and Theorem 6.
Thus Skε increases to Sk by (d).
(c): Sk ≥ 0 by (e) and the positivity of Skε (12). Suppose Sk = 0, then Skε = 0. By (a)
and the strict positivity in (9), we then have kε ∈ H ′, thus k ∈ H ′.
(a), general case, now follows as Sk = limε→0+ Skε .
(b): The first equality is the statement that (k, iPH i log ∆ k) is real if finite. Now,
(kε, iPH i log ∆ kε) is real by (11), hence (k, iPH i log ∆ k) is real or infinite by (e).
(f): We assume that Sk is finite. By Lemma 2.4, it suffices to show that
lim
s→0
i(k,E− a(∆)(∆
isk − k))/s = −(k,E− a(∆) log∆ k) ,
with E− the negative spectral projection of log∆, thus that
lim
s→0
∫ 1
0
i
(1 − λis)
s
a(λ)d(k,E(λ)k) =
∫ 1
0
log λa(λ)d(k,E(λ)k) ,
that can be checked in Fourier transform as the measure on µ on R given by dµ(x) =
a(ex)d(k,E(ex)k) on (−∞, 0) and zero on [0,+∞) is finite and also ∫ xdµ(x) is finite, so µˆ
is differentiable. The case of infinite Sk follows by similar reasoning by using Fatou’s lemma.
(g) follows by Proposition 2.4 and preceding comments. 
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3 Entropy of Klein-Gordon waves
We now apply the results in the previous section to compute the entropy of a wave, a solution
of the Klein-Gordon equation as will be soon defined, relative to a wedge region W , namely
the causally complete spacetime region associated with a half-space at a fixed time.
As is well known, the space of waves carries a natural symplectic form and is embedded
in the quantum one-particle Hilbert space H. For every spacetime region O, we then have
the standard subspace H(O) generated by particle vector states localised in O, and we are
aimed to compute the entropy of a wave vector with respect to H(W ). Here W is a wedge
region in the Minkowski spacetime, we choose a fixed wedge
W = {x ∈ Rd+1 : x1 > |x0|} ;
all other wedges are Poincare´ translated of W .
The Bisognano-Wichmann theorem [2] gives
∆−isH(W ) = UW (2πs) ,
where UW is the one-parameter unitary group on H associated with boosts that preserve
W . As a consequence
H(W )′ = H(W ′) ,
where W ′ is spacelike complement of W .
3.1 Explicit expression for the entropy
We now compute explicitly the entropy of a QFT particle state in the case of the quantum
free neutral Boson field given by real (generalized) solutions of the Klein-Gordon equation,
see [12].
Let Φ ∈ S′(Rd+1) be a solution of the Klein-Gordon equation, namely Φ is a tempered
distribution and
(+m2)Φ = 0
where  = ∂20 − ∂21 − · · · − ∂2d . Then, the Fourier transform Φˆ is supported in Hm ∪ −Hm,
where Hm = {p : p2+m2 = 0, p0 ≥ 0} is the positive Lorentz hyperboloid. If Φ is real, then
Φˆ(−p) = Φˆ(p), so Φˆ is determined by its restriction to Hm.
As is known, if f, g are real, smooth functions on Rd with compact support, there is a
unique smooth real solution Φ, on Rd+1, of the Klein-Gordon equation (+m2)Φ = 0 with
Cauchy data Φ|x0=0 = f , Φ′|x0=0 = g, where the prime denotes the time derivative ∂0. It
can be easily seen that Φˆ|Hm ∈ L2(Hm, dΩm).
We shall denote by T the real linear space of all real solutions of the Klein-Gordon
equation Φ that are real smooth functions with compactly supported Cauchy data. We
shall also say that Φ is a wave if Φ ∈ T .
Given Φ ∈ T , we then have a vector [Φ] in the Hilbert space H = L2(Hm, dΩm),
[Φ] =
√
2πΦˆ|Hm ; (13)
these vectors form a real linear, total subset of H ≡ L2(Hm, dΩm).
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Denote by Φ± the positive/negative frequency wave associated with Φ ∈ T , namely
Φ = Φ+ +Φ− where Φˆ± = Φˆ on ±Hm and Φˆ± = 0 on ∓Hm. As Φ is real, we have
Φˆ−(p) = Φˆ+(−p) , Φ ∈ T ,
thus the map Φ 7→ [Φ] is one-to-one.
The one-particle scalar product between the waves Φ,Ψ ∈ T , given by
([Φ], [Ψ]) =
∫
Hm
Φˆ(p)Ψˆ(p)dΩm(p) ,
is equal to
([Φ], [Ψ]) = i
∫
x0=λ
(Ψ+∂0Φ¯
+ − Φ¯+∂0Ψ+)dx
and is independent of the choice of the constant time integration hyperplane x0 = λ. We
have
([Φ], [Ψ]) = −
∫
−Hm
Φˆ(p)Ψˆ(p)dΩm(p)
and
2iℑ([Φ], [Ψ]) = ([Φ], [Ψ])− ([Φ], [Ψ]) =
∫
Hm∪−Hm
Φˆ(p)Ψˆ(p)dΩm(p)
so, as Φ,Ψ are real, we have
ℑ([Φ], [Ψ]) = 1
2
∫
x0=λ
(
ΨΦ′ − ΦΨ′)dx , (14)
where we denote also by Φ′ the time derivative ∂0Φ of Φ. We also denote by Φλ, Φ
′
λ the
associated Cauchy data at time λ
Φλ(x) = Φ(x0,x)|x0=λ, Φ′λ(x) = ∂0Φ(x0,x)|x0=λ .
Let O ∈ Rd+1 be a spacetime region. We define the closed, real Hilbert subspace H(O)
generated by [f ] as f runs in the smooth, real functions on Rd+1 compactly supported in
O. Here [f ] denotes the vector
√
2πfˆ |Hm ∈ H.
Later we shall consider more general solutions of the Klein-Gordon equation that give
vectors in H by (13). Denote by T¯ the space of real, tempered distributions Φ ∈ S′(Rd+1)
whose Fourier transform Φˆ has the form
Φˆ(p) = C(p)δ(p2 −m2) ,
with C a Borel function on Hm ∪ −Hm with
∫
Hm
|C(p)|2δ(p2 −m2)dp < ∞. As Φ is real,
C(−p) = C(p), so C is determined of Hm. Clearly, the map (13) gives a real linear bijection
of T¯ into H. The inverse map takes C(p) on Hm, extends it to Hm by C(−p) = C(p) and
Fourier anti-transforms it (apart from a (2π)−1/2 factor).
If Φ ∈ T¯ , the Cauchy data Φ0 = Φ|x0=0 and Φ′0 = Φ′|x0=0 are defined by Fourier
anti-transform
Φ0(x) =
1
2
ℜ
∫
C(ω(p),p)eix·p
dp
ω(p)
, Φ′0(x) =
1
2
ℑ
∫
C(ω(p),p)eix·pdp ,
with ω(p) =
√
p2 +m2. So Φ0 and Φ
′
0 naturally give vectors in H.
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Proposition 3.1. If Φ ∈ T¯ , [Φ] belongs to H(W ) if and only if both supp(Φ0) and supp(Φ′0)
are contained in half-space x1 ≥ 0.
Proof. Let f be a real, smooth function on Rd with supp(f) ⊂W ′. With D ∈ S′(Rd+1) the
commutator function, namely Dˆ(p) = ±δ(p2 −m2) if ±p0 ≥ 0, the convolution f ⋆ D ∈ T
and [f ⋆ D] ∈ H(W ′). As Dˆ(p) = 0 if p2 < 0, the Cauchy data (f ⋆ D)0, (f ⋆ D)′0 are
supported in x1 ≤ 0. As vectors [f ⋆ D] of this form are dense in H(W ′), it follows that
[Φ] ∈ T belongs to H(W ) iff ℑ([Φ], [Ψ]) = 0 for all such Ψ, thus iff the Cauchy data of Φ
are supported in x1 ≥ 0 by (14). 
Therefore
A[Φ] = 2π[∂WΦ] , Φ ∈ T .
Here A = i log ∆H(W ) and ∂
W = x0∂1 + x1∂0.
By Prop. 2.4, every Φ ∈ T has finite entropy w.r.t.H(W ) because [Φ] ∈ Dom(log∆H(W )).
If F is a function on Rd, we denote by F+ the function F+(x) = F (x) if x1 ≥ 0 and
F+(x) = 0 if x1 < 0.
Proposition 3.2. Let Φ ∈ T and H = H(W ) and set Ψ = ∂WΦ. Then [Ψ] ∈ H +H ′ and
PH [Ψ] is the vector in H corresponding to the wave with Cauchy data Ψ+0 , Ψ′0+.
Proof. We have 2π[∂WΦ] = i log ∆[Φ], so [Ψ] is in the domain of log∆ and [Ψ] ∈ H +H ′
by Cor. 2.3. By Prop. 3.1 we then have Ψ = Ψ+ + Ψ− with Ψ± ∈ T¯ , Ψ+ ∈ H(W ),
Ψ− ∈ H(W ′). We have PH [Ψ] = [Ψ+]. As discussed, Ψ±0 ; we have Ψ±0
′
give vectors in H
and Ψ0 = Ψ
+
0 +Ψ
−
0 and Ψ
′
0 = Ψ
+
0
′
+Ψ−0
′
. 
If Φ ∈ T , we shall denote the entropy S[Φ] of the vector [Φ] simply by SΦ.
Lemma 3.3. Let Φ ∈ T be a real, smooth wave, ( +m2)Φ = 0 with Cauchy data Φ0 =
f,Φ′0 = g. Then
SΦ = SΓ + SΛ ,
where Γ and Λ denote the waves Cauchy data respectively Γ0 = f , Γ
′
0 = 0 and Λ0 = 0,
Λ′0 = g.
Proof. We have
1
2π
SΦ = ℑ(Φ, PHAΦ) = ℑ(Γ + Λ, PHA(Γ + Λ))
= ℑ(Γ, PHAΓ) + ℑ(Λ, PHAΛ) + ℑ(Γ, PHAΛ) + ℑ(Λ, PHAΓ)
=
1
2π
SΓ +
1
2π
SΛ + ℑ(Γ, PHAΛ) +ℑ(Λ, PHAΓ) , (15)
so we have to show that ℑ(Γ, PHAΛ) + ℑ(Λ, PHAΓ) = 0. Now
(∂WΛ)′ = (x0∂1Λ+ x1∂0Λ)
′ = ∂1Λ+ x0∂1Λ
′ + x1Λ
′′ = ∂1Λ+ x0∂1Λ
′ + x1(∆ +m
2)Λ
thus (∂WΛ)′|x0=0 = 0. We also have
(∂W0 Γ)|x0 = (x0∂1Γ + x1∂0Γ)|0 = 0
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so
ℑ(Γ, PHAΛ) =
∫
x0=0,x1≥0
Γ′∂WΛ− (∂WΛ)′Γ = 0
and similarly ℑ(Λ, PHAΓ) = 0. 
With λ ≥ 0, we shall denote by Wλ the null translated wedge Wλ = W + λv, with
v = (1, 1, 0 · · · , 0). Then
Proposition 3.4. Let Φ ∈ S(Rd+1) be a real, smooth wave, ( +m2)Φ = 0. The entropy
of [Φ] w.r.t. H(Wλ) is given by
SΦ(λ) = π
∫
x0=λ,x1≥λ
(
ΨΦ′ − ΦΨ′)dx , (16)
with Ψ = ∂WλΦ, ∂Wλ = (x0 − λ)∂1 + (x1 − λ)∂0 and Φ′ = ∂0Φ.
Proof. Formula (16) follows the definition (10) and Prop. 3.2 if λ = 0. The general case
is then immediate by translating Φ. 
We shall consider the energy density of the wave Φ,
T00(x) =
1
2
(
Φ′2(x) + |∇Φ(x)|2 +m2Φ2(x))
with ∇ the gradient in the space variables (see next section for the full definition of the
stress-energy tensor).
Theorem 3.5. Let Φ ∈ T be a real Klein-Gordon wave. The entropy SΦ(λ) of [Φ] w.r.t.
the wedge region Wλ is given by
SΦ(λ) = 2π
∫
x0=λ, x1≥λ
(x1 − λ)T00dx . (17)
Proof. Let’s calculate (16). First we assume Φλ = 0. Then
SΦ(λ) = π
∫
x0=λ, x1≥λ
Φ′Ψ dx
= π
∫
x0=λ, x1≥λ
Φ′
(
(x0 − λ)∂1Φ+ (x1 − λ)Φ′
)
dx = π
∫
x0=λ, x1≥λ
(x1 − λ)Φ′2(x)dx . (18)
Now we assume instead that Φ′λ = 0. Then
SΦ(λ) = −π
∫
x0=λ, x1≥λ
ΦΨ′dx = −π
∫
x0=λ, x1≥λ
Φ∂0
(
(x0 − λ)∂1Φ+ (x1 − λ)Φ′
)
dx
= −π
∫
x0=λ, x1≥λ
Φ∂1Φ dx− π
∫
x0=λ, x1≥λ
(x1 − λ)Φ∂20Φ dx
=
π
2
∫
x0=λ, x1=λ
Φ2 dx− π
∫
x0=λ, x1≥λ
(x1 − λ)Φ (∆ +m2)Φ dx
= π
∫
x0=λ, x1≥λ
(x1 − λ)
(|∇Φ|2 +m2Φ2)dx . (19)
The theorem then follows by Lemma 3.3 and (18), (19). 
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3.2 Entropy, energy-momentum and QNEC inequality
Let g be the Lorentz metric, i.e. g is the diagonal matrix with diagonal entries 1,−1, . . . ,−1.
In this section is convenient to use standard tensor notation, in particular ∂µ is the partial
derivative with respect to xµ and ∂µ =
∑d
ν=0 gµν∂
ν .
Let Φ ∈ T , namely Φ is a real smooth solution of the Klein-Gordon equation with
compactly supported Cauchy data. The classical stress-energy density tensor T = (Tµν)
associated with Φ is given by
Tµν = ∂µΦ ∂νΦ− gµνL ,
where L = 12
(∑d
µ,ν=0 g
µν∂µΦ ∂νΦ−m2Φ2
)
is the Lagrangian density. In particular
T00 =
1
2
( d∑
µ=0
(∂µΦ)
2 +m2Φ2
)
,
T0l = ∂0Φ ∂lΦ , l = 1, 2, ..., d .
T0l is the energy-momentum flux across the xl = 0 time-zero surface, l = 1, 2, . . . d.
With v ∈ Rd+1, consider the energy-momentum in the v-direction
〈v, Tv〉 ≡
d∑
µ,ν=0
T µνvνvµ .
Clearly T00 = 〈e0, T e0〉 ≥ 0, where e0 the time-like vector e0 = (1, 0, . . . 0). By Lorentz
covariance, we then have
〈v, Tv〉 ≥ 0 (20)
for all time-like vectors v, hence for all light-like vectors v (classical null energy condition).
The continuity equation holds
d∑
µ=0
∂µT
µν = 0 , (21)
therefore
∫
x0=0, x1≥0
∂0T
0ν dx = −
d∑
k=1
∫
x0=0, x1≥0
∂kT
kν dx = −
∫
x0=0, x1=0
T 1ν dx .
Theorem 3.6. Let Φ ∈ T . We have:
d
dλ
SΦ(λ) = −2π
∫
x0=λ,x1≥λ
T 00 + T 10 dx ,
d2
dλ2
SΦ(λ) = 2π
∫
x0=λ,x1=λ
〈v, Tv〉dx ,
where v is the light-like vector v = (1, 1, 0 . . . , 0). In particular, the inequality
d2
dλ2
SΦ(λ) ≥ 0
holds true by (20).
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Proof. Now
SΦ(λ) = 2π
∫
x0=λ, x1≥λ
(x1 − λ)T 00 dx ,
so, by the continuity equation (21) and integrating by parts, we get
d
dλ
SΦ(λ) = −2π
∫
x0=λ, x1≥λ
T 00 − (x1 − λ)∂0T 00 dx
= −2π
∫
x0=λ, x1≥λ
T 00 + (x1 − λ)∂1T 10 dx = −2π
∫
x0=λ, x1≥λ
T 00 + T 10 dx ,
because
∫
x0=λ, x1≥λ
(x1 − λ)∂lT 10dx = 0 if l ≥ 2.
Concerning the second derivative, by the continuity equation (21) we have
d2
dλ2
S(λ) = 2π
∫
x0=λ, x1=λ
(
T 00 + T 10
)
dx− 2π
∫
x0=λ, x1≥λ
∂0(T 00 + T 10) dx
= 2π
∫
x0=λ, x1=λ
(
T 00 + T 10
)
dx+ 2π
∫
x0=λ, x1=λ
(T 10 + T 11)dx
= 2π
∫
x0=λ, x1=λ
(
T 00 + 2T 10 + T 11
)
dx ,
and this completes the proof. 
For completeness, note that the manifestly non negative expression
d2
dλ2
S(λ) = 2π
∫
x0=λ, x1=λ
(∂0Φ+ ∂1Φ)
2 dx ,
as T 00 + 2T
1
0 + T
1
1 = (∂0Φ+ ∂1Φ)
2.
4 Entropy of coherent states
We now move to the QFT framework and begin with an abstract second quantisation anal-
ysis.
4.1 Preliminaries on relative entropy
Recall that the relative entropy between two normal, faithful states ϕ1, ϕ2 of a von Neumann
algebra M is given by Araki’s formula [1]
S(ϕ1||ϕ2) = −(ξ1, log ∆ξ2,ξ1ξ1) ; (22)
here ξ1, ξ2 are any cyclic vector representatives of ϕ1, ϕ2 on the underlying Hilbert space
(that always exist in the standard representation) and ∆ξ2,ξ1 is the associated relative mod-
ular operator. The definition (22) is understood as follows. If E(λ) the spectral family of
∆ξ2,ξ1 , then
S(ϕ1||ϕ2) = −
∫ 1
0
log λd(ξ1, E(λ)ξ1)−
∫ +∞
1
log λd(ξ1, E(λ)ξ1) (23)
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the second integral is always finite as log λ < λ1/2 if λ > 1. So (22) is well defined by (23).
Moreover S(ϕ1||ϕ2) ≥ 0 by Jensen’s inequality as log λ is a concave function.
Proposition 4.1.
S(ϕ1||ϕ2) = i d
ds
(ξ1,∆
is
ξ2,ξ1ξ1)|s=0 = i
d
ds
ϕ1((Dϕ1 : Dϕ2)s)|s=0 .
Proof. If S(ϕ1||ϕ2) < ∞, the proposition is proved in [22]. So, S(ϕ1||ϕ2) = +∞ iff∫ 1
0 − log λd(ξ1, E(λ)h1) = +∞. As
∫ 1
0
− log λd(ξ1, E(λ)ξ1) ≤ lim inf
s→0+
ℜ
∫ 1
0
i
λis − 1
s
d(ξ1, E(λ)ξ1)
by Fatou’s lemma, we have i dds(ξ1,∆
is
ξ2,ξ1
ξ1)|s=0 = +∞ if S(ϕ1||ϕ2) = +∞. The last equation
is immediate by the formula
(Dϕ1 : Dϕ2)s = ∆
is
ξ2,ξ1∆
−is
ξ1
.

4.2 Second quantisation preliminaries
Let H be a complex Hilbert space and Γ(H) the exponential of H, i.e. the Bosonic Fock
space over H (also denoted by eH). Thus
Γ(H) ≡
∞⊕
n=0
H⊗ns ,
H0 ≡ Cξ is the one-dimensional Hilbert space a unit vector ξ called the vacuum vector, and
H⊗ns is the symmetric Hilbert n-fold tensor product of H.
If h ∈ H, we denote by eh the coherent vector of eH:
eh ≡
∞⊕
n=0
1√
n!
(h⊗
n
)s
where the zeroth component of eh is ξ, thus e0 = ξ. One may check that
(eh, ek) = e(h,k) ,
and {eh, h ∈ H} is a total family of independent vectors of Γ(H).
If U is a (anti-)unitary on H, the second quantisation unitary Γ(U) is the (anti-)unitary
on Γ(H) given by Γ(U)|
H⊗
n
s
= U ⊗ U ⊗ · · · ⊗ U . We have Γ(U)eh = eUh.
With h ∈ H, the Weyl unitary V (h) is determined by
V (h)
ek
||ek|| =
eh+k
||eh+k||
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and satisfy the Weyl commutation relations
V (h+ k) = eiℑ(h,k)V (h)V (k) . (24)
Note that
V (h)ξ = e−
1
2
(h,h)eh , (25)
therefore
(V (k)ξ, V (h)ξ) = e−
1
2
(||h||2+||k||2)(ek, eh) = e−
1
2
(||h||2+||k||2)e(k,h)
and, in particular,
ϕ(V (h)) = e−
1
2
||h||2 . (26)
where ϕ ≡ (ξ, ·ξ) is the vacuum state.
Let H ⊂ H be a real linear subspace. We put
R(H) ≡ {V (h) : h ∈ H}′′ ,
namely R(H) is the von Neumann algebra on Γ(H) given by the weak closure of the linear
span of the V (h)’s as h varies in H.
Finally, we recall that, if H a standard subspace, the following hold:
• If K a dense subspace of H, then R(K) = R(H);
• ξ is a cyclic and separating vector for R(H);
• Then the modular unitaries and conjugation associated with (R(H), ξ) are given by
∆isR(H) = Γ(∆
is
H), JR(H) = Γ(JH).
• R(H ′) = R(H)′.
Here, ∆H and JH are the modular operator and the modular conjugation on H associated
with H.
4.3 First formula, case h ∈ H
Given a standard subspace H and a vector h ∈ H, the entropy Sh = SHh of h defined in (10)
is given by
Sh = −(h, log ∆Hh) . (27)
Indeed
Sh = −(h, PH log ∆Hh) = − lim
ε→0+
(hε, PH log∆Hhε)
= − lim
ε→0+
(hε, log ∆HPHhε) = − lim
ε→0+
(hε, log ∆Hhε) = −(h, log ∆Hh) ,
because PH and log∆ commute on D0. Therefore, in this case, the definition of Sh coincides
with the definition in [19].
We shall see that the relative entropy between coherent states is given by entropy of
vectors.
18
Let h ∈ H and V (h)ξ = eh/||eh|| the normalised coherent vector. Suppose H ⊂ H is a
standard subspace and let ϕh = (V (h)ξ, ·V (h)ξ) as a state on R(H). Note that
ϕh = ϕ ·AdV (h)∗
∣∣
R(H)
.
We want to study the relative entropy
S(ϕh||ϕk) , h, k ∈ H ,
between the states ϕh and ϕk of R(H). Since
S(ϕh||ϕk) = S(ϕ ·AdV (−h)V (k)||ϕ) = S(ϕ ·AdV (k − h)||ϕ) = S(ϕk−h||ϕ) , (28)
we may restrict our analysis to the case k = 0, namely ϕk is the vacuum state.
We have
S(ϕh||ϕ) = −(ξ, log ∆V (h)ξ,ξξ) = −(V (h)ξ, log ∆R(H)V (h)ξ) (29)
with ∆R(H) the modular operator associated with (R(H), ξ). As we shall see, the following
proposition holds for all h ∈ H, cf. [19].
Proposition 4.2. Let h ∈ H. If h ∈ Dom(log∆H), the relative entropy on R(H) between
ϕ and ϕh is given by
S(ϕh||ϕ) = Sh = −(h, log ∆Hh) .
Proof. If h ∈ H, the unitary V (h) belongs to R(H), thus
∆isV (h)ξ,ξ = V (h)
∗∆isξ V (h)∆
−is
ξ .
So we have:
S(ϕh||ϕ) = i d
ds
(V (h)ξ,∆isR(H)V (h)ξ)
∣∣
s=0
= i
d
ds
(V (h)ξ,Γ(∆isH)V (h)ξ)
∣∣
s=0
= ie−||h||
2 d
ds
e(h,∆
is
H
h)
∣∣
s=0
= i
d
ds
(h,∆isHh)
∣∣
s=0
= −(h, log ∆Hh) ,
where the first equality follows by equation (22) similarly as in the proof of Proposition 4.1.

Note that S(ϕh||ϕ) is real, thus
S(ϕh||ϕ) = −(h, log ∆Hh) = i(h, i log ∆Hh) = ℑ(h, i log ∆Hh) (30)
and S(ϕh||ϕ) may be computed via the symplectic form ℑ(·, ·).
19
4.4 Entropy of coherent states, general formula
Let k ∈ H and denote by ϕk and ϕ′k the states (V (k)ξ, ·V (k)ξ) on R(H) and R(H ′).
Lemma 4.3. Let k ∈ Hε. Then S(ϕk||ϕ) = Sk.
Proof. By (5), we have k = h+ h′ with h ∈ EεH, h′ ∈ EεH ′. So
Sk = ℑ(h+ h′, PH i log ∆(h+ h′)) = ℑ(h+ h′, i log ∆h) = ℑ(h, i log ∆h) = Sh .
On the other hand
S(ϕk||ϕ) = S(ϕ · AdV (k)∗||ϕ) = S(ϕ ·AdV (h)∗V (h′)∗||ϕ) = S(ϕ ·AdV (h)∗||ϕ) ,
and the lemma follows by Prop. 4.2. 
We now compute the relative entropy between the states ϕ and ϕk on R(H).
Lemma 4.4. If H = H1 ⊕H2 with H = H1 ⊕H2, and k = k1 ⊕ k2, then
S(ϕk||ϕ) = S(ϕk1 ||ϕ) + S(ϕk2 ||ϕ) ,
where ϕki is the coherent state associated with ki on Γ(Hi).
Proof. We have Γ(H) = Γ(H1) ⊗ Γ(H2), ϕ = ϕ ⊗ ϕ, ϕk = ϕk1 ⊗ ϕk2 , where we have
denoted by ϕ the vacuum state also on on Γ(Hi). The lemma thus follows by the additivity
of the relative entropy under tensor product. 
Theorem 4.5. Let k ∈ H. We have
S(ϕk||ϕ) = Sk = ℑ(k, PH i log ∆ k) .
Proof. Let k ∈ H. We have the direct sum decomposition H = Hε ⊕ Kε, and J,∆, PH
decomposes accordingly. Thus Lemma 4.4 gives
S(ϕk||ϕ) = S(ϕkε ||ϕ) + S(ϕ(1−Eε)k||ϕ) ≥ S(ϕkε ||ϕ) .
As kε → k, by the semicontinuity of the relative entropy we have
S(ϕk||ϕ) ≤ lim inf
ε→0+
S(ϕkε ||ϕ) ,
thus
lim
ε→0+
S(ϕkε ||ϕ) = S(ϕk||ϕ) .
Since S(ϕkε ||ϕ) = Skε by Lemma 4.3, we have
S(ϕk||ϕ) = lim
ε→0+
Skε = Sk
by Prop. 2.5 (e). 
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5 Entropy for free QFT’s on Rindler spacetime
We now apply the previous analysis to compute the entropy of localised automorphisms for
a free scalar Quantum Field Theory on the Rindler spacetime. As a consequence, we shall
have the QNEC inequality for coherent states.
The Rindler spacetime may be identified with the wedge region W of the Minkowski
spacetime, as we shall do.
We denote by A the net of von Neumann algebras associated with the free, neutral scalar
field. Thus
A(W ) = R(H(W )) .
A(W ) is the global von Neumann algebra of the the free, neutral scalar field on the Rindler
spacetime. Given a wave Φ ∈ T we shall consider the automorphism
βΦ = AdV ([Φ])
∗|A(W ) .
The entropy of the automorphism βk with respect to the vacuum is defined as
S(βΦ) = S(ϕΦ|A(W )||ϕ|A(W )) .
More generally, we shall consider the entropy of βΦ relative to the subwedge Wλ = W +
(λ, λ, 0, . . . , 0).
Theorem 5.1. Let Φ ∈ T be a real Klein-Gordon wave. The entropy of βΦ with respect to
the vacuum is given by
S(ϕΦ|A(Wλ)||ϕ|A(Wλ)) = SΦ(λ) = 2π
∫
x0=λ,x1≥λ
(x1 − λ)T00(x)dx , (31)
where SΦ(λ) is the entropy of the wave Φ with respect to H(Wλ) (cf. Theorem 3.5).
In particular, the second derivative of d
2
dλ2
SΦ(λ) is given by Theorem 3.6, so the QNEC
inequality
d2
dλ2
SΦ(λ) ≥ 0
holds true for the coherent state associated with Φ.
Proof. Immediate by Theorems 3.6 and 4.5. 
Note that
∫
x0=0, x1≥0
x1T00(x)dx may be interpreted as the energy in the Rindler spacetime
W in the state given by Φ; the energy is here the one given by the Rindler Hamiltonian,
the generator of the geodesic (boost) flow.
In the following corollary, we denote a vector in H by [Φ] and set SΦ = S[Φ], ϕΦ = ϕ[Φ]
consistently with the above notations.
Corollary 5.2. Let [Φ] be any vector in H. The map
λ ∈ [0,∞)→ SΦ(λ) = S(ϕΦ|A(Wλ)||ϕ|A(Wλ)) ∈ [0,∞]
is convex.
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Proof. We may assume that there is a λ with SΦ(λ) < ∞, otherwise the statement is
obvious. Let λ0 be the infimum of all λ with SΦ(λ) < ∞; then SΦ(λ) < ∞ if λ ∈ (λ0,∞)
and we have to show that SΦ(λ) is convex in (λ0,∞). As the pointwise limit of convex
functions is convex, and SΦ(λ) is convex if Φ ∈ T by Theorem 5.1, the corollary will follows
by Prop. 2.5 (g) once we show that there exists a sequence of waves Φn ∈ T such that
[Φn] → [Φ] in the graph norm of
√
| log ∆|E−. This follows because the real linear space
[T ] = {[Φ] : Φ ∈ T } is dense in H in the graph norm of √| log ∆|E− as a consequence of
Proposition 1.19 in [8]. (Note that [T ] is only real linear, but the proof of [8, Proposition
1.19] is valid also with a real linear subspace D there.) 
6 Outlook
As the reader might have noticed, our entropy formulas, that ultimately rely on the en-
tropy formula for a vector in the Hilbert space relative to a real linear subspace, depends
only on the symplectic form, the imaginary part of the Hilbert space scalar product. They
are therefore meaningful in the more general contexts concerning QFT on a curved space-
time background. We aim to study these situations in a forthcoming work, in particular
concerning Schwarzschild spacetime, cf. [11].
One important question left open in this paper is the computation of the relative entropy,
in the free scalar QFT context, between the vacuum state and any other normal state on
A(W ), see however [13].
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