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UNE STRATIFICATION DE THOM-MATHER DE L’ENSEMBLE
ASYMPTOTIQUE D’UNE APPLICATION POLYNOMIALE F : Cn Ñ Cn
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Abstract. Let F : Cn Ñ Cn be a polynomial mapping. We prove that the stratification of the
asymptotic set of F defined by “la méthode des fac¸on” in [NT1] is a Thom-Mather stratification.
RÉSUMÉ. Soit F : Cn Ñ Cn une application polynomiale. Nous prouvons que la stratification de
l’ensemble asymptotique de F définie par “la méthode des fac¸ons” in [NT1] est une stratification
de Thom-Mather.
INTRODUCTION
Soit F : Cnpxq Ñ Cnpαq une application polynomiale. L’ensemble asymptotique de F , noté
SF , est l’ensemble des points du but en lesquels l’application F n’est pas propre. Dire
que l’application F n’est pas propre en un point du but a P Cnpαq peut être caractérisé des
deux manières suivantes :
1) Il existe une suite tξkukPN Ă Cnpxq dans la source telle que tξku tende vers l’infini et
telle que l’image F pξkq tende vers a.
Ici, “la suite tξku tend vers l’infini” signifie que la norme euclidienne |ξk| de ξk dans Cnpxq
tend vers l’infini.
2) Il existe une courbe différentiable
γ : p0,`8q Ñ Cnpxq, γpuq “ pγ1puq, . . . , γnpuqq
tendant vers l’infini et telle que F ˝ γpuq tend vers a lorsque u tend vers l’infini.
Dans les années 90, Jelonek a étudié l’ensemble asymptotique associé à une application
polynomiale F : Cn Ñ Cn de manière approfondie et il en a décrit les principales propriétés
[J1]. La compréhension de la structure de cet ensemble est très importante par sa relation
avec la Conjecture Jacobienne (voir, par exemple, [Es]).
Dans [NT1], nous fournissons une méthode, appellé la méthode des fac¸ons pour stratifier
l’ensemble asymptotique SF . La stratification obtenue est une stratification différentiable
et satisfait la condition de frontière. Cette méthode étudie les comportaments des courbes
tendant vers l’infini et telles que leurs images tendent vers les points de SF comme suit :
ces suites seront labellisées sous la forme de “fac¸ons (étoile)” (Définition 2.13 de [NT1])
telles que chaque fac¸on “étoile” différente définit des courbes correspondantes parallèles
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localement, qui, en fait, définissent un feuilletage complexe de dimension 1 (Proposition
2.18 de [NT1]) dans l’espace source Cn. Les images des feuilletages correspondant aux
différentes fac¸ons d’approcher la partie singulière de SF , ce qui nous permet de décomposer
celle-ci en strates. Nous obtenons une stratification différentiable de l’ensemble asymptotic
SF , qui satisfait aussi la condition de frontière (Théorème 4.1 de [NT1]).
Nous montrons dans cet article que la stratification définie par les fac¸ons dans [NT1] est
une stratification de Thom-Mather. Pour montrer cela, nous utilisons l’autre caractérisa-
tion de l’ensemble asymptotique, comme limite des images de courbes, lesquelles tendent
vers l’infini. Lorsque ces courbes sont parallèles (définissent un feuilletage), la limite des
images est une strate, lisse, obtenue comme limite des images du feuilletage transverse.
Nous monstrons que les images de telles courbes constituent les rayons des voisinages
tubulaires “à la Thom-Mather” ce qui démontre notre Théorème 3.10.
Une autre motivation de cette étude réside dans le fait que connaˆitre une stratification
d’une variété singulière permet de calculer son homologie d’intersection: Dans [V-V], les
auteurs ont contruit des variétés singulières VF associées à une application polynomial F :
Cn Ñ Cn telle que l’homologie d’intersection des ces variétés VF caractérise la propreté de
F dans le cas le jacobian de F est partout non nul (Théorème 3.2 de [V-V] et Théorème 4.5
de [NT-V-V]). De plus, une stratification de l’ensemble asymptotique SF permet de fournir
une stratification de la variété VF . Notons que pour une application fixée F , nous avons
beaucoup de variétés associées VF , mais les résultats de l’homologie d’intersections des
variétés VF dans [V-V] et dans [NT-V-V] ne changent pas. Nous savons aussi qu’en general,
l’homologie d’intersection d’une variété singulière dépend de sa stratification. Cependant,
l’homologie d’intersection d’une variété singulière est invariant avec une stratification de
Thom-Mather. Alors, une stratification de Thom-Mather de l’ensemble asymptotique SF
est nécessaire pour calculer l’homologie d’intersection des variétés VF . Nous précisons
donc les résultats obtenus dans [V-V] et dans [NT-V-V].
NOTATION
Nous considérons dans cet article des applications polynomiales F : Cn Ñ Cn. Nous
écrivons souvent F : Cnpxq Ñ Cnpαq pour distinguer entre la source et le but.
0. PRÉLIMINAIRES
0.1. Stratifications.
3Définition 0.1. Soit V une variété (différentiable ou algébrique, ou analytique) de di-
mension m. Une stratification (S ) de V est la donnée d’une filtration
V “ Vm Ě Vm´1 Ě Vm´2 Ě ¨ ¨ ¨ Ě V1 Ě V0 Ě V´1 “ H
de V telle que toutes les différences Xi “ VizVi´1 sont ou bien vides ou bien unions
localement finies de sous-variétés lisses connexes et localement fermées de dimension i,
appelées strates.
Soit Si une strate de V et Si est son adhérence dans V . Si SizSi est l’union de strates
de V , pour toute strate Si de V , alors nous disons que la stratification de V satisfait la
propriété de frontière.
Définition 0.2 (voir [T], [M1]). Soit V une sous-variété d’une variété lisse M . Nous
disons qu’une stratification de V est une stratification de Thom-Mather si chaque strate
Si est une variété différentiable de classe C8 et si pour chaque strate Si nous avons
a) un voisinage ouvert (voisinage tubulaire) Ti de Si dans M ,
b) une rétraction continue pii de Ti sur Si,
c) une fonction continue (tubulaire) ρi : Ti Ñ r0,`8q qui est C8 sur la partie régulière
de V X Ti,
tels que Si “ tx P Ti : ρpxq “ 0u et si Si Ă Sj , alors
i) l’application restriction ppii, ρiq : Ti X Sj Ñ Si ˆ r0,`8q est une immersion lisse,
ii) pour x P Ti X Tj tel que pijpxq P Ti, nous avons les relations de commutation :
1) pii ˝ pijpxq “ piipxq,
2) ρi ˝ pijpxq “ ρipxq,
lorsque les deux membres de ces formules sont définis.
Remarque 0.3. Les conditions de Whitney impliquent des conditions de Thom-Mather.
0.2. L’ensemble asymptotique. Soit F : Cnpxq Ñ Cnpαq une application polynomiale.
Notons SF l’ensemble des points du but pour lesquels l’application F n’est pas propre,
i.e.,
SF “ ta P Cnpαq tel que DtξkukPN Ă Cnpxq, |ξk| tend vers l’infini et F pξkq tend vers au,
où |ξk| est la norme euclidienne de ξk dans Cn. L’ensemble SF est appelé l’ensemble
asymptotique de F .
Lemme 0.4. Le point a appartient à SF si et seulement s’il existe une courbe différentiable
γpuq : p0,`8q Ñ Cnpxq tendant vers l’infini et telle que F ˝γpuq tend vers a lorsque u tend
vers l’infini.
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Rappelons qu’il suffit, pour définir SF de considérer des courbes γpuq “ pγ1puq, . . . , γnpuqq
tendant vers l’infini, au sens suivant : chaque coordonnée γ1puq, . . . , γnpuq de cette courbe
ou bien tend vers l’infini ou bien converge. C’est ce que nous ferons dans cet article.
Définition 0.5. Une application polynomiale F : Cnpxq Ñ Cnpαq est dite dominante si
l’adhérence de F pCnpxqq est dense dans Cnpαq, c’est-à-dire F pCnpxqq “ Cnpαq.
Théorème 0.6. [J1] Soit F “ pF1, . . . , Fnq : Cn Ñ Cn une application polynomiale
dominante. Pour chaque i “ 1, . . . , n, considérons une équation irréductible de xi sur
CrF1, . . . , Fns :
niÿ
k“0
φikpF qxni´ki “ 0,
où les φik sont des polynômes et les ni sont des entiers positifs. Alors nous avons
SF “
nď
i“1
ta P Cn : φi0paq “ 0u.
1. La méthode des fac¸ons
Dans [NT1], nous fournissons la méthode des fac¸ons pour stratifier la variété asymp-
totique d’une application polynomiale dominante F : Cn Ñ Cn. La détermination des
strates de la stratification de l’ensemble asymptotique nécessite deux étapes. La première
étape, qui, bien que est très significative pour la construction de la méthode, fournit
une partition dont les éléments peuvent être des variétés singulières. Un raffinement de
cette partition est nécessaire, en utilisant une version plus fine: les fac¸ons “étoile”. De
manière plus précise, les courbes γ tendant vers l’infini et telles que leurs images F ˝ γ
tendent vers les points de SF seront labellisées sous la forme de “fac¸ons” et “fac¸ons étoile”,
respectivement.
1.1. Fac¸ons. Dans la première étape, nous définissons “une fac¸on du point a P SF ”. Un
point a de SF est la limite de F ˝ γpuq, où γpuq “ pγ1puq, . . . , γnpuqq : p0,`8q Ñ Cnpxq
est une courbe tendant vers l’infini. Nous classons les coordonnées γ1puq, . . . , γnpuq de la
courbe γpuq en trois catégories : i) les coordonnées γirpuq tendant vers l’infini (cette caté-
gorie n’est pas vide); ii) les coordonnées γjspuq telles que limuÑ8 γjspuq est un nombre com-
plexe “indépendant du point a dans un voisinage de a dans SF ”. Cela signifie qu’il existe des
points a1 voisins de a dans SF et des courbes γa
1 “ pγa11 puq, . . . , γa1n puqq : p0,`8q Ñ Cnpxq
tendant vers l’infini telles que limuÑ8 F ˝γa1puq “ a1 et limuÑ8 γa1jspuq “ limuÑ8 γjspuq “
constante; iii) les coordonnées γilpuq telles que limuÑ8 γilpuq est un nombre complexe
“dépendant du point a” (ce cas est le cas contraire du cas ii)).
5Nous définissons “une fac¸on du point a P SF ” comme un pp, qq-uple pi1, . . . , ipqrj1, . . . , jqs
d’entiers où les entiers i1, . . . , ip sont les indices des coordonnées de la première catégorie
et j1, . . . , jq les indices des coordonnées de la seconde catégorie. Pour comprendre mieux
la définition de fac¸ons, voir la Définition 1.2 et la section 1.2 de [NT1]. Nous donnons ici
un exemple pour éclairer cette Définition.
Exemple 1.1. Soit l’application F : C3px1,x2,x3q Ñ C3pα1,α2,α3q définie par
F px1, x2, x3q “ px1x2, x2x3, x1x2x3q.
Alors l’ensemble SF est égal à pSF q1YpSF q2YpSF q3, où pSF q1 “ tα2 “ 0u, pSF q2 “ tα3 “
0u et pSF q3 “ tα1 “ 0u. En fait
i) Pour un point a “ pα1, 0, α3q P pSF q1 tel que α1 ‰ 0 et α3 ‰ 0, il existe une courbe
γ “
´
α1u,
1
u ,
α3
α1
¯
tendant vers l’infini telle que l’image F ˝ γ tende vers a. Nous disons
qu’une “fac¸on” du point a est p1qr2s, où
(1) Le symbole “(1)” signifie que la première coordonnée γ1puq “ α1u de la courbe γpuq
tend vers l’infini.
(2) Le symbole “[2]” signifie que la deuxième coordonnée γ2puq “ 1u de la courbe γpuq
tend vers zéro, qui est un nombre complexe fixé, lequel ne dépend pas du point
a “ p0, α2, α3q quand a décrit pSF q2 “ tα3 “ 0u.
(3) La troisième coordonnée γ3puq “ α3α1 de la courbe γpuq tend vers un nombre com-
plexe α3α1 dépendant du point a “ pα1, 0, α3q quand a varie. Alors, avec notre choix
de labeliser les courbes, l’indice “2” n’apparaitra pas dans la fac¸on (1)[2]
Notons que nous pouvons vérifier facilement que toute courbe γˆpuq tendant vers l’infini
telle que F ˝ γˆpuq tende vers un point de pSF q1 admet la même fac¸on p1qr2s. Nous disons
que la fac¸on de pSF q1 est p1qr2s.
De la même manière que dans le cas i), nous avons :
ii) Pour un point a “ pα1, α2, 0q P pSF q2 tel que α1, α2 ‰ 0, il existe une courbe
γ “ `α1u , u, α2u ˘ telle que γ tend vers l’infini et telle que F ˝ γ tend vers a. Nous avons la
fac¸on de pSF q2 est p2qr1, 3s.
iii) Pour un point a “ p0, α2, α3q P pSF q3, tel que α2, α3 ‰ 0, il existe une courbe
γ “
´
α3
α2
, α2u , u
¯
telle que γ tend vers l’infini et telle que F ˝ γ tend vers a. La fac¸on de
pSF q3 est donc p3qr2s.
iv) Pour un point a “ pα1, 0, 0q P pSF q1 X pSF q2, où α1 ‰ 0, il existe deux courbes
γ “ `α1u, 1u , 1u˘ et γˆ “ ` 1u , uα1, 1u2 ˘ telles que γ et γˆ tendent vers l’infini et leurs images
F ˝ γ et F ˝ γˆ tendent vers a. L’ensemble 0α1zt0u a donc deux fac¸ons (1)[2,3] et (2)[1,3].
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v) Pour un point a “ p0, α2, 0q P SF2 X SF3 , où α2 ‰ 0, il existe deux courbes γ “`
0, u, α2u
˘
et γˆ “ `0, α2u , u˘ telles que telles que γ et γˆ tendent vers l’infini et leurs images
F ˝ γ et F ˝ γˆ tendent vers a. L’ensemble 0α2zt0u a donc deux fac¸ons (2)[1,3] et (3)[1,2].
vi) Pour un point a “ p0, 0, α3q P pSF q3 X pSF q1, où α3 ‰ 0, il existe une courbe
γ “ `u, 1
u2
, α3u
˘
telle que γ tend vers l’infini et telle que F ˝ γ tend vers a. La fac¸on de
l’ensemble 0α3zt0u est donc p1, 3qr2s.
vii) Enfin, considérons l’origine 0 P pSF q1 X pSF q2 X pSF q3, il existe quatre courbes`
λ, 1
u2
, u
˘
avec λ P C, pu, 0, uq, ` 1
u2
, u, 0
˘
et pu, 0, µqus avec µ P C tendent vers l’infini et
leurs images tendent vers a. L’origine a donc quartre fac¸ons (3)[1,2], (1,3)[2], (2)[1,3] et
(1)[2,3].
La partition de l’ensemble SF , définie par des fac¸ons, est donnée par la filtration :
SF Ą 0α1 Y 0α2 Y 0α3 Ą t0u Ą H.
Figure 1. La partition de SF définie par Ξ, pour l’application polynomiale dom-
inante F px1, x2, x3q “ px1x2, x2x3, x1x2x3q
1
Notons Ξpaq l’ensemble de toutes les fac¸ons du point a. La partition de SF définie par
la relation
(1.2) a1 „ a2 si et seulement si Ξpa1q “ Ξpa2q
1Revoir l’exemple, s’il est trop compliqué? On a vraiment besoin un exemple comme c¸a pour éclairer l’article
(oui)? Si oui, refaire le dessin.
7est une partition finie de SF (Propostion 1.6 de [NT1]).
Les sous-variétés de la partition de l’ensemble asymptotique SF définie par la relation
1.2, bien que très significatives pour la construction de la méthode des fac¸ons, se révèlent
malheureusement pouvoir être singulières, comme le montre de l’exemple suivant (Propo-
sition 1.11 de [NT1]).
Exemple 1.3. Soit F : C2px1,x2q Ñ C2pα1,α2q l’application polynomiale dominante telle que
F px1, x2q “
´
px1x2q2, px1x2q3 ` x1
¯
.
Si la courbe γpuq “ pγ1puq, γ2puqq : p0,`8q Ñ C2px1,x2q tend vers l’infini telle que F ˝γpuq “´
pγ1puqγ2puqq2, pγ1puqγ2puqq3 ` γ1puq
¯
ne tend pas vers l’infini, alors γ1puq ne peut pas
tendre vers l’infini. Comme γpuq tend vers l’infini, alors γ2puq doit tendre vers l’infini et
donc SF n’admet qu’une seule fac¸on κ “ p2qr1s. Si nous choisissons les courbes coordonnées
γ1puq et γ2puq tendant vers 0 et l’infini, respectivement, telles que le produit γ1puqγ2puq
tend vers un nombre complexe α P C, alors F ˝γpuq tend vers pα2, α3q. L’ensemble SF est
donc la courbe α31 “ α22 dans C2pα1,α2q ayant un point singulier à l’origine (voir Figure 2).
O 1α
2α
FS
Figure 2. L’ensemble asymptotique SF de l’application F px1, x2q “
´
px1x2q2, px1x2q3 ` x1
¯
.
Donc, un raffinement de la définition des fac¸ons est nécessaire afin d’obtenir une stra-
tification en strates lisses. Cela est la deuxième étape de “La méthode des fac¸ons”.
2. Fac¸ons étoile
La question est donc de savoir pourquoi, dans l’exemple de l’exemple 1.3, la partition de
SF définie par les fac¸ons n’est pas une stratification. Nous devons comprendre la différence
entre “la fac¸on r2sp1q à l’origine” et “la fac¸on r2sp1q au point a P SF zt0u” : Pour un point
a “ pα2, α3q dans SF zt0u, nous devons choisir la courbe
`
1
ur , αu
s
˘
, où r doit être égal
à s. À l’origine 0, nous devons choisir une courbe
`
1
ur , u
s
˘
où r ą s. Nous voyons que
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nous devons étudier la vitesse de tendre vers zero et de tendre vers l’infini des courbes
coordonnées. Dans l’exemple ci-dessus, si la vitesse de tendre vers zero de la première
courbe coordonnée est plus rapide que la vitesse de tendre vers l’infini de la deuxième
courbe coordonnée, nous tendons à la partie singulière de SF .
Pour formaliser l’idée des fac¸ons étoile, nous avons donc besoin d’abord de décrire “la
vitesse de tendre vers zero et de tendre vers l’infini des courbes coordonnées dans C”.
1) D’abord, nous décrivons “la vitesse de tendre vers zero et de tendre vers l’infini des
courbes coordonnées dans C”: Notons que si une courbe ρ : p0,`8q Ñ C tend vers un
nombre complexe λ dans C, alors nous pouvons considérer que cette courbe tend vers 0 par
changement de variables ρ ´ λ. Pour cette raison, nous pouvons supposer qu’une courbe
ρ dans C ou bien tend vers zero, ou bien tend vers l’infini. Nous disons que
+ la courbe ρ tend vers 0 avec le degré t si ρpuq “ pλ{uqt`¨ ¨ ¨ , où λ P Czt0u, t P R, t ą 0
et les éléments dans “. . .” sont de la forme pλ1{uqr avec r ą t.
+ la courbe ρ tend vers l’infini avec le degré t si ρpuq “ λut ` ¨ ¨ ¨ , où λ P Czt0u,
t P R, t ą 0 et les éléments dans “. . .” sont de la forme λ1kr avec r ă t.
2) Comparer la vitesse de tendre vers zero et de tendre vers l’infini des courbes co-
ordonnées γ1, . . . , γn de la courbe γ “ pγ1, . . . , γnq : p0,`8q Ñ Cnpxq comme suit : Soit
κ “ pi1, . . . , ipqrj1, . . . , jqs une fac¸on de SF et soit γ “ pγ1, . . . , γnq : p0,`8q Ñ Cnpxq une
courbe tendant vers l’infini avec la fac¸on κ. Supposons que :
γirpuq tend vers l’infini avec le degré lir , pour r “ 1, . . . , p,
γjspuq tend vers 0 avec le degré ljs , pour s “ 1, . . . , q.
Le pp` qq-uple pli1 , . . . , lip , lj1 , . . . , ljqq est appelé pp` qq-uple associé à la courbe γ.
Notons que, par un changement de paramètre, nous povons toujours supposer que les
nombres li1 , . . . , lip , lj1 , . . . , ljq du pp ` qq-uple d’une courbe γ dans la définition ?? sont
des entiers naturels.
+ Définir “deux courbes équivalentes” : Soit Sν une sous-variété de SF et κ “ pi1, . . . , ipqrj1, . . . , jqs
une fac¸on de Sν . Supposons γ, γ1 : p0,`8q Ñ Cnpxq deux courbes tendant vers l’infini
avec la même fac¸on κ telles que F ˝ γ et F ˝ γ1 tendent vers deux points de Sν . No-
tons pli1 , . . . , lip , lj1 , . . . , ljqq et pl1i1 , . . . , l1ip , l1j1 , . . . , l1jqq leurs deux pp` qq-uples associés aux
courbes γ et γ1, respectivement. Nous disons que les deux courbes γ et γ1 sont équivalentes
si leur deux pp` qq-uples associés sont proportionnels, c’est-à-dire
(2.1) γ „ γ1 ô pli1 , . . . , lip , lj1 , . . . , ljqq “ λpl1i1 , . . . , l1ip , l1j1 , . . . , l1jqq, où λ P Czt0u
(Définition 2.4 de [NT1]).
9+ Définir “un point générique d’une sous-variété” de SF : Soient Sν une sous-variété de
SF et κ une fac¸on de Sν . Soit a un point de Sν et γ : p0,`8q Ñ Cnpxq une courbe tendant
vers l’infini avec la fac¸on κ telle que F ˝ γ tende vers a. Soit tγˆiu l’ensemble des courbes
équivalentes à γ Nous disons que le point a est un point générique de Sν relativement à la
fac¸on κ s’il admet un voisinage ouvert Ua de a dans Sν qui est un ensemble de limites de
courbes F ˝ γˆ, où γˆ est équivalente à γ (Définition 2.7 de [NT1]).
L’ensemble des points génériques de Sν relativement à une fac¸on κ est dense dans Sν .
+ Formaliser l’idée des “fac¸ons étoile”, comme suite: L’idée de la Proposition 2.2 est
la suivante : Étant donnée une fac¸on fixée κ d’un élément Sν de la partition de SF
définie par la relation (1.2), nous subdivisons Sν en utilisant la relation d’équivalence (2)
entre les courbes γ : p0,`8q Ñ Cnpxq admettant la fac¸on κ. L’image (par l’application
F ) de chaque classe d’équivalence de la relation (2) détermine une sous-variété de Sν ,
laquelle a une dimension d’autant plus petite que la vitesse de tendre vers zéro des courbes
coordonnées est grande. Nous obtenons ainsi une sous-partition de Sν . À partir de ces
sous-partitions, nous avons une nouvelle, “bonne” partition de SF (Définition 2.6). C’est-à-
dire, cette fois, cette partition est une stratification (Théorème 2.7). Le procédé de classer
les courbes tendant vers l’infini dans la source, qui sera formalisé sous forme de “fac¸ons
étoile” (Définition 2.3) est très significatif : chaque classe d’équivalence de la relation (2)
contient des courbes parallèles localement, qui autrement dit, définissent un feuilletage de
dimension (complexe) 1 dans Cnpxq (cf. Exemple ??). Ce fait est la clé de la démonstration
du résultat principal de cet article : le Théorème 2.7.
Procédé: Considérons Sν un élément de dimension ν de la partition de SF définie par
la relation (1.2) et considérons une fac¸on κ de Sν . L’ensemble des points génériques de Sν
relativement à la fac¸on κ est dense dans Sν . Nous avons
dimSκν0 “ dimSν , et Sκν0 “ Sν .
Si Sκν0 “ Sν , alors la démonstration est finie. Sinon, nous répétons le procédé ci-dessus :
Notons Sκν1 l’ensemble des points génériques de SνzSκν0 . Nous avons
dimSκν1 “ dimpSνzSκν0q, et Sκν1 “ SνzSκν0 .
De plus, nous avons
Sκν0 X Sκν1 “ H et Sκν1 Ă Sκν0 .
Puisque Sκν0 est dense dans Sν , il vient dimpSνzSκν0q ă dimSκν0 , nous avons alors
dimSκν0 ą dimSκν1 .
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Si Sκν1 “ Sκν0 , la démonstration est finie. Sinon, nous continuons ce procédé. Puisque ν est
fini, il existe t ď ν, t P Nzt0u tel que les points génériques de Sκνt est Sκνt . Donc tSκνiui“0,...,t
décrit une partition finie de Sν .
Elle nous permettra de définir une sous-partition de la partition de SF défine par les
fac¸ons, laquelle sous-partition se révélera être une “bonne” stratification.
Proposition 2.2. [NT1] Soit Sν un élément de dimension ν de la partition de SF définie
par la relation (1.2). Pour chaque fac¸on κ de Sν , la relation d’équivalence (2) nous fournit
une partition finie tSκνiui“0,...,t de Sν , où t ď ν, t P N, telle que
1) ν “ dimSκν0 ą dimSκν1 ą dimSκν2 ą ¨ ¨ ¨ ą dimSκνt ,
2) Sκνi X Sκνj “ H, pour 0 ď i, j ď t et i ‰ j,
3) Sκνi Ă Sκνj pour i ą j et 0 ď i, j ď t.
La partition tSκνiui“0,...,t est appelée partition de Sν définie par la fac¸on κ.
Définition 2.3. [NT1] Soit Sν un élément de la partition de SF définie par la relation
(1.2) et soit tSκνiui“0,...,t la partition de Sν définie par une fac¸on κ de Sν comme dans la
Proposition 2.2. Si t ě 1, nous définissons les “fac¸ons étoile” de la fac¸on κ, comme suit :
la fac¸on κ de Sκν1 appelée la fac¸on étoile κ
1˚ de Sν ,
la fac¸on de κ de Sκν2 appelée la fac¸on étoile κ
2˚ de Sν ,
...
la fac¸on κ de Sκνt appelée la fac¸on étoile κ
t˚ de Sν .
Par convention, nous disons que la fac¸on κ est la fac¸ons κ0˚ de Sν .
Exemple 2.4. La fac¸on (2)[1] de l’ensemble asymptotique de l’application F px1, x2q “´
px1x2q2, px1x2q3 ` x1
¯
admet une seule fac¸on étoile p2qr1s1˚.
Chaque élément Sκνi de la partition S
κ
νi i“0,...,t défini dans la Proposition 2.2 peut être
associé à plusieurs classes d’équivalence de courbes, relativement à la relation d’équivalence
, mais nous fixons seulement une classe d’équivalence de courbes correspondantes. Avec
cette convention, nous avons :
Proposition 2.5. [NT1] Fixons une fac¸on étoile κi˚ de SF . Soit Ua un voisinage ouvert
suffisamment petit d’un point a P SF tel que tout point de Ua admet la fac¸on étoile
κi˚. Alors toutes les courbes correspondantes aux points de Ua définissent localement un
feuilletage de dimension (complexe) 1 de l’espace source Cnpxq.
Définition 2.6. Considérons Sν un élément de la stratification de SF définie par les fac¸ons
et ΞpSνq l’ensemble de toutes les fac¸ons de Sν . Nous définissons Sν0 comme l’ensemble
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des points génériques relativement à au moins une fac¸on de Sν , c’est-à-dire :
Sν0 “
ď
κ PΞpSνq
Sκν0 ,
où Sκν0 est défini comme dans la Proposition 2.2.
Notons Aν0 “ SνzSν0 . Nous définissons Sν1 comme l’ensemble des points génériques
relativement à au moins une fac¸on de Aν0 et nous notons Aν1 “ Aν0zSν1 . En général,
pour i ě 1, nous définissons Sνi comme l’ensemble des points génériques relativement à
au moins une fac¸on de Aνi´1 et Aνi “ Aνi´1zSνi . Nous obtenons une sous-partition de Sν .
À partir de ces sous-partitions, nous obtenons ainsi une nouvelle partition de SF , appelée
la partition de SF définie par les fac¸ons étoile.
Théorème 2.7. [NT1] Soit F : Cnpxq Ñ Cnpαq une application polynomiale dominante. La
partition de l’ensemble asymptotique de F définie par les fac¸ons étoile est une stratification
différentiable satisfaisant la propriété de frontière.
3. Une stratification de Thom-Mather de l’ensemble asymptotique
Considérons la stratification pS q de SF définie par les fac¸ons étoile. Nous allons prouver
que la stratification pS q est une stratification de Thom-Mather. Pour faire cela, nous de-
vons construire des voisinages tubulaires des strates et les fonctions ρ et pi correspondantes
(cf. Définition 0.2). En fait, nous allons construire les rayons des voisinages tubulaires
et les fonctions “distance” ρ corrrespondant aux startes. L’idée est d’utiliser les courbes
correspondantes aux fac¸ons (Lemme 0.4). Les courbes correspondantes de chaque strate
de pS q forment un feuilletage (Proposition 2.5). L’image de ce feuilletage fournira les
rayons des vosinages tubulaires. Les fonctions “distance” ρ sont définies par récurrence.
Les fonction “projection” pi sont définies automatiquement le long des rayons des vosi-
nages tubulaires, ou, autrement dit le long des images des coubres correspondantes aux
fac¸ons. Les voisinages obtenus sont du type des voisinages tubulaires effilés définis par
Marie-Hélène Schwartz dans [MHS1, MHS2]. Pour formaliser cette idée, nous avons besoin
d’une relation entre des strates adjacentes. Nous définissons une relation d’ordre partielle
entre les fac¸ons des strates de pS q dans la partie suivante.
3.1. La relation entre les fac¸ons des strates de la stratification de SF définie
par les fac¸ons. Notons que dans la suite, quand nous concernons à une fac¸on κ, alors κ
peut être une fac¸on étoile, au sens de la Définition 2.3.
Définition 3.1. Soient κ, κ1 deux fac¸ons de SF telles que κ “ pIpqrJqs, et κ1 “ pIp1qrJq1s.
Définissons la relation d’ordre partielle κ ă κ1 si nous avons l’un des trois cas suivants :
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1) tIpu Ľ tIp1u et tJqu Ą tJq1u.
2) tIpu “ tIp1u et tJqu Ľ tJq1u.
3) κ est une fac¸on étoile de κ1.
Définition 3.2. Nous disons que a ă a1, où a, a1 P SF , si pour tout κ1 P Ξ˚pa1q, il existe
κ P Ξ˚paq tel que κ “ κ1 ou κ ă κ1.
Définition 3.3. Nous définissons l’ordre du point a de SF , notons orpaq, comme le nombre
des fac¸ons de a.
Remarque 3.4. D’après la Définition 3.1, alors si a ă a1, nous avons orpaq ě orpa1q.
Théorème 3.5. Soient a, a1 P SF . Alors a ă a1 si et seulement si stratepaq Ă stratepa1q,
où stratepaq et stratepa1q sont des strates de la stratification de SF définie par les fac¸ons
étoile, contiennent a et a1, respectivement.
Preuve. Soient a, a1 P SF tels que a ă a1. Nous avons les deux cas suivants :
1) orpaq ą orpa1q : La Propositon ?? dit que chaque fac¸on de SF détermine une équation
algébrique obtenue à partir de facteurs de l’équation de l’ensemble SF dans le Théorème
0.6. Comme orpaq ą orpa1q, et par la construction des strates de la stratification de
SF définie par les fac¸ons étoile (Définition 2.6), l’ensemble des équations du système
d’équations de stratepaq contient l’ensemble des équations du système des équations de
stratepa1q. Cela signifie que stratepaq Ă stratepa1q.
2) orpaq “ orpa1q : il existe une fac¸on κ “ pIpqpJqq de stratepaq et une fac¸on κ1 “ pI 1pqpJ 1qq
de stratepa1q telles que κ ă κ1. Dans ce cas-ci, par la Définition 3.1, nous avons deux
possibilités :
a) ou bien Ip Y Jq Ľ I 1p Y J 1q : la fac¸on κ1 n’est pas une fac¸on étoile de κ. Il existe
a2 P SF tel qu’une fac¸on κ2 “ pI2p qrJ2q s de a2 satisfait I 1p Y I2p “ Ip, J 1q Y J2q “ Jq (unions
non nécessairement disjointes). Cela signifie que stratepaq “ stratepa1qXstratepa2q. Nous
avons donc stratepaq Ă stratepa1q.
b) ou bien Ip Y Jq “ I 1p Y J 1q : la fac¸on κ est une fac¸on étoile de κ1. Par la Définition
2.3 e la Définition 2.6, la strate stratepaq est incluse dans stratepa1q. 
Avant d’utiliser la relation entre les fac¸ons dans le Théorème 3.5 ci-dessus pour contruire
des voisinages tubulaires des strates de la stratification de SF définie par les fac¸ons étoile,
nous avons besoin de deux lemmes suivants.
3.2. Lemmes.
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Lemme 3.6. Soit F : Cnpxq Ñ Cnpαq une application polynomiale dominante, alors
SF Y F pCnpxqq “ Cnpαq.
Preuve. Puisque F est dominante, nous avons F pCnpxqq “ Cnpαq (cf. Définition 0.5).
Prenons a P F pCnpxqqzF pCnpxqq, alors il existe une suite tξku Ă Cnpxq telle que F pξkq tend
vers a. Si ξk ne tend pas vers l’infini, alors ξk tend vers x0 P Cnpxq et F pξkq tend vers F px0q.
Nous avons donc F px0q “ a, d’où la contradiction avec a R F pCnpxqq. Donc ξk tend vers
l’infini et a P SF . 
Lemme 3.7. Soit a P CnpαqzSF , soit κν une fac¸on d’une strate Sν de la stratification de
SF définie par les fac¸ons étoile et soit aν un point de Sν , suffisamment proche de a. Alors,
nous pouvons toujours déterminer une courbe différentiable
γν : r1,`8q Ñ Cnpxq,
telle que, d’une part, lorsque u tend vers l’infini, γνpuq tend vers l’infini avec la fac¸on κν
et F pγνpuqq tend vers aν , et d’autre part, F pγνp1qq “ a.
Preuve. D’abord, puisque aν P SF , alors, par le Lemme 0.4, Il existe une courbe
différentiable
γν : r1,`8q Ñ Cnpxq,
telle que γνpuq tend vers l’infini avec la fac¸on κν et F pγνpuqq tend vers aν lorsque u
tend vers l’infini. Comme a P CnpαqzSF , alors par le Lemme 3.6, nous avons a P F pCnpxqq.
Déterminons maintenant la courbe γν telle que γνp1q est contenu dans F´1paq, c’est-à-
dire, F pγνp1qq “ a. D’après le Théorème 2.7, Sν est une variété algébrique. Nous pouvons
supposer que l’équation de Sν est
φpαq “ 0
(notons que, par “l’équation de Sν”, nous entendons possiblement un système d’équations).
Sans perte de généralité, nous pouvons supposer que
κν “ p1, . . . , pqrp` 1, . . . , p` qs,
où q ` p ď n. La courbe γν peut s’écrire sous la forme :
pfp`1paνq ` 1
λν1u
, . . . , fp`qpaνq ` 1
λνqu
,
f1paν , λν1 , . . . , λνq , uq, . . . , fppaν , λν1 , . . . , λνq , uq, fp`q`1, . . . , fnq,
(3.8)
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où flpaν , λν1 , . . . , λνq , uq tend vers l’infini pour l “ 1, . . . , p et fp`q`1, . . . , fn tendent vers
des nombres complexes fixés lorsque u tend vers l’infini. Puisque F pγνp1qq “ a et aν P Sν
alors pλν1 , . . . , λνq q est la solution du système d’équations$&%F pγνp1qq “ aφpaνq “ 0 ,
nous pouvons donc toujours déterminer la courbe γν .

L’exemple suivant illustre le Lemme 3.7 ci-dessus.
Exemple 3.9. Considérons l’application polynomiale dominante F : C3px1,x2,x3q Ñ C3pα1,α2,α3q
telle que
F px1, x2, x3q “ px21 ´ 1, x2 ` 2, px21 ´ 1qpx2 ` 2qx3q.
L’ensemble asymptotique SF de F est l’union de deux plans tα1 “ 0u et tα2 “ 0u. Prenons
le point a1 “ p0, 0, 2q appartient à une strate de dimension 1 de SF et nous voyons que a1 P
tα1 “ 0uXtα2 “ 0u. Nous pouvons vérifier facilement qu’une fac¸on de a1 est κ “ p3qr1, 2s.
Prenons le point a “ p3, 1, 3q P C3pα1,α2,α3qzSF . D’après le lemme 3.6, le point a est contenu
dans F pC3px1,x2,x3qq. Cherchons maintenant une courbe γ1 : r1,`8q Ñ C3px1,x2,x3q telle que,
d’une part, γ1puq tende vers l’infini avec la fac¸on p3qr1, 2s et F pγ1puqq tende vers le point
a1 lorsque u tend vers l’infini, et que, d’autre part, F pγ1p1qq soit a. Comme γ1puq tende
vers l’infini avec la fac¸on p3qr1, 2s et les deux premières coordonnées de F pγ1puqq tendent
vers 0, donc γ1puq peut être écrit sous la forme:
γ1puq “
ˆ
1` 1
λu
,´2` 1
µu
, x3,u
˙
, où x3,u Ñ8 et λ, µ P C.
Nous avons
F pγ1puqq “
ˆ
2
λu
` 1
λ2u2
,
1
µu
,
ˆ
2
λu
` 1
λ2u2
˙
1
µu
x3,u
˙
.
Puisque F pγ1puqq tend vers a1 “ p0, 0, 2q, il vient :
x3,u “ λµu2,
F pγ1puqq “
ˆ
2
λu
` 1
λ2u2
,
1
µu
, 2` 1
λu
˙
.
Puisque F pγ1p1qq “ a “ p3, 1, 3q, nous avons λ “ µ “ 1. Nous avons donc
γ1puq “
ˆ
1` 1
u
,´2` 1
u
, u2
˙
.
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3.3. Théorème sur une stratification de Thom-Mather de l’ensemble asympto-
tique.
Théorème 3.10. Soit F : Cnpxq Ñ Cnpαq une application polynomiale dominante. La
stratification de de l’ensemble asymptotique de F définie par les fac¸ons étoile est une
stratification de Thom-Mather.
Preuve.
La première étape consiste d’une part à attacher à chaque strate Sν une ou plusieurs
fac¸ons de Sν de manière à ce que pour chaque séquence de strates incluant Sν
H Ă S0 Ă S1 Ă ¨ ¨ ¨ Ă Sν Ă ¨ ¨ ¨ Ă Sn´1
corresponde une suite de fac¸ons
κ0 ă κ1 ă ¨ ¨ ¨ ă κn´1.
D’autre part, nous considérons des voisinages Vν des strates Sν de SF , effilés au sens de
M.-H. Schwartz ([MHS2]). Les voisinages tubulaires que nous allons construire en sont
des “sous-tubes".
La démonstration est faite par récurrence décroissante, en commenc¸ant par la strate de
dimension la plus grande : Sn´1, que nous notons Sn0 . A chaque étape, nous définissons
le voisinage tubulaire ainsi que les fonctions ρ et pi.
Considérons donc un point a situé dans Vn0zp
Ť
νăn´1 Vν Y SF q. Nous pouvons choisir
un point an0 suffisamment proche de a et, pour toute fac¸on κn0 de Sn´1 “ Sn0 , le
Lemme 3.7 nous fournit le rayon F pγn0puqq reliant a à an0 . Le voisinage tubulaire Tn0 de
Sn0z
Ť
νăn´1 Vν est constitué de l’ensemble des rayons F pγn0puqq aboutissant aux points
an0 de Sn0z
Ť
νăn´1 Vν . Pour tout point a1 “ F pγn0puqq situé sur ce rayon, nous définissons
(3.11) pin0pa1q “ an0 et ρn0pa1q “ dcpa1, an0q
où dcpa1, an0q est la distance curviligne, de a1 à an0 , le long de la courbe F pγn0q.
Le cas général de la récurrence suit les mêmes techniques que dans le cas de deux
strates. Celui-ci est cependant plus simple à expliciter, ce que nous faisons ci-dessous.
Nous examinons ensuite le cas général de la récurrence.
Considérons donc maintenant le cas de deux strates, plus précisément, la strate Sn0
et une strate Sn1 de dimension immédiatement inférieure à celle de Sn0 . Nous allons
construire le voisinage tubulaire Tn1 de Sn1 en trois parties, la première étant la plus
délicate.
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1) Nous notons κn0 et κn1 deux fac¸ons de Sn0 et Sn1 respectivement, telles que κn1 ă κn0 .
Considérons un point a situé dans pVn0 XVn1qzSF . Nous pouvons, comme précédemment,
choisir un point an0 suffisamment proche de a, et utiliser le Lemme 3.7. Nous pouvons
supposer que
κn0 “ p1, . . . , pqrp` 1, . . . , p` qs,
où q ` p ď n. La courbe γ0 est construite comme dans la preuve du Lemme 3.7 et peut
s’écrire sous la forme :
pfp`1pan0q ` 1pλn01 qu
, . . . , fp`qpan0q ` 1pλn0q qu,
f1pan0 , λn01 , . . . , λn0q , uq, . . . , fppan0 , λn01 , . . . , λn0q , uq, fp`q`1, . . . , fnq,
(3.12)
où flpan0 , λn01 , . . . , λn0q , uq tend vers l’infini pour l “ 1, . . . , p et fp`q`1, . . . , fn tendent
vers des nombres complexes fixés lorsque u tend vers l’infini. Nous obtenons ainsi le rayon
pa, an0q du voisinage tubulaire Tn0 .
Le voisinage tubulaire Tn0 de Sn0 dans Vn0 X Vn1 est construit de fac¸on à ce que la
longueur εpan0q des rayons de Tn0 tende vers 0 lorsque la distance du point an0 à la strate
Sn1 tend vers 0. Cette construction correspond à celle des voisinages tubulaires effilés de
M.-H. Schwartz ([MHS2]).
Appelons T εn0 le voisinage tubulaire ainsi obtenu. Pour tout an0 , notons ε1pan0q “
εpan0q{2. Nous obtenons ainsi un voisinage T ε1n0 construit par homothétie de rapport 1{2
(voir figure 4).
Nous construisons maintenant Tn1 et définissons les fonctions pin0 , ρn0 et pin1 , ρn1 dans
T 1n0 X Vn1 . Pour cela, considérons un point a de T 
1
n0 X Vn1 . Nous pouvons choisir un point
an1 situé sur la strate Sn1 , suffisamment proche de a, et utiliser le Lemme 3.7. Sans perte
de généralité, nous pouvons supposer que
κn1 “ p1, . . . , pqrp` 1, . . . , p` q ` 1s.
Nous obtenons une courbe γn1ptq, laquelle peut s’écrire sous la forme :
pgp`1pan1q ` 1pλn11 qt
, . . . , gp`q`1pan1q ` 1pλn1q`1qt
,
g1pan1 , λn11 , . . . , λn1q`1, tq, . . . , gppan1 , λn11 , . . . , λn1q`1, tq, gp`q`2, . . . , gnq,
(3.13)
où glpan1 , λn11 , . . . , λn1q`1, tq tend vers l’infini pour l “ 1, . . . , p et gp`q`2, . . . , gn tendent
vers des nombres complexes fixés lorsque t tend vers l’infini. Puisque F pγn1p1qq “ a et
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an1 P Sn1 alors pλn11 , . . . , λn1q`1q est une solution du système d’équations
,
$&%F pγn1p1qq “ aφ1pan1q “ 0 ,
où φ1 est l’équation de la variété algébrique Sn1 . La courbe F pγn1ptqq, allant de a à an1
est un rayon du voisinage tubulaire Tn1 de Sn1 (voir figure 3).
Soit uj P p1,`8q une valeur fixée du paramètre u de la courbe γn0puq, notons aj le
point F pγn0pujqq situé sur la courbe pa, an0q. De la même manière que la courbe γn1
(formule (3.13)) nous pouvons construire des courbes F pγn1j ptqq reliant aj à an1 et avec le
même paramètre t (voir figure 3).Construction de ${\mathcal{T}}_{n_1} \cap {\mathcal{T}}_{n_0}^{\epxilon'}$ 
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Figure 3. Construction de Tn1 X T 1n0 .
D’une part, lorsque uj tend vers l’infini, la courbe paj , an1q tend vers une courbe
pan0 , an1q située dans la strate Sn0 . Les courbes paj , an1q et leur limite pan0 , an1q sont
des rayons du voisinage tubulaire Tn1 de la strate Sn1 , que nous construisons. Par défini-
tion, pour tout point a1 situé sur une courbe paj , an1q (ou sur la limite pan0 , an1q), nous
posons pin1pa1q “ an1 .
D’autre part, tout point bi situé sur la courbe pa, an1q s’écrit bi “ F pγn1ptiqq pour une
valeur ti. Fixons cette valeur ti du paramètre t. Pour uj allant de 1 à `8, l’ensemble
des points bji “ F pγn1j ptiqq décrit une courbe reliant le point bi à un point bn0i de Sn0 .
Le choix des courbes γn0 et γn1 ((3.12) et (3.13)) nous permet d’affirmer que le point
bn0i “ limujÑ8pF pγn1j ptiqqq est situé sur la courbe pan0 , an1q. Par définition, nous disons
que les points de la courbe pbi, bn0i q sont situés à “même distance" du point an1 , relativement
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à la fonction ρn1 , plus précisément nous posons :
ρn1pbiq “ ρn1pbji q “ ρn1pbn0i q “ Ŕbn0i an1 pour tout ti,
où Ŕbn0i an1 est le longueur de la courbe reliant deux points bn0i et an1 , défini comme le
longueur de deux points dans l’espace Cn, avec le sens classique. En particulier,
ρn1paq “ ρn1pajq “ ρn1pan0q “ Ŕan0an1 .
2) Construction de Tn1zT n0 .
Dans Vn1zpT n0 X Vn1q, c’est-à-dire dans la partie qui ne rencontre pas les voisinages
tubulaires des strates dont Sn1 est adjacente, la situation est celle du Lemme 3.7, rela-
tivement à la fac¸on κn1 . Nous obtenons des courbes γ
n1 dont les images par F sont des
rayons de Tn1 , ce qui définit la fonction pin1 . La fonction ρn1 est définie comme en (3.11).
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Figure 4. Le voisinage tubulaire Tn1 en trois parties.
3) Construction de Tn1 X pT n0zT 
1
n0q.
De même que dans le cas précédent, le Lemme 3.7 fournit des courbes γn1 rayons de
Tn1 , ce qui définit la fonction pin1 . Dans Vn1 X pT n0zT 
1
n0q, la fonction ρn1 est déjà définie
sur Vn1 X BpT n0q et sur Vn1 X BpT 
1
n0q. Nous la prolongeons de fac¸on différentiable, le long
des courbes F pγn0q en utilisant les fonctions de prolongement de Whitney ([Wh] IV, §27)
(voir figure 4).
Remarquons que si l’on a deux strates (ou plus) Sn0 et S
1
n0 telles que telles que Sn1 Ă Sn0
et Sn1 Ă S1n0 , alors, comme les voisinages Vn0 et V 1n0 pris au début de la construction ne
se rencontrent pas, la construction précédente peut être effectuée séparèment relativement
aux deux strates (voir figure 5). Cette construction est similaire à celle de M.-H. Schwartz
[MHS2]. Ceci termine le cas de deux strates.
Montrons maintenant que si la construction est faite pour une suite de strates
Snk´1 , ¨ ¨ ¨ , Sn1 , Sn0
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Figure 5. Cas d’une strate dans le bord de deux strates.
telles que
Snk´1 Ă ¨ ¨ ¨ Ă Sn1 Ă Sn0 ,
alors, si Snk est une strate telle que Snk Ă Snk´1 , la construction peut être faite pour la
suite de strates
Snk , Snk´1 , ¨ ¨ ¨ , Sn1 , Sn0 .
Considérons une suite de fac¸ons
κnk ă κnk´1 ă ¨ ¨ ¨ ă κn1 ă κn0
des strates correspondantes. Par hypothèse de récurrence, il existe des tubes Tni autour
des strates Sni , ceci pour i “ 0, . . . , k´ 1 ainsi que des fonctions pini et ρni satisfaisant les
conditions de Thom-Mather.
Comme précédemment (cf 1) du cas de deux strates), nous construisons d’abord le voisi-
nage tubulaire Tnk dans Vnk
Ş0
i“k´1 Tni . Pour un point a P
Ş0
i“k´1 Tni , nous supposons
donc construit un “polyèdre curviligne" Pk´1 de sommets le point a et des points ani tels
que ani P Sni , pour i “ k ´ 1, . . . , 0. Supposons le point a suffisamment proche de Snk
(i.e. situé dans le voisinage Vnk) et considérons un point a
nk P Snk proche de a.
D’après le Lemme 3.7, appliqué à a et ank , il existe une courbe γnkptkq joignant a et
ank , relativement à la fac¸on κnk (voir figure 6). Comme précédemment, chaque point b
d’une arête a, ani du polyèdre curviligne peut être joint au point ank par une courbe du
même type, qui est un rayon du voisinage tubulaire Tnk de Snk que nous construisons.
Lorsque le point b tend vers ani P Sni , nous obtenons une courbe pani , ankq située dans la
strate Sni et qui est également un rayon du voisinage tubulaire Tnk de Snk . Les courbes
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Figure 6. La récurrence
obtenues dépendent toutes du même paramètre tk. Nous obtenons ainsi un nouveau polyè-
dre curviligne dont les sommets sont le point a et les points ani tels que ani P Sni , pour
i “ k, . . . , 0. Comme précédemment, chaque point a1 de la courbe pa, ankq correspond
à une valeur tk P r1,`8q du paramètre. En particulier, les points du polyèdre Pk´1
correspondent à la valeur tk “ 0. Par définition, nous posons
ρnkpaq “ ρnkpaniq pour i “ k ´ 1, . . . , 0
et tous les points du polyèdre obtenu à partir des points de Pk´1 et correspondant à la
même valeur tk du paramètre, ont même valeur de ρnk .
La construction de Tnk dans Vnkz
Ş0
i“k´1 Tni ainsi que la définition des fonctions pink et
ρnk est alors similaire au cas de deux strates effectué ci-dessus.
Il nous reste à préciser la construction des voisinages tubulaires dans les deux cas suiv-
ants :
1) cas où il n’existe pas de relation entre les fac¸ons d’une strate et de la strate située
dans son bord.
2) cas où l’on a plusieurs fac¸ons pour une même strate.
Dans le premier cas, puisque la stratification de SF définie par les fac¸ons étoile est une
stratification algébrique, alors il y a une relation entre des équations des strates adjacentes.
En utilisant cette relation, la preuve est procédée avec le même chemin.
Dans le second cas, supposons qu’il existe r fac¸ons pour une même strate Sν . Supposons
qu’il existe deux suites de strates incluant Sν pour lesquelles les fac¸ons κν et κ1ν sont
différentes. Cela implique qu’il existe deux strates Sni et S
1
ni dans le bord de Sν avec
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différentes fac¸ons. Les rayons de la partie du voisinage tubulaire Tν située dans Tni sont
construits avec des courbes γnipuq tandis que les rayons de la partie du voisinage tubulaire
Tν située dans T 1ni sont construits avec des courbes γ1nipuq. Nous obtenons donc des
systèmes de courbes différents pour chaque partie du voisinage tubulaire Tν de Sν . Nous
pouvons donc conclure comme dans le premier cas. En fait les courbes obtenues dans ce
cas sont de la forme suivante :
Φpu, sq :“ s1F pγν1 puqq ` ¨ ¨ ¨ ` srF pγνr puqq,
où d’une part, les r courbes γν1 puq, . . . , γνr puq tendant vers l’infini et telles que leurs images
tendent vers aν correspondent aux r fac¸ons de Sν , et où d’autre part, s1 ` ¨ ¨ ¨ ` sr “ 1 et
0 ď si ď 1, pour i “ 1, . . . , r, seule l’une des valeurs si valant 1 dans chaque Tν X Tni .

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