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An important question in neuroscience is how the structure and dynamics of a
neuronal network relate to each other. We approach this problem by modeling the
spiking activity of large-scale neuronal networks that exhibit several complex net-
work properties. Our main focus lies on the relevance of two particular attributes
for the dynamics, namely structural heterogeneity and degree correlations. Al-
though these are fundamental properties of many brain networks, their influence
on the system’s activity is not yet well understood.
As a central result, we introduce a novel mean-field method that makes it pos-
sible to calculate the average activity of heterogeneous, degree-correlated neuronal
networks without having to simulate each neuron explicitly. The method is based
on grouping neurons with equal number of inputs (their in-degree) into populations
and describing the dynamics of these populations in terms of reduced firing rate
equations. We find that the connectivity structure is sufficiently captured by a
reduced matrix that contains only the coupling between the populations. This ma-
trix can be calculated analytically for some generic random networks, which allows
for an efficient analysis of the system’s dynamics. With the mean-field method and
numerical simulations we demonstrate that assortative degree correlations enhance
the network’s ability to sustain activity for low external excitation, thus making
it more sensitive to small input signals. This effect is reminiscent of an increased
structural robustness of assortative networks that is well-known in network sci-
ences.
Therefore, we additionally examine the structural robustness of correlated net-
works with a simplified percolation model, additionally taking into account the
fact that neuronal networks - among other real-world systems - are subject to met-
ric constraints: Spatially close neurons are usually more likely to connect to each
other than distant neurons. The main result of this examination is that for weak
metric constraints assortativity generally makes the network more robust, whereas
for strong metric constraints assortativity can strengthen or weaken the network,
depending on its local structure. Therefore, we conclude that degree correlations
and metric constraints strongly interplay and that they should not be regarded as
independent features of real-world networks.





In welcher Weise hängt die Dynamik eines neuronalen Systems von den Eigen-
schaften seiner Netzwerkstruktur ab? Diese wichtige Fragestellung der Neurowis-
senschaft untersuchen wir in dieser Dissertation anhand einer analytischen und
numerischen Modellierung der Aktivität großer neuronaler Netzwerke mit komple-
xer Struktur. Im Fokus steht die Relevanz zweier bestimmter Merkmale für die
Dynamik: strukturelle Heterogenität und Gradkorrelationen. Beide Eigenschaften
sind charakteristisch für neuronale Netzwerke, dennoch ist bislang unklar, wie sie
sich auf ihre Aktivität auswirken.
Ein zentraler Bestandteil der Dissertation ist die Entwicklung einer Moleku-
larfeldnäherung, mit der die mittlere Aktivität heterogener, gradkorrelierter neu-
ronaler Netzwerke berechnet werden kann, ohne dass einzelne Neuronen explizit
simuliert werden müssen. Innerhalb des Modells werden Neuronen mit gleicher
Anzahl von Inputs jeweils einer Gruppe zugeordnet und im Folgenden die mittle-
re Feuerrate dieser Neuronengruppen analysiert. Die Netzwerkstruktur wird von
einer reduzierten Matrix erfasst, welche die Verbindungsstärke zwischen den Neu-
ronengruppen beschreibt. Für einige generische Zufallsnetzwerke kann diese Matrix
analytisch berechnet werden, was eine effiziente Analyse der Dynamik dieser Sys-
teme erlaubt. Mit der Molekularfeldnäherung und numerischen Simulationen zei-
gen wir, dass assortative Gradkorrelationen einem neuronalen System ermöglichen,
seine Aktivität bei geringer externer Anregung aufrecht zu erhalten und somit be-
sonders sensitiv auf schwache Stimuli zu reagieren. Dieser Effekt ist vergleichbar
mit einer erhöhten strukturellen Robustheit assortativer Netzwerke, welche in der
Netzwerkforschung wohlbekannt ist.
Aus diesem Grund untersuchen wir außerdem die Robustheit gradkorrelierter
Netzwerke mit einem vereinfachten Perkolationsmodell unter Berücksichtigung ei-
ner weiteren wichtigen Eigenschaft neuronaler Systeme: die räumliche Einschrän-
kung der Verbindungslängen. Dicht beieinander liegende Neuronen sind in der Re-
gel mit größerer Wahrscheinlichkeit verbunden als weit voneinander entfernte. Das
wichtigste Ergebnis dieser Untersuchung ist, dass Assortativität die Robustheit
schwach räumlich eingeschränkter Netzwerke erhöht, jedoch in stark eingeschränk-
ten Netzwerken auch das Gegenteil bewirken kann, abhängig von der lokalen Struk-
tur. Hieraus schließen wir, dass die räumliche Struktur und Gradkorrelationen eng
miteinander verknüpft sind und somit nicht als unabhängige Eigenschaften realer
Netzwerke angesehen werden sollten.
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G Network, or graph. Mathematically, it is defined as a tuple G(N, E) of a
set N of nodes and a set E of links.
N Number of nodes in a network. Also called the size of a network.
E Number of links in a network.
A Adjacency matrix.
k Degree of a node in an undirected network. In-degree of a node in a
directed network.
j Out-degree of a node in a directed network.
P (k) Degree distribution in an undirected network. P in(k) and P out(j) are the
in-degree distribution and out-degree distribution in a directed network,
respectively.
p Pearson degree correlation coefficient in an undirected network. pin is the
Pearson correlation coefficient for in-degrees in a directed network.
C Global clustering coefficient.
Modeling neuronal dynamics
V Membrane potential of a neuron. Also sometimes called depolarization, if
the resting potential of the neuron is set to zero.
r Firing rate. It can be estimated by counting the number of spikes in a
small time-window, and deviding that number by the size of the window.
fR Response function that describes a series of spikes.
J Synaptic strength. Voltage jump that is induced in a neuron’s soma by an
arriving action potential.
Iion, Rion Ion current and total membrane resistance, respectively, for ions of type
ion.
Is Synaptic input current.
IL, RL Leakage current and leakage resistance, respectively.
xi
C Capacitance of a neuron’s cell membrane.
τ Time-constant of a neuron, analogous to the time-constant of the
corresponding RC-circuit.
Θ Voltage threshold. Whenever a neuron’s membrane potential exceeds this
threshold, the neuron generates an action potential.
Population activity and information theory
Vi Membrane potential of the i-th neuron in the network.
Ii Total input current to the i-th neuron in the network.
V
(k)
i Membrane potential of the i-th neuron that has k inputs (a k-neuron).
r̂k Population firing rate. Ensemble-averaged firing rate of a population of
k-neurons (a k-population).
s Stimulus strength. Rate of spikes that are injected independently into
each neuron. For convenience we express it in multiples of the minimum
rate that generates neuronal spiking in the absence of recurrent input.
Nkk′ Joint-in-degree distribution. Average number of inputs a k-neuron receives
from k′-neurons.
f(k, k′) Probability for a random input of a k-neuron to originate at a k′-neuron.
It is related to the joint-in-degree distribution as follows: kf(k, k′) = Nkk′ .
μk Mean of the noisy input current to a k-neuron.
σ2k Variance of the noisy input current to a k-neuron.
pk(vk, t) Probability density for a k-population. Probability of a k-neuron to have a
membrane potential in the interval [vk, vk + dvk] at time t.
Jk(vk, t) Probability current for a k-population, sometimes called probability flux.
φk Transfer function for a k-population.
Θ Vector of all population transfer functions.
τx Time-constant for the approximate dynamics of a neuronal system. It is
used to model the low-pass behavior of a network’s response to transient
changes of the stimulus.
H Shannon entropy of the network’s responses to a set of stimuli.
xii
Hnoise Noise entropy of the network’s responses to a set of stimuli.
I Mutual Information of the stimulus/response relation, I = H − Hnoise. It
quantifies in bits how much information a set of network responses
contains about the set of stimuli that evoked the responses.
Percolation
q Density of links, q = E/N .
qc Percolation threshold. Critical density of links, where the infinite network
transitions into the percolating phase.
D Fractal dimension.
G Largest cluster density.
S Mean cluster size.
L Side length of a lattice, or domain.
d Spatial dimension of a system.
α Distance exponent. Large negative α impose strong metric constraints on
the graph.
ρ Parameter in the connection probability for spatial model 1 networks,
which controls the type and strength of degree correlations imposed on the
graph.




Our brain is a truly remarkable product of evolution. It endows us with the ability to
invent increasingly sophisticated technologies, reflect on ourselves and solve intricate
problems, which sets us apart from all the other animals we share the planet with. It is
no surprise that an organ capable of performing such complex tasks is itself complex. It
comprises about eighty billion nerve cells that make one hundred trillion connections to
each other, forming an elaborate structure that is organized on multiple spatial scales
[151, 247]. How does this system carry out higher cognitive processes such as memory,
thoughts and perception? No single nerve cell can accomplish any of these tasks, it is
rather the concerted activity of a great many neurons communicating with each other
through electrical and chemical signals that gives rise to these abilities.
Therefore, it is important to quantify and understand how these interactions are
structurally and functionally organized, which can be approached by describing the
system as a complex network. In principle, a network is a collection of entities that are
connected to each other. In a neuronal system these entities are, at the microscopic
scale, the neurons forming chemical and electrical conjunctions with each other. On
larger scales we can describe the network of anatomical or functional brain regions that
integrate the activity of small and large groups of neurons. Complex network theory
provides powerful tools and statistical measures to examine the non-trivial structural
patterns of this multiscale architecture and thus, it has been increasingly applied in
neuroscientific research [196, 247].
Advancing neuroimaging techniques make it possible to map the brain’s wiring struc-
ture with increasing detail. Ultimately, this information could be organized into a
database containing the full connection matrix of the human brain, the so-called con-
nectome [248]. However, knowing the exact wiring diagram of the nervous system does
not necessarily give us insight into its principles of function. An illustrative example is
the nervous system of the roundworm C. Elegans, whose anatomical network structure
has been comprehensively mapped. Although this system is relatively simple, com-
prising only 302 neurons, its function is not yet understood, despite considerable effort
[282, 274, 157]. Thus, it is crucial to comprehend how the structural properties of a
neuronal system are related to its dynamical and functional behavior. In this thesis we
approach this problem with analytical and numerical modeling.
A wide spectrum of models has been used to study the function and dynamics of
neuronal networks at various levels of detail and complexity [118, 216, 49]. At the
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one end of the spectrum, biological and neuroscientific models attempt to capture
the realistic behavior of a brain region by taking into account relatively detailed in-
formation about the connectivity structure and electrophysiological properties of the
neurons [158, 186, 251, 135, 137, 147]. At the other end, physical and mathematical
models examine the global behavior of the system parametrically by using simplified
neurons that are interconnected in a random network with specific topological prop-
erties [155, 10, 119, 2, 12, 156, 205, 118, 223]. The latter models allow for a reduced
mathematical description of the global network dynamics in terms of a stochastic pro-
cess, relying on the assumption that irregularities in neuronal spiking can be treated
as noise that does not carry any meaningful information. First, the stochastic descrip-
tion of neuronal spiking goes hand in hand with a statistical description of the random
network topology and second, it allows for a simplified mathematical analysis of the
neuronal activity, since it is not necessary to keep track of individual spikes. Hence,
these models are particularly suited for an efficient examination of how specific network
properties influence the system’s behavior.
The stochastic description of the global dynamics is based on a ‘coarse-graining’ of
the neuronal activity: Neurons with similar properties are grouped into populations and
the mean activity of these populations is described rather than the spiking of individ-
ual neurons. This coarse-graining procedure requires to average over the connectivity
structure of the system. Therefore, studies using this approach have mainly focused on
networks with a relatively simple connectivity structure that is either based on random
assignment of neuronal connections or all-to-all coupling [155, 10, 119, 2, 12, 156, 205,
118, 223]. A systematic investigation of more complex structural properties in this
context has been addressed only recently [224, 66, 295, 275, 209].
Indeed, real neuronal systems are rather heterogeneous, having regions that are highly
connected and others that are sparse [42, 247]. This variability is reflected in hetero-
geneous neuronal activity patterns. For instance, a large proportion of neurons in the
mammalian neocortex fires at very low rates, wheras a small subset of strongly con-
nected neurons is highly active [181, 43, 143, 290]. Another important property of
neuronal networks is the systematic tendency of neurons to connect to others that are
similar (or dissimilar), which is a form of connectivity correlations1 [42, 247, 196]. In
neuroscience, considerable effort has been spent to understand correlations in the ac-
tivity patterns of spiking neurons [14, 118, 242], but much less attention has been paid
to correlations in the connectivity structure. It is known that connectivity correlations
strongly influence the structural robustness of a network [197, 289, 287, 276, 123, 196],
but how do they affect the dynamics of a neuronal system? Can they be relevant for
neuronal processing? These are two central problems we approach in this thesis. In
1Specifically, in this thesis we consider so-called degree correlations, where neurons preferably con-
nect to neurons with similar (or dissimilar) number of inputs (their in-degree). A more detailed
description is given in Section 1.1.1.
2
short, we focus on three research questions:
• Can we devise a stochastic model of the global network dynamics that integrates
structural heterogeneity and connectivity correlations?
• How do these two features influence the dynamical and structural behavior of the
system?
• Can we interpret the network’s dynamics in terms of neuronal processing?
Along the way we will integrate a statistical description of the network structure into
a reduced model of the neuronal activity, which we complement with numerical simu-
lations.
The thesis is structured as follows. We begin by introducing the concept of
network theory in this chapter, where we present several important measures and
approaches that are commonly used to characterize the structure of a network. More-
over, we discuss how network theory is used in the field of neuroscience to describe the
wiring architecture of the mammalian nervous system and we present several important
observations in this regard. To be able to purposefully model the dynamical behav-
ior of a neuronal system it is important to have a mathematical concept of the code
embedded in the neuron’s spiking patterns. Therefore, we briefly introduce the basic
mathematical description of neuronal spike trains and discuss how they may encode
information. In the final part of this chapter, we describe models of spiking neurons
and, in particular, the leaky integrate-and-fire neuron model that is used in the next
chapter.
In chapter 2 we examine how connectivity correlations influence the global spik-
ing dynamics of a heterogeneous neuronal network. At first, we develop a theoretical
framework to calculate the mean activity in such a network in response to an external
stimulus and we compare numerical simulations of large-scale networks with theoretical
predictions. After that, we analyze how connectivity correlations affect the stimulus/re-
sponse relationship and discuss the implications for the signal transmission capabilities
of the network. We demonstrate that positive correlations significantly enhance the
network’s sensitivity to weak stimuli.
In chapter 3 we characterize the structural properties of a correlated neuronal net-
work in terms of a percolation process, complementing recent experimental studies
on percolation of a developing neuronal culture [45, 246]. In addition to connectivity
correlations we take into account metric constraints on the neuronal connections that
emerge from the spatial embedding of a neuronal system. With numerical simulations
we demonstrate that the percolation behavior of the network is strongly affected by an





A Network is, in its simplest form, a collection of points joined together in
pairs by lines. (M. E. J. Newman, [196, page 1])
Put in simple terms as elegantly done by Mark Newman, the concept of a network
seems unpretentious, yet its principle of abstraction allows us to describe immensely
complicated systems. In general, networks represent systems that are comprised of in-
dividual elements which form connections with each other, and network theory enables
us to analyze the patterns of these connections [196]. Even though we may not always
recognize it, networks are an integral part of our daily lives. For example, we use trans-
portation networks to be mobile, we communicate with each other via the internet and
telephone networks, and even our social environment can be represented as a network
of affiliations, which is the basis of social media such as Facebook and Twitter.
Indeed, social network models dealing with the patterns of human interactions laid
the foundation of modern network sciences: Many measures and tools that are com-
monly used to characterize networks have been originally defined in social sciences
[189, 188, 294, 108] (see [281, 231] for reviews). During the last decades there has been
an explosion of interest in network theory across many different fields of science, in-
cluding biology [183], transportation [31], communication [222] and neuroscience [247].
The increasing availability of large data-sets in these fields makes it possible to analyze
and model systems of higher complexity, which increases the demand for analytic and
descriptive mathematical methods that may rest on a network-theoretical approach.
This development is supported by the increasing computational power that allows for
crunching massive data-sets and improving software for network visualization and anal-
ysis [196].
The reduced mathematical representation of a network in terms of points and lines is
called a graph. Graph theory is believed to originate in 1735, where Leonhard Euler first
used the concept of a graph to solve the problem of seven bridges of Königsberg (now
Kaliningrad) [8]. The seven bridges spanned the various branches of the river Pregal
flowing through the town, creating four different parts of the city that could only be
reached by passing a bridge as illustrated in Figure 1.1A. Euler was concerned with
the question whether it was possible to take a walk by crossing all bridges, but every
bridge only once. He used a graph representation of this problem, with nodes as the
reachable parts of the city and edges as bridges (Figure 1.1B). From this abstraction he
concluded that a traveler has to use two edges for each visit of a node - one for coming
into the node and one for leaving it. Therefore, the desired walk is only possible if every
node has has even number of edges connected to it, except for the starting and ending




Figure 1.1. Schematic of the seven bridges of Königsberg (left) and the corresponding graph
representation (right). Drawn from Katja Schäfer for this thesis.
Before we turn to a more quantitative description of network-theoretical concepts and
measures, let us clarify some useful terminology. According to the previous definition by
Newman, a network is a collection of points that are joined together by lines. Depending
on the field of research, the points and lines are also called vertices and edges, nodes and
links, or sites and bonds. A network may have more than one connection between any
pair of nodes, or a connection of a node with itself. Such edges are known as multiedges
and self-edges, respectively, and the corresponding network is called a multigraph. In
our study we focus on networks without self-edges and multiedges, which are referred
to as simple graphs.
Mathematically, a graph G(N, E) is defined as a set of nodes N and a set of links
E, where each link connects a pair of nodes and thus can be represented by a tuple of
these nodes, e.g. the link eij = {i, j} connects node i and j. In an undirected network,
the presence of a link connecting node i and j implies that there is also a connection
between node j and i so that eij = eji. The two most fundamental properties of a
graph are its number of nodes N and number of links E.
One of the most common mathematical representations of a graph is the adjacency
matrix A, with elements
Aij =
{
1 if node i is connected to node j,
0, otherwise.
(1.1)
A simple example of a directed network and the corresponding adjacency matrix is
shown in Figure 1.2. The adjacency matrix of an undirected network is symmetric,
which implies Aij = Aji.
Self-edges in the graph are represented by the diagonal elements in the adjacency
matrix. The i-th row represents the out-neighborhood of a node i, and consequently,
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Figure 1.2. Example of a sim-
ple directed network and the corre-
sponding adjacency matrix A. The
corresponding edgelist is given by




the i-th column represents its in-neighborhood. In the undirected case the in- and
out-neighborhood of a node are equal to each other. Sometimes it is useful to provide
additional information about the links in a network, e.g. some form of connection
strength, by using graduate entries in the matrix instead of zeros and ones, which
gives a weighted graph. Many structural properties of a network can be related to the
spectral properties of the adjacency matrix, and the field of research dealing with these
relationships is called spectral graph theory. [78].
For a network with N nodes the adjacency matrix is of size N2, since it contains all
pairs of nodes that possibly connect to each other. However, many real-world networks
have much fewer edges so that they are labeled sparse. Since the adjacency matrix of
sparse networks contains mostly zeros and only few ones it is more efficient to store only
the nonzero entries that correspond to present edges. These edges can be represented
efficiently by an edgelist that contains the tuples of nodes for each edge. For example,
the network in Figure 1.2 has following edgelist: {(1, 2), (2, 4), (3, 2), (3, 4), (4, 3)}. In
addition to the above described adjacency matrix and edgelist there are other useful
graph representations, e.g. in form of trees or incidence matrices, which are explained
in [196].
1.1.1 Important measures
Networks can be characterized at multiple scales. At the finest scale, we can quantify
the connectivity of single nodes and the topology of their immediate neighborhood with
various local measures. At the macroscale it is meaningful to characterize the network
architecture in terms of global measures and distributions of local quantities.
Degree. Certainly the most important local measure is the degree of a node, which is
simply the number of its neighbors. In an undirected network the degree ki of a node
i is ki =
∑
j Aij . In a directed network we distinguish between the in-degree ki and








In the example of Figure 1.2, node 2 has in-degree k2 = 2 and out-degree j2 = 1. The
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mean degree of a network is an important global measure of its connectivity and it is









In directed networks, we can calculate the mean in-degree 〈k〉 and mean out-degree 〈j〉.
The number of ingoing links in the network has to match the number of outgoing links,
which implies 〈j〉 = 〈k〉 = E/N .
Degree distribution. An important global property of a network is the probabil-
ity distribution P (k) of node degrees, which is called degree distribution. A network,
where all nodes have the same degree, is called regular. Common examples for regular
networks are various lattices, e.g. the square lattice, where each node has degree 4.
However, a large number of real-world networks has a non-trivial degree distribution,
where the node degrees vary over several orders of magnitude [196]. It has been found
that for large k these degree-distributions can often be approximated by a power-law,
P (k) ∼ kγ̄ , γ̄ < 0. (1.4)
For many real-world networks, the exponent has been identified as −3 < γ̄ < −2
[199, 20]. Unfortunately, most empirical data exhibits large fluctuations in the region
of large k, since only few large-degree nodes are present. Therefore, care has to be
taken in identifying power-laws in such data, and many studies reporting power-law
distributions in real-world networks have been questioned after re-examination with
meticulous statistical analysis [80].
Networks with power-law degree distribution are called scale-free, because they lack a
characteristic measure: A rescaling of the argument in a power-law degree distribution
P (ak) with a constant a simply leads to the rescaled distribution bP (k) with constant
b so that its form is maintained. Examples for scale-free networks are the world wide
web [19], the network of internet routers [101], scientific citations [21], and functional
brain networks [97].
Degree correlations. Roughly speaking, degree correlations describe the preference
of nodes to attach to others with similar (or dissimilar) degree, which is a form of a
mixing pattern, or connectivity correlation. If nodes preferably join to others with
similar degree, the network is said to be assortative. Conversely, in a disassortative
network, nodes prefer to attach to those with a dissimilar degree. In directed networks
the distinction between in- and out-degree allows for two types of degree correlations,
(1) correlations between in- and out-degree per node and (2) degree correlations between
pairs of nodes. The latter constitute correlations between the in-degrees (in-in) and
out-degrees (out-out) of the connected nodes, and correlations between their in- and
out- degrees (in-out and out-in). Mixing patterns in networks can also be associated
7
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with other node attributes than the degree [198].
Pearson coefficient. Often it is useful to measure degree correlations with a single
quantity. One of the most widely used measure in this regard is the Pearson degree
correlation coefficient [198], which is defined as follows for undirected networks. Assume
that we point to a random edge in the network. We are interested in the degrees of the
nodes at either end of the edge. In fact, we consider their excess degrees (or remaining
degrees) l and m, which is one less than their actual degree. The excess degree at either
end of a random edge is distributed as
Qm =
(m + 1)P (m + 1)
Z
, (1.5)
where P (m) is the degree distribution of the network and Z =
∑
m mP (m) = 〈m〉. Let
us define elm as the probability that a randomly chosen link joins together two nodes












lm(elm − QlQm), (1.7)
where the variance σ2 =
∑
m m
2Qm − (∑m mQm)2 normalizes the Pearson coefficient
such that it ranges from -1 for a fully disassortative network to 1 for a fully assortative
network. For an uncorrelated network elm takes the value QlQm and the Pearson
coefficient becomes zero. For directed networks, p can be defined slightly differently to
measure correlations between in-degrees, out-degrees, or in- and out-degrees of pairs
of nodes. We are interested in the in-degree correlations (in-in) of graphs where nodes









where emm′ is now the probability that a randomly chosen directed link goes into a
node of excess in-degree m and out of a node of excess in-degree m′ (which is equal to
its excess out-degree). Qinm is the excess in-degree distribution of a node
Qinm =





Figure 1.3. Schematic of the k-
cores of a simple graph. A k-core
subgraph is obtained by successively
removing all nodes with degree less
than k from the original graph. The
coreness of a node denotes the high-










in(m) = 〈m〉. The directed Pearson degree correlation coefficient








m)2 so that it ranges from -1 for a fully disassortative network to 1 for a fully
assortative network as in the undirected case. Note that the measure of Equation (1.8)
is sufficient to quantify in-degree correlations when in- and out-degree are equal for
each node. Otherwise, it may be required to use alternative measures as proposed by
[211].
k-Core decomposition. A useful tool for the visualization and analysis of large-scale
networks is the k-core decomposition: The network is dissected into components of
increasing connectivity, called k-cores [232]. A k-core subgraph is obtained by succes-
sively removing all nodes with degree less than k from the original network (Figure 1.3).
Originally, k-core decomposition was mainly used to understand the structure of social
networks [232] and soon it has been found valuable for many other systems, e.g. for
epidemic spreading in complex networks [91, 234, 120], protein interaction networks
[285], and for the visualization of large-scale networks [9].
Path. A path is defined as a sequence of links that connects two nodes, and the number
of links making up the sequence is considered as the path length. In a densely connected
network it is common that two nodes are connected by several different paths. Then,
the shortest path is called the chemical distance between the nodes. If the network is
embedded in Euclidian space, the chemical distance between two nodes can be related
to their Euclidian distance. A useful global measure is the average path length of a
network, which is defined as the average length of all shortest paths.
Clustering coefficient. Many real-world networks have the tendency to be transitive,
which means that they contain a large number of triangles. This tendency is very
prominent in social networks, where people knowing each other often have mutual
friends. The transitivity of a network can be measured by the global clustering coeffient
[196]
C = 3 x number of triangles




which is normalized such that it ranges from 0 to 1. There is also a local clustering
coefficient that can be used to examine the transitivity of a node’s neighborhood [196].
Small-world effect. The concept of the small-world phenomenon was originally devel-
oped about 50 years ago by Stanley Milgram, who found that in social networks people
are linked by surprisingly short chains of acquaintances [189]. In laymans terms, the
effect is also known as the ‘six degrees of separation’. The problem was then studied
more mathematically by Watts and Strogatz, who introduced a small-world network
model that could mimic the behavior from Milgrams observation [282]. In essence, the
model constitutes a regular lattice, where a proportion of links is randomly rewired,
so that they act as short-cuts. Consequently, the model resembles an interpolation
between a highly ordered lattice and a highly disordered random network, featuring a
high clustering coefficient that is characteristic for lattices and a short average path
length that is typical for random networks. Watts and Strogatz declared a network as
small-world, if it exhibited a high clustering coefficient and at the same time a small
average shortest path length, although they did not define a sharp quantitative cri-
terion. Many real-world networks have been found to show small-world features, e.g.
transportation networks [162, 163, 233], or neuronal networks [42, 26, 3, 132, 56, 207].
1.1.2 Random network models
Graph-theoretical measures, such as the above described, are very useful for character-
izing the structure and behavior of real-world networks. In turn, they can be used to
create random network models that mirror a system of interest. A random network,
or random graph, generally refers to an ensemble of graphs which are generated by
a probabilistic method. Consequently, a single graph is only one of all possible re-
alizations. Random network models are particularly useful for studying how specific
structural attributes emerge in the process of generating the network, and how such
attributes influence other network properties, e.g. its structural robustness. Moreover,
it is often possible to examine the structural behavior of the network (or the dynamics
taking place on it) mathematically the limit of infinitely large size.
Erdős-Rényi (ER) model. Back in 1959, Paul Erdős and Alfréd Rényi were the first
to study random networks systematically using a simple probabilistic generation mech-
anism. An Erdős-Rényi graph G(N, p) with N nodes is generated by connecting each of
the possible N(N−1)2 node pairs by an undirected link with probability p. Alternatively,
one can fix the number of edges E in the graph and choose a realization uniformly at
random from the ensemble G(N, E) of all possible conformations with N nodes and
E edges. Since the ER network was the first random network model to appear in the
technical literature, it is often referred to as the random graph. In the limit of infinite
network size both construction methods produce graphs with equal behavior. We here
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focus on the first and more popular construction method G(N, p), and we give a quick
introduction into some important features of this model.
From the construction algorithm we immediately see that the expected mean degree
of the network is 〈k〉 = p(N − 1)  pN for large N . The probability for a random node
to be of degree k equals the probability that it is connected to k other nodes, but not







pk(1 − p)N−k−1. (1.11)





Erdős and Rényi studied the behavior of the graph for increasing density of links in
the limit of large N . They observed that for small p the graph consists mainly of
isolated nodes and small connected components. As p increases, clusters of increasing
size are formed until the graph undergoes a sudden structural change: For a certain
‘critical’ value of p = pc a so-called giant connected component emerges that contains
the majority of nodes in the network. At this point, the graph is said to undergo a
phase transition into a percolating phase. Phase transitions in lattices and random
networks are the main topic of percolation theory, which we introduce in Chapter 3.
The threshold pc = 1/N for which the giant component emerges in the ER graph was
found by Erdős and Rényi one year after they developed the model [99]. Decades later,
Newman proposed a method to calculate the complete distribution of component sizes
for the graph [199].
Another quantity that can be immediately calculated for the ER graph is the global
clustering coefficient. The clustering coefficient can be defined as the probability that
two neighbors of a node in the network are also neighbors of each other. Accord-
ing to the construction algorithm, any pair of nodes is connected independently with
probability p and thus, the clustering coefficient is
C = p = 〈k〉
N − 1 . (1.13)
We see that for N → ∞ the clustering coefficient vanishes if the mean degree is held
constant.
Configuration model. The configuration model can be used to construct graphs
with arbitrary degree distribution [200]. The algorithm works as follows for directed
networks: First, it assigns each node a target in-degree and out-degree, which are
11
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Figure 1.4. Schematic of construct-
ing a directed graph according to the
configuration model. Nodes are as-
signed ingoing and outgoing stubs
according to the corresponding in-
and out-degree distributions (blue
and red arrows). Then, random pairs
of these stubs are joined together to
form directed links (dashed line).
drawn from the desired in- and out-degree distributions2. The target in-degree of
a node can be regarded as a number of ingoing stubs and its target out-degree as a
number of outgoing stubs, respectively (Figure 1.4). Pairs of outgoing and ingoing stubs
are drawn at random to create directed links. In the undirected case, pairs of stubs
can be drawn from the same list. The configuration model is based on the matching-
method, where links are generated according to a desired property of the network. An
alternative approach is the switching-method, which starts from a given network with
the desired properties and performs edge swaps to randomize the graph. Advantages
and disadvantages of both methods are discussed in [190]. Random graphs that are
generated with the configuration model can be examined analytically to some extent
for N → ∞. For example, the minimum density of links required for the existence of a
giant component could be derived in [192, 193] for undirected graphs. Further, Newman
et al. developed a powerful method based on generating functions to calculate many
other statistical properties of the network, e.g. the average path length, the clustering
coefficient and the distribution of component sizes [200].
Besides the two network models introduced above, there are many other random
graph models that are reviewed in [199, 7, 39, 41, 196]. Among the most important
are diverse lattice models, where nodes are embedded in space with a regular pattern,
the Barabási-Albert model [18] that generates a graph according to the principle of
preferential attachment, and the exponential random graphs [259] that describe random
networks in terms of their ensemble statistics.
1.2 Networks of the brain
First steps towards understanding the structural organization of the nervous system
were made in the late 19th century with the finding that the nervous system is made
up of discrete processing units, the nerve cells. This neuron doctrine opposed the com-
mon view of the nervous system as a continuous network of thin neuronal fibers. A
2The total number of ingoing and outgoing links has to match, which implies that the in- and out-
degree distributions must have the same mean.
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Figure 1.5. Original drawing of several pi-
geon neurons from Santiago Ramón Cajal
in 1899 using Golgi’s silver staining method
[67]. Shown are two cell types, (A) purkinje
cells and (B) granule cells from the cerebel-
lum. The picture illustrates the high level of
detail that could be inferred from the stained
nervous tissue.
major reason for this controversy was the limited possibility to actually observe the
detailed structure of nervous tissue. In 1873 Golgi invented the silver staining method
that made it possible for the first time to see nerve cells with their soma (cell body),
extended axon and highly branched dendrite structure. Figure 1.5 shows a drawing of
several pigeon nerve cells from his close colleague Santiago Ramón Cajal, who exten-
sively used Golgi’s staining method. Paradoxically, Golgi himself rejected the idea that
neurons function individually, arguing that the nervous system acted as a whole inte-
grated system. Nowadays, it is known that the elaborate global behavior of a system
may very well emerge from the activity of individual elements that communicate in a
network.
During the 20th century, advances in experimental techniques led to a large amount of
anatomical and electrophysiological research on brain activity in humans and animals.
An important finding was that the brain is functionally and structurally segregated into
different localized regions [210, 293, 103]. These regions are specialized on a neuronal
level and on a structural level, since they are composed of different neuron types and
they exhibit distinct connectivity structures. However, the idea of functional localiza-
tion was not new. Even before the neuron doctrine was established, Franz Joseph Gall
[115] proposed that personality traits could be identified on the basis of the scull shape.
His idea created a new scientific field called phrenology. Soon phrenology was rejected
because it lacked scientific proof, but it can be credited for establishing the idea to
relate the brain’s anatomy to specific functions. The relation between structure and
function of neuronal tissue becomes particularly apparent if certain brain regions are
damaged and malfunction. Observational studies and neuroanatomical experiments on
damaged brain areas laid the foundation for the generation of the first cortical maps
that associated several brain areas with certain cognitive tasks [52].
Soon the development of extremely powerful imaging technologies allowed for nonin-
vasive detection of neuronal activity. For example, electro- and magnetoencephalogra-
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phy (EEG and MEG) measure the electric and magnetic fields the brain generates on
the skull surface. Magnet resonance imaging (MRI) reveals microscopic details about
the nervous tissue that can also be related to the actual activity of the neurons in the
scanned region. These and many more modern imaging methods provide information
about the structure and dynamics of the human brain at various spatial and temporal
scales. An ambitious goal is to create a complete map of the brain’s wiring structure,
which has been termed the human connectome [252, 248]. So far, the connectome has
been successfully constructed only for one animal, the roundworm C. Elegans [283, 274].
White et al. [283] were the first to reconstruct the anatomical connectivity structure of
its nervous system from serial sections of 50 nm thickness. Comprised of 302 neurons
and 6393 chemical synapses, the system is rather simple and stereotypic for an animal
[274]. Mapping the human connectome is far more challenging: It is made up of about
1011 neurons and thousand as many chemical (and electrical) synapses [151, 247].
1.2.1 Measuring the connectivity structure
The increasing availability of data describing our neural system comes with a number
of challenges. First of all, the various imaging methods differ not only in spatial and
temporal scale of the measured brain region, but also in the type of data they produce
and the definition of connectivity they are based on [141, 167, 252]. Therefore, it is
difficult to define an exact universal concept of how the connectivity structure of the
nervous system should be quantified. Three different definitions of connectivity are
commonly used. First, the anatomical connectivity describes the physiological connec-
tions between neurons or brain regions. Second, the functional connectivity is based on
the functional interaction between brain areas that can be inferred from correlations
of activity, e.g. from noninvasive measurements. Functional connectivity cannot be
directly related to the anatomical connectivity, since correlations between the activ-
ity in distinct areas may arise without a direct anatomical connection between them.
To overcome this problem, a third measure of connectivity was proposed, the effec-
tive connectivity, which requires taking into account causality in functional correlations
[112, 270].
Neuroscientists examine the brain at various levels of organization, which can be
roughly divided into [247]
• the microscopic level of individual neurons and their connections,
• the mesoscopic level of neuronal populations and local circuits,
• the macroscopic level of brain areas, large-scale networks and information path-
ways.
Unfortunately, it is difficult to cross the scales, since each level can only be examined
with specific measurement tools that produce different types of data.
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Another problem in quantifying the connectivity structure of the nervous system is
that neuronal networks are not static. Anatomical networks are subject to plasticity
and functional networks depend on the actual dynamical state of the system. Moreover,
we cannot consider each of the network types independently if we want to understand
how the nervous system operates. On the one hand, if we consider only the anatomical
connectivity, it still remains unknown whether neurons that are coupled to each other
also exhibit functional correlations. On the other hand, we cannot properly interpret
the functional relation between neurons (or brain areas) without knowledge of their
anatomical wiring, because we lack information about the causality of these relations.
For instance, correlations between the spike trains of two neurons may arise without
a direct anatomical coupling between them. Relating the structure and function of
neuronal networks is therefore a central problem in neuroscience. However, even for
the relatively simple neuronal network of the C. Elegans the relation between network
structure and function is still not understood, partly because the electrophysiological
properties of some cell types have not yet been characterized [124, 274].
A major challenge is the sheer complexity of a neural system: It usually comprises
various different types of neurons, which themselves exhibit complex activity patterns.
Moreover, the transmission of signals by chemical and electrical synapses is modulated
by various neurophysiological processes. To make matters worse, the anatomical and
functional brain structure is highly variable across distinct species, and individual an-
imals are characterized by unique traits. However, the nervous systems of distinct
species also share many similarities, because all of them serve the same purpose of
survival. Hence, it is reasonable to assume that the architecture of the brain is driven
towards functional homeostatis and at the same time allows for the realization of indi-
vidual features. This requires for some amount of flexibility of the brain structure with
respect to its functional properties, which is supported by the observation that certain
processing task can be achieved by different neuronal circuits [215, 180].
1.2.2 Architecture of the brain
Although it is possible that every single connection between neurons serves a function
which we are unable to reveal with our current methods, some redundancy must be
present, since the failure of single neurons usually does not change the overall perfor-
mance of a neuronal network [151, 85, 247]. Therefore, the emphasis has shifted to a
probabilistic description of the nervous system’s structure and modern network science
and graph analysis tools have been increasingly used to reveal relevant aspects of the
network architecture. Much effort has been spent to find common features across dis-
tinct species, because these features likely point to basic principles of organization that
are worth to explore. Neuronal networks are sparse with a mix of repeating patterns










Figure 1.6. Different types of the local circuitry. (A) Feedforward network, where one layer of
neurons transmits activity to another layer at a later stage of processing. (B) Recurrent network,
where activity of the neurons at within a layer is fed back through recurrent connections. (C)
Top-down network, where signals are sent back to earlier stages.
.
At the microscopic scale, it has been empirically observed that chemical synapses can
be divided into two types, excitatory and inhibitory synapses. Excitatory synapses, if
activated, promote activity in the postsynaptic neuron and inhibitory synapses demote
it. A neuron can make dendritic connections with both synaptic types so that it
can receive a mix of excitatory and inhibitory input. On the other hand, its axon
almost always connects to synapses of the same type. Therefore, neurons are commonly
classified as excitatory or inhibitory, although this distinction is really a feature of
their axonal connections. Most areas of the nervous system are made up of about 80%
excitatory neurons and 20% inhibitory neurons [151]. Often the inhibitory neurons are
more strongly connected to ‘compensate’ for their smaller number, so that the spread
of activity of excitatory and inhibitory neurons is somewhat balanced. Most of the
neurons form synaptic connections with a large number of other neurons in a complex
pattern that is constantly modified by factors such as nutrition or learning mechanisms.
Most of the synaptic connections are rather local [42, 133, 126], which likely results
from minimizing the wiring volume [191, 76, 57]. A small proportion of long-range
connections allows for rapid information flow across distant areas. The locality of
links results in a high clustering coefficient, and the long-range connections promote a
short average path length. Consequently, a large number of neural systems has been
identified as small-world [42, 26, 3, 132, 56, 207]. Interestingly, small-world features
have also been observed in neuronal networks grown in-vitro [94, 87]. Although distance
is an important factor in the development of neuronal connections, limited space is not
the only constraint. The brain must maximize its capacity for processing information,
which involves a fast signal propagation with high precision, and at the same time
minimize the metabolic costs for the generation of activity [164].
At the mesoscopic scale, the brain is organized into hierarchically arranged circuits
[102, 296, 126]. The neocortex is a very illustrative example for this hierarchical orga-
nization. Neurons in this brain region are arranged in vertical patches, called cortical
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Figure 1.7. Connectivity backbone of the human brain from diffusion spectrum MRI, plotted in
anatomical coordinates [126]. Nodes are regions of interest and links represent the fiber densities
between the regions. Lateral view (left and right picture, LH = left hemisphere and RH = right
hemisphere) and dorsal view (middle picture).
columns of about 105 neurons, which could be identified as the basic functional units
for information processing [151]. These separate circuits are highly coupled so that
activity can be transmitted through successive stages of a processing pathway. The
local circuitry of the columns can be divided into three main classes,
• feedforward, where activity is transmitted to a region at later stages of the pro-
cessing pathway,
• recurrent, where neurons are coupled within the same stage of processing,
• top-down, where signals are sent back to earlier stages.
Examples for a feedforward, recurrent and top-down network are shown in Figure 1.6.
Recurrent neuronal networks are particularly interesting, because their recurrent ac-
tivity resembles a feedback mechanism that enables the neuronal population to pre-
serve its functional state, which is particularly important for memory processes. All
three neuronal circuits are increasingly used in the design of artificial intelligence
[139, 140, 175, 230].
At the macroscale, the brain is organized into various modules that differ in their
function and cytoarchitecture [247]. Graph-theoretical analysis at this level reveals a
structural core of central hub regions that are strongly connected to each other. Since
these hub regions link together all major structural modules [126], they likely play an
important role in the integration and processing of information [3, 250, 271]. Figure 1.7
shows an exemplary graph representation of the macroscale brain architecture that has
been obtained with diffusion spectrum MRI [126]. The graph exhibits groupings of
highly connected regions that are located along the cortical surface.
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1.3 Modeling neuronal activity
How does complex brain activity emerge from the interaction of many spiking neurons?
This question is well-suited for theoretical and numerical modeling. A wide spectrum of
models are available that range from highly abstract binary neurons to highly detailed
neuron models that take into account specific features at the molecular level [118, 85,
216, 49]. Models of neuronal activity have to integrate two components, the description
of activity of single neurons (or populations of neurons) and rules for spreading the
activity through the network of their synaptic connections. The level of complexity has
to be chosen with care, since a more detailed model does not necessarily provide more
insight into the system of interest for several reasons. First, despite large efforts, the
exact network structure of the mammalian brain is still not known, so that one has
to rely on guessed parameters. Second, complex activity patterns already emerge in
relatively simple systems [53, 118, 223] so that a model of increased complexity does
not necessarily provide additional insight, but it certainly is more difficult to implement
and interpret. Third, the level of detail a model can provide is limited by computational
resources and time.
However, it is meaningless to model the spiking dynamics of a neuronal network
without being able to interpret the activity patterns of the neurons. This requires
a basic mathematical concept of neuronal spiking as a coding mechanism, which we
introduce in the next section.
1.3.1 The neural code
The way everyone of us perceives reality may be highly individual, but the underlying
mechanism is remarkably similar: Our experience of the world is essentially an inter-
pretation of the spike trains sent to our brain by our sensory nerves. For example,
patterns of light falling onto the retina are converted into patterns of spikes, which are
sent to our visual cortex by the optical nerve, and our brain interprets these spiking
patterns as a colored image. Not only sensory information is encoded in spike trains,
also computations and decision processes are based on these activity patterns. In fact,
neurons use spikes as a primary signal to communicate with each other and if we want
to make sense of the neuronal activity, we need to understand how their spiking pat-
terns encode information.
As a first approach it is meaningful to search for universal principles of spiking that
apply to the majority of neurons. Some of the most important principles were es-
tablished by Adrian et al. in the early 30s [4, 5]. First, he proposed the so-called
all-or-none law, which states that neurons encode information in a binary way - either
they produce a spike or they do not. Although the spikes (also called action poten-
tials) vary in shape, duration and amplitude, they are commonly treated as identical
18
1.3 Modeling neuronal activity
events because their characteristics appear to be far less relevant in neural coding than
the timing of their occurance [85]. Most computations in the brain are mediated by
spikes, although in some regions the neurons primarily communicate with each other
via graded potentials (e.g. in the retina) [151]. Second, Adrian observed that the rate
of spikes emitted by a sensory neuron correlates with the intensity of a stimulus applied
to the corresponding sensory region. Later, this rule was generalized to the concept of
feature selectivity, stating that the response of a neuron is maximized for a certain set
of parameters, e.g. a pattern of light for retinal neurons.
Rate coding or temporal coding?
Adrians observation made a strong point for the concept of rate coding, which claims
that the mean firing rate of a neuron conveys most of the relevant information [4, 22].
However, it is also possible that information is encoded directly in the precise timing
of each spike, which is known as temporal coding. This mechanism has been shown
to play a significant role in brain functions where fast processing is important, e.g. in
the visual cortex [277, 262, 61], auditory cortex [77], or the hippocampus [144]. In
these networks, the temporal resolution of the neural code is of the order of a few
milliseconds, which is roughly the duration of a single action potential [177]. Whether
most information is carried by rate coding or temporal coding is a hotly discussed
topic within the neuroscience community. However, a clear distinction between the
two coding schemes is rather difficult, since the ensemble-averaged firing rate of several
neurons can also change on very small timescales [85, 118].
A different view on this problem has been proposed by Dayan and Abbott [85]. They
suggested to ask whether information is encoded independently by each action poten-
tial or if correlations between spikes of a neuron are important. If one assumes that
neuronal spiking is uncorrelated, then all information is carried by the firing rate, which
would indeed classify as rate coding. On the other hand, additional information may
be carried by correlations between the timing of spikes that would go missing if one
assumed independent spiking. One example of this strategy is the encoding of infor-
mation in the interspike intervals between action potentials [74, 173].
Correlations may also exist between spikes of different neurons. In Figure 1.8 we
show some examples of spiking correlations across a population of neurons. If the neu-
rons spike independently of each other as illustrated in Figure 1.8A, the mean firing
rate r̂(t) of the population conveys all the relevant information. One example of a pos-
sible correlation coding mechanism is the synchronous activity of two or more neurons,
which means that they fire spikes at similar times (Figure 1.8B). The synchronous firing
appears in the mean population firing rate as sharp peaks, but the exact information
about which neurons synchronize goes missing if one only regards the population mean.














Figure 1.8. Raster plots of spikes for a population of neurons. Below each raster plot we show the
ensemble-averaged firing rate r̂(t) of the neurons, which we calculated by sorting the spikes into
bins of 1 ms.
tion due to similar variations in the firing rate of the neurons (Figure 1.8C). Additional
information may be carried by the spike timing of individual neurons in relation to the
oscillatory population activity. This correlation mechanism has been shown to play
a role in the rat hippocampus, where so-called place cells encode information about
the spatial location of the animal by producing spikes with respect to the phase of
the global oscillation [269]. Although synchronization [256, 111, 110] and oscillations
[125, 257, 63] have been frequently observed in neuronal activity, it is often not clear
whether these correlations also carry significant additional information [85].
Stochastic description of spike trains
A precise and universal formulation of the neural code requires a mathematical descrip-
tion of the spiking patterns. If we neglect the relatively short duration of an action
potential (about 1 ms) we can represent a sequence of m spikes, e.g. the spike train of




δ(t − ti), (1.14)
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where fR(t) is called the response function, and ti is the time at which the i-th action
potential occurs. The response function can then be used to express the recording of a







where h(t) can be a function of choice to model the individual response of a neuron to
the spike train: For example, by setting h(ti) = J we could describe a series of equal
voltage-jumps J that were measured in a patch-clamp recording of a neuron’s membrane
potential. Using the response function (1.14), we can define the instantaneous rate r(t)








In real experimental recordings, the firing rate of a neuron can be estimated by counting
the number of spikes within a small time window Δt and dividing that number by the
window size. The above definitions set the mathematical basis for quantifying the
response of a neuron to a given stimulus.
In experiments it has been observed that neuronal spiking is highly irregular: Dif-
ferent trials involving the same stimulus yield different responses [243, 85]. It is not
resolved whether these irregularities carry significant amounts of information [243, 235,
236, 118], but for convenience they are often considered as noise. Consequently, the
spiking patterns can be described as a stochastic processes, which often considerably
simplifies their analysis [118, 174, 85, 223].
The Poisson process. The simplest stochastic process that generates sequences of
spikes is the Poisson process. It is based on the assumption that the probability for a
spike to occur is independent from all preceding activity. Poisson processes have been
widely used to approximate stochastic neuronal firing, because they are particularly
simple to handle mathematically [85]. Due to the lack of correlations the process is
sufficiently described by the instantaneous firing rate r(t). If the firing rate is constant
over time the process is called the homogeneous Poisson process. The inhomogenous
Poisson process is characterized by a time-dependent firing rate. For very small time-
periods we can approximate the inhomogeneous Poisson process by a homogeneous
Poisson process.
A spike train that is generated by a homogeneous Poisson process can be character-
ized as follows. Since the firing rate does not change over time, we can set r(t) = r.
The probability to find n spikes during a time-window Δt is given by the Poisson
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Figure 1.9. Poisson distribution. Prob-
ability to find n spikes during the time
period Δt for which rΔt = 7 (bars),
according to the Poisson distribution
P (rΔt, n) of Equation (1.17). The red
line is the corresponding Gaussian ap-
proximation (1.20).














If the time-window is small (rΔt  1), we can approximate the probability to find a
spike during Δt as
P (r, Δt)  rΔt. (1.18)
This mechanism is particularly easy to generate on a computer. For each time-step Δt
one simply draws a random number uniformly between 0 and 1 and generates a spike if
this random number is smaller than rΔt. From Equation (1.17) it is easy to calculate
the mean 〈n〉 and variance σ2n of the spike count in the time window Δt,
〈n〉 = rΔt, and σ2n = 〈n2〉 − 〈n〉2 = rΔt, (1.19)
which are both equal. The fraction between the variance and mean of the spike count
is called Fano factor. For a homogeneous Poisson process the Fano factor takes the
value one. The superposition of two independent Poisson processes with rates r1 and
r2 is again a Poisson process with rate r = r1 + r2. Assuming that a neuron receives
Poissonian input from several independent sources, this means that its total input can
be described as a single Poisson process whose rate is the sum of rates of the individual
inputs.
For large rΔt the Poisson distribution can be approximated by a Gaussian distribu-
tion









In Figure 1.9 we show an exemplary plot of a Poisson distribution P (n) for rΔt = 7
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and the Gaussian approximation (1.20). Although Poisson processes and their Gaussian
approximations have been widely used to describe neuronal activity, there is also much
evidence that spiking activity in the brain is correlated [173, 14, 118, 242]. It is possible
to deal with this problem by considering generalized stochastic processes that generate
correlated spiking activity. These processes can be roughly divided into two categories:
renewal processes, where the current spiking activity depends only on the immediately
preceding event and nonrenewal processes, where the dependency goes back several
events, up to the complete history of activity. The Poisson process is a special form of
a renewal process, since the current activity does not depend on any of the preceding
events.
1.3.2 Spiking neuron models
Nerve cells are highly specialized for the task of processing and transmitting electrical
and chemical signals. Although they greatly vary in shape, size and molecular prop-
erties, their function rests upon similar electrochemical principles that are known in
great detail. Based on these principles it is possible to develop models of neuronal
activity. Typically, a neuron consists of a cell body (the soma) that is connected to an
axon and a highly branched structure of dendrites (Figure 1.5). The dendrites allow
the neuron to receive synaptic input from many other neurons, and its axon conducts
electrical signals away from the cell body. Synaptic input arriving at the dendrites is
transmitted to the soma, where it is integrated by internal molecular processes. Ad-
ditionally, the neuron can receive electrical input from others through gap junctions,
which are ion channels made of connexin proteins [35, 90, 153] that join neighboring
neurons, allowing for small currents to flow between them.
Since the soma is responsible for the integration of the input and the process of
generating spikes, its electrophysiological properties are a central part of most spiking
neuron models. In the following we will give a brief description of its functional principle
that is mimicked by the models. The soma is made of a closed cell membrane that
separates the fluid inside the cell body from the fluid outside. Since the cell membrane is
essentially impermeable to most charged molecules, it acts as a capacitor by separating
the charges lying inside and outside of the cell body. Various ion conducting channels
embedded in the membrane allow currents to flow across it (Figure 1.10A), and ion
pumps expend energy to transfer charges across the membrane to maintain a specific
concentration inside and outside of the soma. Most of these ion pumps are specialized
for moving a particular type of ion into and out of the cell. The most important ions
used for the electrochemical processes in the neuron are sodium (Na+), potassium (K+),
calcium (Ca2+) and chloride (Cl−). In homeostasis, the ion concentrations generate a
voltage difference between the interior of the soma and its surrounding, which is about









Figure 1.10. (A) Schematic representation of a neuron and a synapse connected to it. Embedded
in the cell membrane are various channels and ion pumps that allow charged molecules and ions to
be transferred into the cell and out of it. (B) RC circuit that represents the electrical properties
of the neuron. The capacitance C corresponds to the cell membrane separating the charges in the
soma from the charges outside of it and the resistances Rion represent membrane channels that
allow currents to flow across the cell membrane. The potentials Eion are the corresponding reversal
potentials. Synaptic input is modeled as a current flowing through the resistance Rs.
medium is defined as 0 mV, so that the potential V inside the cell (called the membrane
potential) takes the value -70 mV.
Positive charge flowing into the cell decreases the voltage difference, a process that
is called depolarization, and negative charge increases the difference, which is termed
hyperpolarization. The current flowing through the membrane can be expressed for each
ion type (labeled with index ion) in terms of the Nernst potential Eion that accounts
for the bias of the current due to the concentration gradient. Hence, the total current




(V − Eion), (1.21)
where Rion is the total resistance for the ion-type ion. For V = Eion the membrane
current for this type of channel is zero. If V passes through Eion the membrane current
changes its sign, therefore Eion is also called the reversal potential of an ion type.
Ions flowing through the channels accumulate in the cell and charge it, which is
reminiscent of charging a capacitor. Hence, we can represent the soma by an RC
circuit (Figure 1.10B), where the capacitance C corresponds to the cell membrane
that separates the interior potential from the exterior potential. Several resistances
Rion ≡ R1, R2, . . . represent the conducting channels that allow currents to flow across
the cell membrane. Synaptic input arriving at the soma can be modeled by a separate
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current Is flowing through an additional resistance Rs. According to the RC circuit













(V − Eion), (1.22)
where the negative sign before the sum follows from the convention to describe the
membrane ion currents as positive-outward and the synaptic input as positive-inward.
In real neurons the resistances Rion change over time, and they also depend on the
difference between voltage and reversal potential. However, some parts contributing
to the total current can be treated as relatively constant so that they can be ‘lumped’
into a single term, called the leakage current IL = 1RL (V − EL). The reversal potential
EL for the leakage current is usually a free parameter that is adjusted to the resting
potential of the cell [85].
Integrate-and-fire model. If one assumes that all resistances Rion are constant, then
it is possible to account for the sum of all ion channel currents by a single leakage current
IL. Then, the reversal potential EL equals the resting potential of the neuron. This is
the basis of the so-called leaky integrate-and-fire (LIF) model, originally introduced by
Lapicque [161, 54]. Remarkably, Lapique constructed this model in 1907 long before
the mechanisms responsible for generating action potentials were known. Nevertheless,
this model is widely used in neuroscientific modeling because it captures important
features of the neuron dynamics and due to its simplicity, it can be easily implemented




= −IL + Is = − 1
RL
(V − EL) + Is. (1.23)
Other versions of the integrate-and-fire model use slightly different voltage equations,
e.g. the perfect IF model neglects the leakage current IL in Equation (1.23). For
convenience, Equation (1.22) is often multiplied by RL, and the term RLC is replaced
by the time-constant τ that describes how quickly the neuron recovers to its resting




= −(V − EL) + RLIs. (1.24)
This equation can be further simplified if one only regards the difference between the





























Figure 1.11. Voltage response of a LIF neuron (upper panel) to a synaptic input current (lower
panel). The neuron is modeled with Equation (1.25) using following parameters: Θ = 5 mV, τ =
20 ms, Vr = −10 mV, Vpeak = 20 mV.
If a neuron becomes sufficiently depolarized, it creates an action potential, which is a
sharp increase of its voltage followed by a sudden drop to a value that is usually below
the resting potential. This behavior is emulated by the LIF model in the following way.
When the depolarization V of the neuron reaches a threshold potential Θ, the neuron
generates an action potential and immediately after that, the voltage is set to a reset
potential Vr. The shape and duration of the action potential is not considered in the
LIF model, but for illustration purpose the voltage can be set to a peak-voltage Vpeak
before it is reset to Vr.
Sometimes one implements an additional ‘hard-coded’ refractory time τref during
which the neuron voltage stays at Vr to account for the duration of the action potential.
After the reset, the voltage relaxes exponentially to the resting potential, if the neuron
receives no input. Figure 1.11 shows the voltage response of a LIF neuron to brief
current injections Is of increasing strength. If the current is large enough to drive the
voltage above Θ the LIF neuron generates a sequence of action potentials. According
to Equation (1.25) the minimum current that is needed to drive the neuron to spiking
is given by RLIs = Θ.
If the input current is constant, the times between spikes (called the interspike in-
tervals) are also constant, since Equation (1.25) is deterministic. In this case we can
calculate the constant interspike interval and the corresponding spike rate from (1.25).










1.3 Modeling neuronal activity
In a more realistic scenario the neuron receives input from a large number of other
neurons in form of spike trains that we expressed in Section 1.3.1 as sums of delta
functions. In its simplest form, the total input current to the neuron can be modeled
as a superposition of the spike trains, where each arriving spike induces an instantaneous






δ(t − tlj), (1.27)
where J is also called the synaptic strength. The first sum goes over all afferent neurons j
and the second sum goes over all action potentials from neuron j arriving at the soma
at times tj . According to the above definition each action potential arriving at the
neuron induces a voltage jump V → V + J in its soma at time tlj , which can be proven
by integrating Equation (1.25) with Equation (1.27) inserted.
If the neuron receives a large number of independent spike trains, the total input
resembles a Poisson process [122]. However, it has been shown that the sum of many
spike trains with non-Poissonian statistics may exhibit temporal correlations that are
often neglected [172, 72].
Other neuron models. Although the LIF model and its variants may appear as
simplified ‘caricatures’ of a real neuron, they have been proven successful in model-
ing the dynamics of small and large-scale neuronal networks [118, 60, 223]. However,
there certainly are problems for which the integrate-and-fire model is not applicable,
e.g. when details of the underlying electrophysiological processes are important, or the
shape and duration of the action potential play a role.
More detailed models take into account specific ion channel currents that are in-
volved in the process of generating action potentials and in the sub-threshold voltage
dynamics. One of the most famous models is the Hodgkin Huxley (HH) model that was
introduced in 1952. Based on measurements on the squid giant axon the researchers
developed the first model capable of simulating the electrophysiological mechanisms
responsible for the initiation and propagation of action potentials [136]. However, the
HH model is costly in terms of computational resources, since it requires to solve a
large number of equations for each time-step and a high temporal resolution.
Many other spiking neuron models are based on a reduction of the HH-model to
a simplified set of equations describing the voltage dynamics of a neuron. Among
the most important are the Morris-Lecar model, [194], the Izhikevich model [148] and
the FitzHugh-Nagumo model [105]. Besides the aforementioned, there are many other
spiking neuron models that have specific weaknesses and strengths [118, 85, 146]. The
optimal choice of the model strongly depends on the context of the problem. Com-
plex models such as the HH model are often used to simulate single neurons and small
neuronal networks, whereas simple models such as the IF model are suited for the simu-
lation of large-scale neuronal networks because of their simplicity and small parameter
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space. All of these models have in common that they describe the membrane potential
V of the neuron as a single variable, hence they are called single-compartment models.
Multi-compartment models additionally consider spatial variations in the membrane
voltage by splitting the neuron into separate regions that are described by different
sets of variables and equations [85].
Finally, there are other types of neuron models that completely neglect the spike gen-
eration mechanism by mapping the input of a neuron directly to its firing rate. These
rate models are particularly useful for describing the collective activity of a great many
neurons, since their reduced description of the neuron’s dynamics allows to efficiently
explore the behavior of the large-scale system at the expense of electrophysiological
accuracy.
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neuronal networks
In this chapter we investigate the dynamics of large-scale neuronal networks with com-
plex topology. Given the large number of neurons in such a network it is useful to
apply some type of coarse-graining in the description of the network activity. An ef-
fective approach is to group neurons with similar properties into neuronal populations
and describe the average activity of these groups rather than the spiking of individual
neurons. The collective activity of the neurons in such populations provides the basis
for neuronal processing in many brain areas [214, 14].
Our main focus lies on the influence of two basic statistical properties of the network
structure on the neuronal activity, namely structural heterogeneity and degree corre-
lations. Both are fundamental characteristics of large-scale neuronal networks [247],
but a thorough understanding of how they influence the global spiking dynamics is
still lacking. To aim at this problem, we consider a large number of excitatory leaky
integrate-and-fire (LIF) neurons that are synaptically coupled to form a recurrent neu-
ronal network with degree correlations and we systematically examine the influence of
the network topology on the neuronal spiking activity. The LIF model is a simple, yet
very relevant spiking neuron model that allows us to analyze the global dynamics of
the system with a mean-field model [118, 60]. The mean-field model provides a coarse-
grained description of the spiking activity in terms of average population firing rates,
which can be used to explore the behavior of the network without having to simulate
each neuron explicitly.
So far, mean-field models have not been able to take into account strongly hetero-
geneous network structures and degree correlations, therefore we develop a modified
mean-field framework that inherently handles these features. With this framework
and numerical simulations we examine the firing response of an exemplary complex
neuronal network to varying stimulus levels. The resulting stimulus/response relation-
ship depends on recurrent activity (Figure 2.1A), which is shaped by the connectivity
structure of the network. Then, we quantify the signal transmission capability of the
network by measuring the mutual information between stimulus and response. Main
attention is paid to the influence of assortative degree correlations on the sensitivity
of the network to weak stimuli. Results of this work have been published in [227] and
[228].
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Figure 2.1. (A) Schematic of a recurrent neuronal network, which receives and processes a stimulus.
The network response is shaped by the combination of stimulus and recurrent activity of the network.
(B) Neuronal population, where the spiking activity of individual neurons is governed by a threshold
process, e.g. the LIF model, and the population activity is described by the ensemble firing rate of
neurons in this population.
2.1 Population coding
Computations in the brain take place at many scales, from the microscopic scale of
single neurons and small neuronal circuits up to the macroscopic scale of cortical re-
gions and information pathways [185, 46, 150, 249]. Higher cognitive functions and
ultimately, consciousness, arise from the hierarchical integration of these computations
[96, 267]. Across the scales, information processing is based on the collective activity of
the interconnected neurons in form of spiking patterns. How do these patterns encode
information and how are they influenced by the connectivity structure of the underlying
network? An important observation in this regard is the irregularity of neuronal spiking
in in-vivo measurements [243]. Whether these irregularities carry significant amounts
of information or simply resemble noise is not resolved to date [243, 235, 236, 118, 62].
The assumption of ‘noisy neurons’ has been widely applied in neuroscience, since it
allows for a simplified stochastic description of their spiking patterns [223, 85, 118]. If
neuronal spiking is indeed noisy, a single spike train is not very informative and it is the
combined activity of many neurons that matters [214, 14]. This so-called population
coding has been found to play a major role in many sensory and motor areas of the
brain.
A well-known example for population coding is the detection of visual stimuli in
middle temporal visual area (MT) of the macaque monkey [184]. Specific neurons in
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the MT fire noisy spike trains with rates that are bell-shaped in function of the speed
of a moving object in a preferred direction. Reliable information about the visual stim-
ulus could be retrieved only by taking into account the collective activity of a large
population of neurons. Similar coding strategies have been observed for the control of
eye [166], arm movements [117] and in the auditory system [88]. Note, that the term
population refers to a selection of neurons within a patch of nervous tissue and does
not necessarily include all neurons in a given neuronal network. The strategy of popu-
lation coding possesses some significant advantages. First, it reduces uncertainty in the
information, which occurs due to noise in the spiking activity of individual neurons, or
the variability of their intrinsic properties. Second, it is very robust against failure of
activity or neuronal loss, because the information is shared across a large number of
neurons. Third, population activity can encode information with higher temporal res-
olution than single neurons, because collectively they produce a large number of spikes
during a small time-window, in which individual neurons may fire only few spikes.
How does the brain use population coding strategies to carry out computations and
how does it modify the architecture of neuronal connections to optimize the efficiency
of the processing? The cortex is organized towards functional specialization: Different
processing tasks are executed locally in distinct brain areas with a specialized connec-
tivity structure [268]. Therefore, an important step towards revealing the neural code
is to understand how the activity pattern of a population of neurons is shaped by the
topology of the underlying network.
Recent advances in visualizing the structural and functional connectivity at the scale
of large cortical regions down to single neurons allow to statistically characterize the
structure of cortical networks. Brain networks are far from random and exhibit complex
network properties such as small-world features [26, 56, 253], modularity [284], large
variability in structural [253, 56] and functional [97] connectivity, and hub-neurons that
are strongly connected and highly active [3, 250, 271]. How are these network prop-
erties related to the population dynamics of the connected neurons? This question
is very well suited to computational and theoretical modeling. Although the impact
of network parameters on neuronal dynamics has been subject to a large number of
theoretical and numerical studies [53, 34, 278, 275, 224, 295, 209], the relevance of
complex network characteristics such as heterogeneity and higher order statistics of the
connectivity structure have been investigated only recently [224, 66, 295, 275, 209]. A
common finding is that heterogeneous network topologies induce heterogeneous activity
patterns, e.g. a broad distribution of neuronal firing rates [224, 66, 209]. Indeed, neo-
cortical activity is highly variable: A large proportion of neurons fires at very low rates,
whereas a small subset of strongly connected neurons is highly active [181, 43, 143, 290].
Heterogeneity of the network structure and neuronal activity are assumed to be im-
portant for information processing tasks such as the detection of weak stimuli [290, 187,
209, 275, 64]. A remarkable example in this regard is the barrel cortex of rodents, which
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can sense very small inputs down to a few single spikes to a single neuron [142]. Subsets
of strongly connected and highly active neurons in this region could play a significant
role in encoding the sensory information, since their high-frequency output can convey
relatively large amounts of information [290]. We are interested in the relevance of het-
erogeneity and correlations in the connectivity structure for the amplification of small
inputs. Besides the degree distribution, degree correlations are the most basic statis-
tical property of a network and they have been shown to influence its structural and
functional characteristics, such as its resilience to damage [197, 289, 287, 276, 123, 229]
or its synchronizability [279, 13]. Recently, assortative degree correlations have been
observed in neuronal cultures [260, 87] and cortical networks [97, 271, 211].
2.2 The mean-field approach
How do complex activity patterns emerge from the interaction of many spiking neurons
in a neuronal population? It is sensible to approach this question from bottom-up,
which requires integrating the spiking activity of individual neurons into a description
of their population dynamics. A very useful method in this regard is the mean-field
framework, which uses concepts from statistical physics and has a long history going
back to pioneer works more than half a century ago [37]. Since then, the model has been
continuously modified to account for more complex features of the neuron dynamics and
network structure [155, 10, 119, 2, 12, 156, 205, 53, 204, 118, 60, 89, 223, 66, 187, 291].
With the mean-field approach one coarse-grains the spiking activity of statistically
similar neurons and describes their ensemble-averaged activity, e.g. the mean firing
rate of a patch of nervous tissue (Figure 2.1B). Hence, this method is well-suited to
complement experiments that measure meso- and macroscale brain activity, such as
the electroencephalogramm (EEG) or magnetoencephalogramm (MEG). The reduced
rate-dynamics can be used to explore the parameter space of the model, since one can
quickly analyze the dynamical behavior of the system. Of particular interest are stable
states (attractor states) of the system, which can be found by bifurcation analysis of
the reduced equations. The coarse-graining of neuronal activity has much in common
with the kinetic theory, originally used in thermodynamics, where the collective motion
of single gas molecules is averaged and integrated to obtain meso-scale variables such
as temperature and pressure.
Starting from the description of the spiking dynamics of individual neurons one
derives equations for the average activity of a population of many statistically similar
neurons. This is achieved by applying the mean-field approximation: The temporally
averaged depolarization of a single neuron is replaced by the momentary ensemble-
averaged depolarization of the neuronal population [223, 118]. Therefore, the mean-
field approximation is based on the hypothesis of ergodicity, which states that the
time-averaged activity of an individual neuron has the same statistical properties as the
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ensemble-averaged activity of many neurons. An important prerequisite for ergodicity
is that the neurons are independent of each other [107]. One observes, that the system
undergoes transient changes in activity until it is, in most cases, attracted to a steady-
state. We can express these steady-states in terms of self-consistent rate equations of
the form [219]
r̂ = φ(r̂, s), (2.1)
where φ is called the population transfer function, r̂ is the mean stationary firing rate
of the neuronal population and s is the rate of the stimulus. We use the caret in r̂ to
denote the ensemble-average over all neurons in the population. The mean population
firing rate can be obtained by counting the number of spikes nspikes(t, t+dt) that occur
during a small time-window dt. The mean population rate is then
r̂(t) = lim
dt→0
nspikes(t, t + dt)
Npopdt
, (2.2)
where Npop is the number of neurons in the population. [15] The majority of exist-
ing mean-field studies on neuronal dynamics are based on the integrate-and-fire (IF)
neuron model, since its one-dimensional voltage equation is simple enough to allow for
rigorous analytical treatment [118, 60, 223]. Moreover, the IF model has a small pa-
rameter space, which is easy to explore in comparison to other neuron models. Another
advantage is its low computational cost per integration time, which permits numerical
simulations of large networks over long time periods. Recently, mean-field models have
also been developed for higher-dimensional neuron models, e.g. the Izhikevich neuron
[202], or the Hodgkin-Huxley and FitzHugh-Nagumo model [17].
The leaky integrate-and-fire (LIF) model, which we apply in our study, uses only
two variables to describe the intrinsic dynamics of an individual neuron, its depolar-
ization V (t) and the time since it has emitted the last action potential, T (t). Spikes
arriving at the dendrites of the neuron, coming from external sources or from afferent
neurons in the network, are modeled as a capacitive current I(t) going into the neuron.
These three quantities are sufficient to represent the dynamical state of a neuron in
the network at any given time. From a mathematical perspective, these variables span
a three-dimensional phase space, where the state of a neuron i corresponds to a point
Ai = {Vi, Ii, Ti} [223, 89]. A large population of statistically similar neurons can now
be described by an ensemble density p(A, t), which expresses the probability density
for each point in the phase space.
The dynamics of the system is then captured by the time-evolution of p(A, t), which
we describe with the well-known Fokker-Planck equation. By using the Fokker-Planck
formalism, we are able to take into account fluctuations of the spiking input to a neu-
ron, which may result from noisy external stimulation or from fluctuating recurrent
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activity in the network. We consider sparse networks, where each neuron has a fixed
number of afferent connections with the same synaptic strength, which ensures a fixed
mean degree of the network regardless of its size.
The mean-field approximation allows us to simplify the Fokker-Planck equation by
expressing it in terms of the ensemble firing rate of the neurons, so that we can de-
rive self-consistent rate equations of the form of Equation (2.1). This approximation is
valid in the limit of large network size, so that any ‘finite-size effects’ are neglected, e.g.
fluctuations of the global activity due to the finite number of neurons [53]. In sparse
networks with constant mean connectivity the fluctuations from the finite voltage-
jumps are maintained [53, 204, 89]. Apart from sparse network connectivity, several
mean-field studies have examined networks with simple all-to-all coupling, where the
number of input connections per neuron goes to infinity in the limit of large network
size [33, 2, 47, 204, 238]. Accordingly, the synaptic strength is divided by system size
to achieve realistic firing rates so that the size of the spike-induced voltage jumps goes
to zero in this limit. In this case, the input to a neuron becomes a fluctuationless
continuous stream that can be described by a mean current. If neuronal spiking is
mainly driven by the mean of the neuronal input current, then the network is said to
be mean-driven.
On the other hand, population models that take into account fluctuations allow for
the possibility of input fluctuations as the main driver of network activity, which is de-
noted as the fluctuation-driven regime. This regime arises when the mean input current
to the neurons is insufficient to drive them to spiking and fluctuations are necessary
for promoting activity, e.g. in networks with balanced exhibition and inhibition, where
the mean input to a neuron becomes very low [53, 118]. Apart from the Fokker-Planck
formalism, alternative approaches to deal with fluctuations in the neuronal input have
been proposed. One approach is based on the Boltzmann equation [65, 66] that takes
into account higher-order statistics of the neuronal input fluctuations. A Fokker-Planck
equation can be derived from the Boltzmann equation by expanding it for small synap-
tic strengths and keeping only terms up to the second order [66]. Another approach
deals with the derivation of a master equation that governs the time-evolution of the
population spiking activity [55, 48]. Finite-size effects have also been examined with
both approaches [48, 66].
The method of describing the population activity of neurons in terms of probability
densities is called population density approach and has been successfully applied to
single populations of identical neurons [155, 10, 119, 2, 12, 156, 205, 53, 118, 60, 89, 223]
and neurons with heterogeneous characteristics [187, 291]. Diverse types of neurons in
the network can be grouped into distinct populations so that each population consists
of statistically similar neurons [204, 118, 89, 223, 66]. Each population is then described
by a separate probability density pk(Ak, t). In our study, we use the probability density
approach to describe networks with heterogeneous connectivity structure. To this aim,
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we divide the network into populations of neurons with equal in-degree k, which we
call k-populations, and describe the dynamics of each k-population with a separate
probability density pk. Moreover, we take into account in-degree correlations of the
network structure, which are captured by the average connectivity between different k-
populations. Using the Fokker-Planck formalism and the mean-field approximation we
calculate the transfer function φk and the corresponding rate equation for the steady-
state of each population. Network statistics, such as the degree distribution and degree
correlations, enter the equations in form of a joint-in-degree distribution Nkk′ , which is
the average number of connections from neurons with in-degree k′ to a neuron with in-
degree k. We show that this joint-in-degree distribution can be calculated analytically
for some networks in the limit of large network size.
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2.3 Rate equations for degree-correlated networks
In this section, we derive population rate equations of the form of Equation (2.1) for
LIF networks with heterogeneous degree distributions and degree correlations. Let us
begin with a mathematical description of the neuronal spiking dynamics.
Assume N excitatory LIF neurons, which are interconnected in a heterogeneous net-
work. Figure 2.2 shows a simplified schematic of such a network for the uncorrelated
case (Figure 2.2A) and the assortative case (Figure 2.2B). To stimulate collective neu-
ronal activity, each of the neurons gets injected an independent Poisson spike train with
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Figure 2.2. Simple schematic of a heterogeneous network of LIF neurons. Large red dots illustrate
neurons with high degree and small blue dots depict neurons with low degree. (A) Uncorrelated
network, where neurons are connected randomly, regardless of their degree. (B) Assortative network,
where neurons with similar degree are connected preferably. The network is stimulated by injecting
independent external Poisson spike trains with rate s into each neuron. The network response r is
quantified by the average stationary firing rate of n randomly chosen neurons of the network. This
figure has been modified from [228].
firing in the absence of recurrent input, if the stimulus rate exceeds a threshold value
νthr, as discussed previously in Section 1.3.2. Following Brunel [53], we normalize s by
this value, so that for s ≥ 1 every neuron in the network is driven to firing by the stim-
ulus, even in the absence of recurrent activity. Conversely, for s < 1 the stimulus by
itself is not sufficient to drive neuronal spiking, and neurons become active only if they
receive sufficient synaptic input from afferent spiking neurons in the network. If the
stimulus strength decreases in this subthreshold regime, neuronal spiking increasingly
depends on recurrent input, so that the population activity becomes more sensitive to
the architecture of the recurrent network.
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Real neuronal circuits, e.g. cortical columns, project their output to another stage of
the information pathway for further processing. Since the axonal projections originate
at a finite number of neurons, the network response is pooled from a finite sample of
neuronal firing rates, so that it exhibits some variability, or sampling noise’. In order
to account for this variability, we quantify the network response r as the mean firing
rate of a fixed number of n randomly selected neurons in the network. The sampling
from a limited number of randomly chosen neurons results in a variability of r, which
depends on the distribution of firing rates of the neurons in the network.
Since neuronal networks with synaptic connections are directed, we distinguish be-
tween the in-degree k and out-degree j of a neuron. In-degrees and out-degrees are
distributed according to the in-degree distribution P in(k) and the out-degree distri-
bution P out(j), respectively. Possible mixing patterns of neuronal connectivity are (i)
correlations between in- and out-degree per neuron and (ii) correlations of synaptic
connections between neurons. The latter constitute correlations between in-degrees
(in-in) and out-degrees (out-out) of connected neurons, and correlations between in-
and out- degrees (in-out and out-in). As a first step in the analysis of degree corre-
lations and neuronal activity, we focus on correlations of the in-degrees of connected
neurons, because the firing rate of a neuron is closely related to its number of inputs.
Moreover, for most parts of this study, we assume that each neuron has the same num-
ber of inputs and outputs, j = k. Strong correlations between in- and out-degree per
neuron considerably simplify the network topology, and this assumption is supported
by similar findings for the neural system of C. Elegans [274].




= −Vi(t) + RIi, (2.3)
where Vi is the membrane potential of the i-th neuron in the network, τ is the membrane
time constant, R is the membrane resistance and Ii is the input current, which is the
sum of recurrent input and stimulus input to the i-th neuron. Each neuron fires an
action potential, if its voltage Vi reaches a threshold value Θ and immediately after
that, the membrane potential is reset to a refractory voltage Vr for a constant time
period τref . This ‘hard-coded’ refractory period limits the maximum firing rate of each
neuron to 1/τref and prevents unrealistically large network activity. The input current







δ(t − tlj − Dij), (2.4)
where J is the synaptic coupling strength and aij is the adjacency matrix of the network.
The second sum on right hand side can be read as follows: all spikes l emitted at times
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Figure 2.3. Schematic representa-
tion of a k-neuron, which receives
uncorrelated input from the stimu-
lus and from neurons within vari-
ous k′-populations. The input spike
trains from the stimulus (black spike
train) and from neurons within the
k′-populations (colored spike trains)
are summed to make up the total in-
put to the k-neuron. Conversely, the
output spike train of the neuron is










tlj by the j-th neuron arrive at the i-th neuron after a synaptic delay Dij . Each spike
arriving at neuron i increases its membrane voltage by J . Throughout this chapter we
use parameters that resemble typical values found in the cortex: τ = 20 ms, τref = 2 ms,
J = 0.1 mV, N = 105 [53]. We consider networks of sparse connectivity, so that any
two neurons are unlikely to share common input. The delays Dij are drawn uniformly
at random between 0 ms and 6 ms and then fixed for each connection. We included
the delays to prevent cascading synchronous firing of the neurons, which is discussed
in [195]. Importantly, random delays do not alter the stationary firing rates of the
neurons.
We now distinguish the neurons in the network by their in-degree k and denote
them as k-neurons. The set of all k-neurons in the network is a k-population. The
synaptic input to an individual neuron is a superposition of all incoming spike trains.
Since any two neurons are unlikely to share common input, we can assume that the
incoming spike trains are independent. This allows us to approximate their sum as a
Poisson process whose rate is the sum of rates of the individual spike trains [122]. A
k-neuron receives synaptic input from the stimulus with rate sνthr and recurrent input
from afferent neurons in the network. Here, νthr = ΘJτ is the threshold frequency used
to normalize the stimulus [53]. The recurrent input going into the k-neuron can be
divided into contributions from each k′-population in the network (Figure 2.3). On
average, the input from a k′-population is of rate Nkk′ r̂k′(t), where Nkk′ is the average
number of k′-neurons that connect to a k-neuron and r̂k′(t) is the ensemble-averaged
firing rate of the k′-population. We denote r̂k′(t) as the population firing rate and Nkk′
as the joint-in-degree distribution. This distribution describes the coupling between the
different populations and conveys all relevant information about the network topology.
It can be calculated from the total number of directed links Ekk′ in the network that
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2.3.1 Stochastic description of the population activity
We consider a regime in which each neuron is bombarded by a large number of input
spikes within its integration time τ , and each voltage jump is small compared to the
firing threshold: J  Θ. In this regime we can apply the diffusion approximation and
describe the total input current I(k)i of a neuron i in a k-population by a Gaussian
process [218, 118, 174]
RI
(k)





with a mean part μk(t) and fluctuating part with intensity σk(t). Here, ξ
(k)
i (t) is
Gaussian white noise of zero mean and unitary variance
〈ξ(k)i (t)〉 = 0, 〈ξ(k)i (t)ξ(k)i (t′)〉 = δ(t − t′). (2.7)



















The above expressions are derived in the Appendix, A.2, where we also provide a
mathematical definition of the diffusion approximation.
Using Equation (2.6) we can rewrite the differential equation for the neuron voltage,











which is a Langevin equation. In fact, the system (2.10) represents a set of Langevin
Equations that are coupled by the population firing rates in the mean and variance of
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the respective input current as defined in Equations (2.8) and (2.9).
Each Langevin equation in (2.10) is a stochastic differential equation that governs the
dynamics of each neuron in a k-population. Because of its stochastic nature, we turn to
a statistical description of the population dynamics. A statistical description of the k-
population activity can be given by a probability density pk(vk, t), which expresses the
probability of a k-neuron i to have a membrane potential in the interval [vk, vk + dvk]




i (t) ∈ [vk, vk + dvk]
}
. (2.11)
Each probability density pk contains the distribution of neuronal states in a k-population
at time t. Since we assume that the neurons in a population are statistically indistin-
guishable, we can apply the mean-field assumption and interpret p(vk, t) as the fraction
of neurons in the k-population that have a membrane potential in [vk, vk +dvk]. Hence,
we replace the probability density for the membrane potential of a single k-neuron by
the density of membrane potentials in the k-population, which is valid in the limit
N → ∞. This allows us to discard the index i in (2.11) and (2.10), which enables us
to proceed with a stochastic description of the ensemble-averaged population activity.
The time-evolution of each probability density is described by the Fokker-Planck





















The first term on the right-hand side of Equation (2.12) describes the deterministic
time-evolution of the probability density, which is driven by the mean input current to
the neurons. It simply shifts the probability density pk(vk, t) to higher voltages without
changing its shape. The second term describes the stochastic broadening of pk, which
is driven by the fluctuations of the input current. If the voltage of a LIF neuron
reaches the threshold value V (k)i ≥ Θ, it is reset to the refractory value Vr. Hence,
the probability density must be zero for vk > Θ. We are interested in the number of
k-neurons per time that cross the threshold Θ, which is given by the probability current
at the threshold. The probability current can be found by rewriting the Fokker-Planck







where the probability current is defined as
Jk(vk, t) = −vk − μk
τ








2.3 Rate equations for degree-correlated networks
We now discuss the behavior of the stationary solution p(vk) at the boundaries vk = Θ
and vk → −∞. First of all, the stationary probability density must vanish at the
threshold
pk(Θ) = 0, (2.15)
and the probability current at the threshold corresponds to the stationary population
firing rate
Jk(Θ) = r̂k. (2.16)











vkpk(vk) = 0. (2.18)
Finally, we account for the neurons, which leave the threshold at time t and are







[Jk(vk, t) + r̂k(t − τref)H(vk − Vr)] = 0, (2.19)
where H(·) is the Heaviside function. The stationary solution of Equation (2.19), sat-




















Normalization of the probability density requires
Θ∫
−∞
pk(vk)dvk + r̂kτref = 1, (2.21)
where the second term corresponds to the fraction of neurons that are refractory. Solv-
ing Equations (2.20,2.21) for r̂k leads to self-consistent equations for the stationary
41
2 Population activity of degree-correlated neuronal networks












= φk(r̂kmin , . . . , r̂kmax , s), kmin ≤ k ≤ kmax, (2.22)
where kmin, kmax are the minimum and maximum in-degree in the network,









The input mean and variance μk and σk in the boundaries of Equation (2.22) couple










σ2k = Jμk. (2.25)
Therefore, the rate equations (2.22) must be solved self-consistently for all k-populations
in the network.
Although we derived the transfer function in Equation (2.22) for a stationary process,
it can be used to describe the approximate rate dynamics of the network [118, 85, 223].
First, we rewrite the transfer function in a time-dependent form
φk(r̂kmin(t), . . . , r̂kmax(t), s). (2.26)
The time-dependent population firing rates can be written in vector form as
r̂(t) = {r̂kmin(t), . . . , r̂kmax(t)}. (2.27)
Then, we can rewrite the coupled transfer function φk(rkmin , . . . , rkmax , s) in a gener-
alized time-dependent form Φ(r̂(t), s) = {φkmin , . . . , φkmax , s}. With this notation, the
approximate dynamics of the neuronal network can be described by the differential




r̂(t) = −r̂(t) + Φ(r̂(t), s), (2.28)
where τx is a time-constant of appropriate choice, as discussed in [118].
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Figure 2.4. Stability of solutions for the one-dimensional self-consistent equation r̂ = φ(r̂). The
dashed line shows unity φ(r̂) = r̂. (A) The transfer function over the mean firing rate reveals two
fixed points at the intersections with the unity function. (B) Unstable fixed point of the system. Red
arrows indicate the iterative integration of Equation (2.28), which diverges. (C) Stable fixed point
with green arrows illustrating the convergence of iterating Equation (2.28). The transfer function
shown here corresponds to Equation (2.22) for a LIF network with neurons of equal in-degree k = 100
and stimulus s = 0.9.
Stationary solutions r̂ = Φ(r̂, s) are fixed points of Equation (2.28). Stable fixed
points can be found by numerical integration of Equation (2.28). Unstable fixed points
are more difficult to obtain, since the system does not converge to these states. In
the one-dimensional case it is possible to plot the stationary transfer function φ(r̂)
over r̂ for a specific value of s, where intersections with the unity function φ = r̂
represent fixed-point solutions (Figure 2.4). We focus on the stable rate solutions
of our system, which can be obtained by numerical integration. Stability conditions
for high-dimensional systems are discussed in the Appendix, A.1. Multistability can
lead to hysteretic behavior, since the network jumps between different stable solutions,
depending on the actual state of the system. Hysteretic behavior of the rate-solutions is
discussed extensively in [159, 66] for one-dimensional systems. For full LIF simulations
we obtain the network activity by injecting a super-threshold stimulus s > 1 and then
reducing the stimulus to a subthreshold value. In order to integrate Equation (2.28),
we need to evaluate the network topology in form of the joint-in-degree distribution
Nkk′ . In principle, the distribution Nkk′ can always be computed numerically from the
adjacency matrix of the network by averaging the number of links going into k-neurons
and originating at at k′-neurons. We can rewrite Nkk′ in terms of the probability
f(k, k′) that a random input to a k-neuron originates at a k′-neuron
Nkk′ = kf(k, k′). (2.29)
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Normalization requires ∑
k′
f(k, k′) = 1,
∑
k′
Nkk′ = k. (2.30)
In the next section, we derive expressions for Nkk′ for some generic random networks
in the limit of large N .
2.3.2 Influence of the network topology
In the previous section we derived reduced rate equations for the population dynamics
of the system, which depend on a reduced description of the network topology in terms
of the joint-in-degree distribution Nkk′ = kf(k, k′). This distribution can be approx-
imated for generic random networks in the limit of large N . In some cases, it takes
a particularly simple form, which helps to illustrate the role of network heterogeneity
and degree correlations in shaping the population dynamics. In the following we will
calculate Nkk′ for two network types, which differ in the correlations between in- and
out-degree per neuron. It is important to apprechiate that these in-out correlations per
neuron are different from the in-degree correlations of connected neurons, as described
in Section 1.1.1.
The first network type has no correlations between in- and out-degree per neuron,
which we refer to as an IOU network, for in-out uncorrelated. Moreover, we assume
no in-degree correlations of connected neurons for this network type. These networks
are interesting, because their topology is only constrained by the choice of the in- and
out-degree distributions, so that the connectivity structure is highly random. However,
in most parts of the study we will focus on a second network type in which each neuron
has equal in- and out-degree (IOE network, for in-out equal). Similar correlations have
been found for the neuronal network of C. Elegans [274].
We first derive Nkk′ for IOU networks without in-degree correlations and then, we
focus on IOE networks with different in-degree correlations.
(1) Uncorrelated IOU networks
Consider a directed random network with fixed in- and out-degree distributions P in(k)
and P out(j), respectively. Let us assume that the connections are drawn at random, so
that there are no correlations between in-degrees of connected neurons and no correla-
tions between the in- and out-degree per neuron. In this case, the probability f(k, k′)
of a random input to a k-neuron to originate at a k′-neuron is independent of k and
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Here, Ek′ is the total number of links originating at k′-neurons and E = N〈k〉 = N〈j〉 is
the total number of links in the network. We calculate Ek′ by summing up all outgoing
links of all k′-neurons as in the following. The total number of k′-neurons in the network
is NP in(k′). Since there are no correlations between in- and out-degree per neuron, a
fraction P out(j′) of the k′-neurons has out-degree j′ and the number of outgoing links
of that fraction is
j′P out(j′)NP in(k′), (2.32)
which is the number of outgoing links from neurons with in-degree k′ and out-degree
j′. Summing up the total number of outgoing links of all k′-neurons with out-degree
j′, we obtain the total number of links that originate at neurons with in-degree k′
Ek′ = NP in(k′)
∑
j′
j′P out(j′) = N · P in(k′)〈j′〉. (2.33)
Inserting the above result in Equation (2.31), we obtain for the joint-in-degree distri-
bution
Nkk′ = kf(k, k′) = kP in(k′), (2.34)
and for the input mean and variance of Equations (2.24, 2.25)
μk = Jτ (νthrs + kr̂) , (2.35)
σ2k = Jμk, (2.36)





We observe, that the self-consistent equations (2.22) for the stationary population firing
rates decouple to
r̂k = φk(r̂), (2.38)
and that we can obtain a one-dimensional equation for the mean stationary firing rate
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Note, that this equation is independent of the out-degree distribution P out(j) of the
network, which results from the high level of randomness in the connectivity structure.
(2) Uncorrelated IOE networks
Consider a network, where in-degrees of the neurons are randomly drawn from P in(k),
and the out-degree of each neuron is set equal to its in-degree, giving P out(j) = P in(k)
for j = k. We will see that the positive in-out correlations prevent a decoupling of the
self-consistent rate equations. First assume no in-degree correlations in the network so
that again the probability of a random input into a k-neuron to originate at a k′-neuron





We count the number Ek′ of outgoing links from all k′-neurons
Ek′ = k′NP in(k′), (2.41)
which gives together with Equation (2.40) for the joint-in-degree distribution
















σ2k = Jμk. (2.44)
The above result shows that for uncorrelated IOE networks the input means and vari-
ances are coupled across all populations via the stationary population firing rates r̂k′ .
We find that the contribution of each k′-population in the sum of Equation (2.43) is
multiplied by k′ in comparison to an uncorrelated IOU network. We can interpret
this result as a generic effect of the ‘in-out assortativity’ per neuron on the network
dynamics: Neurons with high in-degree also have high out-degree, so that their spiking
activity is mediated by a larger number of outgoing connections.
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Figure 2.5. Schematic of the coupling between distinct populations for networks with different
in-degree correlations. In an uncorrelated network all populations are interconnected and each
population also has recurrent connectivity. Strongly assortative networks segregate into decoupled
populations with recurrent connectivity. Strongly disassortative networks segregate into subnetworks
with strongly coupled high-degree and low-degree populations, and populations of intermediate
degree with recurrent connectivity.
(3) Correlated IOE networks
In-degree correlations dramatically alter the coupling between distinct populations,
which is reflected by altered joint-in-degree distributions. In Figure 2.5 we illustrate
how the coupling patterns differ for different in-degree correlations. In assortative
IOE networks, neurons connect preferably to others with similar in-degree and the
connection probability f(k, k′) can in principle depend nontrivially on the in-degree
distribution. Exact expressions for f(k, k′) have been calculated for undirected networks
in [287]. We here focus on a particularly simple case of a fully assortative IOE network,
where neurons of equal in-degree are connected exclusively. This network segregates
into disconnected k-populations and
f(k, k′) = δ(k, k′), (2.45)
where δ(k, k′) is the Kronecker delta. The equal in- and out-degree per neuron in an
IOE network assures that the sum of outgoing links of a k-population equals the sum
of incoming links. In networks, where these numbers do not match, the populations
cannot be entirely disconnected.
In disassortative IOE networks, high-degree neurons preferably connect to low-degree
neurons and vice-versa. Consequently, neurons of moderate degree likely connect to
other neurons with moderate degree. In the process of constructing a maximally dis-
assortative network, at first neurons of highest in-degree will be connected to neurons
of the lowest in-degree. Depending on the in-degree distribution of the network, either
the outgoing links of high-degree neurons will be used up first, or the incoming links
of low-degree neurons, respectively. In the former case, neurons of the second high-
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est in-degree will begin to connect to neurons of the lowest in-degree, whereas in the
latter case, neurons of the highest in-degree will begin to connect to the neurons of
second lowest in-degree and so on. Thus, the connection probability f(k, k′) depends
nontrivially on the in-degree distribution of the network. For a quantitative analysis
in undirected networks, see [287]. However, in simulations we observed that for the
strongly disassortative IOE network, which we introduce in the next section, f(k, k′)
can be approximated by





where k̃′(k) is defined by the in-degree distribution of the network. Note that in the
case of equal in- and out-degree per neuron (IOE networks) the occurrence of in-degree
correlations implies the existence of similar correlations between out-degrees (including
out-out, in-out, and out-in correlations). In the case of uncorrelated in- and out-degree
per neuron (IOU network) it is possible to impose in-degree correlations as well as
out-degree correlations (or in-out, out-in). However, the maximum level of correlations
that can be imposed on the network depends nontrivially on the in- and out-degree




We are interested in strongly heterogeneous connectivity structures, therefore we con-
sider a network with power-law in-degree distribution and, for simplicity, an equal
out-degree distribution. Networks with power-law (‘heavy-tailed’) degree distribution
have been subject to strong scientific interest for over two decades (see [7, 39, 20, 196]
for reviews) and similar distributions have been found for anatomical [132, 170, 247]
and functional [97, 3, 272] cortical networks and recently, also for neural cultures grown
in-vitro [94].
We assume sparse connectivity, so that any two neurons are unlikely to share a large
number of common input. In reality, a neuron has a limited number of connections,
hence we use a lower and upper limit for the in- and out-degree distributions. In what
follows, we first describe the method for generating correlated model networks and after
that, we characterize the connectivity structure of several representative networks of
interest.
2.4.1 Construction method
We use the configuration model that is described in Section 1.1.2 to construct directed
graphs with the desired in- and out-degree distributions. The algorithm generates a
small number of self-edges and multiedges, which we simply remove. This creates bi-
ased samples of all possible network configurations [190]. However, since the networks
are large and sparse, they contain very few self-edges and multiedges, so that this bias
is negligible.
We generate IOU networks, where in- and out-degrees per neuron are uncorrelated
and IOE networks, where in- and out-degree are equal for each neuron. The IOU net-
work is generated as follows. First, we create a list with N numbers that are drawn
from the in-degree distribution. This list is copied, so that we have an exact replica
of it. Then, we consider a set of N neurons and assign each of the neurons a target
in-degree that is drawn at random from the first list and a target out-degree that is
drawn at random from the second list (the entries are removed from the respective list).
Links are created at random between the ingoing and outgoing stubs as described in
Section 1.1.2. For generating IOE networks, we simply set the target out-degree for
each neuron equal to its target in-degree.
We additionally impose assortative and disassortative in-degree correlations on the
IOE networks by swapping links according to a Metropolis algorithm [289] for directed
networks, which works as follows. The algorithm selects two random links i, j, which
originate at nodes with in-degrees ki, kj and go into nodes with in-degrees mi, mj (Fig-
ure 2.6). The targets of both links are swapped with probability g, if the swap increases
the desired in-degree correlations of the graph. Respectively, with probability 1 − g,
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Figure 2.6. Schematic of a link
swap that increases assortative in-
degree correlations in the network
without changing the in- and out-
degrees of the nodes. i j
ki kj
mi mj
the targets are swapped at random, which randomizes the connections and decreases
degree correlations. Hence, the level of assortativity or disassortativity is controlled by
g, with the values g = 0 for maximal randomness and g = 1 for maximal correlations.
A swap increases assortativity, if
kimi + kjmj < kimj + kjmi. (2.47)
A simple example for a link swap that increases assortative in-degree correlations is
shown in Figure 2.6. A swap increases disassortativity, if
kimi + kjmj > kimj + kjmi. (2.48)
The swapping procedure is repeated until the network reaches a steady-state with
respect to further iterations. We found the steady-state to set in at about 109 iterations
for a network of size N = 105 (compare Figure 2.7B). Degree correlations are quantified
by the Pearson in-degree correlation coefficient pin as defined by Equation (1.8) in
Section 1.1.1.
2.4.2 Connectivity structure of the model
Assume a network, where in- and out-degrees are distributed according to a power-law
P in(k) ∼ k−γ̄ between a minimum and maximum degree:
P in(k) =
{
Z · k−γ̄ , kmin ≤ k ≤ kmax
0, else,
(2.49)



















































Figure 2.7. Characterization of the IOE network. (A) Power-law in-degree distribution P in(k) =
Z · k−2 between the minimum and maximum in-degrees kmin = 10, kmax = 500. Open symbols
represent a histogram sampled from a network with 105 neurons and red dashed line illustrates the
theoretical distribution. (B) Pearson coefficient after repeated iterations of the Metropolis algorithm
for different swapping probabilities g in the assortative case. (C) Pearson coefficient after saturation
(1010 iterations). All results are ensemble averages from 10 independent realizations of a network
with N = 105.
We here choose γ̄ = 2, kmin = 10, kmax = 500. An exemplary plot of the in-degree
distribution with these parameters is shown in Figure 2.7A for a network with N = 105.
For the IOE network, we impose degree correlations by applying the Metropolis al-
gorithm for link rewiring. The dependence of the Pearson coefficient on the number of
iterations of the algorithm is shown in Figure 2.7B for a network with N = 105. One
observes that pin saturates after 109 iterations at values that depend on the rewiring
probability g. The saturation values for pin against g range from 0 up to 1 for the as-
sortative network, but only to about -0.66 for the disassortative network (Figure 2.7C).
The reason that we cannot achieve a Pearson coefficient of pin = −1 for the disassor-
tative network lies in the heterogeneity of the in-degree distribution. While there is
a large number of neurons with low in-degree in the network, only very few neurons
with high in-degree exist. In the fully disassortative network, the neurons with lowest
in-degree receive links from neurons with highest in-degree, but since there are not
enough outgoing links from them, the neurons with lowest in-degree must also connect
to neurons with second-highest in-degree (and lower), which results in a smaller Pear-
son coefficient.
In the following we will characterize the network topology for three representative
cases: the uncorrelated, fully assortative and fully disassortative IOE network. The
corresponding Pearson coefficients are pin = −0.004, pin = 0.997 and pin = −0.662, re-
spectively. Figure 2.8 shows the connection probabilities f(k, k′) that are sampled from
the adjacency matrices of the networks. For the uncorrelated network (Figure 2.8A), we
observe a broad coupling across all populations and a significant decrease of f(k, k′) for
increasing k′. This decrease results from the decreased probability to find high-degree
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Figure 2.8. Probability f(k, k′) for a random input of a k-neuron to originate at a k′-neuron for
IOE networks. Normalization demands
∑
k′ f(k, k′) = 1. (A) Uncorrelated network, (B) assortative
network, (C) disassortative network. An ensemble of 10 independent realizations of a network with
N = 105 was used for sampling of f(k, k′). This figure has been modified from [228].
neurons in the network. On the other hand, the assortative and disassortative networks
show highly selective coupling (Figures 2.8B, C). The broadening of f(k, k′) for large
k and k′ in the assortative network (top right corner of Figure 2.8B) results from the
finite size of the simulated network.
For the mean-field analysis, we use simplified expressions for Nkk′ = kf(k, k′), which
were acquired in Section 2.3.2. These can now be evaluated using the specific degree
distribution (2.49). For the uncorrelated network we use Equation (2.42) for f(k, k′),








The inverse dependency f(k, k′) ∼ k′−1 in the above equation explains the strong
decrease of f(k, k′) in Figure 2.8A for increasing k′. For the assortative network, we
find that Equation (2.45)
f(k, k′) = δ(k, k′) (2.52)
gives a good approximation of the peaks in Figure 2.8B. Finally, for the disassortative
network, we find
f(k, k′) = δ(k, k̃′), (2.53)
where k̃′(k) = kminkmaxk is given by a fit of the peak positions in Figure 2.8C.
On a final note, a random network model typically refers to the ensemble of all
configurations of a graph that conform to certain topological characteristics, e.g. the
52
2.5 Population activity of the network model
degree distribution of nodes [41, 200, 199, 196]. Accurate numerical results are obtained
by averaging over many realizations of a random graph model. Unfortunately, this can
be computationally expensive, if the networks are subject to long-term dynamics as in
our study. Therefore, we use ensemble averages of the graphs for statistical network
analysis in this section and single graphs for each simulation of the stochastic network
dynamics in the next section, where neuronal spiking is monitored over long time-
periods.
2.5 Population activity of the network model
In this section we explore the population dynamics of networks with in- and out-degree





r̂(t) = −r̂(t) + Φ(r̂(t), s), (2.54)
where r̂(t) is the vector of population firing rates, Φ(r̂(t), s) is the vector of transfer
functions as defined in Equation (2.26) and the time-constant τx is set to 3 ms as
suggested by [187, 118]. All population rates are initialized with 500 Hz and then evolve
according to (2.54). For all networks we show that the population firing rates approach
stationary values for several different stimuli and then, we examine the stationary
population activity for varying stimulus levels. Moreover, we compare the stationary
solutions of Equation (2.54) to full numerical simulations of large-scale LIF networks.
First, we focus on random networks without in-degree correlations and compare the
dynamics of an IOU network (in-out uncorrelated) and an IOE network (in-out equal).
After that, we explore the dynamics of correlated IOE networks.
2.5.1 Uncorrelated IOU and IOE networks
Let us examine the approximate time-dependent population rate dynamics of the IOU
and IOE network using Equation (2.54). Figure 2.9 shows the time-evolution of several
population firing rates for three different levels of the stimulus, s = 1.2, s = 0.85 and
s = 0.5 (solid lines). Additionally, we plot the mean firing rates of the networks (dashed
lines). For both networks, the population firing rates quickly approach stationary values
for high input (s = 1.2, top row in Figure 2.9), with increased firing rates for populations
with higher k. The mean firing rates of the networks (dashed lines) are proximate to
the firing rates of the low-degree populations, since low-degree neurons make up a
large proportion of the networks. The population firing rates in the IOE network are
increased in comparison to the IOU network, which results from larger recurrent activity
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Figure 2.9. Population rate dynamics of uncorrelated IOE and IOU networks. Time evolution
of several population firing rates (straight lines) and the mean firing rate (dashed line) for three
different levels of s. Population firing rates are shown for k = 10, 59, 108, · · · , 451, 500 (from
yellow to red).
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Figure 2.10. Stationary activity of uncorrelated IOE networks. (A) Population firing rates for
s = 1.2. (B) Mean firing rate of the network for different stimuli s. Lines represent theoretical
predictions from solving the self-consistent equations (2.22) and open symbols are results from full
IF simulations (N = 105). The red dashed line results from the mean-field prediction (2.55) which
neglects network heterogeneity and takes into account only the mean degree of the network.
due to the larger proportion of links originating at highly active neurons with high in-
degree. For a stimulus slightly below threshold (s = 0.85, middle row in Figure 2.9), all
population rates in the IOU network go to zero, whereas only the populations with small
k fail to sustain activity in the IOE network. This indicates that the elevated recurrent
activity in the IOE network prevents the strongly connected neurons from failure of
firing for this stimulus level. Finally, for a low level of the stimulus (s = 0.5, bottom
panel in Figure 2.9), all population firing rates quickly approach zero in both networks,
since there is not enough recurrent activity to compensate for the low stimulus input.
Figure 2.10A shows the stationary population firing rates for both networks for s =
1.2. Open symbols represent simulation results and lines are mean-field predictions.
Theory and simulation results agree very well. We observe a nonlinear increase of r̂k,
which can be explained as follows. Neurons with larger in-degree k receive a higher mean
input μk. However, for large μk the population transfer function (2.22) approaches the
constant value 1/τref . Roughly speaking, neurons with more inputs fire closer to their
maximum rate so that for increasing k the firing rate increases by smaller amounts
until it saturates at 1/τref . Interestingly, the stationary population rates in the IOE
network are substantially elevated in comparison to the IOU network only for large
k, which can be explained as follows. The total input current to a neuron is the sum
of recurrent input from afferent spiking neurons and stimulus input. The recurrent
input is proportional to the in-degree k and the stimulus input is constant for each
neuron. For neurons with lowest in-degree (k = 10), the recurrent input is relatively
small compared to the stimulus current with a ratio of roughly kr̂νthrs  0.05 for the IOU
network (see Equation (2.35)), whereas the ratio for neurons with highest in-degree
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(k = 500) is about 2.5. Hence, the input of neurons with low in-degree is almost
independent of recurrent activity, whereas the input of neurons with high in-degree is
strongly affected by a raise of recurrent activity.
How do the networks respond to varying stimulus levels? Figure 2.10B shows the
stationary mean firing rates of the networks for increasing s from mean-field theory
(lines) and from simulations (open symbols). Additionally, we show a mean-field curve
that is based on the mean degree 〈k〉 of the network (red dashed line), which is obtained
by solving the simplified rate equation
r̂ = φ〈k〉(r̂), (2.55)
where φ〈k〉 is the transfer function for a single population with in-degree 〈k〉.
We observe a similar behavior for both networks: The mean firing rate is zero for
s < 0.8 and transitions towards sustained firing at a critical stimulus sc (the ‘transition
point’). The solution of Equation (2.55) gives a good approximation for the curve of
the IOU network for stimuli above the threshold (s > 1), but strongly deviates in the
subthreshold regime. For s < 1, the curve r̂(s) for the IOU network appears to be
smoothed. This effect is similar to the smoothing of the response curve of IF neurons
due to noise [151], but here results from the heterogeneity of the in-degree distribution.
In comparison, the firing rate curve of the IOE network shows a relatively sharp increase
at s  0.8 and is shifted to the left as a result from the increased recurrent activity in
the network.
2.5.2 Degree-correlated IOE networks
Let us now turn to IOE networks with in-degree correlations. We focus on a fully
assortative and fully disassortative network with Pearson coefficients pin = 0.997 and
pin = −0.662, respectively, and compare them to an uncorrelated network that has
pin = −0.004. The time-evolution of several population firing rates is shown for all
networks in Figure 2.11 (straight lines) for three levels of the stimulus, s = 1.2, s = 0.85
and s = 0.5. Dashed lines in Figure 2.11 represent the mean firing rates of the networks.
Assortativity increases the firing rates of high-degree populations and decreases the
firing rates of low-degree populations, as we can observe for s = 1.2 in the top row
of Figure 2.11. Disassortativity has the opposite effect. In the assortative network,
strongly connected neurons fire close to their maximum rate of 1/τref = 500 Hz, whereas
in the uncorrelated and dissasortative networks these neurons fire at much lower rates.
For a stimulus slightly below the threshold (s = 0.85, middle row in Figure 2.11), an
interesting effect occurs. In the assortative network, the firing rates of populations with
lowest k approach zero, whereas populations with high k sustain firing at almost equal
rates as for s = 1.2. In the disassortative network, on the other hand, all populations
fail to sustain activity. These effects can be explained as follows. The assortative
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Figure 2.11. Population rate dynamics of correlated IOE networks. Time evolution of several
population firing rates (straight lines) and the mean firing rate (dashed line) for three different
levels of s. Population firing rates are shown for k = 10, 59, 108, · · · , 451, 500 (from yellow to
red).
57
2 Population activity of degree-correlated neuronal networks





























Figure 2.12. Stationary activity of correlated IOE networks. (A) Population firing rates for s = 1.2.
(B) Mean firing rate of the network for different stimuli s. Lines represent theoretical predictions
from solving the self-consistent equations (2.22) and open symbols are results from full IF simulations
(N = 105).
network is segregated into subnetworks of neurons with similar degree so that distinct
populations are only weakly coupled. Due to the weak coupling, a decrease of activity
of weakly connected neurons has just a small effect on the activity of stronger connected
neurons. Thus, weakly connected neurons that receive low input fail to fire, whereas
strongly connected neurons sustain activity for lower levels of s. The disassortative
network, on the other hand, is segregated into subnetworks, in which strongly connected
neurons receive input from weakly connected neurons and vice-versa, so that failure
of firing of weakly connected neurons leads to failure of firing of strongly connected
neurons: Since the total input current of weakly connected neurons is almost exclusively
made up from the stimulus, these neurons fail to fire at s = 0.85. Consequently, the
strongly connected neurons lack their spiking input and fail to sustain their activity as
well.
For a low level of the stimulus (s = 0.5, bottom row in Figure 2.11), all population
firing rates in the uncorrelated and disassortative network go to zero. In contrast,
the firing rates of high-degree populations in the assortative network approach nonzero
values. This indicates that the extremely well connected hub neurons in the assortative
network receive sufficient recurrent input from afferent spiking hub neurons so that
they can sustain firing for very low stimuli.
In Figure 2.12A we show the stationary population firing rates of the networks for
s = 1.2. We again observe that assortativity decreases the rates of low-degree pop-
ulations and increases the rates of high-degree populations. Disassortativity has the
opposite effect. The curves r̂k for the assortative and disassortative network intersect
at k  70. Hence, we assume that the population with k = 70 in the disassortative
network is almost exclusively recurrently coupled. This is confirmed by the peak for
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Figure 2.13. Stationary k-population firing rates of the correlated IOE networks for subthreshold
stimuli. Open symbols are results from full LIF simulations (N = 105) and lines are theoretical
predictions from mean-field theory. This figure has been modified from [228].
the probability matrix f(k, k′) at k = k′ = 70 in Figure 2.8.
Degree correlations also strongly affect the stationary average firing rates of the net-
works for varying levels of the stimulus as we can see from Figure 2.12B. The firing
rate curves of the uncorrelated and disassortative network exhibit a sharp transition
towards sustained firing at sc  0.8, whereas the assortative network sustains activity
for very weak stimuli down to s = 0. The transition point of the disassortative network
is slightly above the one for the uncorrelated network, indicating that the disassortative
network is slightly less sensitive to weak stimuli. On the other hand, the global activity
of assortative networks is extremely robust against decreasing stimulus levels, because
strongly connected neurons receive sufficient recurrent input from other strongly con-
nected neurons so that they can sustain firing.
To illustrate this effect, we show the stationary population firing rates of the three
networks for decreasing s in Figure 2.13. In the uncorrelated network (Figure 2.13A),
the stationary firing rates of all different populations decrease in a similar way until
they transition to zero at the same threshold s  0.8 due to the strong coupling of
activity across all populations: At first, the weakly connected neurons fail to sustain
spiking, since they receive the smallest amount of total input current. Their failure of
firing leads to a decrease of recurrent input to adjacent neurons in the network. This
decrease in input results in failure of firing of stronger connected neurons, which further
decreases the recurrent activity in the network, and so forth. This cascading failure
of firing of stronger connected neurons produces an abrupt decrease of the mean firing
rate of the network when the stimulus decreases below the transition point.
In the assortative network (Figure 2.13B), populations with large k sustain their
activity for very low inputs. As s decreases we observe an increasing number of popu-
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Figure 2.14. Distribution of stationary firing rates of individual neurons for an IOE network for s =
1.2 and N = 105. Gray area represents simulation data and solid red lines correspond to theoretical
predictions (see text). Assortativity broadens the firing rate distribution and disassortativity narrows
it. Note, that the distributions of firing rates appear to be power-law tailed for the disassortative
and uncorrelated network, but more skewed in the assortative network.
lations with small k that fail to sustain firing. The strongly connected neurons receive
high recurrent input so that they fire close to their maximum rate of 500 Hz and their
frequency of firing stays almost constant for decreasing s. Finally, in the disassortative
network (Figure 2.13C), all population firing rates are very low and they quickly tran-
sition to zero for a decreasing stimulus.
Can we use the mean-field model to predict the distribution P (ν) of individual neu-
ron firing rates? Apparently, we can estimate P (ν) from the mean population rates,
if we neglect variations of the firing rates within each population. In this case, all
k-neurons are assumed to fire with equal rates and each rate r̂k occurs NP in(k) times
in the network. This distribution can be binned and normalized to estimate the actual
firing rate distribution. In Figure 2.14 we show P (ν) for the stationary activity of the
three networks for s = 1.2 from simulations of large-scale LIF networks (gray area)
and we observe that the estimate from the population rates (red lines) gives a good
approximation of the real distribution. Assortativity broadens the distribution and
disassortativity narrows it, according to the broadening and narrowing effect for the
distribution of population firing rates.
Our finding that assortativity increases the persistence of the network activity for
weak stimulus levels is consistent with recent studies showing that assortative networks
are robust against random failure of nodes or links [197, 280, 198, 289, 287, 40, 276,
203, 123, 229]. In our model, a neuron in the network fails to sustain firing, if the
sum of the stimulus and recurrent input drops below a threshold value. Therefore, our
system can be related to a bootstrap percolation model, where nodes in a network are
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activated if their input exceeds a threshold [27, 11]. Baxter et al. [27] found that for





the network becomes active if an infinitely small fraction of its nodes is active. However,
their results are not directly comparable to the ones in our study, because they apply
to infinite networks, where hub-nodes have extremely large in-degrees. Neurons in our
model network have a maximum in-degree of kmax = 500, so that the second moment
of the in-degree distribution does not diverge. Moreover, the maximum firing rate
of the neurons is restricted by the refractory period τref , which limits the influence of
extremely well connected neurons on the global dynamics. Nevertheless, our results are
in good agreement with the finding of Baxter et al., since we find that the heterogeneous
in-degree distribution allows the network to sustain activity for lower levels of s in
comparison to a network where each node has equal in-degree (see the response curve
for the uncorrelated IOU network in Figure 2.10). Our main conclusion is, however,
that the resilience of a heterogeneous network is further enhanced by assortative degree
correlations. Based on these findings, we predict a strong effect of assortative degree
correlations in a bootstrap percolation model, which may be confirmed or rejected by
further studies.
2.6 Information transfer of the stimulus/response relation
In the previous section we showed that degree correlations strongly influence the mean
response of a network to small inputs. A central result is that assortative networks sus-
tain activity for very weak stimulus levels, where the uncorrelated and disassortative
networks would not fire. This can be interpreted as an improved ability of the assor-
tative networks to sense and amplify weak stimuli. In this section we explore how the
network could possibly transmit information about these stimuli and how the quality
of the signal transmission is influenced by assortativity. To this aim, we successively
increase the amount of assortative degree correlations and examine how the stimulus-
response relationship is affected. Increasing assortativity implies stronger segregation
of the network into subnetworks of neurons with similar in-degree, which corresponds
to a more selective coupling between the populations, see Figure 2.15.
2.6.1 Stimulus/response relation of assortative IOE networks
Recall that we consider the network response r(s) to be the average stationary firing
rate of n randomly chosen neurons in the network. Since this response is pooled from
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Figure 2.15. Probability f(k, k′) for a random input of a k-neuron to originate at a k′-neuron
for IOE networks of increasing assortativity. Networks of increasing assortativity exhibit stronger
segregation into subnetworks of neurons with similar degree, characterized by more selective coupling
between the populations (sharper peaks of f(k, k′)).
a heterogeneous distribution of individual neuron firing rates (Figure 2.14), it is noisy
with respect to multiple samplings. Assume that we conduct multiple trials where we
apply the same stimulus s to the network and measure the respective network responses.
Due to the sampling noise the responses will be distributed around the mean value r̂(s).
For large n this distribution1 p(r|s) can be approximated by a Gaussian distribution
with mean r̂(s) and variance σ2(s)/n, where σ2(s) is the variance of the distribution









Figure 2.16 illustrates the noisy response curves of increasingly assortative IOE net-
works from simulations of N = 105 neurons (left panel) and mean-field calculations
(right panel). The black lines correspond to the mean response curves r̂(s) and the
thick light red lines indicate ±1 standard deviation (SD) of the noise of the output
1We here refer to the distributions in form of probability densities.
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Figure 2.16. Mean stationary firing rate of IOE networks with increasing assortativity (black lines).
The thick light red lines indicate ±1 SD of the noise of the output from n = 2500 neurons. Full
simulations of 105 neurons (left) and results from mean-field theory (right) agree very well. For the
mean-field calculations the probabilities f(k, k′) were sampled from the adjacency matrices of the
simulated networks. This figure has been modified from [228].
from n = 2500 neurons, which is given by σ(s)/
√
n. For the mean-field curves in the
right panel of Figure 2.16, we obtained r̂(s) by solving the self-consistent equations
(2.22) with f(k, k′) sampled from the adjacency matrix of each network. The variance
σ2(s) was obtained by approximating the single-neuron firing rate distribution from
the population means as discussed previously for Figure 2.14. Mean-field predictions
and simulation results agree very well.
As we can see from Figure 2.16, increasing assortativity flattens the slope of the mean
response curve for small s (black lines) and decreases the critical stimulus for sustained
network activity. Therefore, assortative in-degree correlations may in principle improve
the ability of the network to sense small input signals, where networks with less assor-
tativity would not respond at all. On the other hand, assortativity also increases the
sampling noise as indicated by a larger standard deviation (SD) σ(s)/
√
n (broader red
lines in Figure 2.16 for larger pin), which is detrimental for signal transmission. We
thus turn to a quantitative description of the information transmission capability of
the networks using the mutual information of the stimulus/response relation.
2.6.2 Mutual information of the stimulus/response relation
Assume that we present a set of stimuli p(s) to the network and collect a set of network
responses p(r) as illustrated in Figure 2.17. Obviously, the set of network responses
can only provide meaningful information about the set of stimuli if r(s) is different for
different s. The information content of this variability of responses can be quantified
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Figure 2.17. Schematic of the input/output relation for a recurrent network. The panel on the right
shows the an exemplary mean response curve r̂(s) with red lines indicating ±1 SD of the output
noise. If a stimulus s is applied repeatedly, the network generates a distribution of responses p(r|s)
that is centered around the mean r̂(s), because the output is noisy. If the network is subjected to
a distribution of stimuli p(s), it generates a distribution p(r) of responses that is also broadened by
the output noise.
by the Shannon entropy [85]
H = −
∫
dr p(r) log2 p(r). (2.58)
Roughly speaking, the entropy H measures in bits how much information a given set
of network responses can maximally contain about the set of stimuli that evoked the
responses. A large response variability (broad p(r)) is associated with high information
value about the stimulus, because it indicates that small differences of s are mapped
to large differences of r and thus, one can easily distinguish between different stimuli
by analyzing the corresponding responses.
However, since the network output is noisy, repeated trials involving the same stim-
ulus will evoke different responses. These response variations also contribute to the
entropy H, but they are not correlated with changes in the stimulus. The information





dr p(r|s) log2 p(r|s). (2.59)
We can measure how much information the set of network responses conveys about the
set of stimuli by subtracting the noise entropy from the full response entropy, which
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gives the input-output mutual information [85]
I = H − Hnoise = −
∫




dr p(r|s) log2 p(r|s). (2.60)
Our goal is to evaluate the mutual information from the mean response curves r̂(s)
and the corresponding sampling noise with variance σ2(s)/n. To this aim, we apply
a small noise approximation, following Tkačik et al. [265, 264]. With the small noise
approximation we neglect the broadening of p(r) due to the sampling noise, since this
effect is small for small σ2(s)/n. Thus, we replace p(r) by the distribution of mean
responses p(r̂) the network would generate in the absence of noise if it is subjected to
a distribution of stimuli p(s). The corresponding equation for I can be found by using
the Gaussian approximation of p(r|s) and expanding Equation (2.60) as a power series
in σ/
√








dr̂ p(r̂) log2[2πeσ2(r̂)/n]. (2.61)
The first term on the right-hand side of Equation (2.61) approximates the full re-
sponse entropy H and the second term equals the (negative) noise entropy Hnoise. The
probability distribution of mean responses p(r̂) can be sampled from r̂(s) by using






p[s = s(r̂)]. (2.62)
Here, s(r̂) is the stimulus at which the mean response of the network is r̂ and p[s = s(r̂)]
is the distribution of stimuli evaluated at s = s(r̂). In general, the shape of the response
curve r̂(s) could be tuned to the specific distribution of stimuli p(s), if this distribu-
tion is known [264]. We simply assume that all subthreshold stimuli are equally likely,
p(s) = const., for 0 ≤ s ≤ 1. Other choices of p(s) may be also applicable and they
possibly favor different shapes of r̂(s) for optimal signal transmission. Using Equa-
tion (2.62) we calculate p(r̂) from the mean response curves r̂(s) that were shown
previously in Figure 2.16. The corresponding σ2(r̂) associated with the sampling noise
are obtained from the distribution P (ν) of individual neuron firing rates for each r̂.
Both quantities, p(r̂) and σ2(r̂), can be inserted in Equation (2.61) to calculate the
mutual information for each network.
We compare numerical results for simulations of large LIF networks with predictions
from mean-field theory, since we can obtain r̂(s) and P (ν) with both methods. For the
mean-field calculations, we sampled f(k, k′) from the adjacency matrices of the corre-
lated networks and calculated the response curves r̂(s) using the coupled self-consistent
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A simulation B mean-field
Figure 2.18. Information transfer for IOE networks with increasing assortativity. (Top row) Mutual
information I = H − Hnoise of the input/output relation. (Bottom row) Entropy H (stars) and
noise entropy Hnoise (open symbols) of the response. The network output is quantified by the
average firing rate of n randomly chosen neurons. (A) Numerical simulations of networks with
N = 105 neurons and (B) theoretical predictions with the mean-field framework, where the joint-
in-degree distribution Nkk′ is sampled from the adjacency matrices of the correlated networks. This
figure has been modified from [228].
equations (2.54) for the population firing rate dynamics. The variance σ2(r̂) was sam-
pled from the distribution of mean population firing rates as previously described for
Figure 2.14.
Figure 2.18 (top row) shows the input/output mutual information for networks of
increasing assortativity for three different values of n. Again, simulation results (left
panel) and mean-field predictions (right panel) agree very well. We immediately see
that I has a maximum for an intermediate level of assortativity, pin  0.55, which can
be explained as follows. While some amount of assortativity increases the network’s
sensitivity to small inputs by decreasing its firing threshold, an excess level of assorta-
tivity decreases the response variability due to a flattened slope of r̂(s) for small s. A
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strongly assortative network segregates into populations of strongly connected neurons
that fire close to their maximum rate and populations of weakly connected neurons
that do not fire at all. In this state, the network responses to different inputs are
very similar, because the strongly connected neurons fire at similar rates for different
input levels so that they do not contain much information about the input. Moreover,
assortativity increases the output noise, which reduces I even further due to increased
Hnoise (open symbols in Figure 2.18, bottom row) so that the mutual information drops
below the initial value for uncorrelated networks.
This indicates that the network response of extremely assortative networks is too
noisy to reliably encode information about the stimulus. Note that the entropy H is
calculated from the mean response curves under the small noise approximation and
hence, it is independent of the number of neurons n the response is pooled from (stars
in bottom row of Figure 2.18). The noise entropy, on the other hand, decreases with
increasing n, since the variance of the output noise is proportional to 1/n. Thus, if the
response is pooled from a larger number of neurons the mutual information is larger
so that the information transmission is more reliable (see top row of Figure 2.18). The
optimum level of assortativity shows a slight shift to lower values of pin for increasing
n, since the noise-increasing effect of assortativity is less detrimental for signal trans-
mission if the response is pooled from a larger number of neurons.
In general, the information transmission capability of the network defined by two
properties of the stimulus/response relation, firstly, the shape of the mean response
curve r̂(s) and secondly, the response noise that arises from the variance σ2(s) of the
firing rate distribution of individual neurons. Both properties strongly depend on the
in-degree distribution and in-degree correlations of the network. A large mean degree
is associated with strong recurrent activity and a small threshold at which the net-
work begins to fire. Strong heterogeneity of the in-degree distribution causes a broad
distribution of firing rates and large noise in the output. Assortative in-degree corre-
lations decrease the firing threshold and increase the output noise and, importantly,
they also change the shape of the mean response curve. For the network model ana-
lyzed in this study we find that the signal transmission is optimized for intermediate
levels of assortativity. Does this result hold for other networks with different in-degree
distributions?
2.6.3 Mutual information for different degree distributions
In the following we will analyze how changes in the in-degree (and out-degree) distribu-
tion affect the information transfer of the correlated networks and discuss the generality
of our results. For this purpose, we compare the input/output mutual information of
three model networks that differ slightly in the exponent of the power-law in-degree
distribution, having γ̄ = −2.3, γ̄ = −2 and γ̄ = −1.7. The means and variances of the
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A γ̄ = −2.3 B γ̄ = −2 C γ̄ = −1.7
Figure 2.19. Mean response curves of three IOE networks with power-law in-degree distribution
P in ∼ kγ̄ and different exponents γ̄. For each network we show the mean response curves for four
different levels of assortativity pin (thin black lines). The thick light red lines indicate ±1SD of the
noise of the output from n = 2500 neurons. (A) Network with large negative exponent of γ̄ = −2.3
and small mean degree. (B) Network with intermediate exponent γ̄ = −2 and intermediate mean
degree that has been previously characterized (see text). (C) Network with small negative exponent,
γ̄ = −1.7 and large mean degree. This figure has been modified from [228].





Table 2.1. Means and variances of the in-degree distributions P in(k) ∼ kγ̄ with minimum and
maximum in-degrees kmin = 10 and kmax = 500.
In Figure 2.19 we show the mean response curves of the three networks (thin black
lines) and ±1 SD of the output noise, σ/√n, for n = 2500 (broad red lines). Both the
response curves and standard deviations were calculated with the mean-field method,
where f(k, k′) was sampled from the adjacency matrices of the networks. The network
with large negative exponent, γ̄ = −2.3 and small mean degree fires at lower rates com-
pared to the other networks (Figure 2.19A). The firing threshold for the uncorrelated
network is equal to 0.8 and decreases for increasing assortativity, which corresponds
to increasing sensitivity to weak stimuli. On the other hand, assortativity strongly
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A γ̄ = −2.3 B γ̄ = −2 C γ̄ = −1.7
Figure 2.20. Information transfer for IOE networks with different γ̄. (Top row) Input-output mutual
information I = H − Hnoise of the networks. (Bottom row) Entropy H (stars) and noise entropy
Hnoise (open symbols). (A) The network with large negative exponent γ̄ = −2.3 has an optimum
of I for slightly higher value of assortativity p  0.66 compared to the other networks. Additionally,
its signal transmission capabilities are poorer which is characterized by lower values of I. The poor
information transmission capability results from small entropy H due to a low mean firing rate of
the network. (B) The network with intermediate exponent γ̄ = −2 has its signal transmission
optimized at intermediate values of assortativity, pin  0.55. (C) The network with small negative
exponent γ̄ = −1.7 has the highest signal transmission capabilities with largest values of I. The
mutual information peaks for a relatively small level of assortativity p  0.4, which indicates that the
uncorrelated network is already quite efficient in signal transmission. This figure has been modified
from [228].
increases the output noise (broad red lines in Figure 2.19A). The network with small
negative exponent, γ̄ = −1.7 and large mean degree fires at higher rates and has a
comparatively low firing threshold of sc  0.55 for pin = 0. For this network, even
small levels of assortativity shift the firing threshold to zero. For all three networks
assortativity significantly reshapes the response curve and increases the output noise.
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Let us compare the input-output mutual information of the three networks, which is
shown in Figure 2.20. The maximum mutual information increases with increasing γ̄
(top row in Figure 2.20), which results from the elevation of firing rates due to larger
recurrent activity. This effect can be interpreted as a stronger amplification of the in-
put signal due to increased recurrent connectivity for increasing γ̄, which corresponds
to a larger entropy H of the output (stars in Figure 2.20, bottom row). However,
the distributions with larger γ̄ are also characterized by a larger variance and increased
output noise, which corresponds to larger values of Hnoise (open symbols in Figure 2.20,
bottom row). In consequence, the net effect is a slight increase of the mutual informa-
tion for increasing γ̄. Moreover, we observe a negative shift of the peak position for I
as γ̄ increases (Figure 2.20, top row). This indicates, that networks with larger mean
and variance of the degree distribution have their information transfer optimized by
smaller levels of assortativity, since their sensitivity to small inputs is already enhanced
by larger recurrent activity.
We conclude that assortativity optimizes the information transfer for a range of
network configurations, but the optimal level of assortativity and the corresponding
maximum mutual information depend on the specific in-degree distribution. For sig-
nificantly lower (higher) γ̄ as well as other in-degree distributions we found that the
optimum vanishes and assortativity monotonically increases or decreases the informa-
tion transfer. We propose that a network is susceptible to optimization by assortativity
if it cannot sustain firing for low inputs for pin = 0. Moreover, its in-degree distribu-
tion has to be broad enough so that the firing rates of individual neurons are highly
variable. Then, in-degree correlations can have a significant effect on the network ac-
tivity. For networks with in-degree distribution of small variance such as the standard
Erdős-Rényi network, we expect that in-degree correlations have only a small effect on




How neuronal networks sense and process information is a central question in neuro-
science. The brain is structurally segregated into different regions that are specialized
in certain processing tasks, which likely optimizes the overall computational perfor-
mance with respect to limited resources of space and energy [113, 247]. Therefore, it is
reasonable to assume that the topology of a neuronal network is strongly affiliated with
its specific function. Many parts of the nervous system are recurrently connected so
that neuronal spiking is driven by external input in combination with feedback through
recurrent links [93]. In particular, excitatory recurrent activity is thought to play a ma-
jor role in neuronal computations [93] and one of its most fundamental functions is the
amplification of small input signals.
In this chapter we examined how the sensitivity of a neuronal network to small in-
put signals depends on the topology of the recurrent connections. Main attention was
paid to two basic statistical properties of the network, namely structural heterogeneity
in terms of a broad degree distribution and degree correlations. For this purpose, we
developed a novel mean-field method to calculate the activity of large neuronal net-
works with these properties, assuming independent spiking of the neurons. Our model
is based on dividing the network into populations of neurons with equal in-degrees and
solving coupled self-consistent equations for their steady-state firing rate. The net-
work structure is captured by the joint-in-degree distribution Nkk′ which is the average
number of links that originate at neurons with in-degree k′ and go into neurons with
in-degree k. The influence of the connectivity structure on the population dynamics
can be conveniently assessed by examining the joint-in-degree distribution. The model
is applicable to degree-correlated random networks with arbitrary in- and out-degree
distributions under the condition that they have a maximum in- and out-degree and
that they are large and sparse enough so that neurons can be assumed to share no
inputs and fire uncorrelated spike trains.
We applied our mean-field model to a neuronal network with power-law in- and
out-degree distribution and found that the stationary firing rates of the neuronal pop-
ulations are well described by this theory. The stationary mean firing rate of the
network differs from ‘simple’ mean-field predictions that neglect the network structure.
For subthreshold inputs the network sustains firing through recurrent activity that
is strongly dependent on the connectivity structure and in this region we found that
assortative in-degree correlations have the largest impact on the network activity. As-
sortative networks respond to weak input levels, where disassortative and uncorrelated
networks would not fire. This result is reminiscent of percolation, where assortativity
has been shown to increase the network robustness to random failure of nodes or links
[197, 280, 198, 289, 287, 40, 276, 203, 123, 229]. More specifically, our model can be
related to a bootstrap percolation model, where nodes in a network are activated if
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their input exceeds a threshold [27, 11]. In terms of bootstrap percolation theory it has
been shown that heterogeneity in the degree distribution lowers the activation thresh-
old of a network [27]. Our central result is that assortativity increases the ability of
heterogeneous networks to sustain activity for small inputs, which complements these
findings.
The improved ability of assortative networks to sustain firing for low inputs can be
interpreted as an increased sensitivity to weak stimuli. We quantified the informa-
tion transmission capability of assortative networks by the mutual information of the
stimulus-response relationship, assuming that all stimuli are equally likely. We found
that the signal transmission is optimized by an intermediate level of assortativity. The
improved sensitivity of assortative networks to weak stimuli is based on a smoothing of
their response curve which is similar to a smoothing by increased levels of noise [151].
Additional noise may further improve the sensitivity of the network to small inputs,
but it could also be detrimental since it also increases the output noise.
In principle, the signal transmission could be improved by combination of noise and
assortativity, or by increasing the mean connectivity of the network, which raises the
recurrent activity. However, the strategy of increasing assortative degree correlations
inherits a couple of advantages. While assortativity increases the mean firing rate of
the network in response to weak stimuli, it decreases the firing rate for large inputs and
thus, decreases the overall energy consumption of the network which is an important
factor in the wiring strategy of the brain [164]. Additionally, degree correlations do not
require additional links between neurons in order to increase the recurrent activity for
small inputs as opposed to an increase of the mean recurrent connectivity. Moreover,
since degree correlations change the shape of the mean response curve, they could be
used to tune the stimulus-response relationship to the specific distribution of stimuli
that is commonly presented to the network in its natural environment.
Our finding that assortativity improves the signal transmission capability of a net-
work complements the results of recent studies showing that assortativity increases the
information content in heterogeneous directed networks [211] and enhances memory in
noisy conditions [86]. In contrast, assortativity has been found to decrease the synchro-
nizability [279, 13] of complex networks and the stability of dynamical processes taking
place on them [44]. This seeming contradiction to our results can be explained by the
different conditions applied to the networks [86]: Assortativity improves performance
in ‘bad conditions‘ such as low density of links and high noise, whereas it decreases
performance in ‘good conditions’ (high density of links, low noise). In our model, the
low level of external input can be regarded as bad conditions, similar to a low link
density.
Moreover, we found that an excess of assortative degree correlations decreases the
information transfer capability of heterogeneous networks. In this case, strongly con-
nected neurons fire close to their maximum rate, whereas many weakly connected neu-
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rons do not fire. Neurons that fire close to the maximum rate respond to different
inputs with almost equal rates so that they do not contain much information about the
stimulus. Moreover, assortativity increases the output noise so that the information
content is reduced further. The optimum level of assortativity depends on the in-degree
distribution. For networks with larger mean degree and larger variance less assorta-
tivity is needed for optimal signal transmission, whereas for networks with small mean
and small variance higher levels of assortativity are needed.
In a related study, Vasquez et al. [275] found that the sensitivity and stability of
the networks are optimized by disassortative degree correlations which seems contra-
dictory to our results. This contradiction stems from differences in the network model
and dynamic regime used for the simulations. Vasquez et al. assume no in-degree cor-
relations of connected neurons, but investigate correlations of in- and out-degree per
neuron, whereas our study is focused on in-degree correlations of connected neurons.
We mostly use neurons with equal in- and out-degree, which corresponds to assortative
correlations of in- and out-degree per neuron. Moreover, in [275] additional external
input is used to increase the recurrent activity of the network, which shifts the global
dynamics into a superthreshold regime. The combined effect of in-out degree correla-
tions on a neuron level and in-degree correlations on a network level could be examined
in future studies. Note that the maximum value of in-degree correlations depends on
in-out-degree correlations of neurons: If the in- and out-degree is not equal for each
neuron, the network may not be able to fully segregate into subnetworks of neurons
with equal in-degree, because the number of outgoing links in each subnetwork does
not necessarily match the number of incoming links.
We considered highly simplified model networks so that we could focus on the basic
mechanisms that relate network topology and neuronal dynamics at the expense of
realism and biological relevance. In the following we will discuss some of the biological
features that we did not include into our model, although they may change our results
quantitatively or even qualitatively.
Probably the most relevant issue is inhibition: Large parts of the neocortex are
densely connected to inhibitory neurons [104], although most of the neurons are exci-
tatory. Our model can be extended to account for inhibitory neurons by simply adding
them as separate populations. However, including inhibition comes with increased com-
plexity of the connectivity structure, since the network can be divided into subnetworks
of excitatory (E) and inhibitory (I) neurons, or mixed (EI) subnetworks. One way to
deal with the increased complexity is to keep the E-I connections fixed and focus on
the E-E connections of the excitatory subnetwork [224]. Another method is to create
a specific network structure and then simply make a random fraction of the neurons
inhibitory [209]. Another possibility is to keep a fixed connectivity pattern for the E-E
and I-I networks and manipulate the E-I connectivity. Since the dynamics of simple
EI networks can already be quite elaborate [53], we expect a rich spectrum of activity
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patterns for more complex EI networks. For now, we can only speculate about how
adding inhibition to our model would affect the network dynamics. In an EI network
with assortative E-E connections we expect similar effects as for a purely excitatory
network due to increased recurrent activity. In a related study, Roxin [224] showed that
a broad degree distribution of E-E connections in an EI network promotes oscillations.
In this study a reduced rate model revealed that the higher firing rates of strongly con-
nected neurons increase the mean effective input gain of these excitatory subnetworks.
We assume that assortativity could further increase the gain for strongly connected
neurons while inhibitory activity would remain at a similar level. In another study,
Pernice et al. [209] examined the influence of broad degree distributions and degree
correlations on the activity of EI networks, where a random fraction of the neurons
are inhibitory. They found that positive degree correlations increase the firing rate of
strongly connected neurons, similar to the effect in our model.
Another important issue is spike timing and synchronization. In our study we as-
sumed uncorrelated firing so that we could focus on simple rate coding mechanisms.
Synchronization of neuronal spiking was deliberately avoided by introducing random
delays in our model and the precise timing of spikes was assumed to be irrelevant. In
contrast, a large number of studies have found that precise timing of spikes plays a
significant role in neural coding [277, 262, 61]. One possible mechanism for encoding
information in the timing of spikes is based on correlations of the inter-spike intervals
[73].
Moreover, in real neuronal networks, the synaptic transmission of signals depends
on the characteristics of the spiking patterns [1]. Processing of the signals in the
postsynaptic neuron already takes place at the level of dendrites: Synaptic inputs are
amplified or reduced, depending on their temporal correlations and the activity state
of the postsynaptic neuron [116, 213, 165]. Finally, synchronized population activity
and collective oscillations are also thought to play a significant role in neural coding
and signal detection [241, 109, 187]. Although these studies challenge our assumption
of rate coding, there is also strong support for the idea that much (if not most) in-
formation is carried by the mean firing rate of neurons as discussed in Section 1.3.1
[118, 85].
A final remark about correlations and information transfer: While in our study
the network structure is degree-correlated, the neuronal activity is assumed to be
uncorrelated. Research on the inverse situation, correlated activity in uncorrelated
networks, also revealed advantages in information by moderate levels of correlations
[212, 149, 240]: On the one hand, uncorrelated activity from weak recurrent excitation
is too low to carry substantial amounts of information. On the other hand, highly
correlated firing that occurs in networks with strong recurrent excitatory activity is
also associated with decreased information content [220]. Consequently, an optimum
in information transfer could be found at intermediate levels of excitability, e.g. in
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networks operating at criticality [154, 28, 240]. Although our model can not be related
to criticality, the fundamental principle is quite similar: For small levels of assortativ-
ity, the network response to small inputs is too weak to carry significant information,




3 Percolation of degree-correlated
networks with spatial constraints
The previous chapter has shown that assortative degree correlations strongly influence
the sensitivity of a neuronal network to small stimuli. We have concluded that this
effect is reminiscent of percolation, where assortativity increases the robustness of a
network to random removal of nodes or links [280, 276, 203, 123, 196]. In this chap-
ter we turn to the problem of percolation in a random network more quantitatively.
Percolation theory, originally proposed for the description of fluid flow through porous
materials [50], deals with phase transitions in disordered systems [59]. In network sci-
ences it has been used to describe the structural changes a network undergoes under
successive removal of nodes or links [196] and it has been applied to a large number
of systems, e.g. the internet [68, 83], immune networks [6], social networks [245], and
neuronal networks [29, 45, 246, 134, 239].
In recent experiments by Soriano et al. [246], a developing cultured network of neu-
rons was analyzed in terms of a percolation model. Synaptic connections between
neurons were considered as links and avalanches of activity were associated with the
connected components in the network [45, 246, 81]. The connectivity structure underly-
ing the percolation model was chosen as an undirected Erdős-Rényi (ER) graph, based
on their finding that the degree distribution of their neuronal network was Poisson-like.
Interestingly, it has been shown for several neuronal cultures that the synaptic network
structure also exhibits degree correlations [36, 260, 87]. Therefore, we aim to comple-
ment these experimental studies by numerically investigating how degree correlations
affect the percolation behavior of an ER graph. In addition, we take into account the
fact that a neuronal system is subject to metric constraints: Spatially close neurons are
more likely to be synaptically coupled than distant neurons.
We use two different methods to construct spatially embedded ER networks with
degree correlations: In the first method, nodes are distributed homogeneously in a two-
dimensional domain and degree correlations are imposed by connecting pairs of nodes
in dependence of their distance and degree. In the second method, nodes with similar
degree are first placed spatially close to each other and then connected in dependence
of their distance, so that degree correlations emerge with increasing locality of links.
Results of this study have been published in [229].
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3.1 Percolation theory
Consider a liquid that is poured on top of a porous material. Will the liquid seep
through to the bottom by percolating through a conjunction of small pores? Per-
colation theory deals with this question mathematically by analyzing the geometric
characteristics of the connected pores forming small and large clusters [255].
The porous material can be modeled by a grid of cavities that are connected by pass-
able channels as shown in Figure 3.1A in two dimensions. A simplified representation
of this model is given by a square lattice with N nodes, where each node corresponds
to a cavity and each link to a permeable channel (Figure 3.1B). Since we do not know
the exact structure of the material, we make the simplifying assumption that any two
neighboring cavities are connected by a permeable channel at random with probability
q, which quantifies the porosity of the material. Equivalently, in the square lattice, each
of the possible links is present with probability q or missing with probability 1−q. The
quantity q is called the occupation probability, or sometimes concentration, because it
is an intrinsic parameter that defines the abundance of links in the lattice.
For q = 0 the lattice consists entirely of isolated nodes with no links connecting them.
As q grows, connected neighbors will begin to form clusters of increasing size until, at
a specific concentration, a spanning cluster emerges that connects the top and bottom
row of the grid. In the above example, the fluid poured on top of the material could
then pass through successive channels (a path in the grind) through to the bottom,
hence the system is said to ‘percolate’. Percolation theory is concerned with the prop-
erties of these clusters and specific attention is given to the critical probability q = qc at
which a spanning cluster first appears, the so-called percolation threshold. The perco-
lation threshold is particularly interesting, because it separates two qualitative distinct
states of the system: the non-percolating (q < qc) and the percolating (q > qc) phase.
In physics terminology the system is said to undergo a phase-transition from a sub-
critical to a super-critical state [255, 59]. Consequently, the system is considered to be
at criticality right at the percolation threshold.
The origins of percolation theory go back to Flory and Stockmayer, who described
how branched-chain polymers transition from liquid to a gel [106, 258]. This phe-
nomenon, called gelation, is very analogous to the above described percolation process:
Small branching molecules form chemical bonds and assemble to larger and larger
macromolecules, until a spanning cluster extends across the whole system. A similar
phenomenon occurs if one boils an egg; above a critical temperature, the protein con-
tained in the egg denatures and becomes solid.
A more mathematical description of several generic percolation processes was in-
troduced 1957 by Broadbent and Hammerslay, who also coined the term ‘percolation’
in reference to the classical problem whether a fluid or gas could percolate through




Figure 3.1. Simplified model of a porous medium. (A) The medium is represented by a two-
dimensional grid of cavities that can be connected by passable channels. (B) Simple graph repre-
sentation of the same model as (A) with nodes as cavities and edges as permeable channels.
by mathematicians and physicists and it has become one of the best characterized
problems in statistical physics with applications across various fields of research [244,
255, 59, 225]. For example, percolation theory is used to estimate the accessibility of
oil resources in porous reservoirs. The porous reservoir can be modeled as a simple
percolation lattice, where the average concentration of oil or gas is quantified by q.
Companies are interested in maximizing the amount of oil they can harvest by a sin-
gle drilling, which corresponds to hitting a large cluster of connected pores. For this
purpose, they take small probes with diameter of a few centimeters and examine their
porosity to estimate the concentration q. With finite-size scaling methods one can ex-
trapolate the amount of oil they can expect to harvest at larger scales with diameters
of a few kilometers [255].
The process we described so far corresponds to the so-called bond percolation, where
nodes in the lattice are fixed and bonds are added or removed. Alternatively, one can
define a percolation process in terms of passable or occupied nodes, which is denoted
as site percolation. The occupation probability q is then defined analogously by the
probability of a node to be passable and the probability 1 − q to be blocked or re-
moved. Clusters are then formed by neighboring passable nodes. In fact, the theory
of percolation was first introduced in terms of site percolation [106, 50, 255]. The site
percolation behavior is similar to the behavior of bond percolation, although it differs
quantitatively. For example, the concentration q = qc where a spanning cluster first
appears for site percolation is always larger or equal to the one for bond percolation
[128].
Classical percolation theory can be applied to various types of lattices that are em-
bedded in two-, three-, or higher dimensional space. Prominent examples besides the
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B A
Figure 3.2. Schematic of a triangular lattice (left) and a Bethe lattice (right), respectively. The
Bethe lattice is defined as a connected cycle-free graph where each node is connected to z neighbors.
The Bethe lattice shown in (B) has z = 3.
square lattice are the triangular lattice and the Bethe lattice (Figure 3.2). The tri-
angular lattice is widely used as a basis for modeling isotropic activity because of
its rotational symmetry. The Bethe lattice is a particularly interesting example of a
cycle-free graph, which is referred to as a tree. Moreover, the Bethe lattice can be
associated with the origin of percolation theory, since it was the first lattice for which
an exact analytical solution for the percolation threshold was found [106, 258, 255].
All of the lattices differ quantitatively in their percolation properties, but they show a
similar qualitative behavior: There is always a concentration q = qc that separates the
non-percolating phase from the percolating phase.
So far, we have neglected an important subtlety in the definition of qc. Finite lattices
that are simulated on a computer generally do not have a sharply defined percolation
threshold [255]. Since the system is of limited size N , there is always at least some
small probability to find a spanning cluster for each occupation probability q > 0.
An exact definition of qc can only be given in the limit of infinite size of the lattice
so that for q < qc the probability to find a spanning cluster is zero and for q >
qc it is one. Exact solutions for qc in the limit N → ∞ can be found for bond or
site percolation, depending on the lattice type. However, in many cases a rigorous
mathematical proof of the results is incredibly hard to obtain, especially for high-
dimensional lattices [100, 129, 152, 255] so that most of the studies on percolation
problems are based on computer simulations. The correct percolation threshold must
be carefully extrapolated from numerical simulations of finite lattices, because many
characteristics of a percolation transition depend on the lattice size [255].
If we plot the probability to find a spanning cluster (Pconn) over the concentration
q, we find that this probability sharply increases in the region around the percolation
80
3.1 Percolation theory
Figure 3.3. Schematic of the probability
Pconn(q) that a spanning cluster exists in a lat-
tice of size N . For small N , the curve smoothly
increases around the percolation threshol qc and












threshold qc. This increase becomes more sudden as the lattice size increases, so that the
curve approaches a step function for N → ∞ (Figure 3.3). One approach to deal with
the problem of the system size dependence is the finite-size scaling theory [255], which
is discussed in the Appendix, A.4. With this theory one can calculate the percolation
properties of infinite systems by considering the behavior of the clusters for different
system sizes.
Classical percolation theory on lattices has been found useful to characterize the
structural and dynamical properties of various disordered systems, including diffusion
processes [226, 32, 208], fragmentation of fluids [70, 69], composite materials [58] and
evolution processes [182, 217].
3.1.1 Percolation of complex networks
While classical percolation theory deals with various lattice types, it can also be ap-
plied to complex networks: Nodes or edges are randomly removed from an initially
well-connected network until it disintegrates into smaller components that are discon-
nected from each other. The robustness of the network then describes how quickly it
disassembles within this process, and a network is said to be resilient against random
failure if it has a low percolation threshold [196]. It turns out, however, that it is
difficult to find a sharp criterion for the percolating phase of complex network, since
there is no clear definition of a spanning component. Since a random network is not
necessarily embedded in space, it has no sides which a spanning cluster could possibly
connect to. Therefore, the definition of a spanning cluster has to be generalized in a
sensible way and the following definition by Kesten et al. [152] has been widely used in
this regard. A cluster in the network is said to be a spanning component (also called
the giant component), if the fraction between the number of nodes within this cluster
and the number of nodes in the whole network is larger than zero as the network size
goes to infinity. One then defines the percolation threshold qc as the concentration
of nodes or links where the giant component appears for the first time in the infinite
network. Since lattices are a subgroup of complex networks, this definition of the giant
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component has to satisfy the requirements for the percolating cluster in infinite lattices,
which it does [152].
Percolation in complex networks has been first studied by Erdős and Rényi in 1959
[98], and their random network model (ER graph) remains one of few examples for
which the phase transition could be characterized analytically with rigorous mathe-
matical proof. Since then, percolation theory of complex networks has been receiving
increasing attention in various fields. Percolation network models have been used to
characterize the robustness of the internet [68, 83], immune networks [6], social net-
works [245], and neuronal networks [29, 45, 246, 134, 239]. Recently, methods from
percolation theory were used in an experimental study to characterize a developing
network of cultured neurons [45, 95, 246, 81, 11, 206]. In their experiments, Soriano
et al. [246] successively decreased the synaptic connectivity of the neuronal culture
by applying increasing doses of a neurotransmitter antagonist, which corresponds to
random removal of links in the network. Avalanches of spontaneous activity percolating
through the system were then measured by calcium imaging. The synaptic connectivity
structure could be characterized by analyzing how the disintegration of the synaptic
network affected the size distribution of these avalanches [45, 266, 81].
The concept of phase transitions and criticality has received increasing interest in
the neuroscientific field over the last decade. Observations of power-law distributions
of event-sizes in various neuronal tissues have been associated with criticality, lead-
ing to the hypothesis that some parts of the brain might self-organize to operate at
a critical state [29, 75, 127, 28, 134]. We discuss criticality and power-law scaling in
Section 3.1.2. Theoretical studies have shown that the critical state might provide
advantages in information processing by optimizing the dynamic range of a neuronal
network [154, 127, 28, 30]. Since these studies deal with dynamical processes on func-
tional brain networks, they often describe the problem in terms of a branching process
that models the reproduction of activity. In a branching process the states of nodes
or links in a network evolve over time, independently of their past activity. The exact
relation between branching processes and percolation processes is described in [130].
Much effort has been spent to understand how the resilience of a complex network is
related to its topological properties. A general observation is that networks with a het-
erogeneous degree distribution, e.g. scale-free networks, are very robust against random
failure [68, 82, 7, 196]. Moreover, degree correlations have been found to substantially
influence the percolation behavior of a network [197, 280, 201, 289, 287, 40, 276, 203,
123]. Considerable attention has been paid to assortativity, which has been found to
dramatically increase the resilience of a network to random failure, and in some cases
to even qualitatively change the phase transition of a network [280, 276, 203, 123, 196].
With the shift of interest from percolating lattices to complex network models, the
property of spatial embedding of the system has become increasingly disregarded, al-
though it is an important feature of many real-world networks. A large number of real
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networks have evolved under spatial constraints, so that their connectivity structure
exhibits geometrical features. For example, the structural and functional organization
of the brain must optimize the flow of information while minimizing its volume and the
metabolic cost of activity, which is accounted for by connecting spatially close neurons
with higher probability [191, 57, 247].
Spatial embedding has been shown to strongly influence other network properties
such as the degree distribution, average path length, clustering coefficient and perco-
lation behavior [24, 179, 288, 280], see [131, 25] for reviews. Since the topology and
geometry of a network are related to each other, it is difficult to address each of them
individually. A popular way of modeling a spatially embedded random network is to
make the connection probability between the nodes dependent on their Euclidian dis-
tance. This dependency is often chosen as a power-law, because such distributions of
link lengths have been found empirically in many real networks, e.g. in social networks
[160, 51, 171], the internet [292] and air transportation networks [38, 23].
3.1.2 Important quantities
In the following we introduce some important measures and approaches that are useful
for a quantitative description of the percolation process on a network. We here define
the concentration q as the number of links divided by system size
q = E/N, (3.1)
where N is the number of nodes in the network. In classical percolation of lattices, the
system size is usually measured in terms of side lengths L of the lattice. A lattice that
is embedded in d-dimensional space has N = Ld nodes. The inverted relation L = N
1
d
is useful for the application of measures from classical percolation theory to complex
networks.
Connected component. A connected component, or cluster, is defined as a subnet-
work of nodes that are connected to each other such that a path exists between any
two nodes within the cluster. A cluster that contains a finite fraction of the nodes of
the network for N → ∞ is called the giant component. Recall that the emergence of a
giant component separates the non-percolating phase of a network from the percolating
phase. Unfortunately, the giant component is defined only for infinite networks so that
we lack an appropriate definition of the percolation transition in a finite network. That
being said, a finite network still undergoes an abrupt structural change as q increases,
which can be associated with a phase transition. To overcome this problem, Cohen et
al. [83] proposed to use the largest cluster (largest component) of a network as a gen-
eralization of the giant component to deal with percolation in finite networks. Then,
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we can use the largest cluster density
G(q) =
number of nodes in the largest cluster
N
(3.2)
to characterize the percolation behavior of the network in the region around qc. Equiv-
alently, G(q) is the probability that a randomly chosen node belongs to the largest
cluster. The mass of the largest cluster refers to its absolute size, NG(q). The quan-
tity G(q) is very analogous to the probability Pconn(q) to find a spanning cluster in a
lattice. In an infinite network, the largest cluster becomes the giant component if its
density is larger than zero. Thus, we can separate the non-percolating phase from the
percolating phase in terms of the largest cluster density as follows for N → ∞. For
q < qc the largest cluster density is zero and for q > qc it is larger than zero. With this
formulation we can give a precise definition of the percolation threshold,
qc = sup{q : G(q) = 0}, N → ∞. (3.3)
Finite clusters. We consider any cluster in the network besides the largest component
as a finite cluster. At minimum, an isolated node can be regarded as a cluster of size
one. Let us define the cluster number ns(q) as the number of clusters of size s in the
network divided by network size
ns(q) =
number of finite clusters of size s
N
. (3.4)
A randomly chosen node in the network belongs to a finite cluster of size s with prob-
ability sns(q). A node in the network belongs either to a finite cluster with probability∑




sns(q) = 1. (3.5)
Mean cluster size. The next quantity is defined on the remaining part of the network
after removing the largest cluster from it. Then, a randomly chosen node belongs to a
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This measure is known as the mean cluster size and it is widely used in percolation
theory. Note that it corresponds to a weighted average by cluster size as opposed to a
simple average over the set of clusters.
Both quantities, G(q) and S(q), play an important role in the characterization of the
phase transition in a network. Often the exact transition point in the limit N → ∞
cannot be calculated analytically, but it can be estimated from the behavior of G(q) and
S(q) in finite networks as q approaches qc. Analogous to percolation in finite lattices,
the finite network shows strong finite-size effects in the region around qc, which have
to be analyzed carefully in order to interpolate the results to infinite networks. This
problem is addressed explicitly by finite-size scaling theory for networks, which we
discuss in the Appendix, A.4.
Critical exponents. In infinite networks, one observes that the largest cluster density
exhibits power-law scaling as q approaches qc from above [255, 59],
G(q) ∼ (q − qc)β, N → ∞. (3.8)
Similarly, above and below qc, the mean cluster size scales as
S(q) ∼ |q − qc|−γ N → ∞, (3.9)
which implies that S(q) diverges as q approaches the critical value, since the exponents
are positive. The scaling exponents β and γ are called the critical exponents of the
percolation transition. At criticality, the structure of the largest cluster behaves as a
fractal [254, 178, 59], which means that it exhibits repeating patterns that are replicated
on different scales. Moreover, the mass of the largest cluster scales with Euclidian
distance L as [254, 178, 59]
NG(q) ∼ LD ∼ N Dd , (3.10)
where D is the fractal dimension of the system. An important property of the critical
exponents and the fractal dimension is that they neither depend on the microstructure
of the system, nor on the type of percolation (node or bond), but only on the dimension
d of the system.
The spatial dimension d entering Equations (A.51) and (A.60) is well-defined in
geometric systems such as lattices, but its application to random networks can be
problematic. Random networks with no spatial constraints have no defined length
in space so that d cannot be a relevant parameter. In general, these networks are
considered to have dimension d → ∞. The critical behavior of complex networks
without spatial embedding has been studied in terms of a mean-field model [145, 92,
168, 138]. With the mean-field approach one simplifies the topology of the network by
taking into account only the mean connectivity. Consequently, this method has been
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successfully applied to homogeneous networks, including the ER graph, whereas its
applicability to heterogeneous networks is limited [138]. Phase transitions that can be
characterized by the mean-field approach belong to the mean-field universality class.
However, for spatially embedded random networks, a spatial dimension d can be
defined. Daquing et al. [84] showed that d can be obtained from the connectivity
structure of the network and the link length distribution P (l). Moreover, this definition
of d is also applicable for percolation scaling arguments. Our model networks range
from non-spatial networks to networks with very strong constraints that are expected
to behave similar to a two-dimensional lattice. Therefore, to avoid confusion about the
spatial dimension of our system, we will therefore consider only the combined expression
D/d. For simplicity, we continue to refer to D/d as the fractal dimension (in rescaled
form).
3.2 Network model
In this section we describe our method to generate degree-correlated spatial ER net-
works. It is based on the configuration model of Newman, Strogatz and Watts [200]
that generates networks with a specific degree distribution (see Section 1.1.2). We
first introduce the basic algorithm that constructs uncorrelated random networks with





We employ two different methods that generate degree-correlated spatial networks at
the basis of the configuration model. These methods will be described in Section 3.2.2.
3.2.1 Spatial embedding of the random network
In contrast to the original ER graph that has no spatial dimension, we distribute all
nodes randomly in a two-dimensional domain of size L×L = 100×100, so that each link
connecting two nodes can be assigned a geometric length. To impose spatial constraints
on the network, we modify the configuration model as follows. First, the algorithm
assigns each of the N nodes a target-degree according to the Poisson distribution (3.11).
Then, it randomly selects a free stub in the network that belongs to a node i. We define
the probability Π of this stub to connect to any of the remaining free stubs of a node
j in the network as






Figure 3.4. Distribution of link lengths
in spatially constrained networks (open
symbols). The distributions are sampled
from an ensemble of 100 networks with
N = 105 and q = 2. The tails of
the distributions conform to a power law.
Red straight lines show fits of the form
P (l) ∼ lδ, with δ = 1.0, 0.0, −2.0, and−
3.4, from the largest to the smallest slope.
This figure has been modified from [229].














where lij is the Euclidian distance between the nodes and Z =
∑
lαij is a normaliza-
tion constant summing over all remaining stubs in the network that node i can connect
to. A link is drawn according to the above distribution, whereby self-edges and multiple
edges between the same pair of nodes are rejected.
The process of selecting a random stub and drawing a link is repeated until there are
no free stubs left that could be connected without generating a self-edge or multiedge.
The exponent α controls the strength of metric constraints on the network: For α = 0,
the network is unconstrained and conforms to the original ER network. For α < 0, met-
ric correlations appear: Short-range connections gradually become more probable than
long-range connections as α decreases, until the majority of links connects neighboring
nodes for α  0. Therefore, we will denote α as the distance exponent. The distribu-
tion of link lengths P (l) achieved by this construction method is shown in Figure 3.4
for different values of α. For small values of |α|, this distribution follows a power law
scaling function of the form
P (l) ∼ lα+1, (3.13)
where the exponent α + 1 originates from the ring 2πl · dl in the derivation of
P (l)dl ∼ lα(2πl · dl). (3.14)
For large negative α, the probability of long-range links is very small and P (l) de-
viates from a power-law function, which can be explained as follows. As α decreases,
nodes become more likely to connect to others in their close neighborhood. As the
configuration algorithm goes on adding links to the network, increasingly many nodes
reach their target-degree and have no free stub left. These nodes in the close neighbor-
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Figure 3.5. Relation between the
distance exponent α and the ex-
ponent from the actual distribution
P (l) ∼ lδ after network construc-
tion. The main plot shows that the
linear relation δ = α + 1 is valid for
small |α| down to α ≈ −4. For
α < −4, the exponent δ from the
distribution saturates slightly below
a value of −3. The inset shows
the distribution of link lengths P (l)
for α = −10 that is sampled from
the network. The straight lines are
guides for the eye to show the scal-
ing at the limit of small and large l,
according to Equation (3.23). This
figure has been modified from [229].






















hood are unavailable for connection so that links will have to extend to more distant
areas.
We measure the link length distribution by fitting the tail of P (l) with a power-law
P (l) ∼ lδ (3.15)
and then compare the obtained exponent δ with the distance exponent α. These fits
are shown as red straight lines in Figure 3.4. We find that the equality δ = α + 1
is only valid for small negative values of α, and begins to deviate as α decreases. As
discussed above, for large negative α the nodes almost exclusively connect to their
nearest neighbors, so that the distribution P (l) becomes independent of α. However,
this ‘saturated distribution’ still has a power-law tail with an exponent of α  −3,
which we estimate with a combinatorial approach as follows.
Consider the m-th iteration step of the construction algorithm for a network with
α  0 so that links are mostly drawn between neighboring nodes. We assume that at
this iteration step a random stub will be connected to a free stub of the nearest node
available and the probability density of this connection to be of length l is given by
pm(l), which reads
pm(l)dl = Z(m)[1 − Pfull(m)][Pfull(m)]n(l)ldl, (3.16)
where Pfull is the probability of a node to have reached its target degree, and n(l) = cπl2
is the average number of nodes in the circle of radius l. Here, c denotes the node density
that is simply the total number of nodes divided by the domain area. The prefactor
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Z(m) ensures normalization ∫ ∞
0
pm(l)dl = 1. (3.17)
The probability of a randomly selected node to have reached its target-degree is a
monotonically increasing function of the iteration step m. As a very simple estimate,
we choose Pfull = m/M , where M is the target number of links in the network. Inserting
this assumption in Equations (3.16) and (3.17), we obtain
pm(l)dl = Z(m)(1 − m/M)(m/M)cπl2 ldl, (3.18)
Z(m) =
2πcM
m − M ln(m/M). (3.19)




















This yields in the limit of small and large l, respectively
p(l) ∼
{
l, l  1
l−3, l  1. (3.23)
By this analysis we confirm the saturation value of δ  −3 for large l that occurs for
large negative α (see Figure 3.5). The inset of Figure 3.5 shows an exemplary link
length distribution for α = −10, where the dependencies (3.23) are visible.
3.2.2 Modeling degree correlations
We employ two different methods to construct degree-correlated embedded networks.
In the first method, correlations are imposed directly by a prefactor of the connection
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Figure 3.6. (A) Pearson degree correlation coefficient p for model 1 networks with 105 nodes
and different prefactors ρ. The strength of degree correlations decreases for decreasing α which
is indicated by a decrease of |p|. (B) Schematic representation of a node swap. The circles show
the swapping range of radius d around nodes i and j. Gray dots represent nodes with the dot size
proportional to their target-degree. The target-degrees of nodes i and j are swapped (left), which
increases the difference between the average target-degree of the two neighborhoods (right). This
figure has been modified from [229].
probability that depends on the target-degrees of the nodes. In the second method,
nodes are first spatially redistributed such that nodes with similar target-degree are
close to each other. Then, connections are drawn in the same way as in the uncorrelated
case.
Model 1: degree-dependent connection probability
The first model is a modified version of the construction method for the uncorrelated
network. Nodes are first randomly distributed in the spatial domain and each node is
assigned a target-degree that is drawn from the Poissonian degree-distribution (3.11).
Then, the algorithm selects a random stub of a node i and connects it to a free stub of
node j with probability
Π(l, ki, kj) ∼ eρ|ki−kj | · lαij , (3.24)
where ki, kj are the target-degrees of the nodes and ρ is a prefactor that controls the type
and strength of the desired degree-correlations. For negative ρ, nodes preferably connect
to nodes with similar target-degree so that the resulting graph is assortative. For
positive ρ, connections between nodes with similar target-degree are avoided so that the
graph becomes disassortative. We quantify the strength of the degree-correlations by
the Pearson degree correlation coefficient p as defined by Equation (1.7) in Section 1.1.1.
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Figure 3.6A shows the values of p for different combinations of the prefactor ρ and
distance exponent α. We observe that |p| becomes smaller for decreasing α, since the
increasing locality of links interferes with the incentive of nodes to connect to similar
(or dissimilar) nodes. In the following, we will set ρ = −2 for the assortative and ρ = 2
for the disassortative networks, respectively.
Model 2: spatial segregation of nodes
In the second model, nodes are first distributed randomly in the spatial domain and
each node is assigned a target-degree from the Poisson degree distribution (3.11). Then,
the nodes are spatially segregated with respect to their target-degree. This spatial
segregation of nodes is realized by a swapping algorithm based on a model from Badham
Figure 3.7. Spatial connectivity structure of a model 1 and model 2 network for N = 103 nodes
(red dots) and α = −10. Dot size is proportional to the node degree and blue lines represent links
between nodes. (A) Model 1 network with homogeneous spatial distribution of nodes. (B) Model 2
network with spatially segregated nodes after 106 swaps. Notice the emergence of highly connected
node assemblies in the model 2 network. This figure has been modified from [229].
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Figure 3.8. Pearson degree correlation coefficient p for model 2 networks with spatially segregated
nodes. (A) Networks of different size with distance exponent α = −5 after W iterations of the
swapping algorithm. The Pearson coefficient saturates at about W ∼ 103N , indicating that the
network is equilibrated. (B) Networks of size N = 105 for different α and W . Degree correlations
emerge for α < 0. This figure has been modified from [229].
et al. [16]. In short, the algorithm works as follows. First, it randomly selects two nodes
i and j and calculates the mean target-degrees ki, kj within a distance d of each of the
nodes. The distance d is chosen such that a circle with radius d contains on average as
many nodes as the larger target-degree of the nodes,
πd2c = max(ki, kj), (3.25)
where c is the average node density, c = N/L2. Then, the target-degree of both nodes
are swapped, if
(ki − ki)2 + (kj − kj)2 > (ki − kj)2 + (kj − ki)2. (3.26)
Thus, the swap increases the difference of the mean target-degrees of the two neighbor-
hoods. A schematic node swap is illustrated in Figure 3.6B. Note that the node swap
does not change the spatial distribution of node positions so that the node-density is
maintained. Figure 3.7 shows the spatial structure for a model 1 and model 2 network
for comparison.
After repeated application of the swapping procedure the nodes are connected in
the same way as for the construction of uncorrelated spatial networks with connection
probability Π(l) ∼ lαij . We find that the Pearson degree correlation coefficient satu-
rates at about 103N iterations of the swapping procedure, indicating that the network
reached a stationary state with respect to further iterations (Figure 3.8A). We find
that the level of assortativity increases for increasing locality of links (decreasing α) as
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shown in Figure 3.8B, which can be understood as follows. As links become more local
for decreasing α, there is a higher probability that nodes connect to other nodes in
their neighborhood that have a similar degree due to the prior segregation. Note that
this model only generates assortative networks and hence, we restrict the discussion of
disassortativity to model 1 networks.
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3.3 Percolation behavior of the model networks
3.3.1 Uncorrelated spatial networks
Let us first consider uncorrelated spatial networks. Figure 3.10 shows the giant com-
ponent (GC) for four exemplary networks with distance exponents α = −2, α = −3,
α = −4, and α = −10. We observe that the giant component undergoes a qualitative
structural change as α decreases. For α = −2, the giant component is made up from
a large number of long-range links so that it extends across the whole spatial domain.
For α = −3 and α = −4, the giant component is assembled from several localized
subgraphs which are interconnected by a small number of long-range links. Finally, for
α = −10, almost all links are short-ranged so that the giant component is reminiscent
of a two-dimensional percolating lattice.
Numerical measurements of the largest cluster density G(q) are shown in Figure 3.9A
for three representative networks of size N = 105 with distance exponents α = 0,
α = −4 and α = −10. Results are based on averages of 104 networks, if not stated
otherwise. By qualitative inspection we see that increasing spatial constraints decrease
the resilience of the graph: For α = 0 a giant component emerges for lower density of
links (smaller q) than for α = −4 and α = −10, respectively. This can be put another
way by reading Figure 3.9A from right to left: We need to remove more links from the
unconstrained graph than from the spatially constrained graphs to disassemble the gi-
ant component, hence the unconstrained graph the most robust one. The mean cluster
size S(q) for the same networks is shown in Figure 3.9B. The peak positions of S(q)



















Figure 3.9. Percolation behavior of uncorrelated spatial networks of size N = 105 for three different
values of α. (A) Largest cluster density and (B) mean cluster size. Both the shape of the largest
cluster density curve and the mean cluster size curve are strongly affected by the value of α. Close
to the percolation threshold qc the largest cluster density G sharply rises and the mean cluster size
S peaks. Both graphs indicate a shift of the percolation threshold to higher values for decreasing
α.
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Figure 3.10. Spatial structure of the giant component (GC) for uncorrelated embedded networks
of size N = 104 in the percolating phase for different distance exponents α. For decreasing α the
effect of spatial embedding becomes more dominant so that the largest cluster is composed of more
short-range connections and fewer long-range links. The connectivities used for construction of the
networks are (A) q = 0.54; (B) q = 0.62; (C) q = 0.75; (C) q = 0.9.
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Figure 3.11. Critical behavior of uncorrelated spatial graphs. (A) Percolation threshold and
(B) fractal dimension D/d at criticality for different distance exponents α. Both the percolation
threshold and fractal dimension increase when α decreases below −2. The fractal dimension D/d
saturates for α ≤ −5 close to the value 0.95. This figure has been modified from [229].
give a good estimate of the percolation threshold qc of the networks and they indicate
a positive shift of qc for decreasing α.
In order to analyze the percolation transition more quantitatively, we apply the
finite-size scaling method as described in the Appendix, A.4 to obtain the percolation
threshold and fractal dimension for N → ∞. The dependence of qc and D/d on the
distance exponent α is shown in Figure 3.11. In the regime of weak spatial constraints,
α ≥ −2, we find numerically D/d = 0.67 and qc = 0.5. These values correspond to the
ones for the original ER graph, where the fractal dimension DER/d = 2/3 belongs to
the mean-field universality class and the percolation threshold takes the value qc = 0.5
[98, 255, 7].
When α decreases below −2, the percolation threshold shifts to larger values (see
Figure 3.11A), confirming that increasing spatial constraints decrease the resilience of
the graph. In the regime of strong spatial constraints, α ≤ −5, we find qc = 0.95
and D/d = 0.945. In this regime, the fractal dimension D/d is close to the one for
regular two-dimensional lattices that takes the value Dlattice/d = 9196  0.95 [59]. In the
intermediate region, −5 < α < −2, we find new percolation thresholds and exponents.
We conclude that increasing spatial constraints shift the percolation transition from
the universality class of random networks to the universality class of two-dimensional
lattices. Li et al. [169] found a similar behavior for spatially constrained networks on
a two-dimensional grid. Note that the fractal dimension D/d saturates for α ≤ −5
(Figure 3.11B), which is the region where the exponent of the link length distribution
saturates (Figure 3.5). In contrast, the percolation threshold still slightly increases for
decreasing α in this region, (Figure 3.11A) This indicates that for α ≤ −5 only the
microstructure of the network is affected by the distance exponent, which does not
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change the universality class of the percolation transition.
3.3.2 Degree-correlated model 1 network
Let us now investigate the percolation transition of model 1 networks with degree-
dependent connection probability as described in Section 3.2.2. For ρ = 0 the model
generates uncorrelated spatial networks equivalent to those in the previous section. A
network with ρ = 0 and α = 0 resembles the original ER graph. We examine an
assortative network with ρ = −2 and a disassortative network with ρ = 2 and compare
them to an uncorrelated network with ρ = 0. The Pearson correlation coefficients for
the networks depend on the distance parameter α as shown previously in Figure 3.6A.
Since maximal correlations occur for the unconstrained networks, we first consider the
case α = 0.
Figure 3.13 visualizes the connectivity structure of the giant component for the un-
correlated, assortative and disassortative network for α = 0. The giant component of
the assortative network (Figure 3.13B) is made of a strongly connected core-network
with attached chains of poorly connected nodes. In contrast, the giant component
of the disassortative network (Figure 3.13C) comprises assemblies of highly branched
subnetworks. Finally, the giant component of the uncorrelated network (Figure 3.13A)
consists of branched subnetworks as well as chains, but has no strongly connected core.
Exemplary plots of the largest component density and mean cluster size are shown in
Figure 3.12 for N = 105 and α = 0. Qualitatively, we see that assortativity significantly
increases the resilience of the network and disassortativity slightly decreases it. An in-
teresting observation is that for α = 0 the assortative network is characterized by a
non-diverging mean cluster size (dashed line in Figure 3.12B). This non-characteristic


















Figure 3.12. Influence of degree correlations on the percolation behavior of model 1 networks for
α = 0 and N = 105. (A) Largest cluster density and (B) mean cluster size. The corresponding
Pearson coefficients p = 0.00 (uncorrelated), p = 0.92 (assortative) and p = −0.54 (disassortative).
This figure has been modified from [229].
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Figure 3.13. Topology of the giant component (GC) of three exemplary model 1 networks with
different degree correlations for α = 0. Nodes are not placed according to their position in two-
dimensional space in order to better visualize the connectivity structure. Networks are of size
N = 104 and connectivity q = 1.5.
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Figure 3.14. Critical behavior of model 1 networks. (A) Percolation threshold qc and (B) fractal
dimension D/d at criticality of model 1 networks for different values of α and different degree
correlations: Uncorrelated networks (ρ = 0), assortative networks (ρ = −2) and disassortative
networks (ρ = 2). This figure has been modified from [229].
percolation behavior has been previously described by Noh [203] for assortative ER
networks.
Using finite-size scaling we characterize the percolation transition of the networks for
N → ∞. Figure 3.14 shows the percolation threshold qc and fractal dimension D/d for
different α. From Figure 3.14A we immediately see that spatial constraints persistently
increase the percolation threshold in all networks and assortativity significantly lowers
the percolation threshold for all α. Disassortativity, on the other hand, only slightly
affects the percolation threshold. Moreover, in Figure 3.14B we see that the fractal di-
mension of disassortative networks is very similar to the one of uncorrelated networks.
In contrast, assortativity strongly decreases the fractal dimension for −4 ≤ α ≤ 0,
which points to a non-characteristic percolation transition in this regime. For α ≤ −5,
the percolation transition belongs to the universality class of two-dimensional lattices
with D/d  0.94 as shown in Figure 3.14. An interesting result is that for α ≤ −5
the assortative and uncorrelated network have equal fractal dimensions D/d, but their
percolation threshold differs significantly. A possible explanation is that in this regime
only the microstructure of the network is affected by assortativity, which does not in-
fluence the universality class of the percolation transition.
To examine the mutual effect of spatial embedding and degree correlations we plot the
dependence of qc on the Pearson coefficient p and distance exponent α in Figure 3.15.
The contour plot illustrates how the threshold-increasing effect of assortativity com-
petes with the threshold-decreasing effect of spatial constraints. Assortative networks
without spatial constraints (α = 0) are very robust against random failure with a low
percolation threshold (top right corner in Figure 3.15). These networks comprise a
strongly connected core of high-degree nodes that extends across the whole spatial do-
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Figure 3.15. Dependence of the percolation threshold qc on the Pearson coefficient p and distance
exponent α for model 1 networks. Open symbols are actual data points that were used for linear
interpolation. This figure has been modified from [229].
main and that is resilient against random removal of links. This property is conserved
if we introduce weak spatial constraints (−2 ≤ α < 0) to the network, because it still
contains a sufficient number of long-range connections so that the highly connected
core can extend across the whole spatial domain. For increasing spatial constraints
(α < −2) the percolation threshold significantly increases, because the increasing local-
ity of links prevents the assembly of such a strongly connected subnetwork. Disassor-
tative networks are characterized by a high qc that is increased even further by spatial
constraints, which points to a high vulnerability of disassortative networks.
3.3.3 Degree-correlated model 2 network
In the second model, nodes are first spatially segregated according to their degree and
then randomly connected in the same way as in the uncorrelated case. We here use
103N iterations of the shuffling algorithm as described in Section 3.2.2 to maximally
segregate the nodes. For α = 0, the network conforms to the original ER graph and
for α = −10 the network is maximally correlated if the nodes are segregated (see Fig-
ure 3.8B for the corresponding Pearson coefficients). Note that the degree correlations
achieved with this construction method are always positive.
We compare the resulting assortative spatial network to an uncorrelated spatial net-
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Figure 3.16. Topology of the giant component (GC) of the uncorrelated and assortative model 2
network in the percolating phase for α = −10. Nodes are not placed according to their position in
two-dimensional space in order to better visualize the connectivity structure. Networks are of size
N = 104 and connectivity q = 1.5.
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Figure 3.17. Influence of degree correlations on the percolation behavior of model 2 networks for
α = −10 and N = 105. (A) Largest cluster density and (B) mean cluster size. The corresponding
Pearson coefficients are p = 0.00 (uncorrelated) and p = 0.88 (assortative). This figure has been
modified from [229].
work with no node segregation.
Figure 3.16 shows snapshots of the giant component structure for the assortative and
uncorrelated network for α = −10. The giant component of the uncorrelated network
(Figure 3.16A) is a highly branched and highly clustered structure with no shortcuts
across the network. In contrast, the giant component of the assortative network (Fig-
ure 3.16B) is made of densely connected subgraphs that are joined by few extended
chains of poorly connected nodes.
Exemplary plots of the largest component density and mean cluster size are shown
in Figure 3.17 for networks of size N = 105 for α = −10. Apparently, the assortative





















Figure 3.18. Critical behavior of correlated model 2 networks. (A) Percolation threshold and (B)
fractal dimension at criticality as a function of α. Uncorrelated networks with W = 0 and assortative
networks with W = 103N . This figure has been modified from [229].
102
3.3 Percolation behavior of the model networks




















Figure 3.19. Dependence of the percolation threshold qc for model 2 networks on the Pearson
coefficient p and the distance exponent α. Open symbols show the actual data points used for
linear interpolation. This figure has been modified from [229].
network is less robust than the uncorrelated network, which we explore more quantita-
tively in the following.
The behavior of the percolation threshold and fractal dimension is shown in Fig-
ure 3.18 for different α. In the regime of moderate spatial constraints, −3 ≤ α ≤ −2,
assortativity slightly decreases the percolation threshold, similar to the effect for model
1 networks. A possible explanation is that this regime favors the interconnection of
spatially close high-degree nodes, while maintaining a sufficient number of long-range
links, or short-cuts. Hence, the high-degree nodes form local assemblies that are highly
interconnected, constituting a subnetwork that spans the whole spatial domain. This
‘core’ is resilient to random failure of links, similar to the strongly connected core in
assortative model 1 networks.
For strong spatial constraints, α ≤ −4, an interesting effect occurs: The percolation
threshold significantly increases, reaching values that are substantially larger than for
the uncorrelated network (qc  1.2 vs. qc  0.94). This can be understood as follows.
For increasing metric constraints the graph contains less long-range links that connect
the localized assemblies of high-degree nodes. Hence, these groups become separated by
sparsely connected areas that appear in Figure 3.16B as extended chains of low-degree
nodes. Consequently, random removal of links easily disintegrates the graph into dis-
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connected subnetworks, which causes a higher percolation threshold. This behavior is
contrary to the behavior of model 1 networks, where assortativity persistently increases
the resilience of the embedded graphs. Another interesting result is that assortativity in
model 2 networks has no significant effect on the fractal dimension D/d (Figure 3.18B).
The mutual effect of assortativity and spatial embedding on the network resilience is
illustrated in Figure 3.19, where we show the dependence of the percolation threshold
on p and α. The plot confirms that the threshold-increasing effect of increasing spatial
constraints (decreasing α) is intensified by assortative degree correlations (increasing p):
Strongly local and assortative networks have a significantly higher percolation thresh-
old than uncorrelated networks (top left corner of Figure 3.19). Note that assortativity
emerges only for networks with sufficiently large negative α so that we cannot access
the top right corner of the plot (gray area).
3.3.4 Comparison of model 1 and model 2
The two network models serve well to illustrate the interplay of assortative degree cor-
relations and spatial embedding. Both architectures conform to the same metric con-
straints of two-dimensional embedding with power-law dependency of the link length
distribution, but they differ in the way how degree correlations are imposed on the net-
work. In model 1, assortative degree correlations are introduced directly by connecting
nodes in preference of the desired correlations and in model 2, assortativity emerges
from metric constraints due to the prior segregation of the nodes. Both models are
equivalent in the uncorrelated case. For uncorrelated networks we find that increasing
spatial constraints generally increase the percolation threshold and shift the percolation
transition from the universality class of random networks to the universality class of
two-dimensional lattices.
The influence of assortativity on the percolation transition differs for both architec-
tures. In model 1 assortativity decreases the percolation threshold, whereas in model
2 it generally increases the threshold with the exception of the regime −3 ≤ α ≤ 0.
Assortative model 1 networks percolate more easily, because high-degree nodes connect
to a subnetwork, or ‘core’, that is very robust against random removal of links. This
effect has been found in numerous studies of assortative non-local random networks,
where the percolation threshold decreases or even vanishes, depending on the degree
distribution [197, 201, 289, 287, 40, 276, 203, 123]. Moreover, strongly assortative model
1 networks exhibit a qualitatively different percolation transition that is characterized
by a non-diverging mean cluster size and substantially decreased values of D/d.
In model 2 the prior segregation of the nodes affects the percolation behavior differ-
ently. For weak metric constraints, −4 < α < −1, the percolation threshold is slightly
reduced. In this regime a domain-spanning, robust core emerges that consists of lo-
cal assemblies of high-degree nodes that are interconnected by a sufficient number of
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long-range links. For α ≤ −4, less long-range links exist so that this core can be easily
disintegrated into isolated local assemblies, which is reflected in a higher percolation
threshold. Although in this regime the percolation threshold is strongly increased due
to the strong assortativity, the fractal dimension is similar to the one of the uncorre-
lated network. Note that we here only compare positively correlated networks, because
negative correlations could only be generated with model 1. However, we found that
disassortativity has only a small impact on the percolation transition, similar to findings
by Noh [203].
In order to better understand the different percolation behavior of the models we
compare their topology in the assortative case. Recall that the strongest correlations
appear in model 1 for α = 0 and in model 2 for α = −10. In highly assortative model 1
networks (α = 0), a strongly connected core appears that is resilient to random removal
of links. This core can be revealed by decomposing the network into subnetworks of
increasing connectivity using k-core decomposition [232] (see Section 1.1.1). In short,
a k-core is obtained by successively pruning all nodes with degree less than k. Do we
find a similar core in highly assortative model 2 networks for α = −10?
Figure 3.20 shows the k-cores for a strongly assortative model 1 and model 2 network.
In the first model a domain-spanning highly connected core forms, whereas in the second
model several local subnetworks exist that form disconnected communities in the higher
k-cores. This modular structure is responsible for the increased percolation threshold
of assortative model 2 networks. We conclude that the different structural properties
of model 1 and model 2 networks are not sensed by the Pearson coefficient and hence,
additional measures (such as modularity) would be needed to predict the percolation
behavior of the networks.
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Figure 3.20. k-core decomposition of a highly assortative model 1 network (left column) and model
2 network (right column). A k-core is obtained by successively pruning all nodes with degree less
than k. Nodes are not placed according to their position in two-dimensional space in order to better
visualize the connectivity structure. In the model 1 network a global spanning highly connected
core forms and in the model 2 network the k-cores disassemble into several communities that are
disconnected from each other. Following parameters were used for the networks: N = 1000 and




Many real world networks are embedded in space and evolve under geographical con-
straints. Prominent examples are power-grids, transportation networks, the internet,
and neuronal networks [25, 247]. Spatial constraints have been found to strongly in-
fluence various structural properties of a network and the processes taking place on it
[24, 179, 288, 280, 131, 25]. Nevertheless, this property has been often ignored in the
analysis of the structure and function of many systems, especially neuronal networks
[247].
Modern neuro-biological techniques allow for growing neuronal cultures that cer-
tainly show features of metric networks [286, 114, 95, 261, 263]. Additionally, these
networks can be modified to follow specific patterns and designs which are associated
with specific graph-theoretical properties such as degree correlations and small-world
features [237, 261, 87]. The percolation framework is a powerful tool to investigate the
structural properties of these networks without the needs to infer the full connectivity
matrix [45, 246, 81]. With this method, Soriano et al. [246, 45] examined a developing
neuronal network in the context of non-spatial Erdős-Rényi (ER) graphs. However, the
length distribution of axons in neuronal cultures has been shown to change substantially
with age and location of the neurons [286, 114, 261, 263].
In this chapter we developed a percolation model based on the ER graph that takes
into account more complex topological features of such a network in order to describe its
connectivity structure more accurately. In addition to spatial embedding we also allow
for the possibility that the connectivity structure features degree correlations, which
have been found for several neuronal networks [282, 36, 260, 87]. Our results are twofold.
First, increasing locality of links generally raises the percolation threshold of the graphs
and shifts the percolation transition to the universality class of two-dimensional lattices.
This observation complements previous findings by Li et al. [169], who found a similar
behavior for uncorrelated spatial ER networks on a two-dimensional grid. Second, the
effect of assortativity on the percolation transition depends on the spatial structure
of the networks: Assortativity decreases the percolation threshold when the nodes are
distributed randomly in space, whereas it increases the threshold when nodes with
similar degree are placed spatially close to each other. Unfortunately, this difference is
not captured by the Pearson degree correlation coefficient. Therefore, in the context of
percolation, degree correlations and metric constraints are no independent topological
features a network, but they must be taken into account mutually for an accurate
description of its structural properties.
Our model could be further refined by considering bootstrap percolation, where nodes
are activated, if sufficient number of preceding nodes are active at the same time.
The bootstrap percolation behavior of a network is strongly sensitive to the statistical
properties of its connectivity structure [27] as well as to metric constraints and network
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size [266, 11]. However, the effect of degree correlations on the bootstrap percolation
properties of a spatially embedded network has not been investigated so far.
Finally, we propose that our findings are relevant for various other fields dealing with
the resilience of networks to random failure of links, e.g. power-grids, transportation
networks, or social networks in the context of disease spreading. Social networks in
particular exhibit both strong metric constraints [25] and assortative degree correlations
[197, 201]. In a related study on correlated random graphs [201], Newman concluded
as follows:
First, we find that networks that are assortatively mixed by degree perco-
late more easily that [sic] their disassortative counterparts. That is, a giant
component of connected vertices forms in the network at lower edge density
than in another network with the same degree distribution but zero or neg-
ative assortativity. This result may imply, for instance, that assortatively
mixed social networks would support epidemic disease outbreaks more easily
than disassortatively mixed ones, which would be a disheartening conclu-
sion, given our finding that most social networks appear to be assortative.
[201, page 4])
Our findings suggest that, at least in in some situations, assortative degree correlations
may have the opposite effect due to the network’s geometric properties, which may
paint a more positive picture.
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In this thesis we have examined how the dynamics of a large neuronal network is
related to the properties of its connectivity structure. The main focus has been laid
on two particular structural features, namely a heterogeneous degree distribution, and
degree correlations. In neuroscience, much emphasis has been put on correlations in the
neuronal activity, but the relevance of structural correlations for the system’s dynamics
has been much less studied so far.
As a central result of the thesis, we have introduced a mean-field model that
expresses the dynamics of heterogeneous, degree-correlated neuronal networks in terms
of reduced rate equations, which make it possible to efficiently explore the dynamical
behavior of the system. Our approach is based on grouping neurons with equal number
of inputs (equal in-degree) together into populations and describing the mean activity
of these populations rather than the spiking of individual neurons. The distinction of
the neurons by in-degree is motivated by the fact that the firing rate of a neuron is
closely related to the number of its inputs: Strongly connected neurons receive larger
input currents and fire at higher rates than poorly connected neurons.
An important assumption within the mean-field approach is that the spiking input
to the neurons can be approximated by a Gaussian process. This assumption allows
for a probabilistic description of the neuronal dynamics, which we have used to derive
a set of coupled population rate equations in Section 2.3. This set of equations can be
solved self-consistently for the stationary firing rate of each population. We have found
that the network structure is sufficiently captured by a reduced matrix that contains
the coupling strength between the populations, which can be easily computed from the
adjacency matrix of the network. The reduced matrix is of size M × M , where M is
the number of different in-degrees in the system. For several generic random networks
it can be calculated analytically in the limit of large network size, which considerably
simplifies the analysis of these systems.
Using the population rate equations and numerical simulations we have examined
in Section 2.5 how in-degree correlations affect the dynamics of an excitatory hetero-
geneous neuronal network that is stimulated by external input. Main attention has
been paid to the regime of weak stimuli, where neuronal spiking is largely driven by
recurrent activity and thus, the influence of the network structure on the global dy-
namics becomes most pronounced. Results from numerical simulations of 105 neurons
agree very well with the mean-field calculations. Moreover, we have shown in Sec-
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tion 2.5.2 that it is possible to approximate the distribution of neuronal firing rates
from the mean population activity. Expectedly, a highly heterogeneous distribution
of in-degrees leads to a large variability of neuronal firing rates. Assortative in-degree
correlations further broaden the distribution of neuronal firing rates by increasing the
activity of strongly connected neurons and decreasing the activity of weakly connected
neurons. Disassortative in-degree correlations have the opposite effect. Driven by the
raised activity of the strongly connected neurons, the assortative network sustains its
activity for very small inputs, where its uncorrelated and disassortative counterparts
fail to fire. Therefore, we conclude that assortative in-degree correlations enhance the
network’s sensitivity to weak stimuli. This effect is reminiscent of percolation, where
assortativity has been shown to increase the structural robustness of a network.
The enhanced sensitivity of the network to weak stimuli can be interpreted as an
improved capability to amplify and transmit small input signals, which is an important
function of recurrent excitation in neuronal circuits. To examine this property more
quantitatively, we have calculated the mutual information of the stimulus/response re-
lationship in Section 2.6. The analysis has revealed that the network’s information
transfer capability is optimized for intermediate levels of assortativity. While small
amounts of assortative in-degree correlations improve the network’s sensitivity to small
inputs, an excess of assortativity promotes extremely inhomogeneous activity that is
detrimental for signal transmission: A large proportion of neurons is inactive, whereas
a small number of strongly connected neurons receives sufficient recurrent input to fire
almost at the highest possible rate, regardless of the stimulus. Thus, the neuronal
activity does not contain much information about the input that evoked it. More-
over, extreme levels of assortativity (or disassortativity) lead to a segregation of the
system into disconnected subnetworks, which prevents cross-communication between
the populations. Intuitively, this effect is detrimental for information processing, hence
it is hardly surprising that such high levels of correlations are rarely observed in real
biological systems.
In chapter 3 we have examined the effect of degree correlations on the structural
robustness of a neuronal network in terms of a simplified percolation model, which
reveals how easily the network can be disintegrated into several isolated components
by successively removing links from it. The model is based on the undirected Erdős-
Rényi (ER) graph, whose structural properties are very well understood. Additionally,
we have included an important metric property of neuronal systems: Spatially close
nodes are more likely to be connected to each other than distant nodes. Although
the property of disadvantaged long-range connections is relevant for many real-world
networks, it is often neglected in the theoretical analysis of such systems. We use
finize-size scaling to extrapolate the critical behavior of the system from numerical
simulations of networks with different size. With this approach we have demonstrated
in Section 3.3 that increasing metric constraints (increasing locality of links) generally
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decrease the robustness of the network: A higher density of links is needed to form
a giant component that connects a significant proportion of the graph. Moreover, in-
creasing metric constraints shift the percolation transition from the universality class
of random networks to the universality class of two-dimensional lattices, which features
distinct characteristic percolation exponents.
Concerning the role of degree correlations in this context, we have seen in Sec-
tion 3.3.2 that assortativity increases the resilience of a metric graph, if the strongly
connected nodes form a domain-spanning subgraph. This subnetwork resembles a char-
acteristic robust ‘core’ that promotes an unusual percolation behavior with a non-
diverging mean cluster size in strongly assortative networks. However, we have also
found in Section 3.3.3 that for networks with strong metric constraints the existence
of assortative degree correlations may imply the opposite. They are associated with
a decreased robustness of the graph, if nodes with similar degree are placed spatially
close to each other. In this case the high-degree nodes form localized assemblies that
cannot form a single domain-spanning core due to the lack of long-range connections.
This finding contradicts the prevailing opinion that assortative degree correlations gen-
erally make a graph more robust. Hence, degree correlations and metric properties of a
network are interrelated and have to be taken into account mutually in the structural
analysis of the system. We point out that this observation is also relevant for many
other real-world systems that exhibit both features. Social networks in particular fea-
ture assortative correlations and thus, they have been labeled as robust in the context
of epidemiology. Considering that these networks are often subject to strong metric
constraints, this conclusion is challenged by our findings.
Main results and research questions. In the introduction we have identified the
central questions that have driven our research. We shall now answer them by summa-
rizing our main results.
Can we devise a stochastic model of the global network dynamics that integrates
structural heterogeneity and connectivity correlations?
• Yes, we have developed a mean-field model to calculate the average spiking activ-
ity of large, heterogeneous excitatory networks of leaky integrate-and-fire (LIF)
neurons that exhibit connectivity correlations in form of in-degree correlations.
• The model is based on sorting neurons with equal in-degree into populations and
describing the average activity of these populations in terms of reduced rate equa-
tions. These equations can be derived with a probabilistic approach by assuming
that the spiking input to the neurons can be approximated by a Gaussian process.




How do heterogeneity and connectivity correlations influence the dynamical
behavior of the system?
• A heterogeneous distribution of in-degrees promotes a broad distribution of neu-
ronal firing rates.
• Assortative in-degree correlations further broaden the distribution of firing rates,
while disassortative in-degree correlations narrow it.
• Moreover, assortative in-degree correlations enhance the ability of the network to
sustain its activity for very small external excitation.
Can we interpret the network’s dynamics in terms of neuronal processing?
• Yes, we have examined the network’s firing response to an external input. This
mapping of input to an output is a basic form of signal transmission and processing
in neuronal circuits.
• In particular, the network can sense and amplify small inputs through recurrent
excitation.
• We have analyzed the signal transmission capability of the network by calculat-
ing the input/output mutual information, which has revealed that the network’s
sensitivity to weak stimuli is optimized by intermediate levels of assortativity.
How do connectivity correlations influence the structural behavior of the system?
• We have examined this problem in terms of a simplified percolation network
model that is based on the Erdős-Rényi (ER) graph, taking into account degree
correlations and disadvantaged long-range connections.
• Disassortativity slightly decreases the network’s robustness.
• Assortativity increases the network’s robustness if the strongly connected nodes
assemble to a domain-spanning core. This is only possible if a large number of
long-range links are present in the network.
• For strong locality of links, assortativity can decrease the network’s robustness:
Strongly connected nodes form localized assemblies that are only weakly intercon-
nected and thus, they can be easily isolated by removing links from the network.
• We conclude that metric constraints and degree correlations must be taken into
account mutually to correctly interpret the structural behavior of the network.
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Outlook. Our results show that it is possible to approach the dynamics of certain com-
plex neuronal networks in terms of a reduced mean-field model. While we have focused
on basic topological features such as a heterogeneous degree distribution and degree
correlations, it is also possible to apply the mean-field model to networks with other
properties, e.g. hierarchical or modular systems. The most important prerequisite is
that the neurons can be assumed to share only few common inputs, which is reason-
able for many sparse random networks. We have distinguished the neurons by their
in-degree to account for the heterogeneous network structure. However, one could also
consider neuron-specific properties, e.g. by including excitatory and inhibitory neurons,
or neurons with different intrinsic parameters. This requires a ‘finer’ coarse-graining of
the activity (and network structure), since additional neuronal populations have to be
taken into account.
As a first step in the analysis of the system’s dynamics we have mainly focused on
the stable stationary activity of the system. Future studies could explore its transient
behavior and the stability of the stationary solutions with respect to the role of fluc-
tuations in both the neuronal activity and connectivity structure. A related problem
is that neuronal activity appears to fluctuate at two different levels: First, the spiking
of individual neurons is highly irregular and second, their mean firing rate varies over
time, which has been characterized as a ‘doubly stochastic’ activity [79]. Numerical
simulations suggest that these irregularities may result from non-random features of
the network structure [176]. Our mean-field model may be well-suited for further in-
vestigation of this phenomenon with respect to the possible role of degree correlations
in this regard. An interesting question is whether irregularities in the neuronal firing
rates can be linked to multistability of the system, which could possibly be examined
by using the stability analysis presented in the Appendix, A.1.
Our mean-field model could be simplified by using rate models for the activity of
individual neurons, which would allow for an easier mathematical analysis of the global
dynamics at the expense of realism. A further simplification may involve the concept
of a bootstrap percolation model, where neurons are activated, if a certain proportion
of their afferent neurons is active. Whether or not such a reduced model still captures
the effect of assortativity on the network’s sensitivity to small inputs is a non-trivial
question, and this investigation would deepen our understanding of how to analyze and
interpret the structural and dynamical properties of neuronal systems.
Concerning percolation, our finding that degree correlations and spatial constraints
are strongly related to each other leads to the question of how these features relate
to other complex network properties, e.g. the shortest average path length, clustering
coefficient, or modularity. A thorough study of these measures in the context of net-
work resilience could help to identify the most important attributes that capture the




A.1 Stability conditions for the stationary solutions
In this section we derive stability conditions for the stationary solutions of the self-
consistent rate equations (2.28). Unstable solutions can be associated with cell-to-cell
synchronizations, which have been examined recently within a mean-field framework
for LIF networks with heterogeneous neurons and strong excitatory coupling [187].





r̂(t) = −r̂(t) + Θ(r̂(t), s), (A.1)
where r̂(t) = [r̂kmin(t), . . . , r̂kmax(t)] is the vector of k-population firing rates at time
t, Θ(r̂(t), s) is the vector of transfer functions φk(r̂(t), s), and τx is a time-constant
of appropriate choice [118, 89]. Steady-states of the network dynamics correspond to
a fixed-point solutions of the above equation. The stability of a fixed point can be
investigated by linearizing Equation (A.1) around the fixed point (here denoted as r̂0)
and performing a standard stability analysis. First, we rewrite the transfer functions

































σ2k(t) = Jμk(t). (A.6)




(r̂ − r̂0) = (−1 + J(r̂0))(r̂ − r̂0), (A.7)
where J(r̂0) is the Jacobian of the transfer function vector Θ(r̂, s) at r̂0. Solutions v








where vi are the eigenvectors of J(r̂) with eigenvalues λi. The solutions are stable, if
λi < 1 for all i. Using the definition for the transfer function (A.2) we can evaluate the






























































A.1 Stability conditions for the stationary solutions




























































. Now we insert μk from Equa-
















f(z)dz = −JτNkl(Bkf(bk) − Akf(ak)), (A.18)
which we use for Equation (A.9), so that we finally arrive at following terms for the
Jacobian
Jkl = Nkl






The linear appearance of the joint-in-degree distribution in the Jacobian is to be ex-
pected, because it is a linear measure of the coupling strength between the populations.
If the network is extremely assortative, then Nkk′ = δ(k, k′), and the Jacobian is of di-
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agonal form with elements
Jkk =






In this case the stability conditions for each k-population are decoupled,





]2 < 1. (A.21)
The above equation is similar1 to the stability condition for a single neuronal popula-
tion, which has been previously described in [187].
A.2 Diffusion approximation
In this section we stochastically describe the neuronal population activity, following the
approach of Gerstner and Kistler [118] (see also [121, 71, 218]). The goal is to derive
the set of Langevin equations (2.10) for the time-evolution of the neuron membrane
voltage using the so-called diffusion approximation.
Consider a neuron i with in-degree k that receives stochastic input from the stimulus
and afferent spiking neurons. Since we do not know the exact input spike train the
neuron receives, we cannot calculate its membrane potential V (k)i (t) directly. Therefore,
we instead consider the probability pk(vk, t) that its membrane potential lies in the
interval [vk, vk + dvk]




i ∈ [vk, vk + dvk]
}
. (A.22)
Since we assume all k-neurons to be statistically indistinguishable, the probability den-
sity of a single k-neuron is representative for the probability density of all neurons in
a k-population. Thus, we discard the neuron index i in the following derivation and
interpret pk(vk, t) as the density of membrane potentials in a k-population.
Recall that a k-neuron receives synaptic input from the stimulus with rate sνthr and,
on average, recurrent input from Nkk′ afferent k′-neurons in the network with rates
r̂k′(t). We assume that the superposition of all these input spike trains can be regarded
as a Poisson process with rate that is the sum of rates of the individual spike trains.
1In [187] the noise intensity σ is assumed to be constant so that the second and third term on the
right-hand side of Equations (A.11) and (A.12) become zero and Ak = Bk = 1/σk.
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Hence, the rate of the summed input to a k-neuron is




Considering that the input is Poissonian with rate λk(t), we can calculate the proba-
bility that a spike arrives at the neuron’s dendrites in a small time window Δt, which
is
Prob {spike in [t, t + Δt]} = λk(t)Δt. (A.24)
Consequently, the probability that no spike arrives in this time window is 1 − λk(t)Δt.
If no spike arrives, the membrane potential vk(t) ≡ v′k of the k-neuron decays to
vk(t + Δt) = v′e−Δt/τ due to the leakage term in the membrane voltage equation
(2.3). On the other hand, if a spike arrives at time t + s ∈ [t, t + Δt], the membrane
potential changes to vk(t + Δt) = v′ke−Δt/τ + Je−(Δt−s)/τ due to the voltage jump J
induced by the spike2. Given that the membrane potential of the neuron at time t is
v′k, we can calculate the probability density to find the membrane potential vk of the
neuron at t + Δt, which is
ptransk (vk, t + Δt|v′k, t) = [1 − Δtλk(t)] δ(vk − v′ke−Δt/τ )
+ Δtλk(t)δ(vk − v′ke−Δt/τ − Je−(Δt−s)/τ ). (A.25)
We rewrite the above equation to
ptransk (vk, t + Δt|v′k, t) =[1 − Δtλk(t)]δ
(




−e−Δt/τ (v′k − vkeΔt/τ + Jes/τ )
)
. (A.26)
Equation (A.26) describes the transition probability of the membrane potential for a
small time-step Δt. Since we assume the input to be Poissonian, the evolution of
the membrane potential is memoryless and thus resembles a Markov Process that is
described by [273]
pk(vk, t + Δt) =
∫
ptransk (vk, t + Δt|v′k, t)pk(v′k, t)dv′k. (A.27)
2The membrane potential immediately after the spike is vk(t + s) = v′ke−s/τ + J . It then decays to
vk(t + Δt) = (v′ke−s/τ + J)e−(Δt−s)/τ = v′ke−Δt/τ + Je−(Δt−s)/τ .
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We insert Equation (A.26) in Equation (A.27) and perform the integration, using the
rule for delta-functions, δ (a(x − x0)) = |a|−1δ(x − x0). The integration results in
pk(vk, t + Δt) = [1 − Δtλk(t)] eΔt/τ pk(vkeΔt/τ , t)
+ Δtλk(t)eΔt/τ pk(vkeΔt/τ − Jes/τ , t). (A.28)
We rearrange the terms in the above equation and write
pk(vk, t + Δt) =eΔt/τ pk(vkeΔt/τ , t)
+ Δtλk(t)eΔt/τ [pk(vkeΔt/τ − Jes/τ , t) − pk(vkeΔt/τ , t)]. (A.29)
Since the time-window Δt is assumed to be very small, we can expand Equation (A.29)
about Δt = 0. We use the fact that Δt = 0 implies s = 0, since 0 ≤ s ≤ Δt. Keeping
only terms up to the first order in Δt the expansion yields









+ Δtλk(t) [pk(vk − J, t) − pk(vk, t)] . (A.30)
Again we rearrange the terms in the the above equation and write











+ λk(t) [pk(vk − J, t) − pk(vk, t)] . (A.31)
Let us consider the limit Δt → 0 so that the left-hand side of Equation (A.31) turns
to a partial derivative. Moreover, we assume that the voltage jumps J are small and
expand the second term on the right-hand side of Equation (A.31) about J = 0 as
follows




















respectively. Keeping only the first and second order in the expansion and considering



















This approximation - neglecting all terms of higher order than two in the Kramers-
Moyal expansion - is called the diffusion approximation. Terms of the l-th order in
this expansion are proportional to J lλk(t). Therefore, the diffusion approximation is
reasonable for small voltage jumps J and becomes exact if J l>2λk = 0. The latter can be
achieved, for example, in models where the number of inputs per neuron increases with
network size and J scales appropriately so that in the thermodynamic limit J2λk →
const., but J l>2λk → 0. In our model the number of inputs per neuron and J are fixed
so that higher-order terms do not vanish, but they become very small. The accuracy
of our model could be increased by increasing the in-degrees of the neurons and at
the same time reducing the synaptic strength J , which would however require more
computational resources for full LIF simulations, since larger networks would have to
be simulated.
The first term in rectangular brackets in Equation (A.35) is called drift coefficient,
because it describes the deterministic drift of the membrane potential due to the leakage
and mean input current. The second term in rectangular brackets is the diffusion
coefficient that describes the fluctuations of the membrane potential due to fluctuations
of the input current. If we identify the mean and variance of the input current as






































In fact, (A.38) represents a set of Fokker-Planck equations that are coupled through
the mean and variance of the input current for each k-population. The set of Fokker-
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= −V (k)(t) + μk(t) + σk(t)
√
τξ(k)(t), (A.39)
where V (k) is the membrane potential of an arbitrary k-neuron and ξ(k)(t) is white noise.
Since each neuron i in a k-population is assumed to be statistically equivalent, we can
argue that the time-evolution of the membrane potential V (k)i of the i-th k-neuron is
governed by a separate Langevin equation as desribed by (2.10).
On a final note, the above derivation of the Fokker-Planck equation (FPE) is based
on the assumption that we can describe each population of neurons by a separate prob-
ability density. In general, a coupled dynamical system is described by a multivariate
probability density p(vk1 , vk2 , . . . ) and the corresponding multivariate FPE. We rely
on the fact that populations only interact through uncorrelated spike trains and that
there is no direct coupling between the neuron voltages. In the above derivation we
assumed for each k-population that the input currents from all populations (includ-
ing the k-population itself) are independent stochastic processes that are described by
‘given’ rates. Later, we calculate these rates self-consistently for all populations so that
the coupling between the populations is properly taken into account.
A.3 Small noise approximation for the mutual information
In this section we apply the small noise approximation introduced by Tkačik et al.
[265, 264] to express the mutual information I in terms of the distribution of mean








dr p(r|s) log2 p(r|s), (A.40)
where p(s) is the distribution of stimuli presented to the network, p(r|s) is the distribu-
tion of responses if the same stimulus s is applied repeatedly, and p(r) is the distribution
of responses the network generates if it is subjected to the distribution p(s) of stimuli.













dr p(r|s) log2 p(r|s). (A.42)
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A.3 Small noise approximation for the mutual information
Now we use the Gaussian approximation (2.57) of the conditional probability








For the sake of a compact notation, we use in the following G(r) instead of G(r, r̂(s), σ(s)),
keeping the other dependencies in mind. The second term on the right-hand side of
Equation (A.42) corresponding to the (negative of) the noise entropy can be evaluated
exactly for the Gaussian distribution,∫
ds p(s)
∫




ds p(s) log2[2πeσ2(s)/n]. (A.44)
In the first term on the right-hand side of Equation (A.42) we expand the integral over



















(r − r̂)2 + . . . . (A.45)
The second term of the expansion is zero because of the symmetry of G(r) around r̂
and the third term can be evaluated to 12f
′′(r̂)σ2(r)/n. Assuming that σ(r) is small,
we neglect the third term and all terms of higher order, thus keeping only the zero-th
order of the expansion∫
dr G(r)f(r) 
∫
dr G(r)f(r̂) = f(r̂) = log2 p(r̂). (A.46)
Inserting the approximation (A.46) and the result for the noise entropy (A.44) into the
equation for the mutual information (A.42), we obtain
I  −
∫




ds p(s) log2[2πeσ2(s)/n]. (A.47)








dr̂ p(r̂) log2[2πeσ2(r̂)/n], (A.48)
which is Equation (2.61).
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A.4 Finite-size scaling method
In order to characterize the phase transition of the model networks we have to examine
the behavior of S(q) and G(q) in the region around qc. Unfortunately, this is the region
where finite-size effects are most pronounced, hence it is crucial to know how these
quantities behave in finite systems. We have already briefly touched on this problem in
the introduction by showing that the probability Pconn(q) to find a pecolating cluster
in a finite lattice approaches a step function for increasing lattice size (Figure 3.3). The
largest cluster density G(q) of the network shows a similar behavior.
Recall that in infinite networks the largest cluster density and the average size of
finite clusters S(q) are expected to scale as [59, 255]
G(q) ∼ (q − qc)β, q > qc, (A.49)
S(q) ∼ |q − qc|−γ , (A.50)
when q approaches the percolation threshold. Since we cannot model infinite networks,
we have to extrapolate the behavior of G(q) and S(q) from finite networks using the
finite-size scaling formalism which has been introduced by Stauffer and Aharony [255].
We already know that right at the percolation threshold qc the system behaves as a
fractal and the largest cluster mass scales with system size N as [59, 255]
N · G(qc, N) ∼ N Dd , (A.51)
where D is the fractal dimension and d is the spatial dimension of the system. This
relation can be used to find the parameters qc and D/d as follows. For large N , the
power-law scaling is expected to be valid only for q = qc [59, 255]. Hence, we can plot
the giant component mass N · G(N) against N for increasing concentrations q, until
we see a power-law dependency emerging which shows as a line in a double-logarithmic
plot.
However, a more precise method is to use the behavior of the mean cluster size S(q)
close to qc to quantify the percolation transition [255, 59, 203]. Equation (A.50) implies
that S(q) diverges at qc in the limit of large network size. It certainly cannot diverge in
a finite system, but it exhibits a peak at a value of q = q′ that is very close to the critical
point. The behavior of S(q) for different network sizes N is shown in Figure A.1 for the
first model network with α = 0 and ρ = 0. For these parameters, the network behaves
equal to the original ER network and thus it is characterized by the same percolation
threshold and exponents, which we have proven in Section 3.3. From Figure A.1 we
see that the peak of S(q) becomes sharper with a higher maximum as N increases.
Moreover, there is also a shift of the peak position q′ towards the exact value of the
transition point qc = 0.5.
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Figure A.1. Average size of finite clusters
S for the model 1 network with parameters
α = 0, ρ = 0 for different network sizes N . The
scaling behavior is equal to the behavior of the
original ER graph. The value of q for which S
peaks shifts to the left with increasing network
size towards the threshold qc = 0.5 in the limit of
infinite size N .















Stauffer and Aharony [255] found that q′ approaches the exact percolation threshold
as |q′ − qc| ∼ N− 1νd , where ν is another critical exponent. In fact, the relation is valid
for any concentration q = q′ that is chosen close to the percolation threshold [255] so
that we can write
|q − qc| ∼ N− 1νd . (A.52)
This relation can be used to rescale Equations (A.49) and (A.50) for finite systems
by substituting (q − qc) → (q − qc)N 1νd to account for this finite-size effect. Another
consequence of the relation (A.52) is that right at the real critical threshold qc the
largest component density and mean cluster size scale with system size as
G(qc, N) ∼ N−
β
νd , and S(qc, N) ∼ N
γ
νd , (A.53)
respectively. If we want to rescale Equations (A.49) and (A.50) such that they hold
in finite systems, the resulting equation must lead to the above equations in the limit
q → qc. The required equations read in condensed form [255, 59] for the largest cluster
density
G(q, N) = N−
β
νd F1[(q − qc)N 1νd ] (A.54)
and for the mean cluster size
S(q, N) = N
γ
νd F2[(q − qc)N 1νd ]. (A.55)
The scaling functions F1(x) and F2(x) define the crossover behavior of G(q, N) and
S(q, N) as q approaches the critical point [255, 59]. The first scaling function F1(x)
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has the limiting behavior
F1(x → 0) → const., F1(x  1) → xβ, (A.56)
so that for q → qc the finite-size Equation (A.54) gives the correct scaling behavior
G(qc, N) ∼ N−
β
νd and for q > qc it gives the behavior of (A.49). The second scaling
function F2(x) has the limiting behavior
F2(|x| → 0) → const., F2(|x|  1) → x−γ , (A.57)
so that for q → qc the finite-size Equation (A.55) gives the scaling S(qc, N) ∼ N
γ
νd
and for q = qc it corresponds to (A.50). We can now use the finite-size relations of
Equation (A.54) and Equation (A.55) close to the percolation threshold (q → qc) to
rescale the curves of the largest cluster density and mean cluster size as
G(q, N)N
β
νd ∼ N 1νd (q − qc), (A.58)
S(q, N)N−
γ
νd ∼ N 1νd (q − qc). (A.59)
The rescaled values for G(q, N) and S(q, N) should now follow the same curve for
each network size N in a region closely around the percolation threshold qc, if the
correct values for the threshold qc and exponents γ, νd are used. We use this rescaling
method in reverse to obtain these parameters: First, we plot the rescaled curve for
S(q, N) using guessed values for (qc, γ, νd). Then, we fit the values of the threshold
and exponents such that the data points collapse into a single curve. In principle, this
method works also for the largest cluster density G(q, N). Figure A.2 shows exemplary
plots of the rescaled mean cluster size for model 1 networks with different parameters
(α, ρ) using the relation (A.59). Data points collapse into a single curve, indicating
that the scaling exponents and percolation threshold are reliable. A similar scaling
behavior is valid for model 2 networks, which we show in Figure A.3 for two values of
α and maximum segregation of nodes by S = 103 iterations of the previously described












to calculate the fractal dimension D/d from the exponents γ and νd.
For strongly assortative networks the relation (A.59) breaks down, which has been
shown by Noh [203] and hence, we are obliged to use a different method to calculate the
relevant parameters. Fortunately, the largest cluster mass N ·G(q, N) still shows power-
3When the dimensionality d enters into a relation between the critical exponents, it is called a hyper-
scaling relation.
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Figure A.2. Finite-size scaling of the mean cluster size of model 1 networks for different values of α
and ρ. Data points collapse into a single curve. The numerical results for the percolation threshold
and exponents are the following for each plot: (A) qc = 0.5, 1νd = 0.33,
γ
νd = 0.33; (B) qc = 0.82,1
νd = 0.35,
γ








νd = 0.85. This figure has been modified from [229].
law scaling for q ≤ qc [203]. We use this property to estimate the critical transition
point qc as follows: The largest cluster mass N ·G(q, N) is plotted as a function of N for
successively smaller values of q. Then, qc is chosen to be the largest q-value for which
a power-law dependency emerges. Power-law scaling is indicated by a linear behavior
in the log-log plot, which is shown in Figure A.4 for two exemplary assortative model
1 networks with α = 0 and α = −3.
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Figure A.3. Finite-size scaling of the mean cluster size of model 2 networks for different values of
α and maximum spatial segregation of nodes by S = 103N iterations of the shuffling algorithm.
Data points collapse into a single curve. The numerical results for the percolation threshold and
exponents are the following for each plot: (A) qc = 0.85, 1νd = 0.33,
γ
νd = 0.83; (B) qc = 1.19,1
νd = 0.35,
γ






























Figure A.4. Scaling of the largest cluster mass N · G at different q for two assortative model 1
networks with ρ = −2 and different α. The red dashed lines are guides for the eyes. The numerical
results for the percolation threshold and fractal dimension are the following for each plot: (A)
qc = 0.14, Dd = 0.95; (B) qc = 0.24,
D
d = 0.88. This figure has been modified from [229].
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