Electron paramagnetic resonance (EPR)-based oximetry is capable of quantifying oxygen content in samples. However, for a heterogeneous environment with multiple pO 2 values, peak-to-peak linewidth of the composite EPR lineshape does not provide a reliable estimate of the overall pO 2 in the sample. The estimate, depending on the heterogeneity, can be severely biased towards narrow components. To address this issue, we suggest a postprocessing method to recover the linewidth histogram which can be used in estimating meaningful parameters, such as the mean and median pO 2 values. This information, although not as comprehensive as obtained by EPR spectral-spatial imaging, goes beyond what can be generally achieved with conventional EPR spectroscopy. Substantially shorter acquisition times, in comparison to EPR imaging, may prompt its use in clinically relevant models. For validation, simulation and EPR experiment data are presented.
Introduction
The ability of EPR oximetry [1] [2] [3] [4] to make repeated, minimally invasive, and locally specific measurements of concentration or partial pressure of oxygen (pO 2 ) over time can provide vital information to characterize the progression of a disease state, or determine the efficacy of different treatment options. For instance, in tumors, oxygen concentration is considered to be an important factor for determining the response of tumors to various treatment options [5] . Likewise, the presence of oxygen plays a critical role in the pathophysiology of myocardial injury during both ischemia and subsequent reperfusion [6] . Unfortunately, the long data acquisition times, especially for EPR imaging (EPRI), have curtailed wider use of EPR for such important biological applications. EPR spectroscopy, while readily performed for many applications, does not report an accurate measure of pO 2 value for a heterogeneous environment, such as a tumor, where pO 2 distribution is spatially heterogeneous. In this paper, we present a method to recover the linewidth histogram which provides the relative spin densities associated with various linewidths (pO 2 ) present in the sample. This histogram can be used to extract meaningful information, such as mean and median pO 2 values, without performing the time-consuming spectral-spatial imaging. This method is not a substitute for spectral-spatial imaging since so spatial information is inferred from the data.
In traditional continuous wave EPR (CW-EPR) spectroscopy, the first derivative of absorption spectrum is collected by sweeping the magnetic field in the presence of radio frequency or microwave excitation. The linewidth for oxygen sensitive EPR probes [7] can be readily computed by measuring the peak-to-peak width of the lineshape. If pO 2 is homogeneous over the area of measurement, the information of peak-to-peak linewidth is adequate to estimate the true pO 2 value. However, for a heterogeneous environment, where different locations possess different pO 2 values, the peak-to-peak linewidth of the composite spectrum does not provide an accurate measure of the overall pO 2 . Further, EPR spectroscopy does not provide any information regarding the spatial location of spins because the measured spectrum is a sum of spectra from all irradiated sample locations. EPR imaging (EPRI), on the other hand, provides the spin density of the EPR sensitive probe at various spatial locations under the assumption that the spectral lineshape is spatially invariant. For imaging, the main magnetic field is swept in the presence of a magnetic field gradient, and the process is repeated for different gradient orientations to encode the spatial information as Radon projections. For a heterogeneous environment, where lineshape varies with spatial location, an additional dimension called spectral dimension is considered to map both the spatial location of spins and their lineshape. This mode of imaging is called spectral-spatial or spectroscopic imaging [8] . Despite all technological advances, EPR-based imaging, especially the spectral-spatial imaging, is a time-consuming process. For example, more than a thousand projections, each taking two or more seconds, may be required for traditional 4D spectral-spatial imaging.
Recently, Grinberg et al. suggested a method [9] to reduce the dimensionality of the spectral-spatial imaging by implanting particulate probes in the object such that all implants are spatially well-separated for some gradient orientation. Hence, by collecting two projections along that orientation, each with a different gradient strength, the pO 2 values at various spatial locations can be estimated using a convolution-based fitting method. The requirements of well-organized probe distribution, however, may become stringent for many EPR applications where the distribution cannot be confined to few well-separated spots or the user does not have a precise control over the distribution of the probe.
Regression analysis of composite EPR spectra, for a small number of components, has been briefly addressed by Williams et al. [10] . In this paper, we provide a more comprehensive treatment of the subject. Our method is valid for infinitely many components. First, we reformulate this regression problem in the form of a linear operator acting upon the linewidth histogram to be estimated. Second, we compute the minimum-norm constrained least-squares solution to estimate the linewidth histogram. Third, we calculate the mean and median linewidth values from the estimated histogram. The method is robust against realistic noise levels and is flexible enough to accommodate effects of dispersion signal contributions and baseline drift. Simulation and experimental results are provided for verification.
Theory
The data collection for EPR spectroscopy can be expressed as
where B is the main magnetic field magnitude, a(B, c) is the lineshape that depends on full-width at half-maximum (FWHM) linewidth parameter c, x(c) is the input histogram that reflects the true relative spin densities associated with various components, and [c min , c max ] is the range of linewidths present in the sample, which depends on the intrinsic linewidth of the probe and the range of pO 2 values present in the sample. For most EPR oximetry probes, the lineshape a(B, c) collected on a conventional CW-EPR spectrometer is the first derivative of Lorentzian function, given by
where B 0 is the magnetic field value at resonance which is assumed to be identical for all lineshapes. The lineshape given in Eq. (2) is normalized, i.e., the corresponding Lorentzian function area, which corresponds to spin density, is unity. The problem of decomposing the composite spectrum is equivalent to estimating x(c). Once x(c) is calculated, the mean and median pO 2 values can be readily computed. As demonstrated below, the values are more accurate than those based on the peak-to-peak linewidth, which are generally biased towards narrower lineshapes. For instance, Fig. 1 shows that the summation of two first derivative Lorentzian functions, with equal absorption areas (spin densities) but different linewidths, yields a spectrum with apparent linewidth that is much closer to the narrower component. In this paper, apparent linewidth refers to ffiffiffi 3 p times the peak-to-peak linewidth. Therefore, for a pure Lorentzian function, the apparent linewidth refers to FWHM linewidth.
Problem formulation
In the presence of noise, the measurement process for EPR spectroscopy can be expressed as
where is zero-mean white Gaussian noise with the variance of r 2 , and hÁ,Áirepresents the inner product. Both a(B i , c) and x(c) are assumed to be elements of the Hilbert space S of square integrable functions of a single real variable. In terms of the operator A we can rewrite Eq. (3) as
where b 2 R n is the list of n measured samples of the EPR spectrum, and x 2 R m is the unknown spin density histogram to be recovered. For numerical computation, the operator A is implemented by finely sampled discretization of B and c. The variable B was discretized into n = 1024 equally spaced points, consistent with the data sampling used for the L-band spectrometer. The linewidth variable c was discretized into m = 512 equally spaced points on the interval [c low , c up ]. From simulation we observed that any finer sampling of these variables did not result in any noticeable improvement in the results.
Constrained least-squares solution
We can solve Eq. (4) by finding a least-squares solution, which is the minimizer of
Nonnegativity and any other prior constraint on x are expressed by requiring that x belongs to a set K of admissible solutions. The set K is assumed to be convex and closed subset of S. Therefore, x can be estimated by solving a constrained least-squares [11] problem
where kÁk is ' 2 norm. Among all the solutions consistent with measurements b and the constraints set K, a minimum-norm solution is of particular interest because it ensures that the contributions for the null space of A are minimized. Because Eq. (6) is an ill-posed problem in general, combating noise sensitivity is another important consideration and is generally accounted for by adding a regularizing term to Eq. (6). Tikhonov regularization, also known as ridge regression, is the most commonly used method for regularizing ill-posed problems [12] . It is a unique minimizer of
To find a minimum-norm least-squares solution, we adopt an iterative method given in Ref. [13] . Let P K denote the nonlinear nearest-point projection operator onto the constraint set, K. Then, the minimum-norm least-squares solution,x, is given bŷ where ŷ provides an n-dimensional parameterization for the solutionx, and A * is the adjoint of A. The parameter vector is found via the convergent iteration The optimal regularization parameter k is usually unknown and often in practice is determined by an ad hoc method. The commonly used approaches include the discrepancy principle, crossvalidation, and L-curve method [14] . In our application, we have observed that the minimum-norm constrained least-squares solution is smooth and stable for a wide range of r 2 and input histograms x. Therefore, no regularization was used (b k = 1). To improve convergence, we adopted l k = c(1 À cos(kp/N)) with N being the maximum number of iterations and c 2 (0, 2kAk À2 ). We selected N = 2500. The iteration process was terminated when k reached N or when krk 2 < nr 2 , with r ¼ Ax À b being the residual.
Undesired contributions from the dispersion signal and baseline drift can alter the lineshape. Fortunately, the dispersion component, which is orthogonal to the absorption component, has zero contributions to the least-squares solution because A * b = 0. Hence, the solutionx is not affected by the dispersion component and no modification is required in the problem formulation or its implementation. To account for a linear baseline drift, a vector [Àn/ 2, . . . n/2] T can be appended to A after discretization.
For additive white Gaussian noise, the constrained least-squares solutionx provides the maximum likelihood estimate of the histogram x. By the maximum likelihood invariance principle [15] , statistics such as mean and median computed fromx are likewise maximum likelihood estimates. The lineshapes for many EPR oximetry probes may not belong to Lorentzian or any other parametric family of functions [16] . In such cases, the lineshape and its variation with pO 2 can be determined experimentally. Once the lineshape is measured in small increments over the desired range of pO 2 values, the matrix equivalent of A can be readily constructed.
Our analysis of the composite spectrum is suited for a spectrum which has many components. For problems where the composite spectrum is known to be composed of few components, for example, for a model with two point implants in a mouse or rat heart, a more accurate estimation of x can be found by parameterizing the problem in terms of unknown spin densities and linewidths.
Results
In this section, we compare the mean and median computed from the reconstructed histogramx with the ground truth x for both simulation and L-band spectroscopy experiment.
Simulation
The composite spectrum was generated by summing 50 first derivative Lorentzian lineshapes with different linewidths, equally spaced in the range of 0.52-3.12 G. The linewidth histogram x was generated by adding two Gaussian histograms each with a standard deviation of 1 G and means that belong to U[0.52, 1.82] and U[1.82, 3.12], respectively. Here, U[u 1 , u 2 ] denoting a uniform probability distribution between u 1 and u 2 . The net histogram was normalized to have a maximum of 1. The total sweep width was 12 G, and there were 1024 points in the measured vector b. A zero-mean white Gaussian noise was added to b to maintain a signal-to-noise ratio (SNR) of 12 dB.
We generated 50 different b each having a different linewidth histogram and noise realization. Starting from x 0 = 0, the estimated x was computed using the proposed method with [c low , c up ] selected to be [0.48, 3.20] . Shown in Figs. 2 and 3 are true and estimated histograms for 2 of the 50 runs considered. Also, note that the error variance for an estimated histogram will be higher for components with larger linewidths [20] because of their lower SNR. This effect is observed in (Fig. 4) . The mean and median intensities, computed from both true and estimated histogram for all the 50 runs, are shown in Fig. 5. 
Experiment
A phantom using 50 lL capillary tubes was constructed. Each capillary tube was filled with lithium octa-n-butoxy naphthalocyanine (LiNc-BuO) [17] up to a height of 5 mm. Variations in linewidths were obtained by using different amounts of sodium hydrosulfite and water, a combination known for changing the oxygen concentration [18] to which the sample will be exposed. A total of 17 capillary tubes were prepared with FWHM linewidths results are reported in Table 1 . Fig. 7 shows results for data set b 3 with 12.4 dB SNR.
Discussion
In EPR oximetry, the pO 2 value based on the peak-to-peak (or FWHM) linewidth information is only reliable if the measured signal originates from a single specie with spatially invariant lineshape. For multiple lineshapes, this information can be misleading. A general solution, for such cases, is to perform conventional spectral-spatial imaging. The information from spectral-spatial imaging, although comprehensive, generally requires long acquisition times. Therefore, devising a method to measure an overall pO 2 of a heterogeneous environment can be valuable for clinically relevant scenarios where short acquisition times are a high priority.
In the proposed method, from a single composite lineshape we estimated the linewidth histogram which was then used to compute the mean and median linewidth values. Because the method does not provide any spatial information, it cannot be used to compute hypoxic fraction unless the probe is assumed to be uniformly distributed in the sample or the user has some other relevant a priori information about the spin distribution. The method is flexible enough to accommodate baseline drift and dispersion signal effects that may contaminate the data. The observed results are stable for the range of noise powers considered.
In the first simulation example (Fig. 2) , the reconstructed histogramx is a good approximation of the original histogram x and so are the mean and median linewidth values. For the second example (Fig. 3) , the reconstructed histogramx does not match precisely with the input histogram x but mean and median values are still not significantly different. We have observed that for a reasonable estimate of mean and median linewidths, histogram x andx need not match precisely. Although a histogram mismatch does seem to result in significant disagreement in high order moments that are not reported here, the calculation of the mean and median linewidth is fairly accurate for realistic noise levels. Fig. 5 shows results for 50 runs. Using the proposed method, the error mean and standard deviation were 1.7(±44) mG for the estimation of mean linewidth and 11(±83) mG for the estimation of median linewidth. The bias and estimation variance can be further reduced by increasing SNR. Using the apparent linewidth, in comparison, the error and standard deviation were 340(±320) mG for the estimation of mean linewidth and 505(±210) mG for the estimation of median linewidth. Although error is the estimation of the mean and median linewidths is substantially reduced using the suggested method, for biological applications where small changes in mean and median linewidth values carry significance, the attained resolution may not be sufficient especially at low SNR.
Here 3 .50] in the simulations, the error bias and standard deviation changed from 1.7(±44) mG to 6.3(±49) mG for the mean linewidth and from 11(±83) mG to 9.6(±98) mG for the median linewidth. However, selecting a [c low , c up ] that is much wider than [c min , c max ] may introduce significant errors for low SNR data. For a heterogeneous pO 2 environment, such as a tumor, the peak-to-peak value of the lineshape is biased towards narrow lineshapes. On the other hand, the mean and median pO 2 values computed using this method are better representations of overall sample oxygenation. However, the effectiveness of a single pO 2 number, as compared to spectral-spatial imaging, in a clinically relevant model requires further investigation. The more informative description provided by spectral-spatial imaging is obtained at the cost of acquisition time. Our experimental results also match our simulations for a wide range of SNR. This method is computationally fast and does not require special computing resources. For example, it takes Matlab (Natick, MA) less than a minute to run 2500 iterations on a Pentium 4 processor with 1 GB RAM.
Conclusion
For a heterogeneous environment, the pO 2 estimation based on peak-to-peak signal amplitude can be misleading because components with smaller linewidth have more impact on the overall peak-to-peak linewidth. A reliable estimate of the mean and median pO 2 can be obtained by recovering the underlying linewidth histogram. We have implemented and tested a postprocessing method to estimate the linewidth histogram and extract the mean and median pO 2 .
