The application of queuing theory when organizing service activities by Pavlič, Gregor
 
UNIVERZA V LJUBLJANI 


















Uporaba teorije množične strežbe pri 

















































UNIVERZA V LJUBLJANI 

















Uporaba teorije množične strežbe pri 




























Mentor: prof. ddr. Janez Žerovnik 






















Mentorju prof. ddr. Janezu Žerovniku in somentorju izr. prof. dr. Janezu Kušarju se iskreno 
zahvaljujem za ažurno in strokovno pomoč ter koristne napotke pri izdelavi diplomske 
naloge.  

































Ključne besede: množična strežba 
 model M/M/1 z omejenim prostorom za čakanje 
 model M/M/r z omejenim prostorom za čakanje 
 organizacija servisne dejavnosti 







V diplomski nalogi smo za servis gospodarskih vozil višjega cenovnega razreda poizkušali 
izboljšati povprečni čakalni čas stranke za opravljanje servisa. Na podlagi obstoječih  teorij 
množične strežbe, ki so predstavljene v drugem poglavju, smo izbrali najprimernejša 
modela za naš primer, to sta model M/M/1 z omejenim prostorom za čakanje in model 
M/M/r z omejenim prostorom za čakanje. S pomočjo teh modelov smo izračunali 
karakteristike sistema, med katerimi so najpomembnejše povprečni čas čakanja v vrsti, 
verjetnost, da stranki ne bo potrebno čakati v vrsti, povprečno število vozil v sistemu. Na 
uporabljenem primeru smo ugotovili preobremenjenost servisa, ki se je kazala v predolgem 
čakalnem času. Kot rešitev smo predlagali uvedbo dvoizmenskega delavnika, ki se je 
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The aim of the case study based Bachelor’s thesis was to improve the customer’s average 
waiting time in an automotive service for commercial vehicles of a higher price range. 
Based on the existing queuing theory which are described in section 2 the most appropriate 
models were chosen for the task – the model M/M/1 with limited waiting space and the 
model M/M/r with limited waiting space. The system characteristics were computed with 
the help of the models. Among the characteristics the most important were average waiting 
time in the queue, the probability that a customer will not have to wait in the queue, and 
the average number of vehicles in the system. The case study revealed that the automotive 
service was overloaded with work which resulted in overproportional waiting times. The 
introduction of two-shift workday was proposed as the best possible solution as it resulted 
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1.1. Ozadje problema 
V izbranem podjetju, ki poleg prodaje vozil opravlja tudi dejavnost servisiranja 
gospodarskih vozil, bomo opravili raziskavo o obremenjenosti in pretočnosti servisa 
gospodarskih vozil.  
 
Osredotočili se bomo na redne servisne posege, za katere je v podjetju namenjenih 10 





Diplomsko delo je bilo zasnovano na podlagi problema preobremenjenosti oddelka za 
redne servisne posege v izbranem podjetju. 
 
Namen naloge je dokazati, da lahko s spremembo nekaterih karakteristik procesa bistveno 
izboljšamo pretočnost servisa gospodarskih vozil, zmanjšamo čakalno vrsto in s tem 
pridobimo nove stranke in posledično povečamo obisk servisa. 
 
V diplomski nalogi bomo najprej predstavili zgodovino in definicijo stohastičnih procesov. 
Sledi pregled teorije Markovskih procesov, med katere uvrščamo: Markovske verige, 
Poissonove procese in rojstno-smrtne procese. Navedeni procesi predstavljajo ozadje, po 
katerem deluje množična strežba. Najprej bomo predstavili množično strežbo na splošno, 
nato pa še pomembnejše sisteme množične strežbe, ki so pomembni za našo raziskavo. 
Teoretičnemu delu sledijo primeri nalog, ki pomenijo računsko iztočnico za našo 
raziskavo. Nato bomo predstavili podjetje, opisali sistem servisa, popisali karakteristike 









2. Teoretične osnove stohastičnih procesov 
V tem poglavju bom osnovne pojme in definicije iz teorije stohastičnih procesov povzemal 
iz naslednjih virov [1, 2, 3, 4, 5, 6, 7, 8, 9, 13]. 
 
Zgodovina teorije stohastičnih procesov sega v leta od 1905 do 1918, ko so jo začeli 
razvijati A. Einstein in W. Smoluchowsky pri raziskavah Brownovega gibanja, W. Shottky 
med opazovanjem šuma v elektroniki in A. K. Erlang pri študiju telefonskega prometa. Pri 
tem je sodeloval tudi A. N. Kolmogorov, ki je leta 1931 izdelal matematične osnove 
stohastičnih procesov. [1] 
 
Stohastični procesi so naključni procesi, ki se spreminjajo s časom ali krajem v skladu z 
zakoni verjetnosti. Veliko realnih procesov ima značilnosti stohastičnih procesov, zato je 
poznavanje njihovega mehanizma zelo pomembno za razumevanje v praksi nastopajočih 
situacij. [1, 2] 
 
Naključna spremenljivka je količina, ki ima lahko različne vrednosti, te vrednosti pa so 
odvisne od naklučja. Slučajna spremenljivka je določena z zalogo vrednosti, to je z 
naborom vrednosti, ki jih lahko zavzame, in s porazdelitvenem zakonom, ki pove, s kakšno 
verjetnostjo so te vrednosti ali množice vrednosti dosežene. [13] 
 
Naključni proces je družina naključnih spremenljivk, kjer je čas parameter, t ϵ T, T je 
podmnožica R, R pa je množica realnih števil. 
 {    ( )    } (2.1) 
 
Stohastične procese delimo na [1]: 
- procese z diskretnim parametrom (kadar je množica T števna) 
- procese z zveznim parametrom (npr. kadar je množica T končen ali neskončen interval) 
 
Prostor stanj procesa sestavljajo zaloge vrednosti vseh naključnih spremenljivk X(t). 
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2.1. Markovski procesi 
Markovski procesi so procesi, ki spadajo v skupino stohastičnih procesov in popisujejo 
veliko realnih situacij. Poimenovani so po ruskem matematiku A. A. Markovu, ki je leta 
1907 vpeljal končne markovske verige. [1] 
 
Pri Markovskih procesih je pogojna verjetnostna porazdelitev slučajne spremenljivke Xtn+1 
odvisna le od najpoznejšega znanega stanja in ne od stanj prejšnih časov. Ker velja, da 
Markovski procesi nimajo spomina, je za napoved obnašanja procesa potrebno poznati 
sedanjost, ne pa preteklosti. 
 (     |            )   (     |   )                          (2.2) 
 
Primer interpretacije Markovskega procesa [2]: Enačba (2.2) opisuje, kakšen bo borzni 
indeks jutri, če je odvisen samo od današnjega dne. 
 
Markovske procese delimo na: 
- Markovske procese z diskretnimi stanji v diskretnem času, drugače jih imenujemo 
Markovske verige, 
- Markovske procese z diskretnimi stanji v zveznem času. 
 
 
 Markovske verige 2.1.1.
Ker je T v Markovskih verigah diskreten, T = {t0, t1,..., tn,...} lahko privzamemo, da je: 
                   (2.3) 
 
Naključne spremenljivke potem lahko pišemo v obliki: {Xn, n ≥ 0, n ϵ N0}, pri čemer 
imamo dan prostor možnih stanj S = {s1, s2, ..., sm}, kjer je število stanj končno (končne 
verige) si = i. 
 
Zapis Xn = i pomeni, da se dana Markovska veriga nahaja v stanju i ob času n. Diskretna 
Markovska veriga je karakterizirana z naslednjim izrazom [3]: 
     (      |    ) (2.4) 
 
Verjetnost v izrazu (2.4) se imenuje enokoračna prehodna oziroma tranzicijska verjetnost 
za prehod iz stanja i v času n v stanje j v času n + 1. Če je verjetnost v izrazu (2.4) 
neodvisna od časa n, potem Markovska veriga vsebuje stacionarne tranzicijske verjetnosti 
in gre za homogeno Markovsko verigo, drugače pa je veriga nehomogena. [3] 
 
Na osnovi tranzicijskih verjetnosti za prehod stanj lahko definiramo prehodno matriko 
verjetnosti, ki ima v primeru prostora stanj S = {0, 1,..., N} v transponirani formi določeno 
obliko [1, 2, 3]: 
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  (2.5) 
 
Primer praktične naloge Markovske verige [1, 2]: 
 
V servisni delavnici ne želimo imeti na zalogi več kot 4 enote posameznega rezervnega 
dela. Rezervne dele naročamo na začetku vsakega tedna, naročamo toliko enot, kolikor jih 
manjka do 4. Dobavni rok je 1 teden. Kakšna je po daljšem času verjetnost, da skladišče na 
začetku tedna nima na zalogi nobenega rezervnega dela? Kakšna je po daljšem času 
verjetnost, da ima skladišče na zalogi 4 enote rezervnih delov? 
 
Podani podatki: 
Xn – število enot rezervih delov na zalogi na začetku n-tega tedna (množica {Xn}, n ≥ 1 
tvori homogeno Markovsko verigo) 
Xn+1 – število enot rezervnih delov, porabljenih v n-tem tednu: 
 (      |    )  
 
   
           (2.6) 




Preglednica 2.1: Zaloge rezervnih delov [2] 
Število enot rezervnih 
delov Xn 
Število porabljenih 
rezervnih delov Xn+1 
Verjetnost za število 
rezervnih delov, 
porabljenih v tednu Xn+1 
Število rezervnih delov, 
naročenih na začetku 
tedna 
4 0, 1, 2, 3, 4 P=1/5 0 
3 0, 1, 2, 3 P=1/4 1 
2 0, 1, 2 P=1/3 2 
1 0, 1 P=1/2 3 
0 0 P=1 4 
 
 
Konstruiramo prehodno matriko: 
 (      |    )        (2.7) 

























































  (2.9) 
 
Iz teorije Markovskih verig vemo, da je veriga nerazcepna, stanja pa so pozitivno povratna 
in neperiodnična, kar pomeni, da imamo izpolnjene pogoje za obstoj ravnovesne 
porazdelitve  ⃗ . [1] 
      (2.10) 
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      (2.14) 
   
 
 
   
 
 
   
 
 
   
 
 
      (2.15) 
                 (2.16) 
 
Enačbe nato vstavimo eno v drugo (2.11 v 2.12, 2.12 v 2.13 itd.): 
 
 
         (2.17) 
 
 
         (2.18) 




         (2.19) 
         (2.20) 
 
Nato iz enačb od (2.17) do (2.20) izpostavimo π1: 
   
 
 
   (2.21) 
   
 
 
   (2.22) 
       (2.23) 
   
 
 
   (2.24) 
 




   
 
 
   
 
 
)     (2.25) 





Iz tega sledi: 

















Ugotovili smo, da je verjetnost, da skladišče na začetku tedna nima na zalogi nobenega 
rezervnega dela, 1/15, in da je verjetnost, da ima skladišče na zalogi 4 enote rezervnih 
delov, 1/3. 
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 Poissonov proces 2.1.2.
Poissonov proces spada med Markovske procese z diskretnimi stanji v zveznem času in je 
eden izmed najenostavnejših tovrstnih procesov. Procesi, ki se zgodijo v zveznem času se 
razlikujejo od procesov, ki se zgodijo v diskretnem času, v prehodih, ki so v zveznem času 
kratki časovni intervali med t in t + Δt. [1, 2] 
 
Področja, kjer se Poissonov proces uporablja kot model realnih procesov [1]: 
- razpad radioaktivnih jeder, 
- termična emisija elektronov, 
- obnavljanje strojev ali naprav v eksploataciji, 
- obnavljanje zalog v skladišču, 
- nezgode v cestnem prometu, 
- množična strežba, 
- prostorska porazdelitev živali ali rastlin itd. 
 
Definicija v Draganovem učbeniku [2] se glasi: »Denimo, da imamo opravka z zaporedjem 
trenutnih dogodkov, ki nastopajo posamično in povsem naključno. Označimo z N(t, t + Δt) 
število dogodkov v časovnem intervalu (t, t + Δt], z N(t) pa število dogodkov v časovnem 
intervalu (0, t]. Poissonov proces je potem družina {N(t)}, ki za neko pozitivno konstanto ρ 
in Δt → 0 ustreza naslednjim zahtevam [1, 4, 5, 6]: 
- prvi del izraza (2.28) podaja verjetnost, da se na intervalu Δt ni zgodil noben dogodek 
 [ (      )   ]          (  ) (2.28) 
- prvi del izraza (2.29) predstavlja verjetnost, da se je na intervalu Δt zgodil en dogodek 
 [ (      )   ]        (  ) (2.29) 
- prvi del izraza (2.30) podaja verjetnost, da se je na intervalu Δt zgodil več kot en 
dogodek 
 [ (      )   ]   (  ) (2.30) 
 
V prejšnjih izrazih je število N(t, t + Δt) popolnoma neodvisno od števila dogodkov v 
intervalu (0, Δt], kjer je o(Δt) funkcija, ki gre hitreje proti 0 kot Δt, ρ z dimenzijo 
1/(časovna enota) pa poimenujemo pogostost dogodkov ali parameter procesa. Opisane 
lastnosti predstavljajo Markovsko lastnost, ki pravi, da so dogodki, ki se zgodijo v 
časovnih intervalih in se ne prekrivajo med seboj, neodvisni. [1, 2] 
 
Dragan [2] interpretira izraza (2.28) in (2.29): »Več ko preteče časa (večji je Δt), večja je 
verjetnost, da se je zgodil vsaj en dogodek (manjša je verjetnost, da se ni zgodil noben 
dogodek).« 
 
Sedaj bomo izpeljali osnovne lastnosti Poissonovega procesa. Vzemimo časovno izhodišče 
v točki t0, ki je lahko trenutek, v katerem se je dogodek zgodil. Z Z označimo čas od 
izhodišča do prvega dogodka, kot je prikazano na sliki 2.1. [1] 
 
Teoretične osnove stohastičnih procesov 
9 
 
Slika 2.1: Čas Z od izhodišča do naslednjega dogodka [2] 
 
Naključna spremenljivka Z predstavlja čas. Določimo njeno verjetnostno porazdelitev in 
vpeljemo oznako: 
  ( )   (   ) (2.31) 
 
kjer za Δx > 0 lahko zapišemo naslednje izraze: 
  (    )   (      ) 
  (                    (            ]) 
  (    )  (             (            ]|   ) 
(2.32) 
 
Enačba (2.32) velja za vsak proces dogodkov. Pri Poissonovem procesu desna stran enačbe 
(2.32) ni odvisna od pogoja Z > x, ki se nanaša na dogodke v trenutku t0 + x, zato lahko v 
enačbo (2.32) vstavimo (2.28) in dobimo[1]: 
  (    )    ( )⌊        (  )⌋ (2.33) 
 
Enačbi (2.33) preuredimo člene in jo delimo z Δx, tako da dobimo [1]: 
  (    )    ( )
  
     ( )  




Enačbo (2.35) nato limitiramo (upoštevamo enačbo 2.36), limita gre od ΔX proti 0, in 
dobimo diferencialno enačbo [1]: 
  ´( )      ( ) (2.35) 
   
    
(
 (  )
  
)    (2.36) 
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Upoštevamo še začetni pogoj (2.37) in dobimo rešitev (2.38) [1]: 
  ( )   (   )    (2.37) 
  ( )   
(   ) (2.38) 
 
Hudoklin [1] pravi: »Porazdelitvena funkcija FZ(x), ki podaja verjetnost, da je Z ≤ x, je 
potem enaka«: 
  ( )      ( )     
(   ) (2.39) 
 
Sedaj odvajamo (2.39) po x-u, tako da dobimo gostoto verjetnosti fZ(x): 
  ( )    
(   )     (2.40) 
 
Verjetnost, da ima spremenljivka Z (glej sliko 2.1) vrednost med x in x + dx, je podana z 
eksponentnim zakonom (enačba 2.40). Povprečno vrednost in varianco Z zapišemo kot [1]: 









Sedaj bomo prikazali še izračun verjetnostne porazdelitve časa do nastopa r-tega dogodka. 
[1] 
 
V točko 0 postavimo časovno izhodišče, časi zaporednih dogodkov pa naj bodo Z1, Z1 + Z2, 




Slika 2.2: Zaporedni dogodki [1] 
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Na podlagi enačbe (2.40) smo ugotovili, da je čas do prvega dogodka Z1 porazdeljen 
eksponentno s parametrom ρ. Če časovno izhodišče postavljamo po vrsti v trenutke Z1, Z1 
+ Z2, Z1 + Z2 + Z3 ..., dobimo enake porazdelitve za čase Z2, Z3 ..., ki so med seboj 
neodvisni. Poissonov proces karakterizira lastnost, da tvorijo čas do prvega dogodka in časi 
med dvema zaporednima dogodkoma množico neodvisnih spremenljivk {Z1, Z2, Z3 ...}, ki 
so porazdeljene po eksponentnem zakonu. To pomeni: »Pri Poissonovem procesu ni 
pomembno, kdaj se je zgodil zadnji dogodek. Če izberemo kot izhodišče katerikoli 
trenutek, je dolžina časovnega intervala do naslednjega dogodka porazdeljena eksponentno 
z istim parametrom. Poissonov proces torej nima spomina.« [1] 
 
Omenili smo, da bomo izračunali čas do nastopa r-tega dogodka, ta čas označimo z Yr [2]: 
                (2.43) 
 
Prikažimo gostoto verjetnosti za Yr, ki je podana z Erlangovo porazdelitvijo, ki jo dobimo z 
r-kratno konvolucijo eksponente funkcije [1, 2]: 
   ( )  
 (  )    (   )
(   ) 
     (2.44) 
 
Naslednja izraza predstavljata povprečno vrednost in varianco Yr [2]: 









V nadaljevanju bomo prikazali, kakšna je pri Poissonovem procesu porazdelitev števila 
dogodkov N(t) v časovnem intervalu fiksne dolžine (0, t] oz. kakšna je verjetnostna 
porazdelitev za zasedbo stanj. [1] 
 
Verjetnost, da se do časa t zgodi N(t) = i dogodkov [2]: 
  ( )   [ ( )   ] (2.47) 
 
Verjetnost, da se do časa t + Δt zgodi N(t + Δt) = i  [2]: 
  (    )   [ (    )   ] (2.48) 
 
Za množico {pi(t)} naredimo sistem diferencialnih enačb, kjer izberemo časovni interval  
Δt > 0 [1]: 
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  (    )   [ (    )   ] 
  [ ( )       (      )        
 ( )         (      )        
 ( )         (      )            ] 
  [ ( )   ]  [ (      )   | ( )   ]  
  [ ( )     ]  [ (      )   | ( )     ]  
 ∑ [ ( )     ]  [ (      )   | ( )     ]




Izraz (2.49) predstavlja verjetnost, da se do časa t zgodi i dogodkov, v Δt pa nič dogodkov 
ali da se do časa t zgodi i–j dogodkov, v Δt pa j dogodkov. [2] 
 
Pri Poissonovem procesu preidejo pogojne verjetnosti v izrazu (2.50) v navadne verjetnosti 
(2.28), (2.29), (2.30). Izraz (2.49) pri upoštevanju Δt → 0, zapišemo [1]: 
  (    )    ( )(     )      ( )     (  ) (2.50) 
 
»S preureditvijo členov in limitiranjem (2.50), če gre Δt → 0, dobimo sistem diferencialnih 
enačb«: [1] 
  ´( )      ( )       ( )         (2.51) 
 
»Pri tem je p-1(t) identično enaka 0. Rešitve (2.51) morajo zadoščati začetnemu pogoju«: 
[1] 
  ( )      ( )             
   ( )      
(2.52) 
 
δ pomeni Kroneckerjev simbol in velja [1]:  
                              (2.53) 
 
Sistem diferencialnih enačb (2.51) lahko rešimo na veliko različnih načinov, vendar bomo 
to izpustili in zapisali končno obliko enačbe za verjetnost, da se do časa t zgodi i dogodkov 
[1, 2]: 
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  ( )   
(   )
(  ) 
  
         (2.54) 
 
Hudoklin [1] ugotavlja »da je pri Poissonovem procesu število dogodkov v času (0, t] 
porazdeljeno po Poissonovem zakonu s parametrom ρ.« Zapišimo še povprečno vrednost 
in varianco števila dogodkov: 
 [ ( )]     (2.55) 
   [ ( )]     (2.56) 
 
Za izraza (2.55) in (2.56) lahko zapišemo da linearno naraščata s časom t. [2] 
 
 
 Rojstno-smrtni procesi 2.1.3.
Rojstno-smrtni procesi so procesi, ki popisujejo spreminjanje populacije s procesi 
rojevanja in umiranja. Za lažjo predstavo lahko rečemo, da rojstvo pomeni prihod nove 
stranke, smrt pa odhod stranke iz sistema strežbe. [1, 2] 
 





Slika 2.3: Model rojstno-smrtnega procesa v obliki avtomata [2] 
 
Posamezna stanja v modelu, ki ga prikazuje slika 2.3, predstavljajo število strank oz. 
osebkov v sistemu. Ob prihodu nove stranke v sistem se zgodi novo rojstvo, ob odhodu 
postrežene stranke pa se zgodi nova smrt. Za ta model predpostavimo, da v dovolj kratkem 
času Δt → 0 lahko naenkrat vstopi in izstopi samo ena stranka, kar pomeni, da se v zelo 
kratkem času število osebkov lahko poveča ali zmanjša samo za enega. Prav tako so 
dovoljeni samo prehodi (procesi rojstva in smrti) med sosednjimi stanji. Slika 2.3 prikazuje 
tudi verjetnosti pi, da se sistem nahaja v i-tem stanju in ima i osebkov. [2] 
 
Teoretične osnove stohastičnih procesov 
14 
Poglejmo si še razširitev modela (glej sliko 2.4), ki ga prikazuje slika 2.3, kjer prihodi 
tvorijo nova rojstva, ki se pri i osebkih dogajajo s pogostostjo λi, odhodi pa tvorijo nove 
smrti, ki se pri j osebkih dogajajo s pogostostjo µj. Sistem se nahaja v trenutnem stanju i, ki 
predstavlja trenutno število osebkov v sistemu, kapaciteta sistema oziroma maksimalno 




Slika 2.4: Rojstno-smrtni sistem [2] 
 
V praksi so zelo pomembni rojstno-smrtni procesi, pri katerih je pogostost rojstev oz. smrti 
konstantna ali linearno odvisna od stanja (število živih osebkov), v katerem se proces 
nahaja. Rojstno-smrtni procesi se ločijo na linearne in nelinearne procese. Predstavili bomo 
le nelinearne procese, ki jih imenujemo tudi posplošeni procesi. Vseeno pa naštejmo 
osnovne procese, ki lahko nastopajo posamezno ali v kombinacijah [1, 2]: 
- proces imigracije, za katerega velja λi = konst., µi = 0 (i = 0, 1...), 
- proces emigracije, pri katerem je µi = konst. (µ = 1, 2 ...), µ0 = 0, λi = 0 (i = 0, 1 ...), 
- linearni rojstni proces, kjer je λi = iλ, µi = 0 (i = 0, 1 ...), 
- linearni smrtni proces, za katerega velja µi = iµ, λi = 0 (i = 0, 1 ...). 
 
Da dobimo posplošeni rojstno-smrtni proces, mora pri npr. množici i živih osebkov, 
veljati: Verjetnost za rojstvo v intervalu (t, t + Δt] je λi Δt + o(Δt), verjetnost, da ni rojstva v 
(t, t + Δt], pa naj bo enaka 1 – λiΔt + o(Δt). Verjetnost za smrt v intervalu (t, t + Δt] je µiΔt 
+ o(Δt), verjetnost, da ni smrti pa je 1 – µiΔt + o(Δt). Nastop rojstva ali smrti v intervalu (t, 
t + Δt] je neodvisen od časa, ki je potekel od trenutka zadnjega rojstva ali smrti. [1] 
 
Število osebkov, ki predstavljajo populacijo v času t, predstavlja naključno spremenljivko, 
ki jo označimo z N(t). Z pi(t) = P[N(t) = i] pa označimo verjetnost, da je število osebkov 
enako i. [2] 
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V naslednjih izrazih bomo ob upoštevanju predpostavk, ki smo jih razložili pri Poissonovih 
procesih, zapisali verjetnost, da se ob času t + Δt nahaja v populaciji neko število osebkov. 
[2] 
 
Verjetnost, da se ob času t + Δt nahaja v populaciji 0 osebkov, zapišemo kot [2]: 
  (    )    ( ) (               )    ( ) (            ) 
  (    )    ( )[        (  )]    ( )[      (  )] 
(2.57) 
 
Izraz (2.57) pomeni, da ni bilo osebkov in ni novega rojstva ali pa je bil en osebek in je 
umrl. [2] 
 
Verjetnost, da se ob času t + Δt nahaja v populaciji 1 osebek, zapišemo kot [2]: 
  (    )    ( ) (               ) (            )    ( ) 
 (               )    ( ) (            ) 
  (    )    ( )[        (  )][        (  )]    ( )[      (  )] 
   ( )[      (  )] 
(2.58) 
 
Izraz (2.58) pomeni, da obstaja en osebek, ni pa novega rojstva niti ni smrti ali pa je bilo 0 
osebkov in se je eden rodil oz. sta bila dva osebka in je eden umrl. [2] 
 
Verjetnost, da se ob času t + Δt nahajata v populaciji 2 osebka, zapišemo kot [2]: 
  (    )    ( ) (               ) (            )    ( ) 
 (               )    ( ) (            ) 
  (    )    ( )[        (  )][        (  )]    ( )[      (  )] 
   ( )[      (  )] 
(2.59) 
 
Izraz (2.59) torej pomeni, da obstajata dva osebka, ni pa novega rojstva niti ni smrti ali pa 
je bil en osebek, eden se je rodil oz. so bili trije osebki in je eden umrl. [2] 
 
Zapišimo še splošen izraz (2.60) za verjetnost [2]: 
  (    )    ( )[        (  )]    ( )[      (  )] 
  (    )    ( )[        (  )][        (  )] 
     ( )[        (  )]      ( )[        (  )] 
(2.60) 
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Če v izrazu (2.60) zanemarimo o(Δt) ter Δt2 in ga limitiramo, kjer gre Δt → 0, dobimo 
sistem diferencialnih enačb, za katerega se izkaže, da je zelo težko najti rešitve. Zato bomo 
prikazali rešitve v stacionarnem stanju, saj so takrat odvodi enaki 0 in dobimo naslednje 
izraze [2]: 
               
      (     )                      
               
(2.61) 
 
»Oznaka   v indeksih spremenljivk nakazuje, da gre za spremenljivke v stacionarnem 
stanju.« [2] 
 
Izraz (2.61) preuredimo in dobimo verjetnosti za različno zasedbo stanja [2]: 
- Verjetnost za zasedbo 0. stanja v stacionarnem stanju (nič osebkov v sistemu) 
predstavlja p0∞. 
- Verjetnost za zasedbo 1. stanja v stacionarnem stanju (en osebek v sistemu) predstavlja 
izraz: 
    
  
  
    (2.62) 
- Verjetnost za zasedbo 2. stanja v stacionarnem stanju (dva osebka v sistemu) predstavlja 
naslednji izraz: 
    
    
    
    (2.63) 
- Verjetnost za zasedbo 3. stanja v stacionarnem stanju (trije osebki v sistemu) predstavlja 
izraz (2.64): 
    
      
      
    (2.64) 
- Podobno bi nadaljevali z zapisi verjetnosti vse do i = 3, 4 ... n  
- Zapišimo še splošni izraz za verjetnost za zasedbo i-tega stanja, ki podaja verjetnost, da 
se nahaja v sistemu i osebkov v stacionarnem stanju [2]: 
    
           
         
              
       ∏
  
    
   
   
           
(2.65) 
 
Pogostost rojstev in smrti lahko določimo z opazovanjem sistema oz. iz podatkov. Torej 
velja, da če bi lahko izračunali verjetnost p0∞, bi lahko izračunali tudi verjetnosti za 
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zasedbo ostalih stanj v sistemu, kar nas pripelje do tvorbe vsote (2.66) iz katere izpeljemo 
izraz (2.67). 
                    (2.66) 
   [  ∑∏
  
    
   
   
 
   
]    (2.67) 
 
Sedaj iz enačbe (2.67) izpostavimo p0∞ in dobimo izraz za verjetnost v stacionarnem stanju 
[2]: 





  ∑ ∏
  
    
   
   
 




           
         
 




Dragan [2] je v svojem učbeniku zapisal: »Torej se da tudi vsoto S in s tem verjetnost p0∞ 
izračunati iz pogostosti rojstev in smrti, na tej osnovi pa nato lahko izračunamo vse ostale 
verjetnosti v izrazu (2.65). Spomnimo se, da je stacionarna verjetnostna porazdelitev hkrati 
tudi ravnovesna. Vendar pa množica {pi∞} tvori ravnovesno verjetnostno porazdelitev le, če 
je vsota S končna. Kadar ima proces zgolj končno število stanj, je vsota S vedno končna in 
ravnovesna porazdelitev obstaja [1]. V vsakem primeru pa je pogoj za eksistenco 
ravnovesna porazdelitev takšen, da mora biti: S < ∞.« 
 
 
2.2. Množična strežba 
Začetki teorije množične strežbe segajo v leto 1917, ko je A. K. Erlang napisal študijo o 
telefonskem prometu. Bolj podrobno pa je obravnavana v Fellerjevi knjigi iz leta 1950 in v 
drugih poznejših delih. [1] 
 
V vsakdanjem življenju kot tudi v proizvodnji se srečujemo s primeri, da naprava ali 
organizacija opravlja dela po naročilu oz. streže naročnikom. Ponavadi gre za več enakih 
ali podobnih storitev, ki predstavljajo množično strežbo. Velikokrat pa ni možno postreči 
vseh strank hkrati, posledično nastanejo čakalne vrste. To pripelje do višanja stroškov, ki 
so povezani z delovanjem sistema strežbe in pojavi se potreba po analizi sistema in 
planiranju izboljšav. [7, 9] 
 
Čakalne vrste ne nastajajo samo pri strežnih procesih, ampak jih srečamo tudi v 
urbanizaciji, natančneje v prometu. Vzemimo za primer pot do službe, ki je časovno skoraj 
vedno daljša od pričakovanja, saj vedno nekaj čakamo, pa naj bo to zelena luč na 
semaforju ali da pešec prečka cesto... Če malo pomislimo in pogledamo širše, lahko 
opazimo, da pravzaprav čakamo skoraj povsod. [8] 
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Naštejmo nekaj primerov množične strežbe iz vsakdanjega življenja, kjer nastajajo čakalne 
vrste [7]: 
- prodaja vstopnic za kino, gledališče, športne prireditve, 
- prodaja vozovnic na železniških in avtobusnih postajah, 
- strežba v trgovinah in gostinskih obratih, 
- vzdrževanje strojev v tovarnah, 
- servisiranje vozil v mehanični delavnici,  
- strežba na bencinski črpalki itd. 
 
Zelo veliko realnih situacij je možno popisati s sistemi množične strežbe. S pomočjo 
ustreznih matematičnih modelov lahko izračunamo različne karakteriske določenega 
sistema strežbe, pri čemer lahko upoštevamo določene specifike obravnavane situacije 
(npr. porazdelitev časov med prihodi strank v sistem in časov strežbe, število strežnih mest, 
velikosti populacije strank, število čakalnih mest, ki so na voljo, ipd.). Poznavanje 
vrednosti teh karakteristik predstavlja osnovo za načrtovsnje ustreznih izboljšav 
obravnavanega sistema strežbe. [9] 
 
Sistem množične strežbe je sestavljen iz [1]: 
- enega (prikazuje slika 2.5) ali več strežnih mest (prikazuje slika 2.6), 
- procesa prihajanja strank, ki zahtevajo strežbo, 
- procesa strežbe. 
 
Množično strežbo torej delimo na enokanalen oz. enostaven (sistem ima eno strežno 
mesto) ter večkanalen oz. kompleksen (ima več strežnih mest) strežni sistem. Zaradi 
omejenega končnega števila kanalov (tako imenovana strežna mesta) sistem včasih ne 
more takoj ustreči zahtevam strank. Taka situacija omogoča, da kakšno zahtevo zavrne 
(npr. letalo lahko sprejme omejeno število potnikov). Taki množični strežbi rečemo sistem 
z odklonitvami. To težavo lahko rešimo tako, da zahteva, ki ji ni mogoče takoj ustreči, 
počaka na začetek strežbe, kar povzroči nastanek čakalne vrste. Tak sistem imenujemo 




Slika 2.5: Sistem množične strežbe z enim strežnim mestom 
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Slika 2.6: Sistem množične strežbe z več strežnimi mesti 
 
Enostavni sistem strežbe je sestavljen iz treh glavnih karakteristik [1]: 
- vhodni tok strank, 
- mehanizem strežbe, 
- disciplina v sistemu. 
 
Vhodni tok strank predstavlja neko populacijo, ki je lahko končna ali neskončna. Prihod 
strank v sistem se deli na posamičen ali skupinski prihod. Pogostost prihodov je konstantna 
ali se s časom spreminja. Na prihod strank velikokrat vpliva število že prisotnih strank 
(dolge vrste), ki lahko nove stranke pritegnejo ali odvrnejo. Možna je celo prekinitev 
vhodnega toka strank zaradi polne zasedenosti sistema (omejen prostor za čakanje). [1] 
 
Teorija največkrat obravnava primere, pri katerih stranke prihajajo posamezno, časi med 
dvema zaporednima prihodoma pa so neodvisni. Poglejmo tri osnovne modele porazdelitve 
teh časov [1]: 
- neprava porazdelitev – stranke prihajajo v enakomernih presledkih (npr. tekoči trak v 
industriji), 
- eksponentna porazdelitev – zaporedni prihodi tvorijo Poissonov proces, 
- splošna porazdelitev – stranka takoj po zapustitvi ene vrste, vstopi v drugo (npr. v 
trgovini imamo najprej vrsto za kruh, nato za mesne izdelke). 
 
Mehanizem strežbe opredeluje zmogljivost sistema (maksimalno število strank, ki jih 
lahko sočasno postrežemo oz. število paralelnih strežnih mest, ki se giblje med 1 in ∞), 
razpoložljivost sistema (popolna ali nepopolna) in porazdelitev časov strežbe. [1] 
 
Razpoložljivost sistema je popolna, če zaključek ene strežbe sovpada z začetkom druge. V 
kolikor strežnik občasno zapusti strežno mesto, je potrebno specificirati pogostost odhodov 
in porazdelitev časov odsotnosti. [1] 
 
Največkrat se za porazdelitev časov strežbe predpostavi, da so časi strežbe različnih strank 
med seboj neodvisni in enako porazdeljeni. Drugače pa se uporabljajo specifični modeli 
porazdelitev, najpogosteje so uporabljeni naslednji modeli [1]: 
- konstanten čas strežbe – npr. avtomatizirana strežba (avtomati za izdajo vozovnic), 
Teoretične osnove stohastičnih procesov 
20 
- eksponentna porazdelitev časov strežbe – uporablja se, ko je v sistemu veliko število 
strank, ki zahtevajo kratko strežbo, ali manjše število strank, ki zahteva daljšo strežbo 
(klicni center – trajanje pogovorov), 
- Erlangova porazdelitev časov strežbe – uporabi se, ko prva dva modela ne ustrezata 
situaciji. 
 
Disciplina v sistemu množične strežbe je pravilo, ki podaja oz. določa vrstni red strežbe. 
Najbolj običajno pravilo je: »Kdor prvi pride, je prvi postrežen.« V industriji se lahko 
uporablja pravilo: »Kdor zadnji pride, je prvi postrežen.« To pravilo velja npr. pri montaži 
izdelka, kjer najprej izberemo sestavni del, ki se nahaja na vrhu zaloge. Seveda to nista 
edini pravili, saj je disciplina v sistemu lahko neodvisna od vrstnega reda prihodov strank 
(naključna izbira strank, izbira, ki upošteva prioritete ...). [1] 
 
Zaradi preglednejšega in enostavnejšega določevanja vseh strank oz. čakalnih vrst, ki 
sestavljajo sistem, v katerega stranke vstopajo in izstopajo, je bilo uvedeno enotno 
označevanje po Kendallu, ki je uvedel oblike A / B/ c / K / m / Z, kjer oznake pomenijo [9]: 
- A: statistična porazdelitev verjetnosti za čas prihodov strank v sistem, 
- B: statistična porazdelitev verjetnosti za čas obdelave, 
- c: število strežnih mest, delovnih postaj, servisov, 
- K: zmogljivost sistema, 
- m: populacija možnih klientov, ki se nahaja izven sistema, 
- Z: pravila oz. disciplina v sistemu. 
 
V večini primerov se uporablja samo prve tri oznake, ki jih označujemo z zapisom v 
naslednji obliki: vhodna porazdelitev/porazdelitev časov strežbe/število strežnih mest. 
Standardne oznake tega zapisa so [1]: 
- M – predstavlja Poissonov proces dogodkov (prihodov ali zaključkov strežb) oz. 
eksponentno porazdelitev časov med zaporednima prihodoma ali časov strežbe. 
- G – predstavlja splošno porazdelitev časov med zaporednima prihodoma strank ali 
časov strežbe. 
- D – predstavlja nepravo porazdelitev časov med zaporednima prihodoma strank ali 
časov strežbe. 
- r ali s – predstavlja število strežnih mest. 
 
Za lažje razumevanje označevanja modelov sistema množične strežbe opišimo nekaj 
primerov [1]: 
- sistem M/M/r pomeni: vhodni tok strank je Poissonov proces, časi strežbe so 
porazdeljeni eksponentno, število strežnih mest je r; 
- sistem M/G/1 pomeni: vhodni tok strank je Poissonov proces, časi strežbe so 
porazdeljeni po nekem splošnem zakonu, strežno mesto je samo eno; 
- druge tipične oznake sistemov: G/M/r, M/D/r, G/G/r itd. 
 
Sistemi množične strežbe so obravnavani kot rojstno-smrtni procesi, zato stranke 
predstavljajo populacijo, prihodi oz. odhodi pa rojstva oz. smrti osebkov. Sistemi M/M/r 
imajo Markovsko lastnost, drugi sistemi pa te lastnosti nimajo, zaradi tega jih moramo 
obravnavati s posebnimi postopki. [1] 
 
Osnovni veličini, ki opredelujeta sistem množične strežbe, sta [1, 2]: 
- število strank v sistemu ali vrsti, 
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- čas bivanja v sistemu oz. čas čakanja na strežbo. 
 
V praksi se ponavadi uporabljajo limitne vrednosti veličin, ki karakterizirajo sistem po 
daljšem času, če obstaja ravnovesna verjetnostna porazdelitev za zasedbo stanj. Ker bomo 
sisteme množične strežbe opazovali v ravnovesnem stanju, zapišimo ključne statistične 
karakteristike [1, 2, 4]: 
- E(N) oz. L – povprečno število strank v sistemu (vključno s tistimi, ki so v strežbi), 
- E(Nq) oz. Lq – povprečno število strank v vrsti, ki čakajo na strežbo, 
- E(Ns) oz. Ls – povprečno število strank v strežbi, 
- E(W) oz. W – povprečen čas bivanja stranke v sistemu (vsota časa čakanja na strežbo in 
časa strežbe), 
- E(Wq) oz. Wq – povprečen čas čakanja stranke na strežbo, 
- E(Ws) oz. Ws – povprečen čas strank v strežbi. 
 
 
 Osnovni model sistema M/M/1 2.2.1.
Osnovni model ima eno strežno mesto z vhodnim tokom, ki tvori Poissonov proces s 
parametrom λ, časi strežbe pa so neodvisne naključne spremenljivke, porazdeljene po 
eksponentnem zakonu s povprečjem 1/µ. To pomeni, da zaključki strežbe tvorijo 
Poissonov proces s parametrom µ. [1, 2] 
 
Za osnovni model je predpostavljeno [2]: 
- populacija strank je neskončna, 
- prostor za čakanje je neomejen, 




Slika 2.7: Strežni sistem M/M/1 v obliki avtomata [2] 
 
Iz slike 2.7 lahko razberemo, da je pogostost prihodov strank oz rojstev λ ter odhodov 
strank oz. zaključkov strežbe oz. smrti µ vedno enako, ne glede na število osebkov v 
sistemu [2]: 
                 
               
(2.69) 
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Ravnovesno enačbo prejšnjega poglavja predstavlja enačba (2.68). V kolikor pri enačbi 
(2.68) upoštevamo pogoje, ki so zapisani v izreku (2.69), dobimo naslednji izraz [1, 2]: 

























Dobimo novo obliko izraza (2.70) [2]: 





             
 (2.72) 
 
kjer pogoj (2.73) za obstoj ravnovesne porazdelive pravi, da mora biti S končen, ne glede 
na neskončno število členov [2]: 
                (2.73) 
 
Da je pogoj (2.73) izpolnjen, mora biti pogostost prihodov manjša od pogostosti odhodov, 
vrsta pa se lahko začne poljubno daljšati [1, 2]:  
     
 
 
    
    
(2.74) 
 
Vrsto S lahko zapišemo tudi kot geometrijsko vrsto [2]: 
  
 
   
 (2.75) 
 
Z upoštevanjem (2.75) izraz (2.72) dobi novo obliko, ki predstavlja verjetnost za zasedbo 
0. stanja v stacionarnem stanju, kar pomeni, da v sistemu ni osebkov [2]: 
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Pojasnimo sedaj posamezne dele izraza (2.76) [1]: 
- p0∞ = 1 – ρ: predstavlja verjetnost, da v sistemu ni nobene stranke oz. da je strežnik 
nezaposlen; 
- 1 – p0∞ = ρ: predstavlja verjetnost, da je strežnik zaposlen; 
- ρ: predstavlja intenzivnost prometa, ki predstavlja tudi delež časa, ko je strežnik 
zaposlen. 
 
Verjetnost za zasedbo 1. stanja v stacionarnem stanju (en osebek v sistemu) predstavlja 
izraz: 
    
 
 






)   (   ) (2.77) 
 
Verjetnost za zasedbo 2. stanja v stacionarnem stanju (dva osebka v sistemu) predstavlja 
naslednji izraz: 
    
  
  






)    (   ) (2.78) 
 
Verjetnost za zasedbo i-tega stanja v stacionarnem stanju: 
    
  
  






)    (   ) (2.79) 
 
Verjetnost za zasedbo n-tega stanja v stacionarnem stanju: 
    
  
  






)    (   ) (2.80) 
 
Splošna oblika verjetnosti za zasedbo stanj v stacionarnem stanju pri sistemu M/M/1 je [2]: 
     





Zapišimo sedaj še povprečno vrednost števila strank v sistemu E[N(t)] in pripadajočo 
varianco VAR[N(t)] po daljšem času oz. ravnovesju [2]: 
 [ ( )]    
 
   
 
 
   
 (2.82) 
   [ ( )]  
 
(   ) 
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Izračunajmo še povprečno število strank E(Nq), ki čakajo v vrsti. Povprečno število strank 
v sistemu E(N) je enako seštevku povprečnega števila strank v vstri E(Nq) in povprečnega 
števila strank v strežbi E(Ns), iz česar sledi [1, 2]: 
 [  ( )]     
  
   





Sedaj si za naš primer poglejmo še Littlov zakon (glej izrek 2.82), ki je zelo pomemben, 
saj podaja neposredno povezavo med povprečnimi števili strank v vrsti oz. sistemu in 
povprečnimi časi čakanja oz. bivanja strank v vrsti oz. sistemu. [2] 
 ( )      ( ) 
 (  )       (  ) 
 (  )       (  ) 
(2.85) 
 
Z uporabo Littlovega zakona izračunamo [2]: 
- povprečen čas bivanja stranke v sistemu E(W) tako, da E(N) delimo z λ: 
 ( )  






   
 
 
   
 (2.86) 
- povprečen čas čakanja stranke v vrsti E(Wq) tako, da E(Nq) delimo z λ: 
 (  )  










 (   )
 
 
 (   )
 (2.87) 
- povprečen čas čakanja stranke v fazi strežbe E(Ws) tako, da E(Ns) delimo z λ: 
 (  )  















Recimo, da je intenzivnost prometa ρ = λ/µ majhna, kjer velja λ/µ   1 oz. λ   µ. To 
pomeni, da strežnik hitreje streže, kot prihajajo nove stranke, zaradi česar je verjetnost za 
dolge vrste majhna. V tem primeru je strežnik veliko časa nezaposlen, kar ni v redu, zato je 
potrebno poiskati razmerje med dolžino vrste in obremenitvijo strežnika, ki bo podajalo 
čim krajše vrste in čim večjo zaposlenost strežnika. [1, 2] 
 
 
 Sistem M/M/1 z omejenim prostorom za čakanje  2.2.2.
Kot nam že naslov pove, bomo v tem poglavju govorili o sistemu, ki ima omejen prostor za 
čakanje, kar se pogosto dogaja v praksi (omejene dolžine vrste zaradi pomanjkanja 
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prostora) pri npr.: avtomobilskih servisih, avtopralnicah itd. Recimo, da je v sistemu 
prostora za čakanje n-1, kar pomeni, da je največje število strank v sistemu n. Torej za ta 
sistem obstaja možnost, da pogostost prihod strank pade na 0, kar se zgodi, če nova stranka 
naleti na n strank v sistemu. [1, 2] 
 
Pri rojstno-smrtnem procesu za pogostost prihodov in odhodov zapišemo naslednje izraze 
[2]: 
   {
      
     
                
             
(2.89) 
 
Proces ima končno število n stanj, prav tako je vsota S končna za vsako vrednost 
intenzivnosti prometa ρ = λ/µ [1, 2]: 
              ∑  
 
   
 
      
   
 (2.90) 
 
Podobno kot pri osnovnem modelu M/M/1 zapišemo verjetnost za zasedbo 0. stanja v 
stacionarnem stanju, ki pomeni, da v sistemu ni osebkov oz. da je strežnik nezaseden [2]: 




   
      
 (2.91) 
 
Splošna stacionarna porazdelitev za zasedbo stanj pri sistemu M/M/1 z omejenim 
prostorom za čakanje pa je [2]: 
     
 
   
      
             (2.92) 
 
Povprečno število strank v opisanem sistemu zapišemo z izrazom (2.93), ki se ga lahko 
izpelje iz izraza (2.92) [2]: 
 ( )    
 [  (   )        ]
(      )(   )
 (2.93) 
 
Zapišimo verjetnost, da je strežnik zaseden (označimo z P) [2]: 
    
   
      
 
          
      
 
      
      
  (
    
      
) (2.94) 
 
Zapišimo še verjetnost, da je stranka izgubljena oz. ni postrežena ali je sprejeta in nato 
postrežena. Pri tem veljata nasljednja izreka [2]: 
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 (                  )      
 (                )                  
(2.95) 
                      (2.96) 
 
Iz tega sledi [2]: 
 (                )     (                  )         
     
   




Sedaj vpeljimo še dva nova pojma, ki jih bomo uporabili pri naslednjih izpeljavah [2]: 
- efektivna intenzivnost prihodov, kjer upoštevamo le sprejete stranke: 
 ´    (                )   (     )   
  [    
   
      
]   [
              
      
]   [
    
      
] 
(2.98) 
- intenzivnost prometa, izražena z efektivno intenzivnostjo prihodov: 







    
      
]   [
    
      
]   (                ) (2.99) 
 
Podobno kot velja pri osnovnem sistemu, da je povprečno število strank v strežbi enako 
intenzivnosti prometa (E(Ns) = Ls = ρ), velja pri sistemu z omejenim prostorom za čakanje 
naslednji izraz [2]: 




    
      
]   [
    
      
]   (                ) (2.100) 
 
Tako kot pri osnovnem sitemu tudi tukaj velja, da je povprečno število strank v sistemu 
E(N) enako seštevku povprečnega števila strank v vrsti E(Nq) in povprečnega števila strank 
v strežbi E(Ns). S pomočjo tega zakona lahko izračunamo povprečno število strank E(Nq), 
ki čakajo v vrsti [2]: 
 [  ( )]   [ ( )]   ´  
 [  (   )        ]
(      )(   )
  [
    
      
] (2.101) 
 
Zapišimo še Littlov zakon, ki se zaradi upoštevanja λ´ malo razlikuje od osnovnega 
Littlovega zakona [2]: 
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 ( )     ´ ( ) 
 (  )      ´ (  ) 
 (  )      ´ (  ) 
(2.102) 
 
Z uporabo Littlovega zakona izračunamo [2]: 
- povprečen čas bivanja stranke v sistemu E(W), tako da L delimo z λ´: 




 [  (   )        ]
(      )(   )
 [
    
      
]
 (2.103) 
- povprečen čas čakanja stranke v vrsti E(Wq), tako da iz enačbe (2.104) izpostavimo 
E(Wq): 
 ( )   (  )   (  ) 
 
(2.104) 
 (  )   ( )   (  )   ( )  
 (  )
 ´
  ( )  
 
 [
    
      
]
 [
    
      
]




- povprečen čas čakanja stranke v fazi strežbe E(Ws) pa je: 






 Sistem M/M/1 stranka se ustraši vrste 2.2.3.
V sistemu M/M/1 bomo upoštevali, da se stranka, ki naleti na predolgo vrsto, lahko odloči, 
da odide nepostrežena, kar prikazuje tudi slika 2.8. Zato lahko upoštevamo, da se pogostost 
prihodov strank v sistem zmanjšuje sorazmerno z večanjem dolžine vrste. [1, 2] 
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Slika 2.8: Avtomat sistema M/M/1, kjer se stranka ustraši [2] 
 
Za pogostost prihodov in odhodov strank postavimo naslednji izraz [2]: 
   
 
   
        
            
(2.107) 
 
Zapišimo vsoto S, ki jo dobimo z izpeljavo verjetnosti za zasedbo 0. stanja v stacionarnem 
stanju [2]: 






   
  
  




   
     (2.108) 
 
Sedaj zapišimo verjetnost za zasedbo 0. stanja v stacionarnem stanju, ki pomeni, da v 
sistemu ni osebkov oz. da je strežnik nezaseden [2]: 





   
     (2.109) 
 
Splošna verjetnost za zasedbo stanj v stacionarnem stanju, kjer smo ponovno vpeljali 
intenzivnost prometa ρ = λ/µ se glasi [2]: 
    
  
  
              (2.110) 
 
Če vstavimo izraz (2.109) v izraz (2.110), dobimo novo obliko izraza za zasedbo i.-tega 
stanja v stacionarnem stanju [2]: 
    
  
  
              (2.111) 
 
Dobili smo Poissonovo porazdelitev za verjetnost za zasedbo i.-tega stanja v stacionarnem 
stanju. [2] 
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Povprečno število strank v sistemu je v danem primeru [2]: 
 ( )    ∑ 
 
   




   




   
     ∑
    
(   ) 
 
   
 (2.112) 
 
V izraz (2.112) vpeljemo novo spremenljivko m = i - 1 in dobimo novi izraz [2]: 




   






 Sistem M/M/r 2.2.4.
Ta sistem ima r strežnikov, ki so med seboj neodvisni in delajo paralelno. Stranke, ki 
prihajajo, se postavijo v eno vrsto v takem zaporedju, kot prihajajo. Ko se eno izmed 
strežnih mest izprazni, gre v strežbo stranka, ki je prva v vrsti. Če pa je ob prihodu stranke 
več prostih strežnikov, gre stranka h kateremkoli izmed njih. Prihodi strank tvorijo 
Poissonov proces s pogostostjo λ. Časi strežbe posameznih strežnikov so neodvisne 
naključne spremenljivke, ki so ob upoštevanju ekvivalentnosti strežnikov porazdeljene po 
eksponentnem zakonu s povprečjem 1/µ. Vse stranke so v strežbi, dokler je število strank 
manjše od števila strežnikov (i ≤ r) . Ko je strank več kot strežnikov (i > r), bodo nekatere 
stranke morale čakati na prost strežnik (i – r). [1, 2, 4] 
 
Princip delovanja sistema M/M/r predstavlja slika 2.6 na začetku poglavja 2.2. Tako kot pri 
osnovnem sistemu M/M/1 tudi tukaj predpostavimo, da imamo neskončno populacijo z 
neomejenim prostorom za čakanje, kjer velja pravilo »Kdor prvi pride, je prvi postrežen«. 




Slika 2.9: Avtomat za sistem M/M/r [2] 
 
V tem sistemu ima rojstno-smrtni proces parametre, ki so zapisani v izrazu (2.114), kjer je 
µ kapaciteta oz. intenzivnost strežbe posameznega strežnega mesta [2]: 
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   {
        




V izrazu (2.114) predstavlja iµ skupno intenzivnost odhodov postreženih strank, ko je 
strank manj kot strežnikov, rµ pa predstavlja skupno intenzivnost odhodov postreženih 
strank, ko je strank več kot strežnikov. 
 




   
 
 
    (2.115) 
 
Vsoto S dobimo z izpeljavo verjetnosti za zasedbo 0. stanja v stacionarnem stanju [1, 2]: 




(  ) 
  
   
(  ) 
  
 
      
  
 
      
  
      
 ∑
(  ) 
  
 
(  ) 
  (   )
   









        
 
 
   (2.117) 
 
V kolikor pogoj (2.117) ni izpolnjen, ravnovesna porazdelitev ne obstaja, vrsta pa je lahko 
poljubno dolga. [2]  
 
Verjetnost za zasedbo 0. stanja v stacionarnem stanju, ki pomeni, da v sistemu ni osebkov 
oz. da je strežnik nezaseden, se glasi[2]: 






(  ) 
   
(  ) 
  (   )
   
   






Splošna verjetnost za zasedbo stanj v stacionarnem stanju pa je [2]: 
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(  ) 
  
 
(  ) 
  (   )
   
   
                 




(  ) 
   
(  ) 
  (   )
   
   
                     
 (2.119) 
 
Sledi izračun za verjetnost, da mora stranka čakati na strežbo. To pomeni, da so vsi 
strežniki zasedeni oz. da ni prostega strežnega mesta. Najprej zapišimo izraz, s katerim si 
bomo pomagali pri nadaljnjem izračunu [2]: 
 (                           )                    (2.120) 
 
Verjetnost, da so vsi strežniki zasedeni in bo stranka morala čakati, predstavlja Erlangovo 
zakasnitev oz formulo C, ki se večinoma uporablja v telefoniji [2]: 
   
(  ) 
  
 
(   )
    
(  ) 
  
 
(   )
∑
(  ) 
  
 
(  ) 
  (   )
   
   
    
 
  
  (2.121) 
 
Tako kot pri prejšnih sitemih, bomo tudi za ta sistem zapisali naslednje statične 
karakteristike [1, 2]: 
- povprečno število strank v sistemu E[N(t)]: 
 [ ( )]       [  
 
   
 
 (  ) 
  (   ) 
]        
 (  ) 
  (   ) 
 (2.122) 
- povprečno število strank v vrsti E[Nq(t)]: 
 [  ( )]        
 (  ) 
  (   ) 
 (2.123) 
 
Littlov zakon za sistem M/M/r je [2]: 
 ( )      ( ) 
 (  )       (  ) 
(2.124) 
 
Z uporabo Littlovega zakona izračunamo [1, 2]: 
- povprečen čas bivanja stranke v sistemu E(W): 









    
(  ) 
  (   )   
 (2.125) 
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- povprečen čas čakanja stranke v vrsti E(Wq): 
 (  )  
  
 
    
(  ) 




 Sistem M/M/r z omejenim prostorom za čakanje 2.2.5.
Tako kot sistem M/M/1 tudi sistem M/M/r opisuje proces strežbe, ko je prostor za čakanje 
omejen in lahko pogostost prihodov strank pade na 0 (prostor za čakanje je poln). Slika 




Slika 2.10: Avtomat za sistem M/M/r z omejenim prostorom za čakanje [2] 
 
Pogostost prihodov in odhodov v danem rojstno-smrtnem procesu popišemo z naslednjimi 
parametri [2]: 
   {
         
       
 
   {
        




Podobno kot v prejšnem sistemu vsoto S dobimo z izpeljavo verjetnosti za zasedbo 0. 
stanja v stacionarnem stanju [1, 2]: 




(  ) 
  
   
(  ) 
  
 
      
  
   




(  ) 
  
 
(  ) 
  
   
   
∑  
 
   
 ∑
(  ) 
  
 
(  ) 
  
   
   
(      )
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Verjetnost za zasedbo 0. stanja v stacionarnem stanju (v sistemu ni osebkov oz. strežnik je 
nezaseden), je enaka [2]: 









(  ) 
  
   
(  ) 
  
 
      
  
   
      
  
    
 
  
  (2.129) 
 
V sistemu z omejenim prostorom za čakanje je splošna verjetnost za zasedbo stanj v 
stacionarnem stanju enaka [1, 2]: 










(  ) 
   
(  ) 
  
   
   
(      )
(   )
                   




(  ) 
  
 
(  ) 
  
   
   
(      )
(   )
                       
 (2.130) 
 
Zapišimo še izraz za povprečno število strank v vrsti, kjer vpeljemo novo spremenljivko 
N= r + n, ki predstavlja maksimalno število strank v sistemu [2]: 
 [  ( )]     
    (  )
 
  (   ) 
[    (   )       ] (2.131) 
 
V danem sistemu se tako kot pri sistemu M/M/1 z omejenim prostorom za čakanje 
upošteva efektivno intenzivnost prihodov λ´. Povprečno število strank v sistemu E[N(t)] je 
[2]: 
 [ ( )]        ´     
 ´
 
    
 (       )
 
      (       ) (2.132) 
 
V izrazu (2.132) je verjetnost, da je stranka sprejeta oz ostane v sistemu, izražena kot [2]: 
                                      (2.133) 
 
Povprečno število strank v sistemu E[N(t)] pa lahko, ob upoštevanju izrazov (2.131) in 
(2.130), zapišemo tudi drugače [2]: 
 [ ( )]    ∑  
   
   
    (2.134) 
 
Littlov zakon za sistem M/M/r z omejenim prostorom za čakanje je podoben Littlovemu 
zakonu za sistem M/M/1 z omejenim prostorom za čakanje [2]: 
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 ( )     ´ ( ) 
 (  )      ´ (  ) 
(2.135) 
 
Sledijo izrazi, izračunani z uporabo Littlovega zakona [2]: 
- povprečen čas bivanja stranke v sistemu E(W): 





 (       )
 (2.136) 
- povprečen čas čakanja stranke v vrsti E(Wq): 





 (       )
 (2.137) 
 
Povezava med izrazoma (2.136) in (2.137) [2]: 




    ´
 ´










Za konec zapišimo še verjetnost, da stranki ni potrebno čakati, kar z drugimi besedami 
pomeni, da vsi strežniki niso zasedeni [2]: 
 (    )   (       )     
 (       )     (    )    (                       )  






3. Primeri nalog 
V tem poglavju bomo podali primere nalog za modele množične strežbe, ki jih bomo 
kasneje uporabili v raziskovalnem delu diplomske naloge. 
 
 
3.1. Sistem M/M/1 z omejenim prostorom za čakanje 
Sistem M/M/1 z omejenim prostorom za čakanje obravnava primer bencinske črpalke [2]. 
 
Mimo Petrola z eno samo črpalko za črpanje kurilnega olja in 9 dodatnimi parkirnimi mesti 
za cisterne vozi v povprečju 20 tovrstnih vozil na uro, kjer načrpajo novo gorivo. Če so vsa 
parkirna mesta zasedena, nočejo tvegati z nevarnim parkiranjem in odpeljejo naprej. 
Vozniku vzame v povprečju 12 minut časa za črpanje in plačevanje nafte. Koliko cistern 
bo v povprečju na uro napolnilo svoje rezervoarje (povprečno število strank v sistemu)? 
Koliko časa bo v povprečju vzelo vozniku za nahajanje na črpalki (povprečen čas 
nahajanja stranke v sistemu)? Kolikšna je verjetnost, da je v sistemu 10 cistern, in 
verjetnost, da je v sistemu manj kot 10 cistern (med 0 in 9)? 
 
Podatke in problem lahko zapišemo na naslednji način: 
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Maksimalno število strank v sistemu: 
         (                                        
                                ) 
(3.2) 











    (3.3) 
 
Povprečno število strank v sistemu izračunamo na osnovi izraza (2.93): 
   ( )  
 [  (   )        ]
(      )(   )
  
 
 [  (    )          ]
(     )(   )
 
 [  (  )          ]
(     )(   )
         
(3.4) 
 
Torej bo v povprečju na uro napolnilo svoje rezervoarje na črpalki 9,66666 cistern. 
Povprečen čas nahajanja stranke v sistemu izračunamo na osnovi izraza (2.103). V ta 
namen najprej izračunamo efektivno pogostost prihodov λ´ na osnovi izraza (2.98): 
 ´   [
    
      
]    [
     
     
]    [
     
     
]          (3.5) 
 
Povprečen čas nahajanja stranke v sistemu je na osnovi izraza (2.103) naslednji: 




       
       
        (3.6) 
 
Torej bo povprečen čas, ki ga porabi cisterna za zadrževanje na črpalki, enak 1,93 ure. 
Očitno je ta čas zelo velik, zato se v takšnih primerih upravljalec takšnih sistemov običajno 
raje odloči za več strežnih mest (več kanalov). Na osnovi izraza (2.92) izračunajmo še 
verjetnost, da je v sistemu 10 cistern: 
     
 
   
      
  
      
  
   
       
    
   
     
    
 
     
 
       
       
      
(3.7) 
 
Torej je cca 75-odstotna verjetnosti, da se v sistemu nahaja 10 cistern. Verjetnost, da je v 
sistemu manj cistern kot 10, je na osnovi izraza (2.96) naslednja: 
                       
                      
 (                   )                     
(3.8) 
Torej je cca 25-odstotna verjetnosti, da se v sistemu nahaja manj kot 10 cistern (od 0 do 9). 
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3.2. Sistem M/M/r z omejenim prostorom za čakanje 
Sistem M/M/r z omejenim prostorom za čakanje obravnava prihod strank na avtobusno 
postajo [2]. 
 
Prihodi strank na avtobusni kolodvor z r okenci tvorijo Poissonov proces s pogostostjo 
prihodov 6/min. Časi prodaje vozovnic so neodvisni in porazdeljeni eksponentno s 
povprečjem 1/3 min. Odgovorite na naslednja vprašanja: 
a) Kolikšno minimalno število okenc je potrebno, da vrste ne bodo poljubno dolge? 
b) Denimo, da je r = 4. Nova stranka bo čakala na vozovnico, če je število strank pred 
okenci (v sistemu) ≤ 5, sicer odide brez vozovnice, če je r + n = 4 + 2 = 6 oz. sta v 
čakalnici že 2 stranki. Odtod sklepamo, da je v čakalnici prostora za največ 2 stranki, 
sicer začnejo stranke odhajati nepostrežene. 
c) Kakšna je ravnovesna porazdelitev verjetnosti za dani proces? 
d) Kakšno je povprečno število strank pred okenci (v sistemu)? 
e) Kakšna je verjetnost, da stranki ni treba čakati na nakup vozovnice? 
 
Najprej zapišimo podatke: 
  
 








    
 
 
   
 
(3.9) 







   
 
 




   (3.10) 
 
kar nam da izraz: 
           (3.11) 
 
Torej so na kolodvoru potrebna vsaj 3 okenca, da se vrste ne bodo poljubno dolgo kopičile. 
 
b)  r = 4 – imamo sistem M/M/4, model za omejen prostor za čakanje. Na osnovi slike 2.10 






Slika 3.1: Avtomat za dani primer 
 
Iz slike 3.1 je razvidno, da so lahko strežene hkrati največ 4 stranke in da se še največ 2 
stranki nahajata v čakalnici (oz. je lahko največ 6 strank v sistemu). 
 
c) Ravnovesno porazdelitev verjetnosti za dani proces dobimo, če izračunamo vse 
verjetnosti za zasedbo posameznih stanj v stacionarnih razmerah. V ta namen 
uporabimo izraz: 
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(3.13) 
 
Če izraz (3.13) vstavimo v izraz (3.12), dobimo: 
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 (3.14) 
 
V nadaljevanju je potrebno na osnovi izrazov (2.129) oz. (2.128) izračunati tudi verjetnost 
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(3.15) 
 
Torej za verjetnost p0∞ = 1/S velja: 





   















Če izraz (3.16) upoštevamo v izrazu (3.14), dobimo: 
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 (3.18) 
 
Najprej izračunajmo verjetnosti p1∞, p2∞, p3∞, p4∞: 
















   





























Nato izračunajmo še verjetnosti p6∞, p7∞: 
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Ravnovesna porazdelitev vseh verjetnosti v stacionarnem stanju je torej sledeča: 























d) Povprečno število strank v sistemu lahko izračunamo na dva načina. Pri prvem načinu 
uporabimo izraz (2.134) in dobimo: 
 ( )    ∑  
   
   
    ∑ 
   
   
     
                                            
   
  
  
   
  
  
   
 
  
   
 
  
   
 
  










 ( )       ̅̅̅̅     (3.23) 
 
Povprečno število strank v sistemu je torej cca 2. 
 
Pri drugem načinu najprej na osnovi izraza (2.131) izračunamo povprečno število strank v 
vrsti: 
    (  )  
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Nato na osnovi izraza za ρ´v izrazu (2.132) dobimo: 




 (       )
 








Na osnovi izraza (2.132) lahko izračunamo povprečno število strank v sistemu: 











Očitno dobimo enak rezultat, kot smo ga dobili pri prvem načinu v izrazu (3.22). 
 
e) Izračunajmo še verjetnost, da stranki ni potrebno čakati na nakup vozovnice. V ta 
namen si pomagamo z izrazom (2.139) in dobimo: 
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(3.27) 
 









4. Raziskava urejenosti servisa 
gospodarskih vozil 
V raziskovalem delu diplomske naloge se bomo osredotočili na servis gospodarskih vozil 
izbranega podjetja. Za servis bomo po metodah množične strežbe izračunali trenutno stanje 
pretočnosti strank in poskušali izboljšati produktivnost servisa. Za izračun bodo 
uporabljeni naslednji sistemi: 
- sistem M/M/1 z omejenim prostorom za čakanje, 
- sistem M/M/1 stranka se ustraši vrste in 
- sistem M/M/r z omejenim prostorom za čakanje.  
 
 
4.1. Opis podjetja  
Izbrano podjetje je bilo ustanovljeno leta 1992. Na sliki 4.1 je prikazana njegova celotna 
ureditev. Podjetje zastopa blagovni znamki Mercedes-Benz in Smart. V Sloveniji ima štiri 
regijske centre (Ljubljana, Maribor, Celje in Koper). Poleg prodaje vozil (osebnih in 
tovornih) ponujajo še druge storitve, kot so: servisiranje, zavarovanje, registracije, rent-a-
car, vulkanizerske storitve, tehnične preglede, poslovne najeme ter originalne rezervne 
dele. [10] 
 
Podjetje ima v lasti več servisov vozil, v regijskem centru Ljubljana pa se nahaja tudi 
servis gospodarskih vozil, ki je pooblaščeni servis za vozila Mercedes-Benz, Unimog in 
Puch. Servis deluje že od leta 1952 in je eden izmed največjih serviserjev za gospodarska 
vozila Mercedes-Benz v Sloveniji. [11] 
 
V servisu gospodarskih vozil je zaposlenih 40 ljudi, od tega: 
- 20 produktnih delavcev (prodaja ur), 
- 1 orodjar, 
- 5 delavcev v motorni delavnici, 
- 3 skladiščniki, 
- 4 sprejemniki, 
- 3 tehnični koordinatorji, 
- 2 delavca za obračune, 
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- 1 generalni referent, 
- 1 vodja. 
 
 
Slika 4.1: Shema podjetja Autocommerce 
 
 
4.2. Sistem servisa 
Servis tovornih vozil deluje tako, da se stranka najprej oglasi pri oz. pokliče sprejemnika, 
ki nato poda prost termin. Večina strank (88 %) pride brez prednaročila. V kolikor se 
stranka strinja s terminom, se le-ta rezervira. Ob določenem terminu stranka pripelje 
vozilo, ki ga pusti na površinah, namenjenih čakanju (te površine lahko vidimo na sliki 4.2, 
ki prikazuje tloris površin podjetja, namenjenih servisni dejavnosti) in vstopi v sprejemno 
pisarno, kjer se s sprejemnikom dogovori za vrsto potrebnih opravil. Po končanem 
dogovoru lahko stranka zapusti servis in do končanega dela ne potrebuje skrbeti za vozilo. 
Sprejemnik izda nalog za prispelo vozilo, ki ga nato preda enemu izmed serviserjev, ki bo 
opravil delo. Serviser nato pripelje vozilo v delavnico, kjer opravi naročeno delo. Po 













Avtosalon Pralnica Vulkanizer 
Mehanična 1 Mehanična 2 Elektro Kleparska / Ličarska Strojna 
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zaključen nalog, sprejemnik pa pokliče stranko, da je delo opravljeno in da lahko prevzame 
vozilo. 
 
Delovni čas servisa je od ponedeljka do petka, od 7. do 20. ure, vendar v tem času večina 
serviserjev dela samo od 7. do 15. ure, od 15. do 20. ure pa je v delavnici samo dežurni 




Slika 4.2: Shema tlorisa površin izbranega podjetja [12] 
 
 
4.3. Izračun karakteristik 
Kot smo že prej omenili, bomo raziskavo izvajali na servisu gospodarskih vozil, in sicer 
bomo za raziskavo upoštevali samo redne servisne posege.  
 
V letu 2016 je bilo v podjetju 3536 obiskov vozil za redni servis, kar pri 252 delovnih 
dnevih nanese povprečno 14,03 vozila na dan. Od tega je bilo samo 12 % strank naročenih, 
ostali obiski so bili nenačrtovani, kar povzroča še daljše čakalne vrste, kot bi bile sicer.  
 
Število servisnih kanalov, ki so namenjeni rednim servisnim posegom, je 10, prav toliko je 
tudi sreviserjev, ki opravljajo te posege. Povprečen čas oz. norma rednega servisa je 7,9 
ure, iz česar razberemo, da 1 delavec za redni servis potrebuje cel delovni dan (8-urni 
delavnik). Seveda delo vedno ne poteka, kot bi moralo, saj je včasih potrebno postoriti še 
kakšno dodatno delo, ki podaljša čas samega servisa. Ocena časovnega odstopanja od 
rednega servisa znaša 1,2 uri in se pojavi pri približno 15 % vseh vozil (natančneje 530,4 
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vozila). Če upoštevamo ta odstopanja pri celotnem številu vozil, to povzroči podaljšanje 
servisnega časa za 0,18 ure, kar pomeni, da redni servis povprečno traja 8,08 ure. 
 
Servisna delavnica ima seveda tudi parkirna mesta, namenjena vozilom, ki so v čakalni 
vrsti za servis. To število je zaradi prostorske stiske omejeno na 19 parkirnih mest. 
 
 
 Izračun sistema M/M/1 z omejenim prostorom za 4.3.1.
čakanje 
V tem podpoglavju bomo servis obravnavali kot enokanalni sistem, zato da pokažemo 
razlike med enokanalnim in večkanalnim sistemom. Na sliki 4.3 je prikazan sistem M/M/1 




Slika 4.3: Sistem M/M/1 z omejenim prostorom za čakanje 
 
Najprej zapišimo podatke: 
  









Maksimalno število strank v našem sistemu bo: 
      (4.2) 
 
Nato izračunamo intenzivnost prometa: 
          (4.3) 
 
Izračunajmo povprečno število strank v sistemu: 
         (4.4) 
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Izračun nam pove, da se v sistemu nahaja v povprečju 19,924 vozila. 
  
Sledi izračun efektivne pogostosti prihodov λ´: 
 ´        (4.5) 
 
Povprečen čas nahajanja vozila v sistemu: 
 ( )            (4.6) 
 
Povprečen čas, ki ga porabi vozilo za servis, je enak 160,677 ur.  
 
Povprečen čas čakanja vozila v vrsti: 
 (  )            (4.7) 
 
Vozilo povprečno čaka na strežbo 152,612 ur. 
Izračunajmo še verjetnost, da je v sistemu 20 vozil: 
          (4.8) 
 
Verjetnost, da je v sistemu 20 vozil, je 92-odstotna, kar pomeni, da je le 8 % možnosti, da 
sistem ni poln.  
 
Na podlagi verjetnosti izračunajmo še verjetnost za zasedbo i-tega stanja, ki bo v našem 
primeru 20 (vseh mest je 20): 
             (4.9) 
 
Verjetnost, da se stranka odloči vstopiti v sistem pri polni vrsti, je 3-odstotna. 
 
 
Rezultati in diskusija  
 
V tej nalogi smo obravnavali servis kot sistem z enim strežnim mestom oz. enim delovnim 
kanalom. Posledica samo enega strežnega mesta je prišla do izraza že na začetku naloge, 
ko smo izračunali, da je v sistemu v povprečju skoraj 20 vozil, s kar 92-odstotno 
verjetnostjo. Zelo velik povprečen čas vozila v sistemu (160,677 ur) nam prav tako pove, 
da je pri taki obiskanosti servisa in prevelikim časom vozila v sistemu nesmiselno imeti 
samo eno strežno mesto, zato je nujno potrebno imeti več strežnih mest, ki v izbranem 
podjetju tudi obstajajo. Poleg tega smo izračunali še verjetnost, da se stranka ustraši 
predolge vrste čakajočih in raje odide drugam – obstaja kar 97-odstotna verjetnost, da bo 
stranka pri polni zasedenosti raje odšla drugam. Z izračuni smo potrdili tezo, da je eno 
strežno mesto bistveno premalo za tako številčen obisk. 
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 Izračun sistema M/M/r z omejenim prostorom za 4.3.2.
čakanje 
V nadaljevanju bomo izračunali sedanje stanje servisa. Servis bomo predstavili kot 
večkanalni sistem z 10 kanali oz. strežnimi mesti. Servis deluje po sistemu M/M/10, ki 
predstavlja model z omejenim prostorom za čakanje. To pomeni, da je lahko hkrati 
servisiranih 10 vozil, hkrati pa je omogočeno 19 vozilom čakati na označenih mestih. Slika 
4.4 prikazuje opisan sistem M/M/r z omejenim prostorom za čakanje. Celotni izračuni tega 


















             








(      ) 
  
                            
(      )     
   
                
 (4.12) 
 
Izračun verjetnosti p0∞ = 1/S. Za vsoto S dobimo: 
               (4.13) 
 
Torej za verjetnost p0∞ = 1/S velja: 
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   (4.14) 
 
Upoštevajmo (4.14) v izrazu (4.15): 




(      ) 
  
                                   
(      )     
   
                       
  (4.15) 
 
V preglednici 4.1 so prikazani rezultati ravnovesne porazdelitve vseh verjetnosti v 
stacionarnem stanju, za katere so izračuni (8.7), (8.8) in (8.9) prikazani v prilogi B. 
 
Preglednica 4.1: Ravnovesna porazdelitev vseh verjetnosti v stacionarnem stanju 
Verjetnost pi∞ Rezultat Verjetnost pi∞ Rezultat Verjetnost pi∞ Rezultat 
0           10           20           
1           11           21           
2           12           22           
3           13           23           
4           14           24           
5           15           25           
6           16           26           
7           17           27           
8           18           28           
9           19           29           
 
 
Preverimo, ali so rezultati pravilni: 
                              (4.16) 
 
Izračunamo povprečno število vozil v vrsti: 
          (4.17) 
 
Povprečno število vozil v vrsti je 16,582. 
Izračunamo ρ´: 
 ´     (4.18) 
 
Sedaj izračunamo povprečno število vozil v sistemu: 
 ( )         (4.19) 
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V servisu se povprečno nahaja 26,582 vozil. 
Povprečen čas bivanja vozila v sistemu: 
 ( )           (4.20) 
 
Povprečen čas čakanja vozila v vrsti: 
 (  )           (4.21) 
 
Verjetnost, da stranki ni potrebno čakati na servis: 
 (       )            (4.22) 
 
Verjetnost, da stranki ni potrebno čakati na servis, je cca 0,0652-odstotna. 
 
 
Rezultati in diskusija 
 
Na začetku naloge smo zapisali podatke, nato smo se lotili izračuna. Najprej smo 
izračunali vsoto S, ki je potreba za izračun verjetnosti za zasedbo 0. stanja v stacionarnih 
razmerah, ta pa je potrebna za nadaljnje izračune verjetnosti za zasedbo posameznih stanj. 
Po izračunu smo zapisali ravnovesno stanje in preverili pravilnost izračunov, ki smo jo 
potrdili tako, da smo pri seštevku vseh verjetnosti za zasedbo stanj dobili vsoto, enako 1. 
Sledil je izračun za povprečno število vozil v vrsti, ki znaša 16,582 vozil. Nato smo 
izračunali, da se v servisu v povprečju nahaja 26,582 vozil. Povprečen čas, ki ga vozilo 
preživi v sistemu, je 21,436 ur (kar pri 8-urnem delavniku pomeni 2,68 delovnih dni), 
preživeti čas v vrsti pa traja 13,372 ur (kar pri 8-urnem delavniku pomeni 1,67 delovnih 
dni). Na koncu naloge pa smo še preverili verjetnost, da stranki ni potrebno čakati na 
servis, ki znaša le 0,0652 %. 
 
Začnimo pri povprečnem številu vozil v sistemu, saj menim, da je preveliko, saj so 
zasedena skoraj vsa čakalna mesta. Hkrati s tem številom je veliko tudi število vozil v 
vrsti. To se pozna v preživetem času vozila v sistemu in v vrsti, saj oba časa znašata več 
kot en in pol delovni dan. Že med računanjem podatkov sem zaznal, da je servis 
prezaseden oz. da so časi in število vozil v sistemu preveliki. To sem z zadnjim izračunom 
verjetnosti, da stranki ni potrebno čakati na strežbo, še potrdil.  
 
Menim, da je servis preobremenjen, zato je potrebno uvesti spremembe za boljše 
poslovanje. Predalgam: 
- povečanje števila delovnih kanalov, 
- povečanje števila delavcev na delovnem kanalu, 
- uvedba dvoizmenskega delavnika, 
- dodatne ugodnosti za stranke, ki se naročijo na servis.   
 
Zaradi prostorske omejitve lahko možne spremembe omejimo na: 
- povečanje števila delavcev na delovnem kanalu, 
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- uvedba dvoizmenskega delavnika, 
- dodatne ugodnosti za stranke, ki se naročijo na servis. 
 
 
 Izračun sistema M/M/r z omejenim prostorom za 4.3.3.
čakanje z uvedbo dvoizmenskega delavnika 
V tem poglavju bomo izračunali karakteristike za servis z uvedbo dvoizmenskega 
delavnika. Izračunali in zapisali bomo samo karakteristike, ki se spremenijo, ostale 















             
         
(4.24) 
 
Vsota S je enaka: 
          (4.25) 
 
Torej za verjetnost p0∞ = 1/S velja: 
           
   (4.26) 
 
Upoštevajmo (4.29) v izrazu (4.30): 




(     ) 
  
                                   
(      )     
   
                       
  (4.27) 
 
Preglednica 4.2 prikazuje rezultate verjetnosti od p0∞ do p29∞, za katere so izračuni (9.6) in 
(9.7) prikazani v prilogi C. 
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Preglednica 4.2: Verjetnosti od p0∞ do p29∞ 
Verjetnost pi∞ Rezultat Verjetnost pi∞ Rezultat Verjetnost pi∞ Rezultat 
0           10           20           
1           11           21           
2           12           22           
3           13           23           
4           14           24           
5           15           25           
6           16           26           
7           17           27           
8           18           28           
9           19           29           
 
 
Preverimo, ali so rezultati pravilni: 
                             (4.28) 
 
Izračunamo povprečno število vozil v vrsti: 
         (4.29) 
 
Povprečno število vozil v vrsti je 0,558. 
Izračunamo ρ´: 
 ´        (4.30) 
 
Sedaj izračunamo povprečno število vozil v sistemu: 
 ( )       (4.31) 
 
V servisu se povprečno nahaja 7,63 vozil. 
Povprečen čas bivanja vozila v sistemu: 
 ( )        (4.32) 
 
Povprečen čas čakanja vozila v vrsti: 
 (  )          (4.33) 
 
Verjetnost, da stranki ni potrebno čakati na servis: 
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 (       )        (4.34) 
 
Izračunajmo še število potrebnih strežnih mest pri 8-urnem delavniku, da se vrsta ne bo 
nekontrolirano kopičila. 
  
      
 
   (4.35) 
 
Izraz (4.40) preuredimo in dobimo: 
                 (4.36) 
 
 
Rezultati in diskusija 
 
Z uvedbo dvoizmenskega delavnika se nam spremeni eden izmed glavnih vstopnih 
podatkov, pogostost prihodov strank se nam zmanjša od 1,754 vozil/h na 0,877 vozil/h, 
intenzivnost strežbe pa ostane enaka. Prav tako je to glavni razlog za vse nadaljnje 
spremembe pri rezultatih. Intenzivnost prometa je padla od 1,4145 na 0,7073, kar je skoraj 
za polovico manj od prejšnje vrednosti. Verjetnost za zasedbo 0. stanja v stacionarnih 
razmerah se je povečala na          , povečale so se tudi skoraj vse ostale verjetnosti za 
zasedbo stanj. Ponovno smo preverili pravilnost izračunov, tako da smo sešteli vse 
verjetnosti za zasedbo stanj in pri tem dobili vsoto 1, kar dokazuje pravilnost izračunov. 
Nato smo izračunali, da se v čakalni vrsti povprečno nahaja 0,558 vozil, v celotnem 
sistemu pa 7,63 vozil. Povprečen čas vozila v sistemu je enak 8,7 ure, povprečen čas vozila 
v vrsti pa enak 0,636 ure. Nova verjetnost, da stranki ni potrebno čakati na servis, znaša 
kar 76,7 %. Zaradi zanimanja smo na koncu izračunali še minimalno potrebno število 
delovnih kanalov pri 8-urnem delavniku, ki preprečuje predolge vrste: potrebujemo vsaj 15 
kanalov, da preprečimo predolge vrste.  
 
Uvedba dveh izmen se nam je že na začetku pokazala kot dobra, saj smo prepolovili 
pogostost prihodov strank in posledično prepolovili tudi intenzivnost prometa. Z izboljšavo 
smo dosegli upad čakalne vrste od 16,582 vozil na samo 0,558 vozil, kar je za približno 16 
vozil manj. To pomeni, da smo čakalne vrste skoraj izničili. Tako kot so upadle čakalne 
vrste, se je zmanjšalo tudi povprečno število vozil v servisu – od 26,582 na samo 7,63. 
Posledično sta se občutno zmanjšala tudi povprečen čas vozila v sistemu, od 21,436 ure na 
pičlih 8,7 ure, in povprečen čas vozila v vrsti, od 13,372 ure na samo 0,636 ure, kar 
pomeni, da je stranka skoraj takoj na vrsti. Verjetnost, da stranki ni potrebno čakati na 
servis, se je zvišala za neverjetnih 76,635 %.  
 
Menim, da je ta sprememba pozitivna, saj smo razbremenili prekomerno zasedenost in s 
tem izboljšali pretočne čase in čakalne vrste. Mislim tudi, da bi zaradi produktivnosti in 
zaslužka bilo boljše, da bi bilo povprečno število vozil v servisu tolikšno, kolikor je 
strežnih mest, saj bi tako 100-odstotno izkoristili prostor in delovno silo. Rešitev za to bi 
bila: 
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- manj delavcev v izmeni oz. v jutranji izmeni 10 delavcev, v popoldanski pa npr. 5 
delavcev (za optimalno delovanje bi bilo potrebnih vsaj 15 strežnih mest – 10 v jutranji 
in 5 v popoldanski izmeni), 
- povečanje števila strank (to bi lahko dosegli z dodatnimi ugodnostmi in boljšim 
oglaševanjem).  
Rešitev s povečanjem števila strežnih mest pa žal ni izvedljiva zaradi prostorskih omejitev. 
 
 
4.4. Pregled in rangiranje rezultatov 
V preglednici 4.3 bomo predstavili pregled naj pomembnejših rezultatov poglavja 4. 
 



























M/M/1 1,754 0,124 20 14,145 19,924 / 160,677 152,612 / 




0,877 0,124 29 0,7073 7,63 0,558 8,7 0,636 76,7 
 
 
Sedaj bomo rezultate obravnavanih sistemov ranginrali po metodi tehtanega uvrščanja, kjer 
bomo uvedli še metodo enostavne posamezne primerjave kriterijev, kar prikazujejo 
preglednice od 4.4 do 4.7. 
 
Metodo tehtanega uvrščanja smo izbrali zato, ker menimo, da so predlogi neenakovredni. 
Pri tem postpoku se za vsako idejo oz. predlog rešitve poišče odgovor na vprašanje »Kako 
ideja oz predlog rešitve ustreza posameznemu kriteriju?«. [14] 
 
Najprej izvedemo uvrstitev predlogov rešitev po posameznem kriteriju od K1 do K6, kar 
prikazuje preglednica 4.4. Upoštevamo tudi faktor pomembnosti kriterijev, s katerimi 
izračunamo uteži kriterijev, ki jih nato upoštevamo pri izračunu vrednosti posameznih 
mest, kot prikazuje preglednica 4.6. Sledi enostavno uvrščanje znotraj posameznega 
kriterija, razvidno v preglednici 4.5. S tem določimo število posameznih mest 
posameznega predloga. Nato za število posameznih mest izračunamo mestne vrednosti, kar 
prikazuje preglednica 4.7 v zgornjem levem kotu. Na koncu seštejemo vrednosti 
posameznih mest, ki smo jih dobili z množenjem posameznega predloga in pripadajoče 




Raziskava urejenosti servisa gospodarskih vozil 
55 
Preglednica 4.4: Podatki za tehtano uvrščanje 
  Predlogi rešitev  

















Kriteriji K1 Intenzivnost 
prometa 
6 14,145 1,4145 0,7073 0,5        
   
       
K2 Povp. štev. 
vozil v vrsti 
3 / 16,582 0,558 0,8        
   
       
K3 Povp. štev. 
vozil v 
sistemu 
5 19,924 26,582 7,63 0,6        
   
       
K4 Povp. čas 
čakanja v vrsti 
1 152,612 13,372 0,636 1,0        
   
       
K5 Povp. čas 
preživet v 
sistemu 
4 160,677 21,436 8,7 0,7        
   
       
K6 Verjetnost, da 
ni potrebno 
čakanje 
2 / 0,0652 76,7 0,9        
   
    
Vsota: 4,5 100 
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Preglednica 4.5: Enostavno uvrščanje znotraj posameznega kriterija 
  Predlogi rešitev 







Sistem M/M/r dve 
izmeni 
Kriteriji K1 Intenzivnost prometa 11,11 3. 2. 1. 
K2 Povp. št. vozil v vrsti 17,78 3. 2. 1. 
K3 Povp. št. vozil v sistemu 13,33 2. 3. 1. 
K4 Povp. čas čakanja v vrsti 22,22 3. 2. 1. 
K5 Povp. čas preživet v 
sistemu 
15,56 3. 2. 1. 
K6 Verjetnost da ni potrebno 
čakanje 
20 3. 2. 1. 
 
 
Preglednica 4.6: Tehtano uvrščanje posameznega predloga rešitve po vseh kriterijih 
 Predlog rešitve 
PR1 PR2 PR3 
Mesto 1. / /                  
           
                
         
2.                           
                
               
        
/ 
3.           
                
               
        
                / 
Vsota 1 1 1 
 
 











PR1 PR2 PR3 
Mesto 1. / /       
2.                                 / 
3.                                 / 
Vsota 1,1333 1,8667 4 
KVR 3. 2. 1. 
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Iz preglednice 4.7 lahko razberemo, da je prvo mesto dosegel tretji predlog rešitve. S tem 
smo ponovno dokazali, da je ta predlog najboljša rešitev izmed podanih predlogov. 
 
Preglednica 4.8: Primerjava trenutnega stanja in predloga rešitve 3 
Kriterij Trenutno stanje (PR2) M/M/r dve izmeni (PR3) Sprememba [%] 
Intenzivnost prometa 1,4145 0,7073 50 
Povp. štev. vozil v vrsti 16,582 0,558 96,6 
Povp. štev. vozil v sistemu 26,582 7,63 71,3 
Povp. čas čakanja v vrsti 13,372 0,636 95,2 
Povp. čas, preživet v sistemu 21,436 8,7 59,4 
Verjetnost, da ni potrebno 
čakanje 
0,0652 76,7 117638 
Povprečen čas servisa 8,08 8,08 0 * 
Opomba: *Povprečen čas servisa ostane nespremenjen, saj ga določa standard Mercedes-Benza. 
Preglednica 4.8 v % prikazuje, za koliko se izboljšajo rezultati trenutnega stanja po uvedbi 
dvoizmenskega delavnika. Iz nje lahko razberemo, da so se rezultati izboljšali za najmanj 
50 %, največjo spremembo pa opazimo pri verjetnosti, da ni potrebno čakati na strežbo, ki 
se je izboljšala za kar 117638 %. Povprečen čas servisa je ostal nespremenjen, saj je 








V diplomski nalogi smo najprej predstavili teoretična ozadja stohastičnih procesov in 
množične strežbe, ki so bili potrebni za raziskovalno delo. V raziskovalnem delu naloge 
smo: 
1. prikazali, da je za tako številčen obisk servisa nesmiselno imeti samo eno strežno mesto 
(PR1), saj je povprečno število vozil v servisu 19,924, zaradi tega se vozilo v strežbi 
nahaja 160,677 ur, od tega v vrsti čaka 152,612 ur, kar je popolnoma nesprejmljivo za 
stranko; 
2. izračunali realno stanje servisa (PR2), ki je pokazalo, da je v servisu povprečno 26,582 
vozil, od tega 16,582 vozil čaka v vrsti, kar pomeni, da je vozilo v strežbi povprečno 
21,436 ure, od tega v vrsti preživi 13,372 ur, in da je verjetnost, da stranka ne bo čakala 
v vrsti, samo 0,0652 %; 
3. iz izračunanih podatkov ugotovili, da je servis preobremenjen in da verjetnost, ki 
prikazuje, ali bo stranka čakala v vrsti, ni sprejemljiva; 
4. uvedli dvoizmenski delavnik; 
5. ponovno preračunali (PR3) in ugotovili, da je sedaj v servisu povprečno le 7,63 vozil, od 
tega v vrsti le 0,558 vozil, zato je upadel povprečen čas vozila v servisu na sprejemljivih 
8,7 ure, od tega v vrsti le 0,636 ure, narasla pa je tudi verjetnost, da stranki ne bo 
potrebno čakati v vrsti, na kar 76,7 %; 
6. iz preglednice 4.5 ugotovili, da je uvedba dvoizmenskega delavnika najboljša rešitev, 
saj se tako bistveno zmanjša obremenitev servisa, , in da se v drugi izmeni ne potrebuje 
celotne delovne ekipe, ampak zgolj 5 delavcev oz. polovica ekipe; 
7. v preglednici 4.6 prikazali, da se intenzivnost prometa izboljša za 50 %, povprečno 
število vozil v vrsti se zmanjša za 96,6 %, povprečno število vozil v sistemu se zmanjša 
za 71,3 %, povprečen čas čakanja v vrsti se zmanjša za 95,2 %, skrajša se tudi 
povprečen čas, preživet v sistemu, za 59,4 %, največje izboljšanje pa predstavlja 
verjetnost, da stranki ne bo potrebno čakati v vrsti, kar za 117638 %, čas samega servisa 
pa ostane enak, ker ga določa standard podjetja Mercedes-Benz. 
 
Z diplomskim delom smo dokazali, da je servis gospodarskih vozil v sedanji situaciji 
preobremenjen in da so potrebne izboljšave. Kot rešitev smo uvedli dvoizmenski delavnik, 
ki se je izkazal za dobro rešitev, saj smo vse parametre izboljšali za več kot polovico. 
 
 
Predlogi za nadaljnje delo 
 
Predlogi za nadaljnje delo izboljšav: 
- izračun karakteristik množične strežbe za vse oddelke servisa gospodarskih vozil 
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- pregled odstopanja med uveljavljenimi standardi Mercedes-Benza in stanjem v podjetju 
- raziskava ustreznosti časov delovnih norm (ali jih lahko izboljšamo) 
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7. Priloga A: Izračuni poglavja 4.3.1. 
Izračuni sistema M/M/1 z omejenim prostorom za čakanje. 
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8. Priloga B: Izračuni poglavja 4.3.2. 
Izračuni sistema M/M/r z omejenim prostorom za čakanje 
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9. Priloga C: Izračuni poglavja 4.3.3 
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