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（6） SeeLukeHutton&TristanHenderson,Beyond the EULA: Improving Consent for Data Mining, in
trAnsPArent dAtA mining for Big And smAll dAtA147,149（TaniaCerquitellietal.eds.,2017）.
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た一例を示すものとして，viktoriA Wöhrer, dAtA Protection And tAxPAyers’ rights: chAllenges creAted 
By AutomAtic exchAnge of informAtion377-378（2018）参照。
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Learn About Machine Learning,51u.c.d. l. rev.653,668（2017）参照。
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neWs （July 31 , 2020）,https://www.abc.net.au/news/ 2020 - 07 - 31 /robodebt-refunds-top- 220 -million-
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received-a-debt-notice-from-Centrelink;IsabellaAlberti,The Double Side of Artificial Intelligence in the Public 
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グデータ利用とデータマイニング―」慶應法学 31 号 321 頁以下（2015）参照。
（12） SeeMichaelL.Rich,Machine Learning, Automated Suspicion Algorithms, and the Fourth Amendment, 164
u. PA. l. rev.871,875（2016）;Lehr&Ohm,supra note（9）,at658.予測的警察活動に関する日本の状況に
ついては，次の資料等を参照。犯罪・交通事象・警備事象の予測における ICT 活用の在り方に関する有識者
研究会「犯罪・交通事象・警備事象の予測における ICT 活用の在り方に関する提言書」（2018），https://
www.keishicho.metro.tokyo.jp/kurashi/anzen/anshin/ict_teigen.html，警察庁「令和 2 年　警察白書」85 頁
（2020）参照。京都府警察における導入について，国立国会図書館調査及び立法考査局「科学技術に関する
調査プロジェクト 2017 報告書　人工知能・ロボットと労働・雇用をめぐる視点」75～78 頁〔瀬戸崇志＝江
間有沙〕（2018）参照。
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Successful Implementation Strategies,nAtionAl institute of Justice discussion PAPerNCJ230404,1（2009）,
https://www.ojp.gov/pdffiles1/nij/grants/230404.pdf.
（14） SeeWAlter l. Perry et Al., Predective Policing: the role of crime forecAsting in lAW enforcement 
oPerAtions1-2（2013）,
 https://www.rand.org/content/dam/rand/pubs/research_reports/RR200/RR233/RAND_RR233.pdf.


























ProPublica による調査結果の記事が有名である。この記事は，公表後，1 年半で 200 以上
の学術論文によって引用されたほどである（19）。ProPublica は，公判前釈放等の場面で利




（17） SeeSolonBarocas&AndrewD.Selbst,Big Data’s Disparate Impact,104CAlif. l. rev.671,674（2016）.
（18） SeeKeithBurbank,Oakland 1st to Ban Predictive Policing, Biometric Surveillance Tech,KTVUfox2（Jan.
15, 2021）,https://www.ktvu.com/news/oakland-bans-predictive-policing-biometric-surveillance-tech;
NathanSheard,Oakland’s Progressive Fight to Protect Residents from Government Surveillance,EFF（Jan.
20, 2021）,https://www.eff.org/ja/deeplinks/ 2021 / 01 /oaklands-progressive-fight-protect-residents-
government-surveillance.
（19） SeeAnneL.Washington,How to Argue with an Algorithm: Lessons from the COMPAS-ProPublica Debate,
17colo. tech. l. J.131,135（2018）.
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の余地は残されている。参考として，例えば，AlexandraChouldechova,Fair Prediction with Disparate 
Impact: A Study of Bias in Recidivism Prediction Instruments （2017）,https://arxiv.org/abs/ 1703 . 00056 ;
















用してはならない。また，COMPAS リスク評価は，判断の際に考慮されうる数多く存在する要因の 1 つに
すぎない（巡回裁判所は，COMPAS リスク評価に加えて，その判断を独立的に裏付ける要因を説明しなけ
ればならない）。
 　さらに，裁判所に提出される COMPAS リスクアセスメントを含む判決前調査報告書（Presentence
InvestigationReport）には，次の注意事項を書面で記載しなければならない。




 ③ COMPAS のリスク評価スコアに関する研究の中には，マイノリティの犯罪者を再犯リスクが高いと偏っ
て分類しているのではないかという疑問を提起するものがあること
 ④ COMPAS のリスク評価スコアは，集団のデータに基づいているため，特定の高リスクの個人ではなく，
高リスクの犯罪者の集団を識別することができるものであること
 ⑤ COMPAS は，量刑判断の際に利用するためではなく，矯正局が治療，監督，仮釈放に関する決定を行う
際に利用することを目的として開発されたものであること
（22） See e.g.,KatherineFreeman,Algorithmic Injustice: How the Wisconsin Supreme Court Failed to Protect 
Due Process Rights in State v. Loomis, 18N.C. J.L.&Tech. 75（2016）;Criminal Law - Sentencing 
Guidelines - Wisconsin Supreme Court Requires Warning Before Use of Algorithmic Risk Assessments in 
Sentencing - State v. Loomis 881 N.W.2d749（Wis. 2016）,130hArv. l. rev.1530（2017）;ElloraIsrani,
Algorithmic Due Process: Mistaken Accountability and Attribution in State v. Loomis,Harv.J. l. & tech 
Jolt digest（Aug. 31 , 2017）,https://jolt.law.harvard.edu/digest/algorithmic-due-process-mistaken-
accountability-and-attribution-in-state-v-loomis- 1 ;Han-WeiLiuetal.,Beyond State v. Loomis: Artificial 
Intelligence, Government Algorithmization, and Accountability,27int’l J.l. & info. tech.122（2019）;Leah
Wisser,Pandora’s Algorithmic Black Box: The Challenges of Using Algorithmic Risk Assessments in 
Sentencing,56AM.crim. l. rev.1811（2019）.この判決を取り上げる邦語文献として，緑大輔「判批」判時
2343 号 128 頁以下（2017），山本龍彦「AI と『個人の尊重』」福田雅樹ほか編『AI がつなげる社会』331～
332 頁以下（弘文堂 2017），同「ロボット・AI は人間の尊厳を奪うか？」弥永真生＝宍戸常寿編『ロボット・
AI と法』89～90 頁（有斐閣 2018），山本龍彦＝尾崎愛美「アルゴリズムと公正―Statev.Loomis 判決を素
材に―」科学技術社会論研究 16 号 96 頁以下（2018），柳瀬昇「AI と裁判」山本龍彦編著『AI と憲法』365
～367 頁（日本経済新聞出版社 2018）参照。
（23） KristianLum&WilliamIsaac,To Predict and Serve?,13（5）significAnce 15（2016）,
 https://rss.onlinelibrary.wiley.com/doi/epdf/10.1111/j.1740-9713.2016.00960.x.
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（25） 山本・前掲注（22）「ロボット・AI は人間の尊厳を奪うか？」87 頁参照。予測的警察活動の文脈でいえば，
個人が示す集団的な特徴と結び付いて個人レベルではなく集団レベルでの疑惑に着眼している，認知的な
ショートカットが行われている，かようなバイアスがかかっていると捉えることもできる。SeeAndreW g. 
ferguson, the rise of Big dAtA Policing: surveillAnce, rAce, And the future of lAW enforcement128
（2017）.　翻訳版として，アンドリュー・ガスリー・ファガーソン〔大槻敦子訳〕『監視大国アメリカ』199
～201 頁（原書房 2018）参照。
（26） 山本・前掲注（22）「ロボット・AI は人間の尊厳を奪うか？」88～93 頁参照。









































（30） SeeRich,supra note（12）,at884-885;Barocas&Selbst,supra note（17）,at674;SandraG.Mayson,Bias in, 
Bias out, 128yAle l. J. 2218（2019）;MiriamC.Buiten,Towards Intelligent Regulation of Artificial 
Intelligence,10eur. J. risk regul.41,50-53（2019）,https://www.cambridge.org/core/journals/european-
journal-of-risk-regulation/article/towards-intelligent-regulation-ofartificial-intelligence/AF1AD1940B70DB88
D2B24202EE933F1B;YavarBathaee, Artificial Intelligence Opinion Liability,35Berkeley tech. l. J.113,
161（2020）.
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（34） SeeBathaee, supra note（30）,at141-142. 例えば，YavarBathaee,The Artificial Intelligence Black Box and 































（37） SeeOECD,ArtificiAl intelligence in society91-95（2019）;MattTurek,Explainable Artificial Intelligence 
（XAI）,DARPA,https://www.darpa.mil/program/explainable-artificial-intelligence. 原聡「機械学習におけ
る解釈性」人工知能 33 巻 5 号 366 頁以下，同「説明可能 AI」人工知能 34 巻 4 号 577 頁以下，古川直裕「機
械学習システムの法務・コンプライアンスリスク（下）」NBL1150 号 39 頁以下（2019）参照。また，富士通
研究所＝北海道大学「望む結果までの手順を導くことができる『説明可能な AI』を世界で初めて開発」（2021
年 2 月 24 日），https://pr.fujitsu.com/jp/news/2021/02/4.html も参照。
（38） SeeSemaK.Sgaieretal.,The Case for Causal AI,18（3）stAnf. soc. innov. rev.50（2020）,
 https://ssir.org/articles/entry/the_case_for_causal_ai.
（39） See JeffButler,Analytical Challenges in Modern Tax Administration: A Brief History of Analytics at the 
IRS,16ohio st. tech. l. J.258（2020）.
（40） SeeKimberlyA.Houser&DebraSanders,The Use of Big Data Analytics by the IRS: Efficient Solutions or 
the End of Privacy as We Know It,19vAnd. J. ent. & tech. l.817,855（2017）.
―60―






























（41） SeeCarinaC.Federico&DavidB.Blair,Automation and Data Analytics to Drive LB&I Audit Selection,
BloomBerg tAx（June5 ,2019）,https://news.bloombergtax.com/daily-tax-report/insight-automation-and-
data-analytics-to-drive-lb-i-audit-selection.
（42） SeeHouser&Sanders,supranote（40）,at847-848;KimberlyA.Houser&DebraSanders,The Use of Big 




（d）（1）and3516;OfficeofManagementandBudget,Guidelines for Ensuring and Maximizing the Quality, 

















（46） SeeFederico&Blair,supra note（41）;JoshuaA.Krolletal.,Accountable Algorithms,165u. PA. l. rev.633,
658（2017）. 納税者からの情報公開請求に関して，Gillinv.IRS,980F.2d819（1stCir.1992）が参考となる。
この事件の概要は次のとおりである。
 　Gillin 氏は，IRS の Jacksonville 事務所の調査官が，自身が AndoverServiceCenter に提出した 1985 年分
の連邦所得税申告書を入手して調査していることを知っていた。IRS は同氏に法定の納税額不足通知を発行
するための期間制限の延長に同意をするよう求めたが，同氏が拒絶したところ，IRS は申告是認を決定した（不





解し，公開しなかった。⑤ IRS の事務所間で「管轄権」を移すために AndoverServiceCenter に使用され
た全文書と手続的規則の写しについては，担当部署の「管轄権」の問題ではないと狭義に解し，公開しなかっ
た。⑤について，連邦地裁は文書の探索等を指示し，IRS は多数の応答文書を提示したが，一部は FOIA に
よる適用除外を主張し，墨消しの処置を行った。控訴審 Gillinv.IRS,980F.2d819 は地裁の判断を支持し，
墨消しの可否のみを判断し，次のとおり判示した。
 　数学的手法を用いて調査が必要な確定申告書を特定する DIF スコアリングについて，「開示された証拠に
よると，墨消しされた情報はすべて DIF スコアで構成されていた。DIF スコアリングは，調査の必要度が最
も高い申告書を特定するために用いられる数学的手法である。IRS は，この DIF スコアリングの手法に関す
る情報を厳重に保護している。これは，その情報を知ることで，あくどい納税者が申告書を調整して DIF ス
コアを下げ，調査の可能性を減らすことができるからである。かような情報は，他の法律によって特に開示
が免除されているものには FOIA は適用されない旨を定める FOIA552 条（b）（3）と，『調査のための申告
書の選定に使用される又は使用されるべき，あるいはそのような基準を決定するために使用される又は使用
されるべきデータ』の開示を免除する IRC6103 条（b）（2）に基づいて，FOIA の開示の適用から除外される」
（980F.2d819,822）。ただし，IRC6103 条（b）（2）（D）には「開示することによって内国歳入法に基づく
査定，徴収又は執行を著しく損なうと長官が判断した場合」という条件が付されている。
（47） 1974 年プライバシー法への抵触問題も含めて，Houser&Sanders,supranote（40）,at836 参照。この問題
について，望月爾「デジタル化・グローバル化と納税者権利保護―税務行政のデジタル化の進展とその影響
を中心に―」日本租税理論学会編『租税上の先端課題への挑戦』〔租税理論研究叢書 30 号〕142 頁（日本租
税理論学会 2020），石村・前掲注（10）63 頁以下も参照。
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こ と を 指 摘 す る も の と し て，DavidF.Engstrom&DanielE.Ho,Algorithmic Accountability in the 























































































見に当たるのか，調査の必要性要件（税通 74 の 2 等）を満たすのか，という問題を提起することも可能で
ある。
―66―
千葉商大論叢　第 59 巻　第 1 号（2021 年 7 月）
しても国税庁が自ら収集するデータを重要視する道を進むのかといったように，いくつか
の道に分岐している。どの道に進むかに応じて，柔軟な対策を講じる必要がある。












権の制限（税通 74 の 2 等）など既存のプライバシー保護装置のみではカバーできまい。
この点については，分野が異なるものの，次の指摘も参考になる（66）。
（59） 参考となる最近の文献として，MichaelHatfield, Taxation and Surveillance: An Agenda,17yAle J. l. & 
tech.319（2015）（hereinafterTaxation and Surveillance）;MichaelHatfield,Privacy in Taxation,44flA. st. 
u. l. rev.579（2017））（hereinafterPrivacy in Taxation）;AdamB.Thimmesch,Tax Privacy?,90temP. l. 
rev.375（2018）参照。渕圭吾「日本の納税者番号制度」日税研論集 67 号 33 頁以下（2016），髙橋祐介「納
税者番号制度と納税者の秘密の保護」日税研論集 67 号 183 頁以下（2016），漆さき「国際的情報交換におけ
る納税者の権利保護」論究ジュリ 26 号 83 頁以下（2018），石村耕治「AI 税務と税務専門職の将来像を展望
する第 1 回～第 7 回・最終回―税務のスマート化とタックスプライバシー―」税務事例 51 巻 3 号 73 頁以下，
4 号 40 頁以下，5 号 44 頁以下，6 号 50 頁以下，7 号 75 頁以下，8 号 60 頁以下，9 号 50 頁以下（2019），税
研 216 号（2021）の特集「プライバシー権と税制」掲載の各論稿も参照。
（60） 例えば，山本龍彦「個人主義とセグメント主義の相剋（覚書）―『パーソナライズド』の意味―」情報法制
研究 2 号 54～55 頁（2017）参照。SeealsoHatfield,Taxation and Surveillance, supra note（59）,at340-350;
Hatfield,Privacy in Taxation, supra note（59）,610 - 614（“Betweenthepressureof thetaxgapandthe
efficiencypotentialof informationtechnology,weshouldexpect theIRStocollectmoreandmoretax-
relevantinformationoverthenexttwenty-fiveyears”）.
（61） SeeDmitriJegorov,Technological Advances in Administering Taxes: Will There Be a Tax Office in the 
Future?,74Bulletin for internAtionAl tAxAtion598,607（2020）.
（62） SeeOECD,TAx AdministrAtion 3.0, supra note（1）
（63） 山本・前掲注（60）54 頁参照。







税の法と政策』231 頁以下（有斐閣 1996）〔初出 1994〕参照。

































（67） SeeElectronicFrontierFoundation,IRS Training Course,IRT-WBTcontent2009（2009）,https://www.
eff.org/document/internet-research-tools. IRS が Facebook から情報を得ていることの参考として，「IRS の
税金詐欺の女王」と自称していたともいわれる RashiaWilson氏の事件がある。同氏は，他人の ID を不正
利用するなりすまし詐欺により税金の還付を受けていたところ，同氏の Facebook の投稿が原因でそのこと
が発覚し，有罪とされた。IRS は，同氏の Facebook の公開アカウントを検索し，情報を得ていたといわれ
ている。SeeHouser&Sanders,supranote（40）,at836,839-840;RobertW.Wood,Queen of Tax Fraud 
Gets 21 Year Prison Term: For the Second Time,forBes（Mar.6,2015）,https://www.forbes.com/sites/
robertwood/ 2015 / 03 / 06 /queen-of-tax-fraud-teasing-i-cant-be-caught-gets- 21 -years-prison-for-the-second-
time/?sh=45a5c91b4d15.
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つなげる社会』124～127 頁（弘文堂 2017），山本・前掲注（22）「AI と『個人の尊重』」320 頁以下，山本・














報に該当することなどを理由に（行政情報公開 5 二～四，六柱書・イ，行政個人情報 14 三
～五，七柱書・イ，平成 17 年 4 月付け国税庁「行政機関の保有する情報の公開に関する法
律に基づく処分に係る審査基準」），開示が認められない可能性が高い（70）。
　例えば，情報公開・個人情報保護審査会の答申（平成 19 年 4 月 16 日・平成 19 年度（行
個）答申第 1 号）は，行政機関の保有する個人情報の保護に関する法律に基づく開示請求
事案において，「所得税及び消費税の調査選定に当たっての具体的選定理由，事務処理上








な行為の発見を困難にするおそれがあると認められる。」と述べている（令和 2 年 8 月 3 日・
令和 2 年度（行個）答申第 58 号も参照）。
　また，同審査会の答申（平成 31 年 3 月 11 日・平成 30 年度（行情）答申第 474 号）は，
行政機関の保有する情報の公開に関する法律（以下「情報公開法」という）に基づく開示
請求事案において，「国税総合管理システムによる還付申告機械チェックにおける還付保
留基準に関する情報」が記載されている部分について，同法 5 条 6 号イの不開示情報に該
（69）ブラックボックス性について，技術的要因と法制度的要因に加えて，アルゴリズムは「最小限の透明性義務の
下で運営され，利益の最大化を図る民間企業」によって実装されていることがほとんどであるという組織的要
因を挙げるものとして，GuidoNotoLaDiega,Against the Dehumanisation of Decision-Making: Algorithmic 
Decisions at the Crossroads of Intellectual Property, Data Protection, and Freedom of Information,9JiPitec
3,9-10（2018）,https://www.jipitec.eu/issues/jipitec-9-1-2018/4677 参照。また，技術的要因は，当事者のリテ
ラシーの問題とも関わる。“opacityastechnical literacy” の存在を指摘するものとして，JennaBurrell,How 
the Machine “Thinks”: Understanding Opacity in Machine Learning Algorithms,Big dAtA soc.（Jan.6 ,
2016）,https://journals.sagepub.com/doi/full/10.1177/2053951715622512 参照。
（70） 犯則事件の場合には，純粋の刑事司法とは異なるがそれと密接に関連するものであり，行政機関の保有する



























等について（事務運営指針）（平成 12 年 6 月 30 日付課法第 52 号ほか 1 課共同）」の行政文書開示決定処分
のうち，「還付保留基準，還付保留チェック表及び還付申告法人に対する接触体制について記載した部分」）















なる抽象的な可能性ではなく，法的保護に値する程度の蓋然性があるというべきであり，5 条 6 号イに係る
おそれが認められる。」と判示する。この判断は，控訴審である名古屋高裁金沢支部平成 17 年 10 月 12 日判





































な遂行に支障を来すおそれがあることから，情報公開法 5 条 6 号イに該当するものと認められる。」と判示
している。
（73） かかる問題場面については，酒井克彦『裁判例からみる税務調査』97～109 頁（大蔵財務協会 2020）参照。
（74） なお，行政機関が機械学習アルゴリズムを意思決定ツールとして利用するべきかどうかを判断する際の目安
として，行政機関における裁量の広狭の程度を挙げるものとして，EmilyBerman,A Government of Laws 
and Not of Machines,98B.u.l. rev.1277（2018）参照。
（75） 議論の参考として，Mayson,supra note（30）参照。
―72―


























（76） IRS が現在使用している不正検知システムの 1 つである ReturnReviewProgram（RRP）の偽陽性率と他の
システムの偽陽性率を比較検討するものとして，TIGTA,The Return Review Program Increases Fraud 








りうる。SeeJeremyBearer-Friend,Should the IRS Know Your Race?： The Challenge of Colorblind Tax 
Data,73tAx l. rev.1（2019）. かような観点から国税庁による統計の取り方やその公表のあり方が検討され
てもよい。




































（79） SeeDanielleK.Citron,Technological Due Process,85WAsh. u. l. rev.1249,1270-1272（2008）.
（80） SeeAnnaGreen,Humans May Put Too Much Trust in Robots, Study Finds,mentAl floss（Mar.2,2016）,
https://www.mentalfloss.com/article/76387/humans-may-put-too-much-trust-robots-study-finds.
（81） SeeOracle&Savanta,Money and Machines: 2021 Global Study（2021）,
 https://explore.oracle.com/money-and-machines/oracle-money-and-machines-report/. 要約として，日本オ
ラクル「日本を含む 14 カ国，9,000 人調査：67% が，財務管理において自分以上にロボット・AI を信頼する
と回答」（2021 年 3 月 25 日）,https://www.oracle.com/jp/corporate/pressrelease/jp20210215.html.
―74―









（82） 裁判官を例に自動化バイアスを説明するものとして，HarrySurden,Ethics of AI in Law: Basic Questions,













に対して，批判的見解を示すものとして、JayThornton,Cost, Accuracy, and Subjective Fairness in Legal 










 　また、MichaelE.Donohue,A Replacement for Justitia’s Scales: Machine Learning’s Role in Sentencing,













































（87） SeeMirkoBagaric et al.,Erasing the Bias Against Using Artificial Intelligence to Predict Future 
Criminality: Algorithms Are Color Blind and Never Tire,88u. cin. l. rev.1037（2020）.
（88） 参考として，Rich,supra note（12）,at922-923 参照。
（89）参考として，CaryCoglianese,The Transparency President?: The Obama Administration and Open Government,
22governAnce529,537（2009）;CaryCoglianese&DavidLehr,Transparency and Algorithmic Governance,71
Admin. l. rev.1（2019）;StevenM.Appel&CaryCoglianese,Algorithmic Governance and Administrative 
Law,inthe cAmBridge hAndBook of the lAW of Algorithms153,176（WoodrowBarfielded.,2020）参照。
―76―



































（91） 参考として，Surden,supranote（82）,at734;AliciaSolow-Niederman,Administering Artificial Intelligence,







通 74 の 2 等）に関係するばかりでなく，個人の尊重，幸福追求権，平等原則を基本原理





























（94） Privacybydesign については，堀部政男ほか編著『プライバシー・バイ・デザイン』（日経 BP 社 2012），
新保史生「プライバシー・バイ・デザイン」論研ジュリ 18 号 16 頁以下（2016）参照。なお，OECD,TAx
AdministrAtion 3.0,supranote（1）では，compliance-by-design という考え方がちりばめられている。
（95）合理的推論がなされる権利について，SandraWachter&BrentMittelstadt,A Right to Reasonable Inferences: 
Re-Thinking Data Protection Law in the Age of Big Data and AI,2019 colum. Bus. l. rev.494（2019）参照。





























（97） 参考として，Citron,supra note（79）;DanielleK.Citron&FrankPasqual,The Scored Society: Due Process 












































（104）例えば，山本龍彦編著『AI と憲法』（日本経済新聞出版社 2018），山本・前掲注（11）321 頁以下，山本・前
掲注（22）「ロボット・AI は人間の尊厳を奪うか？」79 頁以下，山本龍彦「基調講演　プロファイリング等







立命 385 号 38 頁以下（2019），同「第 4 回納税者の権利に関する国際会議報告―デジタル化時代における納
税者の権利―」税制研究 77 号 144 頁以下（2020）参照。
（107）国税庁は，税務行政における AI の利用を進めるに当たり，統合イノベーション戦略推進会議決定「人間中
心の AI 社会原則」（2019）と，AI ネットワーク社会推進会議「報告書 2019」（2019）の「AI 利活用原則」
に定められている各原則を遵守すべきであることについて，税研 218 号に小稿を掲載予定。
―80―































判所の判断を振り返ってみると，荒川民商事件・最高裁昭和 48 年 7 月 10 日第三小法廷決
定（刑集 27 巻 7 号 1205 頁）や川崎民商事件・最高裁昭和 47 年 11 月 22 日大法廷判決（刑


















 （2021.5.20 受稿，2021.6.25 受理）
（110）参考として，GDPR22 条 1 項参照。
（111）この点に関する議論の参考として，AzizZ.Huq,A Right to a Human Decision,106VA. l. rev.611（2020）
参照。
―82―
千葉商大論叢　第 59 巻　第 1 号（2021 年 7 月）
〔抄　録〕










幸福追求権，平等原則を基本原理として掲げる憲法 13 条や 14 条，あるいは適正手続を保
障する 31 条や 84 条等への抵触問題に発展する可能性があることを指摘した上で，税務行
政のスマート化やデジタル・トランスフォーメーションを進めていくに当たり，国税庁は
これらの点に関して国民に見解や方針を示すべきであると主張する。
―83―
泉　絢也：税務行政における AI（人工知能）・機械学習アルゴリズムの利用と法的問題
