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Abstract
Formally symmetric differential operators on weighted Hardy-Hilbert
spaces are analyzed, along with adjoint pairs of differential operators.
Eigenvalue problems for such operators are rather special, but in-
clude many of the classical Riemann and Heun equations. Symmetric
minimal operators are characterized. A regular class whose leading
coefficients have no zeros on the unit circle are shown to be essentially
self-adjoint. Eigenvalue asymptotics are established. Some extensions
to non-self-adjoint operators are also considered.
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1 Introduction
If
L =
N∑
k=0
pk(z)D
k, D =
d
dz
, (1.1)
is a differential expression whose coefficients pk(z) are analytic on the unit
disk D ⊂ C, it is natural to ask about the action of L as an operator on a
Hilbert space or Banach space of analytic functions on D. Because self adjoint
operators play such a dominant role in applications, their identification and
analysis is likely to be fundamental. A. Villone initiated just such a project
in his dissertation, written under the direction of E.A. Coddington, and in
subsequent papers [10] - [14]. The chosen Hilbert space was the Bergman
space A2 of analytic functions square integrable with respect to area measure
on D. This project was extended in the dissertation of W. Stork, written
under the direction of J. Weidman, as reported in [8, 9].
Both Villone and Stork begin with a minimal operator Lmin on A
2 acting
by Lminf = Lf on the domain Dmin consisting of polynomials in z. Basic
questions include whether Lmin is symmetric, has self adjoint extensions, or
is essentially self adjoint. While the framework appears natural, the class
of symmetric operators Lmin is quite small. The coefficients pk(z) must be
polynomials of degree at most N + k. First order minimal operators are
symmetric if and only if
L = (a2z
2 + a1z + a0)D + (b1z + b0),
with constants aj , bj satisfying
a0 = a2, a1, b0 ∈ R, b1 = 2a2.
This work starts by generalizing the earlier investigations in two ways:
by introducing new Hilbert spaces, and by extending the focus on symmetric
operators to include adjoint pairs of differential operators. The single space
A2 is extended to a more general class of weighted Hardy spaces [7] in which
the functions zn, n = 0, 1, 2, . . . are orthogonal. The adjoint pairs of differen-
tial expressions L, L+ on a weighted Hardy space are still highly constrained;
again, the coefficients pk(z) must be polynomials of degree at most N + k.
In turn, asking for adjoint pairs L, L+ of the same order (a natural require-
ment when symmetry is a central concern) constrains the admissible weights,
3
which are essentially characterized by a single positive parameter. Adjoint
pairs L, L+ have a role in the formally symmetric constructions L+L+, L+L,
and formally symmetric operator matrices such as(
0 L+
L 0
)
.
Expressions L+L and their pertubations will appear as generators of semi-
groups [1, 4]. By exploiting the L+ L+ form, symmetric minimal operators
Lmin are given a straightforward characterization that was missing in the
earlier work.
The next section introduces a class of D− regular expressions. By focus-
ing on symmetric differential expressions whose leading coefficients had no
zeros on the unit circle, Stork [9] identified a class of essentially self-adjoint
minimal operators Lmin. The self-adjoint extensions have discrete spectrum;
a general description of the eigenvalue distribution was provided. Leaning
rather heavily on the operator-theoretic methods of [5], new techniques are
developed below to extend Stork’s result to symmetric D− regular expres-
sions on the weighted Hardy spaces, with related results for non-self-adjoint
operators. A simple formula for the Fredholm index is established.
Continuing the perturbation analysis, the last section provides signifi-
cantly improved eigenvalue estimates for self-adjoint D− regular operators
and their non-self-adjoint perturbations by lower order terms. Initial steps
involve restricting the expressions to the unit circle, applying conventional re-
ductions, and studying the eigenvalue problem for an extended operator in a
conventional Hilbert space of 2π-periodic functions on R. Once the eigenval-
ues are constrained, final results are developed with an operator deformation
argument in the weighted Hardy spaces.
2 Adjoint pairs in weighted Hardy spaces
2.1 Weighted Hardy spaces
A sequence β = {βn, n = 0, 1, 2, . . . } of positive numbers can be used to
define an inner product on the vector space Dmin of polynomials f : C→ C.
For polynomials f1 =
∑∞
n=0 anz
n and f2 =
∑∞
n=0 cnz
n written as power series
whose coefficients are eventually zero, an inner product and corresponding
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norm are given by
〈f1, f2〉β =
∞∑
n=0
ancnβ
2
n, ‖f1‖
2
β =
∞∑
n=0
|an|
2β2n.
The completion of this inner product space is the Hilbert spaceHβ, consisting
of the formal power series g =
∑∞
n=0 anz
n such that
‖g‖2β =
∞∑
n=0
|an|
2β2n <∞.
Hβ has an orthonormal basis given by
en = z
n/βn, n = 0, 1, 2, . . . . (2.1)
Standard examples of weighted spaces Hβ include the classical Hardy space
H2, where, if z = |z|eiθ, the inner product is
〈f, g〉H2 =
1
2π
∫ 2π
0
f(eiθ)g(eiθ) dθ, βn = 1, (2.2)
and the Bergman space A2, with
〈f, g〉A2 =
∫
D
f(z)g(z) dx dy, βn =
√
π/(n+ 1). (2.3)
If multiplication by z, and so polynomials in z, act as bounded operators
on Hβ, then differential expressions L with coefficients in Hβ will satisfy
Lf ∈ Hβ for all f ∈ Dmin. That is, Lmin will be densely defined. The needed
weight condition is easily characterized.
Proposition 2.1. The operator Mzf = zf is bounded on Hβ if and only if
the sequence {βn+1/βn} is bounded, in which case ‖Mz‖ ≤ supn βn+1/βn.
Proof. If f(z) =
∑∞
n=0 anz
n, then
‖zf‖2β = ‖
∞∑
n=0
anz
n+1‖2β =
∞∑
n=0
|an|
2β2n
β2n+1
β2n
.
If
Cβ = sup
n
βn+1/βn <∞, (2.4)
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then ‖zf‖β ≤ Cβ‖f‖β. If βn+1/βn is unbounded, then
‖zn‖β = βn, ‖z · z
n‖β = |
βn+1
βn
||βn|,
and Mz is unbounded.
When Cβ <∞ a simple induction shows that βn ≤ β0C
n
β , implying that
the power series of elements of Hβ converge to an analytic function on some
disk centered at z = 0. The next proposition shows that the condition
lim
n→∞
β1/nn = r, r > 0, (2.5)
implies that Hβ has a natural interpretation as a space of analytic functions
on Dr, the open disk of radius r centered at z = 0.
Proposition 2.2. If (2.5) holds, then every f ∈ Hβ is analytic in the open
disk Dr. For j = 0, 1, 2, . . . and z1 ∈ Dr, the linear functional f
(j)(z1) given
by derivative evaluation is uniformly bounded in the Hβ norm on compact
subsets of Dr. For any R > r, every function analytic in DR belongs to Hβ,
and some functions in Hβ do not extend analytically to DR.
Proof. Suppose f =
∑∞
n=0 anz
n ∈ Hβ. For |z1| < r, the Cauchy-Schwarz
inequality gives
|f (j)(z1)| ≤
∞∑
n=j
|an|n(n− 1) . . . (n− j + 1)|z
n−j
1 |
≤
( ∞∑
n=j
|an|
2β2n
)1/2( ∞∑
n=j
n2j
|z1|
2n−2j
β2n
)1/2
≤ ‖f ||β
( ∞∑
n=j
n2j
|z1|
2n−2j
β2n
)1/2
Since limn→∞(n
2j |z1|
2n/β2n)
1/n = |z1|
2/r2 < 1, the root test shows that the
derivative evaluation functionals are uniformly bounded on compact subsets
of Dr. Since
∑∞
n=0 anz
n converges uniformly on compact subsets of Dr, f(z)
is analytic on Dr.
Suppose that R > r and g(z) =
∑∞
n=0 cnz
n is analytic on DR. For r <
R1 < R this series converges absolutely for |z| ≤ R1, so |cn| < R
−n
1 for
sufficiently large n, and
∑
|cn|
2β2n <∞ by the root test. Finally, the function∑∞
n=1 z
n/(nβn) is in Hβ, but does not extend analytically to DR.
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2.2 Adjoint differential operators
Assume that the weight sequence β satisfies (2.4) and (2.5), while pk(z) ∈ Hβ
for k = 0, . . . , N . A differential expression L =
∑N
k=0 pk(z)D
k, also known
as a formal differential operator, is said to have order at most N . L will
have order equal to N if pN(z) is not the zero function. Since Lf ∈ Hβ
for every f ∈ Dmin, the minimal operator Lmin : Dmin → Hβ acting by
Lminf = Lf is then a densely defined operator on Hβ. Lmin has a Hilbert
space adjoint operator L∗min, but expectations about the adjoint based on
traditional integration by parts computations may be misleading. Typically,
L∗min will not be a differential operator.
The concept of an adjoint pair of operators [5, p. 167] is useful for this
discussion. Two differential operators Lmin and L
+
min are adjoint to each
other if
〈Lminf, g〉β = 〈f,L
+
ming〉β
for all f, g ∈ Dmin. L
∗
min will then be an extension of L
+
min. The corresponding
expressions L and L+ will be called formal adjoints. L is formally symmetric
if L = L+. Being part of an adjoint pair of differential expressions on a space
Hβ is rather restrictive. The next result is similar to one in [10], where it is
assumed that L = L+.
Theorem 2.3. Suppose pk(z) and qk(z) are in Hβ for k = 0, . . . , N , with β
satisfying (2.4) and (2.5). If L =
∑N
k=0 pk(z)D
k has a formal adjoint L+ =∑N
k=0 qk(z)D
k, then L has polynomial coefficients, with deg(pk(z)) ≤ N + k.
Proof. With respect to the basis (2.1), the matrix elements of the differential
expressions satisfy
〈Lem, en〉β = 〈em, L
+en〉β = 〈L+en, em〉β, m, n = 0, 1, 2, . . . .
Differentiation reduces the degree of em, while multiplication of em by an
analytic function pk(z) produces terms of equal or higher degree. Since L
has order at most N ,
〈Lem, en〉β = 0, n < m−N.
L+ has similar behaviour, so
〈Lem, en〉β = 〈L
+en, em〉β = 0, m < n−N,
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or
〈Lem, en〉β = 0, N < |m− n|. (2.6)
The proof now proceeds by induction on the coefficient index, starting
with k = 0. Write p0(z) =
∑∞
j=0 cjz
j and notice that
〈Le0, en〉β = β
−1
0 〈p0(z), en〉β.
The bound (2.6) means that cj = 0 for j > N , so p0(z) is a polynomial of
degree at most N . Suppose pk(z) is a polynomial of degree at most N + k
for k < M . Letting pM(z) =
∑∞
j=0 cjz
j , and using DKeM = 0 for K > M ,
〈LeM , en〉β = 〈pM(z)D
MeM , en〉β +
M−1∑
k=0
〈pk(z)D
keM , en〉β,
with
〈pM(z)D
MeM , en〉β = β
−1
M 〈pM(z)D
MzM , en〉β = β
−1
M M !〈pM(z), en〉β.
The induction hypothesis means that
M−1∑
k=0
〈pk(z)D
keM , en〉β = 0, n > M +N,
while 〈LeM , en〉β = 0 for n > M +N by (2.6), so cj = 0 for j > M +N , and
pM(z) is a polynomial of degree at most M +N .
Proposition 2.4. With the hypotheses of Proposition 2.3, for each L the
formal adjoint L+ is unique. The set of expressions L with Hβ differential
expression adjoints is a complex algebra Aβ closed under the adjoint opera-
tion.
Proof. Suppose
〈Lem, en〉β = 〈em, L
+
1 en〉β = 〈em, L
+
2 en〉β, m, n = 0, 1, 2, . . . ,
with L+1 − L
+
2 =
∑N
k=0 qk(z)D
k. Starting with k = 0, an induction shows
that
0 = 〈em, (L
+
1 − L
+
2 )ek〉β = β
−1
k k!〈em, qk(z)〉β , m = 0, 1, 2, . . . ,
for each k, so L+1 = L
+
2 .
The formulas
(L1 + L2)
+ = L+1 + L
+
2 , (L1L2)
+ = L+2 L
+
1 , (cL)
+ = cL+, c ∈ C
are then easily verified.
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2.3 First order expressions and weight restrictions
It is easy to check that the expressions L = zD, and more generally poly-
nomials in L, have formal adjoints. Since Lzn = nzn, the space Hβ has an
orthonormal basis of eigenfunctions for Lmin, which is thus essentially self
adjoint. For a1, b0 ∈ C, if L = a1zD + b0, then L
+ = a1zD + b0 is adjoint
to L on Hβ without restrictions on β. This example is unusual. For a more
general expression of order 1 satisfying the degree conditions of Theorem 2.3,
the existence of a formal adjoint of the same order imposes additional con-
straints on both the weights and the coefficients of the expression. The weight
restrictions are quite severe.
Consider finding first order adjoint pairs,
L1 = p1(z)D + p0(z), L
+
1 = q1(z)D + q0(z).
By Theorem 2.3, the expressions L1 and L
+
1 have the form
L1 = [a2z
2+a1z+a0]D+[b1z+b0], L
+
1 = [c2z
2+c1z+c0]D+[d1z+d0]. (2.7)
The coefficients are constrained by the requirement 〈L1z
m, zn〉β = 〈z
m, L+1 z
n〉β
for m,n = 0, 1, 2, . . . , or
〈m[a2z
m+1 + a1z
m + a0z
m−1] + b1z
m+1 + b0z
m, zn〉β (2.8)
= 〈zm, n[c2z
n+1 + c1z
n + c0z
n−1] + d1z
n+1 + d0z
n〉β.
The inner products are zero if |m−n| > 1. For the cases m = 0, n = 0, 1
and n = 0 , m = 0, 1 the equations (2.8) are equivalent to
β20b0 = β
2
0d0, β
2
1b1 = β
2
0c0, β
2
0a0 = β
2
1d1. (2.9)
For m ≥ 1 and n ≥ 1, (2.8) is equivalent to the equations
n = m+ 1 : β2m+1(ma2 + b1) = β
2
m(m+ 1)c0, (2.10)
n = m : ma1 + b0 = mc1 + d0,
n = m− 1 : β2m−1ma0 = β
2
m[(m− 1)c2 + d1].
The first and third equations in (2.10) can be recast in the same form,
β2m+1(ma2 + b1) = β
2
m(m+ 1)c0, β
2
m+1(mc2 + d1) = β
2
m(m+ 1)a0. (2.11)
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Eliminating the weights leaves
(mc2 + d1)c0 = (ma2 + b1)a0. (2.12)
The equations (2.9), (2.10), and (2.12) provide the following relations.
d0 = b0, β
2
0c0 = β
2
1b1, β
2
1d1 = β
2
0a0, (2.13)
c1 = a1, c0d1 = a0b1, c0c2 = a0a2.
Theorem 2.5. Let {βn} be a positive sequence. Suppose L1 = [a2z
2+a0]D+
b1z has a formal adjoint L
+
1 = [c2z
2+c1z+c0]D+[d1z+d0] on Hβ. If a2 6= 0,
then b1 = σa2 for some σ > 0. The weights satisfy
β2m+1 = β
2
m
β21
β20
(m+ 1)σ
m+ σ
, (2.14)
and Hβ is a Hilbert space of functions analytic on Dr with r
2 = β21σ/β
2
0 .
Proof. If a2 6= 0, then (2.11) implies c0 6= 0, and then b1 = β
2
0c0/β
2
1 6= 0 from
(2.13). Using c0 = β
2
1b1/β
2
0 in (2.11) gives
β2m+1 = β
2
m
β21
β20
(m+ 1)b1
ma2 + b1
. (2.15)
The weights βm are positive, so
lim
m→∞
β2m+1
β2m
=
β21
β20
b1
a2
> 0,
and b1 = σa2 for some σ > 0.
The weight sequence now satisfies (2.14) so by induction
β2m = β
2
1(
β21σ
β20
)m−1
m−1∏
k=1
k + 1
k + σ
= β21(
β21σ
β20
)m−1
m−1∏
k=1
1 + 1/k
1 + σ/k
, m ≥ 2.
A Taylor expansion gives
lim
m→∞
[m−1∏
k=1
1 + 1/k
1 + σ/k
]1/m
= lim
m→∞
exp
( 1
m
m−1∑
k=1
log(1 + 1/k)− log(1 + σ/k)
)
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= lim
m→∞
exp
( 1
m
m−1∑
k=1
[
1− σ
k
+O(k−2)]
)
= 1,
so
lim
m→∞
β2/mm =
β21σ
β20
.
As in Proposition 2.2, the natural domain for functions in Hβ is Dr.
Define a collection of restricted weight sequences β with
σ > 0, β0 = 1, β
2
1 = 1/σ, β
2
m+1 = β
2
m
m+ 1
m+ σ
, m ≥ 1. (2.16)
The proof of Theorem 2.5 and Proposition 2.2 show that D is the natural
domain for Hβ . With these weight restrictions the adjoint pairs L1, L
+
1 on
Hβ have a simple description.
Theorem 2.6. Let β be a weight sequence satisfying (2.16). On Hβ every
differential expression
L1 = [a2z
2 + a1z + a0]D + σa2z + b0
has a formal adjoint
L+1 = [a0z
2 + a1z + a2]D + σa0z + b0.
Proof. Using the notation of (2.7), notice first that the equations of (2.9)
are satisfied. Since the terms βm are given by (2.16), the equations of (2.10)
become
n = m+ 1 : (m+ 1)(m+ σ)a2 = (m+ σ)(m+ 1)σa2/σ,
n = m : ma1 + b0 = ma1 + b0,
n = m− 1 : (m− 1 + σ)ma0 = m[(m− 1) + σ]a0,
so the equations of (2.10) are satisfied. Since (2.9) and (2.10) are equivalent
to the satisfaction of (2.8), L1 and L
+
1 are an adjoint pair.
The leading coefficient p1(z) of L1 may be an arbitrary polynomial of
degree at most 2. The roots of the leading coefficients of L1 and L
+
1 are
related by a simple transformation.
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Corollary 2.7. Suppose β satisfies (2.16), p1(z) = a2z
2 + a1z + a0 is the
leading coefficient of L1, and L
+
1 is the formal adjoint of L1 on Hβ, with
leading coefficient q1(z). If z1 6= 0, then p1(z1) = 0 if and only if q1(1/z1) = 0.
Proof. By Theorem 2.6 the leading coefficient of L+1 is q1(z) = a0z
2+a1z+a2.
If p1(z1) = 0 then
0 = p1(z1) = z21 [a2 + a1/z1 + a0/z1
2] = z21q1(1/z1).
2.4 Algebraic properties of adjoint pairs
Henceforth, the weight sequence β is assumed to satisfy (2.16). In the proof
of Theorem 2.5 it was noted that (2.5) holds with r = 1. It is easy to check
that (2.4), and so Proposition 2.1, also hold. Let Aβ denote the complex
algebra of differential expressions L with a formal Hβ adjoint expression L
+.
Theorem 2.8. As an algebra, Aβ is generated by its expressions with order
at most one. If L =
∑N
k=0 pk(z)D
k ∈ Aβ, with pN(z) =
∑2N
j=0 cjz
j, then the
leading coefficient of L+ is qN(z) =
∑2N
j=0 cjz
2N−j . If z1 6= 0, then pN(z1) = 0
if and only if qN (1/z1) = 0.
Proof. The claim that Aβ is generated by its expressions with order at most
one is proved by induction on the order, with the case of order at most 1
trivially valid. Suppose the result is true for order less than N and assume
L has order N with (nonzero) leading coefficient pN(z). By Theorem 2.3,
pN(z) is a polynomial of degree K, with K ≤ 2N , which may be written in
factored form
pN(z) = α(z − z1) . . . (z − zK).
By Theorem 2.6, the expressions in Aβ with order at most one may
have any polynomial leading coefficient of degree at most 2. Recall that
if F1, . . . ,FN are differential expressions and the product P = F1 · · · FN is
written in the standard form (1.1), then the leading coefficient of P is the
product of the leading coefficients of the Fm. Since deg(pN(z)) ≤ 2N there
is a product P of N first order expressions F1, . . . ,FN ∈ Aβ whose leading
coefficient matches that of L. P has the formal adjoint F+N . . .F
+
1 . The dif-
ference L− P has strictly lower order than N . By the induction hypothesis
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L − P is in the algebra generated by expressions of order at most one, and
so is L.
Suppose that for m = 1, . . . , N the expressions Fm have leading coeffi-
cients a2(m)z
2 + a1(m)z + a0(m). Then
pN(z) =
2N∑
j=0
cjz
j =
N∏
m=1
(a2(m)z
2 + a1(m)z + a0(m)),
and if qN(z) denotes the leading coefficient of L
+, then by Theorem 2.6
qN (z) =
N∏
m=1
(a0(m)z
2 + a1(m)z + a2(m))
= z2N
N∏
m=1
(a0(m) + a1(m)z
−1 + a2(m)z
−2) = z2N
2N∑
j=0
cjz
−j =
2N∑
j=0
cjz
2N−j .
Finally, if z1 6= 0 and pN (z1) = 0, then
0 =
2N∑
j=0
cjz1
j = z1
2N
2N∑
j=0
cjz1
j−2N = z1
2NqN(1/z1).
Notice that the mapping z1 → 1/z1 taking roots of pN (z1) to roots of qN
extends to z1 = 0 and z1 =∞ in the sense that if pN (z) has degree K ≤ 2N
with z = 0 a root of order m, then qN(z) has degree 2N −m with z = 0 a
root of order 2N −K.
Of course pN(z) = qN (z) when L is formally symmetric, so Theorem 2.8
provides the following corollary.
Corollary 2.9. Suppose L is formally symmetric with order N . Then the
leading coefficient pN(z) has the form
pN(z) = cNz
N +
N−1∑
j=0
[cjz
j + cjz
2N−j ], cN = cN .
The nonzero roots zj of pN(z) are closed under the map zj → 1/zj.
13
Both [10] and [9] consider the problem of characterizing formally symmet-
ric expressions L on A2. Villone [10] succeeds with a fairly complex recursive
technique; a similar method appears again in [14]. Stork [9] shows that for
c 6= 0 and n = 1, 2, 3, . . . the examples
ln,r = (cz
n+r + czn−r)Dn +
r∑
k=1
c
(
r
k
)
(n+ 1)!
(n + 1− k)!
zn+r−kDn−k, 0 ≤ r ≤ n,
are formally symmetric in A2 without providing a characterization of for-
mal symmetry. By taking advantage of simple adjoint formulas, an explicit
characterization for Hβ is possible.
For n = 0, 1, 2, . . . and 0 ≤ r ≤ n define expressions
Bn,r = (zD)
n−rDr.
This is simply a product of first order expressions. The expression zD is
formally symmetric, while the Hβ formal adjoint of D is z
2D + σz by Theo-
rem 2.6. Taking the adjoint factors in reverse order gives
B+n,r = (z
2D + σz)r(zD)n−r.
If n = 0, then B0,0 is simply multiplication by 1. Formally symmetric expres-
sions can be obtained by adding an expression in Aβ to its adjoint expression,
leading to the following observation.
Lemma 2.10. For n = 0, 1, 2, . . . , 0 ≤ r ≤ n, and cn,r ∈ C, the expressions
cn,rBn,r+cn,rB
+
n,r are formally symmetric, with highest order term (cn,rz
n−r+
cn,rz
n+r)Dn when written in the standard form (1.1).
Theorem 2.11. An differential expression L is formally symmetric in Hβ
if and only if it can be written in the form
L =
N∑
n=0
n∑
r=0
[cn,rBn,r + cn,rB
+
n,r]. (2.17)
Proof. The given form is the sum of formally symmetric operators, so is
formally symmetric.
Suppose L is formally symmetric and of order N . If N = 0 then the
expression is multiplication by a real constant. Proceeding by induction,
assume a formally symmetric expression with order less than N has the given
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form. By Corollary 2.9 and Lemma 2.10 the leading coefficient of L can be
matched by a formally symmetric expression
∑N
r=0[cN,rBN,r+cN,rB
+
N,r]. Since
L−
∑N
r=0[cN,rBN,r + cN,rB
+
N,r] has order less than N , it has the desired form
by the induction hypothesis, and so L has the prescribed form.
3 D− regular operators
Although the class of expressions L ∈ Aβ is rather restricted, there is an
interesting overlap with equations of the Fuchsian class. When L ∈ Aβ has
order two, eigenvalue equations Ly = λy include many of the classical Rie-
mann and Heun equations, as well as problems with five regular singular
points. As demonstrated below, the root symmetry in the leading coeffi-
cients of symmetric expressions can lead to existence theorems for analytic
eigenfunctions, a manifestation of global features of the monodromy data at
regular singular points.
Recall that the weight sequences β satisfy (2.16). If the differential ex-
pression L as in (1.1) has coefficients pk(z) ∈ Hβ , the minimal operator Lmin
may be extended to a maximal operator Lmax with the domain,
Dmax = {f ∈ Hβ | Lf ∈ Hβ}. (3.1)
Proposition 3.1. The operator Lmax with domain Dmax is closed in Hβ.
Proof. The argument follows [10]. Suppose fj ∈ Dmax for j = 1, 2, 3, . . . , and
that {fj} and {Lfj} are Cauchy sequences in Hβ, converging respectively to
f and g. By Proposition 2.2 the sequences {f
(k)
j } converge uniformly to f
(k)
on any compact subset K of D, so {Lfj} converges uniformly on K, with
Lf = g.
With additional hypotheses, L may be interpreted as a more conventional
operator on R. If the coefficients pk(z) are analytic on the closed disk D, the
change of variables z = eit on the unit circle leads to a 2π-periodic expression
Lt =
N∑
k=0
pk(e
it)(−ie−it
d
dt
)k, t ∈ R.
If the leading coeffiicient pN(z) has no zeros when |z| = 1, then the leading
coefficient pN(e
it)(−ie−it)N will have no zeros for t ∈ R. The expression Lt
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will then fall into the periodic“regular case” [2, p. 188-194] [3, p. 1280]. Fea-
tures such as closed range and compact resolvent are common for operators
acting by Lt on a variety of domains consisting of 2π-periodic functions,
It seems reasonable to expect a class of such “regular” problems on
Hβ. Say that L is D − regular if the coefficients pk(z) are analytic on
the closed unit disk D, and pN(z) 6= 0 when |z| = 1; in particular the
set {zk | |zk| < 1, pN(zk) = 0} is finite. Stork [9] has shown that if L is
D − regular and formally symmetric on A2, then the closure of the mini-
mal operator Lmin is self adjoint, with compact resolvent. The main goal of
this section is to develop the techniques needed to extend Stork’s result to
formally symmetric expressions on Hβ, with related results for more general
D− regular expressions.
3.1 Hβ Sobolev spaces
For weight sequences β satisfy (2.16), and for k = 0, 1, 2, . . . , define additional
Hilbert spaces Hkβ of functions f ∈ Hβ whose k-th derivative is also in Hβ .
For f =
∑∞
n=0 cnz
n, and g =
∑∞
n=0 bnz
n, the Hkβ inner product is
〈f, g〉k =
∞∑
n=0
(1 + n2k)cnbnβ
2
n,
the norm is given by ‖f‖2k = 〈f, f〉k, and the set of elements is
Hkβ = {f =
∞∑
n=0
cnz
n |
∞∑
n=0
(1 + n2k)|cn|
2β2n <∞}. (3.2)
The fact that multiplication by z acts as a bounded operator can be
extended to a broader class of multiplication operators on the spaces Hkβ .
Let Cβ = supn βn+1/βn. The conditions (2.16) imply 1 ≤ Cβ < ∞, and
Cβ = 1 for σ ≥ 1.
Proposition 3.2. Suppose φ(z) =
∑∞
n=0 αnz
n, with
∑∞
n=0 |αn|2
nkCnβ < ∞.
Then the operator Mφf = φ(z)f(z) is bounded on H
k
β.
Proof. First consider multiplication by z on Hkβ . With f =
∑∞
n=0 cnz
n, and
the usual operator norm ‖Mz‖ = sup‖f‖k≤1 ‖zf‖k,
‖zf‖2k =
∞∑
n=0
(1 + n2k)|cn|
2β2n
β2n+1
β2n
(1 + [n+ 1]2k)
(1 + n2k)
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≤ sup
n
β2n+1
β2n
1 + [n + 1]2k
1 + n2k
‖f‖2k ≤ 2
2kC2β‖f‖
2
k,
so Mz is a bounded operator on H
k
β with norm bounded by 2
kCβ.
The operator norm is submultiplicative, and absolutely convergent series
in the Banach space of bounded operators are convergent, so Mφ is bounded
on Hkβ .
The next lemma uses a standard Fourier series argument.
Lemma 3.3. Suppose f ∈ Hkβ and 0 ≤ j < k. Then for any ǫ > 0 there is a
constant C, independent of f , such that
‖f‖j ≤ ǫ‖f‖k + C‖f‖β. (3.3)
The set B = {f ∈ Hkβ | ‖f‖k ≤ 1} has compact closure in H
j
β.
Proof. For ǫ > 0 the inequality (1 + n2j) ≤ ǫ2(1 + n2k) + C2 holds for n =
0, 1, 2, . . . , and C sufficiently large. Thus
‖f‖2j ≤ ǫ
2‖f‖2k + C
2‖f‖2β ≤ (ǫ‖f‖k + C‖f‖β)
2,
establishing (3.3).
Suppose {fl(z) =
∑∞
n=0 cn(l)z
n} is a sequence in B. For each fixed n, the
sequence cn(l) is bounded, so by the usual diagonalization argument [6, p.
167] the sequence {fl(z)} has a subsequence {fm(z)} such that {cn(m), m =
1, 2, 3, . . .} is a Cauchy sequence in C for each n.
Since ‖fm(z)‖k ≤ 1, for any ǫ > 0 there is an N such that
∞∑
n=N
(1 + n2j)|cn(m)|
2β2n < ǫ, m = 1, 2, 3, . . . .
Since the sequences cn(m) ∈ C are convergent for n < N , the sequence
{fm(z)} is a Cauchy sequence in H
j
β .
Lemma 3.4. If f(z) is analytic in D and Dkf ∈ Hβ, then f ∈ H
k
β.
Proof. Since f(z) is analytic in D, both f and Dkf have power series which
converge for every z ∈ D,
f =
∞∑
n=0
cnz
n, Dkf =
∞∑
n=k
n(n− 1) · · · (n− k + 1)cnz
n−k.
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The assumption that Dkf ∈ Hβ means that
∞∑
n=k
|n(n− 1) · · · (n− k + 1)cnβn−k|
2 <∞.
Now βn−k = βn
∏k
j=1 βn−j/βn−j+1, and limn→∞ βn−j/βn−j+1 = 1, so f ∈
Hkβ since
∞∑
n=k
n2k|cnβn|
2 <∞.
Lemma 3.5. Suppose f(z) ∈ Hkβ, r(z) = (z − z1) . . . (z − zM ), and j is an
integer, with 1 ≤ j ≤ k. Then there is a g ∈ Hkβ such that r(z)D
jf = Djg,
with ‖g‖k ≤ C‖f‖k.
Proof. Since multiplication by z is a bounded operator on Hkβ, the function
F (z) =
∞∑
n=0
cn
n+ 1
zn+1 = z
∞∑
n=0
cn
n+ 1
zn
is inHkβ , with F
′(z) = f(z). Begin an induction with the case r(z) = (z−z1).
By the product rule,
(z − z1)D
jf = Dj [(z − z1)f(z)− jF (z)] = (z − z1)D
jf + jf (j−1) − jf (j−1),
and ‖(z − z1)f(z)− jF (z)‖k ≤ C‖f‖k.
Suppose the result holds when there are fewer than M factors. Then
(z − z1) · · · (z − zM )D
jf = (z − z1)D
jg, and the first case may be applied to
finish the proof.
The next result provides a kind of lower bounded for the operator of
multiplication by a nonzero polynomial r(z) with no roots on ∂D = {|z| = 1}.
Theorem 3.6. Suppose j and k are nonnegative integers. If
r(z) = α
M∏
m=1
(z − zm), |zm| /∈ ∂D, α 6= 0,
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then there are positive constants C1, C2 such that
‖Djf‖k ≤ C1‖r(z)D
jf‖k + C2‖f‖β, (3.4)
for any f ∈ Hk+jβ .
Proof. With f =
∑∞
n=0 cnz
n,
‖zDjf‖2k =
∞∑
n=0
(1 + n2k)(n(n− 1) · · · (n− j + 1))2|cn|
2β2n−j+1
while
‖Djf‖2k =
∑
n=0
(1 + n2k)(n(n− 1) · · · (n− j + 1))2|cn|
2β2n−j+1
β2n−j
β2n−j+1
.
Since limn→∞ βn+1/βn = 1, for any ǫ with 0 < ǫ < 1 there is an N such that
(1− ǫ)2
∞∑
n=N
(1 + n2k)(n(n− 1) · · · (n− j + 1))2|cn|
2β2n−j+1
β2n−j
β2n−j+1
≤
∞∑
n=N
(1 + n2k)(n(n− 1) · · · (n− j + 1))2|cn|
2β2n−j+1
≤ (1 + ǫ)2
∞∑
n=N
(1 + n2k)(n(n− 1) · · · (n− j + 1))2|cn|
2β2n−j+1
β2n−j
β2n−j+1
and so a C > 0, depending on ǫ, such that
(1− ǫ)2‖Djf‖2k ≤ ‖zD
jf‖2k + C‖f‖
2
β ≤ (‖zD
jf‖k + C‖f‖β)
2 (3.5)
and
‖zDjf‖2k ≤ ((1 + ǫ)‖D
jf‖k + C‖f‖β)
2. (3.6)
Suppose r(z) = (z − z1), with |z1| > 1. By (3.6) the reverse triangle
inequality gives
‖(z − z1)D
jf‖k ≥ |z1|‖D
jf‖k − ‖zD
jf‖k
≥ |z1|‖D
jf‖k − (1 + ǫ)‖D
jf‖k − C‖f‖β.
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Since |z1| > 1, ǫ may be chosen with 1 + ǫ < |z1|, giving
‖Djf‖k ≤
1
|z1| − (1 + ǫ)
(
‖(z − z1)D
jf‖k + C‖f‖β
)
.
In case r(z) = (z − z1) with |z1| < 1, (3.5) gives
‖(z − z1)D
jf‖k + C‖f‖β ≥ ‖zD
jf‖k + C‖f‖β − |z1|‖D
jf‖k
≥ (1− ǫ)‖Djf‖k − |z1|‖D
jf‖k.
Choose ǫ so that 1− ǫ > |z1| to get
‖Djf‖k ≤
1
(1− ǫ)− |z1|
(
‖(z − z1)D
jf‖k + C‖f‖β
)
.
Using Lemma 3.5, if r1(z) = α(z − z1) · · · (z − zM−1), there is a g such
that Djg = r1(z)D
jf , with ‖g‖k ≤ C‖f‖k. The proof of (3.4) concludes
by induction on the number of factors M , with the first case established.
Using the first case, and the assumed validity of the result with fewer than
M factors,
‖r(z)Djf‖k = ‖(z−zM)r1(z)D
jf‖k = ‖(z−zM)D
jg‖k ≥ C1‖D
jg‖k−C2‖g‖β
= C1‖r1(z)D
jf‖k − C3‖f‖β ≥ C4‖D
jf‖k − C5‖f‖β.
3.2 The domain of Lmax
The discussion of operator domains for D− regular expressions (1.1) begins
with a lemma similar to one in [9]. The parameter σ is from (2.16).
Lemma 3.7. Suppose L is D− regular with order N . If σ ≥ 1, then HNβ is
in the domain of the closure of Lmin. This result holds for all σ > 0 if L has
polynomial coefficients.
Proof. If f(z) ∈ HNβ , then the m-th order Taylor polynomials tm(z) for f(z)
centered at zero converge to f in the HNβ norm. Thus for j = 0, 1, . . . , N the
derivatives Djtm converge to D
jf in the Hβ norm. Cβ = 1 in Proposition 3.2
since σ ≥ 1. Also, the coefficients pk(z) of L are analytic on the closed disk
D, so the Taylor series for the coefficients converge absolutely for |z| ≤ 1. By
20
Proposition 3.2 multiplication by pk(z) acts as a bounded operator on Hβ ,
and thus Ltm(z) converges to Lf , putting f in the domain of the closure of
Lmin.
In case L has polynomial coefficients, multiplication by pk(z) acts as a
bounded operator for all σ > 0.
As a densely defined operator on a Hilbert space, Lmin has an adjoint
operator L∗min, whose graph is the set of all pairs (g1, g2) ∈ Hβ ⊕ Hβ such
that
〈f, g2〉β = 〈Lminf, g1〉β
for all polynomials f . Recall that Aβ is the set of differential expressions L
with a formal adjoint expression L+, and that all L ∈ Aβ have polynomial
coefficients by Theorem 2.3. The next result is similar to one in [10], where
Lmin is assumed to be symmetric.
Theorem 3.8. If L ∈ Aβ, then L
∗
min = L
+
max.
Proof. For any f ∈ Dmin, the function Lminf =
∑m
j=0 bjz
j is also a polyno-
mial. Suppose g =
∑∞
j=0 cjz
j is in the domain of L∗min. Since the powers
zj are an orthogonal basis for Hβ, if M > m + N then the orthogonal pro-
jection gM(z) =
∑M
j=0 cjz
j of g onto the span of 1, . . . , zM is a polynomial
which satisfies
〈Lminf, g〉 = 〈Lminf, gM〉 = 〈f, L
+gM〉 = 〈f, L
+g〉. (3.7)
Since the polynomials are dense in Hβ , L
∗
ming = L
+g, and g is in the domain
of L+max. In addition, (3.7) shows that any g in the domain of L
+
max is in the
domain of L∗min.
Theorem 3.9. Suppose L =
∑N
k=0 pk(z)D
k is D− regular of order N with
polynomial coefficients. Then Dmax = H
N
β and Lmax is a closed operator on
Hβ.
Proof. Since multiplication by pk(z) is bounded on Hβ, H
N
β ⊂ Dmax for L.
The result holds trivially if N = 0, since f ∈ H0β if f ∈ Dmax. The proof
proceeds by induction on the orderN ≥ 1. IfN = 1, then L = p1(z)D+p0(z).
Since p0(z)f ∈ Hβ , we have p1(z)Df ∈ Hβ, and f ∈ H
1
β by Theorem 3.6.
Suppose N ≥ 2 and the result holds for K < N .
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Using the product rule, the expression L can be written in the form
L = b0(z) + D
∑N
k=1 bk(z)D
k−1, with bN (z) = pN(z). Since Lf − b0(z)f =
D
∑N
k=1 bk(z)D
k−1f ∈ Hβ , Lemma 3.4 implies
∑N
k=1 bk(z)D
k−1f ∈ H1β . By
the induction hypothesis, f ∈ HN−1β . Finally, since Df ∈ Hβ and
Lf − p0(z)f = [
N∑
k=1
pk(z)D
k−1]Df ∈ Hβ ,
the induction hypothesis gives Df ∈ HN−1β , so f ∈ H
N
β .
By Lemma 3.7, Lmax is the closure of Lmin.
A result similar to Theorem 3.9 holds for more general coefficients when
σ ≥ 1.
Theorem 3.10. If σ ≥ 1 and L =
∑N
k=0 pk(z)D
k is D − regular of order
N , then Dmax = H
N
β . Lmax is a closed operator on Hβ.
Proof. Since the coefficients pk(z) are analytic on D, and Cβ = 1 if σ ≥ 1,
multiplication by pk(z) is bounded on Hβ and H
N
β ⊂ Dmax for L.
Assume f ∈ Hβ and Lf ∈ Hβ. If z1, . . . , zK are the roots of pN(z) in D,
listed with multiplicity, let r(z) = (z−z1) · · · (z−zK). The leading coefficient
can be factored as pN(z) = r(z)q(z), where q(z) is analytic with no zeros on
D. Since Cβ = 1 and 1/q(z) has an absolutely convergent Taylor series
on {|z| ≤ 1}, multiplication by 1/q(z) is bounded on Hβ by Lemma 3.2.
Thus (1/q(z))Lf ∈ Hβ, and L can be assumed to have leading coefficient
pN(z) = r(z).
The induction argument from the proof of Theorem 3.9 may now be
applied again.
Suppose L is a formally symmetric D − regular expression. The next
result shows that Lmax is self-adjoint, with compact resolvent R(λ) = (Lmax−
λI)−1.
Theorem 3.11. Suppose L =
∑N
k=0 pk(z)D
k is D − regular and formally
symmetric on Hβ, with order N ≥ 1. Then Lmax is the closure of Lmin, and
Lmax is self adjoint. The resolvent R(λ) : Hβ → H
N
β is uniformly bounded
on compact subsets of the resolvent set, and R(λ) : Hβ →Hβ is compact.
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Proof. The minimal operator Lmin is symmetric onHβ , with L
∗
min = Lmax by
Theorem 3.8. Let L˜min denote the closure of Lmin. Then L˜min is symmetric
[5, p. 269] with L˜min
∗
= Lmax [5, p. 168]. Now Dmax = H
N
β by Theorem 3.9
and HNβ is in the domain of L˜min by Lemma 3.7. Thus L˜min is an extension
of Lmax, and L˜min = Lmax = L˜min
∗
.
For f ∈ HNβ , the reverse triangle inequality gives
(L− λI)f ≥ ‖pN(z)D
Nf‖ −
N−1∑
k=0
‖pk(z)D
kf‖,
so Theorem 3.6 implies the existence of constants Ck, which may be chosen
uniformly for λ in compact subsets of the resolvent set, such that
‖DNf‖β ≤ CN‖pN(z)D
Nf‖β +CN‖f‖β ≤ CN‖(L−λI)f‖β +
N−1∑
k=0
Ck‖D
kf‖β
By Lemma 3.3 the terms ‖Dkf‖β may be replaced by ǫ‖D
Nf‖β +C‖f‖β for
any ǫ > 0, so with a new constant C,
‖DNf‖β ≤ C‖(L− λI)f‖β + C‖f‖β.
Taking f = R(λ)g for g ∈ Hβ,
‖DNR(λ)g‖β ≤ C‖g‖β + C‖R(λ)g‖β,
so the resolvent R(λ) of Lmax is a bounded operator from Hβ to H
N
β . By
Lemma 3.3 the image of the unit ball has compact closure.
3.3 Fredholm index
Suppose T is a closed operator on Hβ , while A is another operator on Hβ
whose domain includes the domain of T . Recall [5, p. 194] that A is rela-
tively compact with respect to T if for every bounded sequence {un} in the
domain of T , with {Tun} also bounded, the sequence {Aun} has a convergent
subsequence. The operator T + A with the domain of T will be closed.
Also recall, [5, p. 230] that a closed operator T is Fredholm if T has a
finite dimensional null space and a closed range of finite codimension. The
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index of a Fredholm operator is ind(T ) = dim(null T )− codim(range T ). If
A is relatively compact with respect to the Fredholm operator T , then [5, p.
238] the operator T + A is Fredholm, with ind(T + A) = ind(T ).
Lemma 3.12. Suppose σ ≥ 1, L = pN(z)D
N is D−regular of order N ≥ 1,
and L0 =
∑N−1
k=0 pk(z)D
k has coefficients analytic on D. If L0 acts by L0 and
L = Lmax acts by L on H
N
β , then L0 is relatively compact with respect to L.
Proof. Assume that z1, . . . , zK are the roots of pN (z) in D, listed with multi-
plicity. As in Theorem 3.10, pN (z) may be factored as pN(z) = r(z)q(z), with
r(z) = (z− z1) · · · (z− zK), and with q(z) analytic with no zeros on D. Since
multiplication by q(z) and 1/q(z) are bounded on Hβ by Proposition 3.2, it
suffices to assume that pN(z) = r(z).
Assume um ∈ H
N
β , and the sequences {um} and {r(z)D
Num} are bounded.
By Theorem 3.6 the sequence um is bounded in H
N
β . For k < N the terms
Dkum thus have subsequences which are convergent in Hβ by Lemma 3.3,
and the same holds for {L0um}.
Theorem 3.13. Suppose σ ≥ 1, and L =
∑N
k=0 pk(z)D
k is D − regular of
order N ≥ 1. If pN (z) has K roots in D, counted with multiplicity, then L
with domain HNβ is Fredholm with index N −K.
Proof. By Lemma 3.12 it suffices to prove the result when L = pN(z)D
N .
The null space of L, being the polynomials with degree at most N − 1, has
dimension N .
For j = 1, . . . , J , let zj be the distinct roots of pN(z) in D with multiplici-
ties Mj . Factor pN(z) = r(z)q(z) with r(z) = (z−z1)
M1 · · · (z−zJ )
MJ . Since
multiplication by q(z) and q−1(z) are bounded operators on Hβ, it suffices
to assume that pN (z) = r(z).
To establish that the range of L = r(z)DN is closed, suppose {fm} is a
sequence in HNβ , hm = r(z)D
Nfm, and the sequence {hm} converges to h in
Hβ. By Lemma 3.5 there is a sequence {gm} in H
N
β such that hm = D
Ngm.
The first N terms of the power series for g may be discarded,
gm =
∞∑
k=0
akz
k, g˜m =
∞∑
k=N
akz
k,
giving hm = D
N g˜m. The sequence {g˜m} converges in H
N
β , and h is in the
range of Lmax since D− regular operators are closed by Theorem 3.10.
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If h is in the range of L, then h has a zero of order at leastMj at zj . Using
Proposition 2.2, the K functionals given by f (l)(zj) for l = 0, . . . ,Mj − 1 are
independent continuous linear functionals on Hβ . By the Riesz representa-
tion theorem there are K independent elements h1, . . . , hK of Hβ orthogonal
to the range of p(z)DN , which thus has codimension at least K.
If r(z) is any polynomial, then r(z) = p(z)s(z)+ t(z) where s(z) and t(z)
are polynomials and deg t(z) < K. (For instance t(z) could be in the span of
the Lagrange basis for the roots of p). Since the polynomials are dense in Hβ ,
the polynomials p(z)s(z) are dense in the range of L. Thus the codimension
of the range is at most K.
The assumption that σ ≥ 1 may be dropped if pN(z) is a polynomial.
The simplified proofs of Lemma 3.12 and Theorem 3.13 are omitted.
Theorem 3.14. Suppose L =
∑N
k=0 pk(z)D
k is D− regular of order N ≥ 1.
If pN (z) is a polynomial with K roots in D, counted with multiplicity, then
L with domain HNβ is Fredholm with index N −K.
4 Eigenvalues
Consider the first order expression L = a2(z − z1)(z − z2)D + σa2z + b0,
where a2 6= 0, |z1| < 1, |z2| > 1. Elementary computations show that the
eigenvalues λn of the maximal operator L are
λn = b0 + a2[σz1 − (z2 − z1)n], n = 0, 1, 2, . . . ,
with eigenfunctions
yn(z) = C
(z − z1
z − z2
)n
(z − z2)
−σ.
Except for the restriction to n ≥ 0, {λn} is similar to an eigenvalue sequence
for periodic eigenfunctions of a first order periodic expression on R.
The connection linking expressions onHβ and periodic problems on R will
be made explicit. These efforts start by reinterpreting L as an expression on
R with periodic coeffiicients. Introduce the Hilbert space L2per of 2π periodic
functions which are (Lebesgue) square integrable on [0, 2π] with inner prod-
uct 〈f, g〉 =
∫ 2π
0
f(θ)g(θ)dθ. When L is D−regular and formally symmetric,
the periodic eigenvalue problem is a perturbation of an eigenvalue problem
for a self-adjoint operator on L2per.
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4.1 Periodic expressions on R
Rather than considering Hβ as a space of functions analytic on D, another
interpretation in available. Begin with the complex vector space of trigono-
metric polynomials f : R→ C having the form f(θ) =
∑∞
n=0 cne
inθ, with only
finitely many nonzero coefficients cn. As before, define the inner product
〈f1, f2〉β =
∞∑
n=0
bncnβ
2
n,
for polynomials f1 =
∑∞
n=0 bn exp(inθ) and f2 =
∑∞
n=0 cn exp(inθ). The
completion of this inner product space is a Hilbert space, denoted Hβ,R. The
map Hβ,R →Hβ given by
f(θ)→ f(z) =
∞∑
n=0
cnz
n,
is an isometric bijection of Hilbert spaces. (Although function notation is
used, elements of Hβ,R are typically periodic distributions on R.)
This mapping takes the expression iz d
dz
fromHβ to
d
dθ
on Hβ,R. The more
general expressions L =
∑N
k=0 pk(z)D
k become Lper =
∑N
k=0 pk(e
iθ)(−ie−iθ d
dθ
)k.
This reinterpretation of differential expressions is particularly useful for lo-
cating the eigenvalues of D− regular formally symmetric expressions, whose
eigenfunctions become 2π-periodic for Lper. Eigenvalue estimates can also
be developed for certain nonselfadjoint operators on Hβ.
Corollary 2.9 showed that the highest order term of a formally symmetric
expression on Hβ has the form
pN(z)D
N =
(
aNz
N +
N−1∑
j=0
[ajz
j + ajz
2N−j ]
)
DN , aN = aN .
Using the polar form aj = |aj |e
iφj , the corresponding expression on R is
(
aNe
iNθ +
N−1∑
j=0
[aje
ijθ + aje
i(2N−j)θ]
)
(−ie−iθ
d
dθ
)N .
Moving the derivatives to the right and displaying the highest order terms
gives
(−i)NPN(θ)
dN
dθN
+ · · · = (−i)N
(
aN +
N−1∑
j=0
2|aj | cos([N−j]θ−φj)
) dN
dθN
)+ . . . .
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Note that PN(θ) is a real-valued function.
The periodic expressions Lper coming from formally symmetric expres-
sions L on Hβ are typically not formally symmetric on L
2
per. In the first
order case, formally symmetric expressions on Hβ have the form
L = [a2z
2 + a1z + a2]D + σa2z + b0, a1 = a1, b0 = b0.
With a2 = |a2|e
iφ, the corresponding periodic expressions are
Lper = −2i[
a1
2
+ |a2| cos(θ + φ)]
d
dθ
+ σa2e
iθ + b0.
The term σa2e
iθ is typically not real-valued. Also note that the leading
coefficient may have zeros. A simple second order example starts with
L = c1(zD)
2 + c2zD
2 + c2(z
2D + σz)zD, c1 = c1.
With c2 = |c2|e
iφ, the corresponding periodic expression is
Lper = [−c1 − 2|c2| cos(θ − φ)]
d2
dθ2
+ i(c2e
−iθ − c2σe
iθ)
d
dθ
.
4.2 D− regular expressions
Eigenvalue estimates for perturbations of self-adjoint or normal operators
often depend on estimates for the separation of the eigenvalues of the unper-
turbed operator. In anticipation of such an argument, an elementary number
theoretic result is needed.
Lemma 4.1. Suppose τ > 0, C ∈ C, N ≥ 2 is an integer, and
γn = (n/τ + C)
N , n = 0,±1,±2, . . . .
There is a K > 0 such that for all n with |n| sufficiently large,
|γn − γm| ≥ Kn
N−1, γm 6= γn. (4.1)
If 2τC is an integer, N is even, and |n| is sufficiently large, then there is a
unique m 6= n with γm = γn. If |n| is sufficiently large and either 2τC is not
an integer or N is odd, there is no m 6= n with γm = γn.
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Proof. The difference γn − γm can be written
τ−N [(n + C1)
N − (m+ C1)
N ], C1 = τC,
so it suffices to consider the differences (n+C1)
N − (m+C1)
N . Notice that
2τC is an integer exactly when 2C1 is an integer.
When |n| is large, |(n + C1)
N | is a strictly increasing function of |n|. If
N is even and 2C1 is an integer, then γn = γm for m = −n − 2C1. The
monotonicity means there is a unique m 6= n with γm = γn. Also,
lim
n→+∞
γn+1 − γn
nN−1
= lim
n→+∞
1
nN−1
[
(n + 1)N
(n + 1 + C1)
N
(n+ 1)N
− nN
(n + C1)
N
nN
]
= lim
n→+∞
1
nN−1
[
NnN−1 +NC1(n+ 1)
N−1 −NC1n
N−1
]
= N,
establishing (4.1) when N is even and 2C1 is an integer. Simple modifications
of this argument also establish the lemma if N is odd.
To handle the cases when N is even and 2C1 is not an integer, assume now
that z = n+C1, w = m+C1, and |n| is large enough that |n+C1| ≥ (|n|+1)/2.
If in addition
∣∣|z| − |w|∣∣ ≥ 1, then
|zN − wN | ≥
∣∣∣|z|N − |w|N ∣∣∣ = ∣∣∣ ∫ |z|
|w|
NxN−1 dx
∣∣∣ ≥ N( |n| − 1
2
)N−1.
The remaining values of m,n to consider must satisfy −1 < |n+C1| − |m+
C1| < 1, implying −1 − 2|C1| < |n| − |m| < 1 + 2|C1|. In other words, there
is a constant K such that (4.1) is satisfied except possibly for
m = n−K, . . . , n+K, or m = −n−K, . . . ,−n +K.
Use the identity
xN − yN = (x− y)
N−1∑
j=0
xjyN−1−j,
to get
γn − γm = (n+ C1)
N − (m+ C1)
N = (n−m)
N−1∑
j=0
(n+ C1)
j(m+ C1)
N−1−j .
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When m = n+ k with k 6= 0,
γn − γm = k
N−1∑
j=0
(n+ C1)
j(n+ k + C1)
N−1−j.
The sum is a polynomial of degree N − 1 in n with highest order term
kNnN−1.
Next take m = −n + k, where
γn − γm = (2n− k)
N−1∑
j=0
(n + C1)
j(−n + k + C1)
N−1−j.
Since N is even, γn − γm is a polynomial in n of degree at most N − 1, with
the degree N − 1 term,
2n[
N−1∑
j=0
(−1)N−1−jjC1n
N−2 +
N−1∑
j=0
(−1)N−2−j(N − 1− j)(k + C1)n
N−2]
= 2n[
N−1∑
j=0
(−1)N−1−jjC1n
N−2 + (k + C1)
N−1∑
j=0
(−1)N−1−jjnN−2]
= 2(k + 2C1)n
N−1
N−1∑
j=0
(−1)N−1−jj = 2(k + 2C1)n
N−1[(N − 1)− (N − 2)/2].
Since k + 2C1 6= 0, the inequality (4.1) holds for large enough |n| in each
of the cases m = n + k and m = −n + k for −K ≤ k ≤ K, completing the
proof.
The next theorem will provide detailed information about the eigenvalues
of a class of D − regular maximal operators. Motivated by the self-adjoint
case, the main hypothesis describes well-behaved polynomial leading coeffi-
cients pN(z). By Corollary 2.9, if L is a formally symmetric expression of
order N , the nonzero roots zj of pN (z) are closed under the map zj → 1/zj. If
in addition L is D− regular then the maximal operator must have Fredholm
index 0, so by Theorem 3.13 there must be N roots zj ∈ D.
Given N ≥ 1, say that a polynomial pN(z) is R−symmetric if pN(z) has
degree at most 2N , and the following conditions are satisfied:
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(i) pN (z) has N roots zm ∈ D, with roots z1, . . . , zM not equal to zero
and listed with multiplicity, and z = 0 a root of multiplicity N −M .
(ii) the remaining roots of pN(z) are 1/z1, . . . , 1/zM .
If pN(z) is R−symmetric then there is a nonzero constant C1 ∈ C such that
pN(z) = C1ρ1(z) · · · ρM(z)z
N−M , ρm(z) = zm(z − zm)(z − 1/zm). (4.2)
Note that if zm = |zm|e
iφm , and z = eiθ lies on the unit circle, then
ρm(e
iθ) = |zm|e
−iφme2iθ − (|zm|
2 + 1)eiθ + |zm|e
iφm
= eiθ[2|zm| cos(θ − φm)− (|zm|
2 + 1)].
That is, e−iθρm(e
iθ) is a real-valued nonvanishing function of θ ∈ R. Similarly,
pN(z) has no roots on the unit circle, and C
−1
1 e
−iNθpN(e
iθ) is real-valued for
θ ∈ R.
Theorem 4.2. Suppose L =
∑N
k=0 pk(z)D
k is D − regular expression of
order N ≥ 2, whose leading coefficient pN(z) is R − symmetric. Let L be
the corresponding maximal operator.
For any ǫ satisfying 0 < ǫ < 1, each eigenvalue λ is an element of a
sequence {µn, n = 0,±1,±2, . . . } having the form
µn/C1 = (n/τ + C2)
N +O(nN−2+ǫ),
with constants C1 6= 0, τ > 0, and C2. The eigenvalues λ of L have algebraic
multiplicity at most 2 if |λ| is sufficiently large.
Proof. Since multiplication of L by a constant C1 simply multiplies eigenval-
ues by C1, it suffices to assume that pN(z) has the form (4.2) with C1 =
1. The change of variables z = eiθ with θ ∈ R changes L to Lper =∑N
k=0 pk(e
iθ)(−ie−iθ d
dθ
)k, with Lper acting on L
2
per. If ψ(z) is an eigenfunction
of L, then ψ(eiθ) is a 2π-periodic eigenfunction for Lper. (The same remark
applies to generalized eigenfunctions ψ satisfying an equation (L − λI)jψ =
0.) The proof will proceed by showing that the sequence {µn} describes the
larger set of eigenvalues of 2π-periodic eigenfunctions for Lper.
The leading coefficient Lper is (−i)
NPN(θ) = (−i)
Ne−iNθpN(e
iθ). As
noted above, PN(θ) is real-valued with no zeros for θ ∈ R. Absorbing the
sign in C1 if necessary, assume that PN (θ) > 0. Conventional reductions [2,
p. 308-9] are available. First use the change of real variables
t = τ−1
∫ θ
0
PN(s)
−1/N ds, τ =
1
2π
∫ 2π
0
PN(s)
−1/N ds,
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which carries 2π-periodic functions of θ to 2π-periodic functions of t. Since
PN(θ)
1/N d/dθ = τ−1d/dt, the new expression has the form
Lt = (−iτ
−1d/dt)N +
N−1∑
k=0
p˜k(t)(−iτ
−1d/dt)k,
with 2π-periodic coefficients p˜k(t).
Next, let
r(t) = exp(
∫ t
0
−iτC + iτ
p˜N−1(s)
N
ds), C =
1
2π
∫ 2π
0
p˜N−1(s)
N
ds.
The function r(t) is periodic with period 2π, and conjugation with r(t) leaves
an expression
Lr = r
−1(t)Ltr(t) = (−iτ
−1d/dt+C2)
N+
N−2∑
k=0
qk(t)(−iτ
−1d/dt)k, C2 = C/N.
The coefficients qk(t) are also periodic with period 2π. The eigenvalues of
2π-periodic eigenfunctions for Lr are the same as those for Lper.
The expression (−iτ−1d/dt) has 2π-periodic eigenfunctions exp(int) with
eigenvalues n/τ , n = 0,±1,±2, . . . . These eigenfunctions form an orthog-
onal basis for L2per. Let L0 denote the normal operator given by the ex-
pression (−iτ−1d/dt + C2)
N with these eigenfunctions. Let Lp be given by
the expression Lp =
∑N−2
k=0 qk(t)(−iτ
−1d/dt)k on the domain of L0, and take
Lr = L0 + Lp. The eigenvalues of L0 are γn = (n/τ + C2)
N whose behav-
ior is described in Lemma 4.1. Suppose 0 < ǫ < 1, and Sn is the circle
Sn = {ζ ∈ C | |ζ − γn| = n
N−2+ǫ}. Then for |n| sufficiently large, there is a
K > 0 such that |ζ − γm| ≥ Kn
N−1 for all ζ ∈ Sn and γm 6= γn.
Let Rr(λ) = (Lr − λI)
−1 be the resolvent of Lr, and let R0(λ) be the
resolvent of L0. Consider the formula
(Lr − λI)
−1 = (L0 +Lp − λI)
−1 = (L0 − λI)
−1(I +Lp(L0− λI)
−1)−1 (4.3)
with
Lp(L0 − λI)
−1 =
N−2∑
k=0
qk(−iτ
−1d/dt)k(L0 − λI)
−1.
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Use an expansion f =
∑∞
m=−∞ bm exp(imt) for f ∈ L
2
per to compute
(−iτ−1d/dt)k(L0 − λI)
−1f =
∞∑
m=−∞
bm
(m/τ)k
γm − λ
exp(imt). (4.4)
If λ ∈ Sn and 0 ≤ k ≤ N − 2, then ‖(−iτ
−1d/dt)k(L0 − λI)
−1‖ = O(n−ǫ)
as |n| → ∞. Similarly, since multiplication by qk is a bounded operator on
L2per, ‖Lp(L0 − λI)
−1‖ = O(n−ǫ) as |n| → ∞ if λ ∈ Sn
Since L0 is normal [5, p. 277], ‖R0(λ)‖ = maxγn d(λ, γn)
−1. By (4.3) and
the calculation (4.4), if |λ| is sufficiently large, then λ is in the resolvent set for
Lr unless λ lies inside some disk bounded by an Sn. For |n| sufficiently large
and λ ∈ Sn, (4.3) gives ‖Rr(λ) − R0(λ)‖ = O(n
−N+2−2ǫ). Recall [5, p. 67]
that the difference of the Lr eigenprojections Pr,n and the L0 eigenprojections
P0,n for eigenvalues inside Sn is given by
Pr,n − P0,n = −
1
2πi
∫
Sn
Rr(λ)−R0(λ) dλ.
Since ‖Pr,n − P0,n‖ = O(n
−ǫ), the algebraic multiplicity of the eigenvalues
of Lr contained in Sn is the same as for L0, which is at most 2, when |n| is
large.
Theorem 4.2 does not distinguish between the eigenvalues coming from
eigenfunctions of L on Hβ and the larger set of eigenvalues from L
2
per. By
working in Hβ, the results of Theorem 4.2 can be refined. The next lemma
uses the expressions Bn,r of Theorem 2.11.
Lemma 4.3. Suppose N ≥ 1 and the polynomial pN (z) is R − symmetric.
For each σ > 0 there is a constant C 6= 0 and a formally symmetric expres-
sion
L0 =
N∑
r=0
[cN,rBN,r + cN,rB
+
N,r]
of order N on Hβ whose leading coefficient is CpN(z).
Proof. As in (4.2), the polynomial pN(z) has the form
pN(z) = C1ρ1(z) · · · ρM(z)z
N−M ,
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with each factor ρm(z) of the form
ρm(z) = zm(z − zm)(z − 1/zm) = zmz
2 − (|zm|
2 + 1)z + zm. (4.5)
An induction proof will show that if q(z) = ρ1(z) · · · ρM (z), then
q(z) = cMz
M +
M−1∑
j=0
[cjz
j + cjz
2M−j ], cM = cM ,
with the case of one factor established in (4.5). Suppose the result holds for
q(z) with M factors. Then
ρM+1(z)q(z) = [zM+1z
2−(|zM+1|
2+1)z+zM+1]
[
cMz
M+
M−1∑
j=0
[cjz
j+cjz
2M−j ]
]
.
After writng the polynomial ρM+1(z)q(z) in standard form, the coefficient
of zM+1 is zM+1cM−1 − (|zM+1|
2 + 1)cM + zM+1cM−1, which is real. For
j < M + 1 the coefficient of zj is zM+1cj−2 − (|zM+1|
2 + 1)cj−1 + zM+1cj ,
while the coefficient of z2(M+1)−j is zM+1cj − (|zM+1|
2 + 1)cj−1 + zM+1cj−2,
preserving the desired symmetry.
Finally, the coefficients of pN(z) = ρ1(z) · · · ρM(z)z
N−M are obtained from
those of ρ1(z) · · · ρM(z) by an index shift. By Lemma 2.10 and Theorem 2.11,
there is a formally symmetric expression
L0 =
N∑
r=0
[cN,rBN,r + cN,rB
+
N,r] (4.6)
of order N on Hβ whose leading coefficient is ρ1(z) · · · ρM(z)z
N−M .
Recall that if L =
∑N
k=0 pk(z)D
k is a D − regular formally symmetric
expression of order N ≥ 1 on Hβ , then by Theorem 3.9 the domain of the
maximal operator L is HNβ , and L is self-adjoint with compact resolvent by
Theorem 3.11.
Theorem 4.4. Suppose L =
∑N
k=0 pk(z)D
k is a D− regular formally sym-
metric expression of order N ≥ 2 on Hβ, with self-adjoint maximal operator
L. The eigenvalues of L can be enumerated as a sequence {λn, n = 0, 1, 2, . . . }
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with the following description: for 0 < ǫ < 1 there are real nonzero constants
C1 and τ > 0, and a C2 ∈ C such that
λn/C1 = (n/τ + C2)
N +O(nN−2+ǫ).
In particular, with at most finitely many exceptions, the eigenvalues are either
all positive or all negative, and have multiplicity 1.
Proof. Let z1, . . . , zM be the nonzero roots of the leading coefficient pN(z)
inside D. By Corollary 2.9, there are M factors ρm(z) as in (4.5) such that
pN(z) = C1ρ1(z) · · · ρM(z)z
N−M . Without loss of generality we may take
C1 = 1. The main idea is to construct and study a one parameter family of
symmetric D − regular differential expressions L(t) connecting L with the
elementary operator ±(zD)N .
For 0 ≤ t ≤ 1 and each ρm(z), define a one parameter family of polyno-
mials by
ρm(t, z) = tzm(z − tzm)(z −
1
tzm
) = tzmz
2 − (|tzm|
2 + 1)z + tzm.
These polynomials maintain the form (4.5), deforming ρm(z) to −z while
keeping exactly one root inside D. Now define
pN(t, z) = ρ1(t, z) · · · ρM(t, z)z
N−M .
By (4.6) of Lemma 4.3 there is a one parameter family of formally sym-
metric expressions L0(t) with continuously varying coefficients and leading
coefficient pN(t, z) = ρ1(t, z) · · · ρM(t, z)z
N−M . The expression L−L0(1) has
order at most N − 1. By defining L(t) = L0(t) + t(L − L0(1)) we obtain a
one parameter family of formally symmetric expressions with continuously
varying coefficients, with L(0) = ±(zD)N and L(1) = L. Let L(t) denote
the self-adjoint maximal operator with expression L(t).
Fix 0 ≤ t0 ≤ 1, and let Lp(t) = L(t) − L(t0). By Theorem 3.11, the
resolvent R0(λ) = (L(t0) − λI)
−1 is bounded from Hβ to H
N
β uniformly on
compact subsets of the resolvent set of L(t0). The perturbation formula for
the resolvent R(λ, t),
R(λ, t) = (L(t0)+Lp(t)−λI)
−1 = (L(t0)−λI)
−1(I +Lp(t)(L(t0)−λI)
−1)−1
shows that R(λ, t) : Hβ →Hβ is a continuous operator valued function of t.
In particular the eigenvalues of L(t) vary continuously with t.
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Taking advantage of Theorem 4.2, for each 0 ≤ t ≤ 1 there is a sequence
γn(t) = (n/τ(t) +C2(t))
N and circles Sn(t) = {ζ ∈ C | |ζ − γn(t)| = n
N−2+ǫ}
which contain all eigenvalues λn(t) and are pairwise disjoint for n sufficiently
large. Since γn(t), the eigenvalues λn(t), and the resolvents are continuous
functions, there is a cover of [0, 1] by open intervals It centered at t such
that for t1 ∈ It all eigenvalues of L(t1) are contained in some Sn(t), with
Sn(t) containing the same number of eigenvalues for L(t) and L(t1) if n is
sufficiently large. Taking a finite subcover, and using the fact that L(0) has
expression (zD)N , with eigenvalues nN for n = 0, 1, 2, . . . , it follows that for
n large there is one eigenvalue λn, counted with multiplicity, in Sn(1).
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