Abstract: Due to technical limitations, it is impossible to have high resolution in both spatial and temporal dimensions for current NDVI datasets. Therefore, several methods are developed to produce high resolution (spatial and temporal) NDVI time-series datasets, which face some limitations including high computation loads and unreasonable assumptions. In this study, an unmixing-based method, NDVI Linear Mixing Growth Model (NDVI-LMGM), is proposed to achieve the goal of accurately and efficiently blending MODIS NDVI time-series data and multi-temporal Landsat TM/ETM+ images. This method firstly unmixes the NDVI temporal changes in MODIS time-series to different land cover types and then uses unmixed NDVI temporal changes to predict Landsat-like NDVI dataset. The test over a forest site shows high accuracy (average difference: −0.0070; average absolute difference: 0.0228; and average absolute relative difference: 4.02%) and computation efficiency of NDVI-LMGM (31 seconds using a personal computer). Experiments over more complex landscape and long-term time-series demonstrated that NDVI-LMGM performs well in each stage of vegetation growing season and is robust in regions with contrasting spatial and spatial variations. Comparisons between NDVI-LMGM and current methods (i.e., Spatial and Temporal Adaptive Reflectance Fusion Model (STARFM), Enhanced STARFM (ESTARFM) and Weighted Linear Model (WLM)) show that NDVI-LMGM is more accurate and efficient than current methods. The proposed method will benefit land surface process research, which requires a dense NDVI time-series dataset with high spatial resolution.
Introduction
The Normalized Difference Vegetation Index (NDVI) is one of the most commonly used vegetation indices to characterize the absorptive and reflective features of vegetation, which represent vegetation greenness and vigor [1] [2] [3] . Therefore, NDVI time-series data derived from multi-temporal satellite images are an appropriate data source for studying the spatial and temporal dynamics of ecosystem responses to climate change [4] . However, due to technological and budget limitations, there has been a trade-off within remote sensing instruments from high spatial resolution to more frequent coverage. Consequently, the available NDVI time-series products are generated from sensors with frequent observations (e.g., daily) but coarse spatial resolutions, ranging from 250 m to 8000 m, such as Moderate Resolution Imaging Spectroradiometer (MODIS) and NOAA Advanced Very High Resolution Radiometer (AVHRR). As a result, these products are incapable of capturing spatial details necessary for monitoring land cover and ecosystem changes in heterogeneous areas [5] . On the other hand, NDVI data derived from Landsat sensors (e.g., TM/ETM+/OLI with 30 meters resolution at visible and near infrared bands) can successfully capture the spatial details and alleviate the spectral mixture issue to some extent [6, 7] . However, longer observation cycles of these satellites and frequent cloud contamination in some regions limit their application for detecting rapid changes in the ecosystem [8, 9] . Combining NDVI data from multi-sensors is a possible solution for producing high spatial and temporal resolution NDVI data, which is a critical requirement for monitoring vegetation dynamics.
Since Landsat satellites and MODIS have similar orbital parameters and less than 30 minutes difference in crossing time, methods have recently been developed and validated for blending Landsat TM/ETM+ and MODIS data [10] [11] [12] [13] . Generally, there are two strategies to generate a fine-spatial resolution NDVI data from MODIS time series with the help of Landsat data. The first one is the indirect strategy, in which fine spatial-resolution NDVI is calculated from the reflectance data downscaled from MODIS data [14, 15] . Up to now, there are many algorithms developed for downscaling MODIS reflectance with the help of fine-resolution sensor imagery. These algorithms include the Spatial and Temporal Adaptive Reflectance Fusion Model (STARFM) [10] , the Spatial Temporal Adaptive Algorithm for mapping Reflectance Change (STAARCH) [11] , the Semi-physical Fusion Approach [16] , the Enhanced STARFM (ESTARFM) [13] , the multi-temporal fusion method [17] , and the Spatial Temporal Data Fusion Approach (STDFA) [18] . These methods can be categorized into two groups. STARFM, STAARCH, the Semi-physical Fusion Approach, and ESTARFM belong to the first group, which obtains the relationship of reflectance between MODIS and Landsat data from one or more pairs of images. Then this relationship is used to predict Landsat-like reflectance from MODIS data at prediction dates. The drawbacks for these methods are: (1) they often require known image pairs as close as possible to the prediction dates because the relationship between MODIS and Landsat learned from known pairs may change with time; and (2) they often have more strict assumptions when deducing the relationship between MODIS and Landsat, and these assumptions may not valid in reality. For example, STARFM assumes Landsat pixels within one MODIS pixel have the same change, while ESTARFM assumes that reflectance of each land cover has a linear change between two known dates. The second group is the unmixing-based methods, including the multi-temporal fusion method and STDFA. These algorithms predict fine-resolution reflectance from MODIS using the linear unmixing techniques, in which the fractional cover of each endmember is provided by Landsat or other ancillary data [19] . The multi-temporal fusion method employs a soft clustering method to address the intra-class variability issue. However, considering that soft clustering is not a mature technology, the errors from soft clustering introduce extra uncertainties for predicting fine-resolution reflectance. For STDFA, it only used two Landsat data (the beginning and end date of the prediction period) to estimate fractional cover. This would lose important temporal change information and lead to an inappropriate cluster result. Besides, it generated synthetic Landsat data by adding temporal changes to original data, while temporal changes were obtained from the reflectance unmixed from the MODIS data at two dates. During this procedure, errors from two spectral unmixing steps would aggregate to the final predictions. Additionally, most of the current unmixing based methods only use fine-resolution data to provide fraction information, while other important information including spatial details are missing in these methods. More important, indirect approaches, regardless of what reflectance blending algorithms used, all suffer from heavy computation loads and errors accumulation, because both reflectance of red and NIR bands must be predicted before calculating NDVI. A recent study using three sites with contrasting spatial and temporal heterogeneity has demonstrated this limitation for nine indices including NDVI [15] . It compares the prediction results of using the indirect approaches and the ones of directly downscaling NDVI using the blending algorithms (e.g., STARFM, ESTARFM), and concludes that directly downscaling NDVI would get better results than indirect strategy [15] .
The second strategy is to directly downscale the NDVI product, which could directly apply blending algorithms from the first strategy or use methods specifically developed for blending NDVI as well. Busetto et al. proposed a novel approach for directly downscaling MODIS NDVI based on a Weighted Linear Mixing model (WLM) [20, 21] , which assumes that the NDVI value of a coarse pixel can be calculated as the area fraction weighted average of NDVI values of several land cover classes at a fine spatial scale within the coarse pixel [22] . However, its basic assumption that the same land cover type has the same NDVI value is somewhat unreasonable in the real situations, because spectral variability is very common in the same land cover type, especially within larger areas [23] . Such unreasonable assumption is likely to cause large estimation errors and significant loss of spatial details. Recently, a Spatial and Temporal Adaptive Vegetation index Fusion Model (STAVFM) was also developed based on STARFM to directly downscale MODIS NDVI with the help of HJ-1 images, which include four spectral bands with similar characteristics (i.e., spatial resolution, band width, spectral response functions) with band 1-4 of Landsat TM sensor [24] . To modify the original STARFM model, STAVFM defines a time window based on expert knowledge about crop phenology, which was then used to choose more appropriate data pairs for the blending process. However, the specification of crop phenology limits its applications to other regions. Therefore, the main challenge remains of directly downscaling NDVI products with higher accuracy and fewer requirements of ancillary data or prior knowledge.
In order to address limitations of current methods for directly downscaling NDVI from MODIS, we developed the NDVI Linear Mixing Growth model (referred to hereafter as NDVI-LMGM) to directly obtain NDVI time-series data with a high spatial resolution. The main goal of the proposed approach is to achieve more accurate results but with less computational costs and prior knowledge through using the spatial details from acquired Landsat images. To test the effectiveness of the proposed approach, we compared it to several other typical and popular methods, including STARFM [10] , ESTARFM [13] , and WLM [22] .
Methodology

The Theoretical Basis
Although the temporal change of NDVI is complicated due to the intricate dynamics of vegetation growth, the short-term changes can be interpreted as linear. This assumption is reasonable because the continuous change curve of NDVI can be separated into several linear segments (Figure 1) . The relationship of NDVI between two different points in time, t1, t2, can be denoted in Equation (1): ) (
where NDVIi is the NDVI value of a date ti, and k represents the corresponding growth rate from t1 to t2. Equation (1) provides an opportunity to obtain the NDVI at the predicted date via the growth rate during a particular period and one NDVI observation (base observation) if they are known beforehand. The MODIS growth rate between any two dates can be calculated using MODIS NDVI time-series data (e.g., MOD13 16-day composite product). Accordingly, how to estimate the growth rate for each TM/ETM+ pixel from the growth rate at the MODIS scale becomes a key problem to obtain the Landsat-like NDVI value for a prediction date. A linear mixing model was employed to solve the problem, although it was strictly valid only for the original reflectance values [25] . In the last decades, research has demonstrated that this linear mixing model would introduce very small errors to statistics when replacing the reflectance by NDVI (Equation (2)) [15, 21, 26] .
where NDVI(x, y, t) is the NDVI value of a MODIS pixel (x, y) at time t, fc(x, y, t) and NDVIc(x, y, t) represents the fractional coverage and the NDVI value of land cover class C within the MODIS pixel (x, y) at time t, respectively, l is the total number of land cover classes in the MODIS pixel (x, y) and ε(x, y, t) is the error term introduced by the Linear Mixing model. When Equation (2) is applied to Equation (1), the relationship between the growth rate of a MODIS pixel and the corresponding TM/ETM+ pixels can be written as Equation (3), assuming that no land cover changes occur from t1 to t2 (See the supplementary materials for Equation (3)):
where k MODIS (x, y, t1→t2) is the growth rate of a MODIS pixel (x, y) from t1 to t2, kc TM (x, y, t1→t2) is the growth rate of land cover C on the TM/ETM+ pixel scale within the corresponding MODIS pixel from t1 to t2. Equation (3) makes it possible to derive the growth rate of a land cover class on the TM/ETM+ pixel scale from the corresponding MODIS pixel if the fc(x, y, t) values of all land cover classes within the MODIS pixel have been established.
Usually, there is more than one land cover class within a MODIS pixel, which means the unknown parameters kc TM (x, y, t1→t2) (c = 1, … , l) cannot be estimated unless at least l or more equations are available. Therefore, the spatially neighboring MODIS pixels are employed to provide extra information, assuming the same land cover class has a similar growth rate among these neighboring pixels. It is well known that vegetation growth represented by a change in NDVI is determined by vegetation type and natural growing conditions (i.e., climate, soil and nutrition conditions). For small areas, it is reasonable to assume that these natural growing conditions would be similar. Accordingly, the same land cover class with a similar vegetation type can be assumed to have a similar growth rate among the neighboring pixels. Thus, the neighboring pixels can be used to obtain a linear model system with the general matrix equation, as shown below:
where Δt denotes the time difference from date t1 to t2; k MODIS (x, y, Δt) and fc(x, y) in Equation (4) can be calculated from the MODIS time-series data and the Landsat TM/ETM+ data, respectively. Then, kc TM (x, y, Δt) can be easily estimated by solving these linear equations. Subsequently, the estimated growth rates of various land cover classes on the TM/ETM+ scale can be used in Equation (1) to predict the NDVI value of t2.
According to the assumption that the short-term change of NDVI is linear, all the equations mentioned above are reasonable. However, in the long run, the NDVI change will cease to follow a linear change pattern. Therefore, long-term NDVI change can only be predicted reliably by several short-term predictions. Specifically, for three successive dates (e.g., tm is the Landsat observation date, tm+1, tm+2 are two prediction dates and tm < tm+1 < tm+2), the NDVI prediction for tm+2 at TM/ETM+ scale could be calculated using the following equation by assuming that the NDVI changes between tm, tm+1 and tm+1, tm+2 are linear, respectively,
where NDVIm and NDVIm+2 are the NDVI value at tm and tm+2 at TM/ETM+ scale, km and km+1 are the growth rate at the TM/ETM+ scale from tm to tm+1, and tm+1 to tm+2, respectively.
Algorithm Implementation
The input data required for this proposed algorithm includes the MODIS NDVI time-series data (either the MOD13 vegetation index product or the NDVI data derived from the daily reflectance product (MOD09)) and at least one Landsat TM/ETM+ image. A flowchart of the proposed algorithm, shown in Figure 2 , can be used to finally obtain high spatial-resolution NDVI time-series data. The main steps of implementation will be explained in detail in the following sections. 
Data Pre-Processing
It is best to employ cloud-free Landsat TM/ETM+ images as the input data. However, to some extent, cloud contamination is an inevitable problem for the Landsat data acquisitions [27] . Alternatively, the Landsat TM/ETM+ images with an acceptable amount of cloud coverage can be used as possible input data after the cloudy areas are filled in by the NSPI method proposed by Zhu et al [28] . After that, Landsat TM/ETM+ images are geo-registered to MODIS NDVI image and orthorectified using the automated registration and orthorectification package (AROP) [29] . Digital numbers are then calibrated and atmospherically corrected using the Landsat Ecosystem Disturbance Adaptive Processing System (LEDAPS) [30] . Finally, NDVI images at the Landsat TM/ETM+ scale are calculated from the processed Landsat TM/ETM+ images. Similar to the Landsat data, it is possible that the MODIS NDVI time-series data could be obscured by cloud contamination [31] . To reduce the influence of the cloud contamination, MODIS NDVI time-series data is filtered using the Savitzky-Golay algorithm [32] . In addition, if NDVI data derived from the daily reflectance product (MOD09 at a spatial resolution of 250 m) is used, the deconvolution method proposed by Huang et al. can be employed to reduce errors introduced by the spatial response function of MODIS sensor [33, 34] .
Land Cover Classification Using LANDSAT TM/ETM+ Images
The land cover classification on the Landsat TM/ETM+ scale must be determined in advance so that fc(x, y) can be calculated. Previous studies have used highly accurate high spatial-resolution land cover maps to obtain fc(x, y) [22] ; however, such maps are not always available for all areas. For the new method, the land cover map can be obtained by classifying all available Landsat TM/ETM+ images. To keep the new method as automated as possible, an unsupervised classification method (i.e., ISODATA) is recommended because it can achieve relatively accurate classification results with less human intervention. It should be noted that associating each class with the true land cover types (i.e., barren land, forest, etc.) when using the unsupervised classification result is not required. Since multi-temporal Landsat TM/ETM+ data can improve classification accuracy [35, 36] , it is best to collect as much Landsat TM/ETM+ data covering the study area as possible for land cover classification. Users must empirically set parameters of the numbers of classes in the ISODATA, the value of which can be determined according to the complexity of the landscape in the study area by visual evaluation of the input Landsat images. Greater complexity of the landscape requires establishing more class numbers. How the setting of the class numbers affects the performance of the new method will be discussed in the Section 4.2.
Predict Fine-Resolution NDVI
Theoretical analysis has shown that the computation of the TM/ETM+ NDVI growth rates requires at least l MODIS pixels since there are l parameters to be estimated (see Equation (4)). The selection of spatially neighboring MODIS pixels was performed via a moving window on a MODIS image ( Figure 3 ). To ensure that a sufficient number of these were selected for solving the linear system, and that the window size satisfied the condition presented in Equation (6),
where 2s + 1 is the moving window size and l is the number of classes.
Figure 3.
The spatially neighboring pixels of a target MODIS pixel in a moving window and land cover composition in a MODIS pixel classified from available TM/ETM+ images.
Then the linear system in Equation (4) can be solved by a constrained least square method with upper and lower boundaries for the variable kc TM , presented in the equation below,
where STD(k MODIS ), kmin MODIS and kmax MODIS are the standard deviation as well as the minimum and maximum values of the MODIS growth rate for the entire study area. This constraint is used to avoid the unreasonable large or small growth rates retrieved from Equation (4), which may be caused by errors and noise in classification of Landsat images or MODIS time-series data.
The next step was to obtain the fine-resolution growth rates from the procedures discussed above. Equation (1) was used to calculate fine-resolution NDVI of the prediction date t2 with the help of fine-resolution NDVI from the observation date t1. Moreover, if there are two available fine-resolution NDVI images from different observation dates (i.e., t1,m, t1,n), both of which can be used as the base NDVI observation in Equation (1), a weighted combination procedure can be employed to integrate the two prediction results Pm and Pn to produce a final prediction, as shown in Equation (8):
where wk is the weight of the observation date t1,k (k = m, n), which is calculated according to the change magnitude detected from MODIS NDVI time series between the observation date t1,k (k = m, n) and the prediction date t2. Here, N is the MODIS pixel number in each moving window for which the weight is specified. Equation (9) assigns a more substantial weight to a NDVI prediction if fewer changes occurred between the prediction date and the observation date [13] .
Experiments and Results
Study Area and Test Data
In order to test the performance of the proposed method, NDVI-LMGM, three typical methods for downscaling MODIS NDVI with the help of Landsat TM/ETM+ imagery were selected for comparison, ESTARFM, STARFM and the WLM. In previous studies, STARFM's performance in blending reflectance data has been demonstrated to be inferior to that of ESTARFM, especially in heterogeneous landscapes [13] . If we assume NDVI at coarse resolution is a linear mixture of NDVI at fine resolution, this will fit the basic assumption of STARFM. Therefore, we can apply STARFM directly to downscale NDVI. To avoid redundant comparisons, this study only applied STARFM to directly blend MODIS NDVI and Landsat NDVI data rather than reflectance data.
To fairly compare the proposed method with both STARFM and ESTARFM, we employed the preprocessed satellite data from the same forest region with ESTARFM and STARFM's experiments. The size of the study area is 400 × 400 pixels on the TM/ETM+ scale, and it is located approximately 37.5°N and 77.1°W. In this study area, the growing season is short and phenology changes rapidly [10, 13] . Three pairs of Landsat-7 ETM+ and MODIS (MOD09) reflectance images were acquired on 24 It must be noted that the above test site may be too small to draw comprehensive and credible conclusions from the comparison. Therefore, these four methods were also quantitatively compared in two larger areas with varying land surface characteristics, i.e., the Coleambally Irrigation Area and the Lower Gwydir Catchment, both located in Australia. These two areas have been used to evaluate blending algorithms, including STARFM and ESTARFM, in previous studies [37] . The Coleambally Irrigation Area (referred to as 'Coleambally' hereafter) is dominated by paddy fields and includes an irrigation system, located in southern New South Wales (34.6°S, 145.6°E, 1720 × 2040 pixels at 25-m resolution for ETM+ data). A total of 17 cloud-free pairs of Landsat-7 ETM + and MODIS reflectance images (MODIS Terra MOD09GA collection 5) were collected in this area (Figure 5a-d (Figure 6d) . Therefore, Gwydir was classified as a temporally heterogeneous region [37] . More detailed information about data pre-processing can be found in previous studies [37] .
In addition, another test area with a larger area (34.5°N, 109°E, 6140 × 6053 pixels at Landsat scale) and more temporal observation points, Xi'an City (Shanxi Province, China, Figure 7) , was selected to qualitatively assess the effectiveness of the proposed method. The multi-temporal MODIS NDVI product (16- 
Performance Comparison of Four Methods over a Small Forest Region
Considering that ESTARFM and WLM both require at least two pairs of Landsat TM/ETM+ and MODIS images to estimate the reflectance/NDVI on the prediction date. We also used two pairs of NDVI-LMGM and STARFM as inputs for an equitable comparison. We selected 11 July 2001 as the prediction date and two pairs of Landsat-7 ETM + and MODIS data acquired on 24 May and 12 August 2001 as inputs. The available actual Landsat ETM+ image from 11 July was further used as a reference to evaluate the accuracy of the prediction results. The class number of NDVI-LMGM was set as four classes (same with STARFM and ESTARFM in [10, 13] ), and the moving window size was 3 × 3 according to Equation (6) , excluding the edge pixels. Figure 8 shows the NDVI predictions from July 11, 2001 at the TM/ETM+ scale according to the four methods. It is evident that the NDVI images predicted by NDVI-LMGM (Figure 8a ), ESTARFM ( Figure 8b ) and STARFM ( Figure 8c ) are comparable; all are highly similar to the actual NDVI image directly calculated from the original Landsat ETM+ image (Figure 8e ). These three predictions seem much more accurate than the result obtained from the WLM method (Figure 8d) .
In order to quantify the accuracy assessment, the Average Absolute Difference (AAD, Equation (10)), Average Absolute Relative Difference (AARD, Equation (11)) and Average Difference (AD, Equation (12)) between the predicted and the actual NDVI values were calculated using the four methods (Table 1) . No matter which method was used, generally, the AAD values of all methods vary from 0.02 to 0.05, and AARD ranges from 4% to 8%. Among these four methods, NDVI-LMGM achieved the smallest AAD (0.0228), AARD (4.02%) and AD (−0.0070), followed by STARFM and ESTARFM. WLM has the largest AAD (0.0497), AARD (7.40%) and AD (0.0336). It should be mentioned here that STARFM is able to more accurately blend NDVI than ESTARFM, which is inconsistent with the previous study blending reflectance results [13] . The reason may be that errors in the red and NIR bands predicted by ESTARFM were propagated into the NDVI calculation, while STARFM was directly used to downscale NDVI, which is not prone to error propagation. The difference between results from NDVI-LMGM and those from STARFM, ESTARFM or WLM is significant with p < 0.05 (tested using the paired t-tests). Besides, NDVI-LMGM performed slightly better than STARFM with less bias (AD: −0.0070 vs. 0.0119). In addition, the AD of NDVI-LMGM was much smaller than that of ESTARFM (AD: −0.0070 vs. −0.0348), suggesting that NDVI-LMGM has less bias than ESTARFM. The scatter plot of predicted vs. observed NDVI values (Figure 9 ) also confirmed that predicted values of NDVI-LMGM with the smallest root-mean-square error (RMSE: 0.0362) are closer to the actual values than other three methods. Moreover, Table 1 indicates that the computation time of NDVI-LMGM (31 s) was significantly less than that of STARFM (127 s), ESTARFM (994 s) and WLM (135 s) in the same computational environment (Windows PC with a 2.93-GHz Intel Core i7 CPU and 8 GB RAM). Although the four methods were implemented by different programming languages (ESTARFM, NDVI-LMGM, and WLM by IDL 7.0 and STARFM by C++), the least computational time of NDVI-LMGM indicates that NDVI-LMGM is more efficient than the other methods.
Since NDVI-LMGM and STARFM can work with only one pair of Landsat TM/ETM+ and MODIS data as input, an experiment was conducted to compare performance between the two methods by using an image pair acquired on 12 August 2001. The results determined that, NDVI-LMGM achieved more accurate predictions (AAD: 0.0231, AD: 0.0078) than STARFM (AAD: 0.0299, AD: 0.0099) and the difference between these two methods is statistically significant (p-value of t-test < 0.05). However, these two predictions were both less accurate than when the same method was used with two input pairs of images, as shown in Table 1 . This suggests that employing more available observation data pairs could help to obtain more accurate predictions for both methods.
Performance Comparison of Four Methods over Coleambally and Gwydir
Since more than ten pairs of Landsat-MODIS images were collected at the Coleambally and Gwydir sites, we conducted our comparisons as: for the Coleambally site, 17 October, 9 November, Figure 6e ) were selected as prediction dates. Similar to the comparison performed in the forest site, two pairs of Landsat-7 ETM + and MODIS images acquired before the prediction date and one after were used as inputs for each prediction. The actual Landsat TM/ETM+ images on each prediction date were used as references to evaluate the accuracy of the results. The class number of NDVI-LMGM and the moving window size were also optimally set. Figure 10 displays the prediction performance of the four methods at Coleambally and Gwydir by using AAD and AD as error assessment indices. At the Coleambally site with its spatially heterogeneous landscape, NDVI-LMGM consistently achieved the lowest AAD value followed by STARFM and ESTARFM for each prediction dates (Figure 10a , averaged AAD for all prediction dates are 0.0335, 0.0357 and 0.0396 for these three methods, respectively), while WLM still maintained the largest AAD value (averaged AAD: 0.0508). In addition, NDVI-LMGM had a smaller magnitude of AD in most scenarios, which indicates that NDVI-LMGM might be less bias than the other three methods (Figure 10b ). For the temporarily heterogeneous landscape of the Gwydir site, the results revealed a performance similar to Coleambally, namely that NDVI-LMGM achieved a better performance than the other methods in most scenarios (Figure 10c,d ). The results demonstrate the robustness and effectiveness of NDVI-LMGM over either spatially or temporally heterogeneous landscapes, no matter which prediction date was included.
Furthermore, we compared performances of the four methods for different NDVI magnitudes at the irrigated area of Coleambally and the flooded area of Gwydir (Figure 11 In order to investigate the influence of input data pairs on the performance of NDVI-LMGM, varying numbers of input data pairs were used in classification and as base images to predict NDVI images at both the Coleambally and Gwydir sites. The prediction dates at the two sites were identical to those shown in Figure 10 . As Figure 12 shows, the change pattern of prediction error (average AAD for all predictive dates) against the number of input data pairs displayed a notably decreasing trend along with an increase of input data pairs both in Coleambally (Figure 12a ) and Gwydir (Figure 12b) , suggesting that more input images can improve the performance of NDVI-LMGM because they could obtain more accurate classification results. In addition, more available input data could be used as base images for prediction, which could provide more reliable base information closer to the prediction dates. 
Application over a Large Area and Long Time Series
To test the applicability of the NDVI-LMGM method, we applied it to a large study area of Xi'an city, Shanxi Province, China to produce a TM/ETM+ scale NDVI time-series with 16-day intervals throughout the entire year of 2009. Because actual Landsat scale NDVI images to quantitatively validate predictions were unavailable in this site, we set up the evaluation criteria as follow: (1) for a pure MODIS pixel containing only one land cover type, the predicted NDVI change pattern on the TM/ETM+ scale should remain similar to that of the MODIS pixel; (2) for a mixed MODIS pixel containing more than one land cover type, the predicted NDVI change pattern for vegetation type at the TM/ETM+ scale should remain similar to that in the vegetation MODIS pixel; while, for non-vegetation types, the predicted NDVI change pattern should maintain their own NDVI change pattern different from that with vegetation. Accordingly, the NDVI time-series curves for the MODIS-scale observed and the TM/ETM+ scale predicted by the proposed method were compared, in which two pure MODIS pixels and two mixed pixels were selected. Figure 13 . The comparison of the predicted NDVI curves and the observed MODIS NDVI curves for pure MODIS pixels and mixed MODIS pixels. As an example, the upper portion shows the pure MODIS pixels' curve groups and the lower part shows the mixed MODIS pixels' curve groups.
As shown in Figure 13 , for each pure MODIS pixel covered by forest, the NDVI curves both from MODIS product and prediction on the TM scale share similar change patterns (as shown in the upper portion of Figure 13 ). For one mixed MODIS pixel covered by water and forest (left of the lower portion of Figure 13 ), two predicted NDVI curves for two land cover types (water: red and forest: black) were derived from the same mixed MODIS pixel. Although the predicted curve for the water type retained some features of vegetation (high NDVI values from May to August), the smaller NDVI values were in the range of a typical water pixel, which is obviously different than the predicted curve of a forest. The feature of vegetation in water may be caused by increased photosynthetic activities of aquatic plant during summer. For a mixed MODIS pixel covered by cropland and forest (right of the lower portion of Figure 13 ), the two predicted NDVI curves at the TM/ETM+ scale indicate distinct NDVI change patterns of crop land (two peaks of rotation cropping) and forest (one peak). This comparison suggests that our method is suitable for a large area and long time series, in which the predicted NDVI curves on TM/ETM+ scale derived from not only pure pixels but also mixed pixels can successfully maintain their inherent characteristics.
Discussions
The Advantages of NDVI-LMGM
Experiments at three different sites have demonstrated that NDVI-LMGM performs better than the other three methods, STARFM, ESTARFM and WLM. Its superior performance may be attributed to the following advantages: (1) more reasonable assumptions; (2) better use of the information from base TM/ETM+ images; and (3) better selection of pixels with the same land cover type. These advantages will be explained in detail in the following sections.
First, the most important assumption of NDVI-LMGM is that neighboring pixels with the same land cover exhibit the same linear change (i.e., growth rate) during a short period. NDVI-LMGM has more practical and reasonable assumptions compared to the other methods. Generally, the growth of vegetation can be assumed to be under the influence of two groups of controlling factors. The first are biotic factors (e.g., vegetation type), which are not highly dependent on their geo-location. The second are the environmental factors, such as soil conditions, temperature, precipitation, etc., which have a strong dependence on geo-location. NDVI is representative of vegetation greenness and vigor, so it is reasonable to consider NDVI as a function of these two groups of controlling factors. In the same way, the change pattern of NDVI (growth rate) is also determined by both biotic factors and environmental factors; however, environmental factors play a more significant role than biotic factors, because the variations in environmental factors over time are more considerable than that of the biotic factors alone. Consequently, NDVI change within the same land cover over a small area can be assumed to be similar, because (1) the same land cover type in a small area has similar biotic factors; and (2) environmental factors have less variation in a small area according to the Tobler's First Law of Geography [38] . STARFM assumes that a MODIS pixel and all Landsat pixels within that MODIS pixel share similar change patterns, which ignores the variation in change pattern among land cover types [10] . This unreasonable assumption decreases STARFM's performance in heterogeneous landscapes [13] . For ESTARFM, it estimates the linear change rate between two Landsat observation dates and applies it to estimate the reflectance changes between the observation dates and any prediction dates during two observation dates [13] . However, the assumption of ESTARFM is invalid in some real situations, especially for areas with frequent cloud contamination or temporally heterogeneous landscapes, in which rapid changes can occur in a short time. For WLM, the basic assumption is that each land cover class has the same NDVI value regardless of the differences in biotic and environmental conditions [22] . This assumption cannot hold true in reality due to the diversity of environmental conditions and biotic characteristics, which can result in significant variation of NDVI values within the same land cover class in a larger area, also referred to as spectral variability when used in spectral mixture analysis [23] .
Second, NDVI-LMGM makes better use of the spatial information from Landsat observations. In NDVI-LMGM, the original Landsat-scale NDVI value is used (i.e., the Landsat observation) as the basic value to which the predicted Landsat-scale NDVI changes are added. This method retains spatial details very well since the base Landsat image preserves more spatial details. On the other hand, WLM only uses the Landsat images to obtain constant weights for the linear system, which ignores the within-class variations and results in a strong patchy effect ( Figure 9 ). In addition, STARFM and ESTARFM both employ a weighted average procedure for predictions from all neighboring similar pixels. Although it would improve the prediction results to some extent, it also might produce smoother prediction results while some spatial details could be lost.
Third, an important step for all the methods is to determine the pixels that share the same change patterns, also referred to as similar pixels or pixels with same land cover. NDVI-LMGM employs ISODATA to classify all available Landsat images to obtain the land cover map. As we know, multi-temporal images can improve the land cover classification because temporal information is an important supplement to spectral information, which helps differentiate various land covers. Therefore, it is expected that NDVI-LMGM can accurately select pixels of similar land cover. Unlike NDVI-LMGM, WLM uses existing fine-resolution land cover maps to select pixels of similar land cover, which has two limitations (1) high-quality land cover maps are often unavailable; and (2) temporal mismatching between the land cover map and prediction dates might introduce errors in the downscaling process because land cover often changes over time. Both STARFM and ESTARFM use one or two base images to select similar pixels based on a threshold of spectral distance. This procedure may introduce significant errors in similar pixel selection when the base images are further away from the prediction date. In addition, the determination of the threshold is very empirical, which might affect the robustness of STARFM and ESTARFM.
Along with the above advantages, which lead to a more accurate prediction, NDVI-LMGM is more efficient in computational time than the three other methods, especially when compared to indirect methods, such as ESTARFM. As mentioned above, all current methods (i.e., STARFM, ESTARFM and WLM) require a procedure for identifying similar pixels within each target area, which is very time-consuming. Instead, NDVI-LMGM directly employs neighboring MODIS pixels and the land cover result to build a linear model system. The high efficiency of NDVI-LMGM makes it appropriate for large-scale applications.
Influence of Parameters in NDVI-LMGM
As described, the class number in unsupervised classification is empirically determined by users. Therefore, it is necessary to investigate the influence of the class numbers for prediction accuracy.
Accordingly, experiments were conducted in the forest site and two Australian sites using various class numbers in unsupervised classification (i.e., two-nine classes in this study). For the forest site, 11 July 2001 was used as the prediction date and the other two pairs were used as input. For Coleambally, 12 February 2002 was selected as the prediction date and image pairs on 11 January and 21 February were used as input. Lastly, for Gwydir, 2 May 2004 was the prediction date and image pairs on 16 April and 5 July were set as inputs. Although AAD values vary according to the number of classes, these variation ranges are relatively small at 0.0017, 0.0038 and 0.0076, respectively, indicating that NDVI-LMGM is not highly sensitive to the number of classes. Moreover, there was a general trend among the three sites in which the AAD decreased at first, and then became stable followed by a slight increase as the class number steadily increased (Figure 14) . Although the trends are similar, the change points from a decreasing to an increasing curve, representing the optimal class number, are different. Specifically, the class number corresponding to the change point for the forest site was four, while it was six and five for the Coleambally and Gwydir, respectively. It is obvious that the optimal class number in a relatively homogenous site, such as the forest site, was lower than those in spatially heterogeneous sites, such as the two Australian sites. This finding substantiates the guideline of ISODATA classification in NDVI-LMGM that the more complex the landscape in the study area, the more class numbers should be established. It also indicates that the class number of four, five or six could be recommended for applications according to the complexity of landscapes, which may ensure a satisfactory prediction result of NDVI-LMGM.
The growth rate from t1 to t2 at TM scale is the most important parameter required to be estimated in NDVI-LMGM. Specifically, spatially neighboring MODIS pixels have been employed to solve a linear model system (Equation (4)), resulting in a situation in which each MODIS pixel is used several times and the same number of growth rates for each MODIS pixel can be obtained when it is located in varying positions of a moving window (e.g., nine times for each MODIS pixel when the moving window size is set as 3 × 3). However, in NDVI-LMGM, only the growth rate can be estimated when the MODIS pixel located in the center of the window (Figure 15a ) is used for prediction (Equation (1)). How does the performance change if the growth rate is estimated when a given MODIS pixel is at other positions within a moving window or the average of all estimated growth rates is used? To answer this question, an experiment was conducted in the forest site using the same data and parameter settings as those shown in Figure 8 . As Figure 15b shows, the AAD values for using the growth rate estimated when the MODIS pixel was located in the center of the window or when the average of all estimated growth rates was used, both of them were lower than those using the growth rate estimated when a given MODIS pixel was at any other position within the moving window. Accordingly, considering the simplification of NDVI-LMGM, the growth rate estimated from the center of the window was finally adopted. In addition, the moving window size in NDVI-LMGM was also investigated in the forest study site. Figure 15c exhibits the AAD variation when three different window sizes were used. It was evident that the larger window size, after satisfying Equation (6), could introduce more significant errors into the prediction results, mainly because the larger window size may challenge the assumption underlying our method that the same land cover type has a similar growth rate in a small area Therefore, using the moving window with a size of 3 × 3 is recommended if the number of land cover classes is set to less than nine. 
The Limitations of NDVI-LMGM
In addition to the strengths mentioned, NDVI-LMGM also has some limitations that should be noted. First, as discussed in Section 4.2, the number of classes will affect its prediction performance. Also, the parameters of class number should be determined according to the complexity of the landscape in the study area. The presence of multi-temporal Landsat images would help to improve the classification and prediction results. However, we acknowledge here that using smaller numbers of classifications can create errors, which would also affect the NDVI prediction accuracy of our method even if the temporal TM/ETM+ images are used in classification. As an operational method, we must accept such imperfect results because obtaining a perfect classification by using any up-to-date classifier is currently unpractical. However, it is expected that any attempts to improve classification accuracy will benefit our method after it is integrated into our system.
The prediction results would be influenced by the composite process of the MODIS data. Walker et al. has analyzed how this process would affect the results of STARFM [14] . The study revealed that the composite product (including 8-day MOD09A1 and 16-day NBAR (MCD43A3)) could be problematic, especially for the regions that experience rapid vegetation changes. However, the use of composite datasets during the peak of the growing season has the advantage that vegetation states is not likely to change appreciably during an 8-or 16-day period. Thus, for the region with rapid vegetation changes, the daily MODIS product (i.e., MOD09GA) is a better option for use as input. Moreover, the acquisition date of the input data also has an inevitable influence on the prediction performance (Section 3.3), which is similar to other existing methods [10, 13, 14] .
Additionally, it should be noted that small-scale land cover changes occurred between the observation date and prediction date might impact on the prediction, especially when only single observed image are used for clustering. These small-scale changes may not been detected in the classification map, thus leading to large errors for these regions. This drawback could be found in tests over Gwydir when the flood suddenly occurred to that region (Section 3.3). Fortunately, if there are multi-temporal high spatial resolution image that can be used for clustering, these land cover changes could be captured based on their different temporal change information from other land cover types.
Conclusion
This study proposed a new method, NDVI-LMGM, to produce high spatial resolution NDVI time-series data by using MODIS NDVI time-series data and Landsat images. As demonstrated by experiments at three different sites with contrasting spatial and temporal heterogeneity, we found that NDVI-LMGM could produce high spatial resolution NDVI time-series dataset with smaller errors (with the average absolute difference less than 0.08 and average absolute relative difference less than 9% for three experiments) and less bias compared to STARFM, ESTARFM and WLM.
NDVI-LMGM combines the NDVI Linear Mixing model with the NDVI Linear Growth model, with which the NDVI prediction problem can be transformed into solving a linear system. Since there are several growth rates for different land cover classes at the Landsat scale, which require estimation in the linear system, the extra information from the spatially neighboring MODIS pixels was employed based on the assumption that spatially neighboring pixels with the same land cover type in a small area have similar growth rates. Compared with the assumptions needed for STARFM, ESTARFM and WLM, the NDVI-LMGM's assumption is easier to satisfy and is more reasonable. In order to obtain more accurate land cover classification results, NDVI-LMGM employs all available multi-temporal Landsat images for ISODATA classification. Although the performance of NDVI-LMGM would be affected by various classification results and input Landsat images, it is expected that the new method can provide an alternative for directly downscaling NDVI products with higher accuracy and less computational cost. In addition, such downscaled NDVI products will benefit studies of ecosystem dynamics as one crucial aspect of understanding global climate change. In future studies, more efforts should be spent to reduce the influence of land cover classification and small-scale land cover type changes to the prediction results.
