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OPEN GROMOV-WITTEN DISK INVARIANTS
IN THE PRESENCE OF AN ANTI-SYMPLECTIC INVOLUTION
PENKA GEORGIEVA*
Abstract. For a symplectic manifold with an anti-symplectic involution having non-
empty fixed locus, we construct a model of the moduli space of real sphere maps out
of moduli spaces of decorated disk maps and give an explicit expression for its first
Stiefel-Whitney class. As a corollary, we obtain a large number of examples, which
include all odd-dimensional projective spaces and many complete intersections, for
which many types of real moduli spaces are orientable. For these manifolds, we define
open Gromov-Witten invariants with no restriction on the dimension of the manifolds
or the type of the constraints if there are no boundary marked points; a WDVV-type
recursion obtained in a sequel computes these invariants for many real symplectic
manifolds. If there are boundary marked points, we define the invariants under some
restrictions on the allowed boundary constraints, even though the moduli spaces are
not orientable in these cases.
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1. Introduction
The theory of J-holomorphic maps introduced by Gromov [15] plays a central role
in the study of symplectic manifolds. Considerations in theoretical physics led to
the development of the Gromov-Witten invariants. They are invariants of a symplectic
*Partially supported by NSF grants DMS-0605003 and DMS-0905738.
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2 PENKA GEORGIEVA
manifold M and can be interpreted as counts of J-holomorphic maps from a closed Rie-
mann surface passing through prescribed constraints. Open String Theory motivated
the study of J-holomorphic maps from a bordered Riemann surface with boundary
mapping to a Lagrangian submanifold L and predicts the existence of open Gromov-
Witten invariants. Their mathematical definition, however, has proved to be a subtle
point and few results have been obtained in this setting. Katz and Liu [22, 24] define
such invariants for an S1-equivariant pair (M,L). Without an S1-action, these invari-
ants have been constructed only in dimension 6 or less. For example, in dimensions 4
and 6 Welschinger defines real invariants [39, 40] in the case when L is the fixed locus
of an anti-symplectic involution and only point constraints are used and disk invari-
ants [41, 42] under certain conditions on the homology of L. Also in the case when
L is the fixed locus of an anti-symplectic involution and of dimension 2 or 3, Cho [3]
and Solomon [36] define open Gromov-Witten invariants with point constraints; they
can be viewed as a Gromov-Witten realisation of Welschinger’s real invariants [39, 40].
This allowed the extension of the definition to a larger class of manifolds and the use
of Gromov-Witten techniques for computations leading to a proof of the real mirror
symmetry conjecture in [28]. In this paper, we combine the points of view of [39, 40]
and [3, 36] to define disk/real invariants in higher dimensions and with different types
of constraints.
Remark 1.1. The invariants in this paper are defined only in the case when the La-
grangian submanifold is orientable. Thus, they do not recover the results of [36, 39, 40]
for non-orientable Lagrangians. Furthermore, in the case boundary marked points are
used, the invariants in this paper require the use of a non-trivial constraint from the
moduli space of domains. Thus, they do not recover the invariants of [3, 36, 39, 40] in
these cases as well. As in [3, 36, 39, 40], we impose conditions preventing the appear-
ance of codimension 1 sphere bubbling strata. The contributions from such boundary
strata can be canceled using moduli spaces of maps from CP1 with a non-standard
involution intertwined with the involution on the target. This is done in [6], where the
moduli spaces of such maps are studied.
If τ is an anti-symplectic involution on a symplectic manifold M , the fixed lo-
cus M τ is a Lagrangian submanifold. In Section 3, we construct a new moduli space
M˜k,l+1(M,A) by using the anti-symplectic involution τ to glue together the boundaries
of several moduli spaces of decorated disk maps. By Theorem 1.2, this space is iso-
morphic to the moduli space of real sphere maps RMk,l+1(M,A) defined in Section 2.
Theorem 6.1 provides an expression for its first Stiefel-Whitney class, which leads to
a large class of examples for which the moduli space is orientable; see Theorem 6.5.
Proposition 1.5 completely specifies which moduli spaces of domains are orientable. We
define open Gromov-Witten invariants for strongly semi-positive manifolds satisfying
the conditions of Theorem 6.5 with no restriction on the dimension of the manifolds or
the type of the constraints if there are no boundary marked points; see Theorem 1.6.
A WDVV-type relation for these invariants sufficient for computing them in many
cases, as well as, vanishing and non-vanishing results are obtained in [14]. In the
case of CP2n−1, these numbers provide a lower bound for the number of real rational
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curves which is shown to be sharp in many cases; see [23]. In the case when boundary
marked points are used, we place a requirement on the allowed boundary constraints
only and define invariants for this class of constraints; see Theorem 1.7. Example 7.5
demonstrates the non-triviality of these invariants for CP2n−1. When both the invari-
ants of [3, 36, 39, 40] and ours are defined, the numbers differ by a known multiple.
We furthermore show that the invariants depend non-trivially on the orienting choices
and give a refined invariant which is often independent of these choices; see Section 7.2.
Throughout this paper, (M,ω) is a symplectic manifold, τ :M → M is an anti-
symplectic involution, L = M τ ⊂M is the fixed locus of τ (L is a Lagrangian subman-
ifold), and J is a compatible almost complex structure on M such that τ ∗J = −J . We
work only in the genus zero case, which means all maps have domains either a sphere
or a disk. We fix either
H2(M) = H2(M ;Q) and H2(M,L) = Im(H2(M,L;Z)→ H2(M,L;Q)) or(1.1)
H2(M) = pi2(M) and H2(M,L) = ab(pi2(M,L)),(1.2)
where ab(pi2(M,L)) is the abelianization of pi2(M,L). In both cases, there is a natural
doubling map
(1.3) d :H2(M,L)→H2(M);
see Section 3. The results of this paper hold for either choice, with the defined invari-
ants in the former case being the obvious sum of invariants defined for the latter choice.
We use the method of (J, ν)-holomorphic maps adapted to the real and bordered set-
tings to achieve transversality as in [33, 34]. The set JR of allowable pairs (J, ν), defined
in Section 2, is infinite-dimensional and contractible. We denote the moduli space of
real (J, ν)-holomorphic maps in the class A ∈H2(M) with k real and l pairs of ordered
conjugate points by RMk,l(M,A) and the moduli space of bordered (J, ν)-holomorphic
maps, with boundary mapping to L, in the class b ∈H2(M,L) with k boundary and l
interior points by Mk,l(M, b); see Section 2. A (possibly nodal) real (J, ν)-holomorphic
map is called semi-simple if its restriction to the unstable components of its domain is
a simple J-holomorphic map; a related notion, called τ -semi-simple, is introduced in
Section 2 for bordered (J, ν)-holomorphic maps. Let
RM∗k,l(M,A) ⊂ RMk,l(M,A) and M
∗
k,l(M, b) ⊂Mk,l(M, b)
denote the possibly non-compact subsets of (τ -)semi-simple maps. For a generic (J, ν),
the moduli spaces of (τ -)semi-simple maps are cut transversely; see Section 2. Let
RMk,l = RMk,l(pt, 0) and Mk,l = Mk,l(pt, 0)
be the moduli spaces of real and bordered domains, respectively, and
ev : RMk,l(M,A)→ Lk ×M l f : RMk,l(M,A)→ RMk,l
ev : Mk,l(M,A)→ Lk ×M l f : Mk,l(M,A)→Mk,l
be the natural evaluation and forgetful maps, respectfully.
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We construct the new moduli space M˜k,l+1(M,A) in the case when the domains
have at least one interior marked point z0; the latter is signified by the notation l+1.
We introduce decorations of ± on the interior marked points and construct the new
moduli space using the moduli spaces of decorated disk maps in a class b which doubles
to A via (1.3); see Section 3. The decorations are used to give a 1-1 correspondence
between decorated marked disks and marked real spheres. The first interior marked
point z0 has a special role and is always decorated with a +. We use this point to
determine an order on the boundary strata comprised of two bubbles and define an
involution g on this boundary using the anti-symplectic involution τ . The new moduli
space M˜k,l+1(M,A) is obtained by identifying the boundaries of the decorated moduli
spaces via g. If k = 0, we take the class A ∈H2(M) in the restricted set
A = {A ∈H2(M)|A = d([u : (D2, ∂D2)→ (M,L)])⇒ [u|∂D2 ] 6= 0 ∈ pi1(L)}
in order to prevent sphere-bubbling in codimension 1, on which g is not defined. For
example, all odd-degree classes in CPn belong to A. The restriction on the class A
is removed in [6] by also considering real maps with non-standard involution on the
domain CP1.
Theorem 1.2. Suppose M is a symplectic manifold with an anti-symplectic involu-
tion τ , A ∈H2(M), and k, l ∈ Z≥0 with k + l > 0.
(1) The evaluation maps
evxi :M˜k,l+1(M,A)→ L, [u] 7→ u(xi),
e˜vzi :M˜k,l+1(M,A)→M, [u] 7→
{
u(zi), if decoration of zi is +,
τ ◦ u(zi), if decoration of zi is−,
at the boundary and interior marked points, respectfully, are continuous.
(2) If k > 0 or A ∈ A, the moduli space of τ -semi-simple maps M˜∗k,l+1(M,A) is a
(possibly non-compact) manifold without boundary for a generic (J, ν) ∈ JR. It is
smooth outside codimension 2.
(3) There is a natural homeomorphism
D : M˜k,l+1(M,A) ∼= RMk,l+1(M,A).
By Theorem 1.2(3), the open Gromov-Witten invariant we define counts real curves
passing through prescribed constraints. In particular, if there is a single real curve
passing through given constraints, we count it as ±1; see Example 7.4. The reason
for this is that the interior marked point z0 determines the half and the decorations
on the rest of the interior marked points determine whether they belong to the same
half or not and for only one choice of decorations will the map pass through the pre-
scribed constraints. In contrast, the invariants of [3, 36] count such a curve with certain
multiples, which relate Cho’s and Solomon’s invariants to Welschinger’s invariants; for
Solomon’s invariants, this multiple is described in [37, Section 7]. On the intersection
on which the invariants of [3, 36] and ours are defined, the numbers are related by
these multiples as well.
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We next study the orientability of the new moduli space M˜∗k,l+1(M,A) using the
approach of [11]. We calculate the evaluation of the first Stiefel-Whitney class of
M˜∗k,l+1(M,A) on a loop γ in the moduli space, without imposing any conditions on the
Lagrangian L = M τ . We start with any choice of trivializations as in [11, Proposi-
tion 4.9], which induce an orientation of the moduli space at a point u0 on γ. We then
transport these trivializations along the loop γ; at each codimension one boundary
strata γ crosses, these trivializations define an orientation on the target and the do-
main of the map g. We call the sign of g with respect to these orientations the relative
sign of g and compute it in Section 5. In the relative spin or pin± case, one can talk
about the sign of g; this sign was computed in [10] in the relative spin case and in [36]
in the relative pin± case. We then describe the first Stiefel-Whitney class of the moduli
space evaluated on the loop γ as the sum of the relative signs at each codimension one
strata we cross plus the difference in the trivializations at the beginning and at the end
of the loop. Theorem 6.1 expresses this sum in terms of characteristic classes. As a
consequence, we obtain in Theorem 6.5 a criterion under which the moduli space is as
close to being orientable as it can possibly be in light of Proposition 1.5; this motivates
the following definition.
Definition 1.3. A symplectic manifold (M,ω) with an anti-symplectic involution τ is
called τ -orientable if L = M τ is orientable and there is a complex bundle E →M with
an involution τ˜ lifting τ such that w2(2E
τ˜ ⊕ TL) = 0 and
4 | (µ(2E, 2E τ˜ ) + µ(M,L)) · b ∀ b ∈H2(M,L) s.t. b = −τ∗b.
A choice of a spin structure on 2E τ˜ ⊕ TL and if not all Maslov indices of the pair
(2E ⊕ TM, 2E τ˜ ⊕ TL) are divisible by 4, a choice of representatives bi ∈ H2(M,L;Z)
for the elements of H2(M,L;Z)/Im(id + τ∗), is called a τ -orienting structure for M .
By Lemma 7.3, a τ -orienting structure determines an orientation of the relative
determinant bundle of the forgetful map
(1.4) f : M˜∗k,l+1(M,A)→ M˜k,l+1 ≡ M˜k,l+1(pt, 0)
outside a certain codimension one stratum U . The list of τ -orientable manifolds in-
cludes
(CP2n−1,RP2n−1), (CP1 × CP1,RP1 × RP1), (Q×Q, gr(f)),
where Q is a symplectic manifold with w2(Q) = 0 and gr(f) is the graph of a symplecto-
morphism f on Q . Theorem 6.5 also applies to the complete intersections Xn;a ⊂ CPn
satisfying the conditions of Corollary 6.8. The orientability question is further stud-
ied in [12] and less restrictive conditions ensuring orientability are obtained; see [12,
Corollary 5.9]. The orientations induced by a τ -orienting structure, however, appear
to be more natural in the light of recursion formulas such as in [14] and in higher genus
as in [13]; see [14, Remark 2.6] and [13, Definition 1.1].
Remark 1.4. Neither a spin nor a relatively spin structure is sufficient for the ori-
entability of the determinant bundle over the glued space M˜∗k,l+1(M,A) − U . The
τ -orientability condition of this paper implies the existence of a relative spin structure
with the needed additional property ensuring the orientability of this bundle. This
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additional property is not used in [3, 36] where the non-orientability of the determi-
nant bundle is cancelled with the non-orientability coming from the marked points
over the relevant codimension one strata. This method, however, cannot be used in
higher dimensions. The orientation induced by a τ -orienting structure differs from the
orientation induced by the associated relative spin structure when c1(A) is not divisible
by 4.
Studying the sign of g also provides a simpler approach to results about the ori-
entability of the moduli space of domains obtained in Proposition 5.7 and Corollary 6.2
in [1]. In particular, we prove the following proposition in Section 5.
Proposition 1.5. Let k, l ∈ Z≥0 with k + l > 0. The moduli space of domains
M˜k,l+1 ∼= RMk,l+1
is orientable if and only if k = 0 or (k, l) = (1, 0), (2, 0). If the moduli space is
orientable, it has a canonical orientation.
We define open Gromov-Witten invariants for compact τ -orientable manifolds which
are strongly semi-positive; see Definition 7.1. We call these manifolds admissible.
Theorem 1.6. Let (M,ω, τ) be admissible and A ∈ A.
(1) A choice of a τ -orientating structure for M determines an orientation on the moduli
space M˜∗0,l+1(M,A).
(2) For a generic (J, ν) ∈ JR and a choice of a τ -orienting structure, the images of
M˜0,l+1(M,A) under the maps ev and ev× f define elements
OGWA,0,l+1 ∈ H∗(M l+1;Z) and OGWA,0,l+1 ∈ H∗(M l+1 × M˜0,l+1;Z),
respectively. These classes are independent of the choices of a generic (J, ν) ∈ JR
and of a strongly semi-positive deformation of ω.
Given hM1 , .., h
M
l+1 ∈ H∗(M ;Z) and hDM ∈ H∗(M˜0,l+1;Z), the corresponding open
Gromov-Witten invariant is the number
OGWA,0,l+1(h
M
1 , .., h
M
l+1, h
DM) = (hM1 , .., h
M
l+1, h
DM) ·OGWA,0,l+1
if the total degree of hM1 , .., h
M
l+1, h
DM is equal to the dimension of the moduli space
and 0 otherwise. A complete recursion for OGWA,0,l+1 of CP2n−1 is obtained in [14],
where it is also shown [14, Corollary 1.4] that if all hi’s are in odd complex codimen-
sions, the invariants are non-zero and that they vanish in all other cases. In [23], the
vanishing is shown to be sharp in many cases i.e. there are geometric positions of the
constraints for which there are no real curves passing through them. The author is not
aware of an example for which these and Welschinger’s invariants do not provide the
best lower bound for the count of real curves.
If k > 0, the moduli space M˜k,l+1(M,A) is not orientable, unless A is minimal and
(k, l) = (1, 0), (2, 0), even if M is admissible. Thus, we generally need cohomology
classes with correctly twisted coefficients in order to obtain a well-defined count. In
some cases, it is possible to define invariants without such twisting by using intersection
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theory and showing that in a one-parameter family we do not cross “bad” strata. This
is the approach taken in [3, 36, 39, 40], where the authors show that if the dimension of
the Lagrangian is 2 or 3 and only point constraints are used, the strata contributing to
the first Stiefel-Whitney class of the moduli space are never crossed; these arguments
do not apply to higher dimensions and it is not known whether their conclusion holds.
We overcome these restrictions in many cases by using cohomology classes from the
moduli space of domains with coefficients in its orientation system or equivalently their
Poincare duals. These classes provide the correct twisting over the stable domains in
the case of an admissible manifold as evident from Theorem 6.5. The contribution
to the first Stiefel-Whitney class of M˜∗k,l+1(M,A) coming from unstable domains is
recorded by the codimension one stratum U having a single boundary marked point on
the second bubble (in addition to the node). This means that the only “bad” stratum
is U and showing that it is not crossed is far less restrictive. In particular, this is the
case if the minimal Maslov index is greater than the dimension of the Lagrangian, no
matter what the dimension of the Lagrangian and the type of the constraints are.
If k > 0 and (M,ω, τ) is admissible, we define the invariant as a signed count of
maps passing through prescribed constraints. The sign of a map u is determined by
the relative orientation of (1.4) and is denoted by s(u); see the discussion before the
proof of Theorem 1.7 in Section 7. Given (J, ν) ∈ JR generic and
(1.5) [A1], . . . , [Al+1] ∈ H∗(M ;Z), [B1], . . . , [Bk] ∈ H∗(L;Z), [Γ] ∈ H∗(M˜k,l+1;Z),
let the number
(1.6) OGWA,k,l+1([A1], . . . , [Al+1], [B1], . . . , [Bk], [Γ]) ∈ Z
be the signed cardinality of the intersection
(ev× f)(M˜k,l+1(M,A)) ∩
l+1∏
i=1
Ai ×
k∏
j=1
Bj × Γ ⊂M l+1 × Lk × M˜k,l+1
if the total codimension of [A1], . . . , [Al+1], [B1], . . . , [Bk], [Γ] is equal to the dimension
of M˜k,l+1(M,A) and zero otherwise. Let |PD(Bj)| denote the cohomological degree of
the Poincare dual of [Bj].
Theorem 1.7. Let (M,ω, τ) be admissible, A ∈ H2(M), k > 0, cmin be the minimal
Chern number of (M,ω), and [Ai], [Bj], and [Γ] be as in (1.5). If |PD(Bj)| < cmin
for all j = 1, . . . , k, the number (1.6) is independent of the choice of a regular pair
(J, ν) ∈ JR, of a strongly semi-positive deformation of ω, and of the choice of repre-
sentatives Ai, Bj, and Γ.
Under the assumptions of Theorem 1.7, we call the number (1.6) the open Gromov-
Witten invariant corresponding to the constraints (1.5). All odd-dimensional projective
spaces CP2n−1 with their standard involutions are admissible manifolds with mini-
mal Chern number 2n. Thus, the open Gromov-Witten invariant is defined for every
choice of
[Ai] ∈ H∗(CP2n−1,Z), [Bj] ∈ H∗(RP2n−1,Z), [Γ] ∈ H∗(M˜k,l+1,Z).
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If k = 0, we may take [Γ] to be the fundamental class of M˜0,l+1; in this case,
for A ∈ H2(CP2n−1;Z) odd, OGWA,0,l+1 counts maps constrained only by classes
in CP2n−1. If we impose boundary constraints, we must take a Z-homology class
of M˜k,l+1; see [2] for the Z-homology of M˜k,l+1. By Proposition 1.5, such classes have
positive codimension whenever k + l > 1 and thus the invariant cannot be interpreted
as a count of real curves as the marked domain is constrained geometrically. Exam-
ple 7.5 demonstrates the non-triviality of these invariants for CP2n−1.
As shown in Example 7.8, changing the τ -orienting structure used to define the
(local) orientation on M˜k,l+1(M,A) sometimes results in a significant change of the
open Gromov-Witten invariants, not just up to a sign. We define a refined invariant
by also fixing the class of the fixed loci of the real maps represent in H1(L;Z2). The
absolute value of the refined invariant is independent of the choice of a τ -orienting
structure if all Maslov indices of (2E ⊕ TM, 2E τ˜ ⊕ TL) in Definition 1.3 are divisible
by 4. The sum over the classes the real loci represent gives the total invariant; this is
discussed in detail at the end of Section 7. E. Brugalle´ and J. Solomon communicated
to us an additional refinement, related to the refinement in [20], obtained by fixing a
class d ∈ H2(M,L′;Z)/(id + Im τ∗), for a connected component L′ ⊂ L, instead of the
class A. All constructions in this paper respect this refinement. The absolute value
of the resulting invariant is independent of the choice of a τ -orienting structure. Note
that one may also work on the level of pi2(M,L
′)/(id+Im τ∗). The corresponding sums
of the absolute values of these invariants give upper bounds for all other versions of
the invariants.
In order to define the invariants for manifolds which are not strongly semi-positive,
one needs to use a more sophisticated method to prove the moduli space defines a
homology class. With Kuranishi structures, one can similarly define real and bor-
dered maps using real multi-sections and doubling the bordered map to a real one,
respectively; in this way, the involution g does not have fixed points and the new Ku-
ranishi space defines a homology class when it is orientable. Lemma 7.3 implies that
for τ -orientable manifolds the tangent bundle of the Kuranishi space, as defined in [9],
is orientable if there are no boundary marked points, and thus the image of the mod-
uli space defines a homology class with Q-coefficients. If there are boundary marked
points, however, we cannot argue that the stratum U is still avoided. The approach
of [19], which stabilizes all domains, is expected to remove this restriction.
The paper is organized as follows. We describe the basic moduli spaces used in the
paper in Section 2 and construct the new moduli space M˜k,l+1(M,A) in Section 3. The-
orem 1.2 is proved in Section 4. In Section 5, we compute the relative sign of the map g
and obtain Proposition 1.5. The results on the orientability of M˜k,l+1(M,A), includ-
ing the proofs of Theorem 6.1 and Theorem 6.5, are obtained in Section 6. Section 7
is devoted to the definition of the open Gromov-Witten invariants and the proofs of
Theorems 1.6 and 1.7. The dependence of the invariants on the choice of a τ -orienting
OPEN GROMOV-WITTEN DISK INVARIANTS 9
structure is also discussed in Section 7.
The present paper is based on a portion of the author’s thesis work completed at
Stanford University. The author would like to thank her advisor Eleny Ionel for her
guidance and encouragement throughout the years. The author would also like to thank
Aleksey Zinger for many helpful discussions and for suggesting Example 7.8, Erwan
Brugalle´, Ja´nos Kolla´r, and Jake Solomon for related discussions, and the referees for
their valuable comments.
2. Preliminaries
We begin with a description of the real and bordered moduli spaces used in this
paper, adapting the outline in [18, Section 1]. As we only consider the genus zero case,
we omit the genus from the notation. In the last part of this section, we compare two
natural ways of orientating the boundary of the bordered moduli space at a point and
show that the relation between them depends only on certain topological information.
2.1. Moduli space of real maps. Let M̂n denote the space of ordered collections of
n = k + 2l ≥ 3 marked points on CP1 = C ∪ {∞}. The standard conjugation on CP1
acts on M̂n. Let RM̂k,l be the set of tuples having the first k marked points fixed (real)
and each pair (zk+2i−1, zk+2i), for i = 1, . . . , l, invariant under the conjugation. The
order of the n-tuple induces orders of the k real points, of the l pairs, and within each
pair of conjugate points. Let RMk,l denote the space of equivalence classes of RM̂k,l
modulo the group of real automorphisms AutR(CP1). Its compactification RMk,l in the
Deligne-Mumford moduli space Mn consists of equivalence classes of (possibly nodal)
stable marked curves C, formed as a union of spheres (CP1, j0) attached at nodes and
invariant under an involution on C. This involution either preserves a component or
interchanges two components. An equivalent description of RMk,l in the case k > 0 is
as the fixed locus of the ck,l involution on the moduli space Mk+2l given by
ck,l([j, z1, . . . , zk+2l]) = [−j, z1, . . . , zk; (zk+2, zk+1), . . . , (zk+2l, zk+2l−1)].
The natural map from the real moduli space of genus g > 0 marked curves to the fixed
locus of the involution on the complex moduli space is neither injective nor surjective
due to the presence of automorphisms; see [24, Section 4.1], [35, Section 6.2, 6.3]. In
genus 0, however, stable curves do not have automorphisms and the real moduli space
is isomorphic to the fixed locus of the involution ck,l: each curve in the fixed locus has
a unique anti-holomorphic involution compatible with the marked points. The space
RMk,l coincides with the fixed locus when k > 0 and is isomorphic to the part of the
fixed locus where the involution on the curve has fixed points in the case k = 0; the
part of the fixed locus of c0,l not covered by RMk,l corresponds to curves with real
structure without fixed points.
Denote by RUk,l the universal family Mk+2l+1 → Mk+2l restricted to the subspace
RMk,l ⊂ Mk+2l. We denote by jU and cU the complex structure and the anti-
holomorphic involution on the fibers of RUk,l = Mk+2l+1|RMk,l → RMk,l induced by
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the complex structure on Mk+2l+1 and its anti-holomorphic involution
cU : [j, z1, . . . , zk+2l+1]) 7→ [−j, z1, . . . , zk; (zk+2, zk+1), . . . , (zk+2l, zk+2l−1), zk+2l+1],
respectively.
A real bubble domain (B, cB) of type (k, l) is a finite union of oriented 2-manifolds Bi
joined at double points, with an orientation-reversing involution cB, with k real and l
pairs of conjugate marked points. Each component Bi is a parametrized sphere with a
standard complex structure j0. The involution cB either restrict to the standard one on
a component or interchanges two components Bi and Bj by the map z 7→ w¯, where z, w
are the corresponding coordinates on Bi, Bj. The components Bi, with their special
points, are of two types:
(a) stable components, and
(b) unstable components which are spheres with at most two special points.
There must be at least one stable component. Collapsing the unstable components to
points gives a connected domain st(B) which is a stable real curve with k real and l
pairs of conjugate marked points. Given a real bubble domain B, there is a unique
holomorphic diffeomorphism onto the fiber φ0 : st(B)→ RUk,l.
We now define real (J, ν)-holomorphic maps from real bubble domains to a symplec-
tic manifold (M,ω) with an anti-symplectic involution τ . They depend on a choice of
ω-compatible almost complex structure J , with τ ∗J = −J , and on a real perturba-
tion ν, chosen from the space of real sections of the bundle
(2.1) Hom(p∗2(TRUk,l), p∗1(TM))→M×RUk,l,
where pi are the standard projections.
Definition 2.1. A section ν of the bundle (2.1) is called a real perturbation if
Jν = −νjU and ν = dτ ◦ ν ◦ dcU .
Let JR denote the space of pairs (J, ν) of real perturbations ν and ω-compatible almost
complex structures J on M anti-commuting with τ . The space of real perturbations is
contractible since every section can be symmetrized to satisfy the required conditions.
The space of anti-invariant almost complex structures is non-empty and contractible
by the proof of [26, Proposition 2.63(i)], since it is compatible with the involution τ .
Thus, the space JR is non-empty and contractible.
Definition 2.2. Let (B, cB) be a real bubble domain.
(1) A map u :B →M is real if τ ◦ u ◦ cB = u.
(2) If (J, ν) ∈ JR, a real map u :B →M is real (J, ν)-holomorphic if
(u, φ) : B →M × RUk,l
where φ = φ0 ◦ st, is a smooth solution of the inhomogeneous Cauchy-Riemann
equation
∂¯Ju = (u, φ)
∗ν
on each component Bi of B.
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In particular, a real (J, ν)-holomorphic map u :B → M is J-holomorphic on each
unstable component of B. A real (J, ν)-holomorphic map (u, φ) is called stable if each
component Bi of the domain is either stable or its image u(Bi) is nontrivial in H2(M).
For A ∈ H2(M), let RHJ,νk,l (M,A) denote the set of stable real (J, ν)-holomorphic
maps from (CP1, j0) with k real and l pairs of conjugate marked points to M with
[u] = A. Note that RHJ,νk,l (M,A) is invariant under the action of AutR(CP1): if (u, φ)
is a real (J, ν)-holomorphic map, then so is (u ◦ ψ, φ ◦ ψ) for every ψ ∈ AutR(CP1).
Similarly, let RHJ,νk,l (M,A) be the (larger) set of stable real (J, ν)-holomorphic maps
from a real (k, l) bubble domain. Every sequence of real (J, ν)-holomorphic maps from
a smooth domain has a sequence that converges modulo reparametrizations to a stable
real (J, ν)-holomorphic map. The moduli space of real stable maps, denoted
RMJ,νk,l (M,A) or RMk,l(M,A),
is the space of equivalence classes in RHJ,νk,l (M,A), where two elements are equivalent
if they differ by a real reparametrization. As in Section 1, let RM∗k,l(M,A) denote
the subset of RMJ,νk,l (M,A) consisting of semi-simple maps (including from bubble
domains). Transversality for simple real J-holomorphic maps is described in Section 1
of [39] and the method of [33, 34] reduces transversality at stable (J, ν)-holomorphic
maps to simple J-holomorphic maps. Thus, for a generic choice of (J, ν) ∈ JR, the
space RM∗k,l(M,A) and its strata are manifolds of expected dimensions.
Remark 2.3. For a generic choice of a real perturbation, all (J, ν)-holomorphic maps
from stable domains are cut transversely. Thus, the complement of RM∗k,l(M,A) in
RMJ,νk,l (M,A) consists of multiply covered maps from unstable domains.
2.2. Moduli space of bordered maps. A bordered bubble domain B of type (k, l)
is a finite connected union of smooth oriented 2-manifolds Bi joined at double points
together with k boundary and l interior marked points, none of which is a double point.
Each of the Bi is either a parametrized sphere or a disk with the standard complex
structure j0. There must be at least one stable component and the Bi, with their
special points, fall in two categories:
(a) stable components, and
(b) unstable components which are spheres with at most two special points or disks
with at most two boundary special points.
Every bordered (k, l) bubble domain can be doubled to a real (k, l) bubble domain
Bˆ = B ∪∂B B¯, where B¯ has the opposite complex structure and the involution cBˆ is
induced by the identity map id:B → B¯. The boundary marked points on B become
real marked points on Bˆ, and the interior marked points (zk+1, . . . , zk+l) on B are dou-
bled to the l pairs of conjugate points ((zk+i, cBˆ(zk+i)), with i = 1, . . . , l.
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Every map u from a bordered bubble domain (B, ∂B) to (M,L), where L is the fixed
locus of the anti-symplectic involution τ , can be doubled to a real map uˆ : Bˆ → M
defined as
uˆ|B = u and uˆ|B¯ = τ ◦ u ◦ cBˆ.
For (J, ν) ∈ JR, a map u from a bordered bubble domain (B, ∂B) to (M,L) is called
a bordered (J, ν)-holomorphic map if the doubled map
(uˆ, φ) : Bˆ →M × RUk,l
is a real (J, ν)-holomorphic map. A bordered (J, ν)-holomorphic map (u, φ) is stable
if each component Bi of the domain is either stable or its image u(Bi) is nontrivial in
H2(M,L).
For b ∈H2(M,L), letHJ,νk,l (M, b) denote the set of stable bordered (J, ν)-holomorphic
maps from (D2, j0) with k boundary and l interior marked points to (M,L) with [u] = b.
Note that HJ,νk,l (M, b) is invariant under the group of conformal automorphisms G of
(D2, j0): if (u, φ) is a bordered (J, ν)-holomorphic map, then so is (u ◦ ψ, φ ◦ ψ) for
every ψ ∈ G. Similarly, let HJ,νk,l (M, b) be the (larger) set of stable bordered (J, ν)-
holomorphic maps from a bordered (k, l) bubble domain. By [7, Theorem 3.5], every
sequence of bordered (J, ν)-holomorphic maps from a smooth domain has a sequence
that converges modulo reparametrization to a stable map. The moduli space of stable
bordered maps, denoted
M
J,ν
k,l (M, b) or Mk,l(M, b)
is the space of equivalence classes in HJ,νk,l (M, b), where two elements are equivalent if
they differ by a reparametrization.
A J-holomorphic map u from a bordered bubble domain is called τ -simple if its
double uˆ is simple and τ -multiply covered if the double uˆ is multiply covered. In
particular, if a bordered map is not τ -multiply covered, it is τ -simple (this is not the
case if τ is dropped). Multiple covers of the disk are τ -multiply covered, but so are
maps
u : (D2, ∂D2)→ (M,L) s.t. u = τ ◦ u ◦ cD2 ,
where cD2 is the standard anti-holomorphic involution on the disk D
2; see Corollary 3.2.
Similarly, a (possibly nodal) bordered (J, ν)-holomorphic map is called τ -semi-simple
if its double uˆ is semi-simple. Let M
∗
k,l(M, b) denote the subset of M
J,ν
k,l (M, b) consist-
ing of τ -semi-simple maps (including from bubble domains). For a generic choice of
(J, ν) ∈ JR, the space M∗k,l(M, b) and its strata are manifolds of expected dimensions,
since this is the case for the real space. For a generic choice of a real perturbation, all
(J, ν)-holomorphic maps from stable domains are cut transversely. Thus, the comple-
ment of M
∗
k,l(M, b) in M
J,ν
k,l (M, b) consists of τ -multiply covered maps from unstable
domains.
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2.3. The boundary sign. In this part, we do not assume that the Lagrangian sub-
manifold L ⊂M is the fixed point locus of an anti-symplectic involution τ . We assume
J is generic.
For a fibration F → X pi→ B there is a canonical isomorphism
(2.2) ΛtopX ∼= ΛtopF ⊗ pi∗ΛtopB.
We orient Mk,l using the canonical orientation on M1,1 = {pt} and the canonical
orientations on the fibers of the forgetful maps Mk,l+1 → Mk,l and Mk+1,l → Mk,l.
By (2.2), there is also an isomorphism
(2.3) ΛtopM∗k,l(M, b) ∼= detD ⊗ f∗ΛtopMk,l,
when k+l > 0, where detD is the linearization of ∂¯; see [26, Section 3.1]. If the domain
is not stable, we induce an orientation over a point using the fibration M∗k′,l′(M, b)→
M∗k,l(M, b), for some k
′, l′ such that k′ + l′ > 0; see the proof of [11, Corollary 1.8]. By
[11, Proposition 4.9], an orientation on detD over a point u0 is induced by choices of
trivializations of
F˜ = TL⊕ 3 detTL and F 1 = detTL
over u0(∂D
2) and u0(x1) for some x1 ∈ ∂D2, respectively. Thus, these choices induce
an orientation of M∗k,l(M, b) at u0.
We denote by
(2.4) Mk1,l1(M, b1)×fp Mk2,l2(M, b2) ⊂Mk1,l1(M, b1)×Mk2,l2(M, b2)
the subspace of pairs of disk maps with the same value at the last boundary marked
point of the first map and the first boundary marked point of the second map. This
fiber product appears as a boundary stratum of Mk,l(M, b), where b1+b2 = b, l1+l2 = l,
and k1 + k2− 2 = k; the node corresponds to the last marked point on each factor. By
(2.3), there is a canonical isomorphism
Λtop
(
M∗k1,l1(M, b1)×fp M∗k2,l2(M, b2)
)
∼= detD1 ⊗ detD2 ⊗ ΛtopTL⊗ f∗ΛtopMk1,l1 ⊗ f∗ΛtopMk2,l2 ,
(2.5)
if the domains are stable. Orientations of detD1 and detD2 at a point u1 of the fiber
product are induced by choices of trivializations of F˜ over the image under u1 of the
boundary of the domain and of F 1 over a point in this image. If one of the domains
is not stable, the left-hand side of (2.5) is oriented at u1 by adding an interior marked
point to stabilize the domain and then forgetting it; see the proof of [11, Corollary 1.8].
Thus, the above choices of trivializations determine an orientation of the fiber product
at u1, which we call a fiber product orientation at u1.
Let γ = γ(t) be a path in M
∗
k,l(M, b), transversal to the boundary, with γ(0) = u0
and γ(1) = u1 ∈ ∂M∗k,l(M, b). There is a canonical isomorphism
(2.6) ΛtopM
∗
k,l(M, b)|γ ∼= detD|γ ⊗ f∗ΛtopMk,l|γ,
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if the domain of u1 is stable. Given an orientation at u0 of M
∗
k,l(M, b), the path γ
induces an orientation at u1 of ∂M
∗
k,l(M, b) by
ΛtopM
∗
k,l(M, b)γ(1)
∼= dγ
dt
|t=1 ⊗ ∂M∗k,l(M, b)γ(1).
Since
ΛtopM
∗
k,l(M, b)γ(1)
∼= detDγ(1) ⊗ f∗ΛtopMk,l|f(γ(1))
∼= detDγ(1) ⊗ dγ
dt
|t=1 ⊗ f∗Λtop∂Mk,l|f(γ(1)),
the boundary orientation at u1 is induced by
• the orientation on detDγ(1) induced from the orientation on detDγ(0) and
• the orientation on the boundary of Mk,l induced from its interior, twisted by (−1)indD.
If the domain of u1 is not stable, the left-hand side of (2.6) is oriented along γ by adding
an interior marked point to stabilize all domains and then forgetting it; see the proof
of [11, Corollary 1.8]. Thus, the above isomorphisms still determine an orientation of
∂M
∗
k,l(M, b) at u1.
Given trivializations of F˜ and F 1 at u0, we use the path γ to transport them to u1.
If L is not orientable, we assume k > 0 and use the first boundary marked point
to transport the trivialization of F 1; if L is orientable, the choice at u0 induces an
orientation of F 1 and the assumption on k is not necessary. Thus, these choices of
trivializations and the path γ induce orientations on the fiber product at u1 and on
the boundary of the moduli space at u1. We call the sign of the inclusion map
M∗k1,l1(M, b1)×fp M∗k2,l2(M, b2) ↪→ ∂M
∗
k,l(M, b),
at u1 with respect to these orientations the boundary sign at u1 and denote it by (u1).
Suppose we choose different trivializations of F˜ and F 1 with differences expressed by
sp ∈ pi1(SO(n + 3)) and o ∈ pi0(O(1)). By [11, Proposition 4.9], the effect of this
change on the orientation of detD|γ(0), and hence on the induced boundary orientation
at u1, is equal to sp + (µ(b) + 1)o, where µ(b) is the Maslov index of (TM, TL) on b.
Transporting the new trivializations to u1 induces new trivializations of F˜ on the
boundaries of the two bubbles, with differences expressed by sp1, sp2 ∈ pi1(SO(n+ 3)),
and a new trivialization of F 1 at the node, with the difference equal to o. The change
of the orientation on detD1 ⊗ detD2 ⊗ F 1|node equals
sp1 + (µ(b1) + 1)o+ sp2 + (µ(b2) + 1)o+ o = sp+ (µ(b) + 1)o,
since sp = sp1 + sp2 and µ(b) = µ(b1) + µ(b2). Thus, this change equals the change
of the boundary orientation and the sign between the two is unchanged. Choosing
a different path or initial point amounts to similarly changing the trivializations at
u1, which induces the same change of the boundary and fiber product orientations.
Therefore, the boundary sign at u1 is well-defined.
Lemma 2.4. Suppose L is a Lagrangian submanifold of a symplectic manifold M and
u1 is an element of the fiber product (2.4) for some bi ∈ H2(M,L) and ki, li ∈ Z≥0
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for i = 1, 2. The boundary sign (u1) defined above depends only on the Maslov in-
dices µ(b1) and µ(b2), the sign DM of the inclusion Mk1,l1 ×Mk2,l2 ↪→ ∂Mk,l, and the
dimension of L.
Proof. With notation as before, there is a canonical (up to homotopy) isomorphism
dγ
dt
|t=1 ⊗ detD1 ⊗ detD2 ⊗ ΛtopTL⊗ f∗ΛtopMk1,l1 ⊗ f∗ΛtopMk2,l2
∼= detD|γ(1−ρ) ⊗ f∗ΛtopMk,l|γ(1−ρ),
with ρ ∈ [0, 1] and the top exterior products on the left-hand side taken over u1. This
isomorphism is the tensor product of the isomorphisms
dγ
dt
|t=1 ⊗ ΛtopMk1,l1 ⊗ ΛtopMk2,l2 ∼= ΛtopMk,l|γ(1−ρ) and
detD1 ⊗ detD2 ⊗ ΛtopTL ∼= detDγ(1−ρ)(2.7)
corresponding to the inclusion Mk1,l1 ×Mk2,l2 ↪→ ∂Mk,l and the gluing of real Cauchy-
Riemann operators as in [4, Section 3.2] and [38, Section 4.1], respectively.
Thus, we need to show that the sign of the isomorphism (2.7) with respect to the
orientations induced by trivializations as above depends only on µ(b1) and µ(b2). This
isomorphism commutes with isomorphisms (over the identity) of bundle pairs as defined
in [26, Definition C.3.4]. The trivializations of F˜ and F 1 at u1, which are used to
orient detD1 and detD2, are determined by transporting the trivializations of F˜ and
F 1 at u1−ρ, used to orient detDγ(1−ρ); this transport also commutes with fiberwise
isomorphism of bundle pairs along the path. Finally, the procedure of orienting the
determinant bundle (on a smooth domain) using trivializations of F˜ and F 1 commutes
with isomorphisms of bundle pairs as well; see the proofs of [11, Propositions 3.1, 3.2].
Thus, the sign of the isomorphism (2.7) depends only on the isomorphism class of the
bundle at u1, which depends only on the Maslov indices µ(b1) and µ(b2). 
3. Construction of M˜k,l+1(M,A)
In this section, we construct a new moduli space M˜k,l+1(M,A) assuming there is
at least one interior marked point z0. The construction is carried by gluing together
several copies of decorated versions of Mk,l+1(M, b). The decorations on the interior
marked points are used to provide an order within the conjugate pairs on the double.
For b ∈ H2(M,L), let b¯ = −τ∗(b). Let d :H2(M,L) → H2(M) be the homomor-
phism described as follows. With the choice (1.2), we simply take the double of the bor-
dered map as described in Section 2. With the choice (1.1), we define d(b) ∈ H2(M ;Q)
for b ∈ H2(M,L;Q) to be the unique element which maps to b − τ∗(b) under the
homomorphism
j∗ :H2(M ;Q)→ H2(M,L;Q)
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and satisfies τ∗(d(b)) = −d(b). Over Z, this element is not unique and the difference
between every two such elements is torsion; this is the reason we take Q instead of Z
coefficients. We observe that d(b) = d(b¯).
Let
M˜k,l+1(M, b) = Mk,l+1(M, b)× Zl2
be the moduli space of (J, ν)-holomorphic disk maps which represent a fixed class
b ∈H2(M,L) and have a decoration of + or − on the interior marked points, with the
decoration of z0 being always +. This decoration is used to define a 1-1 correspondence
between disks with decorated marked points and spheres with ordered pairs of conjugate
points. Let
Mk,l+1(M,A) =
∐
d(b)=A
M˜k,l+1(M, b)
be the disjoint union of decorated moduli spaces of disk maps, representing a class b
whose image under d is a fixed class A ∈H2(M).
In Section 2.2, we described a doubling construction for marked bordered maps which
we now modify for decorated bordered maps. The construction of the doubled map uˆ,
the doubled domain Bˆ, and the real marked points is as before, but an interior marked
point zi with decoration + is now mapped to the pair p(z
+
i ) = (zi, cBˆ(zi)), while an
interior marked point zj with decoration − is mapped to the pair p(z−j ) = (cBˆ(zj), zj).
z0
z0
z2
z2
z1
z1
z0
z2
z1+-
decoration ℝ𝔐(M, A)𝔐(M, b)×ℤ ∈∈ 2l
For each bordered bubble domain B, denote by B′ the bordered bubble domain
obtained from B by replacing each nodal point zi,j on each component Bi by z¯i,j,
but identifying the same pairs of components as in B; recall that each Bi is either
the standard sphere or the standard disk and here z¯ denotes the conjugate of z with
respect to the standard conjugation on the sphere or the disk. Let cB :B → B′ be
the anti-holomorphic map sending z ∈ Bi to z¯ ∈ B′i = Bi. If u : (B, ∂B) → (M,L),
x1, . . . , xk ∈ ∂B, and z1, . . . , zl ∈ B − ∂B, the correspondence
c : (B, u,x, z±1 , . . . , z
±
l ) 7→ (B′, τ ◦ u ◦ cB′ , cB(x), cB(z1)∓, . . . , cB(zl)∓)
is called conjugation. Note that it reverses the decorations.
Lemma 3.1. If (B, u,x, z±1 , . . . , z
±
l ) is a bordered (J, ν)-holomorphic map with im-
age [u] = b ∈ H2(M,L), then (B′, τ ◦ u ◦ cB′ , cB(x), cB(z1)∓, . . . , cB(zl)∓) is a (J, ν)-
holomorphic map with image [τ ◦ u ◦ cB′ ] = b¯ ∈H2(M,L).
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Proof. Let u′ = τ ◦u◦ cB′ and denote by cBˆ : Bˆ → Bˆ′ the extension of the involution cB
defined by
cBˆ′ ◦ cBˆ = cBˆ ◦ cBˆ ≡ ψ−1.
In particular, ψ−1(p(z±i )) = p(cB(zi)
∓). If
φ = φ0 ◦ st :
(
Bˆ,x, p(z±1 ), . . . , p(z
±
l )
)→ Uk,l
is the holomorphic map onto a fiber as in Definition 2.2, then so is
φ′ ≡ φ ◦ ψ : (Bˆ′, cB(x), p(cB(z1)∓), . . . , p(cB(zl)∓))→ Uk,l.
Since
uˆ′ = u′ = τ ◦ u ◦ cB′ = τ ◦ u ◦ cBˆ ◦ cBˆ ◦ cB′ = uˆ ◦ ψ onB′,
uˆ′ = τ ◦ u′ ◦ cBˆ′ = u ◦ cB′ ◦ cBˆ′ = uˆ ◦ ψ on B¯′,
uˆ′ = uˆ ◦ ψ. Using (uˆ′, φ′) = (uˆ, φ) ◦ ψ, we find that
∂¯J uˆ
′ = ψ∗∂¯J uˆ = ψ∗(u, φ)∗ν = (uˆ′, φ′)∗ν.
Thus, u′ is (J, ν)-holomorphic. 
Corollary 3.2. If u : (D2, ∂D2) → (M,L) satisfies u ◦ ϕ = τ ◦ u ◦ cD2 for some
holomorphic ϕ :D2 → D2, then u is τ -multiply covered.
Proof. By the proof of Lemma 3.1, the double of τ ◦ u ◦ cD2 equals uˆ ◦ ψ, where ψ is
orientation-reversing on the real locus; the double of u◦ϕ is uˆ◦ϕˆ, where ϕˆ is orientation
preserving on the real locus. Thus, uˆ is multiply covered. 
Remark 3.3. In contrast to [10, Section 4] and [36, Section 5], we do not require ν to be
equivariant with respect to cD2 and τ , that is ν 6= dτ ◦ν◦dcD2 in our applications; thus,
u 6= τ ◦u ◦ cD2 for u ∈Mk,l+1(M, b). This is necessary in order to obtain transversality
over the real moduli space. Lemma 3.1 asserts that the doubles of u and τ ◦u ◦ cD2 are
(J, ν)-holomorphic for the same real pairs (J, ν).
We define an involution g on the compactification of the strata of Mk,l+1(M,A)
comprised of maps from a bubble domain having a single boundary node by
g : M˜k1,l1+1(M, b1)×fp M˜k2,l2(M, b2)→ M˜k1,l1+1(M, b1)×fp M˜k2,l2(M, b¯2)
[(u1, ~x1, ~z1;σ1), (u2, ~x2, ~z2;σ2)] 7→ [(u1, ~x1, ~z1;σ1), (τ ◦ u2 ◦ cB′ , cB(~x2), cB(~z2), σ¯2)],
where σi ∈ Zli2 records the decorations, σ¯i is the reverse decoration of σi, and cB :B → B′
is the anti-holomorphic map defined above. By Lemma 3.1, the image of g is indeed an
element of Mk,l+1(M,A). The subscript l1 + 1 is used to specify the bubble carrying
the preferred interior marked point z0. The point z0 is used to define an order on the
two disks using which we define the map g unambiguously. More intuitively, the map g
is given by identity on the first factor and by the conjugation c on the second, with
first and second determined by z0. Let
M˜k,l+1(M,A) =Mk,l+1(M,A)/u∼g(u)
be the space obtained by identifying the corners of the moduli spaces M˜k,l+1(M, b)
using the map g. In particular, on the compactification of the strata with p boundary
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nodes, we can order the factors of the fiber product, with the first one containing z0, to
define a map gpi by c on the i-th component and identity on the rest, for i = 2, . . . , p.
If u belongs to such a stratum, u ∼ gpi (u) for all i = 2, . . . , p; this is independent of
the ordering of the factors. A similar construction for M = CP4, k = 0, and l = −1 is
described in detail in the proof of [28, Proposition 11].
Picture	in	the	domain
glue
�lipz0
z0
z0 z0
z0
z0
z0
z0
z0
z0
z0
z0
z1
z1
z1
z1
z1
z1
z1
z1
z1+ z1+ z1 - z1 -
ℝ (M, A) (M, A)
(M, b) (M, b')
By taking the target manifold M to be a point in the above construction, we obtain
an analogue of the Deligne-Mumford moduli space, which we denote by M˜k,l+1. There
is again a forgetful map
f : M˜k,l+1(M,A)→ M˜k,l+1
given by forgetting the maps and stabilizing the domains. The moduli space M˜k,l+1
has no boundary provided there is at least one boundary marked point. Indeed, since
all bubbles are stable, each of them must have either at least 3 boundary marked
points, on the order of which g acts nontrivially, or a boundary marked point and an
interior marked point, and g acts nontrivially on the decoration of the interior point.
If k = 0, the moduli space of disk domains has a boundary component consisting of
marked spheres on which g is not defined; thus, M˜0,l+1 has boundary in this case as
well.
4. Proof of Theorem 1.2
Proof of (1). The evaluation maps at a boundary marked point xi fit together to
form an evaluation map on M˜k,l+1(M,A), since
u(xi) = τ ◦ u ◦ cB′(cB(xi)).
This does not hold at an interior marked point, since τ does not fix the image. We
account for this by using the decorations of the interior marked points and define a
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new evaluation map by
e˜vzi(u) =
{
u(zi), if the decoration of zi is +,
τ ◦ u(zi), if the decoration of zi is −.
Since g changes the decoration, the maps e˜vzi fit together and form an evaluation map
at the interior marked points e˜vzi : M˜k,l+1(M,A)→M . 
Proof of (2). The moduli space M˜∗k,l+1(M, b) has two possible types of boundary -
one having two disk components on which g is defined and one having a single sphere
component on which g is not defined. The latter is avoided by requiring that either
there be at least one boundary marked point or that all classes which the boundary
of the disk represents in pi1(L) be nonzero. Thus, to prove the statement, we need
to show that the map g has no fixed points on the codimension one strata. Indeed, if
[u2] = [τ ◦u2◦cD2 ], then by Corollary 3.2, u2 is τ -multiply covered and thus u = (u1, u2)
is not an element of M˜∗k,l+1(M,A). 
Proof of (3). By definition, a bordered map u is (J, ν)-holomorphic if its double uˆ
is (J, ν)-holomorphic. Along with the doubling construction before Lemma 3.1, this
defines a map ∐
d(b)=A
Hk,l+1(M, b)× Zl2 → Hk,l+1(M,A).
Since every reparametrization of the bordered domain defines a real reparametrization
of the doubled domain, this map descends to a map∐
d(b)=A
M˜k,l+1(M, b)→ RMk,l+1(M,A).
By the proof of Lemma 3.1, the classes of the doubles of
[u,x, z, σ] and [τ ◦ u ◦ cB′ , cB(x), cB(z), σ¯)]
are equal in RMk,l(M,A), as they differ by the real reparametrization ψ = cBˆ ◦ cBˆ′ .
Therefore, the last map further descends to a continuous map
D : M˜k,l+1(M,A)→ RMk,l+1(M,A)[
u,B,x, z+0 , z
±
1 . . . , z
±
l
] 7→ [uˆ, Bˆ,x, p(z+0 ), p(z±1 )), . . . , p(z±l ))].
We show that D is both surjective and injective.
Surjectivity. Let [uˆ,x, (z0, cBˆ(z0)), . . . , (zl, cBˆ(zl))] be an element of the real mod-
uli space RMk,l+1(M,A). Pick a representative uˆ : Bˆ → M and choose a half B ⊂ Bˆ
such that Bˆ = B
∐
B¯ and the first element z0 of the 0-th conjugate pair of interior
marked points belongs to B. Then,
D([uˆ|B,x, r(z0), . . . , r(zl)]) = [uˆ,x, (z0, cBˆ(z0)), . . . , (zl, cBˆ(zl))],
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where r(zj) denotes the correspondence
r(zj) =
{
(zj,+), if zj ∈ B ⊂ Bˆ,
(cBˆ(zj),−), if zj ∈ Bˆ −B.
Injectivity. Let
[ui,xi, z
+
i;0, z
±
i;1, . . . z
±
i;l] for i = 1, 2
be two elements of M˜k,l+1(M,A) with representatives ui : (Bi, ∂Bi) → (M,L) and
doubles
(uˆi,xi, p(z
+
i;0), p(z
±
i;1), . . . p(z
±
i;l)).
Suppose there is a real holomorphic diffeomorphism h : Bˆ1 → Bˆ2 such that h(x1) = x2,
h(p(z±1;j)) = p(z
±
2;j), and uˆ1 = uˆ2 ◦ h. Suppose the boundary of Bi consists of p circles
joined at nodes. Then, Bi = (Bi;1, . . . , Bi;p), where each Bi;m is a bubble domain with
a single disk component, zi;0 ∈ Bi;1, and h(∂B1;m) = ∂B2;m. The real locus of Bˆi is
oriented by the induced orientation of ∂Bi ⊂ Bi ⊂ Bˆi. Thus, h maps B1;1 to B2;1 and
is orientation-preserving on ∂B1;1. If h is orientation-reversing on ∂B1;m, we replace u2
with a different representative of [u2], namely
u′2 = (u2;1, . . . , u2;m−1, c(u2;m), u2;m+1, . . . , u2;p),
with the corresponding changes of the marked points. As in the proof of Lemma 3.1,
uˆ2 = uˆ
′
2 ◦ (id, . . . , id, cBˆ2;m ◦ cBˆ2;m , id, . . . , id)
and thus uˆ1 = uˆ
′
2 ◦ h′, where
h′ = (id, . . . , id, cBˆ2;m ◦ cBˆ2;m , id, . . . , id) ◦ h
is a real holomorphic diffeomorphism with h′(∂B1;m) → ∂B2;m orientation-preserving.
Thus, we may assume that h is orientation-preserving on the boundary, mapping
B1 ⊂ Bˆ1 to B2 ⊂ Bˆ2. Therefore, h|B1 relates u1 and u2 and thus
[u1,x1, z
+
1;0, z
±
1;1, . . . z
±
1;l] = [u2,x2, z
+
2;0, z
±
2;1, . . . z
±
2;l].
This concludes the proof. 
Corollary 4.1. The map M˜k,l+1 → RMk,l+1 given by[
C,x, z+0 , z
±
1 . . . , z
±
l
] 7→ [Cˆ,x, p(z+0 ), p(z±1 )), . . . , p(z±l ))]
is a homeomorphism.
Corollary 4.2. There is a commutative diagram
M˜k,l+1(M,A)
evxi×e˜vzj×τ◦e˜vzj−−−−−−−−−−→ L×M ×M
D
y∼= yid
RMk,l+1(M,A)
evxi×evzj×evz¯j−−−−−−−−−→ L×M ×M.
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5. The relative sign of conjugation
In order to study the orientability of the new moduli space M˜k,l+1(M,A), we need
to know the (relative) sign of the isomorphism g defined on the boundary of the moduli
spaces M˜k,l+1(M, b). Here we define and compute the relative sign of g. We use the
canonical isomorphism
(5.1) Λtop(Mk1,l1+1(M, b1)×fp Mk2,l2(M, b2)) ∼= det(D)⊗ Λtop(Mk1,l1+1 ×Mk2,l2)
to separate the contributions from the determinant bundle of the linearization of ∂¯ and
from the domain and compute the sign of each part in Lemmas 5.1 and 5.4. We obtain
the relative sign of g in Corollary 5.6. Lemma 5.1 and Corollary 5.6 are parallel to [10,
Theorem 1.3] and [36, Propositions 2.12, 5.1] but we do not assume the existence of a
relatively spin or pin structure on L.
Given the bubble domain B = D21
∐
D22/{1}∼{−1} with a single boundary node, a
bundle pair (E,F )→ (B, ∂B), and a real Cauchy-Riemann operator D(E,F ), there is a
canonical isomorphism
(5.2) det(D(E,F )) ∼= det(D(E,F )1 )⊗ det(D(E,F )2 )⊗ (ΛtopF )
∨
|node,
where D
(E,F )
i is the operator on the i-th bubble component; see [44, Section 2]. Suppose
(E ′, F ′)→ (B, ∂B) is another bundle pair such that
(E ′, F ′)|D21 = (E,F )|D21 and (E
′, F ′)|D22
c˜→ (E,F )|D22 ,
where c˜ is an anti-complex linear isomorphism covering cD22 . For example, given a map
u = (u1, u2) : (B, ∂B)→ (M,L), we can take
(E,F ) = (u1, u2)
∗(TM, TL) and (E ′, F ′) = (u1, τ ◦ u2 ◦ cD22)∗(TM, TL);
the map c˜ = u∗2dτ in this case. The bundle isomorphism, to which we refer as conjuga-
tion,
(E,F )
id
∐
c˜−−−→ (E ′, F ′)y y
(B, ∂B)
id
∐
c
D22−−−−−→ (B, ∂B)
induces an isomorphism
(5.3) i(E,F ) : detD
(E,F ) ∼= detD(E′,F ′),
where D(E
′,F ′) is the real Cauchy-Riemann operator on (E ′, F ′) induced by D(E,F ).
Given a complex bundle (W,JE) → (M,J) with a conjugation τ˜ covering τ , the
lines det ∂¯(W,W
τ˜ ) form a line bundle over M˜∗k,l+1(M, b); see [4, Section 3.2] or [17,
Appendix D.4]. Using the map i(W,W τ˜ ) we then obtain a line bundle
(5.4) det ∂¯
(W,W τ˜ )
/i
(W,Wτ˜ )
→ M˜∗k,l+1(M,A)
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over the glued moduli space.
By [11, Proposition 4.9], given a bundle pair (E,F )→ (D2, ∂D2) and a real Cauchy-
Riemann operator D(E,F ), an orientation of detD(E,F ) is determined by a choice of
trivializations of F ⊕ 3 detF over ∂D2 and of detF over a point x1 ∈ ∂D2. Thus,
a choice of trivializations of F ⊕ 3 detF over ∂B and of detF over the node induces
orientations on det(D
(E,F )
1 ), det(D
(E,F )
2 ), and F
∨
|node and hence on det(D
(E,F )). The
push-forwards of these choices of trivializations by id
∐
cD22 similarly induce an orien-
tation on detD(E
′,F ′).
The relative sign of i(E,F ) is the sign of the isomorphism (5.3) when the two sides
are oriented using trivializations of F ⊕ 3 detF over ∂B and of detF over the node
and their push-forwards by id
∐
cD22 . By Lemma 5.1, this sign is independent of the
choices of trivializations and in fact depends only on the Maslov index µ(E|D22 , F|∂D22)
of (E|D22 , F|∂D22). Denote by w˜1(F|∂D2) the first Stiefel-Whitney class of F evaluated
on ∂D2 and considered as an integer, i.e. either 0 or 1.
Lemma 5.1. The relative sign of i(E,F ) equals (−1), where
 =
µ(E|D22 , F|∂D22) + w˜1(F|∂D22)
2
.
Proof. Since the map i(E,F ) is identity on the first bubble, the map factors through
the isomorphism (5.2) with the only nontrivial factor being the middle one. Thus, the
relative sign of i(E,F ) is the sign of the conjugation on the second bubble. Let
(E1, F 1) = (detCE|D22 , detF|∂D22) and (E˜, F˜ ) = (E|D22 ⊕ 3E1, F|∂D22 ⊕ 3F 1).
The isomorphism c˜ induces anti-complex linear isomorphisms
c˜ : E1 → E ′1, c˜ : 4E1 → 4E ′1, c˜ : E˜ → E˜ ′.
We induce an orientation on det(D
(E,F )
2 ) by orienting det(∂¯
(E˜,F˜ )), det(∂¯(E
1,F 1)), and
det(∂¯(4E
1,4F 1)) using the isomorphism
(5.5) det(D
(E,F )
2 )⊗ det(∂¯(4E
1,4F 1)) ∼= det(∂¯(E˜,F˜ ))⊗ det(∂¯(E1,F 1));
see the proof of [11, Theorem 1.1]. We determine the sign of the isomorphism on
det(D
(E,F )
2 ) by determining it on each of the remaining factors in (5.5).
We orient det(∂¯(E˜,F˜ )) and det(∂¯(E˜
′,F˜ ′)) by trivializing
(E˜|U , F˜ )
φ∼= (Cn+3 × U,Rn+3 × ∂D22) and (E˜ ′|U , F˜ ′)
ψ∼= (Cn+3 × U,Rn+3 × ∂D22)
in a neighbourhood U of ∂D22, with ψ◦ c˜◦φ−1 = (cCn+3 , cD22), via the given trivialization
of F˜ and pinching the disk D22 to obtain a sphere attached to a disk at a point p. We
can pinch along a circle which is invariant under cD22 so that cD22 induces the standard
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anti-holomorphic involutions on the pinched off disk and sphere. Thus, the conjugation
map factors through the isomorphism
det(∂¯(E˜,F˜ )) ∼= det(∂¯D2)⊗ det ∂¯S2 ⊗ (ΛtopR E˜)
∨
|p.
The indices over the disks are isomorphic to Ind(∂¯(C
n+3,Rn+3)) ∼= Rn+3 by evaluation
at the node and cCn+3 acts as identity on it. The orientation on the determinant line
on the sphere is induced from the canonical complex orientations on the kernel and
cokernel. The complex dimension of the index on the sphere is c1(E˜) ·S2 +n+3. Since
c˜ is anti-complex linear, the sign of the conjugation map on the sphere component is
(−1)c1(E˜)·S2+n+3. Since
c1(E˜) · S2 = µ(E˜, F˜ )
2
= 2µ(E|D22 , F|∂D22),
there is no contribution to the sign coming from the Chern class. Finally, c˜ acts on
the canonical orientation of the incident condition E˜
∨
p with a sign (−1)n+3, since the
complex dimension of E˜ is n+3. Combining the three contributions gives zero and thus
the conjugation map is orientation-preserving on the det(∂¯(E˜,F˜ )) factor. Similarly, the
map is orientation-preserving on the det(∂¯(4E
1,4F 1)) factor, where we use the canonical
spin structure on 4F 1 to orient.
Similarly, we orient det(∂¯(E
1,F 1)) by choosing an isomorphism
(E1|U , F 1)
φ∼= (C× U, e iθw˜1(F
1)
2 R× ∂D22)
in a neighbourhood U of ∂D22, with ψ ◦ c˜◦φ−1 = (cC, cD22) using the given trivialization
of F 1|node and pinching the disk D
2
2 to obtain a sphere attached to a disk at a point p.
The Maslov index on the pinched off disk is then equal to w˜1(F
1) and the Chern class
on the sphere is equal to 1
2
(µ(E1, F 1)− w˜1(F 1)); see the proof of [11, Proposition 3.2].
The determinant line of the operator on the disk is isomorphic to det(F 1)
w˜1(F 1)+1
|node .
This isomorphism depends on the orientation of ∂D2 if and only if w˜1(F
1) = 1. We
use this orientation to determine the direction along which we transport F 1|x2 to F
1
|node;
reversing the orientation of ∂D2 reverses the orientation of the determinant line. Since
cD22 reverses the orientation of ∂D
2
2 and c˜ preserves the orientation of det(F
1)|node, the
contribution to the sign is (−1)w˜1(F 1). As above, the contribution to the sign of i(E,F )
from the incident condition is (−1) and from the sphere is (−1) to the power of the
index, which is
c1(detE
1) · (S2) + 1 = µ(E
1, F 1)− w˜1(F 1)
2
+ 1.
Thus, the overall sign of the conjugation map is
(−1)w˜1(F 1)+1+µ(E
1,F1)−w˜1(F1)
2
+1 = (−1)µ(E
1,F1)+w˜1(F
1)
2 ,
as claimed. 
24 PENKA GEORGIEVA
Remark 5.2. For the applications in the next section, it is useful to compute the relative
sign of i(E,F ) given trivializations of F ⊕ 3 detF over ∂B and a trivialization of detF
over some point x1 ∈ ∂B different from the node. We can still orient the two sides
of (5.3): the left side is oriented by transporting the trivialization of detF|x1 to detF|node
using the positive direction of ∂B and the right side is oriented by pushing forward the
given trivializations and transporting detF ′|id∐ c
D22
(x1)
to detF ′|node using the positive
direction of ∂B. This does not change the sign of i(E,F ) if F is orientable, but there is
an additional contribution, described in the following corollary, if F is not orientable.
Corollary 5.3. If the two sides of (5.3) are oriented as in Remark 5.2 using trivializa-
tions of F ⊕ 3 detF over ∂B and detF|x1, x1 6= node, then the sign of i(E,F ) is (−1),
where
 =
µ((E|D22 , F|∂D22)) + w˜1(F|∂D22)
2
+ δx1w˜1(F|∂D21)w˜1(F|∂D22),
with δx1 = 1 if x1 ∈ ∂D22 and zero otherwise.
Proof. We orient the left side of (5.3) by transporting the trivialization of detF|x1 to
detF|node. If we orient the right side with these choices of trivializations over ∂B and
the node, then the sign is given by Lemma 5.1. However, the right hand side is oriented
by transporting det(F ′)|id∐ c
D22
(x1) to the node using the positive orientation of ∂B. We
consider two cases:
• x1 is on the first bubble,
• x1 is on the second bubble.
In the first case, the map i(E,F ) is identity on ∂D
2
1, and this change does not affect the
trivialization of detF ′|node. Hence, the right side is oriented as in Lemma 5.1 and there
is no additional contribution to the sign of i(E,F ).
In the second case, the trivialization of detF ′|id∐ c
D22
(x1)
is transported to the node
using the positive direction of ∂D22. The difference with the push-forward trivializa-
tion on the node induced by transporting detF|x1 is measured by w˜1(F|∂D22), since
the latter is equivalent to transporting detF ′|id∐ c
D22
(x1)
using the negative direction of
∂D22. The two trivializations are the same if w˜1(F|∂D22) = 0, in which case there is no
additional contribution to the sign of i(E,F ). If w˜1(F|∂D22) = 1, the induced trivializa-
tion on the node changes. This, furthermore, changes the orientation of detD
(E′,F ′)
1
if w˜1(F|∂D21) = 0, since in this case the determinant line of ∂¯
(E′1,F ′1)
1 is isomorphic to
a single copy of F ′1|node = detF
′
|node; there is no change in the orientation of ∂¯
(E′1,F ′1)
1
if w˜1(F|∂D21) = 1. Since we are considering the case when w˜1(F|∂D22) = 1, there is no
change in the orientation of ∂¯
(E′1,F ′1)
2 and hence of detD
(E′,F ′)
2 . Thus, the additional
contribution in this case comes from the change of the orientation of the node and the
change of the orientation of detD
(E′,F ′)
1 , which can be expressed as
(−1)1+(w˜1(F|∂D21 )+1) = (−1)w˜1(F|∂D21 ).
Thus, the correction to the sign in Lemma 5.1 is δx1w˜1(F|∂D21)w˜1(F|∂D22). 
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We now turn to the sign of g when the target manifold is a point, which describes
the moduli space of domains. The moduli space Mk,l is orientable. As in the proof of
[11, Corollary 1.8], we orient it by assigning + to the point M1,1 and use the forgetful
maps Mk,l → M1,1 to induce orientation on Mk,l using the canonical orientation on
the fiber, which is an open subset of (∂D2)k−1 × (D2)l−1. When we work with the
decorated moduli space M˜k,l, we slightly change these choices of orientations: if an
interior marked point has a decoration +, we induce the orientation on the fiber using
the canonical orientation of D2; if the decoration is −, we take the opposite orientation
of D2. Thus, the point M1,1+ is assigned the sign + and the point M1,1− is assigned
the sign −. The map g is defined on the boundary strata
M˜k1,l1+1 × M˜k2,l2 ⊂ M˜k,l+1,
where the last boundary marked point on the first bubble is identified with the first
boundary marked point on the second bubble.
Lemma 5.4. The sign of g on M˜k1,l1+1 × M˜k2,l2 equals (−1)k2 .
Proof. The map g is defined as identity on the first factor and as conjugation, revers-
ing the decorations, on the second. Thus, the contribution to the sign comes from the
conjugation on the second factor. The conjugation is the identity on M1,1; since M1,1+
and M1,1− are oriented differently, the conjugation is orientation-reversing as a map
M1,1+ →M1,1− . Thus, g is orientation-reversing if (k2, l2) = (1, 1). If l2 > 0, the conju-
gation on M˜k2,l2 factors through the forgetful map M˜k2,l2 → M˜1,1± ; it remains to com-
pute the contribution from the fiber, which is an open subset of (∂D2)k2−1 × (D2)l2−1.
Each boundary marked point contributes (−1) to the sign, whereas the map on the
interior marked points is orientation-preserving, since we take the opposite orienta-
tion when the decoration is −. Thus, the contribution from the base and the fiber is
1 + k2− 1. If l2 = 0, the orientation on M˜k2,0 = Mk2,0 is induced by the two fibrations
Mk2,1 →Mk2,0 and Mk2,1 →M1,1. The sign of g on M1,1 is +; the contribution from
the fibers is (−1) for the first fibration and (−1)k2−1 for the second. Thus, the overall
sign is again (−1)k2 . 
Proof of Proposition 1.5. The spaces M˜1,1 and M˜2,1 are a point and a circle, re-
spectively, and the latter is canonically oriented by the orientation of M˜2,1. The map
g on M˜1,l1+1 × M˜1,l2 ⊂ M˜0,l+1 is orientation-reversing by Lemma 5.4. Thus, M˜0,l+1 is
orientable and canonically oriented by the canonical orientation of M˜0,l+1.
We show that all other cases are non-orientable by writing explicit loops on which
w1(M˜k,l+1) is nonzero. We either have at least 1 interior and 3 boundary marked
points or at least 2 interior and 1 boundary marked points. In the former case, there
is a loop in the moduli space crossing the following boundary strata: the first stratum
has only the first 3 boundary marked points (x1, x2, x3) on a separate bubble, the
next has only (x2, x1) on a separate bubble, the next only (x3, x1), and the last only
(x3, x2). Crossing these boundaries closes a loop. The sign of g on the first boundary
is orientation-preserving, whereas it is orientation-reversing on the other 3. Thus,
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w1(M˜k,l+1) does not vanish on this loop. If there are at least 2 interior and 1 boundary
marked points, we take a loop crossing two boundary strata: one having the interior
marked point z1 and a boundary marked point on a separate bubble and one having
only z1 on a separate bubble. The map g is orientation-preserving on the former
boundary and orientation-reversing on the latter. Thus, w1(M˜k,l+1) does not vanish
on this loop. By this argument, the first Stiefel-Whitney class w1(M˜k,l+1) is supported
on the divisors Dodd having an odd number of boundary marked points on the second
bubble (in addition to the node). 
Remark 5.5. The real moduli space RMk,0 is not orientable if k > 4 as shown in [2]
and [5].
We now compute the relative sign of the involution
g : M˜k1,l1+1(M, b1)×fp M˜k2,l2(M, b2)→ M˜k1,l1+1(M, b1)×fp M˜k2,l2(M, b¯2).
We induce an orientation at a point
u ∈ M˜k1,l1+1(M, b1)×fp M˜k2,l2(M, b2)
via choices of trivializations as in Remark 5.2 with F = TL. The chosen trivializations
induce an orientation on detD
(TM,TL)
u and this together with the canonical orientation
of the moduli space of domains induces an orientation at u via (5.1). If the second
bubble is not stable, we stabilize locally by adding an interior marked point. The
differential of g factors through the isomorphism (5.1), inducing the map (5.3) on
detD
(TM,TL)
u . The above choices of trivializations similarly induce an orientation at
the point g(u). We call the sign of g with respect to these orientations the relative
sign of g. Thus, the relative sign of g at u is the sum of the contributions from the
determinant bundles, as given by Corollary 5.3 with (E,F ) = (TM, TL), and the
moduli space of domains, as given by Lemma 5.4. If the second bubble is not stable,
the interior marked point added to stabilize the domain is not decorated and thus it
contributes to the sign on the moduli space of domains. This addition is canceled by
the additional contribution coming from the fiber of the map forgetting the additional
marked point. Thus, we obtain the following corollaries.
Corollary 5.6. The relative sign of g defined above equals (−1), where
(5.6)  =
µ(TM|D22 , TL|∂D22) + w˜1(TL|∂D22)
2
+ δx1w˜1(TL|∂D21)w˜1(TL|∂D22) + k2.
6. Orientability of M˜∗k,l+1(M,A)
In this section, we compute the first Stiefel-Whitney class of the new moduli space
M˜∗k,l+1(M,A). If this class is a pull-back of a class κ on the product L × M˜k,l+1 and
M is strongly semi-positive, the image of M˜k,l+1(M,A) under ev × f is a pseudocy-
cle with coefficients in the local system twisted by κ. In Theorem 6.1, we express
w1(M˜∗k,l+1(M,A)) in terms of classes from L, M˜k,l+1, and Poincare duals of boundary
divisors in M˜∗k,l+1(M,A). The presence of the latter shows that in general the target
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does not carry the correct local system needed to accommodate the pseudocycle. In
Theorem 6.5, we give sufficient conditions for the class to vanish if k = 0 and to be as
close as possible to a pull-back if k > 0. In the latter case, one can still define invariant
counts using intersection theory arguments, as explained in the next section.
Denote by
• Di the codimension one strata of M˜∗k,l+1(M,A) with Maslov index on the second
bubble satisfying µ(TM|D22 , TL|∂D22) ≡ i mod 4,
• Ox1 the codimension one strata of M˜∗k,l+1(M,A) having the marked point x1 on the
second bubble and odd Maslov indices on both bubbles,
• U the codimension one strata of M˜∗k,l+1(M,A) having a single boundary marked
point on the second bubble (in addition to the node).
Each of these strata has no boundary in M˜∗k,l+1(M,A) and thus defines a class in
HBMtop−1(M˜∗k,l+1(M,A);Z2), where HBM∗ denotes Borel-Moore homology; see [21, Chap-
ter IX]. Denote byD
∨
i , O
∨
x1
, and U
∨
their Poincare dual classes inH1(M˜∗k,l+1(M,A);Z2).
Theorem 6.1. Suppose M is a symplectic manifold with an anti-symplectic involu-
tion τ and k, l ∈ Z≥0 with k + l > 0; if L = M τ is not orientable, assume k > 0.
Let γ be a loop in M˜∗k,l+1(M,A) and T˜γ be the class in H2(L;Z2) traced in L by the
boundary of the domains along γ. The first Stiefel-Whitney class of the moduli space
M˜∗k,l+1(M,A) evaluated on γ equals
w1(M˜∗k,l+1(M,A)) · γ =w2(L) · T˜γ + (c1(M) · A+ 1) · (w1(L) · evx1(γ))
+
[
f∗(w1(M˜k,l+1)) +D∨1 +D
∨
2 +O
∨
x1
+ U
∨
]
· γ.
(6.1)
In particular, if L is orientable, then
w1(M˜∗k,l+1(M,A)) · γ = w2(L) · T˜γ +
[
f∗(w1(M˜k,l+1)) +D∨2 + U
∨
]
· γ.
Proof. Let k > 0. We may assume that the loop γ consists of several paths α1, .. , αr
each in some moduli space M˜k,l+1(M, bi), with end points at boundary divisors, glued
together by the map g. Choose a point u in the interior of the path α1; this separates
the path α1 into two paths β1 and β2. Choose trivializations of TL ⊕ 3 detTL and
detTL over the images u(∂D2) and u(x1), respectively. The path β1 transports these
trivializations to its other end, and hence to the beginning of α2, which transports
them to α3 and so on until we close the loop. The first Stiefel-Whitney class evaluated
on the loop γ is then given by the sum mod 2 of
• the relative signs of the map g at the boundary divisors we cross plus the number
of the crossed divisors (if g is orientation-reversing on all boundary divisors, there is
no contribution),
• the difference between the initial trivialization of TL⊕3 detTL at u|∂D2 and the one
induced following the loop,
• the difference between the initial trivialization of detTL|u(x1) and the one induced
following the loop if w˜1(TL|u(∂D2)) = 0.
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By Lemma 2.4, the first set of signs describes the change of orientation across codimen-
sion one boundary. The last two sets of signs describe the change of the orientation
of the moduli space at u under changes of the given trivializations; see [11, Proposi-
tion 4.9].
Since TL⊕ 3 detTL is an orientable bundle, the change in the trivialization is mea-
sured by
w2(TL⊕ 3 detTL) · T˜γ = w2(TL) · T˜γ.
This gives the first summand in (6.1). The change in the trivialization of detTL|u(x1)
is measured by w1(detTL) · evx1(γ); by [11, Proposition 4.9], its contribution to the
change of the orientation of the moduli space is
(w1(detTL|u(∂D2)) + 1)(w1(detTL) · evx1(γ)).
Since w1(TL) · (u(∂D2) = µ(b) mod 2 and µ(b) = c1(M) · A, this gives the second
summand in (6.1).
Finally, the relative sign of g at the stratum M˜k1,l1+1(M, b1) ×fp M˜k2,l2(M, b2, ) is
given by Corollary 5.6. The contribution from the marked points is the same as their
contribution in the moduli space of domains if the domain is stable. The unstable do-
mains have a second bubble with either no marked points or a single boundary marked
point. The former contributes one for the node and one for the boundary component
and can be disregarded. The contribution from the latter is non-trivial and is described
by U
∨ · γ. This gives the expression [f∗(w1(M˜k,l+1)) + U∨ ] · γ in (6.1). The fraction
in (5.6) is nonzero mod 2 if µ(TM|D22 , TL|∂D22) is 1 or 2 mod 4. This is described by
D
∨
1 · γ and D∨2 · γ. The expression δx1w˜1(TL|∂D21)w˜1(TL|∂D22) contributes when the
boundary marked point x1 is on the second bubble and the Maslov indices of both
bubbles are odd, which is described by O
∨
x1
· γ. This gives (6.1).
If L is orientable, we do not need a marked point to transport the chosen trivialization
of detTL over a point on u(∂D2), as any such choice determines an orientation on L
and a continuous choice of trivializations of detTL. Thus, the second term, measuring
the difference in this trivialization, vanishes. Moreover, the orientability of L implies
that all Maslov indices are even and hence there is no contribution from D1 or Ox1 ,
as well. 
Remark 6.2. If the loop γ is inside one of the moduli spaces M˜k,l+1(M, b), the formula
of Theorem 6.1 reduces to the formula for M˜k,l+1(M, b) given in [11, Theorem 1.1].
Results on the orientability of the precompactified real moduli space are also obtained
in [32]. Other expressions for the first Stiefel-Whitney class of RMk,l(M,A), when
dimM ≤ 3 and the number of marked points equals the dimension of the moduli
space, are given in [40, Proposition 4.5] and [30, 31].
Similarly, if (E, JE) → (M,J) is a complex bundle with a conjugation τ˜ lifting τ ,
F = E τ˜ , we compute the first Stiefel-Whitney class of the line bundle det ∂¯
(E,F )
/i(E,F )
; see
(5.4) for the definition. Let
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• d(E,F )i the codimension one strata of M˜∗k,l+1(M,A) with Maslov index on the second
bubble satisfying µ(E|D22 , F|∂D22) ≡ i mod 4,
• o(E,F )x1 the codimension one strata of M˜∗k,l+1(M,A) having the marked point x1 on
the second bubble and odd Maslov indices µ(E|D2i , F|∂D2i ) on both bubbles.
Proposition 6.3. Suppose M, τ , and L are as in Theorem 6.1, k, l ∈ Z≥0 with k+l > 0,
and (E, JE)→ (M,J) is a complex bundle with a conjugation τ˜ lifting τ , F = E τ˜ ; if F
is not orientable, assume k > 0. Let γ be a loop in M˜∗k,l+1(M,A) and T˜γ be the class in
H2(L;Z2) traced in L by the boundary of the domains along γ. The first Stiefel-Whitney
class of the bundle det ∂¯
(E,F )
/i(E,F )
as in (5.4) evaluated on γ equals
w1(det ∂¯
(E,F )
/i(E,F )
) · γ = w2(F ) · T˜γ + (c1(E) · A+ 1) · (w1(F ) · evx1(γ))
+
[
d
∨(E,F )
1 + d
∨(E,F )
2 + o
∨(E,F )
x1
]
· γ.
In particular, if F is orientable, then
w1(det ∂¯
(E,F )
/i(E,F )
) · γ = w2(F ) · T˜γ + d
∨(E,F )
2 · γ.
Proof. The fiber of det ∂¯
(E,F )
/i(E,F )
at a point is oriented by trivializations of F⊕3 detF and
detF over the image of the boundary of the disk and a point on this image, respectively.
As in the proof of Theorem 6.1, the contribution to the first Stiefel-Whitney class is
given by the relative signs of the gluing map given in Corollary 5.3 and the first and
second Stifel-Whitney classes of F , giving the expressions in the statement. 
If the pair (E,F ) is as in Proposition 6.3, the isomorphism
det ∂¯
(E⊕TM,F⊕TL)
/i(E⊕TM,F⊕TL)
∼= det ∂¯(E,F )/i(E,F ) ⊗ det ∂¯
(TM,TL)
/i(TM,TL)
induces the equality
(6.2) w1(det ∂¯
(E⊕TM,F⊕TL)
/i(E⊕TM,F⊕TL)
) = w1(det ∂¯
(E,F )
/i(E,F )
) + w1(det ∂¯
(TM,TL)
/i(TM,TL)
).
Corollary 6.4. Suppose M is a symplectic manifold with an anti-symplectic involu-
tion τ and k, l ∈ Z≥0 with k + l > 0; if L = M τ is not orientable, assume k > 0. If
E →M is a complex bundle with a conjugation τ˜ lifting τ , F = E τ˜ , and
w1(F ) = w1(L), w2(F ⊕ TL) = 0, 4 | (c1(E) + c1(M)) · A ∀A ∈H2(M),
then
w1(M˜∗k,l+1(M,A)) = w1(det ∂¯(E,F )/i(E,F )) + f
∗(w1(M˜k,l+1)) + U∨ .
In particular, if k = 0, then
w1(M˜∗0,l+1(M,A)) = w1(det ∂¯(E,F )/i(E,F )).
Proof. By our assumption, Proposition 6.3, and (6.2),
0 = w1(det ∂¯
(E,F )
/i(E,F )
) + w1(det ∂¯
(TM,TL)
/i(TM,TL)
).
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By Proposition 6.3 and Theorem 6.1,
w1(M˜∗k,l+1(M,A)) = w1(det ∂¯(TM,TL)/i(TM,TL)) + f
∗(w1(M˜k,l+1)) + U∨ ,
giving the result. 
Theorem 6.5. Suppose M is a symplectic manifold with an anti-symplectic involu-
tion τ and k, l ∈ Z≥0 with k + l > 0. If L = M τ is orientable and there is a complex
bundle E →M , with a conjugation τ˜ lifting τ , such that
w2(2E
τ˜ ⊕ TL) = 0, 4 | (µ(2E, 2E τ˜ ) + µ(M,L)) · b ∀b ∈H2(M,L) with b = b¯,
then
w1(M˜∗k,l+1(M,A)) = f∗(w1(M˜k,l+1)) + U
∨
.
In particular, M˜∗0,l+1(M,A) is orientable.
Proof. If all Maslov indices
µ(b) = (µ(2E, 2E τ˜ ) + µ(M,L)) · b
are divisible by 4,
(6.3) w1(M˜∗k,l+1(M,A)) = w1(det ∂¯(2E,2E
τ˜ )
/i
(2E,2Eτ˜ )
) + f∗(w1(M˜k,l+1)) + U∨
by Corollary 6.4 . If not all Maslov indices are divisible by 4, but this holds for b such
that b = b¯ ∈ H2(M,L), we show that the contribution from d
∨(2E⊕TM,2Eτ˜⊕TL)
2 · γ van-
ishes for all loops γ in the moduli space M˜∗k,l+1(M,A) and (6.3) still holds. The overall
contribution from the Maslov indices to the sum expressing w1(det ∂¯
(2E⊕TM,2Eτ˜⊕TL)
/i
(2E⊕TM,2Eτ˜⊕TL)
) ·γ
is
∑s
i=1
µ(bi,2)
2
mod 2; see the proof of Theorem 6.1. Since γ is a loop, the differences
(bi,2 − b¯i,2) must sum to zero. This implies
s∑
i=1
bi,2 =
s∑
i=1
b¯i,2 =
s∑
i=1
−τ∗bi,2 = −τ∗
s∑
i=1
bi,2 =
s∑
i=1
bi,2.
Therefore, µ(
∑s
i=1 bi,2) ≡ 0 mod 4, and thus d
∨(2E⊕TM,2Eτ˜⊕TL)
2 · γ = 0. Thus, by
Proposition 6.3 and (6.2),
0 = w1(det ∂¯
(2E,2Eτ˜ )
/i
(2E,2Eτ˜ )
) + w1(det ∂¯
(TM,TL)
/i(TM,TL)
)
and as in the proof of Corollary 6.4 we obtain (6.3) in this case as well. The result
follows by noting that
det ∂¯
(2E,2Eτ˜ )
/i
(2E,2Eτ˜ )
∼= det ∂¯(E,Eτ˜ )/i
(E,Eτ˜ )
⊗ det ∂¯(E,Eτ˜ )/i
(E,Eτ˜ )
is canonically oriented and thus its first Stiefel-Whitney class vanishes. 
Remark 6.6. If L is spin and all Maslov indexes are divisible by 4, we can take for
(E,F ) the 0-dimensional bundle pair.
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Example 6.7. The conditions of Theorem 6.5 are satisfied for the fixed locus of every
anti-symplectic involution on CP4n−1 or on a Calabi-Yau manifold, provided it is spin.
In particular, they are satisfied for RP4n−1. Theorem 6.5 also applies to (Q×Q,ω⊕−ω)
and L being the graph of a symplectomorphism f on a symplectic manifold (Q,ω)
with w2(Q) = 0; in this case L is the fixed locus of the anti-symplectic involution
(x, y) 7→ (f−1(y), f(x)). The conditions are also satisfied for (CP4n+1,RP4n+1) with
E being the hyperplane bundle over CP4n+1. They also hold for CP1 × CP1 with the
standard involution, since
b = b¯ ⇒ b = 2b′ ∈ H2(CP1 × CP1,RP1 × RP1)
and thus the Maslov index of b is 0 (mod 4). This theorem also applies for the complete
intersections Xn;a satisfying the conditions of Corollary 6.8.
Let O(a) be the a-fold product of the hyperplane line bundle over CPn and OR(a)
the a-fold product of the hyperplane line bundle over RPn. Define
Vn;a = O(a1)⊕ · · · ⊕ O(am) and V Rn;a = OR(a1)⊕ · · · ⊕ OR(am).
If s :CPn → Vn;a is a generic real section, s−1(0) is a complete intersection Xn;a; it is
Calabi-Yau if n+ 1 =
∑
ai and Fano if n+ 1 >
∑
ai. The section s induces a section
s˜ of the bundle
Ind ∂¯
(Vn;a,V Rn;a)
/i
(Vn;a,V
R
n;a)
→ M˜∗k,l+1(CPn, A)
and s˜−1(0) = M˜∗k,l+1(Xn;a, A). The result of Corollary 6.8 implies that under its
conditions,
w1(M˜∗k,l+1(Xn;a, A)) = f∗w1(M˜k,l+1) + U
∨
.
Moreover, if the open Gromov-Witten invariants are defined for such Xn;a, they can
be computed by an Euler class integration as in the classical case; see Proposition 7.7.
Corollary 6.8. If n+ 1 ≡∑ ai mod 2 and ∑ ai(ai − 1) ≡ 0 mod 4, then
w1(M˜∗k,l+1(CPn, A)) = w1(det ∂¯(Vn;a,V
R
n;a)
/i
(Vn;a,V
R
n;a)
) + f∗w1(M˜k,l+1) + U∨ .
In particular,
w1(M˜∗0,l+1(CPn, A)) = w1(det ∂¯(Vn;a,V
R
n;a)
/i
(Vn;a,V
R
n;a)
).
Proof. The conditions n+ 1 ≡∑ ai mod 2 and ∑ ai(ai− 1) ≡ 0 mod 4 ensure that we
can apply Corollary 6.4 with
(E,F ) =
{
(Vn;a, V
R
n;a), if
∑
ai + n+ 1 ≡ 0 mod 4
(Vn;a ⊕ 2O(1), V Rn;a ⊕ 2OR(1)), if
∑
ai + n+ 1 ≡ 2 mod 4.
In the latter case, we also note that
w1(det ∂¯
(Vn;a⊕2O(1),V Rn;a⊕2OR(1))
/i
(Vn;a⊕2O(1),V Rn;a⊕2OR(1)
) ) = w1(det ∂¯
(Vn;a,V Rn;a)
/i
(Vn;a,V
R
n;a)
),
similarly to the proof of Theorem 6.5. 
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7. Open Gromov-Witten disk invariants
In the first part of this section, we define open Gromov-Witten invariants for strongly
semi-positive τ -orientable manifolds. They provide a favourable environment in which
we can define a Gromov-Witten type pseudocycle using the more classical approach of
(J, ν)-holomorphic maps. As mentioned in Section 1, one can go beyond the strongly
semi-positive case by using more sophisticated methods to achieve transversality such
as Kuranishi structures [9, 8, 25], polyfolds [16], or systematic stabilizations [19]. In
the second part, we describe the dependence of the invariants on the orienting choices
and define a refined invariant in the case when the fixed loci of the real maps represent
more than one homology class in H1(L;Z2).
7.1. Definition of invariants.
Definition 7.1. A symplectic manifold (M,ω) is called
(1) semi-positive if c1(A) ≥ 0 for all classes A ∈ pi2(M) such that ω(A) > 0 and
2c1(A) ≥ 6− dim(M),
(2) strongly semi-positive if c1(A) > 0 for all classes A ∈ pi2(M) such that ω(A) > 0
and 2c1(A) ≥ 4− dim(M).
In particular, all the relevant first Chern classes are strictly greater than zero in the
strongly semi-positive case. One defines the classical Gromov-Witten invariants in the
semi-positive case by considering (J, ν)-holomorphic maps and reducing the multiply-
covered maps: the images of the latter under the evaluation maps are contained in
the image of the reduced space, which has codimension at least two due to the semi-
positive condition. This is sufficient for the image of the moduli space to define a
pseudocycle. Similarly, under the strongly semi-positive condition, the image of the
τ -multiply covered maps is contained in a subspace of codimension at least two, and
thus the image of M˜k,l+1(M,A) defines a pseudocycle.
Definition 7.2. Let (M,ω) be a compact symplectic manifold with an anti-symplectic
involution τ with non-empty fixed locus M τ = L. We say (M,ω, τ) is admissible if it
is τ -orientable and M is strongly semi-positive.
The strongly semi-positive condition ensures that the image of the multiply-cov-
ered maps is of sufficiently large codimension. The τ -orientable condition implies that
the first Stiefel-Whitney class of the moduli space of τ -semi-simple maps is equal to
f∗w1(M˜k,l+1) + U∨ ; see Theorem 6.5. In particular, if there are no boundary marked
points, the moduli space M˜∗0,l+1(M,A) is orientable.
Lemma 7.3. If (M,ω, τ) is τ -orientable, a choice of a τ -orienting structure determines
an orientation of the relative determinant bundle of (1.4), denoted by detD
(TM,TL)
/i(TM,TL)
,
over every point in M˜∗k,l+1(M,A) − U ; this orientation varies continuously with the
point.
Proof. Let (E, τ˜) be as in Definition 1.3. A choice of a spin structure on the bundle
2E τ˜ ⊕ TL induces an orientation on the determinant bundle
det ∂¯(2E⊕TM,2E
τ˜⊕TL) → M˜∗k,l+1(M, b) ∀b ∈H2(M,L);
OPEN GROMOV-WITTEN DISK INVARIANTS 33
see [9, Proposition 8.1.4]. If all Maslov indices are divisible by 4, this orientation is
continuous across all codimension-one strata except U ; see Corollary 5.3. If not all
Maslov indices are divisible by 4, we twist the orientation of det ∂¯(2E⊕TM,2E
τ˜⊕TL) over
M˜∗k,l+1(M, b) using the representatives bi in Definition 1.3 as follows. There is a unique
bi such that b = bi − b′ + b¯′ for some b′ ∈ H2(M,L;Z). We twist the orientation
by (−1)µ(b
′)
2 ; this is well-defined since the Maslov indices of two such b′ differ by a
multiple of 4 under our assumptions. This makes the orientation of det ∂¯
(2E⊕TM,2Eτ˜⊕TL)
/i
(2E⊕TM,2Eτ˜⊕TL)
continuous over M˜∗k,l+1(M,A) − U in this case as well. Together with the canonical
orientation of
det ∂¯
(2E,2Eτ˜ )
/i
(2E,2Eτ˜ )
∼= det ∂¯(E,Eτ˜ )/i
(E,Eτ˜ )
⊗ det ∂¯(E,Eτ˜ )/i
(E,Eτ˜ )
,
this induces an orientation on detD
(TM,TL)
/i(TM,TL)
∼= det ∂¯(TM,TL)/i(TM,TL) over M˜∗k,l+1(M,A)−U via
the isomorphism
det ∂¯
(2E⊕TM,2Eτ˜⊕TL)
/i
(2E⊕TM,2Eτ˜⊕TL)
∼= det ∂¯(2E,2Eτ˜ )/i
(2E,2Eτ˜ )
⊗ det ∂¯(TM,TL)/i(TM,TL) .
This establishes the proof. 
Proof of Theorem 1.6. (1) By Lemma 7.3, a choice of a τ -orienting structure in-
duces an orientation on detD
(TM,TL)
/i(TM,TL)
→ M˜∗0,l+1(M,A). By Proposition 1.5, the moduli
space of domains M˜0,l+1 is orientable and has a canonical orientation. Together they
induce an orientation on the moduli space via
(7.1) ΛtopM˜∗0,l+1(M,A) ∼= detD(TM,TL)/i(TM,TL) ⊗ f
∗ΛtopM˜0,l+1.
(2) The regularity of the pair (J, ν) implies that we have transversality for all maps
with stable domains and none of them is τ -multiply covered. We have
M˜0,l+1(M,A)− M˜∗0,l+1(M,A) = {τ -multiply covered maps}
and
M˜∗0,l+1(M,A) ⊂ M˜0,l+1(M,A).
Thus,
M˜∗0,l+1(M,A)− M˜∗0,l+1(M,A) ⊂ {τ -multiply covered maps}.
The image of the τ -multiply covered maps under ev or ev× f is contained in the image
of the reduced maps and has codimension at least two by the strongly semi-positive
assumption. By Theorem 1.2(2), M˜∗0,l+1(M,A) has no boundary for A ∈ A. Thus, by
[43, Lemma 3.5], the image of M˜0,l+1(M,A) under ev and ev × f defines a homology
class.
Two regular pairs (J1, ν1) and (J2, ν2) in JR can be connected by a path. For a
generic such path, the image of the boundary of the set of τ -semi-simple maps in the
universal moduli space over this path is again contained in a space of codimension at
least two; this follows by the strongly semi-positive condition which ensures that all
Jt-holomorphic maps along this path have strictly positive Chern/Maslov class; see
[27, Lemma 6.4.4]. Thus, by [43, Lemma 3.6], the two homology classes defined by
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(J1, ν1) and (J2, ν2) are the same. A similar cobordism argument holds for a strongly
semi-positive deformation of ω. 
Example 7.4. Let (M,L) = (CP2n−1,RP2n−1). All odd-degree classes A belong to A.
The moduli space M˜0,l+1 is orientable, and hence we can use the dual of its fundamen-
tal class as the constraint hDM . Since M˜0,l+1(CP2n−1, A) is isomorphic to the moduli
space of real sphere maps, the number OGWA,0,l+1(h), defined immediately after The-
orem 1.6, can be interpreted in this case as the number of real spheres in the class A
passing through the Poincare duals of hM1 , .., h
M
l+1. In particular, if we take A to be the
class of a line, l = 1, and h = (pt
∨
, H
∨
, [M˜0,2]∨), where H is the homology class of
a hyperplane, then OGWA,0,2(h) counts the number of real spheres passing through a
complex point and intersecting a hyperplane. The real condition forces the curve to
also pass through the complex conjugate of the point, and hence there is only one such
curve. Thus, the number
|OGWCP2n−1line,0,2 (pt
∨
, H
∨
, [M˜0,2]∨)| = 1.
Note that z0 must go to pt and not its conjugate. A complete recursion determining
the rest of the invariants is obtained in [14].
If k > 0, we define the invariant as a signed count of maps passing through prescribed
constraints still under the assumption that (M,ω, τ) is admissible. In order to define
the sign at such maps, we orient detD over M˜∗k,l+1(M,A) − U as in Lemma 7.3. We
define a local orientation at a smooth point C in the moduli space of domains using
the canonical orientation of the component M˜k,l+1 the curve C belongs to. We use
this local orientation and the orientation on the determinant bundle to induce local
orientation on the smooth points in the moduli space of maps which lie over C via the
isomorphism (7.1). Let Ai, Bj, and Γ, for i = 1, . . . , l + 1, j = 1, . . . , k, be oriented
manifolds representing homology classes in H∗(M ;Z), H∗(L;Z), and H∗(M˜k,l+1;Z),
respectively, and let αi, βj, and γ be the Poincare duals of these classes. Let |α|
denotes the degree of a cohomology class α and suppose
(7.2)
∑
i
|αi|+
∑
j
|βj|+ |γ| = dimM˜k,l+1(M,A).
Under generic conditions, the image (ev× f)(M˜k,l+1(M,A)) intersects the image of the
product
∏
iAi ×
∏
j Bj × Γ at finitely many points whose preimages in M˜k,l+1(M,A)
are maps with smooth domains. For such a preimage point u ∈ M˜k,l+1(M,A), denote
by s(u) the sign of the isomorphism at u
T (M˜k,l+1(M,A))×
∏
i
T (Ai)×
∏
j
T (Bj)× T (Γ) ∼= T (M l+1 × Lk × M˜k,l+1),
where the two sides are oriented using the local orientations described above. This sign
is independent of the choice of local orientation on the moduli space of domains.
Proof of Theorem 1.7. Let (J1, ν1) and (J2, ν2) be two regular pairs in JR and
(Jt, νt) be a generic path between them. As in the proof of Theorem 1.6, the image of
OPEN GROMOV-WITTEN DISK INVARIANTS 35
the τ -multiply covered maps is of codimension at least 2 and in a generic path they
are avoided. Since k > 0, there is no codimension-one sphere bubbling. Thus, along
the path {Jt} the intersection points will form a one-dimensional bordism, crossing
a finite number of codimension-one strata of the moduli space. We define the local
orientations on the precompactified universal moduli space as we did for a fixed J and
orient the corresponding pieces of the bordism by the surjection
T (M˜A,k,l+1(M,A; {Jt}))×
∏
i
T (Ai)×
∏
j
T (Bj)× T (Γ)
→ T (M l+1 × Lk × M˜k,l+1);
the restriction of this surjection to J0 gives the sign −s(u; J0) and the restriction to J1
gives s(u; J1). We first show that if we do not cross the stratum U , the described orien-
tation is continuous across the codimension-one strata and thus the count at J0 equals
the count at J1; the orientation is clearly continuous if we do not cross codimension-one
strata. If we cross a codimension-one stratum where the bubbled domain is stable, the
changes of the local orientations on the moduli spaces of maps and domains are the
same; see the proof of Theorem 6.1. There is no change in the local orientation on
the moduli space of maps if the domain of the second bubble is unstable, but does not
have any boundary marked points, which means the orientation is continuous across
such a stratum as well.
If there is a single boundary marked point on the second bubble, the local orientation
on the moduli space of maps changes, whereas on the moduli space of domains it does
not; this is the stratum U and the orientation is not continuous across it. We show
that under the assumptions of the theorem U is never crossed. Suppose that in a
one parameter family the cut-down moduli space bubbles into classes b1 and b2 with a
single boundary marked point on the second bubble with image on Bj0 . By a dimension
count, this happens only if
µ(b1) + n− 3 + k + 2(l + 1) ≥
∑
i
|αi|+
∑
j 6=j0
|βj|+ |γ| and
µ(b2) + n− 3 + 2 ≥ |βj0|.
Adding |βj0| to the first inequality and using (7.2), we get
µ(b1) + n− 3 + k + 2(l + 1) + |βj0 | ≥ µ(b) + n− 3 + k + 2(l + 1).
Since µ(b) = µ(b1) + µ(b2), this is equivalent to |βj0| ≥ µ(b2). However,
µ(b2) ≥ cmin > |βj0|,
by assumption. Thus, U is never crossed. A similar cobordism argument holds for a
strongly semi-positive deformation of ω and for a change of the representatives of the
homology classes. 
If the moduli space of domains M˜k,l+1 is orientable, we can use its fundamental class
as a (trivial) constraint and obtain a count of the maps passing through constraints
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only from M and L, i.e. a primary Gromov-Witten invariant. For example,
|OGWCP2n−1line,2,1 (pt
∨
, pt
∨
, H
∨
, [M˜2,1]∨)| = 1,
where pt
∨
is the Poincare dual of a point in RP2n−1; see Example 7.4. When M˜k,l+1 is
not orientable, however, Htop(M˜k,l+1;Z) = 0, and we have to use different constraints in
order to have an invariant count. This can be interpreted as a restriction on the domains
of the maps. The next example demonstrates the non-triviality of the invariants in this
case.
Example 7.5. Let Γ be the stratum of M˜1,l+1, l>1, composed of nodal domains hav-
ing a disk with one boundary marked point attached to a sphere with l+1 marked
points, all decorated with a +. This is a closed oriented codimension 2 stratum
of M˜1,l+1 and thus represents a Z-homology class. Let cp∨ be the dual of a point
and H
∨
the dual of a hyperplane in CP2n−1 and rp∨ the dual of a point in RP2n−1. Let
β1, . . . , βl ∈ H∗(CP2n−1) be such that
∑l
i=1 |βi| = 4nd−4+2l. Then,
|OGWCP2n−12d,1,l+1(rp
∨
, β1, . . . , βl, H
∨
, [Γ]
∨
)| = GWCP2n−1d,l+2 (β1, . . . , βl, H
∨
, cp
∨
),
where the number on the right-hand side of the equality is the classical Gromov-Witten
invariant of CP2n−1 in degree d passing through a point, a hyperplane, and the duals
of β1, . . . , βl. This equality holds since Γ restricts the domains of the maps in such
a way that only maps which are constant on the disk component will contribute; all
other possibilities vanish for dimensional reasons.
In order to define an invariant count of maps without restricting the domains, one
has to show that in a one-parameter family the cut-down moduli space does not cross
boundary divisors which contribute to the first Stiefel-Whitney class of M˜k,l+1(M,A).
This is possible in dimension 4 and 6 as shown in [3, 36] but the approach does not
extend to higher dimensions; we illustrate it in the following example.
Example 7.6 ([3, Section 3], [36, Section 6]). Suppose (M,L) = (CP3,RP3), the
class A has degree d, and only real point constraints at the boundary marked points
and hyperplane constraints at the interior points are used. The dimension formula
implies that the number of boundary marked points k must equal 2d. Suppose in a
one-parameter family the cut-down moduli space bubbles into classes of degrees d1 and
d2 with k1 and k2 boundary marked points, respectively. By a dimension count, this
stratum appears only if 4d1 + 1 ≥ 2k1 and 4d2 + 1 ≥ 2k2. We add 2k2 to the first
inequality to obtain
4d1 + 1 + 2k2 ≥ 2k1 + 2k2 = 2k = 4d⇒ 2k2 ≥ 4d2 − 1.
This together with the second inequality implies that k2 = 2d2 is even, and so should
be k1. Thus, we never cross strata which contribute to the first Stiefel-Whitney class
of M˜k,l+1(M,A). This computation, originally appearing in [3, Section 3] and [36,
Section 6], relies heavily on the fact that the dimension of the Lagrangian is small and
the degrees of the cohomology constraints are big, which gives a strong relation between
the possible combinations of Maslov indices and marked point splits we encounter in a
one-parameter family. This relation quickly weakens with the increase of the dimension.
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Proposition 7.7. Let Xn;a be a Fano complete intersection satisfying the conditions
of Corollary 6.8, A ∈ A, and
h = (h1, . . . , hl+1, h
DM) ∈ H∗(CPn;Z)⊕(l+1) ⊕H∗(M˜0,l+1;Z).
Then,
OGW
Xn;a
A,0,l+1(h) =
∫
[M˜0,l+1(CPn,A)]
e(Ind ∂¯
(Vn;a,V Rn;a)
/i
(Vn;a,V
R
n;a)
) ∧ h1 ∧ · · · ∧ hl+1 ∧ hDM .
Proof. By [28, Proposition 11], M˜0,l+1(CPn, A) is a smooth closed orbifold and
Ind ∂¯
(Vn;a,V Rn;a)
/i
(Vn;a,V
R
n;a)
→ M˜0,l+1(CPn, A)
is a smooth orbibundle; our construction and the construction of [28, Proposition 11]
differ only by the rule specifying which bubble is conjugated, which does not affect the
argument. By [11, Corollary 1.10], there is a canonical isomorphism
ΛtopM˜0,l+1(CPn, b) ∼= det ∂¯(Vn;a,V
R
n;a)
/i
(Vn;a,V
R
n;a)
|M˜0,l+1(M,b).
If n + 1 ≡ ∑ ai mod 4, wi(RPn) = wi(V Rn;a) for i = 1, 2 and the relative signs of the
gluing maps on the bundle and on the moduli space are equal by Corollaries 5.3 and 5.6.
Thus, the canonical isomorphism extends over M˜0,l+1(CPn, A). If n + 1 ≡
∑
ai + 2
mod 4, we apply the same argument to Vn;a⊕ 2O(1) and note that det ∂¯(2O(1),2O
R(1))
/i
(2O(1),2OR(1))
is
canonically oriented. Thus, there is a canonical isomorphism
ΛtopM˜0,l+1(CPn, A) ∼= det ∂¯(Vn;a,V
R
n;a)
/i
(Vn;a,V
R
n;a)
and the Euler class
e(Ind ∂¯
(Vn;a,V Rn;a)
/i
(Vn;a,V
R
n;a)
) ∈ Htop(M˜0,l+1(CPn, A);Zw1(M˜0,l+1(CPn,A))),
where Zw1(M˜0,l+1(CPn,A)) is the local system of orientations on the moduli space. This
implies the integral is well-defined and the fact that it gives the open Gromov-Witten
invariant follows as in the classical case and in the proof of [28, Theorem 3]. 
7.2. Dependence on orienting choices. The signed counts of maps arising from
Theorems 1.6 and 1.7 are independent of the choice of a (local) orientation on the
space of domains (and moreover, there is a canonical choice). Lemma 7.3 orients
detD → M˜∗k,l+1(M,A)− U using a choice of a spin structure on 2E τ˜ ⊕ TL and if not
all Maslov indices are divisible by 4, a choice of representatives bi ∈ H2(M,L;Z) for
the elements of H2(M,L;Z)/Im(id + τ∗).
Suppose all Maslov indices of (2E ⊕ TM, 2E τ˜ ⊕ TL) are divisible by 4 and thus
the (local) orientation on the moduli space is fixed by a choice of a spin structure on
2E τ˜ ⊕ TL. Example 7.8 shows that the invariants depend non-trivially on this choice.
The dependence can be seen as follows. Let B ⊂ H1(L;Z2) be the set of classes which
the fixed loci of the real maps in the class A ∈H2(M) represent. For every choice of a
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class q ∈ B, we define a refined invariant OGWqA,k,l+1 counting only those maps whose
fixed locus represent the class q. The proof that these numbers are invariant is exactly
the same as before and
OGWA,k,l+1 =
∑
q∈B
OGWqA,k,l+1.
Changing the spin structure negates OGWqA,k,l+1 if the change is non-trivial over q. This
implies that OGWA,k,l+1 may change even in the absolute value if |B| > 1. However,
the invariant ∑
q∈B
|OGWqA,k,l+1|
is independent of this choice. Moreover, for every choice of a spin structure∑
q∈B
|OGWqA,k,l+1| ≥ OGWA,k,l+1.
This refinement holds for the Welschinger’s invariant [39, 40] as well, where we can
sum over the absolute value of the invariant for a fixed q.
Example 7.8. Let M = T 2 × CP4n−1 and τ(s, t, z) = (−s, t, z¯), where s, t ∈ R/2piZ
are angular coordinates. The fixed locus,
L = {0, pi} × S1 × RP4n−1,
is disconnected. Let A = pt × pt × line ∈ H2(M), H1 = S1 × pt × H ∈ H8n−3(M),
where H is the homology class of a hyperplane, and H2 = T
2 × pt ∈ H2(M). There
are exactly two real curves passing through H1 and H2 in the class A. The sign
with which we count these curves is determined by a choice of a spin structure on
the (disconnected) Lagrangian L, and we are free to choose a different one on each
component. Thus, OGWA,0,2 = 0 for some choices and |OGWA,0,2| = 2 for the other
choices. The cardinality of the set B in this case is 2, with representatives {0}×pt×RP1
and {pi} × pt× RP1, and ∑
q∈B
|OGWqA,0,2(M,A)| = 2,
regardless of the choice of a spin structure.
If not all Maslov indices of (2E ⊕ TM, 2E τ˜ ⊕ TL) are divisible by 4, the invariants
depend on the choice of representatives bi ∈ H2(M,L;Z) in Definition 1.3 used to
determine the orientation.
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