We compute the integer cohomology rings of the \polygon spaces" introduced in Kl, KM]. This is done by embedding them in certain toric varieties; the restriction map on cohomology is surjective and we calculate its kernel using ideas from the theory of Gr obner bases.
Introduction
A \polygon space" Pol ( 1 ; 2 ; ::: m ); i 2 R + can be seen to arise in several ways:
1. the family of piecewise linear paths in R 3 , whose ith step (which is of length i ) can proceed in any direction subject to the polygon ending where it begins, considered up to rotation and translation 3. (when the i are integral) the geometric invariant theory quotient of the Grassmannian of 2-planes in C n by T n , where the f i g specify an action of T n on the canonical bundle.
The connection of the rst to the second is made in Kl] and KM]; the second to the third in GM], GGMS] and the rst to the third in HK] . This paper draws much from the polygonal intuition and will concentrate on the rst. In this paper we compute the integer cohomology rings of these spaces, in the (generic) case that they are smooth. There are partial results in the literature. Klyachko Kl] showed that the cohomology groups were torsionfree and calculated their rank. Brion Br] (and later Kirwan K1] ) calculated the rational cohomology ring in the equal-weight case, and also the equalweight case with an odd number of sides modulo the symmetric group. It seems that a slight re nement of Brion's method would require that one only invert the prime 2.
Our approach is very di erent, and makes heavy use of toric varieties, whose integer cohomology rings are known by the theorem of Danilov. While a polygon space is not (usually) a toric variety itself, it embeds in one in a very special way: as a transverse self-intersection of a toric subvariety.
This gives a map from the cohomology ring of the ambient toric variety, our upper path space, to that of the polygon space itself. We then have four tasks to complete:
1. Compute the cohomology ring of the upper path space, using (a mild extension of) Danilov's result.
2. Show that the restriction map on cohomology is surjective. 3. Show that the kernel of this map is the annihilator of the Poincar e dual of the submanifold.
4. Compute the annihilator. The rst is a very polygon-theoretic argument, and is in Section 5. We prove the second and third as part of a more general study of evencohomology spaces, based on the fact that H odd = 0 for not only the polygon space and upper path space, but also the di erence. 1 This is in Section 3, where this machinery also provides a simple formula for the Betti numbers of the polygon space (Section 4). The form in which we obtain the cohomology ring of the upper path space gives a simple guess for the annihilator; to show this is the entire annihilator we use a Gr obner basis argument, in Section 6.
The classical interest in these spaces is especially strong in the equalweight case, in that there is then an action of the symmetric group, and the quotient is then a compacti cation of the moduli space of m-timespunctured Riemann spheres. Our approach requires us to single out one edge, breaking this symmetry. However, a circle bundle associated to each edge gives a natural list of degree 2 classes, permuted by the action of S m in the equilateral case. In Section 7 we locate these in our presentation, and show they generate the Z 1 2 ] cohomology ring. This gives a manifestly symmetric presentation which is actually simpler.
But breaking the symmetry is unavoidable, in a very precise sense, if one wants to compute the integer cohomology ring. While the action of S m on the second rational cohomology group is the standard one on Q m Kl], it is not the standard one on the second integral cohomology group { there is no Z-basis permuted by S m . In section 8 we show this, but also show that the action becomes standard if one inverts (the necessarily odd number) m.
The main reason to avoid inverting 2 is to compute the Z=2-cohomology ring of the planar polygon space, which we do in Section 9. Lastly, if the edge chosen is the longest one, our formulae are no worse and frequently much more computationally e ective than the symmetric versions with Z 1 2 ] coe cients. This and much else can be seen in Section 10 on examples.
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The 3 Pairs of even-cohomology manifolds
We will call a topological space X an even-cohomology space if its cohomology groups H (X; Z) vanish for odd. We write H (X) for H (X; Z). (1 ? t r )P M (t) = P M?Q (t) ? t n+r P M?Q (1=t):
The two exact sequences of 3.1 give the equations P M (t) = P Q (t) + t n P M?Q (1=t) P M (t) = t r P Q (t) + P M?Q (t)
from which the equations of 3.2 are deduced. 
The reverse implication is true if i is injective, which will follow from Q and M ? Q being even-cohomology spaces. By the universal coe cient theorem, an even-cohomology space is an even-homology space and, as in the proof of 3.1, one gets the short exact sequence This in turn is the Euler characteristic of the associated planar polygon space (discussed further in section 9), and one plus that of the poset S m ?f;g which is a simplicial complex.
The cohomology of the upper path space
In this section we give a presentation of the cohomology ring of the upper path space, the toric manifold with moment polytope^ . The cohomology ring of a toric manifold is given by Danilov's Theorem (see Fu, Chapter 5] , DJ, Theorem 4.14]) which we recall below in a version useful for us.
Let M 2n be a compact symplectic toric manifold (acted on by the standard torus T n = R n =Z n ). Suppose that the moment polytope := (M) R n is given by a family of inequalities indexed by a nite set J : = fx 2 R n j hx; w j i j ; j 2 J g where w j 2 Z n is primitive and j 2 R. Let F j be the hyperplane fx 2 R n j hx; w j i = j g. We suppose that the F j 's are distinct. As J is nite, the facet-hyperplanes of must belong to the family and will be indexed by J 0 J . Observe that j 2 J 0 , codim (F j \ ) = 1: Let fe 1 ; : : :; e n g be a basis of R n . Danilov's Theorem gives a presentation of the ring H (M) with a generator F j 2 H 2 (M) for each hyperplane F j : Theorem 5.1 (Danilov) The The presentation of H (UP ( )) which will turn out to be useful is the following one:
Theorem 5.5 The ring H (UP ( )) is the quotient of the polynomial ring generated in degree 2 by the classes R and V i for 1 i m ? 1, divided by the ideal I generated by the following families of relators It remains to calculate these annihilators, or equivalently the \ideal quotients" I : R k := fy 2 Z V i ; R] : R k y 2 Ig; k = 1; 2 where I is the ideal found in Theorem 5.5 de ning H (UPol( )). Manifestly these contain the families (1), (2) , and R ?k (3) (recall that R 2 divides all the relators in the third family). We will show that these do in fact generate the ideal quotients.
If (1)- (3) were a Gr obner basis for the ideal, this would be straightforward (see the lemma below); it is not in general, but we will show that it is close enough.
We take the computational viewpoint of Gr obner bases, that they provide a recognition algorithm for elements of an ideal { a polynomial is an element of I if the reduction algorithm (de ned below) can reduce it to zero. Conveniently, any list of generators of an ideal can be nitely extended to a Gr obner basis by adding S-polynomials (also de ned below); if all S-polynomials reduce to 0, the basis is Gr obner. While all necessary de nitions are given here, our reference for these theorems is Ei].
Given a polynomial p we wish to check for I-membership, a well-ordering of all monomials respecting multiplication (a < b implies ac < bc for all a; b; c), and a list fr i g of generators of the ideal, the reduction algorithm is de ned as follows. Within each r i is an initial monomial m i (with respect to the well-ordering). (1) if all the S-polynomials do reduce to 0, the list fr i g is a Gr obner basis;
(2) if not, one can add those S-polynomials as new elements of the list, a process that eventually terminates at a Gr obner basis.
The following lemma points out the relevance of Gr obner bases to cal-
In what follows we use an reverse lexicographic order for R; this means that monomials are ordered rst by their power of R (with low powers earlier in the order), and only then by other criteria (which we leave unspeci ed).
Lemma 6.2 Let I Z x i ; R] be a homogeneous ideal in a polynomial ring, and fr i g be a Gr obner basis of I, with respect to a \revlex" order for R. Then fr i =gcd(r i ; R k )g is a Gr obner basis for I : R k .
Proof: First we show that each r i =gcd(r i ; R k ) is in fact in I : R k : R k r i /gcd(r i ; R k ) = R k gcd(r i ; R k ) r i 2 I: Second, that this list fr i =gcd(r i ; R k )g is powerful enough to reduce any element p of I : R k to zero. To see this, follow the reductions of R k p, an element of I, by the (assumed) Gr obner basis fr i g. The possible reductions of R k p using fr i g correspond exactly to possible reductions of p using fr i =gcd(r i ; R k )g, because reducing R k p using r i necessarily uses a multiple of lcm(R k ; r i ), which we divide by R k to get the corresponding reduction of p using lcm(R k ; r i )=R k = r i =gcd(r i ; R k ).
This technique of linking one reduction algorithm to another will be used again in what follows; we will say that the reductions are parallel in (p; fr i g) and (p 0 ; fr 0 i g) given a correspondence between possible reductions of p using fx i g and possible reductions of p 0 using fx 0 i g.
Unfortunately, the list of relations (R1) ? (R3) in Theorem 5.5 is not generally a Gr obner basis, and extending it to one seems di cult { in particular, de ning the problem would require more precise speci cation of the monomial order, such as an ordering on the edges. Luckily, this list is close enough to being Gr obner to calculate the annihilators we need. This is a weaker requirement than in Lemma 6.2, which required that all S-polynomials reduce to zero; this will let us ignore the third family of relators in 5.5.
Proof: The argument is this: we complete fr i g to a Gr obner basis for I, and show that the parallel completion of fr i =gcd(r i ; R k )g is to a Gr obner basis of I : R k . Therefore fr i =gcd(r i ; R k )g generates I : R k .
Let r 1 ; r 2 be generators such that r 2 is divisible by R k . Consider the S-polynomial s := S(r 1 ; r 2 ). We claim that the reductions are parallel for (s; fr i g) and (s=R k ; fr i =gcd(r i ; R k )g):
For this to make sense, we rst must establish that R k js. Let R j be the highest power of R dividing r 1 . Then by our assumption on the order, R j jm 1 and R k jm 2 . In our formula for s := m 2 gcd(m 1 ; m 2 ) (m 1 ? r 1 ) ? m 1 gcd(m 1 ; m 2 ) (m 2 ? r 2 ) we can then see that R k?j j m 2 gcd(m 1 ;m 2 ) , R j j(m 1 ? r 1 ), and R k j(m 2 ? r 2 ), so R k jS.
Second, we must establish a correspondence between the possible reductions. This is as before: reducing s by adding a multiple of r i necessarily adds a multiple of lcm(r i ; R k ), which corresponds to reducing s=R k by adding a multiple of lcm(r i ; R k )=R k = r i =gcd(r i ; R k ). Now consider the process of extending fr i g to a Gr obner basis by tossing in a S-polynomial which cannot reduce to zero. By the assumption, it must be of the above type (one of the relations is divisible by R k ), at which point it parallels an S-polynomial in fr i =gcd(r i ; R k )g. What this establishes is that the fr i =gcd(r i ; R k )g can generate a Gr obner basis of I : R k . In particular they generate I : R k .
In the case at hand, with the three families of relations 
which is put in the required form by using the relations U i = V i + R of 5.4.
Observe that the formula of 6.5 is actually also valid in H 2 (UP ( ); R) and in H 2 (APol ( ); R). As is generic, the diagonal SO 2 -action on (R 3 ) m is free on A j and one has Pol ( ) = A j =SO 2 . Therefore, A j ! Pol ( ) is a principal SO 2 -bundle j determined by its Chern (or Euler) class c j := c 1 ( j ) 2 H 2 (Pol ( ); Z). ( ))) is equivalent to c 1 ( ) = R in H 2 (APol ( )) (recall that R denotes a class in H 2 (UP ( )) as well as its its images in H 2 (APol ( )) and H 2 (Pol ( ))). Let T be a tubular neighbourhood ofR = APol ( ) in UP ( ). The retraction T !R is the disc bundle associated to . The class R 2 H (UP ( )) being the Poincar e dual ofR, it is the image of the Thom class, Thom ( ) 2 H (1) And in fact, every such subset appears this way exactly once; this is relation (R2) in the case that the long subset of f1; : : :; mg contains m.
A similar analysis of (d') gives the relations (R2) for the case that the long subset does not contain m; the negative terms in the rst expression cancel those subsets with even complement.
This presentation is of most use in the case that = , and the induced isomorphism of polygon spaces is an automorphism. In this case preserves the collection of long subsets, and so permutes the relations given. We emphasize that the generator p is not necessary; its virtue is in giving a much more e cient presentation.
Equilateral polygon spaces
In this section we study the equilateral case, i.e. i = 1 for all i. As usual, we require to be generic, which in this case means exactly that m is odd.
For the rest of this section we will use the notation Pol m for the equilateral case with m sides.
This space carries an action of S m . It is the one most commonly studied in algebraic geometry, because the quotient Pol m =S m is a compacti cation of the moduli space of m unordered points in CP 1 { in turn, the moduli space of m-times-punctured genus zero algebraic curves. Computing the cohomology ring of this space is a classical problem, rst solved by Brion Br].
Since this space is an orbifold, it is most natural to consider its rational 2 cohomology, particularly since one has a way to compute it: H (Pol m =Sym m ; Q) = H (Pol m ; Q) Sym m This requires one to understand the action of Sym m on H (Pol m ; Q) ( rst computed in Kl]); for our purposes, since we know it is generated in degree 2, we need only understand the action on H 2 . And this is easy, since the fc i g provide a basis demonstrating that the representation is the usual one of Sym m on Q m by permutation matrices.
In this section we show that the action of Sym m on the integral cohomology group H 2 (Pol m ) is not the standard one. And while the set fc i g shows that it su ces to invert the prime 2, it is not necessary; in particular it su ces to invert the primes dividing m (which, recall, is odd). This will nd application in section 9, Theorem 9.4.
We It is not too hard to nd the exact conditions on n making the representation standard. The reader may nd it amusing to show that for m = 5, it is necessary and su cient that n be divisible by a prime congruent to 0; 2; 3 mod 5.
Hereafter in this section we work with rational coe cients, and the fc i g basis of H 2 (Pol m ; Q). In the equilateral case, the presentation 7.6 of the cohomology ring is particularly simple. The minimal long subsets are exactly those with (m + 1)=2 edges, giving relators in degree m ? So the composition of the rst two maps above is an isomorphism, and therefore the composition of all three is an epimorphism. In degrees below the omitted relations, of degree m ? 1, the last map is an isomorphism. The fc 2 i ?pg-reduced polynomials are exactly combinations of p and the fc i g that are square-free in the fc i g. The condition of being square-free is preserved by the action of Sym m permuting the fc i g. So this composite map is actually an Sym m -epimorphism, and we can nd the invariants up in our subspace rather than looking in the quotient. These are exactly polynomials in p and fc i g symmetric in the fc i g, which are generated by p and the elementary symmetric polynomials in fc i g. . To see this, imagine multiplying a product i2S c i by c j . Either j = 2 S, in which case the product becomes one longer, or j 2 S, in which case two c j 's cancel to become a p. The coe cients arise this way: in a product of i + 1 things, any of them may be the new one, whereas in a product of i ? 1, any one of the missing ones may be the one that just cancelled.
Since we now know the Betti numbers up to the middle dimension m ? 3, by Poincar e duality we know all of them, and as in Br] the Poincar e polynomial is quickly determined to be P Pol m =Sym m = (1 ? t m?1 )(1 ? t m+1 )
(1 ? t 2 )(1 ? t 4 ) :
In particular, since we know that there are only two generators (in degrees 2 and 4), we know there are only two relations (in degrees m?1 and m+1).
The relation in degree m ? 1 is not unexpected; it is the symmetric combination of all the relations of degree m ? 1 in H (Pol m ). To nd the one of degree m+1, we form for each i = 1; : : :; m and L 3 i, jLj = (m+1)=2 the S-polynomial of the corresponding relators in (R1); (R2). Our relation is the symmetric combination of those (one must check that it is not 1 times the previous relator). We omit the computations as the result is known Br]. denoted by Pol ( ; R 2 ), will also be considered. We assume generic, so the actions are free. The space Pol R ( ) is then a smooth manifold of dimension m ? 3 and Pol ( ; R 2 ) ! Pol R ( ) is a 2-fold cover.
The O(2)-quotient Pol R ( ) is more natural for us because it is a submanifold of Pol ( ). It can be interpreted as a \real part" of the K ahler manifold Pol ( ): it is the xed point set of the antiholomorphic involution 7 ! r where r is the re ection r(x; y; z) = (x; ?y; z). More about that is to be found in HK, x 3 and 4]. The planar upper path space UP R ( ) and abelian polygon space APol R ( ) are de ned accordingly and can be seen as real parts of UP ( ) and APol ( ).
We shall prove that a well known phenomenon for Grassmannians, toric manifolds, etc., also holds true for polygon spaces: 
where dim means the dimension as a vector space over the eld Z 2 . This is done by induction on the number m of edges. The statement is trivial for m = 3 where Pol R ( ) = Pol ( ) = one point. It is also obviously true for m = 4; 5 by the list of all polygon spaces (see HK, Section 6] As S m ( ) = f;g, the expression of the Poincar e polynomial P Pol( ) given in Theorem 4.3 is a 1-term sum: P Pol( ) = 1 ? t 2(m?2) 1 ? t 2 = 1 + t 2 + + t 2(m?3) which is indeed the Poincar e polynomial of CP m?3 . Observe that the formula for P Pol( ) In the particular case m = 3, the cohomology ring reduces to the degree 0 part (no wonder since a triangle space is just a point).
10.3 Consider the two cases of quadrilaterals mentioned in Section 2:
= (1; 1; 1; 2) and 0 = (1; 2; 2; 2). As S 4 ( ) = f;g, we are in case 10.1 and H (Pol ( )) = Z R]=(R 2 ). The case 0 is like example 10.2 and H (Pol ( 0 )) = Z V 1 ]=(V 2 1 ) (in particular, R = 0). Therefore, ( ) is the non-trivial SO 3 -bundle over S 2 whereas ( 0 ) is the trivial one. In the same way, Pol ( ; R 2 ) ! Pol R ( ) is the connected 2-fold cover of S 1 whereas Pol ( 0 ; R 2 ) ! Pol R ( 0 ) is the trivial cover. One has S 5 = ff1g; f2g;f3g; f4gg and therefore H (Pol ( ))) is generated by R; V 1 ; : : :; V 4 2 H 2 (Pol ( )). The minimal elements of L 5 are the doubletons fi; jg for i; j = 1; 2; 3; 4; hence family (R2) is generated by relators V i V j . The subsets of f1; 2; 3; 4g which are elements of L are L j := f1; 2; 3; 4g ? fjg and L := f1; 2; 3; 4g. This gives rise to ve relators in family (R3):
(1) L = f1; 2; 3g : R 2 + RV 1 + RV 2 + RV 3 (2) L = f1; 2; 4g : R 2 + RV 1 + RV 2 + RV 4 (3) L = f1; 3; 4g : R 2 + RV 1 + RV 3 + RV 4 (4) L = f2; 3; 4g : R 2 + RV 2 + RV 3 + RV 4 (5) L = f1; 2; 3; 4g : R 3 + R 2 V 1 + R 2 V 2 + R 2 V 3 + R 2 V 4 :
One deduces that RV 1 = RV 2 = RV 3 = RV 4 , and R 2 = ?3RV 1 . One also has relators (R1) : V 2 i + RV i . One then checks that everything in degree 3 vanishes. Let us take T = R + V 1 + V 2 + V 3 + V 4 and the V i 's as a basis for H 2 (Pol ( )) and RV 1 as a basis of H 4 (Pol ( )). With these bases, the cup product H 2 (Pol ( )) H 2 (Pol ( )) ! H 4 (Pol ( )) is given by the following matrix. We get exactly the area of the \moment polytope" of HK, Figure 3 ] (we put \moment polytope" between quotes since the regular pentagon space is only a limit case of toric manifold; see HK, (6. 3)]). This illustrates the Duistermaat-Heckmann theorem.
10.5 The pentagon spaces for generic 's are all classi ed HK, (6.2)].
They are toric manifolds and thus classi ed by their moment polytope. The reader can check, as for the regular pentagon space, that one gets the correct intersection forms for these 4-manifolds and that the Liouville volume is the area of the moment polytope.
10.6 Consider the hexagon spaces Pol ( ) and Pol ( 0 ) for := (2; 2; 3; 5; 5; 10) and 0 := (2; 2; 3; 5; 5; 8):
One has S 6 ( ) = f;; f1g; f2g;f3gg and S 6 ( 0 ) = f;; f1g; f2g;f3g;f1;2gg. These two rings are nonisomorphic, even over Z 4 . It is a computer algebra exercise to show that in H (Pol ( )) Z 4 there are 72 elements x with x 3 = 0 whereas this number is 80 for H (Pol ( 0 )) Z 4 . One can check by hand the more relevant fact that there is no isomorphism between H (Pol ( )) and H (Pol ( )) preserving the classes R's. Indeed, R 3 mod 2 generates H 6 (Pol ( 0 ); Z 2 ) whereas R 3 = 0 in H 6 (Pol ( ); Z 2 ). But, by 7.2 and 7.3, R mod 2 is the second Stiefel-Whitney class of the SO 3 -bundle ( ) de ned in Section 7. In particular, A( ) and A( 0 ) are not SO 3 -equivariantly di eomorphic.
