Introduction
Record linkage is the act of bringing together records from two or more files that are believed to belong to the same unit in a defined population (e.g., a person or business). Record linkage is an appropriate technique when these data sets are joined to enhance dimensions such as time and breadth or depth of detail. In particular, record linkage is an intrinsic part of virtually all coverage error estimation and correction methodologies, where records from two or more frames, each with incomplete coverage of a target population, are linked in order to estimate the extent of the overlap of these frames. In such cases, coverage error models are usually based on the linked data. Ideally, the linkage will be perfect, that is, all records belonging to the same unit are linked and there are no links between records that belong to different units. However, in many situations perfect linkage is not possible. This is because linking fields (e.g., name, address, postcode) may not uniquely identify a unit, legitimately change over time, be missing or contain errors.
Probabilistic record linkage is a widely used approach to record linkage. In probabilistic record linkage (Fellegi and Sunter 1969) each possible link, called a record pair, is given a score based on the likelihood that the two records belong to the same unit. Optimisation algorithms are then used to select which record pairs are declared as links. Probabilistic methods for record linkage are now well established (see Herzog et al. 2007; Winkler 2001; Winkler 2005) and there is a range of computer packages available to implement them. A recent example of probabilistic linkage from the Australian Bureau of Statistics (Zhang and Campbell 2012) is the linkage of person records on its 2006 and 2011 Censuses of Population and Housing to facilitate analysis of how characteristics of cohorts change over time. There are many other examples of probabilistic record linkage from statistical agencies, particularly in the area of health data (see the introduction of Kim and Chambers 2012a) .
Naively treating a probabilistically linked file as if it is perfectly linked leads to biased inference. Scheuren and Winkler (1993) and Lahiri and Larsen (2005) (referred to as SW and LL hereafter) propose bias-corrected estimators of coefficients in a linear regression model given data from a probabilistically linked file. Chipperfield et al. (2011) consider the analysis of linked binary variables. Building on Chambers (2009) , Chambers (2012a, 2012b ) (referred to as KC hereafter) investigate the analysis of linked data using a more general set of models fitted using estimating equations. Kim and Chambers (2012b) review recent development in inference for regression parameters using linked data.
Linkage models form the key feature of all of the above approaches. The linkage model describes the probability that a record on one file is linked to each of the records on another file. For a linkage model to be useful, it must properly take into account how records were linked. SW and LL do not allow for 1-1 linkage, where every record on one file is linked to a distinct and different record on the other, or for linkage in multiple passes or stages, both of which are commonly used in probabilistic record linkage. In theory, KC allows for 1-1 linkage, but imposes strong constraints on the linkage model in order to do so. KC also requires a clerical sample to estimate the parameters of the linkage model, something which is not always available in practice and which itself can be subject to measurement errors.
This article describes an approach to inference using estimating equations that is based on probabilistically linked data where the linked data file is created under the 1-1 constraint. In fact, the proposed method is valid when the linkage is performed in an arbitrary fashion, as long as the linkage process itself is probabilistic and can be replicated. In particular, we argue that replication is straightforward within the probabilistic record linkage framework of Fellegi and Sunter (1969) .
Section 2 introduces the basics of record linkage and the linkage model. It describes a bootstrap approach to fitting the linkage model and compares it with the approach of LL. Section 3 describes how this approach to linkage error modelling can be used to bias correct cross tabulations based on linked data, as well as to make correct inference for binary variables. Section 4 demonstrates through simulation that the proposed approach has good bias and coverage properties. Section 5 considers the performance of the proposed approach for estimating regression coefficients in a real example. Section 6 contains some concluding remarks.
Linkage and Linkage Models
This section introduces the basics of record linkage. It also defines the linkage error model, which is an essential ingredient for making correct inference with probabilistically linked data, and proposes a bootstrap approach to estimating it. One crucial aspect of our model is that it distinguishes between the process of linking and whether or not the linking is successful. Here, linking denotes the putting together of records to make up the linked data file, that is, the identification of records that are believed to come from the same population unit, while successful linking denotes the event that two records actually come from the same population unit.
A Framework for the Probability Linking of Two Files of the Same Size
Consider linking two files, file X and file Y, each containing N records that correspond to the same set of units. Let i ¼ 1,: : :, N denote an arbitrary indexing of the records in X, and similarly let k ¼ 1,: : :, N denote an arbitrary indexing of the records in Y. A subset of the set of pairs (i, k) is chosen to define the linked records, and we refer to this subset as the set of linked pairs. In addition, let j ¼ 1,: : :, N denote another indexing of the records on Y such that record i in X and record j in Y is a correct link when i ¼ j. It is important to note that the j index of a record in Y is unknown, since it by definition requires knowledge of the correctly linked data file.
Suppose that there are L linking fields defined by variables that are common to X and Y. We then define A o ¼ A A is therefore a latent variable and can be modelled as the outcome of a random process. A common model for A, and one which we use in this article, is often described by the following set of parameters:
. M iil ¼ Pr ðA iil ¼ 1ji ¼ jÞ the probability that the value of the lth linking field for record i in X is the same as the corresponding value for linked record i in Y; . U ijl ¼ Pr ðA ijl ¼ 1ji -jÞ: the probability that the values of the lth linking field for record i in X and record j in Y are the same, given i -j.
The probabilities M il and U ijl are often assumed to be homogeneous, that is, they do not depend on i and j. In such a situation we denote them by M l and U l , respectively. Conditional independence is often also assumed. Conditional independence means that for any linked pair, agreement on linking field l is independent of agreement on any other linking field l 0 for all values l 0 -l. This is a strong assumption but, as we will see, it can be a reasonable working assumption. Put c ¼ ðM 1 ; : : : ; M L ; U 1 ; : : : ; U L Þ. Prior to probabilistic linking, c or its estimate, c, is required. In some cases c may be known (e.g., if a unique identifier was available from a previous linkage of X and Y). Computingĉ using mixture models has been extensively studied (see Larsen and Rubin 2001 , who also consider relaxing the conditional independence assumption).
The Linkage Process
Given a value for c, and a proposed indexing of Y defined by k ¼ 1, : : : , N, Fellegi and Sunter (1969) 
These authors argue that the larger this pair weight, the more likely that the pair is a correct link. These pair weights are then used in an optimisation algorithm to determine the set of (i,k) pairs that are declared as links. An obvious objective function to maximise is
for all i and k. Also, in practice a linked pair must have a weight that is greater than a cut-off value, c o , to be declared a link. The value for c o can be chosen to ensure that the proportion of links that are correct is acceptably high (see Herzog et al. 2007 ).
To keep computations to a practical level, records on X and Y are often assigned to blocks, where only records within the same block form linked pairs. If there is more than one suitable blocking field, linking can often be performed in multiple passes, where a different set of blocking and linking fields is used in each pass. For example, Chipperfield et al. (2011) consider an example with two passes.
The Linkage Model
The result of a 1-1 linkage process is a generally unknown permutation matrix P ¼ ½d ij with (i,j ) element d ij equal to 1 if record i in X is linked to record j in Y and equal to 0 otherwise. By definition of the i and j indices, diagonal entries of 1 on P indicate correct links. Let V ðXÞ denote a matrix of values derived from the information in X. We then put
We refer to (1) as the linkage model. Specifically, the linkage model is given by Q ¼ ½q ij where q ij ¼ E d ij jV ðXÞ À Á is the probability that record i in X is linked to record j in Y, so q ii is the probability of correctly linking to record i in X, and
Let I ij denote the indicator for i ¼ j. Chambers (2009) considers an 'exchangeable' linkage model, where
This model is constrained through a single parameter, l (or one parameter per block, if a blocking strategy is used). In practice, l is unknown; Chambers (2009) suggests that in such a situation, it can be estimated using a sample of linked pairs that are reviewed clerically and are assigned, without error, as matches (correct links) or nonmatches (incorrect links). However, note that (2) does not explicitly account for how records are linked (e.g., single pass vs. multiple passes), and so may be inadequate when the method of linking leads to heterogeneous correct (and incorrect) linkage probabilities.
LL on the other hand implicitly assume that ordering Y by the j and k indices leads to the same result, and so put Q ¼ ½q ik , where q ik is estimated by q ðLLÞ ik
where p ik is the probability that the (i,k) pair is a correct link under the model for A in Subsection 2.1 (see LL, page 223 for an expression for p ik based on a mixture model). By definition, q ik is then the probability that the (i,k) pair is linked. Since the probability of linkage of two records is not the same as the probability that these two records, when linked, are correctly linked, the use of q ik as a proxy for q ij is incorrect in general and, as we show later, can lead to significant bias. Moreover, the estimator q ðLLÞ ik does not factor in all of the complexities of the linking process (e.g., 1-1 linkage), with LL (page 226) noting that "It is not entirely clear how to force one-to-one matches and consider probabilities of matching in which two records in one file have a nonzero probability of matching a record in the second file." Goldstein et al. (2012) make a similar proxy assumption, suggesting the estimator q
In the following section, we define a bootstrap approach to estimating Q for a linkage process which may include 1-1 assignment.
A Bootstrap Estimator of Q
We assume that the linking process can be characterised as in Subsection 2.2 and that all linking fields on X and Y are known. We also assume that the conditional independence model (see Subsection 2.1) holds and that an unbiased estimator, denoted byĉ, of the vector of M and U probabilities defined there is available. Note that if either of these assumptions does not hold, then the bootstrap estimator of Q defined below may well be biased. In particular, following Winglee et al. (2005) , we estimate Q by bootstrap replication of the linking process. This is accomplished by bootstrapping the unobserved agreement pattern matrix, A, assuming that patterns defined by distinct pairs of population units are independently distributed. That is, for each bootstrap realisation of the linking process, we simulate
where BðpÞ denotes an independent realisation of a Bernoulli random variable with success probability p. Note that since bootstrap replication aims to generate agreement patterns that have a similar distribution to the actual unobserved set of agreement patterns A, this assumption of independent Bernoulli realisations is a strong one. Alternative models for A can be constructed, using the fact that this matrix defines a network connecting the population units. Further research is required on whether this extra level of sophistication is warranted, however. Given this bootstrap realisation of A, we obtain the corresponding bootstrap realisation of the linkage matrix P by repeating the linking process using the bootstrap weights W * ij ¼ P l w * ijl , where
We then estimate Q by averaging over these bootstrap realisations of P. That is, we proceed as follows:
1. Repeat the following steps a total of B times: a. Generate A(b) as the bth independent draw of A based onĉ and an assumption of independent Bernoulli realisations. b. Calculate the linking weights, W ðbÞ ij for all i, j and l, as a function ofĉ and A(b). c. Link X and Y using the W ðbÞ ij using the same algorithm that was used to link the original file. Denote the resulting N £ N permutation matrix of actual links by Pðb;ĉÞ, that is the columns of P are indexed by j and element (i, j ) of P is equal to 1 if record i in X is linked to record j in Y and 0 otherwise. Note that true links then correspond to record pairs where the (i,i ) element of P is equal to 1. 2. Estimate Q byQĉ À Á ¼ B
21
P b Pðb;ĉÞ. Note that if X and Y are 1-1 linked, then they must also be linked in this fashion in Step 1(c) above.
Estimation of Frequency Tables from Linked Data

A Bias-Corrected Estimator
Let y be a categorical variable recorded on file Y with categories y ¼ 1, : : : , u, : : : , Y, and let x be a categorical variable recorded on file X with categories x ¼ 1, : : : , t, : : : , T. The values of x and y for the correct links are denoted by x i and y i , respectively. Given X we can then define the N £ T incidence matrix I ðXÞ ¼ I Assuming independent and identically distributed population units, the probability distribution for (x,y) is multinomial with parameter p ¼ ½p tu , where p tu is the probability that (x,y) ¼ (t,u Proceeding along the same lines, and using the conditional independence assumption, where av denotes average andN * tu ðr; sÞ is the (t,u) element ofN * ðr; sÞ. Choice of values for B, S and R were chosen so that, in simulations, the variability in the estimates of each of the three components of variance (see (5)) were negligible.
The frequentist perspective views N as a fixed population total and y as a fixed quantity. If all records on files X and Y are linked, then, from a frequentist perspective, V ð yÞ tu ¼ 0, and the only sources of variation inN * are due to incorrect linkage and due to estimating the linkage model, Q.
Linking Files of Different Sizes
Consider the general case where X has N records, Y has M records and there are O linked records. There are also no duplicated records on either X or Y. Previously we considered 1-1 linkage, that is, O ¼ N ¼ M. Here we consider the two other important
Linking only a subset of records is common in practice because a cut-off, c o , for linked pair weights is usually enforced. Without loss of generality, we assume that the first O records in X are linked. The estimator of Q developed in Subsection 2.4 is no longer appropriate, since it is based on the assumption that all records on X are linked. Here we are interested in estimating the O £ N matrixQ with ith rowQ i ¼ ðq ij Þ, whereq ij is the probability that record i in X, i ¼ 1, : : : , O is linked to record j in Y, j ¼ 1, : : : , N. Some suggested methods of estimatingQ are given below.
1. Purist approach. This involves estimating Q as described in Subsection 2.4, but where the bth replicate is only kept if the set of X records linked in the bth replicate is the same as the set of X records that were originally linked. This could be computationally infeasible if many replicates are discarded. 2. Bayes' Rule. This first involves estimating Q as described in Subsection 2.4. Then, conditioning on the set of L linked records in X and using Bayes' Rule, we get q ij ¼ q ij P N j¼1 q ij 21 . 3. Exchangeability. Here we assume an exchangeable structure (see (1)) for the linkage model, conditional on the set of L linked records in X. Accordingly, it follows that
21 for i -j, where l is the average probability of a correct link. ForN * tu to remain unbiased when we replace Q withQ in (1), the conditional distribution of y given x for the O linked records must be the same as for all N records in X. That is, nonlinkage is completely at random. It is possible to relax this assumption to some degree and to improve the accuracy ofN * tu by assuming that the conditional distributions of y given (x, z) for the linked records and for all records on X are the same. Here z is an auxiliary categorical variable defined on X with categories 1 # v # V. This is equivalent to assuming that nonlinkage is at random given z. Let N tuv and N * tuv denote the true and linked counts defined by x £ y £ z cross tabulation. Estimating N tuv given N * tuv is straightforward, since we can simply treat (x,z) as a more detailed version of x. Let N * ¼ ½N * tuv denote the bias-corrected estimates (4) defined by this more detailed cross tabulation. Our estimate of N tu then isN
The more general case, where the nonlinkage is not at random (i.e., there is no available z that can be used to make the linked and unlinked distributions of y, x and z the same), requires further research. The bias of the naive estimator of N is therefore
which suggests the bias-corrected estimator (where a 'hat' denotes an estimate),
HereQ (and henceQ m andQ m ) as well as D m can be calculated using the bootstrap methods outlined earlier. However, this leaves D m to be evaluated in (7). It would be reasonable to assume thatD m is known if M is many times larger than N, in which case it could be estimated from all the records in Y (since records without a match would make up the vast majority of records on this file). Alternatively, if X can be assumed to be a random subsample from Y, then we may write m u ¼p tu P
, which is the marginal mean of I ðYÞ iu . Combining the above two cases leads to the general case O , N , M. Equation (7) can then be used in place of (4) in the bootstrap algorithm described earlier.
Inference for Binary Variables
Finally, we move away from the estimation of frequencies defined by cross tabulations of linked categorical variables to modelling the distribution of a binary variable. Logistic or log-linear models are commonly used with frequency tables (see Hosmer and Lemeshow 2000) .
Define Z T ¼ ½z 1 ; : : : ; z w ; : : : ; z W , where z w is a binary vector of length K commonly referred to as the wth covariate pattern. Put T ¼ ðt 1 ; : : : ; t w ; : : : ; t W Þ T and R ¼ ðr 1 ; : : : ; r w ; : : : ; r W Þ T , where t w and r w are the numbers of 'successful' and 'unsuccessful' cases for the wth covariate pattern.
A model for the number of successful cases when population units are independently distributed is
the link function, and m w ¼ t w þ r w is the total number of cases. A standard estimate of b, denoted byb, is obtained by solving the score equation
where M ¼ T þ R, m ¼ ðm 1 ; : : :; m w ; : : :; m W Þ T and m w ¼ m w ðbÞ. Now consider the case where, again due to linkage error, T and R are not available. We can define N (see Subsection 3.1) so that N ¼ ½T; R is of dimension W £ 2. This is the situation discussed in Subsection 3.1 for the case where y is binary and the categories of x correspond to the set of covariate patterns. It follows that we can replace T and R in (8) by their estimatesN * ¼ ½T * ;R * , whereN * is given by (4). Note that if the model covariates are all observed on X, then M ¼ T þ R andM * ¼T * þR * are the same. In general, however, this will not be the case. A biased-corrected estimator of b, denoted byb * , is therefore obtained by solving the adjusted score equation
It is easy to see that if Q is known, then (9) is an unbiased score equation. Using the same arguments as those underpinning (5), a large sample approximation to the covariance matrix ofb * can be estimated bŷ 
whereb * ðr; sÞ is the solution to (9) when we replaceT * byT * ðr; sÞ.
Simulation Results
The Simulated Data
We simulated data where files X and Y were each comprised of N ¼ 1,000 records. The variable x was generated independently for each record such that x ¼ 1 with probability 0.75 and x ¼ 2 otherwise. The variable y then takes the values 1 or 2 and are generated from the multinomial distribution with parameter p ¼ ðp 1j1 ; p 2j1 ; p 1j2 ; p 2j2 Þ. We consider two possible values for p, p ðaÞ ¼ (0.7, 0.05, 0.05, 0.2) and p ðbÞ ¼ (0.6, 0.1, 0.2, 0.1).
We consider the logistic model
Define dð:Þ ¼ 1 if the argument is true and dð:Þ ¼ 0 otherwise. We fit the model to the generated data ( y,x) above where the first covariate pattern is z 1 ¼ (1,1) when x ¼ 1 and z 2 ¼ (1,0) when x ¼ 2, and the number of successes and cases for the kth covariate pattern is
The 1,000 records in files X and Y were allocated to 100 blocks with ten records per block. There were five linking fields. In Scenario 1, the five linking fields had C l ¼ 5, 5, 4, 4, 4 categories for l ¼ 1,..5, respectively. In Scenario 2 the five linking fields had C l ¼ 7, 7, 7, 6, 6 categories. The value for each linking field in file X was assigned independently and with equal probability from the set of possible categories.
In Scenario 1 the linking fields were assigned M l ¼ 0.8, 0.6, 0.6, 0.6, 0.6. In Scenario 2, these assignments were M l ¼ 0.8, 0.7, 0.7, 0.6, 0.5. The linking fields in file Y, F ðYÞ li , were generated independently for each i and l according to: This meant that U l ¼ 1/C l .
Linking Under 1-1 Constraint
Records were linked under the 1-1 constraint. This involved:
1. Sort all record pairs by their weight from highest to lowest; 2. The first record pair in the ordered list is linked; 3. All record pairs containing either of the records linked in
Step 2 are removed from the list; 4. Return to Step 2 until all records are linked.
Of note is that the proportion of correct links was 0.74 and 0.91 in Scenarios 1 and 2, respectively.
Results
The number of replicates used to estimate the linkage model was B ¼ 300. The proposed estimator of Q was unbiased in both scenarios (e.g., the average value of the diagonal was 0.74 in Scenario 1). In contrast, the LL estimator of Q was significantly biased in both scenarios -the average values of the corresponding diagonals were 0.5 and 0.62 in Scenarios 1 and 2, significantly different from the corresponding true values of 0.74 and 0.91. The conclusion is that the LL method of estimating Q performs poorly under 1-1 linkage. Consequently, estimates of the regression coefficients on which they are based would be heavily biased with poor coverage.
In order to measure Coverage (for nominal 95% confidence intervals), Bias (as a percentage of the corresponding true value) and Root Mean Squared Error (RMSE), the various approaches to linkage and analysis were applied to 300 independently generated versions of file X and file Y and S ¼ 10. When c was unknown, the variation inĉ was estimated with R ¼ 10. These results are summarised in Tables 1 and 2 . The main results are:
. Naive inference, which treats the linked file as if it was perfectly linked, can be significantly biased and has poor coverage properties. . The proposed method has negligible bias and good coverage properties whether or not c (and hence Q) was known. . The accuracy of the proposed estimator is somewhat reduced when c is unknown.
For example, in estimates is 54% and -33%, compared with 5% and 7% for frequency count estimates. . The coverage rates for the naive estimator are sometimes close to the nominal 95% level for estimates of frequency counts, but are consistently lower than 95% for estimates of regression coefficients.
Real Example
The 2011 Census of Australian Population and Housing collected economic and social information from over 20 million people living in Australia with a reference date of 9 August 2011 (Census night). The Australian Department of Immigration and Citizenship's (DIAC) collected information about 1,315,000 people who were granted visas to live permanently in Australia from the beginning of 2006 to 9 August 2011; this information is stored on the Settlements Database (SD). Given that the undercoverage of the Census is small (less than 1%) and all migrants in scope of the Census can be identified on the SD, it is reasonable to assume that the records on the SD are a subset of the records on the Census. Two strategies were used to link the Census and SD (see Richter et al. 2013 ). The first linking strategy, called Bronze, did not use name and address. For the purpose of evaluation we focus on records linked during the fifth linking pass, which used the blocking variables date of birth and sex and linking variables country of birth, marital status, year of arrival in Australia, religion, and fine-level geography (see Richter et al. 2013) . Probabilistic linking was performed using the 1-1 assignment algorithm in Febrl (Christen and Churches 2005) . The second linking strategy, called Gold, used name and address and required significant evidence in order to assign a link (i.e., high cut off) such that we assume all Gold links are correct.
The true proportion of links made by Bronze linkage was q ¼ 0.64. That is, 64% of the Bronze links were also Gold links. Using the replication method in Subsection 2.4, q was estimated to beq ¼ 0.65. This is a remarkably accurate estimate and suggests that the Fellegi and Sunter (1969) framework, upon which the replication approach was based, is an accurate model for describing linkage errors.
Next we compare the estimatorN *** , using the Bronze links, to the corresponding population total N, calculated from Gold links. This comparison was made using only SD records that were linked by both Bronze and Gold -therefore any differences between the two are due only to incorrect links, the error of interest here. After restricting to 30 -35-year-olds on the SD there were about 3,000 records. As population estimates are of interest here, y is a fixed quantity and V ð yÞ tu ¼ 0. Table 3 sets out the true and naive frequency tables for level of qualification (Census) by visa class (SD). For simplicity, frequency counts are expressed as proportions of the marginal counts by visa class. Across the Visa Classes, the proposed estimates are closer (measured by the mean absolute difference) to the true proportions when compared with the naive estimates. However, for Visa Class 1 the naive estimates are marginally closer to the true proportions than the proposed estimates. Research into more robust ways of specifying and estimating the parameters in the linkage model is required.
Conclusion
Data linkage is being used increasingly by statistical organisations to link administrative data sets. This is because administrative data sets are rich sources of information and linking is a relatively inexpensive process. Probabilistic linking is an approach to linking data sets when there is no unique record key or identifier. This article proposes a method of inference using files that have been probabilistically linked. The method can accommodate 1-1 linking -in fact, as long as the linkage process can be replicated, the proposed method is valid. In this sense, there are good prospects of applying this method to linkage involving multiple passes. The proposed method worked well in a simulation study and showed promise in a real situation.
