We use TVP models and real-time data to describe the evolution of the leading properties of the yield spread for output growth in …ve European economies and in the US over the last decades and until the third quarter of 2010. We evaluate the predictive performance of benchmark term-structure models and identify structural breaks in the marginal processes of term spreads and government bond yields to shed light on the dynamic characteristics of the yield curve. Econometric analysis shows that: (i) the predictive content of the term spread is not always signi…cant over time and across countries;
Introduction
The slope of the term structure of interest rates is often cited as a useful leading economic indicator. 1 Conventional wisdom maintains that a negative slope is able to forecast business cycle downturns and recessions a few quarters ahead in the US and in other OECD countries.
The theoretical economic literature has proposed several explanations for the predictive power of the term spread -i.e., the di¤erence between a long-term nominal interest rate and a short-term nominal rate. 2 Its practical relevance for policy decisions is controversial, though, and even recent empirical literature calls into question its usefulness for forecasting.
Estrella, Rodrigues, and Schich (2003) use econometric techniques for break testing to study the stability properties of the relationship between the slope of the yield curve and subsequent real activity. They consider continuous models -to predict economic growth -and binary models -to predict recessions -for Germany and the US and document that the marginal predictive content of the spread for US output growth recently disappeared. Similar evidence is found in Dotsey (1998) for the United States. Giacomini and Rossi (2006) use new tests for forecast breakdown and a variety of in-sample and out-of-sample evaluation procedures to show the presence of structural breaks in the relationship between the slope of the yield curve and the US real output growth. They …nd forecast breakdowns during the Burns-Miller and Volcker monetary policy regimes and argue that the yield curve was a more reliable leading indicator during the early part of the Greenspan era. 3 Some of these authors point out that the features of the relationship between the spread and economic activity may change following major economic shocks. In their attempt to explain the breakdowns, other researchers stress the role of globalization and the main central banks, which successfully achieved remarkable degrees of price stability, fostered sustained growth, and induced weaker and less-frequent shifts in the term spread for prolonged periods of time. Kucko and Chinn (2009) re-examine the evidence in the United States and some 1 For example, see Stock and Watson (1989) and (1992) . 2 The term spread is also known as the yield spread, or the interest rate spread. 3 Wright (2006) considers a number of probit models using the yield curve to forecast recessions in the US and argues that not only the level but also the shape of the yield curve should be used to gain useful information about the likely odds of a recession.
European countries. They …nd that the predictive power of the yield curve deteriorated over the years and claim that there are reasons to believe that European-country models perform better than non-European-country models with recent data. In a survey of the existing literature Wheelock and Wohar (2009) document that the term spread predicts output growth and recessions up to one year in advance, but its usefulness varies across countries and over time. However, while the ability of the spread to forecast economic growth diminished lately, the slope of the term structure has remained a reliable predictor of recessions.
The latest international economic events, including the recent US …nancial crisis and global recession, may have a¤ected the predictive power of the yield curve and motivate a new cross-country analysis on its leading properties. 4 We adopt a systematic approach to estimate the time-variation in the predictive content of the term spread for future GDP growth, to assess its stability, and to examine its relative forecasting performance in six while most empirical studies either assume the relationship between future GDP growth and the interest rate spread to be constant or just focus on its stability properties by testing for structural breaks, we model and estimate its evolution through time-varying-parameter (T V P ) models and real-time data, allowing for smooth transitions at each point in time.
Second, using a real-time dataset, we study the out-of sample forecast performance of a set of simple, widely used, benchmark GDP growth regressions including the term spread as an explanatory variable and compare it with that of autoregressive models. To shed novel light on the dynamic characteristics of the yield curve, we estimate autoregressive models for long-term interest rates and yield spreads and test for breaks in the model parameters and innovation variance using a battery of state-of-the-art structural stability tests. Third, we 4 In June of 2004 the Fed started tightening its policy. They raised the Federal Funds Target from 1% to 5:25% at seventeen consecutive meetings. Short rates followed the Target and moved in the same direction. However, long maturity rates fell. In a 2005 testimony at the Congress, Alan Greenspan de…ned the strange behavior of the spread between long and short rates a conundrum. This US-speci…c phenomenon further motivates the present piece of research. 
The Term Spread as a Leading Economic Indicator
According to the preferred habitat theory, investors with heterogeneous investment horizons require a premium to buy bonds with maturities outside their preferred habitat. If shortterm investors are prevalent in the …xed-income markets, long-term rates tend to be bigger than short-term rates and the yield curve naturally slopes upwards due to the term premia.
Similar implications can be found in the liquidity premium theory, according to which there exists a term premium that increases with maturity. 5 The most common explanation of why the term spread should predict output growth is related to countercyclical monetary policy. If the central bank lowers the policy interest rate, nominal and real long-and short-term rates tend to decline. Long-term rates tend to fall less than short-term rates because the monetary expansion raises long-term in ‡ation expectations and the monetary authority is expected to switch to a contractionary stance in the future to respond to potential increases in in ‡ation. The yield curve gets steeper and, since real interest rates will remain low for a while, output growth is likely to be above average. 6 Estrella (2005) formally derives the link between the spread and economic activity in a small dynamic rational expectations model containing a Phillips curve, a dynamic IS curve, the Fisher equation, the expectations hypothesis, and a monetary policy rule. 7 In this framework the positive link between the yield spread and expected future output is not structural but in ‡uenced by the monetary policy regime. It is stronger when the monetary policy response to output is small, weaker or nonexistent when the response is large. Changes in the leading properties should then mirror changes in the monetary policy stance.
The consumption capital asset pricing model (CCAPM) implies a positive relationship between the slope of the real yield curve and future real consumption growth. In real business cycle models, based on the same …rst-order condition as the CCAPM, expected positive productivity shocks increase future output. As agents substitute current for future consumption, future real interest rates go up and the real yield curve gets steeper. 8 
Predicting Cumulative GDP Growth Using the Term Spread
As customary in this strand of empirical literature, the focus is on a simple benchmark term-structure model for predicting cumulative GDP growth, 9
and on its two variants,
and
where
is cumulative growth between time t and t + k, Y t is real GDP, s t = i 10yr;t i 3m;t is the term spread, i 10yr;t is an annualized ten-year government bond yield, and i 3m;t is an annualized three-month money market or interbank rate. 10 The coe¢ cient associated with s t , , and the R 2 of a model incorporate the basic information on the predictive content of the spread for output growth. With a positive , an inversion of the term structure would predict a real downturn k (or k + 1) quarters in advance. A high informativenessi.e., a high R 2 -would empirically corroborate this intuition.
The Econometric Methodologies
Previous studies document that instability is a feature of the leading properties of the term spread. 11 Ignoring it may have negative consequences on inference and forecasting. Two are the main approaches to instability and change-point modeling: (i) a predominant strategy, based on the estimation of models with a small number of change-points, usually one or two;
(ii) a more infrequent solution, based on the estimation of T V P models, where the parameters change with each new observation as random walks or stationary autoregressive processes.
We …rst assume that the model coe¢ cients in (1) (3) are time-varying. A compelling critique of this in-sample estimation approach is that the models are estimated using data that
were not available at the time of the observation(s) being …tted. To circumvent this problem, we also propose a real-time analysis. Recursive OLS regressions on subsequent vintages of data describe the features of the long-run convergence of the coe¢ cient estimates over the sample. Moving OLS regressions, based on a …xed-length moving window of ten years, capture the short-run variation and the stability characteristics of the leading properties. At a second stage, we run a battery of state-of-the art tests for breaks at unknown dates in the marginal processes of government bond yields and term spreads. We use classical and Bayesian tests for one or multiple breaks in the AR parameters and/or in the innovation variance of simple autoregressive models describing the time evolution of these variables.
1 0 This expression for cumulative growth is appropriate with quarterly data. k varies between 1 and 4. 
TVP Models for Cumulative GDP Growth
The starting point is models (1) (3), for whose coe¢ cients we assume speci…c time-varying properties. In the state-space speci…cations used for estimation, g t;t+k and s t are the observable variables included in the measurement equations, the coe¢ cients and are the unobservable state variables, assumed to be time-varying and following the transition equations that incorporate the characteristics of their time evolution. 12 Such evolution may be the result of slow changes in the process or some form of nonlinearity in the data. T V P models change their parameters automatically and optimally to re ‡ect the variations in the nature of the time series. 13 The speci…cations of our T V P models -all reported in Appendix B -are conventional and assume either random walks or stationary AR (1) processes as state equations. We use an e¢ cient algorithm, which allows for the optimal, robust, and unbiased 
Breakpoint Tests on Interest Rate Dynamics
We estimate univariate AR(K) models for the term spread or government bond yield,
where " t is a serially uncorrelated random error term and is the intercept. We select the lag order, K, using the Schwarz Information Criterion (SIC). Then we estimate structural breaks at unknown dates in the model parameters and/or the innovation variance. The classical tests for breaks are based on Hansen (2000) and Qu and Perron (2007) . Levin and Piger (2004) are the reference for the Bayesian comparison of alternative breaks models. Using Qu and
Perron (2007), we also test for structural breaks in a system including equations (1) and (S1).
1 2 A T V P model can be interpreted as a model with T 1 breaks in a sample of size T . With a small number of structural breaks, the magnitude of the change in the coe¢ cients after a break is not typically restricted. The implicit assumption is that, after the last estimated break, there will be no more. In contrast, in T V P models, there is always a probability equal to one of a break in the next new observation. The size of the break is limited by the assumption that the coe¢ cients evolve according to a speci…ed stochastic process. 1 3 The T V P methodology is robust to the uncertainty concerning the speci…c form of time-variation present in the data and is generally capable of successfully tracking processes subject to structural breaks.
Empirical Results
What follows is a description of the main …ndings. Detailed tables and select …gures are commented here and reported at the end of the paper.
The Data
The sample includes six OECD countries: Germany, Spain, France, Italy (in the Euro area), the UK, and the US. We consider annualized ten-year government bond yields (long-term interest rates) and annualized three-month money market rates or interbank o¤er rates (short- Unless noted otherwise, all series are quarterly and seasonally adjusted. The vintages and observations in the real-time dataset are also quarterly. What emerges is a mixed picture where conventional wisdom is con…rmed only to some extent. In Germany, France, the UK, and the USA the slope coe¢ cients associated with the term spread are signi…cant and positive in all models and at all forecast horizons. The size of the estimates is large, generally well above 0:5, and the corresponding levels of informativeness are usually high, with few exceptions at the shorter horizons. No signi…cant predictive content can be found in Spain and Italy. The impression is that the relationship between the spread and economic growth is dissimilar across countries, or at least not consistently signi…cant.
Benchmark OLS Estimates
However, the standard OLS approach is likely not to capture some important features of the data. More sophisticated techniques would allow us to better describe the stability properties of the model parameters and the time-variation in the relationship under investigation.
Time-Variation in GDP Growth Regressions
In this section we describe the time-varying properties of in models (1) (3). We estimate T V P models, then perform a real-time analysis and assess the out-of-sample forecast performance of the benchmark term-structure equations relative to autoregressive models. In all cases, the T V P models exhibit a better in-sample performance than their OLS counterparts, as indicated by the bigger coe¢ cients of determination.
TVP Models

Real-Time Analysis
We recursively estimate models (1) (3) on the vintages of the real-time datasets. First, we run recursive regressions by estimating the models over the full samples of each vintage.
The window size increases by one quarter at each step, as we switch from a vintage to the one that follows. In this way we capture the long-run evolution of as GDP revisions are incorporated in the set of data. 19 Then, we run moving regressions with a …xed window size the UK and, particularly, the US, we observe a steady decline of the predictive content over 1 7 T V P models often produce large standard errors and con…dence bands. Most likely, we fail to reject the null of statistical non-signi…cance too often -i.e., we have low power. The spread might have had signi…cant predictive content for longer periods in all countries and, in the US, the disappearance of the leading properties could be probably placed at a later date. 1 8 Four of the countries in the sample out of six have been in the Euro area and have had a common monetary policy and similar interest rates since 1999. Their currencies were already closely tied from the mid-1990s. However, the T V P point estimates of do not reveal the existence of similar evolutions in the last 15 years. 1 9 The recursive estimates are not reported here but can be found online. 
Out-of-Sample Forecast Performance of GDP Growth Regressions
We benchmark (1) (3) in terms of forecast performance against the autoregressive models
We dynamically and statically forecast the last eight quarters of each vintage in the realtime dataset. 22 The root mean squared forecast error (RM SF E) is our metric to compare Greenspan. The breakdowns in the US forecast accuracy are coincident with recessions. In all countries, the RM SF Es become smaller over time until 2008, after which we observe a 2 2 Dynamic forecasting performs a multi-step ahead forecast of the dependent variable. It requires that the data for the exogenous variables be available for every observation in the forecast sample and that the values for any lagged dependent variables be observed at the start of the forecast sample. Static forecasting performs a series of one-step ahead forecasts of the dependent variable. It requires that the data for both the exogenous and any lagged endogenous variables be observed for every observation in the forecast sample.
2 3 k = 4 in the …gures, but we …nd similar patterns with k = 1; 2; and 3 and a forecast sample of one quarter.
sharp, synchronized, worsening of the forecast accuracy of all models.
To statistically compare the term-structure models to models (4) and (5) in terms of outof-sample forecast performance, we run modi…ed Diebold-Mariano (DM ) tests for equality of forecast accuracy on the static forecasts. 24 We would like to test the merits of all the models, but a limitation of this test is that it can be only applied to pairs of non-nested models. Unfortunately, some pairs contain models that are nested. 25 The test statistic of Diebold and Mariano (1995) has a nonstandard distribution under the null hypothesis of equal forecast accuracy if the models are nested, as the models are identical under the null. 26 Thus, not even bootstrap p-values would allow us to make such a comparison. 27 Tables 2a-b report modi…ed DM statistics for non-nested models with forecast samples of one quarter and eight quarters, respectively, on each vintage. 28 We run the tests on the full samples and on country-speci…c subsamples. 29 With a forecast sample of one quarter, the term-structure models perform as well as the alternative models, occasionally better, in all European countries. In the US, the autoregressive models perform better over the second subsample, worse in the …rst subsample, but we never reject the null of equal accuracy in the full sample. With a forecast sample of eight quarters, the term-structure models perform better at forecasting GDP growth than the autoregressive models in all European countries in their speci…c …rst subsamples and full samples. In the US, the term-structure models do a better job in the …rst period, just a marginally better job over the full sample, but are 2 4 Harvey, Leybourne, and Newbold (1997) propose a modi…ed DM statistic based on an unbiased estimator of the asymptotic (long-run) variance of p T d in the DM statistic, where T is the sample size and d is the sample average of the loss di¤erential (in this work the di¤erence of the RM SF Es) the test is based on. They show that, with small samples, a Student's t distribution is more appropriate than a standard normal distribution for the computation of the critical values. 2 5 Model (1) is nested in (2); model (4) is nested in (2), (3), and (5). 2 6 Clark and McCracken (2001). 2 7 Faust and Wright (2009). 2 8 A complication of the DM test (and its modi…ed version) regards the estimation of the asymptotic variance of p T d. The standard practice is to estimate this variance by taking a weighted sum of the available sample autocovariances. Optimal k-step ahead forecast errors are at most (k 1)-dependent -i.e., autocorrelated up to the (k 1)-th order. (k 1)-dependence implies that only (k 1) sample autocovariances should be used. Since the forecast horizon of our models is 1, 2, 3, or 4 quarters, we use the sample variance and autocovariances up to the third order. In the event that a negative estimate arises, we treat it as zero and automatically reject the null hypothesis of equal forecast accuracy. See Diebold and Mariano (1995) for details. 2 9 The breaks for the determination of the subsamples are estimated in the middle 70% of each full sample using a recursive algorithm that maximizes the absolute average di¤erence of the average RM SF Es of the …ve models over two subsequent subsamples, for each value of k. 
Structural Breaks Evidence for Term Spreads and Bond Yields
Tables 3a-b show breaks in the parameters of (S1) based on Hansen (2000) . 30 Tables 4a-b and 5a-b describe the outcomes of the Qu and Perron (2007) tests on (S1) and on a system of two equations including (1) and (S1). 31 Using Bayesian methods, Table 6 compares the marginal log-likelihoods of model (S1) in each country with two of its one-break versions. 32 Despite some heterogeneity in the estimated breaks, most shifts in the government bond The breaks are similar within each country, independently of whether we assume shifts in the innovation variance, in the coe¢ cients, or both. Consistently with the facts of the Great Moderation, we observe a decline in the volatility of reduced-form random shocks in the term-spread marginal processes. The ratios between innovation variances and variances of the spreads exhibit a similar evolution. This drop is accompanied by a generally weaker link between the term spread and the real growth rate from the mid-1990s to 2008. 34 
Conclusions
In this paper we estimate the time-variation in the predictive content of the term spread for future GDP growth in six major OECD countries and study the forecasting properties of a set of simple benchmark GDP growth regressions that include the term spread as an explanatory variable. To shed light on the dynamic characteristics of the yield curve, we estimate autoregressive models for long-term interest rates and yield spreads and test for breaks in the model parameters and innovation variance with a battery of state-of-the-art structural stability tests. Our investigation is based on an extensive use of T V P models, real-time datasets, classical and Bayesian tests for structural breaks at unknown dates.
We argue that the spread is not a reliable predictor of output growth. To some extent, 
Technical Appendix
We provide details on the dataset and on the estimation of T V P and Bayesian models.
Further information is given in the Companion Tecnhical Appendix.
Appendix A. Data Description
The …rst 
Appendix B. TVP Models
The table on the next page summarizes the T V P models we estimate to document the timevarying properties of the predictive content of the term spread under the assumptions that:
t , t , and t are normally distributed, with zero mean and constant variances;
the initial stochastic states, 0 and 0 , are independent of t , t , and t for every t;
the variances of t , t , and t , the covariance between t and t , the system parameters , , and # are estimated through maximum likelihood prior to the application of the recursive algorithm that provides estimates of the states; the initial conditions for the states and their covariance matrix are unknown.
Results are obtained using the CAPTAIN Toolbox for MATLAB, which implements an e¢ cient algorithm that allows for the optimal, robust, and unbiased estimation of dynamic regression models. 35 This formulation of the estimation problem allows the recursive algorithms, which estimate the state vector of time-varying parameters from measured data, to provide an optimal solution based on the minimization of the associated mean squared errors.
State variables are estimated sequentially by the Kalman Filter whilst working through the data in temporal order. When all the time series data are available for analysis, this …ltering operation is accompanied by optimal recursive smoothing. The estimates obtained from the forward pass …ltering algorithm are updated sequentially whilst working through the data in reverse temporal order using a backwards-recursive Fixed Interval Smoothing (FIS) algorithm. 36 The noise-to-variance ratio -that is, the ratio between the variance/covariance matrix of t and t and the variance of the error term in the measurement equation, t -is estimated by maximum likelihood based on the prediction error decomposition. In this work we only report the smoothed estimates of in either System 1.a or 1.b. All the other estimates can be found online.
T V P
Appendix C. Bayesian Comparison of Breaks Model
We make use of simple Bayesian methods to compare the likelihoods of alternative models with breaks or no breaks. We estimate the model (1998) and assume that D t is a discrete latent variable with Markov-transition probabilities P rob (D t+1 = 0jD t = 0) = q and P rob (D t+1 = 1jD t = 1) = 1, with q 2 (0; 1). The implication is that there is a constant positive probability, (1 q), for a break to occur in any period, if it has not occurred yet. Once the break has occurred at a speci…c date t 0 , then D t = 1, 8t t 0 (absorbing state). 37 We estimate the breakpoint date with the posterior mean of the posterior distribution of q. For the estimation of the model without breaks, we assume that Following a similar approach, we estimate models where the parameters are allowed to break at the same date as the error variance,
InvGamma (1; 2), and q Beta (8; 0:05).
All the variables are assumed to be independent of each other. 40 speci…cation gives more prior probability to late breakpoint dates in the sample. Di¤erent calibrations for the prior of q do not alter much the estimated changepoints. 
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