Abstract. Let w λ (x) := (1−x 2 ) λ−1/2 and P (λ) n be the ultraspherical polynomials with respect to w λ (x). Then we denote by E (λ) n+1 the Stieltjes polynomials with respect to w λ (x) satisfying
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Introduction
For a function f : (a, b) → R, −∞ ≤ a < b ≤ ∞, and a set χ n := {x 1n , x 2n , ..., x nn }, n ≥ 1, of pairwise distinct nodes, let H n [χ n ; f ] andĤ n [χ n ; f ] denote the Hermite-Fejér and Hermite interpolation polynomials of degree ≤ 2n − 1 to f with respect to χ n . For the case of Hermite interpolation, we will always assume that f is differentiable so thatĤ n [χ n ; f ] is well defined. In fact, H n [χ n ; f ] andĤ n [χ n ; f ] are the unique polynomials of degree ≤ 2n − 1 satisfying Here, we are interested in Hermite-Fejér and Hermite interpolations with respect to χ n whose elements are the zeros of a sequence of Stieltjes polynomials. To be precise, we first consider the generalized Stieltjes polynomials E (λ) n+1 (x). In 1934, Szegő [25] introduced the generalized Stieltjes polynomials E n (x) is the ultraspherical (or Gegenbauer) polynomial. The classical Stieltjes polynomials for the Legendre weight (λ = 1/2) were first considered by Stieltjes in 1894, and he made the conjecture that the zeros of E (1/2) n+1 (x) should all be in (−1, 1) and should alternate with those of the n-th Legendre polynomial. In [25] , Szegő proved, for 0 < λ ≤ 2, two conjectures of Stieltjes, namely, that the zeros of E (λ) n+1 are real and inside (−1, 1), and that they interlace with the zeros of P 
for estimating the error of the Gaussian quadrature formula, and in 1970 Barrucand [1] observed that the zeros of Stieltjes polynomials are precisely the additional nodes ξ
n+1,n+1 of Gauss-Kronrod quadrature formulas. This induced much further study of Stieltjes polynomials and Gauss-Kronrod quadrature formulas (see [3, 5, 6, 8, 17, 21, 9, 12, 13, 22] ). These days, Gauss-Kronrod formulas are used extensively in numerical integration software (cf., e.g., [16, 24] ). There are the exhaustive surveys of Gautschi [7] , Monegato [14, 15] , Ehrich [4] , Notaris [18] , and Peherstorfer [23] for the precise definition of Gauss-Kronrod quadrature formulas and an overview about their connection to Stieltjes polynomials.
For the properties of interpolation operators based at the zeros of E (λ)
n+1 , Ehrich and Mastroianni [5, 6] proved that Lagrange interpolation operators L n+1 based on the zeros of E (λ) n+1 and that extended Lagrange interpolation operators L 2n+1 based on the zeros of E
, O(log n). So, they showed that the zeros of Stieltjes polynomials improve the Lagrange interpolation process based on the zeros of ultraspherical polynomials, for which Lebesgue constants are well known to be of precise order O(n λ ) and O(log n), according as 0 < λ or λ ≤ 0. See [26, 14.4] . In this paper, we consider the Hermite-Fejér interpolation operator H n+1 based on the zeros of E (λ) n+1 and the extended Hermite-Fejér interpolation operator H 2n+1 based on the zeros of E
n , and we show that these interpolation operators have Lebesgue constants H n+1 ∞ (0 ≤ λ ≤ 1) and H 2n+1 ∞ (0 ≤ λ ≤ 1/2) of optimal order, i.e., O (1) 
Main results
For the ultraspherical polynomials P (λ) n , λ = 0, we use the normalization P (λ)
We denote the zeros of P
respectively. We denote the zeros of F
ν,2n+1 , ν = 1, . . . , 2n + 1. All nodes are ordered by increasing magnitude. We also set
and for any two sequences {b n } n and {c n } n of nonzero real numbers (or functions), we write b n c n if there exists a constant C > 0, independent of n (and x) such that b n ≤ Cc n for n large enough and write b n ∼ c n if b n c n and c n b n . We denote by P n the space of polynomials of degree at most n.
Let 
The Hermite interpolation polynomialĤ n+1 [f ] of f on the other hand admits the representation 
Here, the fundamental Lagrange interpolation polynomials l k,n+1 (x) and l ν,2n+1 (x) are given by
, ν = 1, 2, . . . , 2n + 1.
In addition, we introduce some basic notations used here and in the following sections. Following usual notation, we write f 1] . In this paper, we need the following notations:
and
In the following subsections, we state our main results: First note that for λ = 0 and λ = 1,
In this paper, we let 
Moreover, we have
Theorem 2.2. Let f be a continuous function on
2.2.
Weighted L p -convergence of the Hermite-Fejér interpolation polynomials. Let u be a Generalized Jacobi (GJ) weight, defined by 
and let f be a continuous function on
[−1, 1]. Then (H 2n+1 [f ](x) − f (x)) u p ω ϕ,∞ f, 1 n .
Uniform and L
and for λ ∈ (1/2, 1], 
and for λ ∈ (1/2, 1],
n N −j .
The proofs
We first state some known results for the Stieltjes polynomials. For 0 < λ ≤ 1 Ehrich and Mastroianni [5] proved that for µ = 0, 1, . . . , n+2 and ν = 0, 1, . . . , 2n+ 2,
where ψ
n+2,n+1 := 0. It implies that for µ = 0, 1, . . . , n + 2 and ν = 0, 1, . . . , 2n + 2,
where y
n+2,n+1 := 1. In the following, we list some propositions about estimates of E
Proof. For 0 < λ < 1, see [5] . For λ = 0, 1, the assertion can be proved easily by (2.5), (2.6) and (2.7).
Proposition 3.2 ([9]). Let
In the case of λ = 0, we know that for |x| ≤ 1,
and for cos
Proof. For 0 < λ < 1, see [9] . For λ = 0, 1, the estimates follow by (2.5).
Moreover, we have for
2n+1 (x)| n, and for cos
Proof. For 0 < λ < 1, see [9] . For λ = 0, 1, the assertion can be proved easily by (2.5), (2.6) and (2.7).
Proposition 3.4 ([5]). Let
µ,n+1 ), (3.8) and for ν = 1, 2, . . . , 2n + 1,
Proof. For 0 < λ < 1, see [5] . For λ = 0, 1, the assertion can be proved easily by (2.5), (2.6), and (2.7). (3.10) and for ν = 1, 2, . . . , 2n + 1,
Proposition 3.5 ([9]). Let
In the case of λ = 0, we know that for µ = 2, . . . , n and ν = 2, . . . , 2n, (3.10) and (3.11) are satisfied, and for µ = 1, n + 1 and ν = 1, 2n + 1,
Proof. For 0 < λ < 1, see [9] . For λ = 0, 1, the assertion can be proved easily by (2.5), (2.6), and (2.7). For convenience, we let
Then by (2.1)
Similarly, we split H 2n+1 [f ] into two terms. Then by (2.3) 
Proof. First let 0 < λ ≤ 1. By [19, (26) ] it is sufficient to prove (3.15) for 0 ≤ x ≤ 1 − a n 2 , where a > 0 is a fixed, sufficiently small constant. In the following let
j,n+1 such that we have by the mean value property, (3.1), (3.6), and (3.8),
Then, we obtain by (3.1), (3.8), (3.10), and (3.16),
, we have by (3.1), (3.2), (3.8), and (3.10),
Then for the integral
where x * := ξ 1 n 2 , we have
H. S. JUNG
and since |x − t| |1 − t| for
Thus, we have
n−1,n+1 < x ≤ 1 we obtain in the same way as in the case 0 ≤ x ≤ ξ
So, we have J 2 1. Therefore, (3.15) is proved for 0 < λ ≤ 1. Now, we consider the case of λ = 0. Then
Since by (3.4), (3.8), and (3.12)
we have K 2 1, and in the same way as in the case 0 < λ ≤ 1, we have K 1 1. Therefore, (3.15) is proved for 0 ≤ λ ≤ 1.
Lemma 3.7. Let λ ∈ (0, 1]. Then we have
In the case of λ = 0, we have
Proof. First, consider the case of 0 < λ ≤ 1. Assume that 0 ≤ x ≤ 1− a n 2 , where a > 0 is a fixed, sufficiently small constant, and let x ∈ [ξ
n+2,n+1 := 1) for some 1 ≤ k ≤ n + 1. We first split the left equation of (3.17) into J 1 and J 2 :
Then by (3.1) and (3.16),
If we assume that 0 ≤ x ≤ ξ (λ) n−1,n+1 , then by (3.2) and (3.8),
To estimate the last integral we also split it into three terms:
|x − t| dt
where
k+2,n+1 . Then, since ϕ 2(λ−1) (x) is increasing on (0, 1), we have
n−1,n+1 < x ≤ 1, then we obtain in the same way as in the case 0 ≤ x ≤ ξ
Thus, we have J 2 log n so that (3.17) is proved for 0 < λ ≤ 1. For λ = 0, the proof is similar to the case of 0 < λ ≤ 1 by (3.4) and (3.8). Therefore, (3.18) is also proved.
Proof. Let 0 < λ ≤ 1. For any polynomial R ∈ P 2n+1 , we have by (2.2), (3.2), (3.8) and (3.17) ,
Now, we consider the case of λ = 0. Then
Since by (3.4) and (3.8)
and by [19, (26) ]
we have
For K 1 we obtain in the same way as in the case 0 < λ ≤ 1,
Therefore, we have (3.20) for 0 ≤ λ ≤ 1.
Proof of Theorem 2.1. Since H n+1 [1] (x) = 1, we have by (3.13) and (3.15)
Therefore, we have
Since f is continuous on [−1, 1], for given > 0, there exists a polynomial R such that for x ∈ [−1, 1],
Then we have from (3.20) and (3.21)
Thus, (2.8) is proved, since > 0 is arbitrary. Moreover, since for any polynomial R ∈ P [ n log n ] by the above estimation,
we have from [2, Theorem 7.3.1],
Also, since for any polynomial R ∈ P 2n+1
Therefore, (2.9) is proved.
In the following, we use some properties of the Hilbert transform H(f ), defined by
We recall that if G ∈ L ∞ and F log + F ∈ L 1 , where F and G have compact support K, then we have (cf. [6, 20] ) 
Proof. We follow the proof of Theorem 3.2 in [6] . Let 0 < λ ≤ 1. Since for any polynomial R ∈ P 2n+1 ,
we have using [19, (25) 
)(x), and
then using [11, Theorem 2.2], we have by (3.8),
where H is the Hilbert transform. By (3.2), (3.22) , and Hölder inequality, we obtain [19, p. 676] . Similarly, we have
Now, let λ = 0. Then for any polynomial R ∈ P 2n+1 ,
We have by the same reason as in the proof of Lemma 3.8 and we obtain in the same way as in the case 0 < λ ≤ 1
Therefore, we proved (3.23) for 0 ≤ λ ≤ 1.
Proof of Theorem 2.3. Since u ∈ L p and for any polynomial R ∈ P 2n+1 by (3.23)
Convergence of the Hermite-Fejér interpolation polynomials for F (λ)
2n+1 (x). In this subsection, we prove Theorems 2.2 and 2.4, and we will omit the details because the most methods are similar to Subsection 3.1. 
Proof. Let 0 < λ ≤ 1. It is sufficient to prove (3.15) for 0 ≤ x ≤ 1 − a n 2 , where a > 0 is a fixed, sufficiently small constant. In the following let f ∞ = 1 and let
Since we have by (3.1), (3.3), (3.7), and (3.9), similar to (3.16),
we have by (3.1), (3.7), (3.9), and (3.25),
For J 2 , we first assume 0 ≤ x ≤ y (λ) 2n−1,2n+1 . Then we have by (3.1), (3.3), (3.9), and (3.11),
Since ϕ 2(2λ−1) (x) and ϕ λ−1 (x) are increasing on (0, 1),
Thus, we have J 2 1 for λ ∈ (0, 1/2]. Next, let λ ∈ (1/2, 1]. Then since ϕ 4λ−2 (x) is bounded on (0, 1), we have by the above estimation,
So, for λ ∈ (1/2, 1], we also have J 2 ϕ 2(1−2λ) (x). For y (λ) 2n−1,2n+1 < x ≤ 1 we have by the same reason as the above case
Therefore, we have for λ ∈ (0, 1],
and we have K 2 1 and K 1 1 by (3.5), (3.9), (3.12) and by the same way as in the case 0 < λ ≤ 1. Therefore, (3.24) is proved for 0 ≤ λ ≤ 1. 
,2n+1 ] and split the left side of (3.26) into J 1 and J 2 :
Then, we have by (3.25) and (3.1),
and we have by (3.3) and (3.9)
This is because for 0 < λ ≤ 1/2, since ϕ 4λ−2 (t) is increasing on (0, 1), similar to (3.19),
and for 1/2 < λ ≤ 1, since ϕ 4λ−2 (t) is bounded on (0, 1),
For λ = 0, the proof is similar to the case of 0 < λ ≤ 1 by (3.5) and (3.9). Therefore, (3.27) is also proved.
Proof. Let 0 < λ ≤ 1. For any polynomial R ∈ P 4n+1 by (2.4), (3.3), (3.9), and (3.26),
By (3.5), (3.9) , and [19, (26) ] we have
and in the same way as in the case 0 < λ ≤ 1, we obtain
Therefore, we have (3.28) for 0 ≤ λ ≤ 1.
Proof of Theorem 2.2. Since we have by (3.14) and (3.24) Also, since for any polynomial R ∈ P 4n+1
Therefore, (2.11) and (2.13) are proved.
Lemma 3.13. Let λ ∈ [0, 1], 1 < p < ∞, and let u(ϕ 2(1−2λ) (x) + 1) ∈ L p . Then for any polynomial R ∈ P 4n+1 ,
Proof. Let 0 < λ ≤ 1. For any polynomial R ∈ P 4n+1 , Here, if we let 
We have by the same reason as in the proof of Lemma 3.12
and we obtain in the same way as in the case 0 < λ ≤ 1
