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Much of the controversy about methods for automated decision making has focused on 
specific alculi for combining beliefs or propagating uncertainty. The authors broaden the 
debate by (1) exploring the constellation of secondary tasks surrounding any primary 
decision problem and (2) identifying knowledge engineering concerns that present 
additional representational tr de-offs. They argue on pragmatic grounds that the attempt 
to support all of these tasks wihtin a single calculus is misguided. In the process, they note 
several uncertain reasoning objectives that conflict with the Bayesian ideal of complete 
specification of probabilities and utilities. In response, they advocate treating the 
uncertainty calculus as an object language for reasoning mechanisms that support he 
secondary tasks. Arguments against Bayesian decision theory are weakened when the 
calculus is relegated to this role. Architectures for uncertainty handling that take 
statements in the calculus as objects to be reasoned about offer the prospect of retaining 
normative status with respect o decision making while supporting the other tasks in 
uncertain reasoning. 
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This study examined the effects of "tuning" the parameters of the incremental function 
of MYCIN, the independent function of PROSPECTOR, a probability model that 
assumes independence, and a simple additive linear equation. The parameters of each of 
these models were optimized to provide solutions that most nearly approximated those 
from a full probability model for a large set of simple networks. Surprisingly, MYCIN, 
PROSPECTOR, and the linear equation performed equivalently; the independence model 
was clearly more accurate on the networks tudied. 
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This paper demonstrates a methodology for examining the accuracy of uncertain 
inference systems (UIS) after their parameters have been optimized, and uses it for 
several common UISs. This methodology may be used to test the accuracy when either 
the prior assumptions or updating formulas are not exactly satisfied. Surprisingly, these 
UISs were revealed to be no more accurate on the average than a simple linear egression. 
Moreover, even on prior distributions that were deliberately biased so as to give very 
good accuracy, they were less accurate than the simple probabilistic model which 
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assumes marginal independence b tween inputs. This demonstrates that the importance of
updating formulas can outweigh that of prior assumptions. Thus, when UISs are judged 
by their final accuracy after optimization, completely different results are obtained than 
when they are judged by whether or not their prior assumptions are perfectly satisfied. 
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This paper considers the problem of invoking auxiliary, unobservable variables to 
facilitate the structuring of causal tree models for a given set of continuous variables. 
Paralleling Pearl's 1986 treatment of bivalued variables, it is shown that if a collection of 
coupled variables are governed by a joint normal distribution and a tree-structured 
representation exists, then both the topology and all internal relationships of the tree can 
be uncovered by observing pairwise dependencies among the observed variables (i.e., the 
leaves of the tree). Furthermore, the conditions for normally distributed variables are less 
restrictive than tho3e governing bivalued variables. The result extends the applications of
causal tree models that were found useful in evidential reasoning tasks. 
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The Dempster-Shafer theory has been extended recently for its application to expert 
systems. However, implementing the extended D-S reasoning model in rule-based 
systems greatly complicates the task of generating informative explanations. By 
implementing GERTIS, a prototype system for diagnosing rheumatoid arthritis, it is 
shown that two kinds of knowledge are essential for explanation generation: (1) 
taxonomic lass relationships between hypotheses and (2) pointers to the rules that 
significantly contribute to belief in the hypothesis. As a result, the knowledge represented 
in GERTIS is richer and more complex than that of conventional rule-based systems. 
GERTIS not only demonstrates the feasibility of rule-based evidential reasoning systems, 
but also suggests ways to generate better explanations and to explicitly represent various 
useful relationships among hypotheses and rules. 
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