We proposed a doubly stochastic primal-dual coordinate optimization algorithm for regularized empirical risk minimization that can be formulated as a saddle-point problem using conjugate function. Different from existing coordinate methods, the proposed method randomly samples both primal and dual coordinates to update solutions, which is a desirable property when applied to data with both a high dimension and a large size. The convergence of our method is established not only in terms of the solution's distance to optimality but also in terms of the primal-dual objective gap. When applied to the data matrix factorized as a product of two smaller matrices, we show that the proposed method has a lower overall complexity than other coordinate methods, especially, when data size is large.
Introduction
We consider regularized empirical risk minimization (ERM) problems for learning from Big Data where the data matrix A ∈ R n×p 1 is in (or approximated by) a form of a product of two matrices, namely, A = U V with U ∈ R n×d , V ∈ R d×p and d min{n, p}. Such factorized data appears in a variety of tasks in machine learning and data mining and can be obtained as a result of non-negative matrix factorization [19] , singular value decomposition [8] , randomized matrix approximation [12] . The factorized data is also well motivated by reducing the costs of solving ERM problems using lowrank approximation or randomized reduction, which recently receives a surge of interests [28, 38, 20] .
Depending on the specific task of analysis, data factorization is either used as an ultimate goal itself (e.g., data visualization) or used as an important preprocessing step prior to the training of a statistical model. In the latter case, the factorized data is often constructed to reduce the noise of original data [8] or speed up a training algorithm [28] . In fact, since the factor matrix U and V typically have a much smaller size than A, it is expected that the training cost can 1 n refers to the number of instances and p refers to the number of variables.
be reduced significantly. It is worth noting that a common practice is to use U in place of A for learning a model in the reduced low dimensional space. However, one potential issue of this approach is that the learned model is not represented in terms of the variables in the original data, which makes the model not easy to be explained or used for subsequent analysis. Therefore, it is sometimes desirable to train a statistical model directly based on the product U V , and at the same time, develop customized training algorithms to fully utilize this factorized structure to reduce the computational cost. By doing so, one can obtain an explainable model while still enjoy the great computation efficiency from the specialized algorithms when handling large-scale data.
To develop an efficient training algorithm for factorized data, we focus on regularized ERM problem, which covers a wide range of machine learning models, and proposed a doubly stochastic primal-dual coordinate (DSPDC) method that samples both primal and dual coordinates in each iteration to update. This method generalizes the stochastic primal-dual coordinate (SPDC) method recently developed by Zhang and Xiao [39] which samples the dual coordinates only. We analyze the theoretical iteration complexity of DSPDC for finding a pair of primal and dual solutions with an -distance to optimality or with an -primal-dual objective gap.
Presumably, factorized data opens the possibility of efficient implementations for algorithm to further reduce the computational cost in each iteration. However, different algorithms benefit from factorized structure in different extents. Assuming the size of matrix A exceeds the memory space so that only the matrices U and V are stored, we show that DSPDC method has a lower overall complexity to find an -optimal solution than existing stochastic coordinate methods, including SPDC, stochastic dual coordinate ascent (SDCA) [33] , and accelerated stochastic dual coordinate ascent (ASDCA) [35] . In particular, compared to these methods, DSPDC has a lower computation cost in each iteration but requires more iterations as a trade-off. However, when the size of data is sufficiently large, DSPDC still obtains a lower overall complexity defined as the number of iteration multiplied by the cost of each iteration. Moreover, DSPDC works with any factorized data matrix, and thus, provides the flexibility when working with different types of data preprocessing approaches that lead to such a factorized structure.
Setup
We consider regularized empirical risk minimization (ERM) problems of the following form:
where a 1 , . . . , a n ∈ R p are n data points with a dimension of p, φ i : R → R is a convex loss function applied to the linear prediction a T i x, for i = 1, . . . , n, and g : R p → R is a convex regularization function for the coefficient vector x ∈ R p in the linear prediction. We assume g has a decomposable structure, namely,
where g j : R → R is only a function of x j , the j-th coordinate of x. We further assume that g j is λ-strongly convex for j = 1, 2, . . . , p and the function φ i is (1/γ)-smooth for i = 1, 2, . . . , n.
The conjugate dual optimization problem of (1) is formulated as
where A = [a 1 , a 2 , . . . , a n ] T ∈ R n×p is the data matrix with data points being its rows, and φ * i and g * are the Fenchel's conjugates of φ and g, respectively. In this paper, we denote the i-th row of A by A i = a i and the j-th column of A by A j . Let · represents 2 -norm and ·, · represents the inner product in a Euclidean space. The maximum norm of data points is defined as R = max i=1,...,n A i . Both (1) and (3) corresponds to the following saddle-point problem
Other than the general problem (4), we investigate the efficiency of algorithms when the data matrix A is factorized as A = U V where U and V are n × d and d × p matrices, respectively, with d << min{n, p}. Such a matrix A is often obtained as a low-rank or denoised approximation of raw data matrix. For example, [28] considered using a low-rank approximation of the data matrix for solving multiple LASSO problems. The factorized A also appears in the problem of sparse recovery from the randomized feature reduction or randomized instance reduction of (1). The sparse recovery problem from randomized feature reduction can be also formulated into (4) as
where X is the original n×p raw data matrix, G is a d×p random measurement matrix with d << p, and the actual data matrix for (4) is A = XG T G with U = XG T and V = G. This approximation approach has been employed to reduce the computational cost of solving underconstrained leastsquares problem [20] . Similarly, the randomized instance reduction [10] can be applied by replacing XG T G in 5 with G T GX, where G is a d × n random measurement matrix with d << n, and the data matrix A = G T GX with U = G T and V = GX. In the following sections, we present our algorithms for solving (4) for general and factorized data and provide the complexity analysis.
Primal-Dual Algorithm for General Data Matrix
In this section, we propose a doubly stochastic primal-dual coordinate method in Algorithm 1 for problem (4) . When φ i is a (1/γ)-smooth and g is λ-strongly convex, the saddle-point problem (4) has a unique solution denoted by (x , y ) with x and y being the optimal primal and dual solutions for (1) and (3), respectively. The condition number of problem (4) is defined as κ = R 2 λγ . In Algorithm 1, the primal and dual solutions (x (t+1) , y (t+1) ) are updated as (8) and (6) in the randomly selected coordinates indexed by I and J, respectively. These updates utilize the first-order information provided by the vectors Ax (t) and A Tȳ(t+1) where (x (t) ,ȳ (t+1) ) are updated using the momentum steps (9) and (7) which are commonly used to accelerate first-order method. Algorithm 1 requires three control parameters θ, τ and σ and its convergence is obtained after a proper choice of these parameters as shown in Theorem 1. The proof is given in the Appendix.
Algorithm 1 Doubly Stochastic Primal-Dual Coordinate (DSPDC) Method
Input: Uniformly and randomly choose two sets of indices I ⊂ {1, 2, . . . , n} and J ⊂ {1, 2, . . . , p} of sizes m and q, respectively.
Output: x (T ) and y (T ) Theorem 1. Suppose the parameters θ, τ and σ in Algorithm 1 are chosen so that
where the last two equations are equivalent to
For each t ≥ 0, Algorithm 1 guarantees
Besides the primal-dual sampling scheme, Algorithm 1 differs from the SPDC method [39] also in the choice of the parameters θ, τ and σ. These parameters are chosen in [39] to be 2
2 The notation σ in [39] corresponds to σ n in our paper.
Our choice given in (10), (11) and (12) is more sophisticated due to the sampling among primal coordinates in addition to the sampling among the dual coordinates. Note that, our choice does not recover (13) exactly even when q = p. Theorem 1 directly implies the following corollary which provides the number of iterations needed for DSPDC to obtain a pair of primal and dual solutions with an -distance to optimality. Corollary 1. Suppose the parameters θ, τ and σ in Algorithm 1 are chosen as (10), (11) and (12) .
where
Note that, to find such solutions, SPDC needs O n m + κn m log( 1 ) iterations, which is the same as DSPDC needs when p = q.
It can be seen from (14) that the sample sizes of the primal and dual coordinates, i.e., q and m, impact the iteration number of DSPDC in an asymmetric way. This is because the primal and dual variables are updated in an asymmetric scheme in Algorithm 1 according to (7) and (9). Although we do not show this due to the limit of page, it is easy to derive a dual version of Algorithm 1, where the roles of x and y are switched and the iteration number is O max Besides the distance to the saddle-point (x , y ), a more useful quality measure for the solution (x (t) , y (t) ) is its primal-dual objective gap, P (x (t) ) − D(y (t) ), because it can be evaluated in each iteration and used as a stopping criterion in practice. The next theorem establishes the convergence rate of the primal-dual objective gap ensured by DSPDC.
Theorem 2. Suppose the parameters τ and σ in Algorithm 1 are chosen as (11) and (12) and θ is chosen as
Algorithm 1 guarantees
For strongly convex optimization, the convergence of objective value implies the convergence of solution but the opposite is not true. Therefore, Theorem 2 is not a direct consequence of Theorem 1, especially when P (x) or D(y) contains a non-smooth component or is not defined everywhere in R p or R n .
Efficient Implementation for Factorized Data Matrix
To efficiently implement Algorithm 1 for a matrix A that is not factorized, we only need to maintain and efficiently update either Ax (t) or A Tȳ(t) , depending on whether n m or p q is larger. If n m ≥ p q , we should maintain A Tȳ(t) during the algorithm, which is used in (8) and can be updated in O(mp) time. We will then directly compute A i ,x (t) for i ∈ I in (6) in O(mp) time. In fact, this is how SPDC is implemented in [39] where q = p. 3 On the other hand, if n m ≤ p q , it is more efficient to maintain Ax (t) and update it in O(qn) time and compute A j ,ȳ (t+1) for j ∈ J in (8) for SPDC. Hence, DSPDC method is not efficient for general data matrix. However, it has an efficient implementation for factorized data matrix which leads to a lower overall complexity than SPDC, especially, when the data size is large.
Suppose the data matrix A in 4 has a factorized structure A = U V where U ∈ R n×d and V ∈ R d×p with d << min{n, p}. We can maintain the vectorsū (t) = U Tȳ(t) andv (t) = Vx (t) and update them in O(dm) and O(dq) time, respectively, in each iteration. Then, we can obtain
where V j is the jth column of V . This leads to an efficient implementation of DSPDC described as in Algorithm 2 whose per-iteration cost is O(dm + dq), lower than the O(mp) cost when A is not factorized. The similar efficient implementation can be also applied to other coordinate methods such as SPDC, SDCA and ASDCA to obtain a lower computation cost in each iteration. To make a clear comparison between DSPDC and other coordinate methods when applied to factorized data, we summarize their numbers of iterations and per-iteration costs in Table 4 . Here, we assume In the last column of Table 4 , we list the overall complexity of each method in the scenario where A = U V , m = q = 1 and n ≥ p. According to this column, the efficient implementation of DSPDC has a overall complexity of O (nd + √ κnpd) log( 1 ) , which is always lower than that of SDCA, no matter κ > n or κ < n. Moreover, the complexity of DSPDC is also better than the complexity of O (npd + √ κnpd) log( 1 ) of SPDC and ASDCA in the first term. The ratio of the overall complexity of DSPDC to that of SPDC or ASDCA is O n+ √ κnp np+ √ κnp which converges 3 The vector u (t) in SPDC by [39] corresponds to the vector A Tȳ(t) . 4 If n m ≤ p q , we can apply the dual version of DSPDC by switch the updating schemes for x and y.
Algorithm 2 Efficient Implementation of Algorithm 1 for Factorized Data (A = U V )
Input:
Uniformly and randomly choose two sets of indices I ⊂ {1, 2, . . . , n} and J ⊂ {1, 2, . . . , p} of sizes m and q, respectively.
Output: x (T ) and y (T ) to 1 p when κ n → 0. Hence, the advantage of DSPDC is more significant when the problem is well-conditioned or the data size is large.
Related Works
Recently, there emerges a surge of interests of using factorized data to alleviate the computational cost for big data. For example, Pham & Ghaoui [28] proposed to use a low-rank approximation X ≈ U V to solve multiple instances of lasso problems. For solving big data kernel methods, the Nyström methods that approximates the kernel matrix K ≈ U S † U with K ∈ R n , U ∈ R n×d , S ∈ R d×d and d n has become a popular method [37] . Moreover, recent advances on fast randomized algorithms [13] for finding a low-rank approximation of a matrix render the proposed stochastic optimization algorithm more attractive for tackling factorized big data problems.
For solving problem (4), efficient deterministic first-order methods have been developed, including smoothing method [25, 3] , excessive gap method [24] , extragradient method [17, 22] , Mirror-Prox method [23] and primal-dual hybrid gradient methods [1, 2, 4] . These approaches need to evaluate the full (sub)gradient of objective function at each iteration which becomes prohibitive when primal dimension p or dual dimension n are both large.
Various stochastic optimization algorithms have been developed for solving the regularized ERM problems. There are mainly two categories of stochastic optimization algorithms, stochastic gradient methods and stochastic coordinate methods, and the DSPDC method proposed here belongs to the second category. Stochastic gradient methods update the decision variables using a stochastic gradient which can be computed by sampling one instance or a mini-batch of instances. Recent years have seen an increased interest in stochastic variance reduced gradient methods [14, 36, 27, 15] and incremental gradient methods [30, 9, 18] that makes use of all instances in computing the stochastic gradient, which can accelerate the conventional stochastic gradient decent method. Stochastic coordinate methods work by updating randomly sampled coordinates of decision variables [26, 29, 31] . In [11] the authors showed that randomized (block) coordinate descent methods can be accelerated by parallelization when applied to the problem of minimizing the sum of a partially separable smooth convex function and a simple separable convex function. Shalev-Shwartz & Zhang [33, 32, 34] proposed stochastic dual coordinate ascent (SDCA) and its mini-batch, accelerated and proximal variants to maximize the dual formulation (3). Zhang & Xiao [39] and Dong & Lan [6] both proposed stochastic primal-dual coordinate method for (4), which alternates between maximizing over a randomly chosen dual variable and minimizing over all the primal variables. Although these stochastic optimization algorithms have achieved superior performance for a certain class of ERM problems, they all need to update either all primal or all dual coordinates, which can still have a high computational cost in each iteration when data has both a large size and a high dimension. By sampling both primal and dual variables to update, our DSPDC is shown to have a lower per-iteration cost than these approaches when data matrix is factorized.
Some recent works [40, 5, 16, 7, 21] made attempts in combining stochastic gradient and stochastic coordinate. The authors in [40] and [7] proposed similar randomized block coordinate methods, which utilize stochastic partial gradient of the selected block based on randomly sampled data in each iteration. This method is further exploited in [16, 40] using the stochastic variance reduced partial gradient. These methods face the similar challenge as we present at the beginning of Section 4 when applied to general data matrix, that is, the per-iteration cost is not necessarily reduced while the number of iterations needed has been increased. We show that such a combination of stochastic gradient and stochastic coordinate method is promising only when the data matrix is factorized. Recently, [21] proposes a hybrid method (DSO) to solve the ERM problem, which samples over not only coordinates but also gradients for both primal and dual updates. However, due to additional noise from the stochastic gradient, DSO only obtains a convergence rate of O(1/ √ T ). It is possible for DSO to achieve O(1/T ) if additional strong convexity assumption is made, which is still sub-linear. On the contrary, we do not incorporate stochastic gradient technique in the algorithm and obtain a linear convergence rate.
Numerical Experiments
In this section, we conduct numerical experiments to compare the DSPDC method with other two stochastic coordinate optimization methods, SPCD [39] and SDCA [33] 5 , over both factorized synthetic and real data. We consider the setting of sparse recovery problem after applying randomized feature reduction to binary classification problem with smoothed hinge loss. In particular, we consider the saddle-point problem (5) with 5 We did not include accelerated SDCA [35] in comparison because it has the same overall complexity as SPDC.
where b i ∈ {1, −1} is the class label for the ith instance.
For the experiments over synthetic data, we first generate a random matrix X ∈ R n×p with X ij following i.i.d. standard normal distribution. We sample a random vector β ∈ R p with β j = 1 for j = 1, 2, . . . , 50 and β j = 0 for j = 51, 52, . . . , p and use β to randomly generate b i with the distribution Pr(b i = 1|β) = 1/(1 + e −X T i β ) and Pr(b i = −1|β) = 1/(1 + e X T i β ). To construct factorized data, we follow the setting of sparse recovery problem from randomized feature reduction (5) and generate a random matrix G ∈ R d×p with d < p and G ij following i.i. d. normal distribution N (0, 1/d) . Then, the factorized data A = U V for (1) is constructed with U = XG T and V = G.
To demonstrate the effectiveness of these three methods under different settings, we choose different values for (n, m, p, q, d) and the regularization parameters (λ 1 , λ 2 ) in (5). The numerical results are presented in Figure 1 with the choices of parameters stated at its bottom. Here, the horizontal axis presents the number arithmetic operations (A.O.) conducted by algorithm while the vertical axis represents the optimality gap in logarithmic scale. By showing the number of A.O., we can characterize the time efficiency of these algorithms in a unified measure independent of the machines, programming languages, and platforms used in their implementations. According to Figure 1 , the performance of DSPDC is comparable to SPDC and SDCA in all cases considered here. In the case where either the problem is well-conditioned (e.g. in the first row) or the data size is large (e.g. in the third column), DSPDC needs significantly less A.O. than SPDC to find a solution of the same quality. Note that this is consistent with the theoretical complexity given in Table 4 . Because m = 1 in all experiments, the ratio of the overall complexity of DSPDC to that of SPDC becomes O
which is close to q p when κ n << 1. Among our settings, the smallest κ n appears when n = 50000 and λ 2 = 10 −2 (in the first row and the third column), where the gap between the performances of DSPDC and SPDC is the most significant. When compared to SDCA, DSPDC also has a slightly better performance which is also consistent with Table 4 . We then conduct the comparison of these three methods over three real datasets 6 : Covtype (n = 581012, p = 54), RCV1 (n = 20242, p = 47236), and Real-sim (n = 72309, p = 20958). We still consider the sparse recovery problem from feature reduction which is formulated as (5) with φ i defined as (22) . In all experiments, we choose d = 20 to generate the random matrix G and set λ 1 = 10 −4 , λ 2 = 10 −2 in (5). Since these three sets data are real data, their sizes and dimensions are not in whole thousands. We choose m and q so that n and p can be either dividable by them or has a small division remainder. The numerical performances of the three methods are showed in Figure 6 with the values of m and q stated below. In these three examples, SPDC and DSPDC both outperform SDCA significantly. DSPDC has as similar performance to SPDC on RCV1 Real-sim but has a better performance than SPDC when applied to Covtype.
Conclusion
We propose a doubly stochastic primal dual coordinate method for regularized empirical risk minimization problem in statistical learning. The number of iterations this method requires to find a pair of primal and dual solutions with a -distance from optimality or with a -objective gap is analyzed. When applied to factorized data, this method obtains a low overall complexity than existing coordinate method when the size of data is large.
Appendix
We use E t to represent the expectation conditioning on y (0) , x (0) , y (1) , x (1) , . . . , y (t) , x (t) , and use E t+ to represent the expectation conditioning on y (0) , x (0) , y (1) , x (1) , . . . , y (t) , x (t) , y (t+1) . We first present the following technical lemmas given in the proof of Theorem 1 by [39] . Lemma 1. Let x (t) , x (t+1) andȳ (t+1) defined as in Algorithm 1. For any x ∈ R p , we have
and
Proof. We prove inequality (23) first. To simplify the notation, we useȳ to representȳ (t+1) . Letx defined asx = arg min
Therefore,
j if j / ∈ J. Due to the decomposable structure (2) of g(x), each coordinatex j ofx can be solved independently. Since g j is λ-strongly convex, the optimality ofx j implies that, for any x j ∈ R,
Since each index j is contained in J with a probability of q p , we have the following equalities
Using these equalities, we can represent all the terms in (25) involvingx j by the terms that only contains x
j and x j . By doing so and organizing terms, we obtain
for any x j ∈ R. Then, (23) is obtained by summing up the inequality above over the indices j = 1, . . . , p and taking expectation with respect to y (t+1) .
In the next, we prove inequality (24) . Choosing x i = x i in (25), we obtain
According to the property of a saddle point,
Due to the decomposable structure (2) of g(x), each coordinate x j of x can be solved independently. Since g j is λ-strongly convex, the optimality of x j implies
Summing up (30) and (31) gives us
By equalities (26) , (27) and (28), we can represent all the terms in (32) that involvex j by the terms that only contain x
j and x j . Then, we obtain
Then, (24) is obtained by summing up the inequality above over the indices j = 1, . . . , p and taking expectation with respect to y (t+1) .
Lemma 2. Let y (t) , y (t+1) andx (t) defined as in Algorithm 1. For any y ∈ R n ,
Proof. The proof is similar to that of Lemma (1).
We want to point out that (34) has been first obtained as equation (34) in [39] except that σ in this paper here represents the same quantity as nσ in [39] .
Lemma 1 and Lemma 2 provide the basis for the following proposition, which is the key to prove Theorem 1.
, y (t) and y (t+1) defined as in Algorithm 1. We have
Proof. Summing up the inequalities (24) and (34), we have
By the definition ofȳ (t+1) in Algorithm 1, we haveȳ (t+1) − y = y (t+1) − y + where the second inequality is because
and the last equality is because τ σ = nq 4R 2 p . A similar argument implies
Applying (40) and (41) to the right hand side of (39), we have
The conclusion (35) is obtained by combining (36) and the conditional expectation of (42).
Using Proposition 1, we can prove Theorem 1.
Proof of Theorem 1. We first show how to obtain the forms of τ and σ in (11) and (11) from the last two equations in (10). Let
The last two equations in (10) imply
Solving the equations above for P and Q, we obtain
from which (11) and (12) can be derived.
To obtain the main conclusion of Theorem 1 from Proposition 1, we need to verify that the following conditions are satisfied by the choices of θ, γ, τ and σ in (10).
p
To establish the convergence of primal-dual gap, we first establish the following proposition. Proposition 2. Let x (t) , x (t+1) , y (t) and y (t+1) defined as in Algorithm 1. We have
Proof. Summing up the inequalities (23) and (33) and setting (x, y) = (x , y ), we have
Applying the definitions ofP (x (t) ),D(y (t) ),P (x (t+1) ), andD(y (t+1) ) to (55) and organizing terms, we obtain
which, together with (42), implies
4τ nq .
The conclusion of the proposition is obtained by organizing the terms of the inequality above.
Using Proposition 2, we can further prove Theorem 2.
Proof of Theorem 2. By the definition of the saddle-point (x , y ), we can show
To obtain the conclusion of Theorem 2 from Proposition 2, we first verify that the following con-ditions are satisfied by the choices of θ, τ and σ in (10) .
is a convex and smooth function of x, that its gradient at x = x is implies
Applying this inequality to the right hand size of (73), we obtain the conclusion of Theorem 2 by the new definition (15) of θ.
