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Cap´ıtol 1
Introduccio´
1.1 L’optimitzacio´ nume`rica
Gran part dels problemes a resoldre que es presenten en els diversos camps de la cie`ncia
i l’enginyeria es poden abstreure com a problemes d’optimitzacio´ nume`rica: des de prob-
lemes de disseny industrial, com per exemple l’optimitzacio´ de peces de motors de com-
bustio´, fins al modelatge de patrons de comportament biolo`gic de models animals d’ex-
perimentacio´. Sovint, aquests problemes presenten una se`rie de caracter´ıstiques comunes
que els fa complexos i dif´ıcils de tractar amb me`todes d’optimitzacio´ “cla`ssics” com poden
ser te`cniques com en backtracking, branch and bound o el simulated annealing. Aquestes
propietats so´n, primerament, que la solucio´ esta` immersa dins d’un enorme espai de cer-
ca (de vegades infinit i per tant no enumerable), que e´s costos avaluar la bondat d’una
possible solucio´, que aquesta avaluacio´ no nome´s e´s costosa sino´ que tambe´ e´s sorollosa i,
finalment, que les diferents parts que composen una solucio´ afecten de manera no lineal i
epista`tica la bondat de la solucio´, e´s a dir, que una modificacio´ en una part de la solucio´
pot afectar significativament la idone¨ıtat d’altra part de la solucio´.
Per tots els motius anteriors, sovint els usuaris es conformen amb no trobar la solucio´ al
problema, sino´ a trobar una bona solucio´. En aquests casos, les eines com la computacio´
evolutiva so´n bons candidats a ser usades com a motor d’optimitzacio´ nume`rica. La
computacio´ evolutiva i en particular els algorismes gene`tics so´n la implementacio´ d’un
proce´s evolutiu darwinia` que va ser comenc¸at a ser utilitzat en la de`cada dels 70 [1] i,
des d’enc¸a`, els algorismes evolutius han anat progressant i sent utilitzats cada cop me´s en
diferents a`mbits de l’enginyeria. Fins i tot, i tal i com es veura` en una de les parts del
present PFC, s’han arribat a utilitzar eficac¸ment per a l’aprenentatge artificial [2].
Justament, els algorismes evolutius estan tenint tant d’e`xit en la recerca industrial
perque` aproximen d’una manera correcta les cinc propietats mencionades anteriorment
que confereixen la complexitat als problemes reals. Potser la propietat dels problemes que
menys be´ resolen els algorismes evolutius e´s l’epista`sia. Per aixo`, a principis dels 2000 van
comenc¸ar a ser desenvolupats algorismes evolutius d’estimacio´ de distribucio´, que amb
un suficient espai mostral resolen be´ aquest problema [3]. En el present PFC no s’ha
treballat amb algorismes d’estimacio´ de distribucio´ pero` s´ı amb altres conceptes moderns
que tracten l’epista`sia, com e´s la meta-gene`tica [4], o en altres paraules, la regulacio´ per
vies gene`tiques de la interaccio´ entre els gens (o parts de la solucio´).
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1.2 El disseny de fa`rmacs
El disseny de nous fa`rmacs e´s una tasca costosa (el preu mitja` de recerca d’un nou fa`rmac
e´s de $1.000 milions), lenta (el temps mitja` de desenvolupament e´s de 12 anys) i arriscada
(nome´s1 de cada 15 fa`rmacs en fases cl´ıniques surt al mercat). Per aixo`, i degut a que e´s un
assumpte de tanta transcende`ncia social, calen noves eines que puguin abaratir, accelerar
i eliminar riscs en tot el proce´s de descobriment de nous fa`rmacs.
Abans de les fases cl´ıniques (proves en humans) el proce´s de disseny un nou fa`rmac
consta de cinc fases: 1) identificacio´ de hits; 2) optimitzacio´ de hits; 3) identificacio´ de
leads; 4) optimitzacio´ de leads; i 5) la fase precl´ınica. Les tres parts que composen el
present PFC entren en joc en l’etapa 1 (Pholus), 2 (Chiron) i 3 (GEP).
En la etapa d’identificacio´ de hits l’objectiu e´s trobar candidats moleculars molt
primerencs capac¸os de mostrar un determinat llindar d’activitat biolo`gica. En aquest
context, Pholus e´s el mo`dul de calibratge automa`tic d’una altra eina desenvolupada a
Intelligent Pharma que te´ aquest objectiu.
En la segona etapa, un cop identificats els hits, aquests s’han d’optimitzar. Aquesta
optimitzacio´ es fa a laboratori, e´s a dir, es sintetitzen sistema`ticament moltes variants
combinato`ries dels hits identificats i s’avaluen biolo`gicament. E´s el que es coneix com
qu´ımica combinato`ria. En aquest sentit, Chiron e´s una eina informa`tica basada en com-
putacio´ evolutiva que guia als qu´ımics me`dics encarregats de l’optimitzacio´ molecular en
laboratori en la seva tasca de seleccio´ de variants combinato`ries.
Finalment, en la tercera etapa, s’han de realitzar diversos estudis biolo`gics per identi-
ficar quina de les bones mole`cules e´s, a me´s a me´s, un bon fa`rmac potencial. Per fer-ho,
es realitzen una bateria d’estudis molt diversos i heterogenis com poden ser des d’estud-
is sobre les propietats toxicolo`giques dels hits optimitzats fins a les seves capacitats de
penetracio´ en membranes fisiolo`giques (barrera intestinal, hematoencefa`lica, etc.). Per
assistir en aquestes tasques, Intelligent Pharma esta` en proce´s de recerca de noves eines
matema`tiques i computacionals que puguin modelar el comportament dels models biolo`gics
usats habitualment en aquesta etapa (toxicologia, permeabilitat, etc.). El GEP e´s una part
important i complexa dins d’un projecte major que te´ aquest objectiu. Concretament, el
GEP e´s la part que permet descriure el comportament de les propietats fisico-qu´ımiques
de les mole`cules en proce´s d’estudi mitjanc¸ant funcions matema`tiques (en lloc de valor
constants, com cla`ssicament s’ha fet. Ex: pes molecular, nombre d’anells aroma`tics, nom-
bre de donants de ponts d’hidrogen, etc.). A continuacio´, i aixo` ja no forma part del
present PFC, aquestes funcions reben un processament funcional per eines d’aprenentatge
artificial com poden ser ma`quines de suport vectorial.
1.3 El projecte
Com s’ha mencionat, el present PFC consta de tres grans parts, totes elles relacionades amb
la computacio´ evolutiva aplicada al descobriment de nous fa`rmacs. El PFC s’ha realitzat
immers en un entorn interdisciplinari amb enginyers informa`tics, qu´ımics computacionals
i matema`tics/estad´ıstics i te´ una alt´ıssima component de recerca aplicada.
A me´s a me´s de la recerca realitzada, el projecte tambe´ ha implicat el desenvolupament
de tres tecnologies que en aquests moments estan sent utilitzades per la majoria de les
empreses farmace`utiques d’Espanya en projectes reals de recerca de nous medicaments
en diverses a`rees terape`utiques: oncologia, malalties neurodegeneratives, cardiovasculars,
infeccioses, etc.
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1.4 Estructura del document
Aquest projecte de final de carrera, esta` pensat per ser llegit, seguint l’ordre del document.
En funcio´ del nivell de coneixements previs del lector, aquest pot saltar seccions o be´
pel seu nivell o per la tema`tica.
El cap´ıtol 2 e´s una introduccio´ als algorismes evolutius, des del punt de vista ab-
stracte. S’explica el funcionament ba`sic d’aquests, els operadors me´s comuns i un xic de
l’estat de l’art 2.4, que pot interessar i ser u´til a persones que no tinguin coneixements
particulars sobre algorismes gene`tics. Es fa una introduccio´ tambe´ a “genetic expression
programming”, una disciplina relativament nova, que hem utilitzat per realitzar la part 5
del PFC.
Els segu¨ents cap´ıtols, corresponen als tres sub-projectes que hem implementat, i
segueixen una estructura bastant similar. L’apartat de context qu´ımic de cada cap´ıtol
explica quina e´s la problema`tica des del punt de vista de l’a`mbit del projecte. Aquesta
part no e´s necessa`ria per entendre les implementacions ni dissenys, pero` e´s on s’explica
(simplificadament) els motius qu´ımics que han guiat el desenvolupament, o la eleccio´ d’una
te`cnica en front d’una altra.
Durant la lectura, el lector o lectora veura` que hi ha paraules en angle`s, que no s’han
tradu¨ıt, o en uns punts s’han tradu¨ıt i en altres no. En la major part dels casos, la primera
aparicio´ d’una d’aquestes paraules, va acompanyada de la paraula original en angle`s, i a
partir de llavors, pot apare`ixer qualsevol de les dues versions indistintament. Aixo` ha
estat una decisio´ volunta`ria, ja que hi ha paraules eminentment te`cniques que apareixen
en molta literatura sense traduir i e´s u´til que el lector les conegui, per a futura refere`ncia.
Exemples d’aquestes paraules so´n callback, building block, memoize, . . . .
Cap´ıtol 2
Algoritmes gene`tics
En aquest cap´ıtol es fara` una repa`s de que es coneix com algorismes evolutius [1]. S’ex-
plicara` una de les dos filosofies existents, algorismes gene`tics darwinistes (GA) i es fara` una
introduccio´ a Genetic Expression programming (GEP), on per explicar aquest segon tipus
d’algorismes s’introduiran els algorismes de programacio´ gene`tica (GP), que e´s l’origen del
que va partir GEP.
2.1 Introduccio´
Els algorismes gene`tics so´n eines evolutives, que es poden classificar dins del camps de la
intel·lige`ncia artificial i que es solen usar en problemes d’optimitzacio´. La filosofia d’aque-
sta famı´lia d’algorismes e´s basar-se en els mecanismes de seleccio´ natural que Darwin ja
va presentar en el llibre The Origin of Species, e´s a dir, els individus que millor s’adapten
a l’entorn so´n aquells que sobreviuen amb major facilitat. Consequ¨entment tambe´ pro-
dueixen me´s descende`ncia, la qual cosa provoca que, de mica en mica, els trets diferencials
que caracteritzen als bons individus es van propagant per la poblacio´ i a trave´s dels seus
descendents.
En els algorismes evolutius, les solucions al problema so´n codificades com a individus
d’una poblacio´, tal i com es veura` me´s endavant. Posteriorment, simulant les diferents fases
per la que passa la reproduccio´ natural, i aplicant te`cniques que provoquen un cert grau de
pressio´ selectiva (supervive`ncia dels me´s forts), aquestes van evolucionant cap a solucions
al problema me´s bones. Els primers fonaments dels algorismes gene`tics van ser proposats
per Holland [1] al 1975. Aquests algorismes aconsegueixen evolucionar els individus de tal
manera que el grau d’adaptacio´ a l’entorn (avaluacio´ o fitness) va augmentant de generacio´
en generacio´.
2.2 Algorismes gene`tics darwinistes
Els algorismes gene`tics Darwinistes segueixen l’esquema de funcionament cla`ssic dels algo-
rismes gene`tics. En aquests, s’intenta imitar els processos de la evolucio´ natural sense cap
altra modificacio´ conceptual. Normalment, quan es parla del terme algorisme gene`tic es
refereix a aquest model de funcionament. En l’actualitat els algorismes gene`tics han estat
molt utilitzats en gairebe´ tots els a`mbits de la cie`ncia com a eina per optimitzar o buscar
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bones solucions comparables a les actualment disponibles. L’a`mbit de la bioinforma`tica
e´s una de les a`rees d’aplicacions reals on s’han utilitzat algorismes gene`tics amb me´s e`xit
[5, 6, 7, 8].
2.2.1 Principis ba`sics
Els algorismes gene`tics es recolzen en tres pilars ba`sics: el primer d’ells e´s la seleccio´
d’individus de la poblacio´, el segon el creuament d’individus i el tercer la funcio´ d’avaluacio´.
La seleccio´ e´s important perque` e´s el me`tode per escollir els individus que generaran
descende`ncia, seria bo que normalment aquests individus fossin els millors adaptats a
l’entorn. E´s a dir, aquells amb un fitness me´s alt. Aixo`, junt amb el creuament de les
solucions seleccionades, progressivament fa evolucionar la poblacio´ de solucions. La funcio´
d’avaluacio´ e´s el mecanisme amb el qual es computa el grau d’adaptacio´ de cada individu
a l’entorn.
Del para`graf anterior es pot deduir que els algorismes gene`tics so´n algorismes no de-
terministes. Aixo` e´s el resultat dels mecanismes estoca`stics emprats. I aixo` pot comportar
que no sempre s’assegura l’obtencio´ del ma`xim global de la funcio´ que es vol optimitzar, la
qual cosa e´s certa, pero` el que s´ı que s’ha demostrat emp´ıricament e´s que normalment sem-
pre s’arriben a solucions bones amb un temps molt menor que hague´s trigat un algorisme
de cerca sistema`tic [9].
Representacio´ dels individus
Continuant amb les analogies biolo`giques, la representacio´ de les solucions es fa emprant
cromosomes. Aquests estan formats per la concatenacio´ de gens. Cada gen representa
el valor d’un para`metre (o variable de decisio´) d’una possible solucio´. Per exemple, si
estem definint les proporcions o`ptimes per a una caixa, un cromosoma podria venir definit
per les segu¨ents variables: (altura ,amplada, profunditat). Cada solucio´ hauria d’estar
perfectament definida en el seu cromosoma.
Al cromosoma tambe´ se’l coneix com genotip, ja que representa un conjunt de qualitats
o atributs de la solucio´ que no s’expressen en la realitat (en aquest cas la realitat s’ente´n
com la simulacio´ necessa`ria per avaluar un cromosoma).
Podria ser que l’hora de simular el cromosoma, s’adoptaren una serie de qualitats
no definides al cromosoma de forma aleato`ria, o indeterministes. Aquestes qualitats que
surten a la llum al “avaluar” un element, formen part del fenotip. Per d’exemple, es pot
imaginar un cromosoma o genotip on els seus gens so´n els Cadenes d’a`toms que unim a un
cert esquelet d’una mole`cula[10]. El fenotip sera` l’estructura tridimensional que aquesta
mole`cula adoptara` a l’espai, que no necessa`riament ha d’estar codificada al cromosoma.
Esquema ba`sic
Com s’ha comentat anteriorment, un algorisme gene`tic imita el cicle de la evolucio´ natural
proposat per Darwin. Aquest cicle ba`sicament es pot resumir en cinc fases: inicialitzacio´,
avaluacio´, seleccio´, creuament i mutacio´. Cadascuna de les quals es descomposa en altres
subfases que seran explicades en la seccio´ 2.2.2. La figura 2.1 es mostra el diagrama
d’activitats que segueix un GA.
A grans trets, la fase d’inicialitzacio´, crea la poblacio´ inicial que comenc¸ara` el proce´s
evolutiu. Sempre cal un conjunt suficientment gran i divers per assegurar l’e`xit del proce´s
evolutiu [11].
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Figura 2.1: Diagrama d’activitats d’un algorisme gene`tic
Pel que fa a l’avaluacio´, cal dir que e´s un dels aspectes me´s importants d’un GA, en
l’apartat 2.2.1 s’entrara` amb molt me´s detall amb aquest afer, pero` cal comentar abans
que la funcio´ d’avaluacio´ e´s en si mateix el problema que es vol resoldre o optimitzar.
La seleccio´ e´s el mecanisme que tria els individus que seran candidats a ser escollits,
me´s endavant s’entrara` en molt me´s detall en els mecanismes involucrats en la seleccio´
desenvolupada, i tambe´ es citaran altes te`cniques de seleccio´.
El creuament e´s el proce´s pel qual es combinen dos cromosomes que s’han seleccionat
per tenir descende`ncia. Hi han moltes formes de fer-ho, pero` una de les me´s habituals e´s
un creuament discret amb un o dos punts de tall. Aquesta e´s la te`cnica que hem usat en
dos dels nostres projectes Pholus i Chiron
Finalment, ve´ la mutacio´, que e´s l’encarregada d’introduir o canvis aleatoris en els
individus amb una probabilitat me´s aviat baixa. Aquesta activitat e´s realitza per estar
segurs de que tot l’espai de cerca pugui ser explorat. Modificant la probabilitat d’aparicio´
de mutacions donem me´s o menys variabilitat gene`tica al algorisme, afavorint o desfavorint
la converge`ncia de la poblacio´.
En acabar la mutacio´ el cicle es tanca, i va iterant fins que la condicio´ d’aturada
s’assoleix. Normalment la condicio´ d’aturada e´s generar un nombre prefixat de generacions,
pero` alguns cops tambe´ s’utilitzen criteris, com per exemple la converge`ncia de la poblacio´.
La funcio´ d’avaluacio´
La funcio´ d’avaluacio´ e´s vital per un algorisme gene`tic. Aquesta tracta de simular l’entorn
en el qual estan immerses les solucions, i ens retorna el fitness o el grau d’adaptacio´ dels
individus a l’entorn. Cal fer notar que la funcio´ d’avaluacio´ codifica el problema que es
vol que el GA resolgui.
En alguns problemes la funcio´ d’avaluacio´ e´s tan complexa que s’ha de simplificar per
aproximacions me´s ra`pides. Fins i tot en alguns casos s’ha observat que el fet de substituir
la funcio´ d’avaluacio´ per una menys complexa do´na la oportunitat d’avaluar me´s individus
per unitat de temps, i amb aquest increment dels individus avaluats, al final s’assoleix una
solucio´ real me´s acurada que la que es va trobar utilitzant la funcio´ d’avaluacio´ inicial [2].
Reproduccio´
En la reproduccio´ estan implicats dos dels tres pilars fonamentals dels GA, la seleccio´ i
el creuament. La creacio´ de nova descende`ncia e´s un factor cr´ıtic, en la mesura que de
generacio´ en generacio´, els nous individus creats van superant als seus ascendents.
A partir d’ara entra en joc el concepte de pressio´ selectiva. E´s a dir, la pressio´ que d’al-
guna manera s’exerceix sobre la poblacio´ per a que vagi augmentant el seu grau d’adaptacio´
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a l’entorn. Sovint s’ha de vigilar amb la pressio´ selectiva, per que si e´s massa elevada, l’al-
gorisme no te´ altra escapato`ria me´s que arribar a solucions bones a curt termini pero` que
no assoleixen els ma`xims globals. Aquestes solucions queden estancades en ma`xims locals.
D’altra banda si la pressio´ selectiva e´s molt baixa, el temps de converge`ncia e´s molt llarg.
Com sempre, s’ha d’arribar a un nivell de compromı´s, entre el temps de converge`ncia i el
risc de caure en ma`xims locals.
Cal fer notar que de vegades podria ser que alguns individus siguin seleccionats repetits
cops en una mateixa generacio´. Aixo` no te´ per que ser dolent, ja que normalment aquests
tipus d’individus tindran un fitness molt alt.
Quan els individus que van a ser creuats ja han estat seleccionats, sols queda pendent
emparellar en grups de dos els individus per tal de generar nova descende`ncia.
Un concepte que tambe´ s’ha d’introduir e´s el concepte d’elitisme, que implica guardar
els k millors individus de la poblacio´ de generacio´ en generacio´, aix´ı s’assegura que els
millors individus de la poblacio´ no es perden mai. Aquest e´s un element que afegeix
pressio´ evolutiva, mantenint un “llisto´” del que no es baixa mai generacio´ a generacio´, i
accelerant la converge`ncia.
Converge`ncia
Normalment els individus d’un GA van convergint cap als ma`xims de la solucio´ de generacio´
en generacio´. Es diu que un GA ha convergit quan el 95% de la poblacio´ te´ el mateix valor
[12], i una poblacio´ ha convergit quan tots els seus gens han convergit.
En alguns casos la condicio´ d’aturada del cicle d’activitats d’un GA ve imposat per
condicions de converge`ncia. Quan els individus han assolit un cert nivell de converge`ncia
(el 95% dels individus d’una generacio´ so´n iguals), en general implica que el GA no evolu-
cionara` me´s les solucions, per tant te´ sentit aturar la cerca.
Quan apliquem operadors (veure seccio´ 2.2.2) molt restrictius, que donen molta pres-
sio´ evolutiva, ens podem trobar en casos de converge`ncia prematura, e´s a dir, en poques
generacions, tots els individus s’assemblen massa entre ells i els creuaments so´n poc efec-
tius. En aquests casos, l’algorisme s’estanca en un ma`xim o mı´nim local, pero` rarament
global.
2.2.2 Operadors
S’entenen com els operadors d’un GA com les diferents te`cniques de realitzar les 5 fases
ba`siques d’un GA. En el treball final de carrera titulat com Qu´ımica combinato`ria virtual:
disseny de pe`ptids que travessen la barrera hematoencefa`lica [13], hi ha un ampli recull
d’operadors, on s’analitzen els punts forts i febles de cadascun. A continuacio´ es descriuen
els operadors emprats en el GA desenvolupat en aquest projecte en cadascuna de les fases.
Inicialitzacio´
Per fer les inicialitzacions es poden descriure molts me`todes, des de models totalment
aleatoris, fins a la incorporacio´ de certes heur´ıstiques o coneixement sobre el problema.
En aquest projecte s’ha optat per una inicialitzacio´ aleato`ria, sempre i quan els cromosomes
compleixin amb els requeriments del problema. Com s’explica en cadascun dels apartats,
cada gen pot prendre un nombre finit de valors, o com a ma`xim, un rang (en el cas de ser
representat per un real).
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Figura 2.2: Ruleta FPS
Seleccio´
La seleccio´ e´s la manera en que s’escolliran els individus de la poblacio´ me´s ben adaptats,
per a permetre que aquests siguin els “pares” dels individus de la segu¨ent generacio´.
La seleccio´, en els algorismes evolutius e´s t´ıpicament probabil´ıstica, donant me´s proba-
bilitats de ser “pares” als cromosomes de me´s qualitat que als de menys. De totes maneres,
els individus de poca qualitat tambe´ tenen alguna possibilitat d’encreuar-se i aix´ı passar
el seu “codi gene`tic” a generacions futures.
Te`cniques de seleccio´ n’hi ha moltes, i aqu´ı n’explicarem nome´s algunes, les que hem
provat per als nostres projectes, o be´ alguna d’especialment curiosa.
Els fitness proportional selection, tambe´ anomenat seleccio´ per ruleta basen el seu
funcionament en que` per a cada seleccio´, la probabilitat que un individu fi sigui seleccionat
per a reproduir-se depe`n u´nicament del seu fitness absolut comparat amb els fitness dels
altres individus de la poblacio´ (Figura 2.2).
Aquest mecanisme de seleccio´ va ser introdu¨ıt a [1] i ha estat molt estudiat en endavant.
Donada la seva simplicitat, s’han trobat diversos problemes:
 Els individus que so´n molt me´s bons que la resta, tendeixen a “conquerir” la poblacio´
sencera molt ra`pidament. Provoca converge`ncia prematura.
 Si els fitness dels individus so´n molt similars, la pressio´ selectiva es veu molt mer-
mada, fent que a la hora d’escollir, es tingui gairebe´ les mateixes probabilitats
d’escollir un individus que un altre, fent que la seleccio´ segueixi una distribucio´
uniforme aleato`ria.
La seleccio´ basada en ranking, e´s un altre me`tode que intenta solucionar els problemes
de FPS [14]. Aquest me`tode mante´ la pressio´ selectiva ordenant la poblacio´ en funcio´ del
seu fitness, i assignant les probabilitats de seleccio´ en funcio´ de la ordenacio´ en comptes
de fer-ho en funcio´ del propi fitness. D’aquesta manera, s’estableix una relacio´ de qui e´s
millor que qui, pero` no hi ha els problemes que ten´ıem en FPS. El problema que te´ aquest
me`tode e´s que no fa cap distincio´ entre les relacions de fitness excepte per la relacio´ de ser
millor que un altre. Per exemple, tres elements amb fitness 1,2,3 s’ordenaran igual, i amb
les mateixes probabilitats de ser seleccionats que elements amb fitness 1,100 i 1000 . La
manera que es te´ de mitigar (que no solucionar) aquest problema e´s assignar proporcions
escalades en relacio´ entre la posicio´ en el ranking i la probabilitat de ser seleccionat, pot
ser una relacio´ lineal, exponencial o be´ logar´ıtmica.
En la figura 2.3 es mostra un cas on hi ha un cromosoma que tindria el 90% de
probabilitats de ser escollit. El que es fa e´s ordenar de pitjor a millor, i al pitjor donar-li
un “calaix”, al segu¨ent dos, al segu¨ent tres, i finalment, al millor quatre.
6 CAPI´TOL 2. ALGORITMES GENE`TICS
Figura 2.3: seleccio´ ranking
En casos reals, s’utilitzen sistemes una mica me´s sofisticats, com per exemple la seleccio´
per torneig. En una seleccio´ per torneig s’ha de definir un para`metre N que descriu la
mida del torneig.
En la seleccio´ per torneig, per decidir quin individu passara` a la segu¨ent generacio´, es
realitzen “enfrontaments” de N individus, comparant el seu fitness. El que guanya de tots
ells sera` qui passara` a la fase de creuament.
Una de les avantatges que te´ aquest me`tode e´s que no fa falta tenir comptabilitzats
tots els fitness de la poblacio´ sencera, ja que nome´s s’han d’avaluar per grups de N . Aixo`
el fa molt co`mode d’usar en sistemes paral·lelitzats, o be´ en problemes on es molt costo´s
fer una ordenacio´ dels fitness a nivell global, com per exemple, quan avaluem tirades en
un joc estrate`gic.
Hi ha variants de tornejos on, es defineix un altre para`metre, que e´s la probabilitat que
el que te´ millor fitness surti realment guanyador. En els tornejos normals (deterministes),
aquest para`metre p = 1, pero` si el disminu¨ım tal que p < 1, hi haura` un numero de casos
1 − p on no guanyara` el millor. Aquesta te`cnica redueix la pressio´ evolutiva permetent
que individus pitjors, passin el seu codi gene`tic a segu¨ents generacions, augmentant la
diversitat.
L’algorisme esquematitzat (tant per p=1 com per p¡1) e´s el segu¨ent:
 S’escullen N individus de la poblacio´ aleato`riament.
 S’agafa el millor individu amb probabilitat p.
 S’agafa el segon millor individu amb probabilitat p× (1− p)
 S’agafa el tercer millor individu amb probabilitat p× (1− p)2
 . . .
Creuament
Un cop s’han seleccionat els individus de la nova poblacio´, aquests podran tenir de-
scende`ncia. Per a cadascun d’ells es genera un nombre aleatori entre 0 i 1, i si no supera una
determinada probabilitat de creuament, normalment bastant alta, e´s copiat directament
a la segu¨ent fase que e´s la mutacio´.
Els individus escollits per creuar-se so´n agrupats en parelles aleato`ries, i s’aplica un
creuament cla`ssic discret unipunt. Es genera un punt de tall del cromosoma de forma
aleato`ria, i es construeixen dos descendents. El primer descendent contindra` la primera
part del material gene`tic del primer progenitor fins el punt de tall, i la segona part del segon
progenitor, que va des del punt de tall fins el final del cromosoma. El segon descendent
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sera` a l’inreve´s, la primera part sera` directament la primera part del segon progenitor, i
la segona part la segona del primer progenitor.
En els dos problemes de GA hem utilitzat el creuament unipunt, pero` tambe´ hi ha
variants d’aquest creuament utilitzant dos o me´s punts. Com es veura` en les seccions de
cadascun dels problemes, s’han fet proves amb aquests creuaments, pero` no ens han donat
resultats millors, i hem seguit amb els creuaments unipunt.
Aquests creuaments, es poden aplicar amb seguretat quan considerem que la relacio´
d’un gen i amb el gen i + 1 no e´s forta (no hi ha epista`cia). Si trencant un cromosoma
per la posicio´ i, destru¨ım algun building block, probablement, es perdra` un factor que feia
que l’individu fo´s bo, i al creuar-lo, no obtindrem gaire bons resultats.
Mutacio´
Finalment, abans de tancar el cicle, es realitza la mutacio´. Aquesta activitat aplica mu-
tacions de forma aleato`ria, pero` amb una baixa probabilitat, als gens dels individus de
la nova generacio´ que esta` a punt de crear-se. En el cas de disposar d’elitisme, aquests
individus no so´n exposats a les mutacions.
L’operador de mutacio´ emprat e´s cla`ssic uniforme. Aixo` implica que els gens selec-
cionats per a ser mutats, se’ls canvia el seu valor de forma aleato`ria pero`, el nou valor
pertany al domini de la variable de decisio´ que codifica aquell gen.
Reemplac¸ament
El model de reemplac¸ament seleccionat e´s el conegut com elitisme, que com ja s’ha explicat
abans, crear tota una nova poblacio´ d’individus de generacio´ en generacio´. Malgrat aixo`
els k millors individus van guardant-se per tal d’assegurar que no es perden al llarg del
proce´s evolutiu. En tots els projectes que es presenten en aquest treball, s’ha mantingut
la mida de la poblacio´, pero` tambe´ es possible fer que aquesta mida de la poblacio´ varii al
llarg de les generacions.
2.3 Programacio´ d’expressions gene`tiques
La programacio´ d’expressions gene`tiques (GEP), podr´ıem dir que e´s una evolucio´ de la
programacio´ gene`tica (GP) en tant que intenta solucionar el mateix tipus de problema.
A difere`ncia dels GA cla`ssics, que tracten de solucionar (al menys de forma natural)
problemes d’optimitzacio´, tant GP com GEP podr´ıen ser classificats dins dels algorismes
d’aprenentatge. Per posar un exemple, en la majoria de GA, el que es busca optimitzar
e´s una entrada per a un proce´s (Figura 2.4). En canvi, en GEP i GP el que es busca e´s
un proce´s que optimitzi una entrada donada (Figura 2.5).
Els processos que s’intenten optimitzar, contenen, e´s clar, molta me´s informacio´ que
en un dels algorismes gene`tics dels que s’han vist fins ara. Aixo` e´s evident, ja que aqu´ı,
els individus so´n parts funcionals d’un sistema i no nome´s dades que un sistema agafara`
i avaluara`. Tot seguit es mostren tres exemples de possibles problemes que es poden
optimitzar:
 Fo´rmules lo`giques (per exemple (x∧ true)→ ((x∨y)∨ (z ↔ (x∧y))) ). Figura 2.6.
 Fo´rmules aritme`tiques (per exemple 2× pi + ((x+ 3)− y5+1 ) ). Figura 2.7
 Programes
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Figura 2.4: Optimitzacio´ d’entrada
Figura 2.5: Optimitzacio´ proce´s
i = 1;
while (i<20){
i = i + 1;
}
En aquest tipus d’algorismes, els individus no poden ser codificats com a un sol vector
de bits o reals, i aquests ser tractats independentment uns dels altres, sino´ que el que
han de codificar els individus so´n arbres. Per tant, la seva codificacio´ e´s me´s complexa,
havent-hi una clara separacio´ entre genotip i fenotip.
Estrictament parlant, pero`, no hi ha cap altra difere`ncia entre els GA cla`ssics i GP o
GEP. Simplement, aqu´ı interpretem els cromosomes com a arbres.
A continuacio´ es fara` una breu introduccio´ a GP, per saber els or´ıgens de GEP, i
seguira` una explicacio´ una mica me´s detallada de GEP, que e´s la te`cnica que s’ha utilitzat
en GEP.
2.3.1 Antecessors: Programacio´ Gene`tica
La programacio´ gene`tica e´s una de les diferents disciplines dins dels algorismes evolutius,
inventat per Cramer en el 1985 ([15]) i despre´s millorat per Goldberg ([16]) i John Koza en
1992 ([17]) basat en la solucio´ de problemes amb genotips de llargada fixa, pero` interpretats
de forma no lineal (arbres) de mida i formes.
Els individus en GP, normalment tenen un alfabet me´s ric que els algorismes evolutius
cla`ssics, pero` aquesta riquesa que ofereix tractar els cromosomes amb una interpretacio´ no
lineal, fa que aquests individus no siguin auto`noms, i no poden funcionar com a genotip i
fenotip alhora, ja que han de passar per una fase de “traduccio´”.
Per poder diferenciar la programacio´ gene`tica de la programacio´ d’expressions gene`tiques,
fem un repa`s molt ra`pid dels operadors me´s comuns en GP.
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Figura 2.6: Fo´rmula logica
Figura 2.7: Fo´rmula aritme`tica
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Figura 2.8: programa
Operadors
Els algorismes de programacio´ gene`tica tenen els mateixos operadors que els altres AE,
pero` amb la difere`ncia notable que s’ha de tenir en compte que al fer una modificacio´ sobre
el genotip, el fenotip pot veure’s modificat de manera “no prevista” si no anem molt en
compte. Per exemple, al fer un creuament entre dos individus, el cromosoma resultant,
pot no mantenir cap (o gairebe´ cap) caracter´ıstica dels seus pares, donada la no-linealitat
dels fenotips respecte els genotips. Aixo` dona lloc a que molts dels individus generats a
partir de individus va`lids, so´n inva`lids en el sentit que poden no complir les condicions
ba`siques per a ser tradu¨ıts a fenotips i posteriorment avaluats.
Una manera de assegurar que les propietats dels progenitors es mantenen a la de-
scende`ncia i que continuen essent individus va`lids, e´s aplicar els operadors a nivell de
fenotip, i assegurant-se que els fills continuen tenint una mı´nima entitat que els fa avalu-
ables en el context del problema. Aixo` dificulta molt, pero`, la programacio´ dels operadors.
Per exemple, en el cas d’interpretar els genotips com a arbres amb formules matema`tiques,
al fer creuaments podem fer-los per subarbres, agafant l’arrel i el fill esquerra del arbre
d’un dels dos progenitors, i el fill dret de l’altre. Tot seguit es comenten els dos operadors
me´s interessants en programacio´ gene`tica.
Mutacions Les mutacions en programacio´ gene`tica so´n similars conceptualment a les
que trobem en els altres algorismes evolutius, canviant un subarbre aleatori del cromosoma
per un altre subarbre generat aleato`riament. Veiem aqu´ı la difere`ncia necessa`ria en la
implementacio´, ja que la mutacio´ te´ lloc en l’espai del fenotip (arbre) i no pas en el
genotip (vector de s´ımbols). Hi ha hagut controve`rsia sobre la aplicacio´ de mutacions en
programacio´ gene`tica des de els seus inicis. Koza en [17] aconsellava desactivar per complet
la mutacio´. Me´s endavant, s’ha anat donant una mica me´s importa`ncia, pero` sense ser mai
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un operador fonamental, donat que el creuament tambe´ actua en certa manera d’operador
de mutacio´ pero` a me´s gran escala. Aquestes mutacions canvien la mida dels cromosomes.
Creuament El creuament de cromosomes en programacio´ gene`tica e´s un operador
binari que consisteix en intercanviar dos subarbres entre dos cromosomes d’una poblacio´.
Una altra vegada, perque` el creuament no doni lloc a elements sinta`cticament incorrectes,
el creuament s’ha de realitzar a nivell d’arbre, provocant tambe´ canvis en la mida dels
cromosomes.
2.3.2 Principis ba`sics
La programacio´ gene`tica, pero`, te´ alguns problemes fonamentals, que mermen la seva
pote`ncia, com so´n el sobreentrenament (e´s molt fa`cil obtenir solucions sobreentrenades
per al conjunt de mostres amb el que entrenem l’algorisme), el bloat (els arbres, tendeixen
a cre´ixer desmesuradament), o be´ la mateixa complexitat que te´ fer els creuaments o
mutacions a nivell de fenotip. GEP, intenta solucionar alguns d’aquests problemes.
En GEP, els principals elements son els cromosomes i els arbres d’expressions, on els
segons so´n la expressio´ del la informacio´ gene`tica codificada en els cromosomes. Com en
la natura, el proce´s de descodificacio´ s’anomena traduccio´.
La corresponde`ncia d’un a l’altre ha de ser un´ıvoca i hi ha unes regles que ens permeten
passar d’un a l’altra. En la natura, aquesta traduccio´ no e´s pas tant fa`cil, ja que no se
sap gairebe´ res del genotip, si tenim nome´s un fenotip, pero` per a tenir una traduccio´ fa`cil
dins de GEP, es disposa d’una notacio´ anomenada Karva Notation que ens permet fer les
traduccions en les dues direccions fa`cilment 2.3.2.
Notacio´ Karva
La notacio´ Karva, e´s una manera de representar qualsevol expressio´ matema`tica o lo`gica
en una estructura lineal de manera que es pugui traslladar a un arbre fa`cilment [18] i [4].
Les estructures lineals que conformen els individus en GEP so´n els cromosomes, i cada
cromosoma te´ un o me´s gens, que aqu´ı prenen un altre significat me´s ampli, no referint-se
als “a`toms” indivisibles (com en els AE que hem vist fins ara) sino´ que cada gen esta`
associat a una K-expression. [19]
Tot seguit es mostra un exemple d’un gen, i en 2.9 el seu Arbre d’expressio´ equiv-
alent
0123456
+/*abcd
La traduccio´ d’un a l’altre e´s directe. El primer element en el gen (posicio´ 0) correspon
a la arrel del arbre. Llavors, sota d’aquest node, s’enganxen tants nodes fills com arguments
tingui la funcio´ representada pel node arrel (dos en aquest cas). Els nodes fills es van
omplint recursivament, consumint s´ımbols del cromosoma, fins que un nivell del arbre
queda nome´s omplert per nodes terminals, que no son me´s que nodes on el s´ımbol que
contenen te´ aritat zero.
Me´s formalment, tant el gen com l’arbre 2.9 poden ser representats per la expressio´
matema`tica:
a
b + c× d
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Figura 2.9: Arbre d’expressio´
Per assegurar que els arbres que es cre¨ın siguin sinta`cticament va`lids, es divideix un
gen en dues parts, amb mides que segueixen unes normes determinades que s’expliquen en
detall en l’apartat 5.3.4. Un gen es composa de la primera part (head) que conte´ funcions
i terminals, i d’una segona part (tail) que nome´s conte´ terminals (aritat zero). Si el tail
e´s suficientment llarg com per omplir la u´ltima capa del arbre que genera el propi gen,
sempre hi haura` prou operands per a donar a les funcions.
Individus
Com s’ha explicat en 2.3.2, els individus son representats en una tira de s´ımbols (genotip),
pero` al interpretar-los i avaluar-los, tenen una representacio´ en forma d’arbre d’expressio´
similar a un AST1.
Un individu o cromosoma esta` format per un o me´s gens. En la versio´ me´s prima`ria, un
cromosoma conte´ nome´s un gen, pero` es poden combinar diversos gens, creant cromosomes
multigen, com s’explicara` me´s endavant.
En aquest tipus de notacio´, existeixen el que denominem “zones no-codificadores”,
que so´n parts del gen, que per diversos motius formen part del genotip, pero` no tenen
representacio´, ni es mostren en el fenotip. Un exemple d’aixo` e´s
01234567890123456
Q/a*+b-cbabaccbac
On la Q representa l’arrel quadrada. En aquest gen, te´ el i head (que ocupa de la
posicio´ 0 a la 7) de llargada, i el tail (de la 8 a la 16) de llargada 9. El head te´ tan funcions
com terminals, i el tail, nome´s te´ terminals.
La codificacio´ d’aquest gen es mostra en 2.10 mostra com en aquest cas, no han fet
falta tots els elements del gen per a construir l’arbre. Aixo` e´s perque` la fo´rmula que
en assegura tenir prou tail, preveu el pitjor dels casos, essent tots els elements del head
funcions amb la ma`xima aritat. Com que en aquest cas, tenim una arrel quadrada (i en
l’arrel del arbre), deixem de necessitar gairebe´ la meitat del gen per a fer la traduccio´.
1Abstract syntax tree
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Figura 2.10: Arbre d’expressio´
Aquests trossos de cromosoma que no s’utilitzen, participen igualment en els creua-
ments (es fan a nivell de vector de s´ımbols), i fan que una mutacio´ en una zona del head
“activi” una zona pre`viament inactiva. Aixo` dona tant als creuaments com a les mutacions
molta me´s versatilitat que en els algorismes cla`ssics.
Aquesta elega`ncia de la programacio´ d’expressions gene`tiques e´s la clau del funciona-
ment de GEP. La codificacio´ Karva e´s el nucli del bon funcionament de GEP, pero` e´s
nome´s el principi. E´s a dir, existeixen me`todes me´s avanc¸ats que parteixen d’aquesta
base, i aconsegueixen millorar els resultats del GEP esta`ndard, com per exemple, codificar
me´s d’un gen en un cromosoma. So´n els anomenats cromosomes multigen. En aquests sis-
temes, els cromosomes estan codificats a partir de diversos gens, i cadascun d’ells formen
un subarbre o subprograma. Una vegada tradu¨ıts cadascun dels subarbres, aquests poden
ser connectats entre ells de diferents maneres. Una de les me´s utilitzades e´s usant fun-
cions especials, anomenades d’enllac¸. Aquestes funcions uneixen linealment els diferents
subarbres per ordre d’aparicio´ en el gen. Per exemple, observem el segu¨ent cromosoma,
composat per tres sub-gens.
012345678012345678012345678
*aQ+abbaa/Q*/aababa*+Qaabba
Aquest cromosoma codifica tres arbres de la Figura 2.11
Si s’utilitzen funcions d’enllac¸, per exemple, la suma, la avaluacio´ del cromosoma
complet passaria a ser el mostrat en la figura 2.12
La implementacio´ del individu que hem programat ha estat una versio´ una mica me´s
avanc¸ada que la de les funcions d’enllac¸, que utilitza un dels subarbres, com a metadada,
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Figura 2.11: Cromosoma representant tres sub-arbres
on els terminals no es refereixen a terminals de la funcio´, sino´ que so´n refere`ncies als altres
subarbres, que s´ı tenen com a fulles les entrades de la funcio´ objectiu.
2.3.3 Operadors
Tot seguit es descriuran els operadors usats en GEP, sense concretar la seva implementacio´,
sino´ explicant com varien els individus. Per a veure els detalls sobre la aplicacio´ en aquest
projecte, les explicacions i implementacions me´s complertes consultar la seccio´ 5.
Inicialitzacio´
Donades les particularitats de la notacio´ Karva, la inicialitzacio´ d’arbres aleatoris, con-
sisteix en omplir head i tail amb s´ımbols aleatoris permesos en cadascuna de les zones.
Normalment, el head tindra` s´ımbols operadors i variables terminals i el tail, u´nicament
contindra` variables terminals. La aritat zero dels terminals ens garantitza que l’arbre sera`
sinta`cticament correcte.
La poblacio´ inicial es genera aplicant aquest algorisme a cadascun dels individus.
Seleccio´
En GEP, tambe´ s’utilitza, per norma general la seleccio´ per ruleta (seccio´ 2.2.2). Un
individu te´ una probabilitat de ser seleccionat per a la reproduccio´ proporcional al seu
fitness en valor absolut, respecte als altres individus de la poblacio´.
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Figura 2.12: Representacio´ dels tres sub-arbres enllac¸ats amb la operacio´
suma
Creuament
El creuament, juntament amb la mutacio´ e´s l’element que do´na la major part de la riquesa
als algorismes GEP. Els creuaments en GEP so´n uns operadors que, a difere`ncia de la
programacio´ gene`tica, donen molta llibertat per a la experimentacio´, ja que nome´s s’han
de mantenir unes certes regles molt ba`siques, i es pot assegurar que es generaran arbres
sinta`cticament correctes.
Per exemple, en GEP es poden aplicar creuaments t´ıpics dels algorismes evolutius
cla`ssics, com el creuament per un punt, o els creuaments per diversos punts, ja que
si no variem la mida de la descende`ncia, sempre es mantindran certes les regles de que` el
tail no contingui mai operands (nodes d’aritat > 0).
A me´s a me´s, GEP te´ uns creuaments particulars, anomenats recombinacio´ de gens,
que es basen en separar els dos individus a creuar en els seus diferents gens, i fer el
creuament ajustant els punts de tall als l´ımits dels gens. Aquest creuament nome´s e´s
aplicable si implementem individus multigen.
Mutacio´
Les mutacions, igual que els creuaments, tambe´ es poden dividir en dos subconjunts, els
que so´n totalment portables del mo´n dels AE cla`ssics, i els particulars de GEP.
Una mutacio´ dels AE cla`ssics pot ser, per exemple, l’alteracio´ d’un s´ımbol aleatori.
L’u´nic que s’ha de tenir en compte, e´s quina posicio´ del gen s’esta` mutant, per a no incloure
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en el tail s´ımbols que estan restringits a usar-los nome´s en el head.
Per altra banda, GEP disposa de tres mutacions pro`pies, anomenades IS, RIS i
“translacio´ de gen”, que es basen en desplac¸aments de conjunts de s´ımbols al llarg del
gen. Aquests operadors estan explicats me´s en detall a 5.3.4, 5.3.4 i 5.3.4
Reemplac¸ament
Pel reemplac¸ament tmabe´ s’utilitza elitisme, on mantenim el millor dels individus per a la
segu¨ent generacio´. Les poblacions no cambien de mida.
2.4 Estat de l’art
Actualment, els algorismes gene`tics estan essent me´s i me´s utilitzats no sols en el mo´n
acade`mic, sino´ tambe´ en el mo´n de l’empresa.
Les u´ltimes publicacions referents a algorismes gene`tics tendeixen cap a optimitzacions
de la converge`ncia. Els algorismes gene`tics so´n processos estoca`stics (la durada o nombre
d’iteracions fins a aturar-se no e´s un valor conegut a priori). Aix´ı doncs, el que s’intenta e´s
aconseguir “guiar” l’algorisme perque` avanci de pressa cap a un estat convergent (s’aturi),
sense perjudicar aixo` a la efica`cia. Molts dels estudis de te`cniques per millorar l’eficie`ncia
dels algorismes gene`tics estan relacionats amb l’aprofitament de la paralelitzacio´ de pro-
cessos, aprofitant sistemes distribu¨ıts, o fins i tot en cloud.
Els treballs me´s recents relacionats amb algoritmes evolutius estan relacionats amb la
utilitzacio´ de entorns de treball (frameworks) i paradigmes de programacio´ paralela, com
poden ser hadoop o MapReduce [20].
2.4.1 Tecnologia
Des dels inicis de la programacio´, el llenguatge per excele`ncia relacionat amb la in-
tel·lige`ncia artificial ha estat lisp [21], creat per John McCarthy el 1958 donat la gran
flexibilitat que oferia (a me´s, en aquells temps hi havia fortran com a alternativa, un llen-
guatge molt me´s r´ıgid). Aix´ı doncs, els majors avenc¸os relacionats amb la IA han tingut
gairebe´ sempre les seves primeres implementacions en Lisp o derivats (Scheme).
El “problema” dels llenguatges tant dina`mics com Lisp, era que al treballar sobre
ma`quina virtual eren massa lents per a la implementacio´ en produccio´. Recordem que les
aplicacions que utilitzen algorismes de intel·lige`ncia artificial requereixen un gran volum
de ca`lculs.
E´s per aixo` que els sistemes amb grans necessitats de ca`lcul per a produccio´ normal-
ment s’implementen amb llenguatges “propers al ferro” com poden ser C/C++.
Actualment i donada la gran pote`ncia de calcul dels ordenadors actuals, cada vegada
hi ha me´s empreses que comencen a utilitzar llenguatges interpretats per a realitzar al-
gorismes gene`tics. Llenguatges com Haskell i Erlang que han demostrat ser molt ra`pids i
paralelitzables, no han fet el salt a la intel·lige`ncia artificial massivament, ja que la seva
puresa (transpare`ncia referencial i fortament tipats) els fa me´s ferragosos de treballar en
problemes eminentment dina`mics com els algoritmes evolutius.
Cap´ıtol 3
Pholus
3.1 Objectius
Aquest projecte anomenat Pholus, e´s el mo`dul que aporta la “intel·lige`ncia” d’una tec-
nologia molt me´s general desenvolupada a Intelligent Pharma, anomenada Helios. A
continuacio´ descriurem en l´ınies generals Helios, tot i que estrictament no forma part del
present PFC, i un cop explicat es detallara` la necessitat tecnolo`gica que ha originat el
desenvolupament de Pholus.
Helios e´s una tecnologia que serveix per identificar, a partir d’una mole`cula de re-
fere`ncia pre`viament donada, noves mole`cules amb propietats estructurals completament
diferents que imitin el comportament de la mole`cula de refere`ncia. D’aquesta manera,
si el compost de refere`ncia ja e´s conegut (per exemple, un extret d’un producte natu-
ral o d’una patent), Helios pot trobar altres composts no vinculats estructuralment que
reprodueixin les seves propietats biolo`giques i farmacolo`giques pero` amb una estructura
mol·lecular completament diferent. Aquesta cerca se l’anomena “scaffold hopping” (salts
entre diferents famı´lies d’estructures qu´ımiques).
Aquest concepte e´s el que te`cnicament es coneix com Virtual Screening (VS) o cribatge
virtual, el qual, normalment s’utilitza per descobrir noves famı´lies qu´ımiques en relacio´ a
una activitat biolo`gica desitjada. Hi ha diversos me`todes de VS que es basen en l’estruc-
tura dels compostos (VS basat en lligands) i d’altres que no (VS basat en receptor). Com
hem dit, Helios te´ com a objectiu identificar nous compostos que no so´n ana`legs estruc-
turalment, pero` s´ı biolo`gicament i per tant e´s un VS basat en lligands.
Helios es basa en la superposicio´ de camps mol·leculars entre qualsevol compost i
un lligand de refere`ncia. Pero` Helios, no nome´s considera la superposicio´ generada per
ca`rregues formals, sino´ tambe´ altres tipus relacionades amb el comportament dina`mic; aix´ı,
es fan diferents superposicions entre parells de mol·le`cules es duen a terme a la vegada.
L’alineament de camps mol·leculars va ser descrit durant els anys noranta [22], pero` no
s’ha dut a terme fins aquesta de`cada degut a que l’alineament mol·lecular flexible e´s un
problema que requereix grans capacitats supercomputacionals. Fins els u´ltims anys, el
problema del VS basat en lligands s’ha hagut de simplificar focalitzant-se en te`cniques
d’identificacio´ de semblances moleculars com l’estructura, farmaco`for, etc.
Usant “cloud computing”, Helios realitza alineaments de camps moleculars flexibles
per identificar els compostos que s’assemblin al compost de refere`ncia. Els compostos amb
els quals es fa l’alineament es treuen d’una base de dades que pot variar segons l’objectiu
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de la cerca, i poden anar des de uns pocs milers de composts fins a milions. En aquests
moments, usant la infraestructura MareNostrum (192 elements de proce´s, per ca`lcul) una
base de dades de 10.000 composts triga en ser analitzada, aproximadament, unes 15 hores.
Els camps moleculars so´n discretitzats dins d’una caixa en forma de xarxa (grid) de
punts. Concretament, Helios processa 22 camps de potencials diferents (veure taula 3.1),
els quals so´n representacions que donen informacio´ sobre la densitat electro`nica i so´n con-
stru¨ıts amb sondes ato`miques. Una sonda ato`mica e´s una part´ıcula amb caracter´ıstiques
qu´ımiques particulars que s’assemblen a propietats ato`miques en ambients electro`nics par-
ticulars.
Amb aixo` obtenim per a cada mol·le`cula de la base de dades 22 vectors on hi ha els
valors per cadascun dels punts ordenats del grid de les 22 sondes moleculars alineades amb
la mole`cula de refere`ncia. A partir d’aqu´ı hem de trobar la manera d’avaluar la similitud
entre ambdues mol·le`cules. Per fer-ho, Helios utilitza una me`trica basada en la dista`ncia
de Tanimoto (explicada me´s endavant), pero` s’ha de trobar com pondera cadascuna de les
similituds (o dista`ncies) de Tanimoto dels 22 camps de potencials per a calcular la similitud
final, ja que els 22 mapes de potencials calculats no tenen la mateixa importa`ncia de cara
a determinar si dues mole`cules tenen la mateixa activitat biolo`gica o no.
Per tant, l’objectiu del projecte Pholus e´s dissenyar, implementar i vali-
dar un sistema intel·ligent que pugui calibrar el pes de cadascuna de les 22
dista`ncies de Tanimoto en el co`mput final de la puntuacio´ de similitud entre
dues mole`cules determinades, o, en altres paraules, que el sistema pugui determinar,
per a cada problema biome`dic concret, la importa`ncia de cadascuna de les 22 propietats
fisico-qu´ımiques per tenir una ponderacio´ final en el ca`lcul de similituds entre les parelles de
mole`cules. Per fer-ho, cal que per a cada execucio´ (o problema biome`dic diferent) l’usuari
proporcioni al sistema un conjunt de mole`cules amb activitats biolo`giques conegudes (tant
actives, inactives com d’activitat desconeguda) per a que Pholus pugui determinar el pes
de les 22 propietats fisico-qu´ımiques en aquell problema en concret.
Per abordar aquest objectiu cient´ıfic s’ha analitzat la viabilitat de dues tecnologies
molt diferents, com so´n la ana`lisi de components principals (PCA) i algoritmes evolutius.
Despre´s de fer les corresponents comparatives (no incloses en el present PFC) es va tri-
ar implementar algorismes evolutius per a resoldre el problema. Finalment, tambe´ s’ha
analitzat el problema del sobreentrenament, com e´s necessari en qualsevol altre projecte
d’aprenentatge artificial.
L’alineament mu´ltiple de camps moleculars flexibles e´s una taxa complexa que re-
quereix de te`cniques i recursos computacionals avanc¸ats. El proce´s implementat per HE-
LIOS fixa el camp molecular del compost de refere`ncia i utilitza algoritmes evolutius en un
sistema de “cloud-computing” per duu a terme l’alineament flexible mu´ltiple dels camps
moleculars de cadascun dels diferents compostos que hi ha dins la base de dades.
Amb aixo` obtenim per a cada mol·le`cula de la base de dades 22 vectors on hi ha els
valors per cadascun dels punts ordenats del grid de les 22 sondes moleculars. A partir
d’aqu´ı hem de trobar alguna manera d’avaluar la similitud entre mol·le`cules.
Com es mostrara` en les segu¨ents seccions, hi ha una part important de feina realitzada
en la preparacio´ de les dades, i en la corresponent validacio´ dels resultats a part del propi
algorisme evolutiu.
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aromatic carbon aliphatic carbon
non-hydrogen bonding sulfur non-hydrogen bonding phosphor
phosphor non-hydrogen bonding nitrogen
hydrogen donor oxygen acceptor
nitrogen acceptor sulfur acceptor
spherical nitrogen acceptor spherical oxygen acceptor
fluorine chlorine
bromine iodine
iron manganese
calcium magnesium
zinc positive charge
Taula 3.1: Les 22 sondes d’a`tom implementades en HELIOS.
3.2 Context Qu´ımic
El problema al que ens enfrontem e´s el de, donat un receptor i un conjunt de lligands,
deduir quins so´n els factors que fan que la unio´ sigui millor o pitjor. Els factors que
intervenen en aquesta unio´ so´n molts, pero` a nivell pra`ctic, utilitzem 22 indicadors de
potencial, que so´n els que podem quantificar amb facilitat, i que hem cregut que tenen
me´s relleva`ncia en aquest proce´s.
Aquests indicadors so´n els mostrats en la taula 3.1.
Per tal que una unio´ entre lligand i receptor sigui bona, les energies dissipades s’han
de minimitzar, mostrant aix´ı que entre les dues mole`cules es neutralitzen. Si la energia e´s
alta, fa que la estructura final (lligand + receptor) sigui poc estable i fa`cilment trencada,
ja que les dues parts, poden trobar alguna altra formacio´ on “es troben me´s co`modes” i
desfan la unio´ que tenien.
Per comenc¸ar, hem d’imaginar una mole`cula com un graf en un espai de tres dimen-
sions, on els nodes so´n els a`toms, i les arestes so´n enllac¸os. En general, semblanc¸a SA,B
entre dos objectes e´s estimada pel nombre d’elements iguals que tenen. Els objectes que
so´n iguals, haurien de tenir la ma`xima puntuacio´. Per tant, una expressio´ de la semblanc¸a
seria en termes de la teoria de conjunts, la interseccio´ (A∩B) que en lo`gica seria l’operador
AND. La dissimilitud DA,b e´s estimada pel nombre d’elements diferents que tenen. Els
objectes ide`ntics obtindrien la mı´nima puntuacio´. Ana`logament a la similitud, parlant
en termes de teoria de conjunts, la dissimilitud es calcularia posant amb la unio´ (A ∪ B)
o el que seria el mateix amb l’operador lo`gic OR. El denominador sera` simplement un
normalitzador per tenir l’´ındex entre 0 i 1.
El concepte de semblanc¸a normalment s’utilitza per referir-se tan a la semblanc¸a com a
la difere`ncia, ja que es suposa que si dos objectes so´n semblants e´s perque` no so´n diferents.
En matema`tiques i estad´ıstica s’utilitzen els conceptes de semblanc¸a, proximitat i dista`ncia
per referir-se al mateix, pero` en qu´ımica, similitud i dissimilitud poden portar a diferents
resultats. Per exemple, considerem dues sequ¨e`ncies de cara`cters, F1 i F2, cadascuna te´
conjunts de 407 cara`cters, 402 dels quals so´n comuns entre ells. F3 i F4, cadascuna te´ un
conjunt de 5 cara`cters, dels quals cap d’ells e´s comu´. En els dos casos la dista`ncia Eucl´ıdia
e´s igual, quan e´s evident que les dues primeres so´n me´s semblants entre elles que la segona
parella.
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Me`triques per a mesurar els potencials i les difere`ncies (o semblances) entre ells n’hi
ha moltes, unes funcionen millor per a dades qualitatives, altres per a quantitatives, i n’hi
ha que fins i tot utilitzen la falta d’informacio´ per a establir similituds. Aixo` u´ltim, en el
nostre context no ens interessa tant com tenir una mesura que ens serveixi per a dades
quantitatives, i a ser possible, acoti els valors entre dos llindars coneguts.
Hem de tenir en compte el cost de calcular les difere`ncies entre mole`cules, ja que sera`
un proce´s a repetir moltes vegades, i en gran nu´mero de mole`cules, i hem d’intentar trobar
un coeficient que sigui viable de calcular. Ens hem decidit per una variacio´ de Tanimoto
(seccio´ 3.2), acotada entre -1 i +1 que s’explicara` tot seguit.
Tanimoto
Com hem dit a l’apartat anterior, hem seleccionat el coeficient de Tanimoto. El coeficient
de Tanimoto e´s definit com la mida de la interseccio´ dividida per la mida de la unio´ dels
conjunts de mostra. Si A i B so´n dos conjunts, en termes de la teoria de conjunts el
coeficient de Tanimoto e´s igual a
T (A,B) =
|A ∩B|
|A ∪B|
Per tant, si tractem amb vectors el coeficient tindra` la segu¨ent expressio´:
T (A,B) =
A ·B
‖A‖2 + ‖B‖2 −AB
Per al nostre cas, hem de calcular els valors de 22 potencials d’un lligand donat i es
resten els potencials de la mole`cula de refere`ncia amb els del lligand. El format en el que
estan ambdues mole`cules, e´s el mateix, pero` pot ser que estiguin situades en un espai
diferent respecte el 0 del eix de coordenades (recordem que estan mapejades en un espai
3D). Per a ajustar les dues mole`cules, es passen per un proce´s de docking (autodock), que
el que fa e´s ajuntar-les de la millor manera que pot (tambe´ utilitza algoritmes gene`tics per
a fer-ho) simulant la seva unio´. Una vegada tenim els dos grafs “superposats” de la millor
manera, calculem les difere`ncies entre els potencials d’una i de l’altre estructura en cada
punt, i despre´s podem fer una resta dels valors punt a punt. Aixo` ho podem fer gra`cies a
que` hem redu¨ıt les dues mole`cules a ocupar el ma`xim espai comu´, i els potencials en cada
punt i de la matriu de la mole`cula de refere`ncia, pot ser relacionat i comparat amb el punt
i de la matriu d’un lligand.
Despre´s de fer tots els ca`lculs i restes pels 22 diferents tipus de potencials, podem
donar un nu´mero de semblanc¸a “total” per dos mole`cules i un tipus de potencial.
Els vectors de dades (de potencials) amb que` treballem nosaltres pertanyen a <N on
N so´n el nombre de punts que s’han considerat dins el grid. L’adaptacio´ que fem nosaltres
e´s convertir-los a vectors binaris de manera que nome´s es consideren potencials rellevants.
La unio´ de dos camps moleculars alineats so´n tots aquells punts de l’espai on qualsevol
dels dos camps presenta potencials de Van der Waals menors de -0.1 i el valor absolut del
potencial electrosta`tic e´s me´s gran que 0.5 o amb potencials de desolvatacio´ me´s grans que
0.25(C’). La interseccio´ so´n tots aquells punts de la unio´ que presenten difere`ncies entre
els camps moleculars me´s petites de 0.25(C).
Si Tj e´s el valor de Tanimoto del map j, el valor del Tanimoto final e´s e´s calculat amb
una mitjana aritme`tica ponderada:
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T =
∑n
j=0 ωj · Tj∑n
j=0 ωj
L’u´ltim pas va ser trobar una ponderacio´ general dels 22 coeficients de Tanimoto. La
primera ponderacio´ utilitzada va ser trobada sota criteris qu´ımics. Llavors es va realitzar
un ana`lisi de components principals sobre una base dades de 1534 mole`cules i amb una
mole`cula de refere`ncia. Els resultats obtinguts van ser millors que amb la ponderacio´ sota
criteris qu´ımics.
Obtinguts aquests resultats es va agafar la mateixa base de dades i es va calcular els
coeficients de Tanimoto amb 10 mole`cules de refere`ncia diferents i es va realitzar un ana`lisi
cano`nica de poblacions per veure si es podia trobar una ponderacio´ u´nica, i els resultats
obtinguts van mostrar que no era possible.
Bedroc
Una vegada sabem com hem de calcular la semblanc¸a entre dues mole`cules, necessitem
veure quina ponderacio´ ordena millor les llistes de semblanc¸a entre mole`cules.
A partir d’ara el que tenim e´s una llista ordenada de mol·le`cules i volem saber si
l’ordenacio´ obtinguda e´s adequada al nostre problema, per tal de poder comparar diferents
coeficients i diferents ponderacions. De fet, aixo` no es restringeix nome´s al nostre cas, sino´
que e´s un problema universal de tots els exercicis de prediccio´. Aixo` ens pot ajudar a
l’hora de trobar aproximacions de la bondat de l’ordenacio´. El problema e´s que el nostre
cas te´ una particularitat, i e´s que la proporcio´ d’actius a posar a d’alt de tot de la llista
e´s molt petita, i pot provocar molt biaix a l’hora de fer la prediccio´. Aquest problema en
la literatura e´s conegut com “early recognition problem”. Aquest tema ha estat de gran
intere`s en molts a`mbits tan acade`mics com de la indu´stria farmace`utica en els u´ltims anys.
Maneres d’avaluar ordenacions n’hi ha moltes(AUAC,ROC,Enrichment Factor, RIE,
BEDROC), i s’han analitzat unes quantes, pero` nome´s s’explicara` la utilitzada finalment
(Bedroc).
Bedroc es la normalitzacio´ (entre 0 i 1) d’una mesura anomenada RIE que pondera la
densitat de les posicions de les actives segons una exponencial negativa amb un para`metre
α, que s’ha d’ajustar segons el cas en que ens trobem. Fent aixo` aconseguim avaluar quines
ordenacions so´n millors que altres donant molta importa`ncia a les primeres posicions.
RIE =
∫ 1
0
fa(x)e−αx dx
1/α× (1− e−α)
Estereoisomers i conformacions
Una altra particularitat del problema e´s la varietat de estereoisomers i de conformacions
que pot tenir una mole`cula donada. Una mole`cula, identificada per un nom i una com-
posicio´ pot tenir diverses maneres de mapejar-se en un espai tridimensional.
Quan diem que una mole`cula pot tenir varis estereoisomers, ens referim a que dues
mole`cules, poden ser sime`triques, pero` no superposables. Un exemple al que podem estar
me´s acostumats, per entendre el concepte so´n les mans. La ma` dreta i la esquerra, tindrien
la mateixa composicio´, pero` al ser sime`triques una respecte la altra, fa que no puguem
superposar-les.
Cada estereoisomer pot tenir diverses conformacions. Amb aixo` ens referim a que`
en la natura, no sempre trobem la mole`cula amb els mateixos angles entre a`toms, tipus
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d’enllac¸os, etc. Per exemple, una mole`cula pot trobar-se en la natura enrotllada sobre ella
mateixa, o be´ estirada (e´s bastant comu´ trobar aquests tipus de conformacions).
Quan sabem que una mole`cula e´s activa, podem no tan sols buscar la minimitzacio´
d’energia (e´s una feina costosa, i no podem controlar tots els agents externs presents
en l’entorn), sino´ que podem, simplement refiar-nos de que sabem emp´ıricament que la
activitat d’un lligand amb un receptor.
El que utilitzem e´s la informacio´ de mole`cules que sabem que so´n actives, i elaborem
tot el procediment per a descobrir quines condicions compleixen entre elles que les pot fer
actives.
Aix´ı doncs, les dades que tenim com a entrada so´n simplement els 22 valors per a
cada isomer i conformacio´ de cada mole`cula, i una llista de quines d’elles sabem del cert
que presenten activitat contra un receptor donat. El que volem aconseguir e´s doncs, 22
factors, pels que multiplicar els 22 tanimotos i que al sumar-los, ens donin una ordenacio´
de les mole`cules, situant les actives en les primeres posicions (un index de activitat?).
Inicialment, hem provat la intu¨ıcio´ qu´ımica, per decidir quin tipus de indicadors so´n els
me´s rellevants, i ajudats amb eines estad´ıstiques, hem aconseguit trobar unes ponderacions
que situen la majoria de mole`cules actives en les primeres posicions, pero` el proce´s e´s
manual, i no assegura ni la ordenacio´ actives/inactives, ni la pro`pia ordenacio´ de les
actives al principi de la llista (no totes les actives so´n “igual” d’actives).
3.3 Procediment informa`tic
Des de el punt de vista estrictament informa`tic, el problema es pot descriure de la segu¨ent
manera:
Tenim una entrada de dades d’un conjunt de mole`cules (amb un identificador u´nic)
amb els seus 22 valors associats a cadascuna de les sondes escollides, i una llista amb les
mole`cules actives (els identificadors).
Utilitzem un algoritme evolutiu, per trobar els 22 valors (ponderacions) als que mul-
tiplicar cadascun dels potencials, que fan que obtinguem una ordenacio´ de les mole`cules
que classifica les actives al principi.
El proce´s pero`, no e´s tant directe com aixo`, ja que les dades s’han de pretractar, per a
treure mole`cules erro`nies, o be´ triar quines de les mole`cules volem que continu¨ın el proce´s i
quines no (hi ha mole`cules que son molt similars entre elles, i no les volem, ja que podrien
decantar (bias) l’algoritme gene`tic cap al sobreentrenament al seu favor, quan en realitat
pertanyen al mateix grup de mole`cules. S’han provat diferents te`cniques d’agrupament
(clustering), pero` no ens hem quedat amb cap , perque` no ens han donat resultats millors
amb cap de les te`cniques que s’han usat (K-means).
Una vegada fet el nucli, la interf´ıcie amb l’usuari final tambe´ s’ha hagut de preparar
separadament del algoritme gene`tic, ja que el nostre usuari, prefereix un entorn amigable
(web, GUI, e-mails, excel) abans que entorns me´s austers (pero` configurables i scriptables)
com pot ser una simple l´ınia de comandes.
3.3.1 Interf´ıcie
Per a la interf´ıcie amb l’usuari, s’ha escollit una interf´ıcie web, que executara` l’usuari
des de una web corporativa, amb acce´s restringit i controlat amb Autenticacio´. Aixo` ens
proporciona informacio´ de quin usuari executa cadascun dels ca`lculs, i aix´ı podem person-
alitzar la presentacio´, segons prefere`ncies de cadascun. Utilitzant la web corporativa, ens
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estalviem haver de gestionar els permisos que te´ cada usuari, ja que la interf´ıcie que se li
presenta, e´s adequada per als seus permisos i les seves tasques a realitzar.
Les dades que entra un usuari so´n 3 llistes de mole`cules:
 Llista d’actives. So´n les mole`cules de refere`ncia que l’usuari sap que tenen activ-
itat positiva davant d’una diana concreta.
 Llista d’inactives. Mole`cules que l’usuari sap que so´n inactives en aquest mateixa
diana.
 Llista d’esquers. Conjunt de mole`cules que l’usuari posa “per omplir”, sabent
que son inactives tambe´, pero` amb certes propietats que ens interessa provar en
l’experiment. Per al nostre problema, les tractem exactament igual que les inactives.
A part de les llistes de mole`cules, l’usuari tambe´ entra els para`metres α, RieMax, i
els percentatges de mole`cules amb els que vol provar l’experiment. Es deixa la opcio´ de
no fer participar totes les mole`cules en l’experiment deixant un conjunt de mole`cules fora,
per despre´s avaluar i validar les dades obtingudes (l’usuari pot fer manualment 10 fold
validation, etc. . . ). Me´s endavant en 3.3.4 s’explicara` el sistema de tests i validacio´.
Per facilitar la usabilitat, el programa proporciona sempre uns para`metres estimats
per defecte, en funcio´ de les caracter´ıstiques de les llistes que hagi entrat l’usuari.
3.3.2 Preparacio´ de dades
Una mole`cula es pot trobar en la natura en diverses formes. Les classificacions es divideixen
en isomers i conformacions. Una mole`cula pot tenir diversos isomers, i cada isomer es pot
trobar en diverses conformacions.
E´s a dir, que per un nom (que serveix d’identificador), en la natura existeixen diverses
estructures, que comparteixen nom, i elements, pero` poden estar organitzats de forma
diferent en l’espai. Aquestes organitzacions so´n sime`triques en l’espai 3D, donant lloc a
mole`cules similars, pero` que en l’espai 3D, no es superposen de la mateixa forma. Les
conformacions, en canvi, so´n variacions de la posicio´ dels a`toms en l’espai, pero` mantenint
els enllac¸os entre a`toms. En les conformacions, el que canvia e´s l’obertura en els angles
rotables de la mole`cula. Per passar d’un estereoisomer a un altre, s’han de trencar enllac¸os,
i tornar-se a formar. En les conformacions no passa aixo`, i es pot passar d’una a una altra,
nome´s canviant els angles dels enllac¸os i la seva flexibilitat.
Donat un conjunt de mole`cules que volem utilitzar, hem de saber quina de les confor-
macions triarem per a cada mole`cula. Per a fer la explosio´ de combinacions, s’utilitza
un software especific, que fa la combinato`ria i genera les possibles variacions sobre una
mole`cula donada. Un cop feta aquesta explosio´ de combinacions, tenim diverses entrades
per a cadascuna de les mole`cules inicials. Les mole`cules que sabem que so´n actives, sabem
que ho so´n, pero` no sabem quina conformacio´ i isomer e´s el que la fa activa. E´s per aixo`,
que en el llistat d’actives, tenim nome´s una entrada per a cada famı´lia de mole`cules ac-
tives, tot i que en la taula de tanimotos, aquesta mole`cula estara` representada en diverses
entrades.
Durant la execucio´ del programa, el que fem, e´s ordenar la llista de tanimotos, amb
mole`cules “repetides”, i al moment de fer la puntuacio´ de la llista ordenada, ens quedem
nome´s amb la millor conformacio´ de cada famı´lia.
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Proce´s de preparacio´
Despre´s que l’usuari entri els para`metres, la web llanc¸a una aplicacio´ en Perl, que fa
la preparacio´ de les dades, i e´s la que llanc¸a l’algorisme evolutiu. El primer que fa e´s,
recuperar les taules, d’una base de dades (la web emmagatzema les llistes a una BBDD
MySql).
Com s’ha explicat anteriorment, per a fer les validacions, a¨ıllem una part del conjunt
de mole`cules del experiment per a fer validacions a posteriori, i assegurar-nos que no hi
ha hagut sobreentrenament.
El primer pas que fem e´s doncs, separar els tres conjunts de mole`cules, en 3 subgrups,
ajustant-nos als para`metres desitjats per l’usuari. Per a fer les validacions, el percentatge
de mole`cules actives e inactives, hauria de mantenir-se en cadascuna dels tres subgrups.
No ens serveix un algoritme que deixi lloc a la incertesa (encara que en mitja funcioni),
com podria ser, treure nu´meros aleatoris entre [0,1) i en funcio´ d’on estigui (separem
el segment [0,1) en tres trossos anteriorment ) colocar-los en un o altre grup, sino´ que
calculem el percentatge d’actives respecte al de inactives, i anem omplint els grups fins a
cobrir el llindar. Aixo`, que pot semblar un detall d’implementacio´ “menyspreable”, no ho
e´s, ja que quan disposem de poques dades (sobretot en les actives), deixar lloc al atzar
pot provocar canvis dra`stics (i tra`gics) en els resultats finals.
El segon pas e´s fer l’explosio´ de combinacions de mole`cules possibles (isomers i con-
formacions).
A un conjunt de mole`cules, l’hi hem de trobar tots els isomers i les conformacions
diferents en les que es poden trobar a la natura, e´s per aixo` que primer, donada una base
de dades de mole`cules diferents, hem de generar totes les conformacions possibles de cada
mole`cula. Aquest proce´s es realitza mitjanc¸ant un programa ja existent especialitzat en
trobar isomers i conformacions, analitzant enllac¸os rotables vs no-rotables, etc.
Al generar els diferents isomers i conformacions, afegim identificadors a les mole`cules,
per saber de quina mole`cula inicial provenien pero` tambe´ saber exactament quin isomer-
conformacio´ e´s. Aix´ı, si d’una mole`cula A, generem:
A_i001_c001
A_i001_c002
A_i001_c003
A_i002_c001
A_i002_c002
A_i002_c003
...
Aqu´ı ens sorgeix un possible problema. Al fer la explosio´ de combinacions, ens trobem
que les bases de dades, ja no estan balancejades amb els percentatges tal i com estaven
abans, sino´ que en funcio´ de les variacions que tinguin les mole`cules que han entrat en
cada grup (entrenament, test i validacio´), podem trobar un conjunt molt me´s poblat del
que ens esperar´ıem, i que varii tambe´ el seu percentatge intern de actives/inactives. Per
exemple, la mole`cula A, pot tenir 6 “descendents”, i en canvi, la mole`cula B pot tenir-ne
nome´s 2.
Despre´s de consultar amb experts qu´ımics, s’ha decidit que aixo` no influiria negati-
vament en els resultats finals, ja que si una mole`cula e´s me´s versa`til que una altra, aixo`
mateix e´s un tret propi de la mole`cula, i esta` be´ que es vegi potenciada i aix´ı, tingui me´s
participacio´ en la llista on pertany.
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Una vegada tenim les 6 llistes separades (normalment treballem amb 80% de conjunt
d’entrenament, un 10% de test i un 10% de validacio´, i per cada una fem una llista d’actives
i una de inactives per a cada grup), hem de filtrar la taula d’actives, per tal que no hi hagi
els isomer-conformacions de cada mole`cula, sino´ que aparegui nome´s una vegada el nom
gene`ric de les mole`cules actives. Aixo` ho fem perque` quan sabem que una mole`cula e´s
activa, sabem que ho e´s la “famı´lia” de mole`cules pero` per una banda, nome´s ho sera` en
una de les conformacions i per altra, no tenim informacio´ de quina e´s aquesta. E´s per aixo`
que quan despre´s fem els matchings, els fem nome´s amb la part gene`rica de cada mole`cula.
En aquest punt, ja es disposen de totes les dades tal i com les volem per a executar
l’algorisme gene`tic. El proce´s intern de l’algorisme gene`tic, i els seus para`metres en detall
s’explicaran en la seccio´ pertinent , 3.3.3. En el cas que l’usuari hagi configurat la execucio´
per a fer-se amb test i validacio´, la execucio´ nome´s es fa utilitzant com a dades el conjunt
d’entrenament, deixant les taules de test i validacio´ per a un proce´s posterior.
L’algorisme, do´na com a sortida les diferents poblacions que han anat apareixent al
llarg de les diferents generacions. Aix´ı es disposa de dades per a saber com ha estat el
proce´s evolutiu (per exemple ens permet fer desviacions t´ıpiques sobre les generacions per
a saber la converge`ncia) , i ens proporciona eines per a decidir si podem utilitzar menys
generacions per a aconseguir resultats similars.
Una vegada tenim les ponderacions que han anat apareixent, parsegem aquestes dades
i n’extraiem els millors individus de cada generacio´. Aquests individus ens serveixen per
diverses coses:
 Poder graficar d’una manera simple la evolucio´ de l’entrenament
 Reduir el volum de dades “u´tils”.
 El millor individu de la u´ltima generacio´ sera` el que agafarem com a resultat final
de la aplicacio´
Si l’usuari ha configurat el proce´s per a utilitzar test i validacio´, en aquest moment,
enfrontem les millors ponderacions de cada generacio´ amb les taules de test i de validacio´
(per separat). Aquest proce´s no implica cap algorisme gene`tic, pero` s’utilitza exactament
la mateixa funcio´ que en l’algorisme gene`tic (el mateix .h i .cpp). Aixo` es fa perque` les
funcions de fitness han anat canviat al llarg del temps, afegint petites modificacions sobre
la inicial, i d’aquesta manera, assegurem la consiste`ncia entre les dades.
Una vegada tenim els BedRocs que donen cadascuna de les millors ponderacions
(segons l’algorisme gene`tic en el conjunt d’entrenament), i els seus BedRocs enfrontades als
conjunts de test i validacio´ (que no s’han utilitzat per al proce´s evolutiu), tenim indicadors
sobre si s’esta` sobreentrenant o no el proce´s d’optimitzacio´.
Amb aquestes dades, l’usuari ja disposa de tota la informacio´ que necessita. Aquesta
informacio´, se li presenta a trave´s de la web (quan acaba el proce´s se’l pot avisar amb un
mail), o directament al correu electro`nic. Recordem que la informacio´ sobre l’usuari la
disposem des de el moment que s’autentifica a la web (proce´s anterior a Pholus en si).
La informacio´ de com vol cada usuari rebre les dades, i els seus correus electro`nics, es
reben per para`metre en la execucio´ del programa i, per tant, no necessitem fer la cerca
nosaltres a la base de dades d’usuaris.
3.3.3 Algoritme gene`tic
Els operadors usats en aquest algoritme gene`tic so´n dels me´s cla`ssics ja que donat el
problema, tan sols hi ha necessitat d’aplicar operadors “ba`sics” als individus. Com s’ha
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explicat anteriorment, no s’ha volgut potenciar la depende`ncia entre els diferents gens dels
individus, e´s a dir, que suposem que no hi ha epista`cia entre els diferents gens. E´s per aixo`
que, per exemple, els creuaments tallen un cromosoma per un punt aleatori, i barregen
el trossos de dos cromosomes per a crear-ne de nous sense tenir en compte en quin punt
tallen, o quins ve¨ıns hi ha en el punt de tall.
Tot seguit s’especifiquen els para`metres i implementacions utilitzades en aquest pro-
grama.
Individu (Cromosoma)
En aquest algoritme gene`tic, els individus so´n les ponderacions corresponents a cadascun
dels potencials. Cada individu de la poblacio´ e´s un conjunt de 22 valors de coma flotant
(de doble precisio´) que es correspon a cadascun dels 22 indicadors (potencials), donat que
volem saber quines relleva`ncies tenen els indicadors, pero` confiem que no tenen cap relacio´
un amb el segu¨ent, hem decidit no utilitzar cap representacio´ que tingui en compte l’ordre,
ni que afavoreixi la depende`ncia dels gens.
Essent valors en coma flotant, el rang que poden tenir cadascun, e´s massa gran per a
les nostres necessitats, donant massa llibertat al algoritme gene`tic per ponderar massa a
uns valors, o simplement ponderant-los alguns en valors molt alts i fent menyspreable molts
dels 22 potencials. Aquestes solucions normalment ens porten a resultats sobreentrenats
i, e´s clar, no ens interessa.
Com que una ponderacio´ competeix contra altres ponderacions, i la funcio´ de fitness
e´s una funcio´ additiva, donar un rang tant gran de possibles valors provoca una tende`ncia
a elevar els valors de les ponderacions, obligant a que despre´s del ca`lcul es normalitzessin
per a tractar amb valors me´s homogenis.
S’han fet proves d’acotar els valors possibles entre 0 i Inf , pero` si permetem val-
ors negatius, l’algorisme evolutiu pot jugar amb fer ponderar negativament un tipus de
potencial, donant me´s flexibilitat al algoritme evolutiu per trobar una bona ponderacio´.
Si el mı´nim valor que pogue´s assignar fos 0, simplement eliminaria un map si no te´ cap
relleva`ncia pero` d’aquesta manera li permetem penalitzar un indicador.
Donar de marge de −Inf a Inf , era problema`tic en tant que l’algorisme evolutiu
acaba donant molta relleva`ncia a uns quants (pocs) potencials, i comparativament molt
poca a la majoria, donant poca riquesa a la ponderacio´ i tendint a sobreentrenar-se per al
conjunt de dades que li entrem, pero` sense donar resultats extrapolables a altres conjunts
de dades.
La segu¨ent versio´, va ser deixar posar valors entre [-1,1] , pero` tals que la suma de tots
fo´ra 1. Els resultats tampoc van ser concloents (a part que tampoc tenia molt de sentit
lo`gic me´s que el de acotar que tots els individus estiguessin dins d’uns marges).
Al final, s’ha adoptat donar un rang de [-1,1], pero` sense l´ımit en la suma total dels
valors ja que aix´ı acotem els valors i tambe´ els hi deixem tenir valors negatius, donant me´s
versatilitat al algorisme, que aix´ı e´s capac¸ de trobar relacions inverses d’algunes pondera-
cions.
Inicialitzacio´
Com s’ha explicat en 2.2.2, la inicialitzacio´ dels individus e´s totalment aleato`ria, amb
nu´meros en coma flotant entre -1 i 1. L’algorisme gene`tic no ens imposa cap altra restriccio´,
ja que en totes les posicions son va`lids els mateixos valors (dins del mateix rang), i aquests
valors, seran usats u´nicament com a dades (valors als que multiplicar els potencials). Al
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no tenir cap significat sinta`ctic (al contrari que en GP, i fins a cert punt en GEP), podem
deixar la inicialitzacio´ al atzar totalment.
Mutacions
S’apliquen mutacions en un 0.1% dels individus una vegada fet el creuament. Les muta-
cions en aquesta aplicacio´ consisteixen en modificar una ponderacio´ per una altra (al·lel).
La u´nica restriccio´ e´s que es mantingui dins dels marges [-1,+1] .
Aplicant aquesta mutacio´, mantenim la diversitat en la poblacio´ i anem introduint
sempre material gene`tic nou. La mutacio´, juntament amb els creuaments so´n la font
principal de la variacio´ gene`tica, i en aquest cas en particular, la mutacio´ e´s l’u´nic operador
que introdueix material gene`tic nou.
El valor de 0.1% s’ha utilitzat ja que e´s un valor esta`ndard, i les variacions que hem
aplicat a posteriori sobre aquest valor no han aportat millores objectives a les solucions.
Si ens trobe´ssim amb problemes de converge`ncia prematura, un dels “trucs” utilitzats
e´s augmentar la probabilitat de mutacio´. Com que no ens hem trobat amb aquest tipus
de problemes, el valor de 0.1 s’ha deixat com a bo.
Seleccio´
El proce´s de seleccio´ de candidats es segueix utilitzant un Torneig Determinista de mida 2,
e´s a dir, s’escullen parelles d’individus aleato`riament i enfrontem un individu amb l’altre.
Del torneig surt “viu” el que millor fitness te´.
Crossover
Pel creuament s’ha provat un creuament per un punt, i el creuament per dos punts, donant
millors resultats el creuament en tant sols un punt.
Donats dos individus (els que han estat seleccionats en el proce´s de seleccio´ per a
reproduir-se , amb una probabilitat d’un 0.85 es fa creuament i els fills so´n tan sols una
particio´ formada a partir dels 2 pares, amb un punt de tall aleatori. Donat que no hi
ha cap relacio´ entre els diferents indexos (estan ordenats arbitra`riament) no ens hem de
preocupar de partir el cromosoma per lloc “delicat”.
Aix´ı doncs, el que es busca e´s interpolar les qualitats de dos individus ben adaptats,
per a crear uns descendents amb propietats similars. E´s d’esperar que si un individu te´ bon
fitness, les ponderacions donades als seus indicadors siguin bastant encertades. Llavors,
en interpolar una parella de individus, suposem que el descendent tambe´ tindra` un fitness
bo, i aixo` fara` que a mesura que passen les generacions, la poblacio´ tendeixi a millorar (en
mitja).
El creuament per dos punts no ha donat millors resultats que el creuament fet per un
u´nic punt, i s’ha decidit quedar-se amb el creuament per un sol punt.
Fitness
En aquest problema, la funcio´ que ens indica com de bo e´s un individu (funcio´ fitness) e´s
el resultat d’avaluar la ordenacio´ que do´na la ponderacio´ indicada per l’individu, respecte
els nostres coneixements de activitat. Aquesta avaluacio´ la fem mitjanc¸ant un dels diferents
algoritmes d’avaluacio´ d’ordenacions.
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E´s aix´ı, una funcio´ que pondera ordenacions. Per tant, la funcio´ te´ un cost elevat
per a ser cridada per cada avaluacio´ d’un individu. S’han utilitzat algunes te`cniques
d’optimitzacio´ per a evitar recalcular ponderacions ja fetes, com per exemple, catxejar els
resultats (memoize). Com que l’algorisme s’executa “d’una sola tacada”, la cache´ pot ser
totalment mapejada a memo`ria, sense haver de bolcar-la en cap moment a disc. Aixo` e´s
de vital importa`ncia, ja que segons com hague´ssim d’emmagatzemar les dades en disc, el
cost d’acce´s a les dades seria superior al de recalcular.
La memoitzacio´, e´s una te`cnica semblant a la programacio´ dina`mica, la qual ens permet
estalviar ca`lculs en els casos d’haver de fer el mateix ca`lcul moltes vegades. A difere`ncia
de la programacio´ dina`mica, no es necessita una taula de 2 dimensions on guardar els
resultats parcials, sino´ que els resultats de anteriors ca`lculs es guarden en un diccionari
local a la funcio´ que volem memoitzar [23].
Per a utilitzar la memoitzacio´ tal i com es va definir en els inicis (scheme), el llenguatge
en el que ho implementem ha de tenir “closures” (tancaments). Com que C++ no les te´
(aixo` canviara` probablement amb C++0x) i aprofitant que les llibreries utilitzades utilitzen
ja una emulacio´ de closures anomenat functors, hem pogut guardar l’estat de les funcions
sense molta dificultat.
Functors e´s la te`cnica utilitzada en c++ per emular una funcio´ amb estat privat, que
es mante´ de crida a crida d’aquesta. Per a fer aixo` es crea un objecte, amb l’operador
“()” sobrecarregat. D’aquesta manera, podem simular que l’objecte creat, e´s en realitat
una funcio´, amb la particularitat que la hem de crear anteriorment amb un new. Segueix
un exemple en pseudo-c++.
class Funcio{
private :
map<int , double> d i c t ;
public :
Funcio ( ) { } ;
˜Funcio ( ) { } ;
operator ( ) ( int param1 ){
i f ( d i c t . e x i s t ( param1 ) ){
return d i c t [ param1 ] ;
}
double r e s u l t a t ;
// c a l c u l a r i ompl ir r e s u l t a t . . .
d i c t [ param1]= r e s u l t a t ;
return r e s u l t a t ;
}
}
Per a calcular la qualitat d’una ordenacio´, hi ha diverses maneres de fer-ho.
 Roc
 Bedroc
 Enrichment Factor
En qualsevol d’aquests procediments, es tracta d’avaluar com esta` de ben ordenada
una llista, en funcio´ d’unes regles. La implementacio´ final utilitza Bedroc
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id indicador1 indicador2
m1 i001 c001 0.4 2
m1 i001 c002 0.7 63
m2 i001 c001 0.2 9
m3 i001 c001 0.1 0
Taula 3.2: Exemple tanimotos
Posarem un exemple per tal de fer me´s fa`cil la comprensio´ de la funcio´ de fitness.
Suposem una taula amb els identificadors i tanimotos d’un seguit de mole`cules, unes
d’elles actives i altres inactives (esquers o decoys) com en la taula 3.2.
De totes elles, sabem que les actives son, per exemple m1 i m2, pero` no sabem en quina
de les conformacions i estereoisomer ho son. Per tant, agafem nome´s el nom gene`ric, i cada
cop escollirem la millor de cada famı´lia en funcio´ de quina quedi millor posicionada.
3.3.4 Sobreentrenament
Un dels problemes que comporta la utilitzacio´ d’algoritmes evolutius e´s l’anomenat so-
breentrenament. El sobreentrenament e´s l’efecte que es do´na quan utilitzem un conjunt
de dades per entrenar un programa, i l’utilitzem tantes vegades, que la solucio´ obtinguda
e´s molt bona pel conjunt de dades amb el qual ha estat entrenat, pero` al aplicar la solucio´
obtinguda en altres dades, els resultats obtinguts so´n molt pitjors als esperats. Aquest e´s
un problema relativament comu´ a la majoria d’algoritmes pertanyents a la Intel·lige`ncia
artificial, com poden ser les xarxes neuronals, els algoritmes evolutius o els algoritmes de
Raonament basat en casos.
Aixo` es pot donar per diverses raons i s’han fet molts estudis sobre la mate`ria, ja
que e´s un dels problemes me´s importants que se’ls critica als algoritmes evolutius, pero`
un dels motius me´s frequ¨ents e´s quan disposem de poques dades en el nostre conjunt
d’entrenament. Si les dades d’entrenament so´n un conjunt molt petit, l’algoritme gene`tic,
prepara una solucio´ “a mida”, donant-nos molt bons resultats en les nostres dades, perque`
“estudia” els casos del conjunt de entrenament un per un, creant solucions ad-hoc, no
aplicables a altres conjunts de dades.
Per tenir controlat aquest sobreentrenament, s’ha aplicat una te`cnica basada en “leave
one out” on fem l’entrenament amb un percentatge determinat de les dades,
 Pq no es sobreentreni, conjunt d’entrenament, conjunt de test i conjunt de validacio´.
 80 10 10, es fa sobre mole`cules i despre´s es deixen passar totes les conformacions
d’aquestes mole`cules, fent que les dades finals no siguin 80 10 10 , pero` aixo` es
correcte perque` la flexibilitat d’una mole`cula es part de la seva “qualitat”.
 aquestes ponderacions que ens dona el algoritme gene`tic, es loguegen i es mante´
un histo`ric d’elles, per saber quina e´s la mitja de la poblacio´ en cada iteracio´ (gen-
eracio´), i la desviacio´ t´ıpica. El que e´s normal e´s que la mitja sigui me´s propera
cada cop al ma`xim, i que la desviacio´ t´ıpica sigui cada cop menor.
 Una vegada fet l’entrenament, “enfrontem” els millors individus de cada generacio´
als elements dels nostres conjunts de test i de validacio´, tenint aix´ı un conjunt de
punts quantitatius (recordem que el fitness que avalua`vem era un valor quantitatiu).
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Mole`cules actives 64
Mole`cules inactives 2653
alpha 20
repeticions 10
generacions per execucio´ 120
probabilitat de creuament 0.8
probabilitat de mutacio´ 0.1
Taula 3.3: Pholus test
 Si grafiquem els valors que hem obtingut en un eix de 2D, amb 3 funcions, rep-
resentant l’evolucio´ del fitness en el conjunt d’entrenament, de test i de validacio´,
esperem trobar una figura que sigui (me´s o menys) aix´ı:
Tot seguit es mostren els resultats obtinguts, i s’explicara` la interpretacio´ que se’ls hi
ha donat.
3.4 Resultats
3.4.1 Testeig
Una vegada testejat el programa “a ull”, i quan assegurem que el sistema funciona tal i
com estava previst en els requeriments, s’ha de testejar que Pholus, no tan sols funcioni
be´, sino´ que solucioni el problema qu´ımic que se li demana.
Per a testejar-l’ho ho hem fet en un experiment on busquem una mole`cula que bloqueja
l’accio´ d’una prote¨ına de la ce`l·lula.
La validacio´ s’ha fet executant Pholus deu vegades, i traient dades detallades sobre el
valor del fitness del millor element en cada generacio´, i graficant els millors fitness de cada
generacio´.
En la taula 3.3 expliquem les caracter´ıstiques principals d’aquest problema.
S’ha de tenir en compte les dades d’aquest experiment, per a donar una interpretacio´
correcte als resultats.
En les segu¨ents gra`fiques, es mostren les dades de les deu repeticions que s’han fet de
la execucio´. A priori, les dades que podr´ıem esperar, son gra`fiques com la Figura 3.1. La
l´ınia amb forma logar´ıtmica, e´s el fitness del conjunt amb el que` entrenem el algoritme
gene`tic. Aquest, sera` estrictament creixent, ja que utilitzem elitisme, i el creixement del
fitness te´ forma logar´ıtmica. El conjunt de test, sera` el que utilitzarem per a saber el
punt on l’algorisme gene`tic comenc¸a a sobreentrenar la solucio´ pel conjunt d’entrenament.
Al no fer participar aquest conjunt me´s que en aquesta gra`fica, podem saber quin es el
moment on, tot i que el fitness pel conjunt d’entrenament millori, comencem a empitjorar
el fitness per al conjunt test. En aquest punt ma`xim de la gra`fica de test, e´s on agafarem
la solucio´.
Si agafem com a valor millor individu el que tenim en el punt on maximitza el resultat
del conjunt de test, podria ser que el que estiguem fent sigui sobreentrenar l’algoritme per
al conjunt de test. Es per aixo` que tenim un altre 10% de les dades totals en el conjunt
que anomenem de validacio´.
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Aquest conjunt de dades ens serveix per a assegurar que no estem cometent el mateix
error del sobreentrenament pero` aquesta vegada, maximitzant el conjunt de test.
En la figura 3.1 veiem un esbo´s del que esperem que surti, si e´s que s’esta` sobreen-
trenant. Sabrem si sobreentrenem la solucio´ en funcio´ del grau de similitud entre els
nostres resultats i la figura 3.1
Figura 3.1: Resultats esperats en cas de sobreentrenament
3.4.2 Ana`lisi de Resultats
Els resultats obtinguts, han estat satisfactoris, i hem dedu¨ıt que no hi ha hagut sobreen-
trenament, ja que en les deu execucions, no s’observa el patro´ que hem comentat del
sobreentrenament.
De les observacions que hem fet, podem concloure que no hi ha sobreentrenament, ja
que , en general les gra`fiques de testing i validacio´, so´n bastant estables, i la validacio´ no
cau a partir d’arribar al ma`xim de testing (Figures 3.2, 3.3, 3.4, 3.5, 3.6, 3.7, 3.8, 3.9, 3.10,
3.11).
En gairebe´ tots els casos observem que no el testing si que te´ el ma`xim en un punt cap
a les 60-80 generacions, pero` la davallada de despre´s tampoc e´s molt pronunciada, com
per entendre que s’esta` donant un cas de sobreentrenament.
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Un factor a tenir en compte e´s el nu´mero tant petit de mole`cules actives, que fa que al
dividir-les en 3 grups, algun dels conjunts de dades, es quedin amb molt poques mole`cules,
i al llarg de la execucio´ del AE, un petit canvi en la ordenacio´, provoca un canvi alt en
el fitness del individuu, ja que canvia el Bedroc molt ra`pidament. Un conjunt amb me´s
mole`cules actives, com pot ser el d’entrenament, normalment e´s molt me´s consistent i els
canvis en la ordenacio´, provoquen canvis en el fitness me´s graduals.
Un altre factor que hem de tenir en compte per a avaluar aquests resultats, e´s que les
mole`cules actives, no so´n totes igual de dif´ıcils de classificar, sino´ que poden agrupar-se
en clu´sters de similitud entre elles. Amb aquests grups podem classificar les 68 mole`cules
en 11 clu´sters o grups, Al agafar un 10% de les dades, queden molt poques mole`cules en
cada conjunt, i depenent de la agrupacio´ amb la que quedin aquestes actives, poden fer
que, per exemple, com es veu en la Taula 3.2 i 3.5
Figura 3.2: ca`lcul 1
3.5 Conclusions i treball futur
En aquest projecte hem desenvolupat exitosament un programari que ha perme`s ser me´s
eficients en un proce´s que ja existia, pero` nosaltres l’hem millorat, no nome´s en sentit
d’aproximacio´ qu´ımica, sino´ aprofitant-nos de les avantatges que ens ofereixen els algo-
rismes gene`tics, permetent-nos explorar un espai de possibles solucions immens, en un
temps raonable (entre 2 i 8 hores segons la mida del problema).
La exploracio´ d’aquest problema ens ha servit per aprendre una mica sobre les unions
entre lligands i dianes i tambe´ les maneres de agrupar mole`cules per famı´lies, pero` sobretot
ha servit per a provar que els algorismes gene`tics poden donar solucions reals i viables a
problemes que so´n molt dif´ıcils de solucionar amb altres te`cniques.
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Figura 3.3: ca`lcul 2
Pholus, pero` no e´s un projecte tancat, i de fet, ja s’ha ampliat i millorat respecte
al que es presenta aqu´ı, amb una interf´ıcie web i un sistema de mails per a reportar la
finalitzacio´ dels ca`lculs als usuaris.
Planificacio´
Aquest projecte, s’ha desenvolupat aproximadament en el transcurs de dos mesos, desde
el seu diseny fins a la seva finalitzacio´. S’ha de dir que primera concepcio´ del programa
ja estava feta, amb el que des del principi es tenia una petita idea dels requeriments que
tenia el programa, aix´ı com on podien haver els principals problemes.
El testeig de pholus, ha estat particularment complex, ja que des d’un principi, les
dades amb les que s’ha tractat, so´n dades reals (no hem utilitzat problemes joguina), i
la validacio´ qu´ımica ha hagut d’estar feta per experts en qu´ımica molecular, alentint el
desenvolupament i finalitzacio´ del projecte.
El projecte ha seguit evolucionant me´s enlla` del explicat en aquest document, pero`
hem decidit “tallar” una vegada ha estat en un estat funcional.
En la Figura 3.12 veiem el diagrama de gantt, que descriu les diferents etapes del
projecte
Cost
Pel que fa els costos, podem comptabilitzar aproximadament que hi ha hagut unes 320
hores de desenvolupament. Aquest projecte ha tingut molt de testeig i hem necessitat
validacions per part dels usuaris del programa. Hem afegit un 20% de testeig i un 5% de
gestio´ del projecte.
Hem contat a 8.5 euros / hora.
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Figura 3.4: ca`lcul 3
El cost total e´s aproximat de 3360 Euros.
S’ha de dir que actualment es segueix treballant en aquest projecte, i per tant, la l´ınia
diviso`ria sobre la part del projecte corresponent al PFC i la que no, e´s dif´ıcil de fer. Els
ca`lculs so´n aproximats, pero` ens donen una idea del cost de la part presentada en aquest
PFC.
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Figura 3.5: ca`lcul 4
Figura 3.6: ca`lcul 5
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Figura 3.7: ca`lcul 6
Figura 3.8: ca`lcul 7
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Figura 3.9: ca`lcul 8
Figura 3.10: ca`lcul 9
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Figura 3.11: ca`lcul 10
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Figura 3.12: Gantt del projecte Pholus
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Cap´ıtol 4
Chiron
4.1 Objectius
Un altre problema on hem aplicat algoritmes evolutius e´s en l’optimitzacio´ molecular. E´s a
dir, situacions on es disposa d’un esquelet o scaffold d’una mole`cula que se sap que te´ certa
activitat biolo`gica i, donat aquell esquelet, es volen identificar quins son els substituents
(R) que maximitzen l’activitat biolo`gica d’aquell esquelet.
Per exemple, si volem optimitzar un esquelet per a que s’uneixi a una diana terape`utica,
en certa manera, podr´ıem dir que e´s com “decorar” l’esquelet de la mole`cula per a fer-lo
me´s apte per a la unio´ amb la seva diana (o target).
Un dels problemes que tenen els me`todes actuals so´n els grans costos que es deriven
d’aquest proce´s, ja que el que es fa e´s sintetitzar TOTES les possibles variants i combina-
cions de substituents, i mesurant experimentalment l’activitat de cadascun d’ells, buscant
la que dona major activitat.
si tenim un esquelet com el segu¨ent, amb 3 punts on unir substituents, i 4 possi-
bles “blocs de construccio´” (building blocs) per a cada R, la combinato`ria ens do´na que
necessitarem sintetitzar aproximadament 43 = 64, pero` si el nu´mero creix una mica, el
creixement e´s exponencial, fent molt costo´s el procediment.
Si pensem que la qualitat del resultat final depe`n de les ramificacions escollides per a
cada R1..RN , podem anar una mica me´s enlla` i intentar fer una aplicacio´ que ens ajudi i
ens guii a trobar un lligand amb bona activitat explorant nome´s una petita part de l’espai
de cerca.
La idea en aquest programa e´s doncs, construir un algoritme gene`tic interactiu que
ens permeti arribar a la millor tria de ramificacions (o alguna de molt bona) sintetitzant
nome´s una petita part del espai de cerca.
Per a avaluar la qualitat de una combinacio´, no hi ha me´s remei que sintetitzar la
mole`cula en qu¨estio´ en el laboratori i retornar el resultat al programa. Aix´ı doncs, es tracta
d’un algorisme gene`tic interactiu que ens guiara` les proves que hem de fer a trave´s dels
creuaments i les mutacions, trobant “relacions” (epista`cia) entre els diferents ramificacions,
i aconseguint resultats bons explorant nome´s una petita part del espai de cerca.
Una altre objectiu d’aquest programa, ha estat convertir-lo en un “framework” d’al-
gorismes gene`tics. Veient que la funcio´ de fitness e´s una funcio´ que executa l’usuari, i ell
e´s qui puntua cadascuna de les combinacions, s’ha intentat anar me´s enlla` i aconseguir
una aplicacio´ que pugui ser utilitzada no nome´s en aquest context, sino´ en qualsevol que
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ens podem trobar en un futur, sempre i quan requereixi uns operadors similars.
Una altra manera d’imaginar-se aquest enfoc meta e´s pensar-ho com si separe´ssim la
funcio´ fitness de la resta del proce´s d’algoritme gene`tic. L’u´nic que necessita el algoritme
gene`tic e´s un receptor de dades (en el nostre cas inicial e´s l’usuari), que donada una
entrada, doni una sortida (fitness). Si es mira d’aquesta manera, no estem fent me´s que
desacoblar l’avaluacio´ del proce´s de creuaments, mutacions i reproduccio´.
Fins a aquest punt, podr´ıem utilitzar algun sistema amb “callbacks”, on l’usuari sim-
plement entri els fitness als diferents individus (combinacions de ramificacions), pero` com
que l’avaluacio´ no e´s instanta`nia, el programa no nome´s ha de ser interactiu en el sentit
cla`ssic del terme (inici-interaccio´-fi), sino´ que ha de permetre aturar-se i me´s endavant,
tornar a reprendre el curs del algoritme evolutiu.
Una vegada estem en aquest punt, la segu¨ent evolucio´ lo`gica e´s la deslocalitzacio´ tambe´
espacial de les 2 parts. Donat que el proce´s d’avaluacio´ d’una combinacio´ de substituents
donada pot trigar dies, el coll d’ampolla e´s clarament aquest, permetent-nos aix´ı separar
algorisme gene`tic i fitness a trave´s d’una xarxa, i permetent convertir el sistema en un
servei web, accessible des d’arreu del mo´n.
Tot i que la gestio´ d’aixo` nome´s ens implica implementar el sistema com a servei
web (SOAP) i tenir una bona gestio´ d’usuaris i projectes, es veu clarament que el que
comenc¸a essent una aplicacio´ per a solucionar un problema concret, s’ha anat abstraient
i generalitzant fins al punt de convertir-se en un programa molt me´s potent, ja que ara
abarca un espectre molt me´s gran de problemes pels quals esta` capacitat resoldre.
Tot seguit s’explica me´s a fons algun concepte ba`sic de la qu´ımica combinato`ria, seguit
dels detalls d’implementacio´ de la aplicacio´.
4.2 Context Qu´ımic
4.2.1 Qu´ımica combinato`ria
T´ıpicament es pot dividir el desenvolupament d’un fa`rmac en tres grans fases. Una
primera in vitro, en la qual es treballa exclusivament en laboratoris de s´ıntesi i disse-
ny de biomole`cules. Una altra posterior in vivo, en la que es treballa amb models biolo`gics
o en animals. Finalment, l’u´ltima fase que ja e´s en humans. Cada cop que es passa de
fase, la precisio´ dels models e´s me´s acurada i me´s fidel al pacient final. Malauradament el
cost tambe´ pateix un gran augment cada cop que s’avanc¸a en aquesta escala. Amb la qual
cosa aixo` ha propiciat el naixement de filosofies de disseny in vitro tals com la qu´ımica
combinato`ria.
La qu´ımica combinato`ria e´s una te`cnica molt emprada en el disseny de nous fa`rmacs.
La filosofia original consta de dues parts, primer una on es proven milers i fins i tot
milions de compostos per veure si algun d’ells aconsegueix mı´nimament l’objectiu que
s’esta` buscant. Un cop trobat un hit, s’entra en una segona fase d’optimitzacions d’aquest
compost.
Aquesta filosofia s’ha ajudat molt de la biotecnologia moderna. S’han automatitzat
tots els processos que abans es feien manualment, de manera que el rendiment (throughput)
s’ha multiplicat en vari¨ıs ordres de magnitud. Pero` aixo` no ha evitat que els costos de
desenvolupament d’un nou fa`rmac tambe´ hagen augmentat en varis ordres de magnitud.
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4.2.2 Qu´ımica combinato`ria virtual
L’augment de costos i de temps de les fases in vitro, ha donat lloc al naixement a una fase
pre`via, coneguda com in silico. En aquesta nova fase, els models emprats fins i tot so´n de
menor qualitat que els models emprats en la fase in vitro. L’avantatge d’aquesta fase rau
en que els costos i temps es redueixen, ja que un supercomputador pot provar de forma
molt ra`pida un gran nombre de compostos.
Aquest fet ha donat lloc a la qu´ımica combinato`ria virtual, on ara els milions de
compostos so´n provats per via computacional, i sols uns quants centenars o desenes de
leaders passaran a la fase in vitro.
Aquestes te`cniques han comenc¸at a establir-se en el disseny de fa`rmacs des de fa uns
10 anys. Recentment esta` sorgint altra tende`ncia me´s innovadora i prometedora que e´s
introduir elements d’intel·lige`ncia artificial en aquesta fase. La vessant de la intel·lige`ncia
artificial que esta` sent me´s utilitzada en aquests tipus de problema so´n els algorismes de
cerca, i concretament, algorismes evolutius. Encara que, no es descarten altres a`rees de
la intel·lige`ncia artificial com l’aprenentatge artificial, etc. Per exemple, per desenvolupar
models biolo`gics virtuals, aprendre les estructures que actuen com a bons fa`rmacs, o
resolucions d’estructures tridimensionals.
El nostre problema
En el nostre cas, posicionem el nostre programa en la fase d’optimitzacio´, una vegada es
disposa d’un esquelet que presenta certa activitat i tenint uns punts d’on poden penjar
sequ¨e`ncies d’a`toms, anomenades ramificacions (o substituents), anar provant d’enganxar
els diferents substituents en cadascun dels punts definits com a inicis dels substituents.
En el proce´s de descobriment de fa`rmacs, no nome´s e´s necessari trobar un compost
que reaccioni favorablement a una mole`cula objectiu, sino´ que tambe´ ha de reunir certes
propietats per tal que un principi actiu es pugui convertir en un fa`rmac aplicable.
Aquestes propietats , moltes vegades ve´nen determinades per aquestes branques o
ramificacions, que fan que un mateix esquelet, sigui me´s o menys absorbible pel cos, o pot
donar-li propietats negatives per als nostres objectius.
Quan en un laboratori, se sap sintetitzar un esquelet (scaffold), la produccio´ de les
diferents variants d’aquest esquelet e´s molt senzilla. E´s per aixo` que te´ sentit explorar les
possibles combinacions de substituents una vegada s’ha fet la inversio´ de desenvolupar el
procediment per a sintetitzar aquest esquelet.
El que hem fet aqu´ı e´s crear un programa que mitjanc¸ant un algorisme gene`tic ens
ajuda a trobar un conjunt de ramificacions que optimitzen el fa`rmac. En el problema que
hem analitzat en un principi tenim un espai de cerca de 15360 possibles combinacions.
Com es veura` a durant el cap´ıtol, hem volgut anar me´s enlla` i no limitar-nos nome´s a
solucionar aquest problema, pero` per aquest treball, els resultats presentats s´ı que seran
respecte a aquest cas.
4.3 Procediment informa`tic
En aquesta aplicacio´, no ha estat tant complex d’implementar l’algorisme gene`tic com tot
l’entorn (framework) que permet fer del nucli una part molt flexible i accessible des de
tot arreu (web, consola).
El disseny de Chiron, ha hagut de estar molt pensat, i de fet, s’ha vist modificat a
mesura que avanc¸ava la seva implementacio´ per problemes que s’han trobat en tecnologies
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que pensa`vem que serien suficientment flexibles per a les nostres necessitats, i despre´s s’ha
vist que no eren del tot adequades per a complir els requeriments.
Comenc¸arem amb el workflow que facilita l’us de Chiron i n’extraurem els diferents
casos d’u´s, i despre´s s’anira` descrivint el proce´s que s’ha realitzat per a implementar-ho.
4.3.1 Funcionament
Un usuari, en comenc¸ar un projecte, ha de poder crear un experiment nou. Aquest exper-
iment ha d’estar lligat, o`bviament a aquest usuari, amb el que ens obliga tambe´ a poder
fer altes, baixes i modificacions dels usuaris que tenen acce´s a la aplicacio´.
Les altes, baixes i modificacions de usuaris no les gestiona el propi Chiron, ja que la
aplicacio´ que dona acce´s a Chiron e´s qui s’encarrega de controlar els accessos a aquests.
Chiron u´nicament utilitza la base dades aquesta, per saber quin usuari e´s el que esta`
utilitzant el programa, i fa totes les accions en el seu nom.
La creacio´ de experiments nous s´ı que e´s una labor de Chiron, i e´s a partir d’aquest
moment on Chiron s’encarrega de registrar els events.
Per a la creacio´ d’un nou experiment, Chiron necessita u´nicament el nu´mero de ram-
ificacions que conte´ l’esquelet (R1 . . . RN), el nu´mero d’al·lels diferents que poden estar
en cadascuna de les ramificacions, la mida de la poblacio´, i un boolea` indicant si volem
que Chiron recordi (catch) els resultats o no. Amb aquestes dades, Chiron en te´ prou per
comenc¸ar l’experiment. E´s clar que tambe´ demanara` un nom per al que l’usuari s’hi pugui
referir.
En aquest punt, hi ha dues coses que poden sorprendre, i seguidament s’expliquen els
perque`s:
 No necessitem l’scaffold. Per a Chiron, l’esquelet (scaffold) que usem no te´ la
me´s mı´nima importa`ncia, ja que sempre sera` una part fixa, i no ens aportara` res per
a la nostra aproximacio´ al problema. E´s per aixo` que el programa, tot i guardar-se’l
per a futura refere`ncia, no l’usa en tot el proce´s per a fer ca`lculs.
 Perque` decidir si guardem els resultats previs? Aparentment, sempre que
calculem un individu nou, haur´ıem de guardar-nos els resultats obtinguts per si me´s
endavant surt el mateix element. El fet que ens fa donar-li la opcio´ al usuari e´s que
l’avaluacio´ de la activitat d’una mole`cula, es fa en un laboratori, i segons el tipus
d’experiments que es fan, els resultats nome´s tenen valor uns en relacio´ amb els
altres. Si e´s aix´ı, al usuari no li interessa que es guardin els valors ja calculats, ja
que si en properes generacions del algorisme gene`tic torna a apare`ixer la mateixa
combinacio´ de substituents, s’haura` de calcular de nou.
Una vegada l’usuari ha creat el nou experiment, se li proposen unes quantes mole`cules
a avaluar (tantes com hagi decidit l’usuari com a mida de la poblacio´).
Al cap d’un temps, quan l’usuari ha avaluat les mole`cules proposades per Chiron,
aquest retornara` a la interf´ıcie de Chiron, identificara` l’experiment, i posara` valors a
cadascuna de les mole`cules avaluades. Una vegada les tingui TOTES avaluades (sino´
estan totes, Chiron no deixara` passar d’aquest punt), s’activara` la opcio´ de fer una altra
iteracio´.
En aquest punt, a partir de les dades que tenim, Chiron fa una iteracio´ i presentara` al
usuari una nova generacio´ de mole`cules, fent creuaments i mutacions sobre les mole`cules
que tinguem avaluades.
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Com que el workflow d’aquest programa no e´s “continu” en el sentit que el programa
es mante´ viu durant tot el proce´s, les dades que volem guardar (encara que siguin nome´s
temporals o internes per a un experiment determinat), s’han d’emmagatzemar en una
base de dades, ja que les te`cniques de memoizing (3.3.3) perden la informacio´ d’execucio´
en execucio´, i no funcionarien en aquest cas.
Per a aquesta tasca s’ha utilitzat un servidor remot MySql.
La inicialitzacio´ de la primera generacio´ e´s aleato`ria. En el cas que en la primera
generacio´ no hi hagi cap mole`cula que presenti la me´s mı´nima activitat (no superen un
llindar donat), Chiron no segueix el curs normal de mutacions i creuaments, ja que aixo`
ens do´na lloc a un intent de converge`ncia que no ens interessa. Per exemple, si tenim una
poblacio´ de 30 individus i tots tenen fitness 0, Chiron intentara` fer creuaments entre ells
aleatoris (ja que cap d’ells guanya sobre els altres). No nome´s aixo` sino´ que al fer aixo`,
molts dels individus de la segu¨ent generacio´ seran iguals als ja avaluats, ja que hem redu¨ıt
molt l’espai de cerca sobre el que explorem.
Si avalue´ssim funcions matema`tiques cont´ınues i amb un gradient clar fins al millor
resultat (o els millors resultats), com en la Figura 4.1, no tindr´ıem aquest problema, pero`
els nostres casos so´n, en la gran majoria, casos hiperdimensionals, on tenim un espai de
cerca molt gran pero` els pous amb activitat so´n molt pocs (i estrets), i hem d’intentar
arribar a aquests pous primer, i despre´s optimitzar per les vies del algoritme gene`tic
(Figura 4.2).
Figura 4.1: normal
La solucio´ que s’ha adoptat ha estat la de generar una poblacio´ d’individus nova,
sense tenir en compte l´a generacio´ anterior, com si es comence´s un experiment nou. Fent
aixo` evitem que l’algoritme gene`tic estigui “viciat” de bon principi, i maximitzem les
probabilitats de trobar algun pou d’energia (4.3.2).
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Figura 4.2: Suma de Gaussianes dif´ıcil de trobar per Chiron
Les proves de correctesa del programa, s’han fet amb funcions matema`tiques cont´ınues,
per tal de saber del cert que l’algorisme funciona be´ i me´s endavant s’ha provat amb el cas
real de qu´ımica combinato`ria.
Testeig
Hi ha un conjunt de funcions matema`tiques que es consideren “t´ıpiques” per a usar-les
com a “problemes joguina” (toy problems), per exemple, s’ha provat l’algoritme evolutiu
representant una funcio´ on cada al·lel nome´s te´ dos possibles valors , 0 i 1, i la funcio´
u´nicament suma els bits dels cromosomes. El que es busca en aquesta funcio´, e´s maximitzar
o be´ minimitzar el resultat de la suma de bits. Aquest, tot i ser un exemple trivial, ens
serveix per saber si l’algorisme evolutiu funciona correctament. Aquest exemple tambe´
ens serveix perque` les mutacions i creuaments utilitzats so´n els mateixos que utilitzem en
la versio´ final de la aplicacio´.
Els resultats obtinguts so´n bons, arribant al millor resultat (tot uns) o a un dels millors
explorant nome´s un percentatge de aproximadament el 10% de l’espai de cerca.
La funcio´ de la suma de bits e´s una funcio´ trivial per a qualsevol algorisme evolutiu,
donada la seva simplicitat. E´s per aixo` que despre´s de provar amb aquesta funcio´, hem
provat funcions me´s complicades d’optimitzar, fins a arribar a les conegudes com a “fun-
cions trampa”([24]). Les funcions trampa so´n funcions que tenen caracter´ıstiques que fan
molt dif´ıcil als AE trobar el ma`xim/mı´nim global, tenint el millor resultat global envoltat
de resultats molt dolents, i tenint un ma`xim/mı´nim local “fa`cil” d’arribar-hi en un extrem,
apartant les solucions de l’o`ptim global. Una de les funcions trampa que hem provat, e´s la
de mapejar en un vector de bits una valoracio´ determinada per a cada suma de bits. Per
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Taula 4.1: Funcio´ trampa
bits a 1 valor
0 1
1 2
2 3
3 4
4 5
5 0
exemple, donat un vector de 5 posicions es mostra en la taula 4.1 el fitness que li assignem.
L’ideal en aquest cas e´s trobar el vector que te´ 5 bits a 1, e´s a dir, busquem minimitzar
la funcio´. Aixo`, clarament e´s una trampa per a l’algorisme gene`tic, ja que al fer els
creuaments entre dos cromosomes que tenen una bona puntuacio´, fa que els resultants,
siguin molt dolents. E´s una manera d’enganyar al algoritme evolutiu que ens serveix per
a saber si aquest e´s prou robust per a trobar un resultat bo. En aquests casos, l’elitisme,
e´s molt determinant per a obtenir bons resultats.
Funcio´ fitness configurable
Un altre aspecte important de Chiron e´s la versatilitat que te´ per a executar-se amb
diferents funcions de fitness. Com s’ha explicat en la introduccio´ del cap´ıtol, Chiron permet
avaluar manualment cadascun dels elements. Donat que una avaluacio´ d’una mole`cula pot
portar dies o setmanes, l’algorisme gene`tic ha de ser capac¸ de mantenir l’estat i congelar-se
a cada iteracio´.
Les llibreries usades (eodev), estan preparades per a mantenir l’estat en arxius de text
pla, pero` ho fan en el moment que s’ha acabat de executar la funcio´ avaluacio´ de tots els
individus d’una generacio´. Per a poder aturar la execucio´ abans (a nivell lo`gic), el que
hem dissenyat e´s un sistema per a recollir i posar dades automa`ticament en els arxius de
estat. eodev esta` programat en c++, i per tant, la funcio´ de fitness ha de ser sempre la
mateixa ja que nome´s volem tenir una insta`ncia de Chiron per executar, i no pas una per
a cada projecte que es faci. El que hem fet per a solucionar aquesta qu¨estio´ e´s “anul·lar”
la funcio´ de fitness fent que sigui una stub, que dona fitness zero a tots els individus que
avalua. Configurant Chiron per a que` faci una sola generacio´, aconseguim guardar l’estat
en un arxiu, amb els para`metres del algorisme gene`tic, les llavors (seed), i els individus
de la generacio´ actual. Llavors, el programa que executa el nucli de Chiron pot parsejar
l’arxiu, i insertar els elements en una base de dades (ens interessa tenir un histo`ric de tots
els elements avaluats en generacions pre`vies). Aquests resultats so´n els que es presenten
al usuari, que pot recuperar quan vulgui ja que la recuperacio´ de les dades es fa des de la
base de dades MySql.
Quan l’usuari disposa de dades sobre les mole`cules, les pot introduir a trave´s d’una
interf´ıcie, i tornar a executar una generacio´.
Si l’usuari ha configurat el projecte perque` mantingui els valors d’avaluacions passades,
en el moment que Chiron detecta una mole`cula que ja ha estat avaluada, no li presenta
al usuari, i e´s Chiron qui s’encarregara` de afegir el resultat en el moment de la segu¨ent
generacio´.
En molts casos reals, ens trobem que tenim una immensa majoria de valors iguals
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com a resultat de les avaluacions. Aquests resultats so´n per les mole`cules que o be´ no
poden ser sintetitzades, o be´ no superen un llindar mı´nim d’activitat. La manera com
hem solucionat aquest problema s’explica detalladament en l’apartat 4.3.2.
Emmagatzematge de les dades
Per a guardar l’estat del proce´s, hem creat una base de dades que ens permet accedir i
modificar la informacio´ de un projecte. La implementacio´ d’aquesta base de dades la hem
fet amb MySql (me´s endavant es discutira` el perque` de la eleccio´ d’aquesta tecnologia en
front a altres bases de dades, o altres te`cniques per a emmagatzemar dades (com poden
ser Tokyo Cabinet/Tyrant, MongoDB o altres SGBDs orientats a Documents,o diccionaris
clau-valor).
create database i f not exists c y l l a r u s ;
use c y l l a r u s ;
create table Experiment (
id integer NOT NULL AUTO INCREMENT,
user t ex t not null ,
name text not null ,
p o p s i z e integer not null ,
num ale l e s integer not null ,
c o n f i g f i l e t ex t not null ,
cached integer not null ,
PRIMARY KEY ( id )
) eng ine = INNODB DEFAULT CHARSET=ut f8 ;
create table I n d i v i d u a l (
id integer NOT NULL AUTO INCREMENT,
id exp integer ,
f i t n e s s f loat ,
n gen integer NOT NULL,
appears integer NOT NULL,
PRIMARY KEY ( id ) ,
FOREIGN KEY ( id exp ) r e f e r e n c e s
Experiment ( id ) on delete cascade
) eng ine = INNODB DEFAULT CHARSET=ut f8 ;
create table Bound (
id integer NOT NULL AUTO INCREMENT,
id exp integer NOT NULL,
pos integer not null ,
value integer ,
PRIMARY KEY ( id ) ,
FOREIGN KEY ( id exp ) r e f e r e n c e s
Experiment ( id ) on delete cascade
) eng ine = INNODB DEFAULT CHARSET=ut f8 ;
create table Element (
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id integer NOT NULL AUTO INCREMENT,
i d i n d i v i d u a l integer NOT NULL,
pos integer NOT NULL,
n gen integer NOT NULL,
va l o r integer NOT NULL,
PRIMARY KEY ( id ) ,
FOREIGN KEY ( i d i n d i v i d u a l ) r e f e r e n c e s
I n d i v i d u a l ( id ) on delete cascade
) eng ine = INNODB DEFAULT CHARSET=ut f8 ;
Aquesta estructura ens permet tenir un historial de tots els elements que han anat
construint-se en els diferents experiments per a futurs ana`lisis i visualitzacions.
Webservice d’algorismes gene`tics
Una vegada tenim desacoblats el nucli (algoritme evolutiu), de la base de dades, i del
wrapper que va executant el nucli sobre els diferents projectes, i gestiona la base de
dades, ja tenim un programa funcional, que ens permet fer el que volem. Pero` encara
tenim l’impediment de la interf´ıcie. Un programa amb mu´ltiples usuaris, pensat per a
solucionar problemes molt diferents entre si (sempre pensant amb la qu´ımica combinato`ria
com a funcionalitat principal, pero` intentant generalitzar i aconseguir la ma`xima abstraccio´
possible), hauria de tenir una interf´ıcie que permeti la execucio´ del programa des de punts
diferents de un proce´s i des de diferents interf´ıcies (front-ends).
Pensant amb la qu´ımica combinato`ria, la aplicacio´ s’ha pensat des d’un principi amb
una interf´ıcie web en ment. Per aixo`, com a objectiu principal, la interf´ıcie que fem
a Chiron ha de permetre l’acce´s web. Una interf´ıcie web permet al usuari connectar-
se des de on vulgui, sempre i quan tingui acce´s a la xarxa, i un usuari habilitat. Un
avantatge clar de les interf´ıcies web e´s que l’usuari no haura` d’instal·lar cap programari
per a executar Chiron. Per als interessos comercials d’Intelligent Pharma, tambe´ ha estat
un punt important, ja que l’usuari final (client), pot rebre actualitzacions i millores sense
haver de fer res en absolut, sino´ que tot el control recau sobre el distribu¨ıdor del programa.
Altres avantatges d’utilitzar un model de negoci “Software as a Service” (SaaS) e´s que
el control del software recau sobre el distribu¨ıdor, no nome´s en termes de actualitzacions
i seguretat, sino´ que obre noves possibilitats en termes de models de pagament. Per
exemple, al no distribuir un software, s’elimina la possibilitat de violacions de contracte
o co`pies il·legals, ja que l’usuari no disposa mai del software, fent impossible la co`pia,
o l’u´s fraudulent d’aquest. Les estad´ıstiques que pot treure el distribu¨ıdor (complint els
contractes de privacitat, e´s clar), son molt me´s potents que els cla`ssics “bug reports”,
podent acurar molt me´s el producte a les necessitats dels usuaris, ja que sabent quines
funcionalitats utilitzen me´s, o be´ quins workflows segueixen, podem tenir indicis de que` i
com s’ha de millorar.
Aquesta tende`ncia del SaaS, esta` essent molt utilitzada en els darrers anys en front
al cla`ssic software instal·lat al client ja que, amb l’augment d’importa`ncia del Cloud com-
puting, i les tecnologies distribu¨ıdes (Grid, globus, web 2.0), la idea e´s que l’usuari d’un
producte, sigui u´nicament aixo`, un usuari d’un servei, pero` no hagi de tenir cap coneixe-
ment ni infrastructura pre`via per a utilitzar-lo.
SaaS tambe´ ha despertat dubtes i queixes, ba`sicament en dues vessants:
Una d’elles e´s la depende`ncia en el prove¨ıdor de software. No tenir cap tipus d’in-
fraestructura, suposa estar en mans del prove¨ıdor, i per tant, si els servidors del prove¨ıdor
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no funcionen be´, o hi ha problemes d’acce´s, l’usuari no controla les dades, ni pot fer res
me´s que posar-se en contacte amb el prove¨ıdor del servei. Aquesta falta d’autosuficie`ncia
fa que encara generi desconfianc¸a en certs sectors.
La privacitat tambe´ e´s un altre punt on s’ha generat certa desconfianc¸a. Les dades, tot
i que so´n accessibles per l’usuari, estan emmagatzemades en els servidors del prove¨ıdor.
Tot i que la legislacio´ e´s molt clara al respecte, hi ha clients que desconfien.
Per altra banda, el testeig i la automatitzacio´ de procediments a trave´s de la web e´s
dif´ıcil per definicio´ (no te´ estat, i les maneres me´s “sofisticades” per interactuar amb elles
so´n macros no gaire intel·ligents).
Si nome´s proporcione´ssim interf´ıcie web, Chiron estaria sempre supeditat a la util-
itzacio´ interactiva amb un usuari a l’altra banda. Tot i que per Chiron, ja serviria, hem
de pensar en l´ınies de futures aplicacions. E´s per aixo` que la web no es comunica amb
Chiron directament, sino´ que hem programat una interf´ıcie per a execucio´ remota, i la
web es comunica amb la interf´ıcie intermitja.
Aquesta interf´ıcie intermitja ens do´na la funcionalitat de poder accedir al nucli de
Chiron a trave´s de programes, convertint Chiron en un servidor d’algoritmes gene`tics.
Per a implementar el servidor de aplicacions remotes, s’han estudiat diverses opcions,
i ens hem decantat per a implementar una interf´ıcie SOAP. Tot seguit es discutiran les
diferents opcions, i el perque` de la eleccio´, i en l’apartat de implementacio´, es detallara`
me´s la implementacio´ de SOAP, i el funcionament intern d’aquest.
Per a convertir Chiron en un servidor de algorismes gene`tics, que sigui usable tant
per persones (a traves de la web) com per aplicacions que connectin una funcio´ de fitness
definida per elles al algorisme gene`tic, hem estudiat diverses opcions, que analitzarem per
sobre (donant algunes refere`ncies ba`siques).
L’objectiu e´s trobar una tecnologia que permeti fer crides remotes a un servidor de
funcions. Com que el control del estat del programa el tractem manualment (base de
dades, etc) no necessitem que el sistema ens guardi la persiste`ncia. Si utilitze´ssim un
sistema aix´ı tambe´ tindr´ıem problemes a la hora de aturar el servidor, i haur´ıem de crear
un sistema de backups, amb lo que no ens estalviaria la feina.
Necessitem doncs, exposar al exterior un conjunt de funcions a¨ıllades, seguint el
paradigma client-servidor, que siguin extensibles i interpolables entre diferents llenguatges
de programacio´. Es pot veure la estructura de la comunicacio´ entre els processos en la
figura 4.3.
Tecnologies per a executar RPCs (Remote procedure call) n’hi ha moltes diferents. Les
tecnologies que ens obliguen a utilitzar el mateix llenguatge de programacio´ han quedat
descartades de bon principi, ja que un dels objectius principals e´s precisament obrir el
programa a futures aplicacions que puguem crear. E´s per aixo` que RMI, que ens lliga a
java no pot ser utilitzada.
Una altra alternativa que hem estudiat e´s CORBA, que e´s un sistema molt este`s per a
tipus d’aplicacions client-servidor en xarxa, i proporciona una capa intermitja molt co`moda
i extensible. CORBA e´s un sistema dissenyat per a comunicar diferents llenguatges entre
si. Per aquesta part, ens serveix per als nostres requeriments, pero` el protocol de CORBA
funciona utilitzant ports TCP no esta`ndards, i fa que no puguem garantir la connectivitat
si el client o be´ el servidor estan darrere d’un tallafocs (firewall).
La aplicacio´ Chiron ha de funcionar a trave´s d’una interf´ıcie web que estara` allotjada
en un servidor local, i nosaltres controlem la xarxa, pero` com que part de la esse`ncia de
Chiron e´s el sistema de algorismes gene`tics gene`ric, no volem limitar-nos a la utilitzacio´
u´nicament per web. Per aixo`, s’han seguit buscant alternatives.
Per assegurar que no tenim bloquejos en la xarxa, hi ha sistemes dissenyats per a
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Figura 4.3: Model de Client-servidor que necesitem
treballar nome´s a trave´s de ports coneguts, i normalment oberts en qualsevol xarxa amb
connexio´ a internet. Exemples d’aquestes tecnologies son XML-RPC, REST i SOAP.
Disseny global
Despre´s de diverses iteracions sobre el disseny, la estructura global que ha quedat del
projecte Chiron e´s la mostrada en la Figura 4.4.
Chiron es pot integrar en altres programes ja existents de l’empresa, donant suport
amb els algoritmes evolutius.
4.3.2 Algoritme Gene`tic
L’algorisme gene`tic de Chiron, e´s un algorisme a “mig implementar”, en el sentit que al
ser parametritzable en quant a la funcio´ de fitness, li falta una de les parts principals dels
algorismes gene`tics. Aixo` no vol dir que no haguem implementat la funcio´ de fitness, sino´
queda externalitzada respecte el nucli de Chiron. Tot seguit s’explica la implementacio´
de cadascun dels para`metres i estructures de dades necessa`ries per a la implementacio´ de
Chiron.
Inicialitzacio´
En molts casos reals, ens trobem que tenim una immensa majoria de valors iguals com a
resultat de les avaluacions. Aquests resultats so´n per les mole`cules que o be´ no poden ser
sintetitzades, o be´ no superen un llindar mı´nim d’activitat.
Aixo` ens ha suposat un gran problema perque` si avaluem la primera generacio´ i tots
els elements tenen el mateix fitness (0), la segu¨ent poblacio´ que Chiron suggerira` sera` una
poblacio´ tal que haura` sortit de creuar i mutar la primera poblacio´ aleato`riament entre
ella. Aquest procediment ens provoca una converge`ncia prematura que no desitgem, ja
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Figura 4.4: Es
que el que passa en realitat e´s que encara no hem mostrejat cap mole`cula que ens doni un
mı´nim d’activitat amb el que poder “jugar”.
Problemes d’aquestes caracter´ıstiques nome´s es donen en casos on l’espai de cerca e´s
molt gran comparat amb el nu´mero de elements que tenen resultats diferents de 0.
Per exemple, si volgue´ssim trobar, en el problema de la suma de bits una configuracio´
concreta (10101), o be´ trobar elements amb unes certes caracter´ıstiques (que sumin 3),
i tots els elements que ho compleixen tenen fitness 1 i els que no, tenen fitness 0, ens
trobar´ıem amb problemes similars.
Aquest problema, l’hem solucionat provocant que Chiron resetegi l’experiment (recor-
dant les mole`cules avaluades en la base de dades), i torni a donar una poblacio´ d’individus
aleato`ria. Aix´ı maximitzem les probabilitats de trobar un o me´s pous energe`tics, que son
les a`rees del espai de bu´squeda (normalment cont´ınues) on es troben els elements amb
fitness superiors al llindar. En el moment que trobem mole`cules amb activitat, l’algorisme
segueix el procediment normal.
Individu (Cromosoma)
En aquest algorisme gene`tic, els indicis so´n les diferents combinacions de ramificacions, en
cadascuna de les posicions. Com que els canvis entre un al·lel i un altre so´n qualitatius,
cada posicio´ del cromosoma e´s un enter, que representa una terminacio´ diferent en funcio´
de la posicio´ on es troba dins el cromosoma.
Aix´ı doncs, tenim un vector de N posicions on N e´s el nu´mero de ramificacions que
te´ l’esquelet, i cada posicio´ conte´ un enter, amb l´ımits d’acord amb les especificacions del
usuari al iniciar el projecte.
Utilitzem enters per a representar cada al·lel perque` e´s la forma me´s co`moda que
tenim per representar valors qualitatius o catego`rics. A me´s, els valors l´ımit de cada
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posicio´ s’acoten en cada projecte. Aixo` e´s un altre tret que el difere`ncia de programes me´s
esta`tics on els l´ımits so´n coneguts a priori, com per exemple Pholus (3).
Si els possibles valors adoptats en cada punt fossin coneguts en temps de desenvolu-
pament del projecte, es podria usar tipus enumerats, per a deixar ben clar que els valors
so´n qualitatius i que hi ha la mateixa difere`ncia en un al·lel entre el valor 1 i el 2 que entre
el 1 i el 5, ja que simplement so´n ramificacions diferents, i no tenen res a veure un amb
l’altre. Aixo` tambe´ ens condiciona els creuaments, com s’explica en la segu¨ent seccio´.
Seleccio´
En aquest problema, hem utilitzat un algorisme de seleccio´ per Torneig determinista (p =
1), on competeixen dos individus. Donat que les poblacions so´n relativament petites en
la majoria de casos (tenim un espai total de cerca de gairebe´ 16000), hem utilitzat un
torneig petit, ja que la pressio´ evolutiva que implica pujar el torneig en un e´s molt gran, i
de seguida ens estanca en problemes de converge`ncia prematura.
Creuament
Com a operador de creuament entre 2 individus d’una generacio´, s’utilitza el tall per 1
punt. La rao´ d’aixo` e´s que cadascun dels al·lels te´ un valor qualitatiu, i no te´ cap sentit fer
altres creuaments on el mateix gen (mateixa posicio´ del vector) es creua f´ısicament amb
el gen de l’altre cromosoma.
Un creuament que involucre´s aritme`tica no es pot fer servir en aquest cas ja que no
es poden sumar “peres i pomes”.
Creuaments que involucrin el canvi de posicio´ en els gens tampoc eren naturals per
aquest problema, ja que s’hauria de comprovar que cap gen es col·loca en una posicio´
on no pot ser-hi ja que supera els l´ımits estipulats per la posicio´ final. A part d’aquest
fet totalment subjecte a implementacio´, i per tant, solucionable amb una mica me´s de
comprovacions, aquests creuaments no tenen sentit qu´ımic, ja que l’alternativa i de la
posicio´ n, no te´ perque` tenir res a veure, ni cap correlacio´ amb l’alternativa i de la posicio´
m on n <> m.
Pel creuament s’ha provat un creuament per un punt, i el creuament per dos punts,
donant resultats similars en els dos casos. Donat que els experiments qu´ımics en que` s’ha
provat (4.4), tenen nome´s tres llocs per a substituents, un creuament per diversos punts
no tenia gaire sentit.
Donats dos individus (els que han estat seleccionats en el proce´s de seleccio´ per a
reproduir-se , amb una probabilitat d’un 0.8 es fa creuament i els fills so´n tan sols una
particio´ formada a partir dels 2 pares, amb un punt de tall aleatori. Donat que no hi
ha cap relacio´ entre els diferents indexos (estan ordenats arbitra`riament) no ens hem de
preocupar de partir el cromosoma per lloc “delicat”.
Aix´ı doncs, el que es busca e´s interpolar les qualitats de dos individus ben adaptats,
per a crear uns descendents amb propietats similars. E´s d’esperar que si un individu te´ bon
fitness, les ponderacions donades als seus indicadors siguin bastant encertades. Llavors,
en interpolar una parella de individus, suposem que el descendent tambe´ tindra` un fitness
bo, i aixo` fara` que a mesura que passen les generacions, la poblacio´ tendeixi a millorar (en
mitja).
En els experiments en formules matema`tiques, ha donat millors resultats el tall en 2
punts, que no pas en 1.
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Mutacions
La u´nica mutacio´ que te´ sentit en aquest problema e´s canviar un dels elements del cromo-
soma per un altre, sempre dins del rang que tingui en aquesta posicio´.
Intercanvis de al·lels de diferents posicions no so´n possibles ja que les diferents posicions
del cromosoma tenen rangs diferents, i fa que molts dels intercanvis que far´ıem siguin
inva`lids.
4.3.3 Implementacio´
Tot seguit es detallen algunes particularitats de la implementacio´ de Chiron, amb les seves
tecnologies, i algun codi exemplificador del que s’esta` explicant.
Algorisme gene`tic
En aquest projecte s’han utilitzat les llibreries eodev, igual que en el projecte Pholus, ja
que ens proporcionen les qualitats suficients per a poder treballar per sobre d’elles sense
haver de fer gaires modificacions sobre el seu codi base.
Eodev proporciona una estructura gene`rica per a algorismes gene`tics, on, si no volem
massa complicacions, amb un cromosoma de coma flotants, modificant nome´s la funcio´ de
fitness, podem corre ja el nostre algorisme gene`tic. Aixo` no ens serveix per a Chiron, ja
que necessitem modificar el cromosoma, les mutacions i creuaments per al que volem fer
nosaltres.
Hem de crear doncs, una classe per a cada element del algorisme gene`tic.
Arxius de configuracio´
Eodev disposa d’una manera per llanc¸ar execucions amb un arxiu de configuracio´ deter-
minat. El format no respon a cap esta`ndard (ni .ini, ni .conf. . . ). Aquest format e´s el
que fem servir per a llanc¸ar proce´ssos Chiron, amb els para`metres adequats, i per altra
banda, entre generacio´ i generacio´, omplim els fitness en l’arxiu aquest. E´s una manera
de colar-se en el procediment de Chiron, i permetent-nos modificar el fitness d’un element
en una generacio´ determinada.
Per a generar aquest arxiu de configuracio´ hem agafat un dels de demostracio´ que
ve´nen amb les fonts de Eodev, i hem creat un template o plantilla, utilitzant Template
Toolkit (TT1). [25].
Template Toolkit e´s una llibreria molt estesa per a la generacio´ de textos parametritzats.
En un principi es va crear per a reproduir textos massivament, on nome´s canvia una petita
part del text (per exemple, circulars), o be´ arxius que han de complir una certa estructura
(webs corporatives).
Nostres hem usat la implementacio´ en Perl, que a part de ser la primera que va sortir
(i potser la me´s so`lida), e´s el llenguatge en el que hem desenvolupat tota la part que no
forma part del nucli de la aplicacio´. Segueix un exemple de la utilitzacio´ de Template
Toolkit en un cas senzill, i la manera en que ens facilita la separacio´ de la presentacio´ de la
lo`gica. E´s per aixo` que Template Toolkit tambe´ s’utilitza en molts frameworks web perl2.
1http://template-toolkit.org/
2Catalyst. http://www.catalystframework.org/
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#! / usr / b in / p e r l
use s t r i c t ;
use warnings ;
use Template ;
my $ t t = Template−>new ;
my %data = (
tmpPath => ’ /tmp/a ’ ,
bounds => ’ 10 ,45 ,2 ’ ,
pMut => ’ 0 . 1 ’ ,
) ;
my $a ;
do { local $/ = undef ; $a = <DATA>};
print $tt−>proce s s (\ $a , \%data )
| | die $tt−>e r r o r ;
DATA
path = [% tmpPath %]
bounds = [% bounds %]
pmut = [% pMut %]
Encara que en aquest exemple, no sembla me´s que una versio´ “me´s elegant” de sprintf,
Template Toolkit pot afegir lo`gica en les seves plantilles, processant o no processant arxius
en subdirectoris, en funcio´ de valors de variables en el programa perl que crida les funcions
TT.
DBIx::Class
Tant l’arxiu de configuracio´ de cada projecte, com la informacio´ dels individus que han
aparegut en generacions passades del projecte, i com el propietari de cada projecte es
mantenen en una base de dades MySql.
La decisio´ de MySql o be´ PosgreSql, no ha estat una decisio´ on hi hagi hagut un clar
guanyador. Pel volum de dades que hem de tenir, tampoc creiem que aixo` sigui una decisio´
critica per al e`xit del projecte, pero` per si de cas, hem decidit utilitzar un sistema de ORM
3 .
Els ORMs so´n llibreries que mapegen taules SQL a objectes del llenguatge, podent aix´ı
fer me´s directe el tractament amb bases de dades des de llenguatges de programacio´, fent
que no s’hagi de fer un canvi de paradigma tant gran al canviar de OOP pura a SELECT
* FROM ....
Sabem doncs, que per al projecte, en l’estat actual no e´s necessari plantejar-se quina
e´s la millor base de dades a escollir, si hem fet una bona eleccio´ pel que fa a les eines i
llibreries, ja que utilitzant DBIx::Class, canviar de SGBD no suposa cap modificacio´ en el
codi, fent-ho del tot transparent.
3Object Relational Mapper
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Webservices i Soap
Com ja s’ha explicat anteriorment (4.3 ), per a la comunicacio´ segons el paradigma client-
servidor, s’ha utilitzat la tecnologia SOAP4.
Els seus rivals me´s igualats, per als nostres requeriments, han estat XML-RPC i REST,
pero` hem decidit utilitzar SOAP, entre d’altres coses, perque` e´s l’u´nic que te´ suport a nivell
corporatiu, i no com REST, que son esta`ndards desenvolupats majorita`riament en entorns
de comunitats Opensource. Al utilitzar-lo nosaltres en un entorn corporatiu, hem pensat
que SOAP seria me´s adequat pel possible suport que tindria i la interpolabilitat amb altres
aplicacions que es poden utilitzar en el futur.
4.4 Resultats
En les proves que hem realitzat, Chiron ha donat bons resultats, pero` necessitem fer
algunes validacions per a assegurar que ha valgut la pena aquest esforc¸, i tambe´ tenir
dades objectives sobre la seva utilitat. A nivell comercial, tambe´ es vol tenir alguna
validacio´ estad´ıstica que ens doni seguretat per a “vendre” Chiron.
Per a realitzar les proves inicials, s’han utilitzat funcions t´ıpiques de testeig d’algo-
rismes gene`tics, com la suma de bits (es tracta de maximitzar el nu´mero de bits a 1 en un
vector), o alguna funcio´ trampa, on el ma`xim de la funcio´ no esta` en cap extrem del espai
de bu´squeda.
Les proves sobre un escenari real en el que operara` Chiron, s’han fet sobre tres projectes
dels quals s’ha realitzat la prova experimental de totes les combinacions de substituents
possibles.
En aquests tres problemes, els autors dels experiments van sintetitzar totes les possibles
mole`cules, obtenint un resultat de activitat en cadascuna d’elles. E´s possible que algunes
d’elles fossin impossibles de sintetitzar, i que els hi haguessin posat un fitness molt baix.
Aixo` ja ens va be´ per als nostres propo`sits, ja que e´s el mateix resultat que els hi donar´ıem
nosaltres.
Per a testejar Chiron, hem usat un programa de test, que analitza totes les dades
experimentals, tenint aix´ı una resposta per a cada possible individu que pugui proposar
Chiron.
Aquest programa de prova, ha estat desenvolupat en Perl, atacant directament la
llibreria tambe´ programada en Perl, no pas usant la interf´ıcie SOAP, ja que podent fer les
proves en local, e´s molt me´s ra`pid en executar-se.
S’han fet 25 execucions de Chiron per a cada projecte, i hem esperat a que` convergeixin
cadascun dels 3 projectes. Com que tenim a la nostra disposicio´ totes les dades del espai de
cerca, hem fet ca`lculs respecte quantes avaluacions s’han fet fins a trobar el millor element
que hem arribat a trobar. Tambe´ ens fa falta saber quin e´s el fitness d’aquest element, i
quin e´s el fitness de la millor combinacio´ de substituents que hi ha en tot l’espai de cerca.
En les figures 4.5,4.6 i 4.6 es mostren les validacions que s’han fet a Chiron.
Aquestes gra`fiques mostren, de diferents maneres, el nombre de elements avaluats, i
l’error absolut que s’ha obtingut en cadascun dels experiments. Veiem que hi ha una gran
densitat d’experiments on evaluant un percentatge molt petit del espai de cerca, trobem
el millor individu de tots, o be´ un individu molt pro`xim al millor.
La intencio´ inicial era utilitzar l’error relatiu, pero` en aquests experiments, els pitjors
fitness tenen un valor de infinit. Com que els tres experiments sobre els que hem fet les
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Figura 4.5: Resultat Chiron 1
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Figura 4.6: Resultat Chiron 2
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proves so´n molt similars en quant al millor fitness possible (0, 0.1 i 0.09), hem pogut
dissenyar un sistema de tests unificant els resultats dels tres experiments, i aix´ı tenir una
idea me´s general del rendiment de Chiron.
Com ja s’ha dit pre`viament, s’han realitzat 25 execucions de cadascun dels tres exper-
iments, guardant per a cadascun el nu´mero d’individus que s’han avaluat, el nu´mero total
d’individus del espai de cerca, el millor fitness de tot l’espai de cerca, i el millor fitness al
que hem arribat.
D’aquesta manera, hem pogut fer un estudi estad´ıstic sobre el funcionament i rendi-
ment de Chiron.
L’estudi, estad´ıstic, l’hem realitzat utilitzant el software estad´ıstic R5, i ens permet
dir coses com per exemple, que avaluant un 0.1% de l’espai de cerca, ens quedem a
menys de 1.68 del millor en un 72.25% dels casos, o be´ la me´s interessant avaluant
un 0.12% de l’espai de cerca, trobem la millor combinacio´ del espai de cerca
en un 39.32% dels casos
4.5 Conclusions i treball futur
Amb tot el desenvolupament i proves realitzades, hem assolit l’objectiu d’aquesta part del
PFC. Tot i aixo` com a projecte futur d’ampliacio´, esta` implementar te`cniques de algorismes
gene`tics interactius.
Donat que la avaluacio´ e´s supervisada per l’usuari, podr´ıem implementar te`cniques
per a classificar els individus de cadascuna de les generacions, per a nome´s donar al usuari
una part de la poblacio´ a avaluar, en funcio´ de la semblanc¸a entre els individus. Es
podria utilitzar alguna te`cnica de clustering, o eines me´s particulars d’algorismes gene`tics
interactius.
Planificacio´
Aquest projecte, s’ha desenvolupat aproximadament en el transcurs de dos mesos, des de
el seu disseny fins a la seva finalitzacio´.
El que ha estat me´s complex en aquest projecte, e´s la investigacio´ de tecnologies, ja
que aquest ha estat un projecte molt interdisciplinari que ha requerit la utilitzacio´ de
diverses tecnologies que no coneix´ıem.
En la Figura 4.9 veiem el diagrama de gantt, que descriu les diferents etapes del
projecte
Cost
Pel que fa els costos, podem comptabilitzar aproximadament que hi ha hagut unes 250
hores de desenvolupament. Durant el desenvolupament de Chiron, no s’ha treballat a
jornada complerta dedicat a aquest projecte.
Hem afegit un 5% de testeig i un 5% de gestio´ del projecte.
Hem contat a 8.5 euros / hora.
El cost total e´s aproximat de 2940 Euros fins on hem presentat en aquest projecte.
5http://www.r-project.org/
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Figura 4.9: Gantt del projecte Chiron
Cap´ıtol 5
GEP
5.1 Objectius
Tot seguit es presentara` un projecte en el que s’ha utilitzat una te`cnica molt pionera deriva-
da de la programacio´ gene`tica anomenada “Genetic Expression Programming” (GEP). A
falta d’un nom millor hem tractat el problema amb el nom de GEP.
En aquest projecte apliquem Genetic Expression Programming per a descobrir fo´rmules
anal´ıtiques a partir de resultats emp´ırics o be´ mostrejos que tenim a priori de carac-
ter´ıstiques que tenen les mole`cules en funcio´ de para`metres de configuracio´ de les mateixes
mole`cules. E´s a dir, per exemple, en funcio´ dels angles en els punts on hi ha angles rota-
bles, una mole`cula es diu que te´ un volum diferent, en tant que la seva zona d’accio´ canvia.
Segons com siguin aquests angles, la mole`cula pot estar “arreplegada” sobre si mateixa,
donant lloc a un volum me´s petit que no pas si esta` estesa en l’espai, havent-hi molt me´s
espai entre els seus a`toms consecutius.
5.2 Context Qu´ımic
Una de les tecnologies computacionals me´s utilitzades en totes les etapes de disseny de
fa`rmacs e´s el QSAR (Quantitative Structure-Activity Relationship, Relacio´ Quantitativa
entre l’Estructura i l’Activitat). El QSAR e´s la creacio´ de models matema`tics capac¸os
d’aprendre quina e´s la relacio´ entre l’estructura molecular d’un conjunt de compostos
qu´ımics i una certa propietat biolo`gica o f´ısico-qu´ımica. Aquest concepte, ben utilitzat,
mostra un gran potencial, ja que es poden predir les propietats de grans conjunts de
mole`cules sense haver de passar pel laboratori, amb la reduccio´ de costos que aixo` suposa:
s’evita la s´ıntesi orga`nica dels compostos, els assaigs in vitro, l’experimentacio´ amb models
animals, etc.
Per construir els models matema`tics que relacionen l’estructura dels compostos i la
propietat en qu¨estio´, habitualment s’utilitzen te`cniques derivades de la intel·lige`ncia ar-
tificial i l’estad´ıstica avanc¸ada — e´s el que es coneix peraprenentatge artificial — , com
ara xarxes neuronals, ma`quines de suport vectorial, ana`lisi de components principals, o
algorismes evolutius.
Quan les tecnologies de QSAR tracten de processar una nova mole`cula, el primer
pas e´s convertir l’estructura molecular en un conjunt de propietats f´ısico-qu´ımiques (o
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descriptors). Per exemple, entre els descriptors me´s comuns s’hi troben el pes molecular, les
ca`rregues ele`ctriques, la hidrofobicitat, etc, i tots aquests descriptors so´n valors constants
per a cada mole`cula.
Aquest procediment, pero` te´ problemes degut a una limitacio´ ba`sica. Les regles tre-
ballen amb informacio´ esta`tica, i les mole`cules, com ja s’ha vist en 3, no son pas r´ıgides
ni esta`tiques, sino´ que poden ser flexibles. Aquest fet fa que l’ana`lisi de dades esta`tiques
sigui nome´s una petita part de les dades reals que “conte´” una mole`cula.
En aquest projecte (anomenat GEP, per falta de millor nom) volem anar un pas me´s
enlla` i fer que aquests valors no siguin constants sino´ funcions de la flexibilitat de cada
mole`cula. Cal dir que la flexibilitat molecular e´s un element crucial en el disseny de
fa`rmacs, pero` que les tecnologies actuals de QSAR encara la tenen poc en compte. La
dificultat rau en que la flexibilitat fa que els descriptors es converteixin en funcions en lloc
de constants.
Aquestes dades “dina`miques”, com per exemple el volum d’una mole`cula, so´n dades
funcionals, e´s a dir, no so´n valors fixes com poden ser el nu´mero d’a`toms, el pes molecular
o el nu´mero d’enllac¸os rotables (dades que s´ı tracten la majoria de programes de QSAR
actuals), i aportar´ıen informacio´ molt me´s valuosa, no nome´s perque` no es poden tractar
avui en dia amb els programes existents, sino´ que tambe´ obre les portes a tractar dades
molt me´s riques i que ens poden fer entendre molt millor el comportament de les mole`cules
en la natura.
Aquest projecte el situem en la fase pre`via al sistema de prediccio´, creant un software
que permeti, davant d’unes dades experimentals com per exemple, dels angles de rotacio´
dels enllac¸os d’una mole`cula i els seus volums associats, trobar una fo´rmula anal´ıtica que
respongui el me´s fiablement possible a aquests resultats.
5.3 Procediment informa`tic
El disseny i implementacio´ d’aquest projecte e´s la que s’ha emportat me´s temps propor-
cionalment, ja que s’ha hagut de fer molta investigacio´ per a ajustar els para`metres del
algorisme gene`tic, i per a implementar els diferents operadors.
Ens enfrontem a un problema on el cromosoma, a difere`ncia Pholus i Chiron, no pot
ser tractat com un vector d’elements independents, ja que s’ha de mapejar un arbre (que
representa una fo´rmula anal´ıtica) en un vector, i un gen i te´ molta repercussio´ en els seus
gens posteriors.
La manera cla`ssica d’atacar els problemes de programacio´ gene`tica, e´s confeccionant
una representacio´ d’un arbre en el cromosoma, en preordre, inordre, o postordre. Cadas-
cuna d’aquestes implementacions suposa uns pros i uns contres, ja sigui en la construccio´,
la interpretacio´ (per a executar la funcio´ de fitness s’ha d’avaluar el resultat, i per tant,
s’ha de reconstruir l’arbre), o en els diferents operadors, tant el creuament com la mutacio´.
Com a primera aproximacio´, s’ha implementat un arbre en preordre, ja que facilita
molt la avaluacio´, una de les parts me´s costoses i que s’ha de fer me´s cops al llarg del
algoritme.
Imaginem que tenim un arbre de la segu¨ent manera:
+ 2 - 3 2
Aquest arbre, que tradu¨ıt a inordre e´s 2 + (3 − 2) , pot ser calculat construint un
avaluador com una ma`quina de pila, on apilem els elements a mesura que els anem trobant,
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i avaluem les operacions una vegada tenim els operands suficients per a la u´ltima operacio´
que hem apilat.
La construccio´ en preordre deixa les fulles al final dels subarbres, i aixo` e´s convenient
en la mesura del possible, ja que per als creuaments, augmenta la possibilitat de crear un
arbre va`lid 5.3.4.
Un dels problemes que es donen en els algorismes de programacio´ gene`tica, e´s la
construccio´ d’arbres inva`lids. Per exemple, suposem que fem un creuament per un punt
de tall entre dos arbres, com si fos un algorisme evolutiu cla`ssic.
+ 3 * 3 | - 4 3
- Q + * | 5 3 5
Al intercanviar els arbres, un dels 2 arbres que queden (- Q + * - 3 5) no disposa de
prous operands per a realitzar la avaluacio´. Aixo` e´s un cas senzill de tots els problemes
que es poden generar al fer creuaments, i e´s el cas en el que utilitzem el creuament me´s
trivial (creuament per un punt). Si utilitze´ssim creuaments me´s sofisticats, els casos que
hem de tractar particularment per creixen molt de pressa. Nome´s fent un creuament per
2 punts, es generen molt´ıssims me´s arbres sinta`cticament incorrectes.
E´s per aixo` que s’ha adoptat finalment per una aproximacio´ utilitzant una repre-
sentacio´ ideada per Caˆndida Ferreira [19], on per la pro`pia construccio´ del arbre, podem
assegurar que sempre generarem arbres sinta`cticament va`lids.
5.3.1 Interf´ıcie
Pel que fa al usuari, en aquest cas encara no esta` molt definit com utilitzara` el programa
una vegada estigui en produccio´, ja que segurament, GEP es fara` servir com a complement
per a Helios 2.0, pero` les entrades al programa son clares:
Es disposa de resultats emp´ırics (o be´ per laboratori o be´ utilitzant softwares de
simulacio´) sobre, per exemple, el volum d’una mole`cula en funcio´ dels angles dels seus
enllac¸os rotables.
En un cas aix´ı, les dades d’entrada so´n els diferents angles i els volums obtinguts, i el
que es demana a la aplicacio´, e´s que a partir d’aquestes dades, trobi una fo´rmula anal´ıtica
que representi (amb la major fiabilitat possible) aquestes dades, per a poder generalitzar
les dades emp´ıriques a una fo´rmula tractable matema`ticament.
El programa ha d’executar-se d’una tirada, amb el que no tindra` cap component de
interactivitat, ni es necessitara` cap tipus de emmagatzematge de dades intermitges.
La entrada, doncs, es fa a trave´s d’un para`metre que ens indica on estan els resultats
que coneixem, juntament amb les dades que ens porten a aquests.
Juntament amb les dades, tambe´ s’han d’entrar els diferents para`metres referents al
algorisme gene`tic. Ara per ara no esta` implementat, pero` com es veura` en l’apartat de
treballs futurs 5.5, s’ha pensat permetre a l’usuari (se’l considera un usuari “expert”,
que coneix tant el problema, com te´ coneixements d’algorismes gene`tics) entrar “building
blocks” addicionals, o activar/desactivar els que ja venen per defecte.
Aixo` suposa un gran repte a causa de les caracter´ıstiques esta`tiques del llenguatge,
pero` ja s’han estudiat algunes maneres per a poder utilitzar te`cniques que permeten “di-
namitzar” el llenguatge (utilitzant plugins o llenguatges de scripting acoblats (embeded)
al programa c++.
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Taula 5.1: Relacio´ funcio´-aritat
s´ımbol aritat
+ 2
- 2
* 2
/ 2
sin 1
cos 1
sqrt (arrel quadrada) 1
terminals (x,y,z..) 0
5.3.2 Preparacio´ de les dades
La preparacio´ de dades necessa`ria per a aquest projecte no te´ massa relleva`ncia, ja que
disposem a priori dels conjunts de dades d’entrada i resultats.
El programa simplement agafa les dades d’uns arxius que hem tractat amb uns petits
scripts per a tenir un format realment co`mode.
Per a les proves que s’han realitzat per descobrir funcions matema`tiques conegudes,
la mateixa funcio´ s’ha implementat en la funcio´ d’avaluacio´, i simplement, s’executa amb
les dades d’entrada, per a tenir el resultat a comparar-lo amb el resultat de la formula que
estem avaluant.
5.3.3 Implementacio´
Aquest projecte ha estat el me´s complex d’implementar i dissenyar, ja que hem hagut de
fer un treball notable d’investigacio´ (els primers referents en GEP daten de 2001 [18].
El proce´s general del algoritme evolutiu e´s, donada una llargada de cromosoma, deci-
dida per l’usuari en funcio´ de la complexitat “intuitiva” de la formula que es vol descobrir,
i uns para`metres de probabilitat de creuaments i mutacions, la aplicacio´ ha de retornar
una fo´rmula anal´ıtica que s’apropa (o clava) la fo´rmula que estem buscant.
Arbres
Com s’ha explicat en 2.3 i en 5.3, en GEP, la interpretacio´ dels cromosomes com a arbres
a l’hora d’avaluar-se, fa que necessitem poder passar del fenotip(lineal) al genotip (arbre)
amb facilitat, i aquest genotip sigui tractable com a tal, avaluant les seves caracter´ıstiques
en l’entorn (avaluant l’arbre) de manera co`mode, ra`pida i eficient.
Per aixo` s’ha desenvolupat un conjunt de classes per a tractar amb arbres, que ens
permeten construir i avaluar aquests arbres a partir d’un cromosoma (vector de s´ımbols).
Aquesta estructura, s’ha programat el me´s flexible possible, deixant la possibilitat de
ser estesa en un futur, afegint nous tipus d’operacions, i amb diferents aritats, me´s grans
de les que hem tingut necessitat fins al moment.
Nosaltres hem tractat nome´s amb aritats 0,1 i 2 ja que els operands tenien un ma`xim
de aritat 2 (Taula 5.1).
Per a poder construir un arbre complet, i avaluar-lo, a partir d’un vector de s´ımbols
(implementats com a cara`cters, donada la manca de s´ımbols en c++ com a tipus ba`sic), i
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poder-ho fer amb la ma`xima robustesa i flexibilitat, s’ha implementat una estructura amb
nodes, i un template arbre.
S’ha implementat una classe abstracte Node de la que “pengen” les diferents espe-
cialitzacions, que so´n les diferents operacions que suporta GEP, o be´ els terminals. Cada
subclasse de Node implementa la funcio´ calcula, amb un nombre variable de para`metres.
Els terminals, com e´s d’esperar, tenen aritat zero, i al ser avaluats, retornen el valor del
terminal en aquest moment com a resultat. Els operadors (aritat > 0), requereixen d’al-
tres nodes per a calcular el seu resultat. D’aixo` es deriva que en un cromosoma donat, al
transformar-lo a arbre, les fulles seran totes terminals, ja que son l’u´nic tipus de node que
poden avaluar a un valor sense necessitat de cap altre resultat precalculat.
Al haver-se de crear nodes dina`micament (i intensament) durant cada execucio´, s’ha
utilitzat un patro´ Factory [26], per facilitar la creacio´ de nodes amb una sintaxis extensible,
per quan es vulguin afegir operadors, i per a fer me´s co`mode la seva utilitzacio´.
Despre´s de implementar-se aquesta part, hem descobert una manera tant o me´s elegant
de fer-se aquest proce´s: Utilitzant les llibreries Boost[27], que ofereixen, entre d’altres,
funcionalitats pro`pies de llenguatges funcionals, com per exemple Boost::Functional, que
permet la programacio´ de c++ retornant funcions com a valor de retorn de una funcio´
(programacio´ d’ordre superior). D’aquesta manera, encara es podria delegar un pas me´s
avall la creacio´ de nodes.
Constants
La deteccio´ de constants en una fo´rmula e´s un punt en el que els algorismes de progra-
macio´ gene`tica han de posar especial atencio´. GEP, pero`, e´s capac¸ de treure les constants
necessa`ries a base de recombinar subarbres.
Aquest tret caracter´ıstic de GEP li do´na un xic me´s de valor al algorisme, ja que no
hem de preparar cap sistema per a trobar aquests valors. S’han desenvolupat te`cniques
per a localitzar constants que consisteixen en afegir nous terminals al problema, amb
identificadors propis, i afegir el valor de les constants al cromosoma, fent que participin
tambe´ en els creuaments i les mutacions. Els resultats, pero`, no podem dir que siguin
substancialment millors que en la versio´ “sense constants”.
La manera en que` GEP intenta trobar-les e´s construint arbres que s’anul·len entre
ells, donant lloc a valors fixes, com per exemple subarbres que divideixen un terminal
per ell mateix. D’aquesta manera tenim un 1 fixe en l’arbre. A base de construccions
seguint aquest proce´s GEP e´s capac¸ de trobar constants en una fo´rmula. Cal dir pero`, que
trobar un valor fixe com per exemple 724.67, li e´s molt dif´ıcil, i malgastara` molts nodes
del cromosoma nome´s per aixo`.
5.3.4 Algorisme Gene`tic
Individu (Cromosoma)
Per aquest s’han utilitzat els cromosomes representats com s’ha explicat en l’apartat 2.3.2,
pero` no nome´s s’han utilitzat cromosomes amb un gen, sino´ que hem seguit dues altres
maneres, me´s sofisticades per a representar les nostres fo´rmules matema`tiques.
Aquests me`todes [4] es basen en complicar una mica me´s el cromosoma, pero` sempre
fent servir la notacio´ Karva (seccio´ 2.3.2). Una de les millores, e´s encabir me´s d’un gen
en un cromosoma. Fent aixo`, el que aconseguim e´s evolucionar dos subarbres, que en el
moment de la avaluacio´, s’uneixen d’alguna manera.
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Si apliquem aquesta te`cnica, es facilita la creacio´ de subarbres que conformen el que
s’anomenen “building blocks”, o blocs constructors que representen una petita part (pero`
significativa) de la fo´rmula que es vol acabar trobant.
Una de les maneres de combinar els diferents gens e´s utilitzant Link functions o fun-
cions d’enllac¸, que son operadors que decidim a priori, i seran els nodes arrel de l’arbre
final. En l’apartat 2.3.2 s’ha exemplificat un u´s de les funcions de linkatge.
Aquesta millora, dona molta flexibilitat al algorisme gene`tic, ja que li dona poder per
a fer combinacions entre diferents cromosomes (en el creuament), nome´s cambiant una
part del arbre, i no fent canvis molt radicals al fenotip. Aquest proce´s de linkatge esta`
tambe´ inspirat amb els procediments de la naturalesa per a ensamblar prote¨ınes a partir
de components me´s petites.
La segu¨ent implementacio´ i millora e´s construir un gen una mica diferent en un dels
extrems del cromosoma, que contingui informacio´ codificada sobre el propi cromosoma.
Aquest tipus de meta-informacio´ e´s molt valuosa, i ens permet que el propi cromosoma
sa`piga com ensamblar-se i a me´s, ho pugui fer d’una manera variable, que vagi evolucionant
al mateix temps que evoluciona tot el propi gen.
El caire recursiu d’aquesta millora e´s una de les claus del bon funcionament de GEP,
ja que permet guardar una espe`cie d’“estat”, que ens dona dades sobre com organitzar la
pro`pia informacio´ que conte´.
La manera de codificar-se, pero`, e´s molt similar a la que ja coneixem fins ara, i gra`cies a
aquesta homogenietat, no s’han de fer tractaments espec´ıfics per a aquesta meta-informacio´
ja que es codifica tambe´ amb forma d’un arbre amb notacio´ Karva, que en comptes d’u-
tilitzar els terminals com a elements d’aritat zero, el que s’utilitza com a elements “de
finalitzacio´” so´n identificadors que es refereixen als anteriors gens que actuen com a sub-
arbres.
Com tots els gens, aquest gen especial, te´ un head i un tail, i en el seu head es poden
utilitzar els mateixos operadors que en la resta de heads. Tot i aix´ı, nosaltres hem redu¨ıt
el nombre d’operadors a nome´s +,−, ∗, /, descartant operands com el sinus, cosinus i la
arrel quadrada.
Com que el nu´mero de terminals diferents que pot tenir aquest meta-gen ve´ determinat
per el nu´mero total de gens amb els que configurem els cromosomes (el nu´mero de terminals
sera` N-1 on N e´s el nu´mero total de gens), el nu´mero de gens s’ha de saber al principi de
la execucio´ del programa, i no pot ser modificat durant la execucio´ (tambe´ violar´ıem tota
la homoiconicitat d’un cromosoma respecte els altres).
Per codificar aquests “punters” als subarbres, utilitzem nu´meros del 0..N-2 (seguint la
mateixa notacio´ anterior).
A continuacio´ es mostra com un cromosoma multige`nic homeo`tic es codifica i s’avalua.
Inicialitzacio´
La poblacio´ inicial, inicialitza un nu´mero N de cromosomes de manera aleato`ria. La forma
en que` s’han d’inicialitzar els cromosomes e´s barrejant en un mateix individu operadors i
terminals, durant la “zona de operadors”, o head, i omplint, nome´s amb terminals la zona
restant (cua o tail).
Recordem que per a que` un arbre (fenotip) sigui correcte, el genotip nome´s ha de
complir la condicio´ que en la darrera part del genotip, no hi hagi operadors. La mida de
la primera part es pot calcular de la segu¨ent manera:
Per a cada problema, es tria la llargada del head h. Per a aquest head, la llargada del
tail ve´ donada per una funcio´ amb entrades h, i la major aritat de tots els operadors que
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poden apare`ixer en el head n.
t = h(n− 1) + 1
En el nostre cas, s’han implementat tres tipus diferents de cromosomes. Cal tenir en
compte, que aqu´ı, la notacio´ de GEP pot fer confondre, ja que es diu “gen” a cada arbre
que es formara` en el fenotip, i no pas a cada posicio´ individual en el genotip.
 Unigen : En cada cromosoma, nome´s hi ha un gen. Aixo` vol dir que hi ha un head
i un tail. E´s la versio´ “cla`ssica”, que s’ha explicat en 2.3.2.
 Multigen-AD: Cromosoma multigen amb funcions de linkatge.
 Multigen homeo`tic: Cromosoma multigen amb l’u´ltim gen contenint informacio´
sobre com s’organitzen els altres gens, en forma de arbre (notacio´ Karva).
En funcio´ de quina variant executem, el mo`dul d’inicialitzacio´ te´ una relacio´ dels rangs
del cromosoma amb col·leccions de s´ımbols que poden anar en cada rang. Sabent aixo` la
inicialitzacio´ es fa triant aleato`riament un s´ımbol dins de la col·leccio´ per a cada posicio´.
Com que per definicio´, els cromosomes constru¨ıts en Karva notation sempre so´n
sinta`cticament correctes no ens hem de preocupar de validar que en les avaluacions donin
errors d’aquest tipus.
Seleccio´
En GEP, s’utilitza la seleccio´ per ruleta sempre , explicat en 2.2.2. Hem fet proves amb
altres tipus de creuaments com el torneig determinista, pero` els resultats millors ens l’ha
donat la seleccio´ per ruleta. La literatura tambe´ indica que els millors resultats s’acostu-
men a aconseguir amb aquest tipus de creuament [18, 4, 19].
Creuament
Els creuaments en GEP funcionen d’una manera similar als algorismes gene`tics cla`ssics,
en tant que no hem de tenir present la futura traduccio´ del genotip al fenotip. Entre les
tres formes de creuament, s’arriba a un 0.8 de probabilitat de creuament.
La u´nica cosa que faria que un creuament done´s lloc a un cromosoma inva`lid, seria
canviar de posicions els elements que creuem a menys que movem gens sencers.
Creuament per un punt E´s el creuament que ja hem vist en els algorismes evo-
lutius, on es tria aleato`riament un punt de tall per cada parella de pares, i d’alla` en surten
dos cromosomes nous, que contenen informacio´ dels dos pares, l’un tenint la primera part
del p1 i la segona del p2 i l’altre fill l’invers. Aquesta te`cnica de recombinacio´ ofereix
molta variabilitat a l’algorisme, essent despre´s de la mutacio´ l’operador que n’aporta me´s.
Creuament per dos punts En aquest creuament, donats dos cromosomes a
creuar, es trien dos punts (quedant cadascun d’ells dividit en tres parts), i s’intercan-
via la part central. D’aquest creuament cal notar que es beneficia molt de les parts que
podien quedar ocultes en els seus progenitors, activant-les de nou. Aquest material gene`tic
amagat en forma de regio´ no-codificadora, que s’ha anat creuant i mutant al llarg de les
generacions, pot ara prendre protagonista i ajudar (o no) a millorar el fitness d’un element.
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Creuament per recombinacio´ de gen L’u´ltim creuament que hem aplicat
exitosament e´s el de la recombinacio´ de gens. En aquest proce´s, es separen els gens dels
dos cromosomes pares, i en el proce´s de recombinacio´, es reordenen els gens. Si sabem
entre quines posicions esta`n representats cada subarbre, podem recombinarlos en ordre
diferent. En el cas d’implementar cromosomes multigen units mitjanc¸ant funcions de
linkatge, podem recombinar qualsevol gen amb qualsevol altre, pero` si implementem els
cromosomes de manera que hi ha un sub-gen que conte´ refere`ncies als altres subgens,
aquest subarbre no pot partcicipar en la recombinacio´, ja que el nu´mero de terminals pot
ser diferent del dels altres gens.
Mutacions
Les mutacions so´n els operadors que proporcionen me´s variabilitat gene`tica al algorisme,
i que eviten la converge`ncia, ajudant-nos a explorar el ma`xim espai de cerca possible.
Igual que en el cas dels creuaments 5.3.4, tambe´ en tenim de tres tipus, pero` a difere`ncia
del creuament, aqu´ı si que hem de tenir un control me´s estricte de quins s´ımbols canvien,
i a que` canvien, ja que no totes les posicions tenen un mateix conjunt de possibles valors,
i hem de tenir en compte quina posicio´ estem tocant per a aplicar una mutacio´.
Les mutacions no tant sols muten un s´ımbol, sino´ que normalment muten un conjunt
de s´ımbols consecutius o no.
IS Aquesta e´s la mutacio´ me´s simple de totes, i s’ha implementat nome´s per a usar-la
en la fase de prototipatge, quan s’utilitzaven cromosomes unigen. Donat un cromosoma,
s’escull una posicio´, i una llargada, normalment no superior a la tercera part de la mida
total del gen, i es “puja” cap a una posicio´ anterior en el gen. La zona font pot ser qualsevol
posicio´ del gen, pero` la zona dest´ı, te´ com a restriccio´ no poder comenc¸ar en l’arrel del
arbre (primera posicio´ en el cromosoma). Aquesta restriccio´ te´ la seva explicacio´ en que`
si tenim un cromosoma amb un sol gen, i pujem un terminal a la posicio´ arrel, el que fem
e´s anul·lar tot l’arbre, ja que els terminals tenen aritat zero.
RIS En els cromosomes multigen, aquest no e´s un problema, ja que eliminant un sol
gen no eliminarem la flexibilitat del cromosoma complet, ja que probablement hi haura`
alguna altra part en un altre gen, que continuara` essent funcional. En el cas dels multigen
homeo`tics, desactivem aquest creuament per al meta-gen.
Translacio´ de gen Aquesta mutacio´ consisteix, com el seu nom suggereix, en moure
un dels gens a una altra posicio´. Si les relacions entre gens estan en el gen especial (que
hem anomenat meta-gen), en canviar dos gens de posicio´, la estructura del arbre constru¨ıt
per la part de l’arrel es mantindra`, pero` els gens que actuen de terminals en aquest meta-
gen, canviaran, donant lloc a un fenotip totalment diferent. Cal notar que aquest tipus
de mutacio´, nome´s es pot aplicar si utilitzem individus multigen, i que en el cas dels
multigen homeo`tics, no podem fer participar el meta-gen en aquestes translacions, ja que
els seus terminals no son de la mateixa classe que els de la resta de gens. La possibilitat
de simplement intercanviar els identificadors en el meta-gen, tampoc serveix ja que, tot i
donar el mateix resultat (al menys en un principi), varia el contingut del meta-gen, fent que
varii la seva descende`ncia (si es que en te´) de la que donaria lloc amb l’altre procediment.
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Fitness
La funcio´ de fitness en GEP, es basa en diversos mostrejos emp´ırics que es tenen sobre
uns valors com a entrades d’un sistema, que donen lloc a unes sortides. E´s per aixo`, que
en el nostre cas, en la fase de proves, hem fet servir funcions matema`tiques que coneixem
i volem que GEP descobreixi com a problemes joguina.
Aix´ı doncs, per a cada individu, a partir del genotip, el transformem al arbre correspo-
nent, i l’avaluem 50 vegades per a valors de les entrades aleatoris. Se’ls hi ha posat l´ımits
en el rang de valors possibles, per no patir desbordaments de rang en els resultats. Tenim
en compte que GEP avalua molts arbres, i molts d’ells poden donar lloc a operacions
equivalents a x15.
Si es disposen nome´s d’uns valors concrets per unes entrades concretes, s’utilitzarien
aquests per avaluar cada individu, pero` com que en el nostre cas, hem provat l’algorisme
amb funcions que coneixem a priori hem pogut utilitzar valors aleato`ris com a entrada a
provar.
Per a valorar les qualitats de cadascun dels individus, l’algorisme tracta de minimitzar
la funcio´ del quadrat de la suma de difere`ncies entre el valor esperat de la funcio´ que
busquem i el resultat del individu. Utilitzem el quadrat de la suma i no la suma perque`
aix´ı penalitzem les funcions que poden estar molt a prop en una zona pero` en canvi,
en altres zones, s’allunya molt. Preferim una funcio´ que s’apropi globalment a la nostra
funcio´ objectiu, que no pas una que coincideixi nome´s en una part del domini, encara que
en aquesta part s’apropi molt.
5.4 Resultats
Per testejar GEP s’han fet proves per descobrir funcions matema`tiques amb diferents
graus de dificultat. S’han triat dues vies diferents per augmentar la dificultat, una d’elles
provant diferent nu´mero d’inco`gnites, i una altra provant funcions des de les me´s simples
com podria ser f(x) = x, i augmentant el grau de dificultat “intuitiva”, com podria ser
f(x) = x2, provant funcions discont´ınues, etc.
Hem tingut e`xit en funcions de grau sis, com per exemple, el cas que analitzarem me´s
a fons:
f(x) = x6 − 2x4 + x2
En aquesta funcio´, hem pogut comprovar com GEP va agrupant els blocs de con-
struccio´, i, gairebe´ “sense voler”, troba les arrels, aconseguint formar un arbre que respon
exactament a la funcio´ desitjada. Un possible arbre que ens do´na una difere`ncia zero,
comenc¸a construint-se a partir de blocs petits, com per exemple , x, x+ 1 o x2.
E´s curio´s veure com GEP aconsegueix factoritzar una funcio´, per exemple, trobar la
segu¨ent funcio´:
f(x) = (x3 + x)2
Aquesta funcio´, evidentment, e´s la mateixa que la anterior (5.4), pero` a GEP li va
molt millor trobar-la a partir de la formula factoritzada, ja que minimitza el nu´mero de
nodes necessaris.
En el cas de no disposar de la operacio´ d’elevar (s’han dissenyat operadors ad-hoc per
a alguns problemes, com podrien ser el de elevar al quadrat), GEP, arribaria a trobar la
mateixa formula a trave´s de:
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f(x) = (x3 + x) ∗ (x3 + x)
Pero` si utilitzem individus multigen, es poden generar fa`cilment operadors equivalents
a la pote`ncia:
g(x) = (x3 + x)
f(x) = g(x) ∗ g(x)
Aqu´ı es fa clara la millora que suposa utilitzar individus multigen, ja que li dona a
l’algorisme la possibilitat de reaprofitar estructures va`lides per a formar part d’un arbre
me´s gran.
On no s’ha trobat solucions, ha estat en funcions perio`diques, que e´s pel que s’havia
concebut aquest projecte. Els intents que s’han fet per al descobriment de funcions
perio`diques, no han sigut efectius, probablement per a la dificultat d’establir un ordre
entre quina funcio´ esta` me´s a prop d’una funcio´ objectiu. Al tenir periodicitat, a partir
dels punts de mostreig (aleatoris en el nostre cas), GEP no e´s capac¸ de trobar el patro´ de
la periodicitat.
En principi, es pensava que GEP, podria trobar les funcions fins a cert punt d’exac-
titud, trobant maneres per a representar una funcio´ perio`dica a partir de polinomis no
perio`dics, com per exemple, polinomis de Taylor. GEP, pero` no ens ha donat els resultats
esperats.
Un altre intent per “ajudar” a GEP a trobar funcions perio`diques ha estat crear
operadors ad-hoc per al problema, com sin(x) i cos(x). Tot i que amb aquests operadors,
GEP era capac¸ de trobar funcions perio`diques simples, com per exemple sin(x) + cos(x),
en casos me´s complexos, com els nostres casos reals de mole`cules, ni tan sols s’acosta a
trobar una fo´rmula fidel al model.
5.5 Conclusions i treball futur
Aquest projecte, tot i que ens ha estat molt u´til per a explorar la te`cnica de la programacio´
d’expressions gene`tiques no ens ha servit per a la finalitat que s’havia dissenyat inicialment.
Creiem que coneixem els motius pels quals no hem aconseguit la eficie`ncia desitja-
da, pero` com que s’ha pogut solucionar el problema global (extraccio´ de caracter´ıstiques
dina`miques d’una mole`cula) amb altres te`cniques (ma`quines de suport vectorial) de man-
era eficient, el projecte GEP, es queda en “stand by” com a tal.
Aixo` no vol dir que no haguem descobert el gran potencial d’aquesta te`cnica, i segu-
rament es podra` aplicar a algun altre projecte de la empresa en un futur no gaire llunya`.
Planificacio´
Aquest projecte, s’ha desenvolupat aproximadament en el transcurs de dos mesos, des de
el seu disseny fins a la seva finalitzacio´. Aquest projecte ha tingut una component molt
important de documentacio´ sobre algorismes gene`tics per dos motius. Per una banda jo no
ten´ıem coneixements de algorismes gene`tics, i la primera part de documentacio´ va ser una
aproximacio´ general a aquestes te`cniques. Per l’altre, GEP e´s una tecnologia relativament
nova, i no esta` gaire explorada.
El projecte es va quedar aturat degut a la urge`ncia d’altres projectes me´s importants,
i a que` no s’estaven fent gaires progressos.
En la Figura 5.1 veiem el diagrama de gantt, que descriu les diferents etapes del
projecte
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Cost
Pel que fa els costos, podem comptabilitzar aproximadament que hi ha hagut unes 250
hores de desenvolupament. Durant el desenvolupament de Chiron, no s’ha treballat a
jornada complerta dedicat a aquest projecte, i al cap de uns dos mesos, es va deixar el
projecte mig aturat.
Hem afegit un 5% de testeig i un 5% de gestio´ del projecte.
Hem contat a 8.5 euros / hora.
El cost total e´s aproximat de 2940 Euros.
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Figura 5.1: Gantt del projecte GEP
Cap´ıtol 6
Conclusions
En la realitzacio´ d’aquest projecte de final de carrera, s’ha desenvolupat un conjunt d’eines
que permeten millorar la efectivitat real dels processos de descobriment de nous fa`rmacs
aplicant algoritmes evolutius amb e`xit. Aquests programes, so´n eines que no funcionen
a¨ıllades, sino´ que milloren processos intermedis que amb les eines disponibles fins al mo-
ment, no es feien tan eficientment, o be´ simplement, no existien eines per a tractar aquests
problemes.
Del conjunt d’experie`ncies adquirides en aquest projecte, podem treure diverses con-
clusions Segueixen les tres que resumeixen millor els valors apresos de la realitzacio´ d’aquest
PFC.
 Les eines d’intel·lige`ncia artificial, poden aportar millores reals a les metodologies
existents avui en dia per a la recerca de nous fa`rmacs.
 Concretament, els algorismes evolutius han demostrat un cop me´s que poden ser
molt eficac¸os i competitius en grans espais de cerca, entorns amb dif´ıcil avaluacio´ de
les potencials solucions i problemes complexos i epista`tics, com els tres problemes
on s’ha treballat.
 Els programes que creem, han de tenir una interf´ıcie adequada, no nome´s cap
als usuaris finals, sino´ que s’han de fer, en la mesura del possible reutilitzables,
i accessibles des d’altres programes. Tecnologies basades en webservices so´n molt
u´tils per aquestes tasques.
 Hofstadter’s Law: It always takes longer than you expect, even when you take into
account Hofstadter’s Law [10].
A nivell d’acceptacio´ comercial els tres projectes Pholus, Chiron i GEP han corregut
una sort diferent, que tambe´ e´s interessant fer notar.
Pholus Pholus, ha estat un e`xit rotund, i s’esta` utilitzant actualment en el proce´s
de HELIOS (Intelligent Pharma), utilitzant-se per extensio´ en la majoria dels laboratoris
farmace`utics d’Espanya. E´s per aixo` que aquest projecte ha sofert diverses ampliacions
i modificacions, de les que no hem parlat en aquest projecte, pero` que ens donen una
idea del moviment i la utilitzacio´ que ha sofert aquest programa. De fet, Pholus esta` sent
utilitzat en aquests moments en una quinzena de projectes de recerca diferents, en a`rees
terape`utiques tan diverses com oncologia, cardiovascular, hematologia, antibio`tics, etc.
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Tot i que l’algorisme evolutiu que hi ha dins de Pholus e´s aparentment senzill, molta
complexitat ve donada pel context qu´ımic en el que es troba.
Chiron Per la seva part, Chiron e´s un projecte en estat embrionari, tot i que s’ha
testejat amb e`xit en alguns problemes reals, la seva comercialitzacio´ no ha estat massiva.
Per altra banda, Chiron ha estat pensat per a ser un webservice d’algorismes gene`tics, i es
pot enllac¸ar amb altres programes, que aporten a Chiron la funcio´ de avaluacio´. Aquest
projecte ha requerit el domini de moltes tecnologies diferents, i ha estat un molt bon
exercici d’integracio´ d’eines (c++, perl, mysql, SOAP, php).
GEP GEP ha estat el projecte que ha tingut menys “sort”, tot i ser molt interessant
pel grau de recerca ba`sica que comporta. Aquesta evolucio´ de la programacio´ gene`tica no
ens ha perme`s solucionar els problemes pels que hav´ıem pensat utilitzar-ho, degut a que
les funcions que vol´ıem trobar (perio`diques) afegien dificultat al problema, i tant la falta
de temps, com alternatives que s’han trobat en l’empresa, han fet que no s’investigue´s me´s
a fons. De totes maneres, hem aconseguit resultats similars als u´ltims articles apareguts
en la mate`ria, en funcions polino`miques. Treballar amb te`cniques totalment noves (els
primers articles daten de 2001 [18]) ha sigut una experie`ncia molt estimulant.
Concloem doncs que els algorismes evolutius s’adapten molt be´ a la resolucio´ dels tres
problemes abordats, que s’han aportat innovacions te`cniques importants pel descobriment
de nous fa`rmacs i amb una gran repercussio´ industrial, i que el treball en equips de recerca
interdisciplina`ria e´s estimulant pero` a l’hora complex en les comunicacions.
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