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Abstract. We consider a class of linear Schro¨dinger equations in Rd with
rough Hamiltonian, namely with certain derivatives in the Sjo¨strand class
M∞,1. We prove that the corresponding propagator is bounded on modu-
lation spaces. The present results improve several contributions recently ap-
peared in the literature and can be regarded as the evolution counterpart of the
fundamental result of Sjo¨strand about the boundedness of pseudodifferential
operators with symbols in that class.
Finally we consider nonlinear perturbations of real-analytic type and we
prove local wellposedness of the corresponding initial value problem in certain
modulation spaces.
1. Introduction. It is well-known that the free Schro¨dinger propagator eit∆ in Rd
is not bounded on the Lebesgue spaces Lp, except for p = 2. This has motivated the
study in other function spaces arising in Harmonic Analysis. Among them recently
much attention has been given to the so-called modulation spaces. They can be
defined similarly to the Besov spaces, but dyadic annuli in the frequency domain
are replaced by isometric boxes. Actually, for our purposes it will be more useful
an equivalent definition, in terms of the short-time Fourier tranform, or Bargmann
transform, of temperate distributions (see [17, 18] or Section 2 below, where the
weighted variant is considered). Namely, for x, ω ∈ Rd, consider the translation and
modulation operators
Txf(y) = f(y − x), Mωf(x) = e
iωxf(x),
as well as the time-frequency shifts
π(z)f = TxMωf, z = (x, ω) ∈ R
d × Rd.
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The short-time Fourier tranform (STFT) of a temperate distribution f ∈ S ′(Rd)
with respect to a Schwartz function g ∈ S(Rd) is defined as
Vgf(x, ω) = 〈f, π(x, ω)g〉
(with the pairing 〈·, ·〉 conjugate linear in the second factor). Then, for 1 ≤ p, q ≤ ∞
and 0 6≡ g ∈ S(Rd), we define the modulation spaces
Mp,q(Rd) = {f ∈ S ′(Rd) : ‖f‖Mp,q(Rd) := ‖Vgf‖Lp,q = ‖Vgf‖Lq(Rdω;Lp(Rdx)) <∞},
and Mp(Rd) =Mp,p(Rd) (changing window yields equivalent norms). In particular
we have M2(Rd) = L2(Rd), whereas L2-based Sobolev spaces can be regarded as
weighted modulation spaces as well. In short, the modulation space norm mea-
sures the position-momentum (or time-frequency) concentration in phase space of
a function.
Now, it was proved in [1, 44] that the propagator eit∆ is in fact bounded on
Mp,q(Rd), 1 ≤ p, q ≤ ∞; see also [23, 24, 25, 26]. As shown in [30], in the case of
the fractional Laplacian (−∆)κ/2, with κ > 2, a loss of derivatives instead occurs.
Local well-posedness of the corresponding nonlinear equations, with nonlinear-
ity of power-type, or even entire real-analytic, were also considered in [2, 9]. Re-
markably, modulation spaces revealed to provide a good framework for the global
wellposedness as well, as shown recently in [40, 44, 41, 42] for several dispersive
equations. The main results in this connection are now available in the recent book
[43] or in the survey [33].
A strictly related issue is the sparsity of the Gabor matrix representation, in phase
space, for the corresponding propagator; this property can be in fact considered
as a microlocal form of boundedness and implies the boundedness on modulation
spaces in the usual sense. However it contains much more refined information
which is essential, e.g., for the problem of propagation of singularities; we refer to
[6, 7, 11, 12, 13, 19, 20, 31, 32, 38] and the references therein for more detail.
A case of special interest is given by the Schro¨dinger equation with potential, i.e.
Dt − ∆ + V (t, x), with V real-valued. The literature about wellposedness in L
2-
based Sobolev spaces is enormous and we refer e.g. to [15] and the references therein.
Concerning the wellposedness in modulation spaces, it was proved in [26] that if V
is smooth and has quadratic growth, i.e. ∂αxV (t, x) ∈ L
∞([0, T ]× Rd), for |α| ≥ 2,
the corresponding propagator is bounded on Mp(Rd), 1 ≤ p ≤ ∞ (this result also
follows from [7]). Instead, if V is “first order”, i.e. ∂αxV (t, x) ∈ L
∞([0, T ] × Rd),
for |α| ≥ 1, one has boundedness on every Mp,q(Rd), 1 ≤ p, q ≤ ∞. The main
motivation of the present paper is an extension of these results in the case of non-
smooth potential, say with minimal regularity. Indeed, our result will apply to more
general equations.
Looking for optimal results, one is led to consider potentials with derivatives in
the so-called Sjo¨strand class, which is nothing but the modulation spaceM∞,1(Rd).
In fact, in the theory of pseudodifferential operator that function space was first
introduced in [36, 37] as a natural symbol class with minimal regularity which
still gives rise to bounded operators on L2(Rd), and also on Mp,q(Rd) [18] (similar
results hold for certain Fourier integral operators as well [3, 4, 5, 12]). Several
deep results in Micolocal Analysis, such as the Fefferman-Phong inequality, keep
valid for symbols (with a certain number of derivatives) in M∞,1(R2d) [21, 28, 29].
Hence that class looks the natural choice when dealing with boundedness of linear
operators in modulation spaces.
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Let us now state our results in a simplified form for a model equation; we refer to
Section 2 below for general statements, which involve weighted modulation spaces
as well.
Denote by Mp,q(Rd) and Mp(Rd) the closure of the Schwartz space in the cor-
responding modulation spaces (hence Mp,q(Rd) = Mp,q(Rd) if p, q <∞).
Theorem 1.1. Let T > 0 be fixed. Consider the initial value problem{
Dtu+ (−∆)
κ/2u+ V2(t, x)u + V1(t, x)u + V0(t, x)u = 0
u(0) = u0,
(1)
with 0 < κ ≤ 2, t ∈ [0, T ], x ∈ Rd (Dt = −i∂t). Suppose that ∂
α
xV2(t, ·) ∈M
∞,1(Rd)
for |α| = 2, ∂αxV1(t, ·) ∈ M
∞,1 for |α| = 1, V0 ∈ M
∞,1(Rd), with V2 and V1 real-
valued. Assume moreover a mild continuity dependence with respect to t (narrow
convergence; see Section 2 below) and let 1 ≤ p ≤ ∞.
Then for every u0 ∈ M
p(Rd), there exists a unique solution u ∈ C([0, T ],Mp(Rd))
to (1). Moreover the corresponding propagator is bounded on Mp(Rd).
In the case of first order potentials we have a better conclusion.
Theorem 1.2. Suppose in addition V2 ≡ 0 and let 1 ≤ p, q ≤ ∞. Then for
every u0 ∈M
p,q(Rd) there exists a unique solution u ∈ C([0, T ],Mp,q(Rd)) to (1).
Moreover the corresponding propagator is bounded on Mp,q(Rd).
It is shown in Remark 1 that similar results do not hold if one replacesM∞(Rd)
by the larger space M∞(Rd).
For comparison, observe that Cd+1(Rd) ⊂ M∞,1(Rd) ⊂ L∞(Rd), but functions
inM∞,1 generally do not possess any derivative. Hence, the above results represent
a significant improvement of those in [26].
Notice that in the special case of 0th order potentials (V2 = V1 ≡ 0) more refined
results were obtained in [8], where the propagator was shown to be a generalized
metaplectic operator; see also [14] for the corresponding problem of propagation of
singularities.
Actually, as anticipated, we will consider much more general equations, namely of
the form Dtu+ a
w(t, x,Dx)u = 0, where a(t, x, ξ) is a second order pseudodifferen-
tial operator, whose symbol has some derivatives in M∞,1(R2d). In this connection
our results can be regarded as the evolution counterpart of the boundedness re-
sults for pseudodifferential operators with symbols in M∞,1(R2d) proved in [36, 18].
Moreover, to our knowledge, they contain as special cases all the known continuity
results of Schro¨dinger propagators on modulation spaces.
The proof of wellposedness relies on the construction of a parametrix for the for-
ward Cauchy problem, in the spirit of [27, 34, 35, 38, 39]. Namely, one decomposes
the initial datum in coherent states TxMωg, i.e. Gabor atoms, where g is a fixed
window; then a parametrix is constructed as a generalized localization operator in
phase space (a type of operators introduced in their basic form in [16]) that moves
the Gabor atoms in phase space according to the Hamiltonian flow, together with
a phase shift. Notice that at this low level of regularity the more classical approach
via WKB expansions and Fourier integral operators turns out inapplicable.
Finally, we will consider the corresponding nonlinear equations, with a nonlin-
earity F (u) which is entire real-analytic in C (e.g. a polynomial in u, u) and we
will prove that all the above results extend in that setting if the initial datum is
in M1(Rd) or even in Mp,1(Rd) (in the case of first order potentials), at least for
small time.
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Briefly, the paper is organized as follows. In Section 2 we recall the main defini-
tion and properties of modulation spaces and we state the results in full generality.
Section 3 is devoted to some preliminary estimates, whereas in Section 4 we intro-
duce a class of generalized localization operators which will appear subsequently.
Section 5 is devoted to the proof of the main results (linear case). Finally Section
6 deals with the extension to nonlinear equations, at least for small time.
2. Notation and statement of the results.
2.1. Weyl quantization [22]. The Fourier transform is normalized as
f̂(ξ) = Ff(ξ) =
∫
Rd
e−ixξf(x) dx,
and the Weyl quantization of a symbol a(x, ξ) is correspondingly defined as
awf(x) = aw(x,D)f =
∫∫
R2d
ei(x−y)ξa
(x+ y
2
, ξ
)
f(y)dy dξ.
We recall the following easy properties, which can be checked directly:
[aw, xj ] = (Dξja)
w, [aw, Dj ] = −(Dxja)
w (2)
(xja)
wf = aw(xjf)−
1
2
(Dξja)
wf (3)
(ξja)
wf =
1
2
(Dxja)
wf + aw(Dxjf). (4)
2.2. Modulation spaces [17, 18]. We have already defined in the Introduction
the time-frequency shifts and the STFT of a temperate distribution, as well as
the unweighted modulation spaces Mp,q(Rd). Here we extend the definition in the
presence of a weight.
We consider a positive submultiplicative even continuous function v in R2d (v(z+
w) . v(z)v(w), v(−z) = v(z)); moreover we suppose in the sequel that v satisfies
v(τz) ≤ Cv(z), 0 < τ < 1, z ∈ R2d (5)
as well as
v(z) ≤ C〈z〉N (6)
for some C,N > 0.
We denote by Mv the space of v-moderate weight m, i.e. positive continuous
function m > 0 in R2d such that m(z + w) . v(z)m(w), satisfying in addition the
following condition: for every constant C1 > 0 there exists C2 > 0 such that, for
z, w ∈ R2d,
|z| ≤ C1|w| =⇒ m(z) ≤ C2m(w). (7)
This implies that m ◦ χ ≍ m if χ : R2d → R2d is any invertible transformation,
Lipschitz together with its inverse. As prototype one can consider the standard
weights
vr(z) = 〈z〉
r = (1 + |z|2)r/2, z ∈ R2d,
for which we have vs ∈Mvr if and only if |s| ≤ r.
Now, for 1 ≤ p, q ≤ ∞, m ∈Mv and 0 6≡ g ∈ S(R
d), we define the spaces
Mp,qm (R
d) = {f ∈ S ′(Rd) : ‖f‖Mp,qm (Rd) := ‖Vgf‖Lp,qm = ‖‖mVgf‖Lq(Rdω ;Lp(Rdx)) <∞}.
It can be proved that changing windows in S(Rd) (on even in M1v (R
d)) yields
equivalent norms. Briefly we write Mpm(R
d) = Mp,pm (R
d). Also, we set Mp,qm (R
d)
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for the closure of the Schwartz space in Mp,qm (R
d) (so that Mp,qm (R
d) = Mp,qm (R
d)
when p, q <∞), and Mpm(R
d) =Mp,pm (R
d).
We now recall the definition of the narrow convergence. In this connection there
are several related definitions in the literature; the present one has first appeared
in [36] and is different e.g. from that in [5].
Definition 2.1. Let Ω be a subset of some Euclidean space. We say that a map
Ω ∋ ζ 7→ aζ ∈ M
∞,1
1⊗v (R
2d) is continuous for the narrow convergence if it is con-
tinuous in S ′(R2d) (weakly) and if there exists a function H ∈ L1v(R
2d) such that
supz∈R2d |Vgaζ(z, w)| ≤ H(w) for every ζ ∈ Ω and almost every w ∈ R
2d.
Here 0 6≡ g ∈ S(R2d) is a fixed window and the definition is independent of the
choice of g, as a consequence of Lemma 3.1 below. It is also clear from the very
definition that the set of symbols {aζ : ζ ∈ Ω} is then bounded in M
∞,1
1⊗v (R
2d).
2.3. Statement of the results. Let T > 0 be fixed. Consider the Cauchy problem{
Dtu+ a
w(t, x,Dx)u = 0
u(0) = u0,
(8)
with t ∈ [0, T ], x, ξ ∈ Rd, and a specified below.
This is our main result.
Theorem 2.2. Let a(t, x, ξ) =
∑2
j=0 aj(t, x, ξ), t ∈ [0, T ], x, ξ ∈ R
2d, where a2, a1
are real-valued and suppose that, for j = 0, 1, 2 and j ≤ |α| ≤ 2j, the map
t 7→ ∂αaj(t, ·) is continuous in M
∞,1
1⊗v (R
2d) for the narrow convergence. (9)
Let 1 ≤ p ≤ ∞, m ∈ Mv. For every u0 ∈ M
p
m(R
d), there exists a unique solution
u ∈ C([0, T ],Mpm(R
d)) to (8). Moreover the corresponding propagator is bounded
on Mpm(R
d).
In the case of symbols that can be written as a sum of symbols depending only
on x or ξ less regularity may be assumed.
Theorem 2.3. Let a(t, x, ξ) =
∑2
j=0 σj(t, ξ)+Vj(t, x), t ∈ [0, T ], x, ξ ∈ R
2d, where
σj, Vj, j = 1, 2, are real-valued and suppose that, for j = 0, 1, 2 and |α| = j, the
map
t 7→ ∂ασj(t, ·), ∂
αVj(t, ·) is continuous in M
∞,1
1⊗v (R
d) for the narrow convergence.
(10)
Let 1 ≤ p ≤ ∞, m ∈ Mv. For every u0 ∈ M
p
m(R
d), there exists a unique solution
u ∈ C([0, T ],Mpm(R
d)) to (8). Moreover the corresponding propagator is bounded
on Mpm(R
d).
Theorem 2.4. Under the same assumption as in Theorem 2.3, suppose moreover
that V2 ≡ 0. Let 1 ≤ p, q ≤ ∞, m ∈ Mv. For every u0 ∈ M
p,q
m (R
d), there
exists a unique solution u ∈ C([0, T ],Mp,qm (R
d)) to (8). Moreover the corresponding
propagator is bounded on Mp,qm (R
d).
Theorem 2.3 applies of course to problems of the form{
Dtu−∆u+ V2(t, x)u + V1(t, x)u+ V0(t, x)u = 0
u(0) = u0,
(11)
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under the hypotheses given there on the potentials Vj , j = 0, 1, 2. If V2 ≡ 0
then Theorem 2.4 applies as well. We can also consider the case of the fractional
Laplacian, i.e.{
Dtu+ (−∆)
κ/2u+ V2(t, x)u + V1(t, x)u + V0(t, x)u = 0
u(0) = u0,
(12)
with 0 < κ ≤ 2.
Theorem 2.5. Consider potentials Vj(t, x), j = 1, 2, 3 with V1, V2 real-valued, and
suppose that, for j = 0, 1, 2, |α| = j, 0 ≤ r < κ, the map
t 7→ ∂αxVj(t, ·) is continuous in M
∞,1
1⊗vr
(Rd) for the narrow convergence.
Let 1 ≤ p ≤ ∞, m ∈ Mvr . For every u0 ∈M
p
m(R
d), there exists a unique solution
u ∈ C([0, T ],Mpm(R
d)) to (12), the corresponding propagator being bounded on
Mpm(R
d).
Suppose moreover V2 ≡ 0. Let 1 ≤ p, q ≤ ∞, m ∈ Mvr . For every u0 ∈
Mp,qm (R
d), there exists a unique solution u ∈ C([0, T ],Mp,qm (R
d)) to (12), the cor-
responding propagator being bounded on Mp,qm (R
d).
3. Preliminary estimates. In the sequel we will use the following covariance
property of the STFT, which can be verified by direct inspection:
|〈π(z)f, π(w)g〉| = |Vgf(w − z)|, z, w ∈ R
2d. (13)
We also recall the following pointwise inequality of the short-time Fourier transform
[18, Lemma 11.3.3]. It is useful when one needs to change window functions.
Lemma 3.1. If g0, g1, γ ∈ S(R
d) such that 〈γ, g1〉 6= 0 and f ∈ S
′(Rd), then the
inequality
|Vg0f(x, η)| ≤
1
|〈γ, g1〉|
(|Vg1f | ∗ |Vγg0|)(x, η)
holds pointwise for all (x, η) ∈ R2d.
The following lemma is proved in [19, Lemma 3.1].
Lemma 3.2. Let g ∈ S(Rd), a ∈ S ′(R2d). For some window Φ ∈ S(R2d) it turns
out, setting j(z1, z2) = (z2,−z1),
|〈aw(x,D)π(z)g, π(w)g〉| ≤ sup
ω∈R2d
|VΦa(ω, j(w − z))|, z, w ∈ R
2d.
Proposition 1. Let [0, T ] ∋ t 7→ at be a continuous map in M
∞,1
1⊗v (R
2d) for the
narrow convergence. Then at(x, ξ) is continuous as a function of t, x, ξ.
Proof. Clearly it suffices to consider the un-weighted case (v ≡ 1), since M∞,11⊗v →֒
M∞,1. Let z = (x, ξ), z0 = (x0, ξ0). Then
|〈at, δz〉 − 〈at0 , δz0〉| ≤ |〈at − at0 , δz0〉|+ |〈at, δz − δz0〉|. (14)
Consider now the first term in the right-hand side of (14). If g ∈ S(Rd), ‖g‖L2 = 1,
and g∗(x) := g(−x), it turns out
|〈at − at0 , δz0〉| = |〈Vg(at − at0), Vg(δz0)〉|
≤
∫
|Vg(at − at0)(u, v)||Tz0g
∗(u)| du dv.
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This last expression tends to zero as t→ t0 by the dominated convergence theorem,
because at → at0 in S
′(R2d) implies that Vg(at − at0) → 0 pointwise, whereas the
assumption about narrow convergence yields
|Vg(at − at0)(u, v)| ≤ H(v), t ∈ [0, T ], u, v ∈ R
2d
for some function H ∈ L1(R2d).
Similarly, for the second term in the right-hand side of (14) we have
|〈at, δz − δz0〉| = |〈Vg(at), Vg(δz − δz0)〉|
≤
∫
H(v)|e−2piizvTzg
∗(u)− e−2piiz0vTz0g
∗(u)| du dv
for some H ∈ L1(R2d), and one concludes as above.
The following result is essentially known. We shall give the proof for the benefit
of the reader.
Proposition 2. Let m ∈ Mv, 1 ≤ p, q ≤ ∞. The operators xj , Dj, j = 1, . . . , d,
are bounded Mp,qv1m(R
d) → Mp,qm (R
d), Mp,qm (R
d) → Mp,qm/v1(R
d). Similarly, the
operators xαDβ, |α| + |β| ≤ 2, are bounded Mp,qv2m(R
d)→Mp,qm (R
d), Mp,qm (R
d) →
Mp,qm/v2(R
d)
Proof. It suffices to prove the first part of the statement. Consider the case of xj
(similar arguments apply to Dj). Let g ∈ S(R
d), ‖g‖L2 = 1. We have
Vg(xjf)(w) =
∫
〈xjπ(z)g, π(w)g〉Vgf(z) dz. (15)
On the other hand, with G(x) = xjg(x),
|〈xjπ(z)g, π(w)g〉| ≤ |z||〈π(z)g, π(w)g〉|+ |〈π(z)G, π(w)g〉|
. |z|〈z − w〉−M . (16)
for every M > 0, where we used (13) and the fact that the STFT of Schwartz
functions is Schwartz.
Hence we get
|Vg(xjf)| . v−M ∗
(
|Vgf |v1
)
,
and therefore
‖Vg(xjf)‖Lp,qm . ‖v−M‖L1v‖Vgf‖L
p,q
mv1
,
which gives the desired boundedness of xj :M
p,q
mv1(R
d)→Mp,qm (R
d) (‖v−M‖L1v <∞
if M is large enough, by (6)). Similarly, from (16) we have
|〈xjπ(z)g, π(w)g〉| . |w|〈z − w〉
−M ,
which gives the boundedness of xj :M
p,q
m (R
d)→Mp,qm/v1(R
d)
The following result shows the usefulness of the notion of narrow convergence.
Proposition 3. Let Ω ∋ ζ 7→ aζ ∈ M
∞,1
1⊗v (R
2d) be a continuous map from the
narrow convergence. Let m ∈ Mv. Then the map of operators ζ 7→ a
w
ζ (x,D) is
strongly continuous on Mp,qm (R
d), 1 ≤ p, q ≤ ∞.
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Proof. It is well known, see e.g. [19], that the set {awζ (x,D)} is bounded in the
space of linear continuous operators on Mp,qm . Hence it is sufficient to prove the
strong continuity on M1m, since M
1
m ⊂M
p,q
m with inclusion continuous and dense.
Now, we can suppose that aζ → 0, say for ζ → ζ0, for the narrow convergence.
Let g ∈ S(R2d), ‖g‖L2 = 1. For f ∈ M
1
m, we get
Vg(a
w
ζ (x,D)f)(w) =
∫
〈awζ (x,D)π(z)g, π(w)g〉Vgf(z) dz.
Hence
‖awζ (x,D)f‖M1m = ‖Vg(a
w
ζ (x,D)f)m‖L1
≤
∫∫
|〈awζ (x,D)π(z)g, π(w)g〉|v(z − w)|Vgf(z)|m(z)dz dw. (17)
Now, we have 〈awζ (x,D)π(z)g, π(w)g〉 → 0 pointwise if ζ → ζ0. On the other hand
it follows from Lemma 3.2 that for a new window Φ ∈ S(R2d), with j(z1, z2) =
(z2,−z1),
|〈awζ (x,D)π(z)g, π(w)g〉| ≤ sup
ω∈R2d
|VΦ(aζ)(ω, j(w − z))| ≤ H(w − z),
for some H ∈ L1v(R
2d), where for the last inequality we used the hypothesis of
narrow continuity of ζ 7→ aζ . Since we also have mVgf ∈ L
1 by assumption, we get
‖awζ (x,D)f‖M1m → 0 from (17) and the dominated convergence theorem.
The next results will be used often in the subsequent sections.
Proposition 4. Let [0, T ] ∋ t 7→ at ∈ M
∞,1
1⊗v (R
2d) be continuous for the narrow
convergence, and γ(τ) be a continuous function of τ ∈ [0, 1]. Then the map
[0, T ]× R2d ∋ (t, ζ) 7→ bt,ζ(w) :=
∫ 1
0
γ(τ)at(ζ + τw) dτ, w ∈ R
2d
is still continuous in M∞,11⊗v (R
2d) for the narrow convergence.
The same holds true for the map
[0, T ]× R2d ∋ (t, ζ) 7→ b˜t,ζ(w) := at(ζ + w).
Proof. We prove only the first part of the statement, because the last part follows
similarly from an easier argument.
The continuity of (t, ζ) 7→ bt,ζ in S
′(R2d) is clear. Let us estimate the STFT of
bt,ζ. Let g be a Gaussian function, with ‖g‖L2 = 1. We have
|Vg⊗g(bt,ζ)(z, w)| =
∣∣∣ ∫ 1
0
γ(τ)Vg⊗g [at(ζ + τ ·)](z, w) dτ
∣∣∣
≤
∫ 1
0
|γ(τ)|τ−2d|Vgτ⊗gτ [at](ζ + τz, τ
−1w)| dτ,
where gτ (x) = g(x/τ).
Using the change-of-window formula in Lemma 3.1 we get
|Vg⊗g(bt,ζ)(z, w)| .
∫ 1
0
|γ(τ)|τ−2d
(
|Vg⊗g [at]| ∗ |Vggτ ⊗ Vggτ |
)
(ζ + τz, τ−1w)| dτ.
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We now take the supremum with respect to z and we get, by Young inequality,
sup
z∈R2d
|Vg⊗g(bt,ζ)(z, w)| .
∫ 1
0
|γ(τ)|τ−2d
(
sup
z∈R2d
|Vg⊗g [at](z, ·)| ∗ |Vggτ |
)
(τ−1w) dτ,
where we used the estimate (see e.g. [10, Formula (19)])
‖Vggτ‖L1 ≤ C, 0 < τ ≤ 1. (18)
Now, we have supz∈R2d |Vg⊗g[at](z, w)| ≤ H(w) for some H ∈ L
1
v(R
2d), by assump-
tion. Hence we obtain
sup
z∈R2d
|Vg⊗g(bt,ζ)(z, ·)| .
∫ 1
0
|γ(τ)|τ−2d
(
H ∗ |Vggτ |
)
(τ−1·) dτ. (19)
It suffices to prove that this last expression is in L1v. This follows at once from the
Fubini-Tonelli theorem, using the following two estimates: it turns out
v(τ ·)
(
H ∗ |Vggτ |
)
. (v(τ ·)H) ∗ |v(τ ·)Vggτ | . (vH) ∗ |v(τ ·)Vggτ |,
which follows because v is submultiplicative and satisfies (5), and we also have
‖v(τ ·)Vggτ‖L1(R2d) ≤ C, 0 < τ ≤ 1.
In fact, an explicit computation (see e.g. [10, Lemma 3.1]) shows that |Vggτ (z)| .
τ2dφ(τz) with φ Gaussian, whereas v has polynomial growth.
Proposition 5. Let a(t, ·) satisfy the assumption in Theorem 2.2, and m ∈ Mv,
1 ≤ p, q ≤ ∞. Then the operator aw(t, x,Dx) is bounded M
p,q
v2m(R
d) →Mp,qm (R
d),
Mp,qm (R
d) → Mp,qm/v2(R
d) and the map t 7→ aw(t, ·) is strongly continuous on the
these spaces.
Proof. Since the operators yαDβ , |α|+|β| ≤ 2, are boundedMp,qm (R
d)→Mp,qm/v2(R
d)
(Proposition 2), by a (j − 1)-th order Taylor expansion of aj(t, ·) at (0, 0), j = 1, 2,
we are reduced to prove the result for the remainder
b(t, y, η) = 2
∑
|α|+|β|=2
1
α!β!
∫ 1
0
(1− τ)
(
∂αx ∂
β
ξ a2
)
(t, τ(y, η)) dτ yαηβ
+
∑
|α|+|β|=1
∫ 1
0
(∂αx ∂
β
ξ a1)(t, τ(y, η)) dτ y
αηβ + a0(t, y, η). (20)
Using repeatedly (2), (3) and (4) we can write
bw(t, y,Dy) =
∑
|α|+|β|≤2
awα,β(t, y,Dy)y
αDβy (21)
=
∑
|α|+|β|≤2
yαDβy a˜
w
α,β(t, y,Dy),
where aα,β(t, ·) and a˜α,β(t, ·) are continuous maps in M
∞,1
1⊗v (R
2d) for the narrow
convergence by Proposition 4 and the assumption (9). Hence the corresponding
operators are strongly bounded on Mp,qm (R
d) by Proposition 3.
This concludes the proof.
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4. A class of generalized localization operators. We consider the Hamiltonian
flow (xt, ξt), as a function of t ∈ [0, T ], x, ξ ∈ Rd, given by the solution of
x˙t = ∇ξa2(t, x
t, ξt)
ξ˙t = −∇xa2(t, x
t, ξt)
x0(x, ξ) = x, ξ0(x, ξ) = ξ.
(22)
Under the assumptions of Theorems 2.2-2.5 we see that the functions ∂αx,ξa2(t, x, ξ),
|α| = 2, are continuous by Proposition 1. Moreover they are bounded, because
M∞,11⊗v (R
2d) ⊂M∞,1(R2d) ⊂ L∞(R2d). Hence the solution of the above initial value
problem exists globally in time for every initial datum, and the flow is a map of
class C1 in all variables t, x, ξ. The map χ(t, s) : (xs, ξs) → (xt, ξt) is moreover
symplectic.
Further consider the real-valued phase ψ(t, x, ξ) defined by
ψ(t, x, ξ) =
∫ t
0
(
ξs · (a2)ξ(s, x
s, ξs)− a2(s, x
s, ξs)− a1(s, x
s, ξs)
)
ds. (23)
We now introduce the class of operators used in the next Section for the construction
of the parametrix (cf. [16, 38]).
Proposition 6. Let g ∈ S(Rd). Let [0, T ] × R2d ∋ (t, x, ξ) 7→ G(t, x, ξ, ·) be a
continuous map in S ′(Rd) (weakly), such that |VgG(t, x, ξ, ·)| ≤ H for every t, x, ξ,
for some function H ∈ L1v(R
2d) (in particular we have G(t, x, ξ, ·) ∈M1v (R
d)).
For every s, t ∈ [0, T ], the operator
Tt,sf =
∫∫
eiψ(t,x,ξ)−iψ(s,x,ξ)π(xt, ξt)G(t, x, ξ, ·)Vgf(x
s, ξs) dx dξ
is strongly continuous on Mpm(R
d), 1 ≤ p ≤ ∞, m ∈ Mv.
Proof. We first apply the change of variable (y, η) = χ(t, 0)(x, ξ), which has Jaco-
bian = 1, and we call again (x, ξ) for the new variables; we obtains
Tt,sf =
∫∫
eiψ(t,χ(t,0)
−1(x,ξ))−iψ(s,χ(t,0)−1(x,ξ))
× π(x, ξ)G(t, χ(t, 0)−1(x, ξ), ·)Vgf(χ(t, s)
−1(x, ξ)) dx dξ.
We can write
Vg ◦ Tt,s = Ut,sRt,sVg
where Vg :M
p
m(R
d)→ Lpm(R
2d) is of course bounded, and the operators Ut,s, Rt,s
are defined as follows. The operator
Rt,sF = e
iψ(t,χ−1(t,0)·)−iψ(s,χ−1(t,0)·)F ◦ χ−1(t, s), F ∈ Lpm(R
2d),
is strongly continuous on Lpm(R
2d), 1 ≤ p <∞, and on the closure of the Schwartz
space in L∞m (R
2d); this is straightforward to check.
The operator
Ut,sF (z) =
∫∫
〈π(x, ξ)G(t, χ(t, 0)−1(x, ξ), ·), π(z)g〉F (x, ξ) dx dξ, F ∈ Lpm(R
2d),
is bounded on Lpm(R
2d), because by the assumption on G and (13) we can dominate
its integral kernel by a convolution kernel in L1v(R
2d):
|〈π(w)G(t, χ(t, 0)−1(x, ξ), ·), π(z)g〉| ≤ H(w − z).
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To prove the strong continuity of Ut,s we can assume F ∈ L
1
v, and the conclusion
then follows by the dominated convergence theorem, as in the proof of Proposition
3.
5. Proofs of the main results (Theorems 2.2–2.5). We first construct a
parametrix for the Cauchy problem (8), in the form of generalized localization
operator as in the previous section.
5.1. Construction of a parametrix.
Theorem 5.1. Assume the hypotheses of Theorem 2.2. For 0 ≤ s ≤ t ≤ T there
are operators S˜(t, s), K(t, s) satisfying the following properties:
(1) S˜(t, s) and K(t, s) are strongly continuous on Mpm(R
d), 1 ≤ p ≤ ∞;
(2) S˜(s, s) = Id for every 0 ≤ s ≤ T ;
(3)
(
Dt+a
w(t, x,Dx)
)
S˜(t, s)f = K(t, s)f for every f ∈Mpm(R
d), 0 ≤ s ≤ t ≤ T .
Proof. We set
S˜(t, s)f =
∫∫
eiψ(t,x,ξ)−iψ(s,x,ξ)π(xt, ξt)g(·)Vgf(x
s, ξs) dx dξ,
where g is any Schwartz function, with ‖g‖L2 = 1. Property (2) then follows from
the inversion formula [18, Corollary 3.2.3]
f =
∫∫
π(x, ξ)g(·)Vgf(x, ξ) dx dξ
and the change of variable (y, η) = (xs, ξs), which has Jacobian = 1.
The strong continuity of S˜(t, s) in (1) is a consequence of Proposition 6. Let us
compute
(
Dt + a
w(t, x,Dx)
)
S˜(t, s)f . We have by an explicit computation, using
(22) and (23),
Dt
(
eiψ(t,x,ξ)π(xt, ξt)g
)
(y) = eiψ(t,x,ξ)π(xt, ξt)[∂tψg + ξ˙
t · yg − ξt · x˙tg − x˙t · (−i∇y)g]
(24)
= eiψ(t,x,ξ)π(xt, ξt)[−a2(t, x
t, ξt)g −∇xa2(t, x
t, ξt) · yg
−∇ξa2(t, x
t, ξt) · (−i∇y)g − a1(t, x
t, ξt)g]
whereas (cf. the symplectic invariance of the Weyl calculus in [22, Theorem 18.5.9])
aw(t, y,Dy)
(
eiψ(t,x,ξ)π(xt, ξt)g
)
= eiψ(t,x,ξ)π(xt, ξt)aw(t, y + xt, Dy + ξ
t)g.
Hence we obtain(
Dt + a
w(t, y,Dy)
)
eiψ(t,x,ξ)π(xt, ξt)g = eiψ(t,x,ξ)π(xt, ξt)[bw(t, y,Dy)g],
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with
b(t, x, ξ, y, η) = a(t, y + xt, η + ξt)− a2(t, x
t, ξt)−∇xa2(t, x
t, ξt)y (25)
−∇ξa2(t, x
t, ξt)η − a1(t, x
t, ξt)
= 2
∑
|α|+|β|=2
1
α!β!
∫ 1
0
(1− τ)∂αx ∂
β
ξ a2(t, (x
t, ξt) + τ(y, η)) dτ yαηβ
+
∑
|α|+|β|=1
∫ 1
0
∂αx ∂
β
ξ a1(t, (x
t, ξt) + τ(y, η)) dτ yαηβ
+ a0(t, x
t + y, ξt + η).
Using repeatedly (3) and (4), the assumption (9) and Proposition 4 we can write
bw(t, x, ξ, y,Dy) =
∑
|α|+|β|≤2
awα,β(t, x, ξ, y,Dy)y
αDβy (26)
where aα,β(t, x, ξ, y, η) are a family of symbols in M
∞,1
1⊗v (R
2d), continuous with re-
spect to the narrow convergence as a function of t, x, ξ.
Hence we get (
Dt + a
w(t, x,Dx)
)
S˜(t, s)f = K(t, s)f
with
K(t, s)f =
∫∫
eiψ(t,x,ξ)−iψ(s,x,ξ)π(xt, ξt)[bw(t, x, ξ, y,Dy)g]Vgf(x
s, ξs) dx dξ.
To see that this operator enjoys the properties in (1), by Proposition 6 we have to
verify that G(t, x, ξ, ·) := bw(t, x, ξ, y,Dy)g is continuous as a function of t, x, ξ in
S ′(Rd), which is clear, and that
sup
z∈R2d
|VgG(t, x, ξ; z, w)| ≤ H(w) t ∈ [0, T ], (x, ξ), w ∈ R
2d (27)
for some function H ∈ L1v(R
2d) independent of t, x, ξ. To this end observe that, us-
ing (26), we are left to prove that if c(t, x, ξ, ·, ·) is a family of symbols inM∞,11⊗v (R
2d),
continuous for the narrow convergence with respect to t, x, ξ, it turns out, for
g, γ ∈ S(Rd),
|〈cw(t, x, ξ, y,Dy)γ, π(w)g〉| ≤ H(w)
for some function H ∈ L1v(R
2d). Lemma 3.1 reduces matters to the case g = γ,
where one can then conclude by applying Lemma 3.2.
5.2. Proof of Theorem 2.2.
5.2.1. Existence. Let us prove that there exists a strongly continuous operator
S(t, s) on Mpm(R
d) such that S(s, s) = Id, and
(Dt + a
w(t, x,Dx))S(t, s)u0 = 0, u0 ∈ M
p
m(R
d). (28)
First we observe that for K(t, s) as in Theorem 5.1, for every u0 ∈ M
p
m(R
d) there
exists a unique solution v ∈ C([0, T ],Mpm(R
d)) to the Volterra equation
v(t) = −K(t, 0)u0 − i
∫ t
0
K(t, s)v(s) ds.
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This is a consequence of the contraction mapping theorem applied in the space
C([0, T ],Mpm(R
d)) endowed with the norm supt∈[0,T ] e
−λt‖u(t)‖Mpm , with
λ > sup
0≤s≤t≤T
‖K(t, s)‖Mpm→Mpm .
Moreover one obtains ‖v(t)‖Mpm . ‖u0‖Mpm , t ∈ [0, T ].
If v is such a solution, we then set
S(t, s)u0 = S˜(t, 0)u0 + i
∫ t
0
S˜(t, s)v(s) ds,
where S˜(t, s) is the parametrix in Theorem 5.1. It is then straightforward to check
that (28) holds true, as well as the claimed boundedness of the propagator.
5.2.2. Uniqueness. We have to prove that if u ∈ C([0, T ],Mpm(R
d)) is a solution
to the equation in (8) and u0 = u(0) = 0, then u = 0. Let g ∈ S(R
d). By
Proposition 5 we have in particular u ∈ C1([0, T ],Mpm/v2(R
d)) ⊂ C1([0, T ],S ′(Rd)),
so that Vgu(t)(x
t, ξt) is continuously differentiable as a function of t, x, ξ. By the
fundamental theorem of calculus we have the pointwise equality
e−iψ(t,x,ξ)Vg(u(t))(x
t, ξt) = i
∫ t
0
Ds
(
e−iψ(s,x,ξ)Vg(u(s))(x
s, ξs)
)
ds.
On the other hand it turns out
Ds
(
e−iψ(s,x,ξ)Vg(u(s))(x
s, ξs)
)
= Ds〈u(s), e
iψ(t,x,ξ)π(xs, ξs)g〉
= 〈Dsu(s), e
iψ(s,x,ξ)π(xs, ξs)g〉 − 〈u(s), Ds
(
eiψ(s,x,ξ)π(xs, ξs)g
)
〉
where we used that the map s 7→ eiψ(s,x,ξ)π(xs, ξs)g is continuously differentiable
in S(Rd). Using (24) and (25) we obtain1
〈u(s), Ds
(
eiψ(s,x,ξ)π(xs, ξs)g
)
〉
= 〈u(s),−aw(s, x,D)eiψ(s,x,ξ)π(xs, ξs)g + eiψ(s,x,ξ)π(xs, ξs)G(s, x, ξ, ·)〉
= 〈−aw(s, x,D)u(s), eiψ(s,x,ξ)π(xs, ξs)g〉+ 〈u(s), eiψ(s,x,ξ)π(xs, ξs)G(s, x, ξ, ·)〉,
where G(s, x, ξ, ·) = bw(s, x, ξ, y,Dy)g (same notation as in the proof of Theorem
5.1).
Summing up we get
e−iψ(t,x,ξ)Vg(u(t))(x
t, ξt) = i
∫ t
0
〈Dsu(s) + a
w(s, x,D)u(s)︸ ︷︷ ︸
=0
, eiψ(s,x,ξ)π(xs, ξs)g〉
(29)
−〈u(s), eiψ(s,x,ξ)π(xs, ξs)G(s, x, ξ, ·)〉 ds.
Using (3.1) we can estimate the last term as
|〈u(s), eiψ(s,x,ξ)π(xs, ξs)G(s, x, ξ, ·)〉| .
(
|Vgu(s)| ∗ |VgG(s, x, ξ, ·)|
)
(xs, ξs).
Since (27) holds true for some H ∈ L1v(R
2d), by Young’s inequality we obtain
‖〈u(s), eiψ(s,x,ξ)π(xs, ξs)G(s, x, ξ, ·)〉‖Lpm(R2dx,ξ) . ‖Vgu(s)‖L
p
m
= ‖u(s)‖Mpm .
1The duality pairing is understood for the pairs of spacesMpm −M
1
v andM
p
m/v2
−M1v2v
; cf.
Proposition 5.
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We can then estimate in (29)
‖u(t)‖Mpm = ‖Vg(u(t))‖Lpm ≤ C
∫ t
0
‖u(s)‖Mpm ds, t ∈ [0, T ],
and therefore u(t) = 0 for every t ∈ [0, T ], by Gronwall’s inequality.
5.3. Proof of Theorem 2.3. A carefully inspection of the proof of Theorem 2.2
and the needed preliminary results shows that the only point were we used the
condition on ∂αa2(t, ·) for |α| = 3, 4, and ∂
αa1(t, ·) for |α| = 2, is to pass to the
algebraic expression in (20) to the corresponding quantization in the form (21) –
where, using (2)–(4), additional derivatives fall on the symbol– and similarly in the
proof of Theorem 5.1 (from (25) to (26)). However, when the symbol a(t, x, ξ) has
the special form in Theorem 2.3 the factorization at the level of symbol for σj(t, ξ),
Vj(t, x) gives a corresponding exact factorization at the level of operators, and
therefore the conditions ∂αa2(t, ·) ∈M
∞,1
1⊗v (R
d), |α| = 2, and ∂αa1(t, ·) ∈M
∞,1
1⊗v (R
d),
|α| = 1, suffice in that case.
5.4. Proof of Theorem 2.4. It suffices to prove that, under the present assump-
tions, the results in Proposition 6 and therefore those in Theorem 5.1 still hold for
the modulation spacesMp,qm (R
d), 1 ≤ p, q ≤ ∞. In fact, one is left to prove that the
map F 7→ F ◦χ−1(t, s) is bounded of Lp,qm (R
2d). Now, we have a2(t, x, ξ) = σ2(t, ξ),
so that the symplectic map χ (we omit the dependence on s, t for brevity) has the
special form χ(y, η) = (β(y, η), η), χ−1(y, η) = (β˜(y, η), η), with det ∂β/∂y = 1.
Hence the change of variable y = β(y′, η) (for fixed η) gives
‖F (β˜(y, η), η)m(y, η)‖Lq(Rdη;Lp(Rdy)) = ‖F (y
′, η)m(β(y′, η), η)‖Lq(Rdη;Lp(Rdy′ ))
.
However m(β(y′, η), η) = m(χ(y′, η)) ≍ m(y′, η) since χ is a Lipschitz map, and (7)
holds by assumption. This concludes the proof.
5.5. Proof of Theorem 2.5. We need the following result from [14, Proposition
2.5].
Proposition 7. Let h ∈ C∞(Rd \ {0}) be positively homogeneous of degree κ > 0,
i.e. h(λx) = λκh(x) for x 6= 0, λ > 0, and χ ∈ C∞0 (R
d). Set f = hχ. Then, for
g ∈ S(Rd) there exists a constant C > 0 such that
|Vgf(x, ξ)| ≤ C(1 + |ξ|)
−κ−d, x, ξ ∈ Rd.
One can choose a cut-off function χ ∈ C∞0 (R
d), χ = 1 in a neighborhood of the
origin, and write the equation as
Dtu+ a
w(t, x,Dx)u = 0
with a(t, x, ξ) =
∑2
j=0 aj(t, x, ξ), where a2(t, x, ξ) = |ξ|
κ(1−χ(ξ))+V2(t, x), a1(t, x, ξ) =
V1(t, x), a0(t, x, ξ) = χ(ξ)|ξ|
κ + V0(t, x). By Proposition 7 we have a0(t, ·) ∈M
∞,1
1⊗vr
for every 0 ≤ r < κ. Hence, the conclusion follows at once from Theorems 2.3, 2.4
(with v = vr).
Remark 1. Let us observe that the initial value problem forDt+∆ is not wellposed
in M∞. In fact, if the initial datum is u0 = δ ∈ M
∞, the solution S(t, 0)u0 =
F−1(eit|·|
2
) verifies (by the invariance of M∞(Rd) under Fourier transform)
‖S(t, 0)u0 − u0‖M∞ & ‖F(S(t, 0)u0 − u0)‖M∞ = ‖e
it|·|2 − 1‖M∞ .
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Now, using the window g(x) = e−pi|ξ|
2
, an explicit computation (cf. [1, Theorem 6],
modified according to our normalization) shows that
|Vg(e
it|·|2)(x, ξ)| = (1 + t2)−d/4 exp
(
−
|ξ − tx|2
4π(1 + t2)
)
,
which, if t 6= 0, tends to 0 as |x| → +∞ for every fixed ξ ∈ Rd. On the other hand,
|Vg(1)(x, ξ)| = e
−|ξ|2/(4pi)
is independent of x. Hence we see that supx∈Rd |Vg(e
it|·|2 − 1)(x, ξ)| ≥ e−|ξ|
2/(4pi)
for every ξ ∈ Rd. As a consequence, ‖S(t, 0)u0 − u0‖M∞ ≥ 1 does not tend to zero
as t→ 0.
6. Nonlinear Schro¨dinger equations. In this section we briefly discuss the ex-
tension of the above results in presence of a non-linearity of the type F (u), where
the function F : C → C is entire real-analytic, with F (0) = 0 (F (z) has a Taylor
expansion in z, z, valid in the whole complex plane). In particular we can take a
polynomial in z, z.
To avoid repetitions we summarize the results in a unique statement.
Theorem 6.1. Each of the Theorems 2.2–2.5 admits a nonlinear variant. Namely,
under those assumptions, we have local wellposedness in M1m or even in M
p,1
m (ac-
cording to the corresponding linear result), for 1 ≤ p ≤ ∞, m ∈ Mv, m & 1,
of the initial value problem for the nonlinear equation Lu = F (u), where L =
Dt + a
w(t, x,Dx) is the linear operator, with F (u) as specified above.
It is understood that v = vr, 0 ≤ r < κ, in the case of Theorem 2.5.
Proof. The argument is standard; cf. [43, Theorem 6.1]. Namely, we apply the
contraction mapping theorem in the space X := C([0, T0],M
1
m(R
d)), with T0 small
enough (or X := C([0, T0],M
p,1
m (R
d)), when appropriate).
By the Duhamel principle we can rewrite the semilinear equation in integral form
u(t) = S(t, 0)u0 − i
∫ t
0
S(t, s)F (u(s)) ds
where S(t, s), 0 ≤ s ≤ t ≤ T , is the linear propagator corresponding to initial data
at time s. The classical iteration scheme works in X if the following properties are
verified:
a) S(t, s) is strongly continuous onM1s(R
d) for 0 ≤ s ≤ t ≤ T (which also implies
a uniform bound for the operator norm with respect to s, t, by the uniform
boundedness principle);
b) We have ‖F (u)− F (v)‖X ≤ C‖u− v‖X , for u, v ∈ X in every fixed ball.
The estimate in b) was proved in [9, Formula (28)] in the casem(x, ξ) = 〈ξ〉s, s ≥ 0,
but the same proof extends to any weight m ∈ Mv satisfying m & 1, since one just
uses the fact that M1m is a Banach algebra for pointwise multiplication (the same
holds for Mp,1m ).
As far as a) is concerned, it follows from the above linear results that S(t, s)
is bounded on M1m uniformly with respect to s, t and it is strongly continuous in
M1m as a function of t, for fixed s. The same holds for s, t exchanged, because the
equation is time-reversible. To prove its strong continuity jointly in (t, s) we observe
that if s′ ≤ s ≤ t, u0 ∈M
1
m(R
d),
‖S(t, s)u0 − S(t, s
′)u0‖M1m ≤ C1‖u0 − S(s, s
′)u0‖M1m .
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Hence, the map s 7→ S(t, s)u0 is in fact continuous in M
1
m(R
d) uniformly with
respect to t. This yields the strong continuity of S(t, s) on M1m, as a function of
s, t and concludes the proof.
REFERENCES
[1] A. Be´nyi, K. Gro¨chenig, K. A. Okoudjou and L.G. Rogers, Unimodular Fourier multipliers
for modulation spaces, J. Funct. Anal., 246(2) (2007), 366–384.
[2] A. Be´nyi and K. A. Okoudjou, Local well-posedness of nonlinear dispersive equations on
modulation spaces, Bull. Lond. Math. Soc., 41(3) (2009), 549–558.
[3] A. Boulkhemair, Remarks on a Wiener type pseudodifferential algebra and Fourier integral
operators, Math. Res. Lett., 4(1) (1997), 53–67.
[4] A. Boulkhemair, Estimations L2 precise´es pour des integrales oscillantes. Comm. Partial
Differential Equations, 22(1-2) (1997), 165–184.
[5] F. Concetti, G. Garello and J. Toft, Trace ideals for Fourier integral operators with non-
smooth symbols II, Osaka J. Math., 47 (2010), 739–786.
[6] E. Cordero, K. Gro¨chenig and F. Nicola, Approximation of Fourier integral operators by
Gabor multipliers, J. Fourier Anal. Appl., 18(4) (2012),661–684.
[7] E. Cordero, K. Gro¨chenig, F. Nicola and L. Rodino, Wiener algebras of Fourier integral
operators, J. Math. Pures Appl., 99(9) (2013), 219–233.
[8] E. Cordero, K. Gro¨chenig, F. Nicola and L. Rodino, Generalized metaplectic operators and
the Scho¨dinger equation with a potential in the Sjo¨strand class, J. Math. Phys., to appear,
arXiv:1306.5301.
[9] E. Cordero and F. Nicola, Remarks on Fourier multipliers and applications to the wave
equation, J. Math. Anal. Appl., 353(2) (2009), 583–591.
[10] E. Cordero and F. Nicola, Metaplectic representation on Wiener amalgam spaces and appli-
cations to the Schro¨dinger equation, J. Funct. Anal., 254 (2008), 506–534.
[11] E. Cordero and F. Nicola, Boundedness of Schro¨dinger type propagators on modulation spaces.
J. Fourier Anal. Appl., 16(3) (2010), 311–339.
[12] E. Cordero, F. Nicola and L. Rodino, Time-frequency analysis of Fourier integral operators,
Commun. Pure Appl. Anal., 9(1) (2010), 1–21.
[13] E. Cordero, F. Nicola and L. Rodino, Gabor representations of evolution operators, Trans.
Amer. Math. Soc., to appear, arXiv:1209.0945.
[14] E. Cordero, F. Nicola and L. Rodino, Propagation of the Gabor wave front set for Schro¨dinger
equations with non-smooth potential, preprint, arXiv:1309.0965.
[15] P. D’Ancona, V. Pierfelice and N. Visciglia, Some remarks on the Schroedinger equation with
a potential in LrtL
s
x, Math. Ann., 333 (2005),271–290.
[16] I. Daubechies, Time-frequency localization operators: a geometric phase space approach,
IEEE Trans. Inf. Theory, 34(4) (1988), 605–612.
[17] H. G. Feichtinger. Modulation spaces on locally compact abelian groups, in “Wavelets and
their Applications”, M. Krishna, R. Radhaand, S. Thangavelu Eds., Chennai, India, Allied
Publishers, New Delhi, 2003, pp. 99–140. Updated version of a technical report, University of
Vienna, 1983.
[18] K. Gro¨chenig, Foundations of time-frequency analysis. Applied and Numerical Harmonic
Analysis, Birkha¨user Boston, Inc., Boston, MA, 2001.
[19] K. Gro¨chenig, Time-frequency analysis of Sjo¨strand’s class, Rev. Mat. Iberoam., 22(2) (2006),
703–724.
[20] K. Gro¨chenig and Z. Rzeszotnik, Banach algebras of pseudodifferential operators and their
almost diagonalization, Ann. Inst. Fourier, 58(7) (2008), 2279–2314.
[21] F. Herau, Melin-Ho¨rmander inequality in a Wiener type pseudo-differential algebra, Ark. fo¨r
Mat., 39(2) (2001), 311–338.
[22] L. Ho¨rmander, The analysis of linear partial differential operators, III, Springer-Verlag, 1985.
[23] K. Kato, M. Kobayashi and S. Ito, Representation of Schro¨dinger operator of a free particle
via short time Fourier transform and its applications, Tohoku Math. J., 64 (2012), 223–231.
[24] K. Kato, M. Kobayashi and S. Ito, Remark on wave front sets of solutions to Schro¨dinger
equation of a free particle and a harmonic oscillator, SUT J.Math., 47 (2011), 175–183.
SCHRO¨DINGER EQUATIONS WITH ROUGH HAMILTONIANS 17
[25] K. Kato, M. Kobayashi and S. Ito, Remarks on Wiener Amalgam space type estimates for
Schro¨dinger equation, 41–48, RIMS Koˆkyuˆroku Bessatsu, B33, Res. Inst. Math. Sci. (RIMS),
Kyoto, 2012.
[26] K. Kato, M. Kobayashi and S. Ito, Estimates on modulation spaces for Schro¨dinger evolution
operators with quadratic and sub-quadratic potentials, J. Funct. Anal., 266(2) (2014), 733–
753.
[27] H. Koch and D. Tataru, Dispersive estimates for principally normal pseudodifferential oper-
ators, Comm. Pure Appl. Math., 58(2) (2004), 217–284.
[28] N. Lerner, Metrics on the phase space and non-selfadjoint pseudo-differential operators,
Pseudo-Differential Operators. Theory and Applications, 3. Birkha¨user Verlag, Basel, 2010.
[29] N. Lerner, Y. Morimoto, On the Fefferman-Phong inequality and a Wiener-type algebra of
pseudodifferential operators, Publications of the Research Institute for Mathematical Sciences
(Kyoto University), 43 (2007), 329–371.
[30] A. Miyachi, F. Nicola, S. Rivetti, A. Tabacco and N. Tomita, Estimates for unimodular
Fourier multipliers on modulation spaces, Proc. Amer. Math. Soc., 137 (2009), 3869–3883.
[31] F. Nicola, Phase space analysis of semilinear parabolic equations, J. Funct. Anal., 267 (2014),
727–743.
[32] R. Rochberg and K. Tachizawa, Pseudodifferential operators, Gabor frames, and local trigono-
metric bases, in Gabor Analysis and Algorithms, Appl. Numer. Harmon. Anal., Birkha¨user
Boston, Boston, MA, 171–192, 1998.
[33] M. Ruzhansky, M. Sugimoto and B. Wang, Modulation spaces and nonlinear evolution equa-
tions, in Evolution Equations of Hyperbolic and Schro¨dinger Type, 267-283, Progress in Math-
ematics, Vol. 301, Birkha¨user, 2012.
[34] H.F. Smith, A parametrix construction for wave equations with C1,1 coefficients, Ann. Inst.
Fourier (Grenoble), 48(3) (1998), 797–835.
[35] G. Staffilani and D. Tataru, Strichartz estimates for the Schro¨dinger operator with nonsmooth
coefficients, Comm. Partial Differential Equations, 27 (2001), 1337–1372.
[36] J. Sjo¨strand, An algebra of pseudodifferential operators, Math. Res. Lett., 1(2) (1994), 185–
192.
[37] J. Sjo¨strand, Wiener type algebras of pseudodifferential operators, in Se´minaire sur les
E´quations aux De´rive´es Partielles, 1994–1995, pages Exp. No. IV, 21, E´cole Polytech.,
Palaiseau, 1995.
[38] D. Tataru, Phase space transforms and microlocal analysis, in “Phase space analysis of partial
differential equations, Vol. II, 505–524, Pubbl. Cent. Ric. Mat. Ennio Giorgi, Scuola Norm.
Sup., Pisa, 2004.
[39] D. Tataru, Strichartz estimates for second order hyperbolic operators with nonsmooth coef-
ficients. III, J. Amer. Math. Soc., 15(2) (2002), 419–442.
[40] B. Wang, Sharp global well-posedness for non-elliptic derivative Schro¨dinger equations with
small rough data, preprint, arXiv:1012.0370.
[41] B. Wang and C. Huang, Frequency-uniform decomposition method for the generalized BO,
KdV and NLS equations, J. Differential Equations, 239(1) (2007), 213–250.
[42] B. Wang and H. Hudzik, The global Cauchy problem for the NLS and NLKG with small
rough data, J. Differential Equations, 231 (2007), 36–73.
[43] B. Wang, Z. Huo, C. Hao and Z. Guo, Harmonic analysis method for nonlinear evolution
equations. I, World Scientific Publishing Co. Pte. Ltd., Hackensack, NJ, 2011.
[44] B. Wang, Z. Lifeng and G. Boling, Isometric decomposition operators, function spaces Eλp,q
and applications to nonlinear evolution equations, J. Funct. Anal., 233(1) (2006), 1–39.
Received xxxx 20xx; revised xxxx 20xx.
E-mail address: elena.cordero@unito.it
E-mail address: fabio.nicola@polito.it
E-mail address: luigi.rodino@unito.it
