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Variational quantum algorithms that are used for quantum machine learning rely on the ability to automatically
differentiate parametrized quantum circuits with respect to underlying parameters. Here we propose the rules for
differentiating quantum circuits (unitaries) with arbitrary generators. Unlike the standard parameter-shift rule
valid for unitaries generated by operators with spectra limited to at most two unique eigenvalues (represented
by involutory and idempotent operators), our approach also works for generators with a generic nondegenerate
spectrum. Based on a spectral decomposition, we derive a simple recipe that allows explicit derivative evaluation.
The derivative corresponds to the weighted sum of measured expectations for circuits with shifted parameters.
The number of function evaluations is equal to the number of unique positive nonzero spectral gaps (eigenvalue
differences) for the generator. We apply the approach to relevant examples of two-qubit gates, among others
showing that the so-called fermionic simulation (fSim) gate can be differentiated using four measurements.
Additionally, we present generalized differentiation rules for the case of Pauli-string generators, based on distinct
shifts (here referred to as the triangulation approach), and analyze the variance for derivative measurements in
different scenarios. Our work offers a toolbox for the efficient hardware-oriented differentiation needed for circuit
optimization and operator-based derivative representation.
DOI: 10.1103/PhysRevA.104.052417
I. INTRODUCTION
Quantum computing offers a powerful toolbox for solving
linear algebra problems [1,2]. It is considered as a prime
candidate for improving data analysis and revolutionizing ma-
chine learning [3–5]. The emergent field of quantum machine
learning (QML) gained significant attention in the past several
years [6]. From the application perspective, QML algo-
rithms for classification [7–12], generative modeling [13–20],
reinforcement learning [21–23], and solving differential equa-
tions [24–27] were proposed recently. From the operational
perspective, the algorithmic workflow has changed from a
fault-tolerance-oriented approach with deep ancilla-based cir-
cuits [6] to a hybrid quantum-classical approach [28,29]. The
former approach guarantees an algorithmic speedup, but is re-
source intensive and demands large-scale quantum computers
[4]. The latter approach is widely represented by variational
quantum algorithms (VQAs) [29,30] that may offer an advan-
tage for near-term and midterm noisy devices [31].
To perform QML and solve relevant problems, first the
data (quantum or classical) will be encoded in a quantum
register [28]. For classical data this can be achieved by us-
ing quantum feature maps [32–34], where variables x are
embedded through (nonlinearly transformed) phases of ro-
tations or Hamiltonian evolution, represented by a unitary
operator Û (x). Next, following the VQA workflow, data are
manipulated by a trainable parametrized circuit. Much like the
model weights in classical neural networks, the parameters
θ (often phases of unitary operators that form the circuit,
V̂θ =
∏K
k=1 V̂θk ) are adjusted variationally based on a train-
ing objective defined by a loss function [28,29]. Similar to
classical machine learning, this is a nonconvex optimization
problem that requires a stable optimization schedule. In the
field of deep learning this was achieved by utilizing stochas-
tic gradient descent and automatic differentiation (AD) [35].
They crucially improve the navigation in a rugged or high-
dimensional loss landscape. For QML, given the complexity
of quantum optimization for data embedded in a Hilbert space
and challenges of noisy operation (both physical and statisti-
cal), AD is vital for finding the optimal parameters of quantum
circuits. It is also required for feature map differentiation and
solving differential equations [25]. Similar strategies are also
needed for Hamiltonian differentiation [36,37].
Analytic derivatives of quantum circuits can be estimated
by measuring overlaps between quantum states and were
proven to benefit circuit optimization [38]. This strategy is
valid for differentiation of unitaries Û (x) = exp(−ixĜ/2)
generated by arbitrary Hermitian operators Ĝ, a generator.
At the same time, an overlap measurement is different from
expectations, as it requires a SWAP or Hadamard test that
increase both circuit depth and system size [39,40]. To of-
fer a resource-frugal quantum AD, the parameter-shift rule
(PSR) was proposed and analyzed [41–43]. This algorithm
is designed to estimate an analytic (exact, zero-bias) gradient
via the measurement of expectation values, with quantum gate
parameters being shifted to different values (originally con-
sidered to be fixed). However, the parameter-shift rule is valid
only for the specific type of generators [44] that are involutory
(i.e., Ĝ2 = I such that Euler’s identity holds) or idempotent
operators (Ĝ2 = Ĝ, for example, projectors). In this case the
full analytic derivative requires only two measurements of
expectations (corresponding to averaging over multiple shots
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for two distinct circuits and the same cost operator). The rules
work for no more than two unique eigenvalues in the spectrum
diag@Ĝ →  = {λ j}dj=1, where d = dim(Ĝ). Namely, for in-
volutory and idempotent generators we can shift the spectrum
such that only {±λ} eigenvalues appear (possibly repeated),
leading to scaled identity Ĝ2 = λ2I [42] that allows simpli-
fying the differentiation. A similar approach was used for
variational quantum chemistry protocols where generators in
fermionic basis are split in parts with two multiply degenerate
eigenvalues that can be differentiated [45]. The PSR became
de facto a go-to tool for QML algorithms, also implemented
experimentally [20,46]. This posed the quest for improving
and generalizing the differentiation methods. The shifting
rules were generalized to higher-order derivatives [37,46,47]
and arbitrary size yet symmetric shifts [46] that allow tuning a
variance of the derivative estimation with zero bias (analytical
at an infinite number of shots). The generalization to non-
symmetric parameter shifts and higher-order derivatives has
just been proposed [48]. At the same time, generalizations be-
yond aforementioned generators remain limited. An important
contribution was made in [49], where the Fourier transform
approach was applied to differentiate multiple-eigenvalue uni-
taries and perform coordinate descent. Also, an extension
to the stochastic parameter-shift rule with a composite two-
term generator was proposed in [50]. For generic unitaries
the circuit decomposition approach was proposed [51], being
favorable in some cases, but not applicable to cases where
hardware-native generators have more than two eigenvalues.
In this paper we propose an approach that allows differen-
tiating generic quantum circuits with unitaries generated by
operators with a rich spectrum. The generalized differentia-
tion rules are based on a spectral decomposition and show that
a decisive role in differentiation is played by eigenvalue dif-
ferences, spectral gaps, for the generator spectrum. Unlike the
parameter-shift rule valid for involutory and idempotent oper-
ators with a single unique spectral gap, our approach works
for multiple nondegenerate gaps. We describe a workflow for
derivative measurement based on (i) analyzing the generator’s
spectrum, (ii) calculating coefficients based on gaps and shifts,
and (iii) measuring function expectations at shifted parameters
(see Fig. 1 for the visualization). We showcase the power of
the approach using single- and two-qubit gates. Specifically,
we show that the fSim gate (native to some superconducting
circuits) can be differentiated with the proposed generalized
rules without prior circuit decomposition. We also analyze
variances for the derivative measurements estimated at finite
number of shots. Our work provides a toolbox crucial for
optimization and feature differentiation for digital-analog pro-
tocols and hardware-native QML.
II. METHOD
A. Preliminaries
We start by introducing a function encoding using the
parametrized quantum circuit. For this we employ a varia-
tional state |θ〉 := V̂θ|Ø〉 that is prepared by a sequence of
quantum gates (or Hamiltonian evolution) V̂θ that depends on
the vector of K parameters, θ ∈ RK . Here |Ø〉 is a suitable
initial state, typically taken as a product state. To read out the
FIG. 1. Workflow for generalized circuit differentiation. Given a
quantum circuit encoding a function f , we pick a unitary Û (x) =
exp(−ixĜ/2) parameterized by x and study the spectrum of its
generator Ĝ (we use dimensionless units throughout the paper).
Using unique positive (nonzero) spectral gaps, we form a system of
equations that includes spectral information, parameter shifts, and
measured function expectations. The solution of this system allows
estimating the analytical derivative for general Ĝ.
function value we also use the cost operator Ĉ (this also can
be a sum of Hermitian operators) such that the full expression
reads fθ = 〈θ|Ĉ|θ〉. Having the list of variational parame-
ters {θk}Kk=1, we are often interested in derivatives with respect
to individual parameters. It is thus convenient to single out the
parameter of interest, which we denote by x, while the vector
of remaining parameters is labeled as θ̄. The choice of x is
arbitrary and thus the discussion remains general. We split the
variational circuit into a product of circuits as V̂θ := Ŵθ̄Û (x)V̂θ̄
and absorb the first part of the variational circuit into the
initial state, |ψθ̄〉 := V̂θ̄|Ø〉, and introduce the dressed cost
operator as Ĉθ̄ = Ŵ †θ̄ ĈŴθ̄ . The x-dependent unitary Û (x) to
be differentiated can be written in the general form as







where Ĝ is a generator (Hermitian operator) and ϕ(x) is a
generic function, possibly nonlinear, of the encoded variable.
In the following, for simplicity, we use ϕ(x) = x and discuss
the generalization towards the end of the section. Using the
definition presented above, we are ready to present a function
f as an expectation value






where for brevity we do not state the θ̄ dependence for f . Note
that the function representation in Eq. (2) can be seen through
the prism of adjustable parametrized quantum circuits as in
quantum neural network or VQA architectures, as well as the
differentiation of quantum feature maps [25]. Straightforward
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Equation (3) indeed holds for generic unitaries Û (x) and
generators Ĝ, but has the form of an overlap, not an expec-
tation value. The parameter-shift rule was proposed to rewrite
Eq. (3) as a central difference of two circuit evaluations valid
for Ĝ2 = λ2I [42]. This is valid for involutory and idempo-
tent generators, where the spectrum with filtered duplicates is
{±λ}. In the following, we take a different route and general-
ize the rules to generators with a richer spectrum.
B. Generalized circuit differentiation through spectral
decomposition
To develop the rules for differentiation we use the spec-
tral decomposition for the generator. Under a suitable unitary




λ jP̂ j =: D̂, (4)
where P̂ j ≡ | j〉〈 j| is a projector on the jth eigenstate of
Ĝ. In principle, we can always use diagonal generators and
use additional unitaries to change the basis exp(−ixĜ/2) =
ÛG exp(−ixD̂/2)Û†G. Crucially, compared to the previously
considered involutory and idempotent generators [for in-
stance, sums of projectors satisfying (
∑
j P̂ j )2 =
∑
j P̂ j],
diagonal generators do not square to (scaled) identity, D̂2 =∑
j λ
2
jP̂ j . At the same time, they offer easy access to matrix
functions, where any function g(·) can be written in the form
of weighted projectors g(D̂) = ∑ j g(λ j )P̂ j . Using the spec-
tral decomposition (or simply diagonal generators), we can






















(λ j − λ j′ )ei(x/2)(λ j−λ j′ )〈ψθ̄|P̂ jĈθ̄P̂ j′ |ψθ̄〉, (5)
where we perform differentiation and show that the function
derivative is composed of unknown matrix elements of the
projected cost operator weighted by (complex) coefficients.
The double summation in Eq. (5) introduces multiple terms.
However, we find that by accounting for their properties we
can reduce their number. We consider eigenvalues  to be
ordered λ1  λ2  · · ·  λd . Next we split Eq. (5) into three
groups of terms. The first group includes terms with j < j′.
The second group includes j > j′ terms, where each term
weighted by the eigenvalue differences λ j − λ j′ ≡ −(λ j′ −
λ j ) changes the sign, as compared to the first group. Similarly,
complex exponents exp[ix(λ j − λ j′ )/2] are conjugated. Cru-
cially, we observe that for Hermitian operators 〈P̂ jĈθ̄P̂ j′ 〉 =
〈P̂ j′ Ĉθ̄P̂ j〉∗, where averaging 〈· · · 〉 is over the state |ψθ̄〉.
Finally, in the third group we formally collect the diagonal
terms with j = j′, which vanish trivially for the derivative.
The sum on the right-hand side of Eq. (5) yields a real num-
ber, as expected from the derivative of a real function. Note
that terms involving degenerate eigenvalues j 	= j′ also do
not contribute to the derivative. Thus, from the full spectrum
 and the associated list of differences of eigenvalues  :=
{λ j − λ j′ }dj, j′=1, spectral gaps, we need to filter only unique
positive nonzero gaps ( j > j′). We denote the filtered set by
̄. It is convenient to introduce a superindex s( j, j′) (such that
j 	= j′) that labels spectral gaps ̄ = {	s}Ss=1, where S = |̄|
is the cardinality of the filtered set, and we define unique
gaps as 	s( j, j′ ) ≡ |λ j − λ j′ | for λ j 	= λ j′ . The matrix elements
are labeled as 〈P̂ jĈθ̄P̂ j′ 〉 =: Os and 〈P̂ j′ Ĉθ̄P̂ j〉 = O∗s and we
note that for degenerate gaps matrix elements are summed

























We note that there are at most Smax = d (d − 1)/2 unique
coefficients, and if some spectral gaps in  are degenerate
this number is reduced. Finding the associated vector R of
coefficients is thus required for estimating the derivative (6).
Next we show how to access them through measurement of
expectations f (x + δ) for shifted parameters.
Let us evaluate the function with a shifted argument










Os + H.c., (8)
where in the second equality we used the expression for the

















and collected the expansion in n, leading to the exponent∑
n(i/2)
n	ns δ
n/n! = exp[i	sδ/2]. Note that in Eq. (8), for
brevity, we omitted the constant term originating from j = j′
matrix elements, which vanishes for all derivatives except the
f (0)(x) term. Using different shift strategies, we are now in a
position to search for R and thereby write explicit expressions
for df /dx.
1. Symmetric shifts
First, we consider the case of symmetric shifts. Namely,
we aim to perform pairs of shifts, with plus and minus signs,
keeping the magnitude of the shifts the same. This leads
directly to evaluation through real coefficients Rs, avoiding
the search for complex matrix elements Os. Let us consider
a specific δ and two function evaluations. Subtracting the
minus-shifted from the plus-shifted function measurement,
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we get














where we used the same definitions as in Eq. (7). Having
established in Eq. (10) the relation between real coefficients
and central differences that are valid for any δ, we need to
choose a set of shifts {δs}Ss=1 (corresponding to 2S measure-
ments as we use ±δs evaluations) and solve the system for S
values of {Rs}. We can loosely call these shifted points stencils
that are used to improve the derivative quality [52]. Defining






























Introducing a vector of measured central differences F =
(F1, F2, . . . , FS ), the system of equations (11) is recast as
F = M · R, where M is the matrix formed by sine functions
evaluated for known phases. Inverting the system, we can get
the unknown coefficients as
R = M−1 · F. (12)




−1)ss′Fs′ , and substituting into Eq. (6) we get the
measured first-order derivative. While being simple, the ap-
proach holds for generic generators and represents one of the
main results of this paper. Note that the measured derivative
is bias-free in the same sense as the parameter-shift rule for
specific generators: It is exact when measured with an infinite
number of shots. It does not require physically changing the
basis to the diagonal one; this step is only needed to derive the
coefficients in front of measured function expectations.
We summarize the workflow for symmetric generalized
circuit differentiation in Fig. 1. Its main steps are to (i) find
unique nonzero gaps in the generator spectrum, (ii) form the
inverse matrix with complex coefficients, and (iii) combine
them with function evaluations at shifted values to represent
the measured derivative.
2. Distinct shifts: Triangulation approach
In principle, we can also use distinct shifts that are general
and are not equal in absolute values. Let us consider a system
of equations formed by functions evaluated at different shifts.
For any two stencil values δ and δ′ we have






























where we observe that the real part on the right-hand side
of Eq. (13) depends on both the real and imaginary parts of
the matrix elements Re{Os} and Im{Os}. To determine these
matrix elements we need to write the system of equations
for , ′ = 1, . . . , 2S + 1 with independent function evalua-
tions. This approach is directly related to the Fourier-based
circuit derivative introduced in [49] that requires the same
number of measurements. Importantly, to get derivatives for
the generic dressed cost function and initial state we need
to have a reference point, which can be the function evalu-
ated as zero shift. The naive approach based on 2S function
evaluations fails to provide derivatives. The origin of this
effect can be traced to the recently proven no-go theorem in
[48]. Solving the system for Re{Os} and Im{Os}, we substi-
tute them in Eqs. (7) and (6), thus measuring the derivative
with generalized shifts. Although the procedure is relatively
straightforward, in most cases it resorts to numerical solution.
While symmetric shifting resembles the central differencing
in numerical differentiation (though exact), the generalized
shifting procedure is reminiscent of forward and backward
differencing (also exact). We note that solving the generalized
system may be beneficial in some cases as it allows playing
with variances for the measured derivative.
C. Feature map differentiation through spectral decomposition
While circuit differentiation is used predominantly for op-
timizing variational parameters [41,42,48], recently it also
became crucial for solving differential equations [25]. In this
case, f (x) in Eq. (2) encodes a function of variable x and
Û (x) serves as a feature map [32]. Our goal is representing
df (x)/dx as a sum of expectation values, using the smallest
number of evaluations.
We now show that for some feature maps and circuits used
in QML we can use symmetries to reduce the number of
circuit evaluations. Typically, feature maps represent a tensor
product of rotations (parallel sequences) parametrized by the
same variable x [33]. One example corresponds to the product





where N is the number of qubits used for the encoding. Here
R̂α, j (ϕ) := exp(−i ϕ2 P̂α, j ) is a Pauli rotation operator for Pauli
matrices P̂α, j = X̂ j , Ŷj , or Ẑ j (α = x, y, z, respectively) acting
on qubit j with phase ϕ. For brevity, let us assume α = z, as
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other cases can be considered in the same way with additional
Hadamard and phase gates before and after the feature map.
We can rewrite Eq. (14) in the form of Eq. (1), where the





which corresponds to a sum of Pauli operators. Being the total
effective magnetization [53], the generator ĜZ in Eq. (15)
has a spectrum with N + 1 eigenvalues  = {−N,−N +
2, . . . , N − 2, N}. Some eigenvalues are multiply degenerate,
and the number of unique positive gaps is S = |̄| = N . As
the feature map can also be differentiated by applying the
parameter-shift rule individually to each rotation, the deriva-
tive can be measured using at most 2N circuit evaluations.
First, we note that eigenstates of ĜZ coincide with compu-
tational basis states and have all real amplitudes. Equivalently,
these can be states where a global phase is the same. Next we
consider an input state |Ø〉 with real amplitudes, and Ansätze
V̂θ,Ŵθ ∈ SO(2N ) that preserve this structure (one example is
used in fermionic simulations [54]) such that |θ〉 remains
real. Finally, we consider cost functions with real-valued ma-
trix elements, which can be formed by strings of Pauli X and
Z operators, as well as strings with an even number of Pauli Y
operators. Given the real structure of (variational) states and
readout, the matrix elements Os ∈ R in Eq. (13) are real for
any set of shifts {δ} and the difference considered in Eq. (13)
now reads


















we recall that the imaginary parts of matrix elements Im{Os}
remain zero. As the number of unknown coefficients reduces
by symmetry, it is sufficient to perform measurements at
N + 1 shifts (may include original function evaluation), re-
ducing the budget of analytic derivative measurement from
2N evaluations required before for the single-qubit parameter-
shift rule. This halves the measurement time for function
derivatives and speeds up the solution for systems of differ-
ential equations.
So far we have observed that the specific choices we
made here can give us reductions in the number of required
measurements. Similarly, we can also imagine the situation
where only imaginary parts are nonzero or the matrix elements
are complex valued but have specific structure that connects
real and imaginary parts (like in Kramers-Kronig relations,
which may be familiar to physicists). To conclude the section,
we note that many more symmetries can be incorporated
to reduce the number of measurement. They depend on the
structure of Ansätze, feature maps, and cost functions or can
be facilitated by pre- and postprocessing. Finding efficient
strategies that minimize the number of function evaluations
is an important direction of future research.
III. APPLICATIONS AND DISCUSSION
In the preceding section we established the rules for
generic quantum circuit differentiation. Let us show how they
can be applied in practice. As discussed above, exact formu-
las are defined by the generator gaps, and thus we consider
possible generators of interest.
A. Pauli-string generators
First, let us reconsider the case of involutory genera-
tors. These can be represented by Pauli operators (generating
single-qubit rotations) or multiqubit Pauli strings. Their spec-
trum is ̄ = {+1,−1} (repeated eigenvalues are filtered out),
the gap spectrum yields  = {0, 2,−2, 0}, and ̄ = {	},
where 	 = 2. Only a single shift value suffices, where
Eq. (10) substituted into Eq. (6) leads to
df (x)
dx
= 	[ f (x + δ) − f (x − δ)]
4 sin(δ	/2)
. (17)
This result thus coincides with other works with PSR general-
izations in [46,48].
To use the generalized approach with distinct shift trian-
gulation for spectra with the single unique gap we formally
require three shifts δ1,2,3. Note that one of them may be zero,
thus leading to a simple function evaluation. The generalized






























































While the three-shift generalization shown in Eq. (18) was not
considered before, intriguingly, it correlates with the no-go
theorem recently presented in Ref. [48], showing that only
two shifts of distinct magnitude cannot provide a derivative
of the PSR type. The presented generalization offers high
tunability in terms of variance minimization and maximal
derivative inference and will be considered in cases where
function evaluation f (x) is anyway available (e.g., as in QML
variational algorithms with L2 loss).
While the major goal of finding analytic derivatives is in
reducing the bias to zero, another important issue is in mini-
mizing a variance for the derivative measurement df /dx ≡ f ′.
This is defined as
Var[ f ′] = E[( f ′)2] − E[ f ′]2, (19)
where we recall that the measurement of the derivative
assumes taking the expectation value over Nshots shots.
Following the approach by Mari et al. [46], we can
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derive the variance for derivative measurement assuming each
function measurement obeys normal statistics with variance
σ 2(x)/Nshots. For the symmetric differentiation rule in Eq. (17)
the derivative variance reads
Var[ f ′] = 	
2
16 sin2(δ	/2)
σ 2(x + δ) + σ 2(x − δ)
Nshots
, (20)
and for the case of Pauli generators with 	 = 2 this coincides
with the result in Ref. [46].
In general, the variance of the function measurement de-
pends on the shift value, as well as initial state and the dressed
cost function, making the full analysis circuit dependent.
However, as we see in Eq. (20), the variance contributions
from the +δ and −δ circuit cannot be tuned independently
and δ mainly controls the overall prefactor of Var[ f ′]. Using
a simplistic assumption that the measurement statistics have
only a weak parameter dependence σ 2(x) ≈ σ 20 , one can write
the expression for the variance of derivative measurement as
Var[ f ′] ≈ 	2σ 20 /8 sin2(δ	/2)Nshots. For illustration, we pro-
vide this dependence in Fig. 2(a). The variance is measured in
σ 20 /Nshots units and is minimized at 1/2 for ±π/2 shifts.
The situation changes qualitatively when we consider the
generalized S = 1 circuit differentiation with the triangulation
approach. Unlike the symmetric case, the derivative mea-
surement in Eq. (18) includes the linear combination from
three circuit measurements. Each measurement is normally
distributed due to sampling statistics, but may have different
variance, and has a distinct prefactor. The variance for gener-
alized derivative measurement is
Var[ f ′] = ν1σ















































Importantly, the coefficients in Eqs. (22)–(24) depend on three
shifts and potentially can be adjusted to minimize the full
variance. Finally, to illustrate how the derivative variance
depends on the shifting parameters, we set δ3 = 0 (simple
function evaluation), assume σ 2(x + δ) ≈ σ 20 ( = 1, 2, 3),
and plot Var[ f ′] as a function of δ1 and δ2. The result is shown
in Fig. 2(b). We observe several regions where the variance
(measured in σ 20 /Nshots units) is minimized at a value of 1/2.
The corresponding shifts of π/2 and 3π/2 magnitude are
shown by white dots. We also note the regions of high variance
Var[ f ′] (white, cut at Var[ f ′] = 8). These can be separated
in two groups. First, for small shifts the variance increases
similarly to numerical differentiation with finite differencing.
Second, there are sets of shifts, depicted with dashed gray
lines, where two shifts are equal, and thus no useful informa-
tion about the derivative is used. To conclude this discussion,
we stress that the optimization of shifts for generalized deriva-
FIG. 2. Variance for generalized circuit derivatives: S = 1 case.
We consider generators with the single unique gap 	 = 2. (a) Vari-
ance Var[ f ′] shown as a function of the symmetric δ shift. The plot
assumes that the variance of measured observables is shift indepen-
dent, and Var[ f ′] is in units of σ 20 /Nshots. The minimal value of 1/2 is
shown by the dashed horizontal line. (b) Variance for the derivative
measured with distinct shifts δ1 and δ2. This is minimized at 1/2
for combinations of ±π/2 and ±3π/2 shown by white dots. The
measurement statistics are assumed to be shift independent. Dashed
gray lines depict shift parameters at which the variance increases
as it approaches the finite-difference limit or when no meaningful
information about the derivative is gained.
tive measurement will depend on σ 2(x + δ),  = 1, 2, 3, and
may contribute to the variance reduction using additional con-
trol tools.
B. The fSim gate
Now let us consider an example of the gate where the
capabilities of generalized parameter differentiation are cru-
cial. This is represented by hardware-native unitaries that
are generated by Hamiltonians with more than one unique
spectral gap. While elementary gate decomposition can help
to differentiate the sequence using the derivative product rule
[51], we note that for many hardware platforms it is beneficial
to differentiate them without extra overhead (depth increase)
and using an already optimized structure. One example is
the fSim gate native to Google’s devices based on gmon ar-
chitecture [55], which enabled state-of-the-art simulation of
scrambling on a quantum processor [56]. This two-qubit gate
is represented by the unitary parametrized by two angles θ and
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1 0 0 0
0 cos(θ ) −i sin(θ ) 0
0 −i sin(θ ) cos(θ ) 0




This unitary can be formally written as ÛfSim(θ, φ) =
exp[−iĤfSim(θ, φ)] where the underlying effective Hamilto-
nian can be deduced as a matrix logarithm ĤfSim(θ, φ) =
i log[ÛfSim(θ, φ)]. This can be written in the Pauli basis as
ĤfSim(θ, φ) = θ
2
(X̂1X̂2 + Ŷ1Ŷ2) + φ
4
(I − Ẑ1 − Ẑ2 + Ẑ1Ẑ2).
(26)
Following the notation introduced in the preceding section, we










where we defined separate generators Ĝ(θ ) := (X̂1X̂2 + Ŷ1Ŷ2)
and Ĝ(φ) := (I − Ẑ1 − Ẑ2 + Ẑ1Ẑ2)/2. When the fSim gate is a
part of the bigger circuit and function (or energy) encoding,







× [Ĝ(θ ), Ĉθ̄]e−i[(θ/2)Ĝ
(θ )+(φ/2)Ĝ(φ)]|ψθ̄〉, (28)
and the derivative with respect to φ can be written in a sim-
ilar way. Following the spectral decomposition approach, we
need to bring the generator into diagonal form Û†G(θĜ(θ ) +
φĜ(φ) )ÛG =: θD̂(θ ) + φD̂(φ). Here the diagonal θ genera-
tor reads D̂(θ ) := Ẑ2 − Ẑ1, while the φ generator remains
the same, D̂(φ) := Ĝ(φ). Since Ĝ(θ ) and Ĝ(φ) commute, the
basis-change unitary ÛG is parameter independent, so the
consideration can follow the same spectral decomposition
strategy as in Eq. (5). The derivative with respect to θ and
φ can be analyzed by studying generators D̂(θ ) and D̂(φ). We
start with θ differentiation as the more interesting case.
The spectrum of D̂(θ ) (or equivalently Ĝ(θ )) consists of four
eigenvalues (θ ) = {2, 0, 0,−2} (same as for single-qubit ro-
tations on two separate qubits). The filtered set of nonzero
positive gaps includes ̄ = {	1,	2}, where 	1 = 2 and
	2 = 4. Thus, θ differentiation requires the S = 2 strategy
for finding two unknown coefficients. Using the symmetric
shifting procedure with four measurements at {±δ1,±δ2}, we
arrive at an explicit expression for the fSim derivative
df (θ, φ)
dθ
= α1(δ1,2,	1,2)[ f (θ + δ1, φ) − f (θ − δ1, φ)]
+α2(δ1,2,	1,2)[ f (θ + δ2, φ) − f (θ − δ2, φ)],
(29)




































) − sin ( δ1	22 ) sin ( δ2	12 )} , (31)
and Eqs. (29)–(31) hold for any generator with two unique
gaps. We note that the four-term parameter-shift rule was
derived in [57] in the context of variational quantum eigen-
solvers, where a commutator-based approach was used. The
triangulation approach can also be employed using five mea-
surements, with four distinct nonzero shifts. However, the
expressions are cumbersome and we avoid presenting them
here.
We return to the φ differentiation case. Looking at the spec-
trum of Ĝ(φ) corresponding to a projector, (φ) = {2, 0, 0, 0},
we get ̄ = {	}, where 	 = 2. Thus, only two function eval-
uations are needed following the S = 1 rule in Eq. (17),
df (θ, φ)
dφ
= 	[ f (θ, φ + δ) − f (θ, φ − δ)]
4 sin(δ	/2)
, (32)
or the generalized S = 1 rule in Eq. (18).
Now let say a couple of words about the variance. Since φ
differentiation follows the S = 1 rules (we consider symmet-
ric shifts), the variance scaling is the same as for Pauli-string
generators considered before. However, the situation changes
for the θ differentiation. The corresponding variance can be
written as
Var[ f ′θ ] = α21[σ 2(θ + δ1, φ) + σ 2(θ − δ1, φ)]/Nshots
+α22[σ 2(θ + δ2, φ) + σ 2(θ − δ2, φ)]/Nshots,
(33)
showing that δ1 and δ2 shifts come with distinct weights.
Assuming for simplicity that the statistics for function mea-
surements are the same, σ 2(θ ± δs, φ) ≈ σ 20 , we plot the
derivative variance Var[ f ′θ ] in Fig. 3. We observe that the
variance is minimized at shifts around 0.80π and 0.29π in
absolute values (white dots), with Var[ f ′θ ] reaching 1.40 in
σ 20 /Nshots units. Naturally, for equal shifts or for zero shifts we
cannot access the derivative faithfully, as shown by increasing
variance (dashed gray lines in Fig. 3).
C. Other two-qubit gates
Other examples of two-qubit gates that are based on the
multigap spectrum include the cross-resonance (CR) gate as
realized in superconducting circuits [58]. The generator of the
CR gate corresponds to a sum of different Pauli strings. This
sum generally corresponds to the effective Hamiltonian of the
Hilbert space for microwave modes (nonlinear bosonic lad-
ders) truncated to the two lowest levels. Due to the multilevel
structure, many terms arise with the strength being depen-
dent on (and/or tuned by) the drive power, anharmonicity,
crosstalk, etc. [59–61]. The effective circuit Hamiltonian also
can be modified by using Floquet engineering [62]. The struc-
ture of the effective CR Hamiltonian in general corresponds to
[61]
ĤCR = γ1Ẑ1 + γ2Ẑ1X̂2 + γ3X̂2 + γ4Ẑ2 + γ5Ẑ1Ẑ2, (34)
where {γ j} are tunable parameters that depend on the system,
and additionally spurious Ŷ2 terms can appear due to crosstalk
[60]. Typically, one can select dominant terms by tuning the
drive power. Ideally, the CR gate would be generated by the
Ẑ1X̂2 term. In this case, with the pure Pauli-string generator,
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FIG. 3. Variance for the fSim gate derivative: S = 2 case. We
consider the fSim generator with two unique gaps 	1 = 2 and 	2 =
4 corresponding to θ differentiation. Variance Var[ f ′θ ] is shown as
a function of two symmetric shifts δ1 and δ2. It is measured in
units of σ 20 /Nshots assuming that function measurements are shift
independent. The optimal shifts are shown by white dots and are
located around ±0.8π and ±0.29π values, leading to the minimal
variance of about 1.4. Dashed gray lines show cases where no useful
information about the derivative is measured.
the S = 1 parameter-shift rule is sufficient for the gate differ-
entiation.
In some cases the cross-resonance drive generates strong
single-qubit terms simultaneously with the two-qubit cross-
resonant interaction. First, for the dominant Ẑ1 and Ẑ1X̂2 terms
of the same magnitude [60] γ1 = −γ2 = 1 and γ3,4,5 = 0, the
CR gate generator reduces to ĜCR = Ẑ1 − Ẑ1X̂2, the spectrum
is  = {2, 0, 0,−2}, and gaps are ̄ = {2, 4}. In this case one
can use the four-shift rule described in Eq. (29).
In cases when the cross-resonance drive induces single-
qubit terms of equal strength γ1 = γ3 = 1 and the two-qubit
CR interaction is weaker but nonzero −1 < γ2 < 0 [60], the
generator corresponds to ĜCR = Ẑ1 + γ2Ẑ1X̂2 + X̂2 and leads
to the  = {−2 + γ2, γ2,−γ2, 2 + γ2} spectrum. The cor-
responding filtered gaps include three distinct values ̄ =
{	1,	2,	3} that include 	1 = 2(1 + γ2), 	2 = 2(1 − γ2),
and 	3 = 4. For brevity, setting γ2 = − 12 , we arrive at ̄ ={1, 3, 4} distinct spectral gaps. To differentiate this gate we
require six circuit evaluations in the symmetric case. The





[ f (x + δ1) − f (x − δ1)]
+ ν2
4V
[ f (x + δ2) − f (x − δ2)]
+ ν3
4V
[ f (x + δ3) − f (x − δ3)], (35)
where coefficients ν1,2,3 and the denominatorV have involved
a trigonometric dependence on gaps 	1,2,3 and shifts δ1,2,3.
For completeness, we present the explicit expressions in the
Appendix.
For the situations with more Pauli terms included in the
generator and generic interaction constants γ j , the spectrum
is even more rich. It may include four distinct positive gaps.
In this case differentiation with symmetric shifts requires
eight function evaluations. The corresponding expressions are
too bulky to be presented explicitly, and possibly the best
course of action is a numerical calculation of coefficients from
Eq. (12).
Finally, for the generic two-qubit gates one can consider
a generator as a sum of all possible Pauli strings. This gives
us the maximal number of unique gaps S = d (d − 1)/2 = 6
for the four-state Hilbert space. We have seen in the analysis
of differentiation that this number matches the number of
independent matrix elements {Os}, with both real and complex
parts, which for the generic dressed cost function Ĉθ̄ and
generic states |ψθ̄〉 are independent. We thus expect that the
full information about the circuit derivative requires not less
than 2S measurements, unless some of them vanish due to Ĉθ̄
or |ψθ̄〉 symmetries (as happens sometimes in practice).
D. Qutrit gates
As the generalization only depends on the spectrum and is
not tied to the specific form of operators, we can also apply
it to multilevel quantum systems. The minimal example here
is a qutrit. The qutrit operators correspond to generalizations
of Pauli matrices for three-level quantum systems, often taken
as Gell-Mann matrices. In quantum hardware these are often
realized in nitrogen-vacancy centers in diamond and atomic
systems. From the application perspective, the ability to dif-
ferentiate three-level unitary operators may largely benefit
optimal control [43,63] and improve dynamical decoupling
and sensing capabilities.









⎝1 0 00 −1 0
0 0 0
⎞
⎠, . . . (36)
and all of them have the energy spectrum being  =
{1, 0,−1}. This correspondingly leads to spectral gaps that in-
clude ̄ = {1, 2} unique positive distances. The recipe for tak-
ing the corresponding derivative for Û (x) = exp(−ixĜ(3)/2)
as a part of function encoding (or energy) then relies on S = 2
differentiation rules. The expression thus is the same as for θ
derivative of the fSim gate,
df (x)
dx
= α1(δ1,2,	1,2)[ f (x + δ1) − f (x − δ1)]
+α2(δ1,2,	1,2)[ f (x + δ2) − f (x − δ2)], (37)
where the α1,2 coefficients are the same as in Eqs. (30) and
(31) for gaps 	1 = 1 and 	2 = 2. As for the variance, the
derivative for qutrit circuits measured with a limited number
of shots follows Eq. (33). It is minimized for {δ1, δ2} with
absolute values of 0.80π and 0.29π .
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E. Hardware discussion
Until recently, quantum computing has been dominated
mostly by the digital paradigm. From the theoretical perspec-
tive, this relies on the realization of a universal gate set and
specifically targeting its error-corrected operation. One exam-
ple is a minimal Clifford+T gate set, which is universal: The
noise introduced by each gate can be suppressed exponentially
using error correction protocols. However, this introduces a
large overhead, mostly defined by the qubit rotation synthesis
via the Solovay-Kitaev approach.
For current noisy intermediate-scale quantum computers
the successful operation usually relies on more expressive
circuits. In this case the gates correspond to single-qubit
rotations and entangling operations, implemented in hard-
ware without synthesis. While more conventional entangling
gates correspond to controlled-NOT, controlled-Z (CZ), and√
iSWAP, hardware teams become increasingly enthusias-
tic about hardware-efficient gate sets that avoid overhead
in implementation and have higher fidelity. In fact, this
understanding has led to the demonstration of quantum
supremacy, where the implementation of fSim-type gates
and the SYCAMORE gate provided a crucial advantage over
CZ-based random circuits precisely because of their richer
eigenspectrum and higher entangling power [64]. Another ex-
ample is the cross-resonance CR gate that enabled cloud-based
quantum computing [65].
It was realized that some architectures have difficulties
in simulating effective “traditional” gate sets, while being
more effective in evolving their system (or qubits) over some
more complex Hamiltonian with a pulse-controlled evolution.
Examples include global entangling gates native to trapped
ion systems [66], analog blocks as realized in neutral atoms
[67,68], and native three-qubit gates realized via Rydberg
blockade [69]. The burgeoning development of native gate
sets and its high performance has led to the growth of the
digital-analog quantum computing paradigm [70,71].
At the same time, from an algorithmic design perspective,
many near-term algorithms depend in one way or another on
a variational quantum circuit Ansatz that is variationally opti-
mized in a hybrid-classical feedback loop in order to optimize
the system’s output state for some condition or salient feature
[30]. In some cases, there is a particular problem-guided struc-
ture to these Ansätze, requiring particular Hamiltonians to be
evolved for a fixed time (including a quantum approximate op-
timization algorithm [72], variational phase estimation [73],
variational fast forwarding [74], etc.). In other cases, one
simply wishes to explore a large part of the Hilbert space
in an overparametrization setting and one mostly cares about
short-depth entangling or expressive power [25,41,65,70,75].
In all hardware-efficient strategies, this means the native gate
sets can be chosen directly to avoid compilation overhead and
their differentiation is highly required.
Whether driven by hardware or algorithmic considera-
tions, it is clear there is a need in the art for differentiating
gates other than those generated by single-Pauli-string gener-
ators. Therefore, we see the main advantage of generalizing
parameter-shift rules to generators with a complex eigenspec-
trum as a valuable tool for variational protocols realized with
hardware-native gates, positively contributing to the success
of their operation.
IV. CONCLUSION
We have proposed an approach for differentiating quantum
circuits where unitaries have generic generators. It can treat
generators with multiple unique spectral gaps S and general-
izes the parameter-shift rule, which is limited to generators
with at most two unique eigenvalues (S = 1). Using a spectral
decomposition, we provided simple formulas for measuring
the derivative as a sum of weighted function measurements.
Considering symmetric shifts (pairs of equal magnitude and
different signs), we provided a measurement schedule with
at most 2S function evaluations, needed to learn S complex
matrix elements in a generic system. We also provided an
approach with distinct (nonsymmetric) shifts, where 2S + 1
measurements are required. The developed approach was ap-
plied to various quantum gates, including fSim gate (S = 2),
cross-resonance gate, and qutrit rotations. We provided ex-
plicit expressions for derivatives and analyzed the variance for
measuring derivatives with a finite number of shots. Our work
aims to enrich the differentiation strategies for hardware-
efficient variational algorithms and quantum embeddings of
derivatives.
Note added. Recently, several preprints were submitted on
the same subject [76,77]. In [76] the authors also considered a
spectral decomposition, but concentrated on generator decom-
position approaches that can offer beneficial measurement
scaling for some cases. In [77] the authors developed general
rules that include the stochastic parameter-shift rule and addi-
tionally concentrated on the case of spectra with equidistant
eigenvalues.
APPENDIX: COEFFICIENTS FOR S = 3
DIFFERENTIATION RULES
Circuit differentiation rules for a case of the generator with
three distinct positive gaps (S = 3) require six measurements
for symmetric shifts. The derivative was presented in Eq. (35)








































































































































































































































































































The variance for S = 3 can be obtained analogously to the considered S = 1 and S = 2 cases. It corresponds to variances of
function measurements, weighted by coefficients ν2s /V2.
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