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O cheiro, as cores, o gosto e muitos outros sinais podem ajudar uma pessoa a
compreender um fenômeno. Os sentidos são utilizados para ampliar a percepção
humana no caminho da formação do conhecimento. Assim, a interface com o usuário
pode melhorar a qualidade e a eficiência de um projeto “E-Learning”, uma vez que
pode representar uma informação a ser assimilada ou transmitida. Para desenvolver o
ECOLIG, um protocolo semiótico capaz de compartilhar o espaço interno de recursos
ativos, este trabalho propõe o uso de interfaces h́ıbridas e dispositivos sem fio para
interagir com dispositivos elétricos, como equipamentos eletrônicos ou transdutores
iônicos. Este protocolo de comunicação, que encapsula seqüências de formação do
conhecimento, deve ser utilizado de forma a tornar coerentes as relações Objeto-
Signo e Objeto-Interpretante. Conclui ainda que, aprender a compartilhar o espaço
interno pode ser um dos grandes desafios na utilização das redes de processamento de
recursos para a criação estruturada de processos semióticos em busca da transferência
eficiente da informação em aplicações dos tipos “e-learning”, automação e robótica
dentre outras.
Palavras-chave: Sistemas Homem-Máquina, Educação a Distância,
Realidade Aumentada, Semiótica, Comunicação.
Abstract
The smell, the color, the taste and many others signs can contribute to someone
understand a phenomenon. Those set of feelings are used to improve the human
perception as part of knowledge path. In this way, the user interface can improve the
quality and eficience of an E-Learning project, since it can represents some informa-
tion to be assimilated or transmited. To develop the ECOLIG, a semiotic protocol,
able to share the internal area of active resources, this work proposes the use of hy-
brid interfaces and wireless devices to interact with electrical resources, as electronic
equipments or ionic transducers. This communication protocol, which encapsulates
the path of knowledge, should be used to make Object-Sign and Object-Interpreter,
consistent relations. Finally, learn how to share the internal space can be a great
step to the knowledge transmission using the development of a systematic semiotic
protocol with e-learning, automation, robotics and others applications.
Keywords: Man-Machine System, E-Learning,
Augmented Reality, Semiotic, Communication.
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muitas das dificuldades encontradas.
Aos pesquisadores do CNRS “Centre National de la Recherche Scientifique”, em con-
junto com o “Institut de Recherche en Communications et Cybernétique de Nantes”
(IRCCyN) que apoiaram os desenvolvimentos e as pesquisas deste trabalho.
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capacidade de medir ou contar e de se comunicar, obteve-se a idéia
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3.5 Árvore fitogenética da espécie humana . . . . . . . . . . . . . . . . . 49
3.6 Volume de informação digital em 5 anos . . . . . . . . . . . . . . . . 50
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3.13 O segmento áureo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.14 O modelo da causalidade . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.15 A dualidade na hierarquia do grau de liberdade . . . . . . . . . . . . 83
4.1 Modelo de um Sistema Aberto . . . . . . . . . . . . . . . . . . . . . . 101
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5.11 Caracteŕısticas de Algumas Ondas Cerebrais . . . . . . . . . . . . . . 218
5.12 Tensão de referência-Reg. de Aproximações Sucessivas-SAR/ADC . . 219
5.13 Efeito da aplicação da Decimação . . . . . . . . . . . . . . . . . . . . 219
5.14 Efeito da remoção de picos e distorções . . . . . . . . . . . . . . . . . 219
5.15 Efeito da aplicação da aproximação por degraus . . . . . . . . . . . . 220
5.16 Ambiente de Desenvolvimento . . . . . . . . . . . . . . . . . . . . . . 220
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5.18 Interface Cérebro Computador da EMOTIV . . . . . . . . . . . . . . 221
5.19 Treinamento Cognitivo - Movimento p/ Frente . . . . . . . . . . . . . 229
5.20 Treinamento de Expressão - Olhos p/ a Esquerda . . . . . . . . . . . 230
5.21 Treinamento Cognitivo - Movimento p/ Trás . . . . . . . . . . . . . . 231
5.22 Treinamento de Expressão - Olhos p/ a Direita . . . . . . . . . . . . 231
5.23 Tela do Eclipse, Ambiente de Desenvolvimento Integrado . . . . . . . 239
5.24 Tela principal do Emulador de Dispositivo Móvel . . . . . . . . . . . 240
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4.5 Conhecimento tácito X expĺıcito . . . . . . . . . . . . . . . . . . . . . 176
xix
Lista de Equações
3.1 Quantidade total de informação do sistema . . . . . . . . . . . . . . . . 81
3.2 Nı́vel de integração do sistema (Mede entropia perdida) . . . . . . . . . 89
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ICC – Interface Cérebro Computador.




– Descreve os parâmetros que regem a organização interna
(estrutural) de um sistema. De acordo com H.Haken, os




Estrutura – Do latim“structura”e do verbo“struere”, construir, jun-
tar, formando “ordem”, é utilizado no sentido da defini-
ção latina, ou seja como plano arquitetônico de um edif́ı-
cio, como ordenamento dos órgãos de um corpo ou como
relação coerente entre palavras e ideias de um discurso,
etc. Em última instância podemos dizer que a carac-
teŕıstica do conceito de estrutura se baseia na maneira
como os seus elementos se ligam e relacionam.
Substância – Em geral é entendido como“a natureza de uma coisa”, de
maneira que a estrutura indica a organização e a subs-
tância o caráter do sistema considerado. Por exemplo, a
estrutura da água se refere a forma de organização das




– É a fronteira ou o limite do espaço f́ısico da estrutura.
Esta distinção é fundamental para dar ênfase ao fato
de que um sistema aberto tem semelhança as part́ıcu-
las da f́ısica, um duplo caráter de corpo (Estrutural) e
de campo (Sistema). “Fronteiras Estruturais” emergem
quando um determinado número de partes começa a agir
(movimentar-se) de forma coerente, formando uma uni-
dade estrutural e uma fronteira entre o “espaço interno”
e o “espaço externo” da nova estrutura emergente. Esta
fronteira possui caracteŕısticas e funções espećıficas: por
um lado ela é a interface intermediadora da troca de
energia entre as dimensões micro e macroscópicas do
sistema e por outro lado, assume uma função protetora
para a manutenção da coerência das partes e de uma
superf́ıcie sensorial. Um exemplo é a pele de organismos
ou do ser humano. Como a acupuntura demonstra, pra-
ticamente todos os órgãos do nosso corpo são represen-
tados por pontos espećıficos, localizados na nossa pele.
A fronteira estrutural dá a dimensão microscópica de
um sistema, a forma, a “gestalt”, e é o principal plano





– É a fronteira que necessariamente inclui o campo de in-
teração. No caso de interações entre sistemas, qualquer
que seja sua natureza, o quadro semântico sempre se
situa na dimensão mesoscópica dos sistemas em intera-
ção. O mesmo ocorre com nossa aproximação emṕırica
aos sistemas: ela é ligada a uma dimensão de referência,
que aparentemente sempre é situada “no meio”, no ńıvel
mesoscópico. Assim, nossos parâmetros de descrição e
observação são ligados a uma dimensão espaço-temporal
definida e as dimensões complementares (micro e ma-
croscópico) se tornam difusas (fuzzy). A “Fronteira do
Sistema” é mais ampla e mais difusa. Por exemplo, a
membrana de uma célula (a fronteira estrutural) pode
ser definida com precisão do ponto de vista espacial.
Ao contrário, o campo de interação desta célula encerra
todo o espaço externo que de alguma maneira foi trans-
formado e utilizado pela célula durante sua vida. Assim,
as fronteiras do campo de interação não representam um
espaço geométrico preciso, apesar de ser um conceito
com um claro aspecto espacial.
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Evolução – A evolução de um sistema aberto e auto-organizado, é
vinculada a dois conceitos cuja relação é cronológica: o
“campo de emergência” e o “campo de interação”. En-
quanto campo de emergência precede e reúne as condi-
ções de uma emergência, o campo de interação é a con-
sequência histórico-evolutiva desta nova coerência. O
campo de emergência designa uma determinada“região”,
num espaço de fase, na qual a emergência de uma nova
coerência entre partes diferentes é potencialmente posśı-
vel. Neste campo existem as condições necessárias para
a emergência de uma nova estrutura (ordem de elemen-
tos). Vejamos uma analogia: No ovo (campo de emer-
gência) se desenvolve um embrião, a nova estrutura. Na
medida em que a estrutura se consolida e cresce, ela cria
seu campo de interação, inicialmente dentro do corpo
materno, posteriormente no seu ambiente concreto de
vida. O campo de emergência reúne os parâmetros de-
terminantes de uma nova emergência, enquanto o campo
de interação é um produto da interação entre a estrutura
emergente e seu entorno relevante. Podemos dizer que
o campo de interação é a expressão da liberdade de um
sistema, ou seja, o grau de capacidade de um sistema
de transformar seu ambiente relevante de acordo com
sua própria necessidade energético-material, que por seu
lado é consequência de sua organização estrutural.
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A formação de conhecimentos complexos a partir do relacionamento de sistemas
simples é um processo verificado na natureza que pode ser utilizado na geração de
protocolos, interfaces e sensores aplicados à comunicação entre animais. Apesar do
homem ser um profundo conhecedor da arte de se comunicar, a interação com suas
criações eletrônicas ainda utiliza interfaces lentas como a voz ou as mãos, através de
teclados e“mouses”. A utilização de interfaces mais rápidas e protocolos mais eficien-
tes pode acelerar a comunicação através dos sensores e com isso ampliar a percepção
da mente humana, facilitando o reconhecimento do suposto, cont́ınuo e infinito es-
paço externo. Estes protocolos podem ainda codificar a sequencia de formação do
conhecimento através da Semiótica Computacional utilizando os conceitos propostos
pela Semiótica Clássica de Peirce [Not96]. A partir da utilização de um conjunto de
padrões, codificados neste protocolo, pode-se memorizar a formação de um conheci-
mento espećıfico mapeado no discreto espaço interno. Ao se utilizar o cérebro para
traduzir esta sequencia genética do conhecimento, pode-se entender melhor a organi-
zação e a formação cognitiva. A utilização destes padrões armazenados sugere ainda
a possibilidade de se desenvolver a imaginação artificial onde se busca estimar espaços
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externos não conhecidos através de Redes Neurais do tipo MLP (Multi Layer Percep-
tron) que tem a caracteŕıstica de aproximador universal. Aprender a aprender é uma
das artes onde o homem se destacou e utilizou ainda como vantagem competitiva
para garantir sua sobrevivência até os dias de hoje. Imediatamente a raça humana
identificou neste objetivo a importância de se comunicar, como sendo a ferramenta
fundamental para o intercambio de ideias e a consequente troca de suas experiên-
cias. Intuitivamente acontecia ali a transmissão do conhecimento, evoluindo através
de formas mais complexas como o planejamento, a estratégia, a lógica, a validação
de ideias e a organização das comunidades. Atualmente, as redes de computado-
res carregam uma grande quantidade de tecnologias intelectuais que aumentam e
modificam a maioria das nossas capacidades cognitivas, a possibilidade de partilhar
a memória, a percepção e a imaginação, resultando na aprendizagem coletiva e na
troca de conhecimentos. A evolução da raça humana, seus costumes, suas diferenças
raciais, sua adaptação a diferentes regiões e até mesmo sua divisão em classes sociais
modificaram as técnicas de comunicação. Não obstante, os sentidos sempre foram os
meios utilizados para se desenvolver novos protocolos de comunicação entre agentes
ou intérpretes buscando em objetos, significados a serem compartilhados. A que-
bra desse paradigma acontece quando introduzimos equipamentos eletrônicos com
interfaces ainda não adaptadas aos nossos sinais mais primitivos, sinais elétricos de
origem iônica, que de maneira analógica e com comportamento não linear, integram
nossa rede neural biológica. A presença de criações eletrônicas no mundo é cada dia
maior e a interface de comunicação com elas ainda utiliza nossos sentidos mais lentos
e complexos. A transmissão e a interpretação de śımbolos e significados acontecem
através de teclado, “mouse”, telas e pranchetas eletrônicas, muitas vezes de maneira
limitada. Conforme descrito por Uexkull, [Thu04], em sua teoria, tudo que conhece-
mos é somente parte do ambiente que é detectado pelos órgãos dos sentidos e a esse
ambiente, que é captado por nossos sensores, ele denominou“Umwelt”, definido como
sendo o que compreende os aspectos fenomenológicos das partes do ambiente de um
1.1 Contexto 3
sujeito – um organismo animal –, ou seja, as partes que este seleciona por meio dos
órgãos sensoriais espećıficos de sua espécie, de acordo com sua organização e suas ne-
cessidades biológicas. Portanto, em um mundo eletrônico, investir em uma interface
mais eficiente com dispositivos eletrônicos pode significar uma adaptação da espécie
humana. Com esta nova interface pode-se criar uma comunicação estruturada, um
novo protocolo que permita inclusive a transferência da sequência de formação de
um conhecimento espećıfico, interagindo-se com os sistemas eletrônicos de maneira
mais rápida e eficaz. A teoria do conhecimento, que se desenvolveu desde a época
de Platão e Aristóteles, passando por grandes nomes até os dias de hoje teve com
Charles Sanders Peirce, [Not95], uma grande contribuição no estudo da formação do
conhecimento através dos signos1, aqui denominada de Semiótica Clássica. Ao se uti-
lizar a teoria de Peirce e as contribuições feitas por Pospelov[Vad03], Albus[Alb91],
Meystel[Mey96] e Gudwin[Gud96], pode-se desenvolver um novo processo de comuni-
cação, onde sistemas projetados segundo a Semiótica Computacional interagem com
o sistema biológico humano através de um protocolo e interfaces que chamaremos de
iônicas ou semi-iônicas. Estas interfaces vão expandir a percepção do homem através
de redes Neurais Hibridas – Biológica e Artificial – que mapeiam espaços discretos em
cont́ınuos através da aproximação universal das redes do tipo MLP – “Multi Layer
Perceptron”. Ao se projetar pontos no espaço exterior ainda não identificados pelos
sensores, pode-se iniciar a formação da imaginação artificial. No processo de Análise
procura-se conhecer um espaço cont́ınuo – Espaço Externo – a partir do estudo de
focos de análise, formando o Espaço Interno. No processo de Śıntese, ao contrário,
a imaginação artificial é uma ferramenta essencial já que se pretende projetar um
espaço infinito (Espaço Externo) a partir da geração de conjuntos discretos.
1O signo é um elemento dinâmico e é parte da formação do significado no conceito da Semiótica
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1.2 Motivação
O principal desafio deste trabalho é o de promover uma melhor integração do
homem com os sistemas eletroeletrônicos, apresentando assim novas alternativas para
a transferência da informação e de um conhecimento espećıfico, abordando temas
como:
1. “Miniaturização x Usabilidade/Acessibilidade”, onde a necessidade de se desen-
volver dispositivos eletroeletrônicos cada vez menores, com reduzido consumo
de energia, que sejam mais portáteis e facilmente incorporados a outros, con-
trastam com a necessidade de avanços na Usabilidade e na Acessibilidade destes
equipamentos. Estas novas tecnologias devem incluir pessoas com deficiências
ou restrições para o uso como, por exemplo, aqueles com menor habilidade
visual, auditiva e de movimentos;
2. “Interfaces Eletroeletrônicas x Mecânicas”, onde as caracteŕısticas associadas à
natureza mecânica dos membros humanos utilizados como interface de comu-
nicação, como os braços, as mãos, a voz e a audição, podem apresentar alguns
sintomas fisiológicos nocivos quando submetidos a esforços repetitivos, além de
acrescentar um atraso e uma imprecisão ao processo de comunicação com os
dispositivos eletroeletrônicos;
3. “Sustentabilidade para as soluções eletroeletrônicas”, desenvolvendo disposi-
tivos com menor quantidade de componentes, encapsulamento mais simples,
maior rastreabilidade, melhor usabilidade, com menor impacto ambiental e
que serão mais facilmente adequados às diretivas “RoHS” 2 e “WEEE”3, por
2Restriction of Hazardous Substances – Diretriz Europeia 2002/95/EC do Parlamento Europeu
e do Conselho de 27 de janeiro de 2003 sobre a Restrição do uso de certas Substâncias Nocivas
em equipamentos elétricos – Esta Diretriz restringe o uso de substâncias nocivas (chumbo, mercú-
rio, cádmio, cromo hexavalente, PPB e PBDE) em equipamentos eletro-eletrônicos no estágio de
fabricação e produção.
3Waste Electrical and Electronic Equipment – Diretriz 2002/96/EC do Parlamento Europeu e do
Conselho de 27 de janeiro de 2003 sobre descarte de Equipamentos Eletroeletrônicos, esta diretriz
abrange o tratamento e a reciclagem de equipamentos eletroeletrônicos.
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exemplo;
4. “Processos cognitivos e assimilação do conhecimento” que, com a introdução
de novas metodologias e ferramentas no processo de aprendizagem, buscam
ainda identificar as alterações nos processos cognitivos e como se processa a
assimilação de um conhecimento espećıfico;
5. “A codificação e a transferência de um conhecimento”que, face à proposta de se
tentar codificar o processo de formação de um conhecimento espećıfico, buscam
viabilizar a transferência e a decodificação desta informação por outro sistema
inteligente;
Mas como representar a informação e o conhecimento? Como codificar esta re-
presentação e transmiti-la para o mundo eletrônico de maneira mais eficiente? Quais
suas reais limitações? O modelo proposto por Charles Sanders Peirce refere-se à
mente humana como a única coisa que se encontra em expansão, sendo que tudo já
se encontra no mundo, e portanto se algum fenômeno não está expĺıcito é porque
nossa mente ainda não consegue enxergá-lo ou explicá-lo. É necessário então expan-
dir a compreensão humana para tudo o que já foi escrito sobre linguagem. A tese
central de Peirce é a de que todo pensamento se dá em signos, do que decorre que a
cognição é triádica, formada por três termos básicos, uma relação entre um sujeito
e um objeto sempre mediada pelo signo [Not96]. A razão, como parte superficial da
consciência é, de acordo com as categorias propostas por Peirce, um terceiro momento
da apreensão e compreensão de um fenômeno. A Terceiridade, a mais inteliǵıvel, é
portanto a śıntese intelectual ou o pensamento em signos, a mediação entre o Ser e o
mundo, que se situa no terreno do pensamento. Um PSS (Protocolo Semiótico Senso-
rial) pode codificar estes signos e permitir assim, a memorização da formação destes.
Estes códigos podem ser organizados em padrões e submetidos a redes neurais tipo
“feedforward” supervisionadas, por exemplo, que quando integradas a redes neurais
biológicas, podem ser classificados como ferramentas de reconhecimento estruturado
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das relações no processo de cognição. Estas ferramentas podem sugerir uma inter-
pretação estruturada da relação entre o Signo e o Objeto bem como entre o Objeto e
o Interpretante, figura 1.1. Será posśıvel a utilização de um PSS com um dispositivo
sensorial eletro-iônico para substituir com eficácia os teclados, os ‘mouses”, o volante
do carro, a caneta e os interruptores entre outros?
Fig. 1.1: Relacionamento de Recursos
Desenvolvido à luz da teoria do conhecimento, este protocolo utilizará as con-
tribuições de estudiosos como Aristóteles, Platão, Locke, Kant, Berckley, Suassure,
Hjelmsleve, Peirce e outros[Not95]. A ideia principal desta tese é intensificar a espi-
ral semiótica de formação do conhecimento onde um objeto está relacionado com um
signo e este com seu interpretante e ainda este, por conseguinte, com o objeto que já
não é mais o mesmo, modificado pelo processo de cognição, realimentando uma es-
piral virtuosa de formação do conhecimento, e ampliando a capacidade de percepção
do Ser com o auxilio de interfaces mais adaptadas a uma conexão homem-máquina,




A proposta desta tese é a de se repensar os recursos utilizados na interação do
homem com os dispositivos eletroeletrônicos. Utilizar de maneira mais eficaz a capa-
cidade de aprendizagem do cérebro humano e, através de novos recursos, proporcionar
ações de supervisão, controle, transferência de informação e conhecimento de modo
inovador. Portanto, esta tese busca desenvolver uma interface inteligente apoiada
em conceitos como a epistemologia e a ontologia, que utilizando a semiótica e dispo-
sitivos do tipo cérebro-computador, ofereçam novas capacidades para o ser humano
na relação com o meio em que vive através do mundo eletrônico. A interface com
o usuário pode ser um dos componentes mais importantes de um projeto interativo
do tipo homem-máquina. Sendo um dos responsáveis pela “Usabilidade” do produto
final, tem impacto direto no tratamento de dispositivos de entrada e sáıda, no con-
sumo de energia, no tempo de resposta, na compactação, no custo, na aplicabilidade,
nos testes e na complexidade do projeto[Mig08]. Portanto, a utilização de interfaces e
de protocolos de comunicação mais eficientes podem ajudar na integração do homem
com suas soluções eletrônicas e ampliar as possibilidades de inovação tecnológica.
A definição dos espaços internos e externos da mente humana caracterizam as fron-
teiras onde estas interfaces e protocolos devem estar presentes, interligando agentes
inteligentes que podem assim transferir mais do que a informação, ao se codificar
sequências semióticas de formação de um conhecimento espećıfico; pode-se também
pensar em transferir este conhecimento espećıfico. Com o objetivo de desenvolver
um protocolo semiótico capaz de compartilhar o espaço interno de recursos ativos,
este trabalho propõe o uso de interfaces homem-máquina e dispositivos “wireless”
para comunicação e transferência de conhecimentos codificados. Este protocolo de
comunicação, que encapsula sequências de formação do conhecimento, deve ser uti-
lizado de forma a tornar coerentes as relações Objeto-Signo e Objeto-Interpretante.
Pretende-se verificar a proposição de que, aprender a compartilhar o espaço interno,
8 INTRODUÇÃO
pode ser um dos grandes desafios na utilização das redes de processamento de re-
cursos para a criação estruturada de processos semióticos em busca da transferência
eficiente do conhecimento.
1.4 Estrutura da Tese
A metodologia utilizada considera os estudos em Epistemologia e Ontologia como
fonte dos principais conceitos necessários ao desenvolvimento das pesquisas. Como
ponto de partida serão considerados os conceitos associados aos sistemas, sub-sistemas
e em especial os ecossistemas dinâmicos com suas caracteŕısticas probabiĺısticas, a
teoria Hergódica e as relações espaço-tempo; a dependência dos eventos no tempo
e a teoria da causalidade; os ńıveis de entropia e organização bem como quando os
agentes desenvolvem habilidades, percepção e capacidade de aprendizado segundo a
teoria do Umwelt. Em seguida serão considerados os conceitos associados aos siste-
mas abertos, em ńıvel microscópico e macroscópico além da necessidade de trocarem
matéria, energia e informação com o meio como forma de se auto organizar e evoluir.
Nesta troca de informação serão considerados os axiomas de Watzlawick e as objeti-
vidade e subjetividade dos dados, das informações e do conhecimento. Em busca do
mapeamento das informações no espaço interno da mente humana serão estudados
os autômatos adaptativos e suas componentes de exploração e mapeamento, além
da aproximação em modelos que utilizem redes simplesmente conexas através das
trabelas de probabilidades condicionais. Serão estudadas as formas de representação
do conhecimento propostas por Durkin e de transferência do conhecimento propos-
tas por Nonaka e Takeuchi. Ao utilizar interfaces do tipo cérebro-computador (ICC)
serão estudados os prinćıpios de geração dos sinais neurais eletro-iônicos e as áreas
funcionais de ativação do cérebro, além dos processos de filtragem, identificação e
seleção captados pelos ICC. Serão então elaboradas as primitivas do protocolo e
suas formas de codificação sobre uma plataforma de desenvolvimento que possibilite
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validar as propostas desta tese através do estudo de casos. Assim serão relatados
os resultados e os gráficos de forma a registrar os resultados obtidos, as principais
dificuldades e os trabalhos futuros.
1. Nesta Tese de Doutorado propõe-se o desenvolvimento e os testes de um pro-
tocolo semiótico a ser aplicado em soluções tipo “e-learning”, controle e super-
visão. Uma vez definida a abrangência do projeto e identificados os módulos
necessários, propõe-se validar uma interface que utiliza o protocolo ECOLIG
a ser aplicada na comunicação homem-máquina utilizando-se o modalidade de
“Estudo de Casos”. A apresentação de conceitos relacionados à percepção hu-
mana, o“UMWELT ”e suas relações até a formação dos ecossistemas dinâmicos,
bem como a conexão destes com novas propostas de interfaces será realizada
no Caṕıtulo 2 desta Tese.
2. Esta ferramenta é projetada, implementada e validada em exemplos utilizando-
se de “Brain Machine Interfaces” ou Interfaces Cérebro-Computador que são a
base para a codificação deste protocolo que permite a transferência de um de-
terminado ńıvel de conhecimento. Na figura 1.2 apresenta-se um organograma
estrutural desta tese que, utilizando-se de um modelo de desenvolvimento de
“software” busca identificar os requisitos, estruturar as informações e organizar
os recursos necessários.
3. Desta forma é apresentada uma ferramenta com resultados práticos, as avali-
ações efetuadas e as propostas para novos trabalhos. Os caṕıtulos desta Tese
estão relacionados a seguir:
• Caṕıtulo 1: descreve o contexto, a motivação e os objetivos envolvidos neste
projeto.
Este caṕıtulo tem o propósito de apresentar novas alternativas para auxiliar
na comunicação homem-máquina, facilitar a transferência da informação e,
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Fig. 1.2: Apresentação da dissertação
como consequência, de ńıveis de conhecimento. Descreve também a ideia, as
etapas e as metas almejadas com esta Tese.
• Caṕıtulo 2: apresenta alguns conceitos relacionados à Percepção Humana e suas
relações com o universo de cada ser, as fronteiras do espaço interno, a capaci-
dade de absorver e compartilhar o espaço externo no processo de aprendizagem
e, assim, de formação de um conhecimento.
Utilizando estudos desenvolvidos por renomados cientistas, são abordados
os conceitos relacionados com o tema “Ecossistemas Dinâmicos”, para apresen-
tar o conhecimento fundamental utilizado na elaboração desta Tese.
• Caṕıtulo 3: descreve o caminho para a formação do conhecimento a partir
da informação e suas formas de transferência para outros seres humanos e
componentes cibernéticos.
Utilizando-se de modelos para codificação e organização da informação são
propostas alternativas para a interação entre o homem e outros sistemas in-
teligentes através de dispositivos eletroeletrônicos. Estas alternativas foram
utilizadas na elaboração do protocolo semiótico submetido aos testes de vali-
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dação.
• Caṕıtulo 4: Descreve-se o Protocolo ECOLIG, seus elementos, conceitos e sua
estrutura funcional desenvolvida com uma interface cérebro-computador. Atra-
vés de casos de uso, avalia-se sua aplicabilidade e usabilidade.
A partir do diagrama funcional de um modelo para implementação de sis-
temas cognitivos são descritos os recursos e suas funcionalidades. Identifica-se
o papel das novas interfaces, sua adequação a novos protocolos semióticos e
ainda demonstra-se sua potencialidade nas posśıveis áreas de aplicação.
Destacando-se a importância do tema “Percepção Humana” associado a
novas interfaces homem-máquina, é proposto o protocolo ECOLIG que codi-
fica sequências de formação do conhecimento para que possa ser transmitido e
aprendido por outros sistemas inteligentes.
Através do estudo de casos, testes foram realizados, com o objetivo de
verificar a “Usabilidade” deste novo protocolo, seu potencial e sua facilidade de
utilização.
• Caṕıtulo 5: As conclusões relativas à pesquisa são apresentadas, destacando-se
as considerações, limitações e posśıveis alternativas para os problemas encon-
trados.
• Caṕıtulo 6: São propostas alternativas para novos trabalhos acadêmicos e para




Conceitos, Termos e Śımbolos.
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1.5 Conclusão deste caṕıtulo
Neste caṕıtulo foi feita a apresentação geral da tese. A partir do contexto em que
foi elaborada destacou-se a motivação em se desenvolver novos protocolos de transfe-
rência de informação e conhecimento através de novas interfaces homem-máquina a
serem utilizadas em projetos interativos e sistemas embarcados. Com o objetivo de
se testar a usabilidade de uma solução implementada utilizando-se uma metodologia
reconhecida e sistemas comerciais, efetuou-se o planejamento desde os conceitos teó-
ricos até os testes que dão suporte às conclusões finais. No caṕıtulo seguinte, dá-se
ińıcio aos fundamentos teóricos para o desenvolvimento dos trabalhos, a associação
com a Semiótica e seus conceitos de aprendizagem. Destacam-se ainda outras inici-




Muitas pesquisas tem sido desenvolvidas em grandes centros de estudos e inova-
ção tecnológica. As principais diferenças entre estes trabalhos se encontram, prin-
cipalmente, na tecnologia do tipo de interface utilizada para captação dos sinais da
atividade cerebral e na finalidade das pesquisas. Muitas destas iniciativas utilizam
eletrodos em contato com o córtex cerebral de modo a facilitar a identificação da
origem dos sinais a serem tratados. Uma vez conhecidas as regiões do cérebro e suas
atribuições torna-se posśıvel monitorar seu funcionamento e até utilizar sua atividade
em procedimentos médicos e outras ações de controle.
“A pesquisa em interface cérebro-máquina até hoje apenas tocou o enorme poten-
cial biomédico que as tecnologias ativadas pelo cérebro deverão ter no futuro, tanto
na neurociência básica como na cĺınica”, disse Nicolelis.
Uma destas pesquisas, com reconhecimento internacional, se refere às elaboradas
pelo Dr. Miguel Nicolélis, um neurocientista brasileiro, professor da Universidade
Duke, que foi anunciado como um dos ganhadores em 2010 do “Director’s Pioneer
Award”, programa de apoio a pesquisas dos Institutos Nacionais de Saúde (NIH),
nos Estados Unidos.
Com um aux́ılio de US$ 2,5 milhões em cinco anos, seus trabalhos possibilitaram
expandir as pesquisas do grupo liderado por Nicolelis em interfaces cérebro-máquina.
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Nicolelis, codiretor do Centro de Neuroengenharia de Duke, passa a integrar uma
seleta lista de 81 pesquisadores premiados pelo Pioneer Award desde o ińıcio do pro-
grama, em 2004. É o primeiro brasileiro a receber a honraria, a principal concedida
pelo governo norte-americano a cientistas na área de biomedicina.
Há mais de 20 anos o pesquisador estuda os prinćıpios neurofisiológicos básicos
que permitem que circuitos neurais no cérebro de mamı́feros produzam comporta-
mentos sensoriais, motores e cognitivos. Tem desenvolvido abordagens experimentais
e inovadoras que combinam enfoques computacionais, genéticos, eletrofisiológicos,
farmacológicos e comportamentais.
O conhecimento resultante tem possibilitado a evolução da tecnologia cérebro-
máquina, um campo revolucionário no qual Nicolelis é pioneiro, em uma ampla vari-
edade de terapias cĺınicas. Por meio da tecnologia cérebro-máquina, o grupo do bra-
sileiro tem demonstrado que humanos e outros primatas podem usar efetivamente a
atividade elétrica derivada de seus cérebros para controlar diretamente o movimento
de dispositivos artificiais e complexos, como próteses e ferramentas computacionais.
A principal diferença nas pesquisas do grupo do Professor Nicolélis em relação ao
ECOLIG (O protocolo de comunicação Homem-Máquina proposto por esta tese) é
que a tecnologia utilizada por Nicolélis considera sensores invasivos que, implantados
no crânio, permitem a captação e utilização da atividade cerebral para diversas pes-
quisas relacionadas ao tratamento de patologias e recuperação de movimentos através
de membros biológicos ou artificiais. Esta caracteŕıstica, muito utilizada em diversas
outras pesquisas por outros pesquisadores, se mostrou mais eficaz, principalmente
em casos de pesquisas biomédicas. No caso do ECOLIG, a utilização de interfaces
cérebro-computador não invasivas representam um diferencial fundamental. Inici-
almente em custos, já que os equipamentos, os procedimentos e as instalações de
um laboratório que utiliza procedimentos invasivos são extremamente mais caros
do que os que utilizam DNI (dispositivos não invasivos). Também quanto às apro-
vações necessárias para procedimentos invasivos, principalmente em humanos, são
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mais complexos e demorados. Outro item importante se refere à finalidade principal
das pesquisas desta tese onde se pretende utilizar a atividade cerebral para, atra-
vés do protocolo ECOLIG, interagir com o mundo eletroeletrônico permitindo assim
que os sistemas inteligentes desenvolvam novas habilidades nesta relação, atualmente
apoiada em dispositivos servo mecânicos biológicos ou artificiais. Na pesquisa com
o ECOLIG e DNI, o treinamento demanda uma complexidade muito maior já que,
invocar comandos complexos a partir da atividade de uma determinada região cere-
bral não é tão trivial como no caso das outras pesquisas mencionadas anteriormente.
Apesar desta diferença, acredita-se que os benef́ıcios quanto à utilização da solução,
custos e aceitabilidade, dentre outras, justificam os esforços necessários.
Caṕıtulo 3
CONSCIÊNCIA E PERCEPÇÃO
Em analogia à frase “Navigare necesse, vivere non est necesse”, proferida por
Pompeu – general romano, 106-48 aC – dita aos marinheiros, amedrontados, que se
recusavam a viajar durante a guerra, conforme Plutarco em “Vida de Pompeu”; Fer-
nando Pessoa mencionou “Navegar é preciso, viver não é preciso”, fazendo uso destas
palavras o poeta Fernando Pessoa pode demonstrar, ao mesmo tempo, a angustia e o
desafio presentes nos limites da percepção humana. Esta afirmação, provocante, pode
fornecer uma interpretação para a causa, ou efeito, que motiva o homem e outros
seres vivos a buscar novos limites, além do alcance de seus sentidos mais primitivos.
Talvez seja este o combust́ıvel que alimenta a chama da curiosidade, da aventura e
até mesmo da pesquisa cient́ıfica. Esta busca pela sustentação, adaptação, inovação,
pelo conhecer e aprender impĺıcito em todo cientista, despertou nos antigos navega-
dores o instinto de se deslocar para além do conhecido é o que faz manifestar, no
ser humano, a imaginação que transcende o alcance limitado dos sentidos e de suas
faculdades f́ısicas. Ao estudar o Ser e o Mundo, o homem busca, dentro de sua capa-
cidade, expandir sua consciência. A questão então é: Existirá um elo perdido capaz
de expandir a percepção e, consequentemente, a consciência humana, concedendo ao
homem a capacidade de navegar para além dos limites f́ısicos percebidos pelos seus
sentidos conhecidos? Se puder o homem se integrar a outros dispositivos, estendendo
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sua percepção sensorial através dos dispositivos eletroeletrônicos, por exemplo, ele
não necessitará mais das viagens espaciais, de submergir em regiões oceânicas hos-
tis, de se submeter a explorações praticamente imposśıveis como ao interior da terra
ou do Sol, podendo fazê-lo através de sua perfeita integração com outros sistemas
cibernéticos, como se lá estivesse.
Pode-se justificar um ńıvel de consciência como consequência de um estágio da
análise do ambiente pelo indiv́ıduo, neste caso, os sentidos passam a atuar em con-
junto para construir lugares complexos na mente humana. Desta forma, o homem
constrói o seu mundo, onde os sentidos atuam como condutores de uma realidade
exterior que é modelada no interior da mente humana. Quando falta a este indiv́ıduo
um de seus sentidos, todos os outros continuam a construção do mundo experienciado.
A combinação de fatores mentais configura o caráter de cada momento particular da
consciência, que se utiliza necessariamente de uma pessoa, de um objeto e uma rela-
ção entre estes para ser formada. Segundo Merleau-Ponty: “cabe-nos reformular os
argumentos céticos fora de todo preconceito ontológico, justamente para sabermos o
que é o ser-mundo, o ser-coisa, o ser-imaginário e o ser-consciente.” [Mer00].
O processo cognitivo portanto, envolve a percepção, a linguagem, a emoção, o
comportamento, o pensamento conceitual e todos os atributos da consciência hu-
mana, além de incorporar as interações com o ambiente. O termo atuação foi uti-
lizado por Francisco Varella [Var03] para evidenciar a relação de dependência do
processo cognitivo com as experiências derivadas das capacidades sensório-motoras.
As ciências cognitivas vão permitir aos cientistas preocuparem-se também com as
questões relacionadas com as sensações, percepções, formações mentais e a consciên-
cia das relações do homem com o ambiente, além da questões materiais e matemáti-
cas. A abordagem contemporânea para as relações homem-ambiente intermediadas
por interfaces eletrônicas, pouco ou nada consideram a influência da combinação en-
tre as formas viśıveis, os sons, os odores, sabores, coisas tanǵıveis ou palpáveis sobre
os “objetos” da mente, pensamentos, ideias e concepções nas reações das pessoas em
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sua interação com o mundo existente atrás dos dispositivos eletrônicos.
De fato, atuam como deficiências sensoriais onde, pouco se sabe sobre o modo
como os órgãos dos sentidos – olhos, ouvidos, olfato, paladar, tato e mente – e suas
faculdades, visual, auditiva, olfativa, gustativa, táctil e mental, atuam para suprir
a ausência total ou parcial de um ou mais sentidos em sua interação com o mundo
f́ısico. Estudos recentes sobre a cognição ambiental de pessoas com deficiências vi-
suais indicam que o corpo-mente incorpora as experiências vivenciadas e adquiridas
por meio da interiorização e da coordenação dos sistemas sensoriais de que dispõe
[Rhe04].
Ao se reconhecer a unicidade “corpo-mente” e o processo de interação como um
dos fatores formadores do sujeito-usuário, a exemplo de Francisco Varela [Var03],
deve-se também considerar a união da matéria – mundo – com a mente – homem
– proposta pela filosofia oriental e por Merlau-Ponty no seu “Entre-Deux” [Mer00]
na definição, concepção e na produção de soluções que considerem o homem e seu
ambiente cognitivo. A comunicação atual entre o homem e o mundo através de
dispositivos eletrônicos sejam estes dedicados, com interfaces especiais, ou até mesmo
os aparelhos mais comuns como celulares e equipamentos domésticos, implica em
aceitar que os objetos tanǵıveis – materiais – não conferem, por si sós, qualidade e
eficiência, uma vez que sua aceitação está diretamente relacionada com os aspectos
intanǵıveis: os pensamentos, a imaginação, os desejos, as ideias e as concepções,
que permeiam a cultura e a sociedade. A ideia de uma interface que conecta os
sentidos humanos, em sua plenitude, ao ambiente pode deixar de ser uma abstração,
se aproximando portanto do que poderia ser um olhar-padrão, numa equalização do
registro mental de cores e formas produzidos na consciência e na mente onde todos os
homens poderiam experienciar igualmente o mundo dos objetos tanǵıveis: das formas
viśıveis, sons, odores, sabores, e das formas intanǵıveis: das ideias e pensamentos.
Segundo Welwood [Wel03], “nossa experiência da realidade, como vemos as coi-
sas, o que elas significam para nós, como as sentimos e como reagimos a elas, é, em
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grande parte uma construção da mente”, conclui ainda dizendo que o nosso mundo
é constantemente criado por nós mesmos,“nós somos o mundo; nós não somos nada
mais do que a realidade”. A comunicação atual, deficiente do ponto de vista sensorial
e mı́ope, dadas as limitações das interfaces eletro-mecânicas como teclados e outros
dispositivos semelhantes, parecem ignorar que as ideias e pensamentos dependem e
são condicionados pelo mundo experienciado, seja ele material ou mental. A recons-
trução da capacidade imaginativa – consciência mental – ocorre, nestes casos, pela
incorporação da experiência vivenciada, através da amplificação das outras capaci-
dades sensório-motoras. O conhecimento adquirido do mundo experienciado é aquele
que se vê, toca, cheira, ouve e que se constrói na mente, através de interações que
formam sucessivas sequências de maturidade de um conhecimento espećıfico, onde
as sensações ou experiências ambientais são produzidas na própria relação com o
ambiente [Var03].
A chave para a codificação de uma sequência de formação de um conhecimento
está na percepção que é inseparável da consciência, uma vez que é pela experiência
que reconhecemos os objetos f́ısicos e os objetos mentais. As diferenças no tratamento
de um ou mais sentidos é que tornam a percepção e a consciência ambiental “real”
em algo substancialmente original e diferente para cada pessoa, ou até mesmo para
a própria pessoa, uma vez que também pode ser afetada por seu estado emocional.
Segundo a tradição da psicologia budista, a mente é considerada um órgão sensorial e
seu objeto é o pensamento formado a partir dos outros cinco sentidos [Rhe04]; assim a
tentativa de se reproduzir um objeto mental, semelhante entre duas pessoas, necessita
de uma padronização no tratamento dos sentidos. Um outro elemento importante
neste processo de formação de um conhecimento é a imaginação já que a percepção
aciona a imaginação independentemente da capacidade de se perceber o mundo na
plenitude dos sentidos. Imaginar significa também poder construir espaços mentais
como uma extensão de espaços formados através da percepção e da consciência,
de maneira análoga ao que se tenta fazer com as redes neurais do tipo universal
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projetando elementos não conhecidos através de funções matemáticas especialmente
criadas com esta finalidade. Qual a eficiência de uma comunicação homem-máquina
que se utiliza de interfaces pouco ou nada sensoriais, principalmente as utilizadas em
sistemas cognitivos?
Os projetos que utilizam interfaces do tipo “homem-máquina”, principalmente os
“e-learning”, precisam considerar o papel determinante das nossas formações mentais,
volição, atenção e contato, que dependem do conhecimento ou da consciência de sua
existência, e condicionam o surgimento da consciência e da sensação de percepção.
A tentativa de se codificar e transmitir um conhecimento adquirido precisa ainda
considerar a volição e a atenção que são inseparáveis. A volição funciona sempre
como uma sentinela acionando os sentidos, principalmente da audição e da visão, já
que normalmente não se pode deixar de ouvir ou não ver um determinado som ou
objeto, mas qualquer alteração na sensação pode tornar impreviśıvel os resultados
das formações mentais. A atenção no entanto, também associada à visão e audição,
é controlável e participa igualmente do processo de aprendizagem. A consciência
ou conhecimento nunca surge por si só, pois ela é uma reação ou resposta sempre
condicionada às faculdades sensório-perceptivas aceitas – visão, audição, paladar,
olfato, tato, mente, movimento ou propriocepção e equiĺıbrio – [Rhe04], além dos
fenômenos exteriores correspondentes: formas viśıveis, sons, odores, sabores, objetos
tanǵıveis e objetos mentais – ideias e pensamentos. Considerando-se a existência
dos espaços internos – mentais – e externos – mundo –, bem como o papel de seus
respectivos elementos e faculdades nos processos cognitivos pode-se, por exemplo
afirmar que a consciência visual é sempre condicionada pela base interna, o olho e sua
faculdade, e pela base externa, a luz, as formas e as cores; logo não é posśıvel prever
a reação produzida pelos ambientes e objetos nas pessoas que nada, ou pouco, se
utilizam destes recursos no processo de aprendizagem. Algumas questões intrigantes
são: como as pessoas cegas ou com visão subnormal veem ou percebem os objetos e
como desenvolvem sua consciência visual? Como é posśıvel reconhecer os ambientes
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como indutores da construção de uma vontade, intenção ou consciência visual nos
portadores de qualquer disfunção visual? Como é posśıvel incorporar a carga afetiva
e imaginativa dos cegos em sua experiência ambiental? Como é posśıvel reconhecer
que, por meio de sua memória e suas vivências, os cegos são capazes de usufruir os
valores e significados intelectuais e imaginativos do ambiente?
A consciência da visão indica que “ver” não significa “reconhecer”. Além disso, a
imaginação, para os portadores da visão “normal”, quase análoga à sensação visual,
fornece também aos cegos o “colorido” e a carga afetiva de suas experiências [Rhe04].
Igualmente pouco se sabe sobre o modo como se opera a consciência auditiva em
pessoas portadoras de algum tipo de deficiência auditiva. Condicionada pelo ouvido
com sua faculdade – base interna – e pelos sons – base externa –, a consciência audi-
tiva surge no contato do ser humano com o mundo exterior produzido pela atmosfera.
A exemplo da consciência auditiva, pouco se sabe da consciência olfativa de pessoas
portadoras de deficiência no olfato, e de como os ambientes afetam sua consciência e
interação ambiental; ou sobre como os ambientes afetam a consciência tátil de pes-
soas portadoras de alguma deficiência ou disfunção relacionada com o corpo e com o
tato: dores, formigamentos, indisposições, etc. Poderia o homem estender sua limi-
tada relação de sentidos? ou pelo menos, seria posśıvel alterar o paradigma atual da
visão como o sentido mais estruturado e prevalente que faz com que as informações
captadas pelos demais sentidos – tato, olfato, audição e paladar – sejam relegadas
a um segundo plano? Nos dispositivos “homem-máquina” atualmente desenvolvidos
verifica-se esta limitação de conexão sensorial, talvez pela ausência destes no ele-
mento máquina, talvez pela incapacidade de se codificar tais respostas, transmiti-las
e então decodifica-las. A consciência mental também é influenciada por ocorrências
mentais independentes e não diretamente ligadas aos sentidos, como por exemplo, os
pensamentos ou lembranças por imagens, por palavras, o que levanta dúvidas sobre
a qualidade da comunicação homem-máquina cada vez mais associada a interfaces
eletro-mecânicas (teclado e “mouse”) e monitores de v́ıdeo. Os sistemas cognitivos
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precisam incluir as sensações visuais, auditivas, olfativas, gustativas, táteis e men-
tais representadas por objetos distintos que acionam a percepção humana. Codificar
as sensações, pode significar expandir os sentidos humanos, criar sistemas cogniti-
vos mais eficientes e até mesmo incluir pessoas com restrições. O mundo material
produz na base interna dos sentidos das pessoas com necessidades especiais, emo-
ções que as fazem se identificar com cada lugar vivenciado; desta forma, o mundo
emerge para estas pessoas criando v́ınculos com os objetos representativos dos sen-
tidos humanos que correspondem à visão, à audição, ao olfato, ao tato, ao paladar e
à mente, sendo condicionados pelo corpo [Rhe04]. “Tudo se passa como se o corpo
viśıvel permanecesse inacabado, aberto; como se a fisiologia da visão lograsse fechar
o funcionamento nervoso sobre si mesmo estando os movimentos de fixação, de con-
vergência, na dependência do advento para o corpo, de um mundo viśıvel que eles
poderão, segundo se julga, explicar” [Mer00]. O aprendizado humano se utiliza dos
sentidos para assimilar um determinado conhecimento e portanto, a eficiência deste
aprendizado, principalmente em um mundo cada vez mais eletrônico, precisa ativar
os objetos que pertencem a cada sentido. O dito “e-learning” necessita da construção
de ambientes sensoriais múltiplos e ricos em sensações, que surjam da plenitude dos
sentidos e viabilizem a construção de um mundo imaginado em imagens mentais de
cada indiv́ıduo, levando-o a “sentir” o espaço externo. Como cada órgão tem um
campo espećıfico de atividade e como cada sentido é separado do outro, a mente
participa em todos os sentidos e permite a todas as pessoas, inclusive as com sen-
sações limitadas, “ver”, “ouvir”, “sentir” e “pensar”, ainda que, ficando gravado no
consciente e no subconsciente, venha à tona ao ser despertado pelo lugar. Quando
ocorre a ausência do lugar, como acontece tipicamente nas soluções do tipo “Edu-
cação a Distância”, ocorre também a dificuldade da sensação e o aprendizado em
sua essência, cabendo assim às ferramentas “e-learning” tentar suprirem esta defi-
ciência sensorial, chave para o eficaz aprendizado humano e elemento inovador na
comunicação homem-máquina.
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3.1 UMWELT
O cientista Jakob Johann von Uexküll formulou uma teoria que relaciona os pro-
cessos perceptivos e motores denominada por ele como UMWELT [Thu04]. A teoria
do UMWELT contribui para o entendimento da dinâmica dos processos vivos, a “bi-
ossemiótica”. Uexküll aponta para a ideia de que os organismos estão conectados aos
seus ambientes pelo sistema perceptivo-motor, onde o conjunto perceptivo do orga-
nismo é responsável pela apreensão das informações do ambiente e o sistema motor
pelas ações. Sendo assim, um organismo recebe do ambiente o que o seu sistema per-
ceptivo lhe permitir captar. Como consequência de um processo evolutivo, a teoria
de Uexküll releva o fato de que a capacidade de percepção de um dado organismo,
cria uma espécie de membrana inviśıvel que delineia o que pode ser apreendido do
ambiente e possibilita assim, consequentes ações sobre o mesmo. Esta membrana é
responsável pelas experiências subjetivas do organismo, quando este toma contato
com os fenômenos que o cercam. Como resultado da evolução, todos os indiv́ıduos
de uma mesma espécie têm o UMWELT semelhante podendo portanto, encontrar
respostas adaptativas semelhantes ao atuarem sobre os ambientes, apesar de existi-
rem variações de um organismo para outro. Até mesmo dentro da mesma espécie
pode-se verificar alterações como, por exemplo, o deslocamento em direção ao mar
executado por algumas tartarugas ao nascer na praia. Esta ação é passada de geração
para geração, onde os filhotes seguem seu instinto captando parâmetros do ambiente.
No entanto, se algum dos filhotes, devido a alguma variação genética, tiver nascido
com alguma deficiência, pode-se deduzir que as informações do ambiente que ele
armazenará serão diferentes das dos outros indiv́ıduos de sua espécie, podendo inter-
ferir diretamente em sua capacidade de agir no ambiente em busca de sua própria
sobrevivência. O UMWELT do organismo é, portanto, lentamente moldado pela
evolução, permanecendo, em cada geração, as informações genéticas dos indiv́ıduos
que sobreviveram e chegaram ao ponto de procriar-se. Por isso, no caso da tartaruga
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deficiente, é posśıvel presumir que suas chances de sobrevivência sejam menores e
talvez não lhe permitam chegar à fase de reprodução. Desta forma, é posśıvel dizer
que a experiência subjetiva dessa tartaruga ao aprender as informações que fazem
parte de seu UMWELT é, portanto, diferente da experiência subjetiva das outras de
sua espécie.
O UMWELTEN, que nada mais é que um conjunto de vários UMWELT, é para
a espécie humana mais complexo pois, dentre muitas outras habilidades, estes seres
tem a capacidade da linguagem e da comunicação com vários ńıveis de produção
simbólica, modificando o ambiente que os cercam e refinando sua capacidade per-
ceptiva e cognitiva através de diversas formas de comunicação desenvolvidas. Estes
seres possuem habilidades cognitivas que são espećıficas de sua espécie, e que estão
diretamente relacionadas a áreas do cérebro responsáveis por elas, como é o caso
da linguagem. Neste caso, os processos de consciência têm suas especificidades, se
comparados com os de outros animais, devido às funções e habilidades cerebrais
que emergiram com a evolução da espécie. Se as informações que fazem parte do
UMWELT de um organismo são as que ele conseguiu captar do ambiente, e por-
tanto utilizadas para sua sobrevivência, a representação interna que o organismo faz
de seu UMWELT não é o mesmo que o UMWELT em si (ou seja, são as informações
da realidade acessáveis pelos seus órgãos sensoriais). Uexküll definiu esta representa-
ção interna do UMWELT de Innenwelt [Thu04]. Para Uexküll o processo vital ocorre
como um sistema coerente em que o “sujeito” e o “objeto” se definem como elementos
inter-relacionados em algo maior, portanto, com uma visão sistêmica que se opõe a
uma visão meramente objetivista positivista e ao subjetivismo idealista. Sua teoria
refere-se a conceitos da filosofia natural romântica, uma śıntese de forças criativas do
organismo e das influências de seu ambiente, a qual Johannes Peter Muller expandiu
para a lei da energia vital espećıfica, formulada em seu “Handbuch der Physiologie”
de 1826 [Nat97]. A teoria de Muller, que serviu como contribuição importante para
vários cientistas como Hermann von Helmholtz (1821-1894), Emil du Bois-Reymond
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(1818-1896), Theodor Schwann (1810-1882), Friedrich Gustav Jakob Henle (1809-
1885) e Carl Ludwig (1816-1895) [Oti03], mostrou-se posteriormente incorreta; nela,
cada via aferente possuiria uma energia nervosa espećıfica que se traduziria em uma
sensação de cada nervo[Nat97]. Assim, o nervo ótico excitado pela ação da retina, ou
por forças mecânicas e qúımicas, produziria sempre imagens luminosas, ocorrendo o
mesmo com os demais sentidos. Uma analogia à fisiologia vista por Kant, em que o
mundo percebido seria uma mera propriedade das nossas energias nervosas espećı-
ficas, definido por Galileu como qualidades secundárias[Mar03], estimuladas sempre
por qualquer fator f́ısico, não importando a sua natureza. Trata-se de um elemento
preciso, corporalmente situado como fenômeno, ao contrário dos elementos arbitrá-
rios das ideias e impressões descritas pelos empiristas. Assim, a sensação, que conecta
o mundo f́ısico e que constantemente estimula os sentidos, ligaria o fisiológico e o psi-
cológico, uma vez que as energias nervosas espećıficas estão ligadas aos nervos, e a
sensação seria então a base de nossas representações. Posteriormente, Hermann von
Helmholtz [Hel78], elaborou em 1860 uma teoria sobre o surgimento das representa-
ções psicológicas, ou das apercepções – Capacidade de percepção e interpretação de
est́ımulos sensoriais, em função de experiências anteriores, conhecimento e emoções
individuais –, que, no seu reverso, irá fomentar um novo método para estudo obje-
tivo das sensações. A teoria proposta é a das inferências inconscientes, e o método,
o da introspecção experimental, bem diferente do produzido na psicologia filosófica,
que se concentra na mente e na consciência. As nossas sensações seriam organizadas
por experiências passadas, que seriam armazenadas como as premissas maiores de
um silogismo, aptas a ordenar de modo inconsciente e rápido as premissas meno-
res informadas pelos sentidos, produzindo como conclusão às nossas representações
psicológicas. A introspecção experimental, como modo de análise das sensações, se
processaria no inverso dessas śınteses inconscientes, visando neutralizar os efeitos
dessa inferência siloǵıstica operada pela experiência passada. Para neutralizar esta
śıntese inconsciente, processa-se então uma análise consciente, em que os sujeitos dos
3.1 UMWELT 27
experimentos são treinados para reconhecer o aspecto mais bruto e selvagem de suas
experiências; como animais selvagens domesticados que teriam que ser reeducados ao
seu ambiente natural. Este treinamento faz com que este estudo não possa ser feito
sobre crianças, primitivos, ou doentes mentais, visando evitar o erro do est́ımulo,
qual seja, a confusão do objeto percebido com os júızos inconscientes acumulados
pela experiência passada. Por isto, o estudo objetivo das sensações em um sujeito só
poderá ser feito se este mesmo sujeito for capaz de distinguir a experiência passada
das sensações. Por todos estes cuidados metodológicos, em que a distância entre
observador e observado se impõe, ainda que ocorra no mesmo sujeito, e na presença
de um elemento objetivo é que o método introspectivo irá se distinguir da introspec-
ção dos filósofos-psicólogos. A psicof́ısica de Fechner, detalhada nos “Elemente der
Psychophysik” de 1860[Fal02], aborda o problema da matematização1 apresentado
por Kant e também oferece uma resposta experimental ao segundo problema2 apre-
sentado por Kant [Sch09]. Mas a sua principal conquista está em oferecer a qualquer
estudo psicológico a possibilidade de desenvolver uma matemática mais avançada.
Isto, através do estabelecimento da primeira lei matemática, batizada por ele de Lei
Weber-Fechner3, em função do aproveitamento da equação desenvolvida por Ernst
Weber (1795-1878) sobre a relação de proporcionalidade entre as diferenças apenas
percebidas entre est́ımulos e os valores absolutos destes, figura 3.1. Fechner utilizou
os estudos de Weber e propôs a relação entre as diferenças percebidas e as sensações,
sugerindo a primeira medição psicológica [Fec60].
O “objeto” de Uexküll sugere portanto, a definição de um sistema aberto que, ao
contrário de um sistema fechado, interage com o seu ambiente [Sil06]. Um sistema
1Refere-se à primeira cŕıtica apresentada por Kant onde, segundo ele, a natureza é o conjunto do
conhecimento que nos é possibilitado através do entendimento e representa a natureza mecânico-
causal. É a natureza da qual trata a ciência.
2Refere-se à segunda cŕıtica apresentada por Kant onde, segundo ele, a natureza transcende
nossa sensibilidade e é fruto da razão que cria suas próprias leis. É a natureza supras-senśıvel, que
fundamenta a liberdade e o agir prático-ético.
3A lei de Weber-Fechner faz uma relação entre a intensidade f́ısica de uma excitação e a in-
tensidade subjetiva da sensação de uma pessoa, seja de uma percepção sensorial auditiva, visual,
térmica, tátil, gustativa ou olfativa
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Fig. 3.1: Lei de Weber-Fechner
é fechado se não existe importação ou exportação de energias, em qualquer das suas
formas, como informação, calor, materiais f́ısicos, etc. e, portanto, nenhuma troca
de componentes, como por exemplo uma reação qúımica que acontece num receptor
isolado e estanque [Wat67]. Os sistemas orgânicos são abertos, o que significa que
permutam materiais, energias ou informação com os seus meios. Cada processo de
observação implica em interações entre o observador e o sistema observado, o que
não ocorre nos sistemas fechados já que, geralmente, não podem ser observados e
assim, nenhuma afirmação definitiva pode ser feita sobre eles, nem mesmo se exis-
tem ou não. Portanto, é imposśıvel examinar objetos isolados de seu ambiente; em
cada caso pode-se observar somente as interações entre sujeitos (incluindo sujeitos
observadores) e objetos.
Os Sistemas Abertos, não-lineares e longe do equiĺıbrio, apresentam uma carac-
teŕıstica fundamental: eles são obrigados a importar (assimilar) energia e matéria do
seu ambiente relevante, utilizar esta informação para manter em funcionamento sua
organização interna, e são obrigados a exportar as sobras ou rejeitos, que não podem
ser aproveitados. Este processo, chamado metabolismo energético material (MEM),
é uma caracteŕıstica fundamental de todos os sistemas auto-organizados, capazes de
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evoluir.
Portanto, não há sistemas abertos, em equiĺıbrio, todos são estados estacioná-
rios, em permanente transformação, aparecem e desaparecem ao longo da evolução,
de acordo com suas capacidades de adequar seu metabolismo energético-material às
mudanças incessantes do seu ambiente relevante. Historicamente, um sistema foi
definido como o objeto da análise emṕırica, entendido no sentido da “Mecânica New-
toniana Clássica”. Uma das primeiras definições da palavra sistema apareceu em
1874, na Alemanha, no dicionário “Meyers Konversationslexikon”: “.... sistema é
um conjunto de partes organizadas em um todo...”, enquanto subentendia-se ainda
as partes como sendo objetos macroscópicos, como descrito a seguir. Com o surgi-
mento da termodinâmica estat́ıstica, no final do século passado, Ludwig Boltzmann
introduziu uma primeira ampliação importante a este conceito: ele estabeleceu uma
relação entre as dimensões macro e microscópicas de um sistema, através da famosa
equação S = k.log.W , sendo “S” a entropia de um sistema, “k” uma constante e
“W” um fator de probabilidade que indica quais estados microscópicos correspondem
a um determinado estado macroscópico estacionário. Para Boltzmann, os estados
macroscópicos e microscópicos já eram dimensões de espaço-tempo com qualidades
diferentes. Assim, com esta equação, o conceito de sistema ganhou uma nova dimen-
são e a probabilidade deu sua entrada nas ciências exatas.
Um outro grande passo no sentido da ampliação do conceito de sistema foi dado
com as novas formas de enfrentar e compreender a natureza não humana, ou seja,
com o surgimento da ecologia. Assim, o conceito de ecossistema surgiu em 1935,
com os trabalhos do botânico inglês Sir Arthur Tansley. A partir desta época, o am-
biente tornou-se o centro das atenções e o conceito de sistema foi de certa maneira
“aberto para fora”, ganhando mais uma dimensão, o seu ambiente [Odu01]. Para
definir sistemas, é necessário inicialmente distinguir entre sistemas isolados, fechados
e abertos. Enquanto os primeiros fogem do nosso acesso emṕırico, porque não tro-
cam nem energia, nem matéria com os seus ambientes, os sistemas fechados trocam
30 CONSCIÊNCIA E PERCEPÇÃO
somente energia com seu entorno. Entretanto, o interesse concentra-se aqui basica-
mente na terceira categoria: os sistemas abertos que trocam energia e matéria com
os seus ambientes. Estes sistemas são de fato dominantes nos processos da evolução
biológica e apresentam caracteŕısticas que desafiam a visão Newtoniana do universo,
ou seja, eles estão longe do equiĺıbrio, apresentam a capacidade de auto-organização
e se desenvolvem de maneira irreverśıvel. Em outras palavras, o futuro de um sis-
tema aberto somente pode ser uma probabilidade. Uma definição atualizada de um
sistema aberto deve, portanto, cobrir um conjunto de caracteŕısticas pouco comuns
à lógica da mecânica clássica. De ińıcio, uma definição deve ser capaz de relacionar
o “espaço interno” e o “espaço externo” do sistema. Assim, pode-se distinguir pelo
menos três dimensões de espaço-tempo em sistemas abertos:
• Uma dimensão microscópica que descreve o espaço interno no ńıvel dos elemen-
tos do sistema;
• Uma dimensão mesoscópica de referência que se situa no ńıvel das fronteiras
estruturais do sistema. O termo mesoscópico foi escolhido porque designa um
plano intermediário.
• Uma dimensão macroscópica, constitúıda pelo espaço externo, além das fron-
teiras estruturais do sistema.
A dimensão macroscópica é o ambiente especificamente relevante para a manutenção
da coerência estrutural ou seja, da reprodução energético-material do sistema. Esta
região é chamada campo de interação e faz parte do sistema. Assim, sistemas abertos
são constitúıdos por uma estrutura e um campo de interação, ambos intermediados
por um plano de referência, a fronteira estrutural. Um sistema aberto, no entanto,
requer uma determinada quantidade e qualidade mı́nima de energia e matéria de en-
trada para a manutenção da coerência estrutural. Estas entradas são transformadas
e aproveitadas pela estrutura do sistema e eliminadas na forma de sáıdas energético-
materiais de qualidade inferior. Portanto, os sistemas abertos extraem energia e
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matéria do seu campo de interação e devolvem energia e matéria desvalorizada ao
mesmo. Este processo de “feedback” entre campo de interação e estrutura, que é o
metabolismo energético-material, depende diretamente da forma espećıfica do modo
de organização estrutural. Este processo de “feedback” entre a estrutura e o campo
de interação obriga o sistema a:
• “formatar”, ou informar, constantemente seu próprio ambiente relevante de
acordo com seu padrão espećıfico de organização estrutural.
• adaptar sua organização interna (o espaço microscópico) às mudanças que ocor-
rerem no espaço macroscópico, no campo de interação.
Assim, o campo de interação forma, junto com a estrutura do sistema, uma unidade
em permanente interação e transformação. As dimensões macroscópicas e micros-
cópicas interagem desta maneira através das fronteiras estruturais e possibilitam ao
sistema reagir internamente a mudanças que ocorrem no exterior de sua fronteira
estrutural. Partindo das considerações feitas até aqui, é posśıvel dizer que: “Um
sistema aberto é composto por um número finito de elementos que interagem de ma-
neira coerente, formando uma estrutura que engendra o surgimento de um campo
de interação em permanente “feedback” com a estrutura, através do qual o sistema
se integra com o seu ambiente, adquirindo a capacidade de auto-organização e de
evoluir de maneira irreverśıvel” [Bun79].
Uma estrutura complexa, composta de um número muito grande de elementos,
é considerada “estacionária” enquanto a coerência entre os elementos é mantida.
Esta coerência em ńıvel microscópico corresponde a aquilo que todos os elementos
possuem e fazem em conjunto, apesar de todas as eventuais diferenças. Coerência
é, portanto, algo comparável a um padrão médio de comportamento, ou em outras
palavras o menor denominador comum. Os conceitos da teoria de sistemas somente
tem sentido se forem relacionados a um sistema concreto. Assim, ao se falar de
elemento ou campo de interação deve-se estabelecer uma relação com a estrutura
32 CONSCIÊNCIA E PERCEPÇÃO
concreta do sistema que se está tratando. Por exemplo, uma sociedade de formigas
pode ser considerada um sistema, onde os elementos são as formigas e a coerência
do comportamento entre elas, forma a estrutura do sistema. A coerência é dinâmica
pois, os elementos estão em movimento permanente e o sistema se transforma conti-
nuamente em tamanho e densidade, ou seja, na sua distribuição espaço-temporal. As
formigas, entretanto, não ocupam somente o espaço do formigueiro, mas também um
determinado entorno relevante para a sua reprodução. Este entorno sofre a influên-
cia da atividade das formigas, mas ao mesmo tempo impõe ao sistema determinados
limites e condições de sobrevivência. Esta região é chamada de campo de interação.
O espaço além das fronteiras deste campo é o espaço externo ou a rede do sistema.
Falar em sistema ou em elemento somente tem sentido se a dimensão mesoscópica –
o limite estrutural do sistema – for definida. Por exemplo, o elemento qúımico Car-
bono que faz parte da substância corporal da formiga não pode ser considerado um
elemento do sistema formigueiro. Se quiser definir uma formiga individual como sis-
tema, os conceitos de elemento, estrutura e campo de interação mudam de conteúdo
e devem ser redefinidos concretamente para o caso. Em outras palavras, o elemento
é somente a parte menor de um sistema espećıfico e não pode ser confundido com o
conceito qúımico de elemento. O surgimento de redes de sistemas somente ocorre em
dimensões equivalentes. Por exemplo, moléculas se relacionam na dimensão espaço-
temporal das moléculas para poder formar redes mais complexas. Por outro lado, a
interação entre sistemas abertos somente pode ocorrer através da superposição dos
campos de interação em dimensões espaço-tempo equivalentes. Sistemas abertos são
formados de um lado por uma estrutura, como expressão de sua “corporalidade”, des-
crita por parâmetros tais como massa, substância, forma, “gestalt”, etc, e por outro
lado, por um campo de interação que se relaciona a conceitos como energia, forças,
etc. Assim, pode-se estabelecer uma analogia entre as relações do tipo corpo-mente,
part́ıcula-onda e estrutura-campo de interação.
Uexküll acrescentou outro elemento das condições prévias essenciais para a ob-
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servação de objetos, ao enfatizar a influência que os sujeitos tem em cada interação
com os objetos, devido a suas atividades receptoras e efetoras espećıficas da espécie,
desenvolvendo a partir disso seu conceito sobre UMWELT. O segmento ambiental
de um organismo é definido por suas capacidades espećıficas da espécie tanto re-
ceptoras quanto efetoras (definidas por Uexküll como percepção e operação). A
semiótica de Peirce propõe que qualquer objeto experienciado por um organismo –
um objeto externo ao seu corpo ou uma informação interna – é representado por um
signo, que em si é diferente do objeto que o originou e que gera, continuamente, um
interpretante (um outro signo) podendo haver um intérprete ou não nessa relação
triádica. Assim, Santaella associa o Objeto dinâmico ao Umwelt e objeto imediato
ao “Innenwelt” [San96]. O conceito de “Innenwelt” também foi utilizado por Antô-
nio Damásio [Dam00] para a explicação da consciência humana. Esta hipótese se
pauta na ideia de que os processos de consciência são sempre permeados por senti-
mentos relacionados às imagens criadas internamente por um organismo no encontro
com um objeto, pessoa ou acontecimento ou ainda, no acesso a alguma informação
previamente armazenada. Tais sentimentos estão concomitantemente associados ao
papel que o próprio organismo cumpre nessa determinada situação, podendo recu-
perar inclusive emoções sentidas. Assim, como se acessam informações na mente o
tempo inteiro quando se está consciente, também se está, o tempo inteiro, gerando
sentimentos sobre si mesmo e as coisas que cercam o indiv́ıduo. Esse fluxo cont́ınuo
de sensações, sentimentos e ações são os ciclo de semiose acontecendo nos processos
comunicativos entre organismo e ambiente, que configura a espiral de formação de
um conhecimento. A percepção-ação envolvem dinâmicas situações de acoplamento
organismo-ambiente, que não estão dissociadas de sentimentos. Segundo Uexküll, a
unidade complementar de sujeito e objeto gera consequências ao conceito de tempo
que, como ritmo ou estrutura do processo vital em si, não é subjetivo nem objetivo,
mas sim uma composição destes. O conceito do tempo em f́ısica desafia um problema
de dif́ıcil solução que é o de como relacionar o tempo vivenciado com o tempo f́ısico.
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A questão é se devemos pressupor estruturas de tempo vivenciado ou o real? Onde
a f́ısica mostra que o tempo real é simétrico e o tempo vivenciado um acréscimo
subjetivo [Rod89]. Outra questão se refere à teoria da informação ou probabilidade.
Enquanto alguns cientistas defendem que as probabilidades devem ser interpretadas
como desconhecimento subjetivo, os f́ısicos alegam que não é o determinismo que
nega o futuro a ser desvendado pois, se a probabilidade apenas significasse falta de
conhecimento, seria imposśıvel distinguir entre a ignorância devido a carência de co-
nhecimento e a ignorância que não pode ser compensada por qualquer conhecimento
novo, figura 3.2.
Fig. 3.2: Probabilidade, conhecimento ou ignorância?
Assim, enquanto filósofos como Bergson, Husserl e Heidegger expõem suas ideias
de experiencia humana de tempo, f́ısicos definem o conceito de tempo de forma a
medir e descrever seus resultados, o que resulta em uma discussão improdutiva, pois a
contribuição da biologia supera a alternativa da posição subjetivista ou objetivista, e
prova a irreversibilidade e abertura do tempo mediante a evidencia de seus processos
semióticos fundamentais.
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Karl Ernst Von Baer destacou a relatividade do tempo como uma função de fa-
tores biológicos baseados numa linha de racioćınio puramente biológica, e a partir
dai desenvolveu o prinćıpio de lapso temporal e efeitos visuais. Ele também postu-
lou teoricamente sobre a menor unidade de tempo e adotou o termo momento para
designá-la. Jakob von Uexküll desenvolveu ainda mais essa ideia ao mostrar como
(em prinćıpio) o futuro aberto força todos os seres vivos a se orientarem por meio
de cálculos probabiĺısticos, usando a estrategia de calcular seu futuro segundo suas
necessidades biológicas. Cálculos probabiĺısticos que interpretam o presente como
referência a, ou signo de, possibilidades da ocorrência de satisfações futuras de al-
gumas necessidades; são contudo, processos de signos ou semioses. Assim, Uexküll
desenvolveu sua teoria do signo, em que o presente funciona como um signo e o futuro
como o “significatum” ou “signifie”. Na definição do processo śıgnico, Uexküll torna
evidente a estrutura temporal da semiose onde a percepção – recepção e decodifi-
cação de signos – é definida como um “especificador semântico” (meaning-specifier)
com referência a uma “utilização semântica” (meaning-utilization) a ser realizada no
futuro, onde a “designação semântica” (meaning-assignment) é testada.
Considerando-se que a relação entre sujeito e objeto – como um elemento de
referencia da designação semântica e da utilização semântica – é também uma relação
de signos, ou seja, providos de uma estrutura de tempo, a questão de se essa relação é
subjetiva ou objetiva não faz sentido. Isso pode apenas estar certo ou errado para um
intérprete. A experiência de tempo, que difere de uma espécie para outra, influencia
fortemente a relação com o mundo externo.
Jakob von Uexküll definiu o termo momento como o intervalo de tempo em que
a diferença entre o antes e o depois não existe ainda, e mediu sua extensão para
o homem e para várias espécies animais, concluindo que para o homem é de 1/18
de segundo, enquanto que para o caracol o momento é quatro vezes maior, e para
o peixe-beta é três vezes menor. Assim pode-se afirmar que para o caracol todos
os movimentos ocorrem muito mais rapidamente – sob marcação de lapso temporal
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– do que para o homem, enquanto que para o peixe-beta eles ocorrem muito mais
devagar. Quando se consegue medir o momento se consegue definir a unidade básica
da duração do processo śıgnico em cada sistema vivo, o que é importante para a
análise de processos śıgnicos em diferentes organismos.
Os organismos captam signos do ambiente através de diferentes “órgãos percep-
tivos e operacionais” e os interpretam de um modo espećıfico de suas espécies, cons-
truindo assim seus auto-mundos e, dessa forma, a marcação dos processos śıgnicos
procede igualmente em um modo espećıfico daquela espécie. Assim a definição de
“meta-interpretação”decorre da interpretação de outra interpretação, como resultado
de processos śıgnicos que procedem da observação de outros seres vivos. Uexküll des-
creveu as relações entre os elementos do processo śıgnico como um sistema dinâmico
organizado em forma de ćırculo. Assim, a unidade fechada que inclui os órgãos
perceptivos e operacionais também pode ser chamada de ciclo de percepção-ação.
Pode-se então dizer que o UMWELT tem que ser uma propriedade emergente da
relação percepção-ação.
A possibilidade de atribuir um UMWELT a um ser artificial é ainda bastante
controverso[Emm01]. Uma das dificuldades é que o UMWELT também contém um
componente resoluto, no sentido de que a relevância está relacionada com as metas
do agente. Nestes casos, utiliza-se uma versão adaptada do conceito UMWELT, um
proto-UMWELT, onde se busca maximizar o controle sobre o elo percepção-ação, com
o objetivo de avaliar um potencial mecanismo para a construção de um UMWELT
básico; isso é fundamental para uma acoplamento agente-ambiente. A ideia princi-
pal por trás disso é que este proto-UMWELT seja uma propriedade emergente do
acoplamento entre o agente e o seu ambiente, que é o resultado de uma otimização
das capacidades de informação-processamento do agente com relação ao seu ciclo de
percepção-ação. Mais precisamente, o objetivo é otimizar a capacidade do agente
de utilizar as informações em suas futuras percepções. Esta capacidade formalizada
no âmbito teórico-informação é uma referência ao conceito de autonomia [Kly05].
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Uma das ideias é que antes das ações serem identificadas em termos de finalidade ou
objetivo, as ações sejam distinguidas em termos dos seus efeitos.
O proto-UMWELT de um agente é, portanto, principalmente orientado a distin-
guir os efeitos das diferentes ações que se manifestam como resultados dos ciclos de
percepção-ação. Uexküll propõe que a realidade é diversificada, ela não é a mesma
para todos os seres vivos. Assim existe uma realidade para cada organismo e cada
organismo é monádico, ou seja, fechado em si mesmo. Cada organismo tem uma
maneira peculiar de receber e responder às informações. Isso está entrelaçado e re-
cebe o nome de “Ćırculo Funcional” que não pretende representar processos śıgnicos
humanos; mas foi concebido para o observador humano a fim de interpretar proces-
sos śıgnicos em animais. Ele desenvolveu esse modelo durante seus estudos sobre
animais, pela perspectiva de observações emṕıricas.
Para o ser humano, o ćırculo funcional está ligado ao sistema simbólico. Ou seja,
cada organismo, além de adaptar-se a seu ambiente, está inteiramente ajustado a
ele. E cada organismo possui um sistema receptor e um sistema efetuador. São elos
de uma cadeia que Uexküll descreveu como ćırculo funcional. Esses dois sistemas
são próprios de todos os animais, porém no ser humano aparece um elo adicional,
o do “Sistema Simbólico”. Este elo é que permite ao ser humano apresentar uma
resposta mediada pelo simbólico ao receber um est́ımulo externo, ao passo que para
outros animais esta resposta é imediata. Como exemplo, pode-se mencionar a reação
a explosão de um rojão que provoca a sensação de medo e a ação de fuga nos animais
enquanto para o ser humano pode representar alegria e satisfação se for entendido
como uma comemoração.
Para ilustrar o conceito do “Ćırculo Funcional” Uexküll descreveu o comporta-
mento de uma espécie de carrapatos que sugam o sangue de outros organismos de
sangue quente para poder gerar ovos fecundados. Como “órgãos receptivos” utilizam
três receptores, que podem captar três diferentes “signos perceptivos”:
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1. Signos olfativos, provenientes da presença do ácido butanóico, encontrado no
suor dos organismos de sangue quente;
2. Signos táteis, induzidos pelo couro peludo dos mamı́feros e
3. Signos termais, produzidos pelo calor das áreas dérmicas lisas.
Cada signo se refere a uma resposta espećıfica iniciada pelo signo. Jakob von Uexküll
descreve a sequência e a interação dos três processos śıgnicos onde o carrapato inerte,
fixado em um galho, no mato aguarda a passagem de alguma presa (um mamı́fero).
De maneira seletiva sensorial, não há est́ımulo no ambiente que ele possa receber.
Com a aproximação de um mamı́fero, apesar de todos os fatores estimulantes produ-
zidos pelo corpo do mamı́fero, apenas três se tornam est́ımulos(signos perceptivos),
e em uma sequência espećıfica. Os três signos permitem ao carrapato executar três
operações:
1. O odor do ácido butanoico induz um impulso nas patas do carrapato que o
forçam a despencar do galho em que permanecia;
2. Com sorte ele cai sobre a presa, cujo couro peludo produz agora signos táteis que
o levam a se desemborcar, enquanto extingue o signo olfativo“ácido butanoico”;
3. Assim, continua até que a porção nua da pele produza um terceiro signo per-
ceptivo, “calor”, que então extingue o signo anterior e provoca uma terceira
reação em que o carrapato pica a pele do mamı́fero com sua probóscide.
Esses são reflexos que sucessivamente substituem um ao outro e são induzidos por
efeitos respectivamente f́ısicos e qúımicos objetivamente mensuráveis. Porém há de
se observar que, dos vários fatores estimulantes produzidos pelo corpo do mamı́fero,
somente três deles se tornaram portadores de pistas percept́ıveis para o carrapato,
e isso ocorre por não ser o carrapato um sistema mecânico em que todas as causas
f́ısicas, qúımicas e térmicas produzem efeitos respectivos. O carrapato é sim, um in-
térprete que seletivamente (segundo um código inato) interpreta as mudanças f́ısicas,
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qúımicas e térmicas de seus receptores como signos. Uexküll os chama de “signos
perceptivos” que se referem a (ainda não perceb́ıveis) “pistas perceptivas” de um ob-
jeto como uma contrapartida a um comportamento espećıfico. Assim, os três signos
perceptivos estruturam o futuro aberto passo a passo, servindo como uma diretriz
do comportamento do carrapato.
Cada um dos três processos de interpretação descreve um processo integrado e
coerente, um processo śıgnico ou semiose, em que o carrapato, como sujeito capaz
de operar e perceber, e o mamı́fero, como objeto acesśıvel à percepção e operação
do carrapato, determinam um ao outro – como sujeito e objeto. “O objeto é en-
volvido na operação apenas porquanto deve possuir as qualidades necessárias que,
por um lado, podem servir como portadores de pistas perceptivas e, por outro lado,
como portadores de pistas operacionais”. Assim, para o sujeito a pista perceptiva é
caracterizada pelo fato de que pode ser extinta por uma pista operacional.
Para descrever as operações do processo śıgnico como um todo em um modelo,
Uexküll concebeu o “ćırculo funcional”, onde o sujeito é um intérprete que recebe si-
nais do seu ambiente por meio de“órgãos perceptivos”(receptores), segundo a espécie
biológica do intérprete (carrapato) e, dependendo de sua disposição individual, que
serve como um interpretante (fome, sede, est́ımulo sexual), os sinais ganham uma
significação ao ser signo. Portanto, ao designar uma significação, o sinal é codificado
como um signo perceptivo que indica um “objeto” (comida, presa, parceiro sexual
etc.) ainda não percebido ou uma de suas várias qualidades que servem como um
ponto de referência apto à pista operacional de um comportamento adequado.
Inicialmente o Sujeito concede ao objeto uma pista perceptiva e em seguida uma
pista operacional. Assim, propriedades particulares do objeto se tornam portadoras
de pistas perceptivas, já outras se tornam portadoras de pistas operacionais. Visto
que todas as propriedades de um objeto estão bem ligadas por meio da estrutura
do objeto, as propriedades representadas pela pista operacional devem exercer sua
influência por meio do objeto sobre as propriedades que carregam a pista perceptiva,
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bem como modificar a pista perceptiva em si. Assim a pista operacional extingue
a pista perceptiva. O objeto tal como é percebido, com todas as suas qualidades
variadas e objetivamente determináveis, surge no processo śıgnico, que é representado
pelo ćırculo funcional, apenas como uma “estrutura conectora objetiva” – como um
elo entre a pista operacional e a perceptiva –, e mesmo esse elo ocorre no processo
śıgnico apenas como a influência da pista operacional sobre a pista perceptiva. Aqui
se identificam os elementos envolvidos em um processo śıgnico e cujo sistema de
interações constitui a unidade da semiose:
1. O organismo como sendo um sujeito, o intérprete;
2. Os sinais ambientais como sendo signos, o interpretandia;
3. As condições biológicas do organismo como uma disposição comportamental, o
interpretante.
Ao se tentar identificar o objeto (interpretatum), com os conceitos conhecidos, verifica-
se que, para o intérprete (o carrapato) tal objeto definitivamente não existe. Seu
“objeto semiótico” difere fundamentalmente dos objetos estáticos que os seres huma-
nos, como observadores podem perceber. Para o observador humano, no exemplo
de Uexküll , o mamı́fero que passeia pelo local do carrapato sobre a árvore perma-
nece um objeto constante, com aparência espaço-temporal idêntica, durante todo o
processo de observação. Em contraste a isso, para o carrapato o objeto semiótico
tem uma estrutura temporal no curso do qual seu aparecimento espacial é submetido
a uma mudança, ou seja, ele aparece e desaparece enquanto interage com o sujeito
segundo um programa fixo. Inicialmente o objeto aparece como o odor provocado
pelo suor do animal, que em seguida desaparece quando o objeto é transformado
nos pelos do animal. Tão logo o carrapato alcance a fonte de calor, as propriedades
táteis desaparecem novamente e o objeto se transforma no tecido de onde se extrai o
sangue, figura 3.3. Contudo, a dificuldade em identificar o objeto de uma biossemi-
3.1 UMWELT 41
Fig. 3.3: Sinais, Signos e Objetos
ose em termos das expectativas inerentes à semiótica dos processos śıgnicos humanos
também pode ser proveitosa. Ela chama a atenção para o fato de que o objeto é uma
abstração, que é definida como um significante e existe somente na mente humana
como um todo coerente defińıvel distintamente em espaço e tempo. Na experiência
imediata do homem, um“objeto semiótico” é que define o processo em que a abertura
do futuro diminui gradualmente, quando a probabilidade do prognóstico inerente ao
programa aumenta progressivamente.
A despeito dos três termos da tŕıade de Peirce – signo, interpretante e objeto
significado – e um quarto representando o intérprete que está mudando, dois outros
termos importantes podem ser extráıdos do exemplo: o código e o contexto que se
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submete a uma modificação essencial. O código de um carrapato pode ser descrito
como um sistema de três signos, sendo cada signo composto da “sensação” de um
receptor (um signo olfativo, um tátil e um perceptivo termo-senśıvel) e das respostas
comportamentais correspondentes, os signos operacionais, quando o “objeto semió-
tico” é formado, transformado e desaparece novamente.
Exatamente como os signos do código Morse estão para os signos do alfabeto,
os signos do código do carrapato correspondem a certos processos qúımicos, f́ısicos
e térmicos do ambiente (ácido butanoico, a oposição de obstáculos e a radiação
do calor). Os últimos três processos são também descritos como “sinais”. Uexküll
denomina-os “portadores śıgnicos” ou “portadores semânticos”. Cada componente de
um objeto orgânico ou inorgânico vai se tornando, enquanto portador semântico, um
“complemento” no corpo do sujeito que serve de usuário semântico [Thu04].
Além do código que representa o conjunto dos signos, pode-se encontrar uma
sequência fixa em que os diferentes signos são encadeados. Para que a semiose seja
induzida e prossiga, é essencial que a sequência permaneça inalterada. Isso quer dizer
que os signos devem ser arrumados como termos de um “texto” a fim de se tornarem
signos para o carrapato definitivamente. Apenas após o odor do ácido butanoico ser
percebido e respondido pela queda do carrapato é que os signos táteis podem ser
percebidos e respondidos por seu desemborcamento etc. Tal sequência representa
então, um “programa” em que os signos devem seguir a fim de serem reconhecidos
como tais, ou seja, apenas por meio desse programa é que um “sentido” total pode
ser concedido às “significações” individuais.
Essa estrutura de inter-relações é descrita como um “contexto”, que se refere
à totalidade das ocorrências ambientais em que o “texto” está embutido e do qual
recebe a“matéria-prima”de sinais e portadores śıgnicos que, após terem recebido uma
significação, são traduzidos em signos individuais. No exemplo de Uexküll, o “texto
do carrapato” está relacionado com o “contexto” de certas ocorrências na natureza,
como o signo perceptivo “odor do animal” (o sinal codificado “ácido butanoico”)
3.1 UMWELT 43
e relacionado com o contexto do surgimento de um mamı́fero; o signo perceptivo
“resistência tátil” refere-se aos obstáculos de seu couro peludo; e o signo perceptivo
“aquecido”, que introduz a frase final de seu texto, corresponde à porção nua da pele
servindo de fonte de sangue nesse contexto ambiental.
O texto do “programa do carrapato” demonstra o “universo subjetivo” do carra-
pato, em que o mamı́fero aparece como objeto semiótico composto de três processos
śıgnicos sucessivos. O contexto que deve ser produzido pelo ambiente para o texto a
ser descrito, representa a“contrapartida objetiva”ao universo subjetivo do carrapato,
ou o que o observador humano pode identificar como uma “contrapartida” em seu
ambiente humano. Esse contexto corresponde ao que descrevemos como um nicho.
Por um nicho entendemos uma seção da natureza que fornece os recursos essenciais
para que um ser vivo ou uma espécie sobreviva, se reproduza e onde os perigos são
mantidos dentro de limites toleráveis. Os tipos de recursos e perigos que permitem
a uma seção ambiental tornar-se nicho dependem do ser vivo individual ou de sua
espécie.
3.1.1 Heteronomia e Autonomia
O fato dos sistemas vivos atuarem como intérpretes que respondem a signos e
que não estão, ao contrário dos mecanismos, sujeitos aos efeitos de forças, realça a
diferença entre fenômenos orgânicos e inorgânicos; no mundo inorgânico, modifica-
ções que observamos sobre um objeto podem ser atribúıdas a causas que agem do
exterior sobre ele. Para os seres vivos, contudo, efeitos externos só são importantes
se, como est́ımulos, encontrarem uma disposição à receptividade ou seja, se puderem
ser convertidos em signos. No primeiro caso, fala-se de “heteronomia” para denotar
que a regulação do “comportamento” do objeto inanimado está sujeito a forças ex-
ternas. No segundo caso, no entanto, o termo aplicado é “autonomia”, para enfatizar
que a lei da atividade deve ser buscada no organismo em si.
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Uexküll relevou que mesmo a célula, com sua estrutura “simples”, responde de
um modo muito mais autônomo que heterônomo, ao que ele se referiu como as “ego-
qualidades” da célula. Assim, ele explicou o fenômeno que em ciência moderna é
descrito como a capacidade dos sistemas vivos de distinguir entre o “ego” e o “não-
ego” ou, em outras palavras, de responder à qualidade do “não-ego” de um modo
“auto-preservativo”. Sob o ponto de vista semiótico, isso significa que os sistemas
vivos não só possuem códigos espećıficos da espécie, mas também que usam seus sub-
códigos servindo ao propósito de interagir com diferentes objetos de seu ambiente,
tais como presa, inimigo ou parceiro sexual, de um modo espećıfico, ou seja, segundo
a disposição comportamental espećıfica do sistema.
Para os sistemas vivos, mesmo para uma única célula, o código espećıfico do sis-
tema tem, portanto, o efeito de um programa privado. Os receptores servem como
codificadores para a recepção individual do sistema, ou seja, eles ligam sinais a sig-
nificações que correspondem às condições espećıficas (disposições comportamentais)
do sistema. Em outras palavras, os signos recebidos por sistemas vivos são, de certo
modo, mensagens “privadas” que só podem ser compreendidas pelo receptor.
Células do mesmo tipo ou organismo tem consequentemente, por assim dizer,
uma competência “individual” e uma “coletiva”. Assim, todas as células imunoló-
gicas são capazes de identificar células estranhas que entram no organismo como
“estrangeiras”. O tipo de reação às células estranhas, contudo, depende da disposi-
ção comportamental individual (“privada”) de cada célula. A incŕıvel variedade de
anticorpos, com suas funções altamente diferenciadas, e a capacidade de interação
entre várias células são evidências da competência śıgnica individual de cada célula
que vai sendo adquirida no decorrer de sua própria maturação. Isso é de importância
tanto teórica quanto prática, sendo que esta emerge da observação que tanto a compe-
tência śıgnica “coletiva” homogênea em ńıvel de tipo de célula, quanto a “individual”,
variavelmente diferenciada, são pré-requisitos essenciais para o desenvolvimento de
organismos multicelulares com órgãos diferenciados por função.
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Celulas nervosas e imunológicas, por exemplo, devem, como qualquer outra célula
de um órgão de um organismo, responder segundo suas funções individuais e seu
tipo espećıfico. Quanto as suas funções individuais, como uma célula retiniana, um
leucócito-T, ou uma celula do músculo card́ıaco por exemplo; e segundo seu tipo
espećıfico como as celulas nervosas, imunológicas e musculares, por exemplo.
3.1.2 Meta-interpretações
A exemplo do que ocorre com o observador humano tentando descrever deter-
minados comportamentos de terceiros, as descrições de todos os processos śıgnicos
em que o observador não é o intérprete original, são interpretações de interpreta-
ções, ou seja, “meta-interpretações”, como por exemplo a análise dos acontecimentos
ocorridos com o carrapato e o mamı́fero relatado por Uexküll [Thu04]. Este conceito
é especialmente importante quando se propõe estudar a codificação para posterior
transferência de um conhecimento espećıfico. Na proposta de se interpretar uma obra
de arte, utiliza-se a base de conhecimento do observador que, muitas vezes, busca a
identidade interpretativa do autor.
Na hermenêutica de uma obra, o intérprete tem que reagir reflexivamente, esta-
belecendo a co-determinação existente na obra – uma interna, entre partes e todo, e
outra externa, entre o todo e a totalidade cultural que o intérprete subentende como
parte e que é vista como o universal do qual extrai inteligibilidade, a particularidade
em que se constitui a obra; aqui o interno e o externo se fundem. Sujeito e objeto se
determinam mutuamente no processo hermenêutico, neutralizando-se como entidades
independentes e exteriores uma à outra. Para levar adiante a tarefa hermenêutica, é
preciso abandonar a ingenuidade objetivista, com o reconhecimento da necessidade
de investigar a própria tradição ao projetar-se para a compreensão. Aqui, dar-se-á
a co-determinação entre a interpretação e a hermenêutica da própria interpretação,
uma meta-interpretação. É esperado o imenso universo de combinações posśıveis
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provenientes do conteúdo cultural e da experimentação de cada observador ao se
interpretar uma obra, mas a questão aqui não é sobre a possibilidade simplesmente
de se duplicar tal evolução interpretativa mas sim do desafio de codificar, traduzir e
transferir tal formação entre diferentes observadores.
Na figura 3.4 pode-se observar um grupo de golfinhos, o que requer uma leitura
não necessariamente imediata da obra de arte e que pode ainda não ser interpretada
de um observador para outro dependendo de suas habilidades visuais e cognitivas.
Uexküll utiliza o exemplo da capacidade que uma aranha tem de tecer e envolver
Fig. 3.4: Hermenêutica de uma obra de arte
sua v́ıtima, para ilustrar a diferença entre as condições humanas e biológicas. A
aranha constrói sua teia de modo a se ajustar ao corpo da presa, já um alfaiate
tira as medidas de seu cliente e as transfere a um pedaço de papel que servirá de
molde para seu trabalho, sob medida, de recortar o tecido e costurar as partes num
todo. O terno completo representa assim uma cópia perfeita do corpo do cliente.
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Ele releva a técnica humana que se utiliza de um recurso tecnológico em contraste
com a “aranha alfaiate”, a qual é capaz de conceber uma cópia perfeita da mosca,
sem contar com nenhum apoio técnico loǵıstico, como os utilizados pelo homem. A
aranha nem mesmo consegue estabelecer uma relação entre suas medidas e as da
mosca, totalmente diferentes, mas é capaz de correlacionar o tamanho das malhas
com o tamanho do corpo da mosca e ajustar a força elástica dos fios trefilados por
ela à força ativa do corpo da mosca viva. Uexküll continua, em seu trabalho, ressal-
tando o fato de que a aranha entrelaça sua teia mesmo sem jamais ter visto o corpo
de uma mosca antes. Uexküll comparou o procedimento metódico da aranha entre-
laçando sua teia com o processo sistemático da formação germinal, que “em todos
os animais multicelulares começa com os três compassos de uma simples melodia:
morula, blástula e gástrula”, e assim destaca que “a sequência do desenvolvimento
morfogenético” implica uma contagem que, embora não percept́ıvel pelos sentidos,
determinam percepção sensual. O termo “contagem” é usado para se referir a uma
regra que rege o processo de composição de texto de letras ou uma melodia de tons.
“Contagens” como essas, direcionam qualquer ser humano que compõe um texto ou
as notas de uma melodia sendo composta.
As contagens que aqui determinam a sequência percept́ıvel das letras ou notas
não podem ser percebidas enquanto direcionamos nossa atenção as letras ou notas
individuais apenas. Contudo, no momento em que entendemos as letras como ele-
mentos de palavras e frases, podemos facilmente ler a significação de um texto ou
podemos, tratando-se de notas, ouvir a melodia como uma unidade. Aqui, a conta-
gem tem sido concebida por seres humanos e a técnica de registrá-la no papel tem
sido aprendida e praticada; o texto transporta sua significação em um idioma que
nos é familiar. As contagens para o projeto da teia de aranha bem como os arranjos
e rearranjos de um organismo, contudo, não foram concebidos por seres humanos,
nem técnica humana alguma contribui para a sua realização.
Em ambos os casos, estamos preocupados com textos cuja significação se decifra
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quando se compreende a teia ou o organismo como uma unidade. Os signos en-
fileirados em uma cadeia de DNA são rearranjados e recombinados no decorrer do
desenvolvimento de uma célula; tem-se a impressão de estar em uma posição que per-
mite observar textos biológicos escrevendo-se e reescrevendo-se durante o processo de
organização, segundo a contagem para compor um sistema vivo. Os misteriosos pro-
cessos descritos por tais termos como plano, melodia e contagem não perdem nada
de seu caráter misterioso, contudo, eles se tornarão mais familiares ao se lembrar
que eles se referem a estruturas de organização subjacentes a sistemas. A teoria dos
sistemas mostra que no momento em que os elementos são integrados em um sistema,
surgem novas qualidades que são desconhecidas no ńıvel de seus elementos. Planos,
melodias e contagens descrevem estruturas de organização para elementos em um
sistema.
3.1.3 A Epigenética e a herança de caracteŕısticas adquiridas
O exemplo utilizado por Uexküll , ao se referir à aranha e suas habilidades para
modelar e construir, pode ser considerado como formas de conhecimento consolidada
no genótipo daquela espécie e, portanto, transmitida às futuras gerações, principal-
mente pelo fato de que não se conhece qualquer processo de treinamento para tais
procedimentos. A adaptação das espécies, proposta na teoria da evolução de Darwin,
em seu livro “A origem das espécies” publicado em 1859, considera três mecanismos
básicos de mudanças: a seleção natural, deriva genética e o fluxo gênico. A seleção
natural favorece genes que melhoram a capacidade para a sobrevivência e reprodu-
ção. A deriva genética é uma mudança aleatória na frequência de alelos, causada
pela amostragem aleatória dos genes de uma geração durante a reprodução, e o fluxo
gênico é a transferência de genes entre (e dentro de) populações. Estes são con-
siderados processos relativamente lentos; um exemplo disso é a árvore filogenética
recente da espécie humana que tem mais de seis milhões de anos. Assim, pode-
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se considerar que a capacidade intelectual de uma espécie em um momento de sua
evolução, de modo simplificado, pode ser constitúıdo pelo conjunto de habilidades
consolidadas no genótipo e pelo conhecimento adquirido durante sua vida através
de suas relações e experiências com o ambiente e outros seres. A árvore fitogenética
Fig. 3.5: Árvore fitogenética da espécie humana
da espécie humana, figura 3.5, acumula mais de seis milhões de anos, no entanto,
a coletânea do conhecimento humano tem crescido de maneira exponencial com o
volume e a disponibilidade da informação. Estudos recentes demonstram que o vo-
lume de informação digital mundial previsto para 2011 deve ser 5 vezes o volume
existente em 2006, figura 3.6, onde as novas tecnologias, os meios de comunicação e
a crescente demanda por novas descobertas cient́ıficas alavancam a taxa de cresci-
mento do conhecimento e do volume de informação a ser assimilada pelo ser humano
[IDC08]. Como acomodar esta explosão de informação? Um grande desafio para a
ciência poderia estar na capacidade da espécie humana de incorporar conhecimento
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Fig. 3.6: Volume de informação digital em 5 anos
ao conteúdo hereditário, acelerando o processo evolutivo e reformulando definitiva-
mente o modelo educacional que passaria assim, a ser incremental e não cumulativo
como o atual. A estrutura em dupla-hélice do DNA, descrita por James Watson e
Francis Crick, em 1953, deram origem ao chamado determinismo genético, ou seja,
os genes determinariam nossas caracteŕısticas, que não poderiam ser alteradas. Esta
explicação, no caso humano, ganhou dimensão de doutrina ao inspirar experimentos
eugênicos nazistas e o darwinismo social, que diz que o status social é decorrente de
aspectos biológicos e, portanto, imutável. Assim, o determinismo genético dá muito
poder à biologia e muito pouco aos nossos valores e arranjos sociais e, desse modo, o
biológico é responsabilizado pelas questões sociais [Mel03]. O conhecimento genético,
no entanto, caminha no sentido de apontar uma complexidade que vai muito além
dessa correspondência direta entre genes e caracteŕısticas. Genes podem dar origem
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a produtos diferentes; diversos fragmentos do DNA podem ser responsáveis pela pro-
dução de um mesmo composto; os mesmos genes se comportam diferentemente em
células de tecidos distintos e podem ser ativados ou desativados; outras estruturas,
além do DNA, desempenham papéis fundamentais na regulação de reações de śın-
tese de protéınas, como os RNAs, que são modificados ao longo da vida e não são
transmitidos hereditariamente.
A “Biologia Sistêmica” surgiu com o Projeto Genoma Humano, e pretende cata-
logar inúmeros ńıveis de interações existentes em um organismo através de análises
quantitativas nas quais componentes de um sistema biológico interagem funcional-
mente ao longo do tempo. Sistemas estes que são formados por grupos de elementos
independentes, mas interligados e que funcionam juntos para compor um todo uni-
ficado. Enquanto a biologia sistêmica lida com o genoma como um todo, outra nova
disciplina, a epigenética, focaliza as interações entre genes e ambiente. O prefixo
“epi” tem origem grega e significa “em adição a”. O termo Epigenética refere-se a um
conjunto de fatores que atuam em conjunto com a sequência do DNA na determi-
nação da função dos genomas em Eucariotos. As alterações epigenéticas geram um
“Epigenoma” onde o principal mecanismo é a metilação, processo qúımico que liga
ou desliga os genes. O estudo da epigenética propõe que a unidade hereditária não
seria apenas a sequência de DNA do gene, mas ele em associação com suas modifica-
ções covalentes e com as modificações da cromatina, estrutura formada pelo DNA e
protéınas que compõe os cromossomos, que empacota o gene. Desta forma, os genes
não comandam nosso destino.
Influências ambientais como nutrição, estresse e emoções podem influenciar os
genes ainda que não causem modificações em sua estrutura. Os epigeneticistas já
descobriram que essas modificações podem ser passadas para as gerações futuras da
mesma maneira que o padrão de DNA é passado pela dupla espiral. Desde a década
de 1940, os biólogos vem isolando o DNA do núcleo das células para estudar os me-
canismos genéticos. O processo buscava abrir a membrana do núcleo e remover os
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cromossomos, compostos metade de DNA e metade de protéınas reguladoras, onde
o DNA era o objeto de estudo e não as protéınas. Hoje ao estudar as protéınas dos
cromossomos, verificou-se que estes desempenham um papel tão crucial na heredi-
tariedade quanto o DNA. Há portanto, dois mecanismos pelos quais os organismos
transmitem suas informações hereditárias. Ambos permitem aos cientistas estudar
tanto as contribuições da natureza – genes – quanto as do aprendizado – mecanis-
mos epigenéticos – sobre o comportamento humano. Efeitos epigenéticos estão sendo
cada vez mais estudados, pois acredita-se que representam uma força evolutiva im-
portante. Os mecanismos não estão de todo esclarecidos, mas já foi comprovado que
os efeitos de alguns hábitos dos indiv́ıduos durante a vida podem definir caracteŕısti-
cas que podem ser transmitidas a seus descendentes. A herança epigenética seria um
mecanismo marcante de como fatores internos e externos interagem para determi-
nar efeitos nos indiv́ıduos. Assim, a epigenética acabou trazendo à tona uma antiga
teoria do “Uso e do Desuso” de Lamarck, que afirmava que caracteŕısticas adquiri-
das durante a vida podem ser transmitidas para as próximas gerações. O Projeto
Genoma, mais do que um fim, representou um recomeço da investigação sobre o com-
plexo funcionamento de organismos vivos. Após estudar o conjunto da informação
genética humana, ficou claro que, mais do que genes, estes seres são também o am-
biente, a sociedade, as suas decisões. Nessa relação com o ambiente, Uexküll definiu
o “ćırculo funcional” como um modelo para a contagem segundo o qual, os animais
integram seus automundos compostos de sinais e portadores śıgnicos recebidos de
seu ambiente. Ainda segundo Uexküll, a melodia da contagem do “ćırculo funcional”
tem quatro compassos: signo perceptivo, pista perceptiva, signo operacional e pista
operacional, figura 3.7. Assim, um novo verso começa com um novo signo perceptivo
continuando a melodia, ou o texto, com os mesmos quatro compassos. Tratando-se
da pista perceptiva, uma seção do ambiente é incorporada ao sistema como um ob-
jeto semiótico. A pista operacional utilizará o signo segundo a significação que ele
tem para o sistema, assim o digerindo e descarregando novamente. Desse modo, a
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Fig. 3.7: Ćırculo Funcional de Uexküll
biossemiose pode ser descrita em termos das atividades presentes em uma “segunda
pele” envolvendo o organismo de um animal com uma “sólida e inviśıvel camada am-
biental”, construindo então, um espaço de orientação para o comportamento motor
do animal que o habilita a se mover continuamente em busca da presa, a fugir do
perigo etc, figura 3.8. Nesse sentido, os órgãos perceptivos dos animais devem pro-
jetar pistas perceptivas indicando objetos do ambiente que, dessa maneira, ganham
significado e que podem ser identificados pelas “pistas operacionais” a medida que
ocorrem em cada interação com o meio ambiente.
Uexküll se refere aos vegetais para descrever um outro modelo, o retroativo, onde
não existe o ćırculo funcional, elemento este exclusivo do automundo animal. Assim,
os vegetais que não possuem nenhum órgão operacional capaz de movê-los de um
lugar para outro, e que não estão portanto, nem aptos a abordar objetos nem a fugir
deles, não constroem automundos. Eles tão somente formam tegumentos habitáveis
produzidos pelos receptores da superf́ıcie celular de sua camada envoltória, figura 3.9.
Aqui só se verificam os “signos perceptivos” e os “signos operacionais”, já que não
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Fig. 3.8: A biossemiose
possuem qualidades espaciais de “pistas perceptivas” e “pistas operacionais”. Como
consequência, o modelo para esses processos śıgnicos fitossemióticos não é o ćırculo
funcional, que descreve a semiose através das pistas perceptivas e operacionais para
objetos, mas sim o sistema retroativo. Trata-se de descrever um processo śıgnico
em que os signos perceptivos são codificados por um receptor (o sensor do sistema
cibernético) e os signos operacionais, mediante a atividade de um efetor (o disposi-
tivo regulador do sistema cibernético), ajustam o valor real de um sistema variável
(o tegumento habitável de um vegetal ou célula) de modo a fazê-lo concordar com
o valor referencial requerido. Podemos alcançar uma introvisão mais profunda sobre
as condições vivas intŕınsecas dos vegetais se nos imaginarmos como cegos, surdos
e completamente paralisados. Em um estado como esse, dependeŕıamos exclusiva-
mente dos sinais sensoriais de nossa pele. Deste ponto de vista, nossa pele representa
um tegumento habitável ao redor do qual nossos olhos, ouvidos e o movimento de
nossos membros com suas “áreas táteis”, compõem uma segunda camada envoltória,
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Fig. 3.9: Tegumento habitável e um modelo de supervisão
embora inviśıvel ao observador externo. As proposições e os modelos apresentados
por Uexküll em 1936 são fundamentos importantes que serão utilizados para as defi-
nições do protocolo semiótico objeto deste trabalho. São conceitos propostos há mais
de 70 anos mas que servem até hoje cormo base para a teoria de sistemas., figura
3.10. Cada ser humano, dando uma olhada ao redor de um campo aberto, perma-
nece no meio de uma ilha redonda com a esfera celestial azul acima. Esse é o mundo
concreto em que o homem está destinado a viver e que contém tudo que ele é capaz
de ver com seus olhos. Esses objetos viśıveis estão dispostos segundo a importância
que tem para sua vida. Tudo que está perto e pode ter efeito sobre o ser humano
está presente em tamanho natural. Todos os objetos distantes e portanto inofensi-
vos são pequenos. Os movimentos de objetos distantes podem continuar inviśıveis
para ele, enquanto ele está atento aos que lhe são próximos. Objetos que o abor-
dam invisivelmente, pois estão encobertos por outros objetos, produzem barulhos,
ou cheiro, que podem ser notados por seus ouvidos e nariz respectivamente, quando
enfim estão bem próximos por meio de seu sentido de toque. O ambiente próximo é
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Fig. 3.10: Analogia à teoria de sistemas
caracterizado por um muro protetor de sentidos que se torna cada vez mais denso.
Os sentidos do toque, do cheiro, da escuta e da visão revestem o ser humano como
quatro camadas de um manto que se torna cada vez mais fino em direção ao exterior;
assim Uexküll descreve a relação do homem com o mundo e seu automundo. Visto
sob a luz da biossemiótica, o corpo (organismo), sua pele (tegumento habitável) e
o universo (subjetivo) se apresentam como estruturas dinâmicas de tempo ou, em
outras palavras, como textos que vem sendo escrito e reescrito por si mesmos. O
ser humano também se apresenta como um texto que tem escrito a si mesmo e que
se manterá escrevendo pelo resto da vida. Trata-se de um processo de aprendizado
que é formado por uma experiencia quase que inconsciente, similar a falar ou es-
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crever um longo texto, onde o homem assume as funções dos verbos, substantivos
e predicados reunidos em uma cont́ınua corrente de novas frases. Para os estudos
desta tese, a proposição de Uexküll a respeito da relação da biossemiose com uma
teoria de tradução pode ter grande valor a agregar. O questionamento que desafia
a análise de como o observador humano pode reconhecer, decodificar e representar
processos śıgnicos dos seres vivos sem distorce-los, também é uma das dificuldades
para codificação e transferência do conhecimento. Um problema de tradução de um
tipo espećıfico pode ser a resposta para o dilema. Jakobson portanto, descreveu três
tipos de tradução:
1. Tradução intralingúıstica ou paráfrase, que são traduções de signos em outros
signos de uma mesma ĺıngua;
2. Tradução interlingúıstica ou tradução no sentido estrito da palavra, que são as
traduções entre ĺınguas diferentes;
3. Tradução intersemiótica ou transmutação, que são traduções para um sistema
śıgnico não-verbal. A tradução de um poema em uma melodia, por exem-
plo, seria uma transmutação, embora continue dentro do escopo dos sistemas
śıgnicos antropossemióticos.
3.1.4 Os processos śıgnicos e mecânicos na relação Homem-
Máquina
Um mecanismo de aprendizagem natural, primitivo e portanto básico para a es-
pécie humana está associado ao toque. Por mais simples que esta ação possa parecer
ela traz uma forte representação do recurso de manipulação e sua relação com os
processos mecânicos envolvidos. Pode estar áı uma justificativa para interfaces do
tipo mouse, teclados e até mesmo associações com sistemas de causa e efeito presen-
tes nos artefatos tecnológicos educacionais “modernos”, que buscam a materialização
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segundo a concepção humana como alternativa para a formação de objetos a se-
rem utilizados na formulação de uma teoria. Uexküll mostrou que esse argumento
positivista é resultado de dois eqúıvocos.
O primeiro se refere à premissa infundada de que a f́ısica e a qúımica revelariam
a realidade (um mundo de “coisas-em-si”, de acordo com Kant) independente do
observador humano. As “ciências exatas” lidam com processos śıgnicos mediante os
quais interpretamos a natureza de um modo espećıfico e bastante limitado.
O segundo eqúıvoco é a suposição de que as interpretações f́ısicas e qúımicas dos
processos em sistemas vivos e as interpretações śıgnicas teóricas seriam mutuamente
excludentes, de fato as duas abordagens se complementam de maneira indispensável.
Os processos f́ısicos e qúımicos que estimulam os receptores de um sistema vivo
são pré-requisitos para identificar os est́ımulos, sinais, ou portadores śıgnicos (mate-
riais) que são codificados como signos pelos sistemas vivos. Assim Uexküll destacou
o fato de que as ciências naturais nunca estão preocupadas com os objetos de seus
conceitos, mas sim com seus conceitos de objetos. A realidade objetiva das ciências
naturais é uma construção da mente humana, e todas as metáforas sobre as quais
podemos esboçar para a interpretação dos est́ımulos são derivadas da experiência
humana do próprio eu. Isso também se refere ao conceito de “causalidade”, visto que
relações causais não podem ser diretamente observadas na natureza, assim necessi-
tam de um processo de indução para serem inferidas. É necessário portanto examinar
a estratégia por meio da qual a mente humana constrói um mundo exterior objetivo
de relações causais-mecânicas. Essa investigação mostra que a estratégia de nossa
mente é composta de processos śıgnicos, embora Peirce estabeleça uma distinção fun-
damental entre processos mecânicos (nos termos em que os fenômenos são descritos
nas ciências naturais) e signos.
Peirce afirma que os processos śıgnicos são constitúıdos por três elementos (o
signo, o significatum e o interpretante), enquanto processos mecânicos são determi-
nados por dois elementos apenas (causa e efeito). Assim, argumenta ele, os três
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elementos de signos nunca podem ser reduzidos a dois apenas. Essa aparente con-
tradição pode ser resolvida ao se examinar a estratégia da mente humana que se
utiliza da estrutura causal-mecânica, para compor um mundo exterior objetivo. Esse
processo investigativo é fundamentado na observação de que os processos f́ısicos e
qúımicos podem ser “manipulados” apenas por processos do mesmo tipo.
O termo“manipular”sugere a interpretação de, tratar algo com as mãos de modo a
servir ao propósito de alguém e que tem origem na experiencia humana, onde a mão se
apresenta como o órgão preferido para manejar objetos. Nesse sentido a manipulação
sugere que as fórmulas f́ısicas e qúımicas, bem como as ciências exatas, explicam a
natureza pelo manejo através das mãos. Essas interpretações permitem chegar a
resultados desejados e prever aqueles efeitos que são indesejados. Causas mecânicas
são, no fim das contas, metáforas para o poder formativo da mão humana. Em termos
śıgnicos teóricos, essa conclusão significa que processos mecânicos são interpretações
de fenômenos em que não apenas dois elementos (“causa” e “efeito”) são usados, mas
sim três: “causa”como signo, “efeito”como significatum, e o movimento dos músculos
como interpretante, como um processo śıgnico real.
Uma segunda tese contra o argumento positivista, contestado por Uexküll, des-
creve o fato de que a estimulação de reações de um organismo pode sempre ser
explicada por causas f́ısicas e qúımicas. Para os positivistas ele coloca a questão:
Como explicar que daqueles incontáveis processos f́ısicos e qúımicos no ambiente
do organismo só alguns assumiram a qualidade de causas que induzem processos
comportamentais? observa ainda que, o comportamento estimulado não pode de
fato ser interpretado simplesmente como um efeito passivo da causa que o induziu.
Uexküll conclui dizendo que o problema portanto não está na explicação mecânica
dos processos śıgnicos teóricos, mas na explicação śıgnica teórica das interpretações
mecanicistas.
60 CONSCIÊNCIA E PERCEPÇÃO
3.1.5 Um código para a Semiose de Comunicação
Identificar e transmitir um processo semiótico é a base para a transferência de
uma interpretação entre seres vivos. No exemplo da semiose do carrapato descrito por
Uexküll, pode-se concluir que o carrapato tem um receptor de acido butanoico, mas
não oferece nenhuma informação sobre o que o carrapato “cheira” com isso. De fato,
mesmo a descrição desse processo de recepção como“cheiroso” é um antropomorfismo
inaceitável, pois as qualidades interiores de sensações de outro ser vivo permanecem
inacesśıveis ao observador humano.
O tipo de semiose que permite ao transmissor e ao receptor compartilhar suas fun-
ções semióticas é conhecido como“semiose de comunicação”. Nesta, ambos (transmis-
sor e receptor) são também receptores de informação sobre o interpretante, que atri-
buem a significação intencionada pelo transmissor aos signos transmitidos, constituindo-
se assim como base fundamental para as atividades colaborativas. Por outro lado, a
análise comparativa mostra que as interpretações causais-mecânicas são conhecidas
como“semioses de informação”, por que o observador identifica as causas responsáveis
pela estimulação de reações em sistemas vivos. Elas interpretam seções do ambiente
do ser vivo observado como movimentos que estimulam manipulações e podem ser
estimulados por elas, e que podem reproduzir a reação observada.
Outros sinais importantes a serem classificados neste estudo são os transmitidos
por um ser vivo por meio de seu comportamento ou sua disposição, sem direcioná-los
rumo ao receptor esperado para responder. São sintomas que dão origem à “semiose
sintomática” que permitem ao observador receber indicações do estado ou condição
do ser vivo que emite os sinais. A identificação das causas f́ısicas e qúımicas pode
ser o primeiro passo na investigação do processo biossemiótico, e é essencial para o
desenvolvimento da interpretação. O próximo passo é uma semiose de sintomatização
que interpreta o comportamento ou a disposição do ser vivo observado como um
sintoma de uma necessidade biológica. A necessidade corresponde ao interpretante,
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que em biossemiótica designa uma significação a um sinal f́ısico ou qúımico (de acordo
com a necessidade) e dessa forma converte o sinal em signo.
A semiose da informação e a semiose da sintomatização são dois passos indis-
pensáveis e complementares em cada biossemiose. Elas permitem que o observador
reconstrua o processo śıgnico dos seres vivos observados por ele. Essa reconstrução,
contudo, apenas lhe fornece a estrutura exterior e não a interior da biossemiose. Ca-
racteŕıstica essa que será explorada na formação do protocolo semiótico que se deseja
demonstrar neste trabalho de doutorado. O signo é composto de duas metades das
quais uma e “aistheton”, percept́ıvel (sensitivo), e a outra “noeton”, apreenśıvel (ou
racional) denominados respectivamente, o signifiant, um efeito percept́ıvel sobre ao
menos um dos órgãos sensitivos do intérprete, e o signifie.
Pode-se compreender os signos de outros seres vivos se conseguirmos decodificar a
estrutura exterior da semiose. Contudo, para que se possa perceber um signo estran-
geiro (uma percepção de outro ser vivo) seria necessário a existência de um processo
de codificação e decodificação entre os sistemas sensoriais. Uexküll acreditava que
isso não seria posśıvel devido ao caráter privado inerente a cada signo, no entanto,
as técnicas desenvolvidas para conexões de ambientes complexos, cujas linguagens e
interfaces assumem até diferentes definições, torna posśıvel acreditar na concepção de
um protocolo a ser utilizado na transferência da percepção, ainda que intermediada
por um ambiente eletro-eletrônico. Porém, para que este objetivo seja idealizado é
necessário que este protocolo possa ser aprendido pelos intérpretes envolvidos, o que
não caracteriza necessariamente uma meta-interpretação.
Traduções de processos śıgnicos zoo ou fitossemióticos, por exemplo, em lingua-
gem humana são interpretações de interpretações estrangeiras. Essas podem ser
denominadas como “meta-interpretações”, que foram também utilizadas por Uexküll
na definição do modelo do ćırculo funcional. Nele, os processos objetivos f́ısicos e
qúımicos, que são diretamente acesśıveis ao observador, são representados pela “es-
trutura conectora objetiva”. A estrutura conectora objetiva continua externa ao
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“automundo subjetivo” do ser vivo observado, e está envolvida em seu processo śıg-
nico apenas como uma intervenção indutora para seu signo perceptivo e como um
elemento de ligação com seu signo operacional.
3.1.6 O Interior e o Exterior Semiótico
O observador de um processo śıgnico pode apenas observar o canal utilizado para
a transmissão dos sinais, os receptores do receptor, seu organismo e sua reação. Em
prinćıpio tudo que acontece no receptor, no intervalo entre a recepção do sinal e a
reação, permanece inviśıvel para o observador.
Todas as descrições de processos que acontecem no mundo interior do receptor,
relacionadas com a resposta espećıfica do receptor a um certo sinal, são construções
que o observador projeta naquele organismo receptor de sinais que está sob obser-
vação. Assim é posśıvel situar os conceitos de “interior” e “exterior”, que incluem as
relações espaciais que descrevem o espaço que é percebido pelo observador humano
e onde ele localiza o canal para transmitir os sinais, além do organismo do receptor
e suas reações. Segundo Jakob Johann von Uexküll, espaço e tempo são produtos
semióticos e portanto, desafiam a sua relação e composição entre sistemas śıgnicos
diferentes.
O observador então, tem que comparar as estruturas anatômicas e fisiológicas
que ele mesmo e o ser vivo observado possuem como instrumento de sua orientação
comportamental. Ele não pode pressupor a existência de tempo e espaço como fato-
res metaf́ısicos. Assim Uexküll descreveu o sistema śıgnico responsável por compor
o espaço humano que abrange “signos organizativos”, produzidos pelas células táteis
da pele e pelas células retinianas dos olhos humanos. Essas células “perceptivas” ou
receptoras respondem a todos os est́ımulos com “signos locais”, que são projetados
no mundo fenomênico como “localidades”. Assim um mapa de localidades é formado
e estão conectadas pelos “signos direcionais” compondo um plano bidimensional. De-
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pois que o efeito de atividades musculares causam o movimento das superf́ıcies táteis
de nossa pele, das lentes do olho, e seus efeitos são processados em relação ao mosaico
bidimensional das localidades, surge então a terceira dimensão. Piaget descreveu um
modelo do ćırculo funcional, em que funções perceptivas e funcionais interagem como
um “processo circular sensório-motor” por meio do qual os fenômenos além da super-
f́ıcie do corpo podem ser “assimilados” como “objetos”. Estes objetos são temporari-
amente integrados ao sistema vivo como elementos de sua estrutura a ser localizado
no interior, compreendido, transformado, para ser “manipulado” por dentro.
O “espaço” é uma abstração que a mente humana compõe como um esquema de
orientação para a imaginação. Isso cria assim um “receptáculo” em que se armazena
objetos ausentes para manipulação imaginária (operações experimentais, nos termos
de Freud). Portanto, se o espaço e o tempo são produtos de semioses espećıficas,
devemos levar em consideração que cada sistema śıgnico é definido por seu código
e apenas aqueles que conhecem o código podem entender as mensagens transmiti-
das pelos signos desse sistema. Eles estão inseridos (inclusos) nesse sistema śıgnico.
Aqueles que não conhecem o código são tratados pelo sistema como intrusos. Eles
continuam “por fora” dos limites semânticos e exclúıdos do sistema. Essa versão re-
presenta a situação de um observador humano que quer estudar processos śıgnicos
de animais e vegetais inicialmente como um “incluso” de seu sistema śıgnico antro-
possemiótico e um “intruso” de sistema śıgnico zoo e fitossemiótico, sobre o qual está
o seu interesse. A extensão antropossemiótica dentro da qual ele pode observar o
canal de transmissão de sinais, os receptores e o organismo do receptor bem como
suas reações, inclui processos śıgnicos que, na forma de processos f́ısicos e qúımicos,
direta ou indiretamente estimulam manipulações humanas e seus efeitos.
Dentro desse escopo, o receptor (animal ou vegetal) é representado como um
sistema mecânico cujos instrumentos (mecânicos) de recepção são modificados por
certos processos f́ısicos e qúımicos que, desconhecidos a priori, induzem o processo
comportamental no sistema mecânico.
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Até esse ponto a representação é a do observador em seu “espaço” antroposse-
miótico, dentro do qual o receptor (o ser vivo observado) é caracterizado como uma
“caixa-preta”, e considerado “intruso” do sistema śıgnico antropossemiótico.
Em seguida o observador se coloca na posição do ser vivo observado, que até
aqui tem sido tratado por um sistema śıgnico antropossemiótico como um “intruso”,
e tenta se tornar um “incluso” de seu sistema śıgnico. Para tal ele precisa decifrar o
código do sistema śıgnico do receptor, que é inicialmente desconhecido por ele.
Cientificamente falando, ele analisa o comportamento do ser observado com um
“signo percept́ıvel”, inferindo assim a existência de uma “realidade não-percept́ıvel”.
Ele considera que o comportamento do ser observado é um sintoma da condição de
seu organismo, e essa condição como uma necessidade ou disposição comportamental
que converte as mudanças nos receptores em um signo.
O aspecto espećıfico da teoria dos signos de Uexküll é a introdução do intérprete
como um elemento essencial de cada semiose. O sujeito é diretamente confrontado
com seu próprio mundo fenomênico. Onde não se tem acesso às qualidades de um
sujeito, não se pode falar de um mundo fenomênico, mas somente de um mundo
subjetivo que é composto de qualidades conhecidas. Assim se não se tem acesso aos
“signos perceptivos” de outros seres vivos, será necessário descobrir quais qualidades
do mundo fenomênico do observador tem importância como “pistas perceptivas” no
mundo subjetivo do ser observado. Essas pistas perceptivas são tratadas por quali-
dades, tanto quanto isso seja posśıvel e então incorporadas aquelas categorias inatas
que se possui a priori.
3.2 Semiosfera
O conceito sobre Semiosfera foi apresentado pela primeira vez no artigo “Sign
Systems Studies”, publicado em 1984 na Rússia pelo cientista Yuri Lotman, um se-
mioticista da universidade de Tartu na Estônia. A comunicação entre dois UMWEL-
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TEN (plural de UMWELT ) foi o prinćıpio utilizado por Lotman para a definição
do termo Semiosfera, figura 3.11. Mais tarde, em 1991, Jesper Hoffmeyer iria su-
Fig. 3.11: Semiosfera vista por Lotman
gerir uma nova definição onde: “a semiosfera é uma esfera como a atmosfera, a
hidrosfera ou a biosfera; é o ambiente no interior destas esferas e consiste na comu-
nicação: sons, odores, movimentos, cores, campos elétricos, formas de onda de todo
tipo, sinais qúımicos, toque etc”. A Semiosfera possui restrições ou condições limites
para os “UMWELTEN ” de populações desde que estes são forçados a ocupar nichos
semióticos espećıficos, ou seja, eles terão que aprimorar ao máximo sua percepção
visual, acústica, olfatória, tátil e de origem qúımica para sobreviver na semiosfera.
E é posśıvel que as exigências apresentadas às comunidades, pela Semiosfera, sejam
desafios decisivos para o sucesso da espécie. Os ecossistemas dinâmicos, portanto,
devem incluir um entendimento particular para a operação das redes semióticas nos
ecossistemas.
A linguagem é uma ferramenta importante para a evolução de uma espécie e sem
a Semiosfera a linguagem não existiria. A organização interna da Semiosfera está
na divisão entre o núcleo e a parte periférica desta. Existe uma fronteira entre a
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Semiosfera e o mundo exterior que a rodeia. A borda da Semiosfera é representada
pela soma dos filtros biĺıngues, através dos quais os textos são traduzidos para outras
ĺınguas situadas fora da Semiosfera. Os ńıveis de Semiosferas incluem um grupo de
Semiosferas interconectados, cada um deles como participantes, simultaneamente, no
diálogo (parte da Semiosfera) e no espaço do diálogo ( a Semiosfera como um todo).
Em um primeiro momento um signo é analisado e todos os fenômenos semióticos
subsequentes são considerados como uma sucessão de signos. Um segundo ponto de
vista considera como um único ato de comunicação, uma troca de informação entre
o emissor e o receptor. Como resultado, a ação de troca de um signo é conside-
rada um modelo para a linguagem natural, conforme proposto por Saussure e mais
tarde definido por Revzin como: “O sujeito da semiótica é qualquer objeto que haja
como um significado de uma descrição lingúıstica”, um movimento do simples para
o complexo.
A noosfera é uma parte espećıfica no desenvolvimento da biosfera, um estágio
relacionado com a atividade racional do homem. A biosfera está situada na super-
f́ıcie do planeta e abriga todas as coisas vivas, transformando a energia da radiação
solar em qúımica e f́ısica, e está relacionada com a transformação do material inerte
e inanimado do planeta, assim a noosfera ocorre quando a atividade racional do ho-
mem adquire um fator dominante neste processo. Se a noosfera representa o espaço
material tridimensional que cobre parte do planeta, então o espaço da Semiosfera
tem um caráter abstrato, uma esfera processando sinais que são identificados no es-
paço fechado, apenas no espaço onde é posśıvel a comunicação e criação de uma nova
informação. De maneira análoga à biosfera, o universo semiótico inclui os textos
individuais e as linguagens isoladas e como elas se relacionam.
Neste caso, todas as estruturas se veem como se fossem constrúıdas a partir de
módulos individuais. No entanto, a Semiosfera é um sistema maior, que é mais
útil para estabelecer uma visão contrastante onde todo o espaço semiótico pode ser
considerado como um mecanismo unificado. A parte interna da Semiosfera tem um
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caráter abstrato, seus limites não podem ser vistos de maneira concreta, seus limites
são determinados pelos filtros que fazem a tradução das ĺınguas entre os espaços que
a delimitam. A natureza isolada da Semiosfera está no fato de que uma tradução é
necessária para que textos extra semióticos possam ser entendidos, ou seja, os fatos
precisam ser “semiotizados”. As bordas da Semiosfera precisam ser assimiladas pelos
receptores sensoriais, que transferem est́ımulos externos na linguagem do sistema
nervoso, que adapta assim, um ator externo a uma esfera semiótica espećıfica. No
“Darwinismo” o conceito chave é o ambiente e o organismo; a vida e a evolução
são seus derivados, um resultado orgânico da mentalidade da f́ısica de Newton, que
tratava a relação entre objeto e espaço, e da filosofia Marxista, que tratava a relação
entre sistemas sociais e ambientes sociais. De fato, Juri Lotman tinha um pensamento
muito similar ao de Uexküll. Lotman formulou as três funções mais importantes do
texto:
1. Comunicação: a transmissão de uma mensagem completa;
2. Memória: armazenamento de uma mensagem;
3. Criação: a produção de novas mensagens.
Além disso ele mostrou que elas são interdependentes, não sendo posśıvel uma sem
a outra. A semiose que coloca para funcionar o ecossistema da comunicação produz
uma continuidade e pode ser analisada em dois ńıveis:
1. o plano macrossemiótico, que aponta para a imersão da ecologia da comuni-
cação no continuum semiótico da cultura, a Semiosfera propriamente dita, o
espaço semiótico necessário para o funcionamento e a existência das linguagens;
2. o plano microssemiótico, que se refere ao trabalho interno dos sistemas para
estabelecer a continuidade semiótica entre os sistemas.
O termo ECOLIG, que identifica o protocolo proposto neste trabalho, tem como
base a ecologia semiótica da comunicação, fundamentada pelo espaço de continuidade
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formado pelas conexões micro e macrossemióticas que compõem a estrutura de um
organismo. Para que seja posśıvel entender melhor este conceito, é necessário que se
conheça a semiótica da cultura, ou seja, o entendimento da cultura como texto. A
ideia de que a cultura pode ser compreendida como texto foi bastante explorada pela
escola de“Tartu”, Moscou, onde Lotman certamente se apresentou como grande cola-
borador. Nesta associação os textos culturais são codificados pelos sistemas de signos
da cultura, também chamados de “linguagens secundárias” e “linguagens da cultura”.
Com essa denominação, os semioticistas procuraram distinguir os sistemas de signos
da cultura da ĺıngua natural, a “linguagem primária”, tomando os textos produzidos
pelos primeiros como objetos de estudo da semiótica cultural, estabelecendo, assim,
uma diferença fundamental entre a semiótica e a lingúıstica.
Para os semioticistas da Escola de Tartu-Moscou, os textos da cultura não podem
ser investigados a partir do paradigma da ĺıngua natural, cujos textos são codificados
sempre a partir do código verbal. Os textos culturais surgem da conjunção de, no
mı́nimo, dois sistemas de signos, duas linguagens, cujos códigos são normalmente
desconhecidos pelo investigador, diferentemente dos textos baseados no código verbal.
Assim as linguagens da cultura se revelam por meio do exame dos textos culturais,
pois o pesquisador não conhece a priori os sistemas de signos que modelam os textos,
não sabe de onde migram os códigos que lhes conferem textualidade. A diversidade
das linguagens culturais é resultado do mosaico heterogêneo das ĺınguas. Portanto
os novos sentidos da cultura são resultados da combinação de códigos de diferentes
linguagens, ou seja, as linguagens secundárias são os sistemas de signos culturais.
Pode-se definir assim um novo modelo de aprendizado onde a comunicação se
traduz em textos codificados em diferentes sistemas de signos da cultura: a anima-
ção, a modelagem, a trilha sonora, as linguagens de programação e todos os demais
sistemas de signos que cooperam para a construção de um novo modelo que inclui os
recursos do ambiente “e-learning”. Nesse modelo, todo e qualquer texto da cultura é
codificado, no mı́nimo, por dois sistemas, duas linguagens, são textos culturais que
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entrelaçam as linguagens da cultura. Essa trama semiótica entre as linguagens da
cultura é que, segundo Júri Lotman, define a Semiosfera como o espaço semiótico da
cultura. Assim, na semiosfera os sistemas de signos, que são as linguagens da cul-
tura, não funcionam como processos mecânicos. Por isso mesmo, quando analisada
de um ponto vista macro, a semiosfera funciona como um mecanismo único, como
um organismo. Em “Universe of the Mind”, Lotman retoma a ideia da semiosfera
como espaço semiótico da cultura, argumentando que este não apenas é necessário
à existência da semiose, mas à existência e ao funcionamento da comunicação e das
linguagens. Para ele o esquema da comunicação, segundo o qual emissor e receptor
estão unidos por um canal, nada diz sobre o modo como as linguagens funcionam.
Lotman destaca caracteŕısticas importantes relativas ao espaço semiótico da semios-
fera:
• o funcionamento deste espaço que é semelhante ao da biosfera;
• a existência a priori de tal espaço e a interação constante de linguagens que
nele ocorre;
• as próprias linguagens que interagem neste espaço, garantem o trânsito entre
elas;
• o argumento de que fora do espaço semiótico não existe comunicação nem
linguagem.
Se a Semiosfera é o espaço necessário para a existência e o funcionamento das lingua-
gens, da comunicação e da geração de novos sentidos, o processo de aprendizagem que
se utiliza de recursos eletro-eletrônicos, com seus códigos de linguagens espećıficos,
deve se realizar nessa Semiosfera, como condição necessária para ocorrência desses
processos de aprendizagem. É esta compreensão que nos leva a deduzir que a ecologia
da comunicação em exame está inserida na Semiosfera, dela dependendo para funci-
onar. Em um ambiente “e-learning” a arquitetura eletro-eletrônica, também definida
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como elementos cibernéticos, assumem papéis diversificados, podendo intermediar a
comunicação entre seres humanos, e também entre outros sistemas cibernéticos e o
homem.
Assim a atuação semiótica de um sistema computacional, que compõe um ambi-
ente do tipo “e-learning” no contexto da ecologia da comunicação, é composta por
sistemas que agem como leitores de signos que interpretam e traduzem sistemas de
signos, uma vez que recebem instruções, a partir da leitura de códigos, e geram sinais
de controle dando forma à aplicação – o “software” e o “hardware” educacional – que
se pretende utilizar na superf́ıcie da Semiosfera, por meio das unidades de sáıda.
Portanto, as instruções são caracterizadas como textos, onde a lógica binária
é o sistema de signos nuclear que atua na codificação desses textos, conduzindo o
trabalho dos demais suportes computacionais à execução dos códigos sonoros, visuais
e verbais que dão forma ao “software” educacional. Apesar da lógica binária da
linguagem de máquina ser o sistema nuclear que dá às instruções o caráter de texto,
cabe aqui ressaltar a importância que assume a tradução desta lógica e seu enunciado
através de uma conversão de sinais elétricos do tipo iônicos para outros, normalmente
eletromecânicos na comunicação homem-máquina. Estas linguagens de programação
usadas na projeção das instruções também participam da codificação do texto, assim
como os programas que fazem a tradução destas para a linguagem de máquina e
outros sistemas.
Portanto, os sinais elétricos que correm nos circuitos da máquina apresentam-se
como parte da continuidade semiótica entre os sistemas que dela participam, uma
vez que eles trabalham para dar forma ao sistema que se desenvolve. Tomando-se as
interações como um discurso que coloca em comunicação homem e máquina, os sinais
elétricos que correm nos circuitos da máquina, no momento em que a comunicação
ocorre, constituem a forma mais abstrata desse discurso, isto quando se toma como
parâmetro as linguagens entendidas pelos humanos.
A complexidade do processo de tradução pode envolver diferentes interfaces e me-
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canismos sensório-motores, além de códigos semânticos diferentes. Um mecanismo
semiótico que atua numa região de linguagens do tipo homem-máquina, de um lado
processa textos codificados em linguagem de máquina, por outro, seu trabalho é pro-
duzir um discurso que possa ser processado por humanos. Portanto não se trata
apenas de um mecanismo semiótico computacional, mas também um mecanismo
semiótico da cultura, pois seu trabalho diz respeito ao funcionamento dos textos cul-
turais baseados no código binário, o que corresponde a textos mediados por sistemas
computacionais convencionais. Nesse discurso, homem e máquina participam de uma
relação dialógica onde o primeiro “fala” por meio dos comandos que aplica no mouse
ou no teclado, e o segundo responde atualizando a ação que se desenvolve.
Suportado pela lingúıstica, onde texto e contexto se rescrevem formando o pro-
cesso semiótico, o contexto introduz o eixo das ideias do pensamento sistêmico na
comunicação, conforme proposto pelo antropólogo Gregory Bateson, e na semiótica
da cultura, tal como Júri Lotman desenvolveu. Bateson e Lotman utilizam o con-
texto para entender os processos interativos como elaboração da mente da cultura.
De fato, tanto Bateson como Lotman procuram redefinir a comunicação humana, não
apenas a partir das “potencialidades” de novos suportes tecnológicos, nem mesmo em
termos de uma “instrumentalização” reducionista, mas sim, em função de um sistema
vivo, um “texto em movimento, dentro do qual se conectam e se conjugam as “ra-
zões” e as “emoções”, as “práticas” tanto como as “interações”, presentes nas condutas
sociais e culturais - individuais, institucionais e públicas. Para Lotman e Bateson, a
comunicação deve ser encarada como um ritual, senśıvel e sensual.
O pensamento sistêmico assim considerado contribui para diminuir as distân-
cias entre a natureza e a cultura, chave do conhecimento ecológico, onde a mente
é considerada um prinćıpio explicativo para a epistemologia, de modo a nomear as
experiências observadas. Nos estudos sobre Semiosfera, a mente é o dispositivo que
transforma a informação em texto cultural, em significação. Ao se conceber a mente
como resultado da interação e do contexto será necessário introduzir no protocolo
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semiótico, que utiliza a comunicação como estrada da formação de um conhecimento,
todo um processo, ainda que otimizado de experimentação, de sensação. O contexto
se torna assim, a palavra necessária para descrever as relações significantes da comu-
nicação na cultura, capazes, por conseguinte, de distinguir os diferentes sistemas em
interação no mundo vivo.
Ainda segundo Bateson, o mundo vivo é aquele em que nada pode ser entendido
sem que diferenças e distinções sejam invocadas, se constituindo assim, pelo conv́ıvio
da diversidade. Fica então a questão: como definir um padrão que conecte as criatu-
ras? E Lotman, por sua vez, questiona: Como os diferentes sistemas dialogam, isto
é, que linguagem garante tal comunicação? Portanto, definir o padrão que conecta
estruturas é tarefa dos estudos sobre ecologia; e distinguir as diferentes operações
significantes dos sistemas em interação é tarefa dos estudos sobre Semiosfera. Assim
o contexto é necessário para a compreensão ecológica do sentido derivado da intera-
ção entre diferenças pois, é no contexto que a mente pode se definir como padrão de
conexão. A ideia de que estas diferenças sejam imprescind́ıveis para a própria infor-
mação, isto é, para distinguir o modo como organismos interagem, define o contexto
pelas interações hoĺısticas que buscam equiĺıbrio.
Ecologia é uma designação cient́ıfica de conhecimentos que introduzem uma vi-
são integradora sobre o mundo, entendido como um ecossistema constitúıdo por
diferentes sistemas vivos. A base desta integração não se limita à troca, mas ao com-
partilhamento criador do sentido de comunicação que é a interação entre diferenças.
A ecologia surge para compreender tal forma de comunicação, mobilizadora de inte-
rações capazes de unir as diferenças, de criar e de sustentar diversidades, lembrando
que em contexto, interação pode ser convergência, o que não quer dizer eliminação
de confrontos. Para interagir com o “diferente”, o sistema desenvolve um tipo de
inteligência suficientemente elaborada para superar obstáculos inicialmente intrans-
pońıveis, [Mor01], as redes de comunicação se tornam capazes de atravessar os limites
das comunicações particulares.
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O termo “Contexto” refere-se então, ao reconhecimento pelo organismo das con-
dições e maneiras de usar as mensagens de forma apropriada e efetiva. O contexto
inclui uma gama de sistemas cognitivos de animais – a mente –, as mensagens fluindo
paralelamente, assim como a recordação de mensagens que previamente foram pro-
cessadas ou experimentadas, e a antecipação de mensagens futuras que estão sendo
esperadas, também precisam ser levadas em consideração [Seb97]. No estudo da
ecologia, o homem vive em interação constante com seu ambiente, movido pela ne-
cessidade de interagir com a informação e compreendê-la por meio de algum sistema
de signos, de linguagens ou de textos da cultura. Todavia, não apenas as situações
criam diferentes formas de interação, como também, diferentes objetos estimulam
interações distintas. Isto é o que define a mutualidade das interações, a co-evolução
dos sistemas e a auto-organização. Existem diferentes disposições no ambiente a
promover interações que podem acontecer ou não; depende da informação percebida.
A interação só acontece se houver condições ambientais e perceptivas para isso, caso
contrário a informação estará perdida. A auto-organização implica na identificação de
significados porque os organismos vivos dispõem de mecanismos de auto-renovação
que interagem com o ambiente. O limite distingue um contexto de interações do
organismo no ambiente motivadas por operações cognitivas de percepção e de re-
conhecimento das condições favoráveis. A interação ambiental desencadeada como
reação cognitiva de informação percebida torna-se prinćıpio elementar dos processos
de auto-organização.
As coisas significam quando são percebidas, apreendidas, compreendidas, ou seja,
quando são submetidas a alguma operação cognitiva. O ambiente dispõe de condições
para inspiração, respiração, locomoção, iluminação, vibração, difusão e emanação
que propiciam a ação. O ambiente em seu entorno representa um lugar favorável
às interações, contudo, o organismo só interage com as informações dispońıveis se
todo um sistema perceptivo e interativo contribuir. Um fato normalmente observado
é que, nenhum animal desloca-se no ambiente sem uma orientação, seja pela visão
74 CONSCIÊNCIA E PERCEPÇÃO
(imagem), pela audição (som) ou pelo olfato (cheiro). O meio contém as informações
que, em interação, revelam modos distintos de manifestações ou de contexto. Assim
o contexto é essencial também para definir o meio como ambiente, não apenas como
véıculo de transmissão, mas principalmente como agente e reagente de mediações da
informação nos sistemas.
Uma das caracteŕısticas da cultura é a tendência à experimentação de proprie-
dades do ambiente, estas mapeiam o espaço externo à mente a partir de modelos
cognitivos que consideram as condições de produção do programa de ação do am-
biente. As mediações ambientais, modeladas por condições espećıficas de produção,
permitem processos de śıntese entre diferentes elementos em interação no espaço.
São portanto, śınteses que mostram o caráter das experimentações ecológicas de sis-
temas culturais, aproximando sistemas de diferente naturezas e fazendo emergir sua
interação no ecossistema da cultura.
O conceito de inteligência elaborado por Lotman é relacionado à capacidade de
um sistema de processar informação, isto é, armazenar, disseminar, e, principalmente,
gerar informação nova. Este mecanismo de inteligência constitui o universo da mente
[Lot90]. Assim Lotman sugere que a mente não é exclusividade do homem, mas sim
de sistemas culturais, onde a inteligência é a faculdade de que são dotados os sistemas
para a produção da informação nova, sem a qual a vida entraria na morte entrópica.
Para a semiótica, portanto, a mente da cultura se manifesta sob a forma de textos,
entendidos como linguagens heterogêneas e não como uma ĺıngua única, mas com
a concepção de que a comunicação cultural ocorre pela diversidade de linguagens.
Como extensão da abordagem lingúıstica, o texto é então um mecanismo semiótico
de inteligência, um dispositivo capaz de estabelecer conexões, onde nenhum sistema
pode funcionar isoladamente, e constitui ainda a base do protocolo de formação do
processo de inteligência.
A condição elementar da inteligência é a conexão entre diferentes instâncias; nada
começa a pensar de repente e por si mesmo. “O pensamento é um ato de intercâmbio
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e, por conseguinte, supõe uma atividade bilateral, uma experiência semiótica em
curso e não um ato primeiro inaugural” [Lot05]. O conceito de mente da cultura
reafirma a inteligência como um mecanismo não exclusivo da consciência do homem,
mas das estruturas pensantes de esferas mais complexas. O fato do dispositivo gerar
textos mediante a escolha de alternativas torna-o livre e, por conseguinte, dotado de
racionalidade. A racionalidade do dispositivo, conclui Lotman, não é a escolha de
soluções adequadas, boas, morais, mas o simples fato de poder escolher. Fazer escolha
é desviar, sair de um processo automático de consciência rumo à imprevisibilidade,
o que faz com que, cada texto seja racional segundo sua lógica interna e irracional
do ponto de vista do outro.
Um processo de transferência de conhecimento não exclui, portanto, a realidade
bilateral e heterogênea inerentes à inteligência, nem mesmo a imprevisibilidade re-
sultante da criação e da escolha, mas busca a codificação de um processo semiótico
que possa ser traduzido induzindo assim à identificação de uma meta-interpretação
semelhante ao processo original. Trata-se de trabalhar com textos discretos e não
discretos manifestados através da arte, da filosofia e da ciência. O primeiro aspecto
de informação dispońıvel na cultura é aquele derivado das experiências de comunica-
ção entre pessoas, não da experiência de percepção de ambiente. Informação, neste
caso, consiste de mensagens, signos ou sinais. Num ńıvel elementar, pode ser um
processo de transmissão que pode ser veiculado por meios naturais ou elétricos. Nele
se consagrou a informação como sendo algo que é enviado e recebido por meio de um
canal ou véıculo.
A informação dispońıvel no ambiente refere-se às especificações do ambiente de
um observador, que não se confunde com o receptor. Trata-se da propriedade do
ambiente que torna posśıvel distinguir algo como uma informação, seja uma energia
luminosa, mecânica ou qúımica. A informação eletrônica é uma informação ambi-
ental que desencadeia um modo de perceber o mundo de forma abrangente. Além
dos signos discretos do ordenamento verbal, inclui também os signos cont́ınuos que
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traduzem informação em imagem e assumem o poder de definição de outra lingua-
gem na cultura, uma não elimina a outra, mas há um processo de cooperação entre
os textos discretos e textos cont́ınuos da cultura. Verifica-se a inclusão e a siner-
gia dos sentidos que, no entanto, sustentam o paradigma da utilização dos sensores
tradicionais como interfaces para conexão com o mundo eletro-eletrônico.
Ao se estudar a linguagem do cinema, por exemplo, ainda que se escolha uma nar-
rativa como tema, o que implica em uma sequencialidade t́ıpica de signos discretos, o
sistema de signos cinematográficos organiza imagens, sons e movimentos a partir da
combinatória de signos discretos e de signos cont́ınuos. Ao mundo da narrativa literá-
ria, que opera com signos discretos, se sobrepõe o mundo dos signos não-discretos de
caráter icônico. O próprio som, signo discreto, se oferece como cont́ınuo no ambiente
audiovisual do registro óptico.
A nova “civilização eletro-iônica” precisa recodificar informações de cargas elétri-
cas em signos que integrem, em conteúdo e tempo, a mente humana e o ambiente
eletrônico; definindo outra limitação de espaço e tempo como resultado de um novo
sistema semiótico, onde as redes podem estender as sensações para o alcance das re-
des de comunicação e dos sistemas eletroeletrônicos. Um exemplo disso é a fotografia
que, com seus códigos de registro da luz, recodificaram a informação luminosa em
signos não-discretos disseminando assim a noção de uma “civilização da imagem”.
Uma palavra é um signo discreto, decompońıvel em suas subunidades (letras
ou sons, morfemas ou fonemas) uma vez que estas são sequências marcadas pela
temporalidade, uma seguida da outra. Uma fotografia, porém, como signo não-
discreto, oferece-se como uma continuidade, um todo, ainda que sua unidade menor
seja o ponto (o grão ou o pixel). Desde que a tecnologia assumiu o controle não apenas
da produção material como também da comunicação social, a produção discursiva
deixa de ser tão somente fruto das interações interpessoais e, portanto, propriedade
dos ambientes naturais, e passa a ser modelada em ambientes tecnológicos a partir
de ferramentas especialmente constrúıdas.
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A integração entre o homem e o ambiente teve em Marcus Vitruvius Pollio, um
engenheiro romano que viveu no primeiro século a.C. , uma valorosa contribuição.
Fig. 3.12: Homem Vitruviano de Da Vinci
Seu tratado, em dez livros, é a única obra da Antiguidade que trata do assunto do
homem e o seu espaço além de muitos outros aspectos relacionados à mecânica. Entre
seus estudos, destaca-se o que se chamava de segmento áureo, também conhecido
como o retângulo perfeito, retratado por Da Vinci em “O Homem Vitruviano”, figura
3.12, que descreve então as proporções do corpo humano, figura 3.13:
• A cabeça é calculada como sendo um décimo da altura total;
• A longitude dos braços estendidos de um homem é igual à altura dele;
• A largura máxima dos ombros é um quarto da altura de um homem;
• A distância entre o cotovelo e o final da mão é um quinto da altura de um
homem;
• A distância entre o cotovelo e a axila é um oitavo da altura de um homem;
• A distância do fundo do queixo até o nariz é um terço da longitude da face;
• A altura da orelha é um terço da longitude da face.
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Fig. 3.13: O segmento áureo
Para introduzir os conceitos associados aos ecossistemas e suas conexões espaciais,
necessita-se incluir aqui a relação espaço-tempo o que, inicialmente, descaracteriza
o espaço Euclidiano impĺıcito nas medidas propostas do homem Vitruviano. No
entanto, as propriedades dos espaços Vetoriais serão utilizadas para formulação do
protocolo semiótico na demonstração desta tese, impondo-se determinadas restrições
de espaço-tempo que serão apresentadas juntamente com as premissas para validação
do protocolo. As relações dos animais com o seu espaço, propostas no UMWELT
de Uexküll , ganham um significado de redes sociais com a Semiosfera de Lotman,
onde se verifica a composição no espaço e no tempo de vários UMWELTEN. Os
ecossistemas dinâmicos, formados por várias Semiosferas, consideram então relações
e comunicações mais complexas. Juri Lotman quando descreveu as premissas para a
comunicação o fez sob o paradoxo de que, se dois indiv́ıduos são totalmente diferentes,
não será posśıvel uma comunicação entre eles. Da mesma forma, se dois indiv́ıduos
são absolutamente iguais, também não haverá comunicação, já que um não terá nada
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a acrescentar ao outro.
Essencialmente, Ecossistemas são sistemas de comunicação, portanto o uso de
equações em ecologia decorre do fato de que a teoria da comunicação encontrou
grande aplicação no estudo de fenômenos verificados nos Ecossistemas. Um exemplo
é o uso de Shannon-Weaver nos estudos de biodiversidade [Mar01]. Desde que os
ecossistemas são compostos por formas de vida, pode-se então estender os conceitos
da semiótica aos ecossistemas, podendo assim associá-los ao processamento de in-
formações [Ula02]. O estudo sobre os ecossistemas busca entender as relações entre
seus componentes, os processos que os conectam e como eles são controlados. Um
nome para a visão semiótica de um ecossistema poderia ser ecologia semiótica, se-
miótica ecológica ou eco-semiótica, apesar destes termos já estarem sendo utilizados
em outros contextos relacionando a cultura e a natureza [Kul98]. Emmeche definiu a
biossemiótica como a biologia que interpreta sistemas vivos como sistemas de sinais
[Kul08]. O processo de comunicação (semiótico) nos ecossistemas é responsável pela
manutenção de funções importantes. Semiótica dos Ecossistemas é muito impor-
tante para que se possa entender a complexidade dos Ecossistemas, na composição,
no comportamento, adaptação e evolução [Emm97].
Um ecossistema pode ser visto como um environ, um inter-sistemas análogo ao
mundo externo de Uexküll, e uma extensão do prinćıpio de Koestlers sobre o Holon
como uma unidade organizacional [Pat78]. Assim, o mundo da percepção é um com-
ponente chamado“environ de entrada” (input environ), através do qual se recebem os
sinais, normalmente na forma material ou de fluxo de energia do lado externo. Então
um ou mais componentes do ecossistema processam os sinais e os passam a outros
elementos ou a componentes ditos environ de sáıda (output environ). Realimenta-
ções acontecem, dos componentes de sáıda para os de entrada, através do ćırculo
funcional proposto por Uexkül. Como consequência destas interconexões, os ecossis-
temas se tornam complexos na estrutura e no comportamento, conforme descrito em
“20 Remarkable Properties” de Patten [Pat98]. Os componentes de entrada recebem
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est́ımulos quantitativos e qualitativos, materiais ou de energia. Nesse contexto, o
eviron de entrada eventualmente recebe transferências de sequências lógicas e de tra-
tamento de informações através do qual a environ de sáıda pode propagar impulsos
de volta para a entrada através da rede de informação. Analisando-se as transferên-
cias de informação nos ecossistemas, percebe-se que as caracteŕısticas quantitativas
e qualitativas são, em geral, interdependentes e complexas, apesar de não existir,
necessariamente, uma relação direta entre est́ımulo e resposta, entre qualidade e
quantidade.
A informação e a comunicação no ecossistema desempenham um importante pa-
pel aumentando sua complexidade e criando comportamentos complexos. Até aqui,
pesquisadores em ecologia tem se concentrado nos aspectos quantitativos dos ecos-
sistemas e a maioria dos modelos de ecossistemas estão concentrados nos fluxos de
materiais e de energia. Portanto, a importância da qualidade dos sistemas, das co-
municações ou processos semióticos são negligenciados. Entretanto alguns estudos,
como os desenvolvidos por Patten e outros colaboradores, apontam para uma inte-
ração entre o fluxo de material e o papel da semiótica na formatação dos sistemas
[Pat98]. Alguns de seus modelos sugerem que a função de um elemento do sistema
pode ser classificada em compartimentos, conexões ou controles:
Compartimentos – são equivalentes a estados de variáveis;
Conexões – são os fluxos ou processos do sistema;
Controles – são os outros elementos.
Ambos, locais e conexões estarão executando o papel de um controle e podem exercer,
por exemplo, uma realimentação positiva ou negativa em qualquer outro elemento do
sistema. Baseado nesse conceito é posśıvel identificar três macro-tipos de informação
para definir o ńıvel de complexidade do sistema onde uma está relacionada com os
componentes, outra decorrente dos fluxos e a terceira dos controles do sistema. Assim
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a informação total será a soma das informações expressas pelos conjuntos dos 3 tipos
de elementos do sistema (componentes, conexões e controles), indicado em 3.1.
Itotal = Icomp + Iconx + Icont (3.1)
O que se pretende destacar é a importância da informação de controle, que tem
como conceito fundamental o ecossistema semiótico que exerce o controle sobre os
processos semióticos e não mecânicos. O conceito de informação já está integrado
aos prinćıpios da evolução e do comportamento nos ecossistemas. A informação
está armazenada nos genes, como genótipos e fenótipos de um sistema ou organismo.
Quando se estuda a hierarquia de uma estrutura biológica, nos ńıveis mais elevados do
organismo, populações, sociedades ou ecossistemas, não se podem explicar as relações
apenas com a dicotomia isolada dos genótipos e fenótipos. Patten propôs um tipo
metaf́ısico que inclui as interações entre o organismo e seu “environ(ment)” ao que
chamou de “envirotype” do sistema [Pat98]. Odling-Smees compartilha desta teoria
ao propor o conceito de construção do nicho [Lal08]. A semiótica agregou um ńıvel
significativo no topo da estrutura de controle hierárquico que inclui o “envirotype”,
interpretando as ações que, na transmissão dos sinais, são essenciais para a função
do sistema e onde uma interpretação puramente mecânica não é satisfatória.
Portanto, uma estrutura duaĺıstica (ascendente e descendente) e dialética (nos
dois sentidos em todos os ńıveis), figura 3.14, conforme proposto por Patten. No
caso em que uma caracteŕıstica do ńıvel mais baixo afeta ou tem consequência em
um ńıvel mais alto, diz-se que houve uma causalidade ascendente, ou seja uma ex-
pressão do genótipo no fenótipo. No caso oposto, ou seja no caso em que um ńıvel
superior afeta um ńıvel inferior, acontece uma causalidade descendente no sistema.
A causalidade ascendente é mais fácil de se aceitar, já que corresponde ao paradigma
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Fig. 3.14: O modelo da causalidade
neo-Darwiniano4. Entretanto, a ideia inversa em que um ńıvel superior causa um
impacto em algum ńıvel inferior , ou seja, que algum comportamento poderia afetar
o feno ou até mesmo o genótipo, é mais controversa5. Em uma forma simples isso
representaria puro Lamarkismo, porém uma versão modificada para este caso pode-
ria ser o Baldwinismo, onde alguns traços semióticos podem ser herdados através de
outro processo, e que podem ser transmitidos entre as gerações [Hof03]. Um exemplo
pode ser a camuflagem ou quando uma presa imita uma espécie venenosa e evita o
ataque do predador. Nesse caso, um sinal de alerta, apesar de falso, pode ser inter-
4O paradigma neo-Darwiniano estabelece que a história da vida envolve apenas uns poucos
processos estat́ısticos que agem entre as populações e espécies. Estes processos são : reprodução,
mutação, competição e seleção.
5A causalidade entre os ńıveis, onde o ńıvel genot́ıpico representa a posśıvel biodiversidade do
sistema no ńıvel do genoma – fenótipos atuam com variabilidade e adaptabilidade – é onde a seleção
Darwiniana ocorre. Entretanto, a funcionalidade ocorre no ńıvel do “envirotype” e é finalizado no
ńıvel semiótico onde a comunicação e o processo semiótico tem lugar. Nesta hierarquia do grau de
liberdade, o movimento ascendente reduz a possibilidade de sucesso.
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pretado como verdadeiro pelo predador. Provavelmente o funcionamento do sistema
é avaliado em um ńıvel mais alto, ou seja, um caso de benef́ıcio indireto para o siner-
gismo do sistema, onde a presa não é atacada pelo predador e o predador não corre
o risco de morrer, “Sensu Patten” [Fat98]. Assim, outros processos cognitivos podem
estar envolvidos ao se estabelecer um processo semiótico. A percepção pode ser com-
plementada pela lembrança, que pode ser influenciada pela experiência. A ação mais
apropriada é o resultado da percepção, da experiência e da habilidade para armaze-
nar esse conhecimento resultando no que normalmente se chama de aprendizagem.
Então, isso poderia conduzir a divisão da informação semiótica em vários componen-
tes cognitivos, componentes básicos que poderiam formar um protocolo que levasse
ao processo de aprendizagem 3.15. Em busca da determinação dos elementos básicos
Fig. 3.15: A dualidade na hierarquia do grau de liberdade
para a informação semiótica, de sua participação no processo cognitivo, de como se
processa a aprendizagem e sua relação com a experiência assimilada é importante
observar e entender o processo semiótico nos ecossistemas [Emm91].
A Teoria Geral de Sistemas (TGS), inicialmente atribúıda aos trabalhos do biólogo
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alemão Ludwig Von Bertalanffy, publicados entre 1950 e 1968, tem como caracteŕıs-
tica principal uma tendência de integração entre as ciências naturais e sociais. As
descrições de sistemas, desde então, consideram três noções fundamentais:
1. a distinção entre “total” e “todo”;
2. a existência de complementaridade entre as partes e o todo; e
3. a necessidade de articulação entre as partes.
No contexto sistêmico, o Todo não é propriamente a soma das partes, mas antes, a
emergência das partes, num todo organizado, sendo este, algo mais complexo do que
a simples soma daquelas. No interior de um sistema, verificam-se interações qualita-
tivas, que fazem com que as partes envolvidas estejam articuladas, de um tal modo,
fazendo emergir o todo e assim, as partes subordinam-se ao todo que delas emerge.
Von Bertalanffy escreveu sobre a integração sistêmica e universal do conhecimento
cient́ıfico, até então apresentada de maneira mecanicista e fragmentada, desde Isaac
Newton e René Descartes. Além das ciências apontadas, surgem também, neste con-
texto, a “Teoria Matemática da Informação” e a “Cibernética”, [Oli02]. No âmbito da
Ciência da Informação (CI), o sistema é abordado como um conjunto de componentes
inter-relacionados, podendo, pela natureza e função, ser de ordem f́ısica ou social,
[All96]. No âmbito da Sociologia funcionalista os sistemas sociais são definidos em
função da sua constituição e estruturação, dada pela interação de indiv́ıduos, que
agem entre si e sobre si mesmos, enquanto atores individuais e sociais [Par92]. Estas
relações são ações orientadas, de pessoa para pessoa, fazendo com que a unidade
mais significativa do sistema social não seja propriamente o indiv́ıduo, mas o papel
que ele desempenha.
Os sistemas sociais estruturam-se em forma de ações e interações, em que cada
elemento, enquanto unidade em articulação com outras unidades, deve desempenhar
um papel espećıfico, de modo satisfatório. Do contrário, a emergência é sufocada
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pela desorganização das subordinações, gerando uma mudança qualitativa do sistema
observado. O conceito de sistema e a teoria sistêmica, sob a perspectiva humana e
social, repercutem-se na teoria do pensamento complexo. Para Morin, as partes que
constituem um sistema são unidades organizadas de maneira complexa, portanto
indissociáveis [Mor77]. A organização é o aspecto interno do sistema, configurado
pelas inter-relações, articulações e estruturas. O sistema, propriamente dito, aparece
como o aspecto externo e caracteriza-se pela globalidade, forma e emergência. A TGS
afirma que as propriedades de um sistema são compreendidas pelo seu estudo global,
evidenciando-se as interdependências com os eventuais subsistemas. As premissas
fundamentais da TGS são:
• a existência dos sistemas dentro dos sistemas e dos sistemas abertos;
• a constatação de que as funções de um sistema dependem de sua estrutura.
A definição clássica de sistema, onde existe um conjunto de unidades reciprocamente
relacionadas, nos leva a dois pressupostos básicos para a sua compreensão:
• propósito ou objetivo: todo sistema tem um ou vários objetivos a alcançar;
• globalismo ou totalidade: todo est́ımulo, em qualquer unidade do sistema, irá
afetar as demais unidades, ou seja, o sistema sempre reagirá globalmente e se
ajustará automaticamente às mudanças ocorridas.
Destes pressupostos derivam duas importantes propriedades, essenciais para o funci-
onamento de um sistema [Chi93]:
• entropia : tendência para o desgaste, a desintegração e o aumento da aleatori-
edade ou imprevisibilidade;
• homeostasia : tendência para adaptar-se, a fim de alcançar um equiĺıbrio in-
terno e dinâmico entre as partes, face às mudanças do ambiente.
Os sistemas funcionam de acordo com determinadas componentes parametrizadas:
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1. entradas;
2. processo de transformação;
3. sáıdas;
4. controle e avaliação;
5. retroalimentação ou “feedback” .
A parametrização depende , fundamentalmente, daquilo que é introduzido, como
energia ou insumo, no próprio sistema (i.e., na entrada), dos fins pelos quais o sistema
existe e dos propósitos que pretende alcançar, de acordo com este fim e mediante a
atuação global de suas partes. A retroalimentação ou “feedback” é um instrumento de
regulação retroativa ou de controle, em que as “informações” realimentadas resultam
das divergências verificadas entre as respostas de um sistema e os parâmetros pre-
viamente estabelecidos, objetivando reduzir as discrepâncias, ao mı́nimo, bem como
propiciar uma situação em que o sistema se auto-regule. Configura-se portanto, pelo




O Sistema é tudo aquilo que um observador considera como autônomo e emer-
gente. Por outro lado, o Subsistema é aquilo que é considerado como integrante e
dependente. Tal como diz o próprio autor, as fronteiras entre ambos são intercam-
biáveis. De modo que um sistema pode ser subsistema de um outro, e assim por
diante, de acordo com a qualidade das relações verificadas entre eles. Desta forma, o
sistema tem um grau de autonomia maior do que os subsistemas e, ao mesmo tempo,
menor do que o ecossistema, sendo este último, uma emergência do próprio sistema
observado.
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O funcionamento do sistema ocorre de modo sinergético, i.e., num esforço coorde-
nado das partes para alcançar os objetivos do todo. Os esforços devem ser, portanto,
combinados, para atingir uma melhor utilização das partes, visando sempre a obten-
ção de um resultado que será maior do que a soma dos resultados parciais [Chi93].
Aliás, faz-se um adendo, para dizer que a sinergia é exatamente o que faz com que
todo e total sejam conceitos qualitativamente diferentes dentro da abordagem sistê-
mica. Os sistemas possuem ainda duas outras classificações. Quanto à constituição,
podem ser:
• f́ısicos ou concretos: objetos reais (hardware); e
• abstratos: planos, hipótese e ideias (software).
Relativamente à natureza, podem ainda ser:
• fechados: não se relacionam com o ambiente, não influenciando nem recebendo
influência do meio externo; e
• abertos: se relacionam com o ambiente, através de entradas e sáıdas.
Os sistemas abertos, por uma questão de essência e propósito, não podem viver iso-
lados, mas antes, devem adaptar-se constantemente às condições do ambiente. A
adaptabilidade é um processo cont́ınuo de aprendizagem e auto-organização do sis-
tema. Mesmo os sistemas ditos “fechados”, que têm um comportamento totalmente
programado, precisam operar com alguma interferência do ambiente. O intercâm-
bio do sistema com o ambiente atende aos propósitos de eficiência e coerência com
os objetivos propostos. No entanto, como esta dinâmica não é de todo homogênea,
verificam-se formas diferenciadas de entropia (negativa ou positiva). É a “informação
potencial” que permite a um sistema aberto efetuar a auto-organização e a transfor-
mação da entropia positiva em entropia negativa, [Chi93]. Nos sistemas biológicos
a adaptabilidade está relacionada com a capacidade de perceber o ambiente e, por
conseguinte, com o processo de evolução dos sensores e o desenvolvimento de novas
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habilidades. São assim, respostas a mudanças ocorridas no ambiente ou à necessi-
dade de se criar uma vantagem competitiva para a sobrevivência da espécie [Dau01].
Como contribuição para esta tese de doutorado seria importante identificar como os
organismos desenvolvem novos sensores, novas interfaces e novas habilidades no pro-
cesso evolucionário. O que sugere assim identificar dois grandes desafios no sistema
nervoso superior, que são:
1. Informações provenientes de est́ımulos precisam ser extráıdas, representadas e
mapeadas através de neurônios especializados no cérebro;
2. A Informação precisa ser integrada funcionalmente formando estados coerentes
do cérebro que suportem um comportamento, uma ação no ambiente.
Esses dois prinćıpios são conflitantes, sendo que uma representação eficiente signi-
fica reduzir redundâncias enquanto que, integração gera informação mutua o que é
essencialmente uma redundância [Ton98]. O que promove a hipótese de que especi-
alização e integração são importantes para entender a capacidade de um sistema de
controle se adaptar a um ambiente, onde sistemas locais e especializados subsistemas
interagem de uma forma global [Spo00]. Com o objetivo de estudar a especialização
funcional e a integração, tem sido definidos ńıveis de integração e complexidade do
sistema nervoso utilizando-se da teoria da informação, e tem sido muito útil para o
estudo de sistemas sensoriais em robôs [Lun05]. Dentro deste estudo a entropia pode
ser representada, considerando-se para tal um sistema X, composto pelos elementos
X1, X2, ..., XN onde, cada elemento Xi é uma variável randômica que pode assumir
um número discreto de estados. A integração que mede a entropia6 total perdida
6A entropia é uma grandeza termodinâmica geralmente associada ao grau de desordem. Ela mede
a parte da energia que não pode ser transformada em trabalho. É uma função de estado cujo valor
cresce durante um processo natural em um sistema fechado. A teoria da informação diz que quanto
menos informações sobre um sistema, maior será sua entropia. Isso remete ao fato das equações
matemáticas para a entropia usarem métodos probabiĺısticos para serem deduzidas. Sendo assim,
quanto maior o número de arranjos posśıveis, maior será a entropia. A quantidade de informação de
uma mensagem é definida na teoria da informação como sendo o menor número de “bits” necessários
para conter todos os valores ou significados desta mensagem. Por exemplo, para se transmitir ou
armazenar os números dos meses do ano, serão necessários, no mı́nimo, 4 “bits” para representar
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onde H(X) representa a somatória das entropias de todos os elementos de X.
Assim IN(X) é zero somente se os elementos do sistema são independentes, e será
positiva quando existir uma dependência estat́ıstica entre os elementos. Se o sistema
X contém apenas duas variáveis randômicas então a integração é a informação pre-
sente nas duas variáveis.





onde H(Xi|X − Xi) é a entropia condicional de uma dado elemento Xi a par-
tir do valor complementar (X − Xi). A complexidade é alta para os sistemas que
combinam segregação funcional e integração, e se tornam menores para sistemas
randômicos e uniformes [Ton98]. Portanto, a ideia central da inteligência artificial
incorporada é que a cognição e os processos comportamentais emergem da com-
binação entre cérebro, corpo e ambiente. Estas afirmações se contrapõem à ideia
de “mind-as-computer”, como proposto em várias ideias nos primórdios dos estudos
sobre inteligência artificial, [New76]. Na abordagem “mind-as-computer”, para a in-
teligência artificial existe uma separação entre as estruturas cognitivas (śımbolos e
representações), o cérebro (software) e o corpo (hardware). A percepção seria então,
esta informação. Caso esta mesma informação fosse representada pelos caracteres ASCII, o número
de “bits” necessários seria bem maior. A informação, no entanto, seria a mesma. Da mesma forma,
para armazenar a informação “sexo”, pode-se usar apenas um “bit” ou 1 “byte”, representando uma
letra (“M” ou “F”, indicando masculino ou feminino, respectivamente). Portanto, a quantidade de
informação de uma mensagem é medida pela entropia da mensagem. Na grande maioria dos casos,
a entropia de uma mensagem é “log 2n”, onde n é o número de significados posśıveis, se todos os
significados são igualmente prováveis.
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um significado de uma representação interna capaz de ser manipulada. A inteligência
artificial atribui mais importância à incorporação do agente.
O cérebro, o corpo e o ambiente são reciprocamente interligados e os processos
cognitivos emergem tendo um corpo dotado de sensores e atuadores espećıficos ca-
pazes de interagir e se mover no mundo. A inteligência artificial portanto, considera
relevante a relação entre percepção e ação, onde a visão, por exemplo, é um processo
visual que pode ser simplificado se os sensores forem conectados a ações do agente no
mundo [Bal91]. Essencialmente, organismos inteligentes não são passivamente expos-
tos a sinais sensoriais mas sim interagem ativamente com o ambiente. Normalmente
existem três aspectos que afetam a relação da informação entre sensores [Spo04]:
1. O auto-reconhecimento (embodiment): o que compreende as caracteŕısticas dos
sensores utilizados e suas resoluções, também sua localização no agente e sua
posição relativa a outro sensor;
2. O ambiente: o que inclui as estat́ısticas do ambiente e as ações de outros agentes
no ambiente;
3. As ações do agente: o movimento que o agente executa pode afetar também as
informações relativas entre o sensor e o agente [Lun05].
Uma definição para o grau de auto-reconhecimento é o ńıvel de integração estrutural
do agente e o seu ambiente, que reflete a análise da informação medida nos canais
sensores e atuadores do agente. Um sensor é um órgão ou dispositivo que quantifica
uma propriedade do mundo ou interna do agente, como a temperatura do ambiente,
a pressão sangúınea ou o ńıvel de bateria que o agente tenha acesso. O sensor não
representa o real valor da propriedade, mas sim um valor comprimido ou estimado.
Por outro lado, um atuador revela o valor de uma propriedade que o agente pode
alterar e tem um efeito f́ısico no ambiente.
Um sensor Sx , onde (1 ≤ x ≤ N), pode assumir um número discreto de valores
Stx ∈ X para cada unidade de tempo t, 1 ≤ t ≤ T , onde X é o alfabeto de Sx . Então,
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cada sensor pode ser visto como uma série temporal de dados S1x, S
2
x, . . . , S
T
x com
T elementos. Cada sensor Sx também pode ser visto como uma variável randômica
com uma função densidade de probabilidade particular p(x), onde p(x) é estimada a
partir de uma série temporal de dados. De maneira análoga, a distribuição somatória
de probabilidade px,y(x, y) é estimada a partir de uma série temporal dos sensores
Sx e Sy. Em geral, a propriedade medida pode assumir um conjunto de valores
maior do que a resolução do sensor. O sensor Sx é uma representação reduzida de
uma particular quantidade de alguma propriedade existente no mundo, o que aqui
se denota Xw , que o sensor consegue registrar.
Então, um sensor pode ser visto como o mapeamento de um conjunto maior Xw
, onde |X| < |Xw|, para o menor conjunto em X, onde o número de elementos em X
é C = |X|. Pode-se representar estes valores em uma distribuição de subconjuntos
uniformes, assim todos os valores de X são divididos em subconjuntos Fi, Xw =
F1 ∪ F2 · · ·FC , onde cada subconjunto contém o mesmo número de valores de Xw,
donde ∀Fi , |F | = |Xw|C . Assim cada Fi corresponde a um śımbolo no conjunto X =
1, 2, . . . , C e a função de probabilidade p(x) pode ser estimada a partir da distribuição
de frequência dos subconjuntos. Um dos problemas deste método é que o tamanho e a
localização de um subconjunto pode interferir se uma medição será capturada ou não.
Por exemplo, considere um sensor lendo valores em um intervalo Xw = 1, 2, . . . , 100
com dois subconjuntos, F1 = {1, 2, . . . , 50} e F2 = {51, 52, . . . , 100}.
Neste exemplo se os valores medidos se concentrarem dentro do primeiro subcon-
junto a resposta do sensor será sempre 1, significando que a entropia é igual a zero,
e isso não reflete a realidade. Trata-se de um problema de quantos subconjuntos
são necessários para representar corretamente a propriedade medida. Será neces-
sária uma análise prévia dos dados a serem medidos para que se determine qual a
quantidade ideal de subconjuntos seria mais eficaz. A entropia interfere no desen-
volvimento mental autônomo e está presente no processo de auto-reconhecimento do
agente. Assim, um item importante a ser estudado diz respeito a, como o agente de-
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senvolve novas habilidades, percepção e capacidades de aprendizado. Esta questão,
no entanto, está relacionada com duas principais caracteŕısticas [Bee98]:
• Capacidade de adaptação, autonomia e socialização, que servirão como inspi-
ração para o desenvolvimento psicológico e neurológico;
• Exploração dos sistemas neurais e das habilidades cognitivas através dos sen-
sores e atuadores do próprio agente.
Inevitavelmente, aparece a comparação entre desenvolvimento e aprendizado. O de-
senvolvimento ontogenético, que se refere ao desenvolvimento que um indiv́ıduo ad-
quire durante a sua vida, envolve a espécie, as células, o corpo, e o desenvolvimento
do cérebro e difere do aprendizado pelo fato de que este é considerado puramente
um problema intelectual. O desenvolvimento envolve também mudanças, como no
sistema motor, e está normalmente associado a mudanças f́ısicas corporais ou ainda
à disponibilidade de novos canais sensoriais. Enquanto Piaget definiu o desenvol-
vimento como um processo incremental, estável e organizado em estágios, Thelen e
Smith diziam o oposto, para eles o desenvolvimento decorre da desorganização, do es-
tado caótico, instável, uma habilidade desenvolvida pode até regredir [The94]. Para
Lungarella o desenvolvimento pode também ser visto como uma série de restrições
ao sistema nervoso e sensorial [Lun04]. Neste caso, o agente pode se adaptar a um
ambiente sobrecarregado de informação, assumindo uma condição sensorial restrita,
e ao adquirir uma nova habilidade ou devido a alguma alteração no ambiente sua
condição pode então evoluir. Outro aspecto importante do desenvolvimento é a ca-
tegorização, que é a habilidade de se distinguir, de identificar e discriminar est́ımulos
sensoriais, emoções e ações motoras [The94].
A categorização depende da exploração do ambiente e das capacidades do or-
ganismo. A partir dos sinais recebidos através dos sensores o organismo desen-
volve, através da interação com o ambiente, maneiras de estruturá-los e categorizá-los
[Ede87]. Uma forma que o organismo se utiliza para categorizar os dados recebidos é
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através do auto-reconhecimento, também conhecido como “body babbling” [Mel97].
No processo de aprendizagem a sensação do próprio corpo, a exploração sistemática
das sensações e percepções como consequência das ações tem um papel muito im-
portante [Roc98]. Recém-nascidos passam 20% do seu tempo acordado tocando sua
própria face, de maneira semelhante as crianças repetem as mesmas ações reiteradas
vezes [Pia53].
O mesmo processo vocal repetitivo é verificado no desenvolvimento da fala ou no
aprendizado de uma ĺıngua espećıfica. Os estudos nessa área tem permitido a pesqui-
sadores implementarem soluções artificiais como é o caso de Berthouze and Kuniyoshi
[Bee98], que desenvolveram um sistema capaz de executar um aprendizado não super-
visionado de navegação visual onde a classificação dos padrões utilizou os mapas de
Kohonen. Os resultados dos mapas auto organizáveis de Kohonen mostraram quatro
categorias de movimento: vertical, profundidade, horizontal e outro não muito bem
definido situado entre os movimentos horizontais de profundidade. Uma caracteŕıs-
tica neste método é que o agente conhece a estrutura de seus sensores e que todos os
sensores têm uma caracteŕıstica de continuidade, t́ıpica dos sensores visuais.
Em alguns processos de aprendizagem, no entanto, o agente precisará descobrir
também as caracteŕısticas de seus sensores antes de desenvolver suas habilidades
sensório-motoras. Muitas teorias tradicionais defendem a ideia de que o cérebro de
alguma forma produz uma imagem interna do mundo. No entanto há os que de-
fendem que a visão é o caminho para a ação que explora o mundo mediado pelas
leis das contingências sensório-motoras e, estas sim, definem um conjunto de regras
de interdependência entre movimento e estimulação dos sensores [Phi04]. Alguns
experimentos com robôs, equipados com sensores multimodais, mostraram ser capa-
zes de descobrir uma estrutura de espaço euclidiano que descrevia o espaço f́ısico da
simulação.
Para estabelecer uma relação entre desenvolvimento e a dinâmica da evolução de
sistemas abertos é necessário que se considere os seguintes aspectos:
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• A relação entre os estados micro e macroscópicos de um sistema; e
• A necessidade de sistemas abertos de importar e exportar matéria e energia
para garantir a auto-organização e sua capacidade de evoluir.
A relação entre o estado microscópico e macroscópico de um sistema deve ser de tal
forma que a coerência interna dos elementos e a manutenção do estado estacioná-
rio possam ser garantidas. Isto é o primeiro prinćıpio que deve ser respeitado para
garantir a sustentabilidade de um sistema aberto. Como analogia podemos dar o
exemplo de um ser humano individual como sistema aberto. O funcionamento dos
órgãos internos (coerência interna dos elementos, espaço microscópico) e a manuten-
ção do estado estacionário (a integridade estrutural do seu corpo) somente poderão
ser garantidas se a relação entre o ambiente do indiv́ıduo (a dimensão macroscópica)
e o espaço interno tiver um mı́nimo de compatibilidade. Neste caso, isto significa ali-
mentação, proteção de extremos climáticos insuportáveis e um certo ńıvel de relações
sociais.
Por outro lado, para que sistemas abertos possam evoluir, é necessário que o
“input” energético e material tenham a qualidade certa. Isto é o segundo prinćıpio
que precisa ser garantido para que um sistema aberto possa desenvolver-se de maneira
sustentável. Na prática isto significa que:
1. Sistemas abertos evoluem na medida em que são capazes de aperfeiçoar per-
manentemente sua capacidade de reagir estruturalmente às modificações das
fontes energético-materiais, mantendo a coerência interna.
2. Sistemas abertos evoluem na medida em que são capazes de aperfeiçoar perma-
nentemente sua capacidade de agir sobre seu ambiente relevante para garantir
a quantidade e melhorar a qualidade das fontes de energéticos e materiais.
O Metabolismo de um sistema significa de um modo geral: “Apropriações vitais do
ambiente, transformação f́ısico-qúımica interna para sustentação da auto-organização
3.3 Ecossistemas Dinâmicos 95
e liberação de energia e/ou matéria transformadas.”[Fen97]. Em prinćıpio, todos os
sistemas abertos são sustentáveis, enquanto são capazes de sustentar seu metabolismo
energético-material. A maneira como cada sistema cumpre com esta necessidade
básica, depende fundamentalmente da forma como este metabolismo é organizado.
Se esta organização se torna incompat́ıvel com as condições gerais do seu ambiente
relevante, o sistema é condenado a desintegrar-se e a desaparecer. Enquanto o sistema
é capaz de adequar sua organização metabólica às mudanças do ambiente externo,
este sistema é sustentável.
Surgem na década de 90 dois conceitos que parecem marcar um avanço nas
discussões sobre o problema do desenvolvimento sustentável: Metabolismo Sócio-
Econômico (MSE) e Eficiência Energético-Material (EEM)[Fis02]. O primeiro con-
ceito se refere ao funcionamento geral do sistema, ou seja, é uma maneira de caracte-
rizar seu modo de (re)produção do ponto de vista energético-material e sociocultural.
O segundo descreve um parâmetro para medir o grau de “racionalidade” dos diversos
processos produtivos que compõem o MSE do sistema. O conceito de Metabolismo
Energético-Material (MEM) é mais amplo e se aplica a todos os sistemas abertos,
tanto orgânicos como inorgânicos, enquanto que o conceito MSE é a aplicado somente
a sociedade humana.
As relações sociais, culturais, e econômicas no seu conjunto, por mais diversas
que possam ser, garantem a reprodução do sistema como um todo. Para manter
a coerência, o ser humano precisa, como todo sistema aberto, de recursos que ele
importa do seu ambiente (água, matéria prima, nutrientes, energia, oxigênio, etc.)
e os transforma em materiais, substancias que possam sustentar a reprodução do
“corpo social”, exportando o que não serve mais. Cada processo pode ser avaliado
em relação a quantidade e a qualidade de energia e material gasta para atingir os
seus objetivos.
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3.4 Conclusão deste caṕıtulo
Este caṕıtulo contemplou os conceitos de Jakob Johann von Uexküll referentes ao
UMWELT, além da importância das caracteŕısticas sensoriais no processo cognitivo.
Destacou também a participação das experiências de cada ser vivo no processo de
aprendizagem. Ao relatar a necessidade da realimentação dos sinais e sua analogia
com a teoria dos sistemas, descreveu ainda o papel da reprodução de uma meta-
interpretação na formulação de um protocolo para transferência do conhecimento.
Expandindo as interações e os espaços cognitivos, foram apresentadas as definições
de Lotman para a Semiosfera e suas relações complexas que formam os Ecossistemas
Dinâmicos. Ao quantificar a informação total presente no sistema, destacou-se a
influência do ńıvel de entropia na geração do conhecimento. Ao estruturar e cate-
gorizar os sinais recebidos pelos agentes através de seus dispositivos sensoriais, foi
descrito o processo de auto-reconhecimento e a determinação do espaço-tempo na
relação com o ambiente. Foram destacados conceitos muito importantes que vão
suportar o caṕıtulo seguinte, onde se pretende propor a elaboração de um modelo
que permita codificar a informação, criar uma estrutura algébrica para estruturar
um conhecimento em sistemas inteligentes, e apresentar a dinâmica do conhecimento
fundamentado pelas teorias da biossemiótica.
Caṕıtulo 4
A INFORMAÇÃO e o
CONHECIMENTO
Relacionamentos complexos são permeados por comunicações sofisticadas, nor-
malmente constitúıdas por códigos nada triviais. Ao introduzir o tema informação
e conhecimento faz-se necessário considerar um conjunto de dados e sua evolução à
condição de informação, onde, através da comunicação, ações mútuas entre agentes
criam as condições para a ocorrência da aprendizagem. Existe comunicação quando
um agente influi sobre o comportamento de outro. O essencial é que só se pode
fazer alusão à “comunicação”, no sentido exato da palavra, quando o receptor tem
oportunidade de poder reagir à mensagem do emissor. Ao se estudar os axiomas
propostos por Watzlawick, Beavin e Jackson [Wat96], pretende-se demonstrar um
pouco da visão pragmática da comunicação humana. O primeiro axioma fala sobre:
“A impossibilidade de não comunicar”
O reconhecimento de um agente no espaço modifica o comportamento do outro.
Ou seja, no relacionamento humano, mesmo sem a mı́nima troca de palavras, a pre-
sença do outro basta para que uma pessoa modifique seu comportamento e ela não
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pode fugir desta comunicação. Neste sentido comportamento é igual à comunicação.
O segundo axioma fala sobre:
“Toda comunicação contém um aspecto de conteúdo e um aspecto de relação tais
que o segundo classifica o primeiro e é, portanto, uma metacomunicação”.
A relação entre as pessoas se desenvolve simultaneamente em dois aspectos: o
racional (argumentação objetiva) e o relacional (emoções e, portanto, da relação hu-
mana entre os interlocutores). Segundo Watzlawick, Beavin e Jackson, o aspecto
emocional é quem determina o conteúdo da comunicação. O terceiro axioma prag-
mático é o seguinte [Wat96]:
“Os seres humanos comunicam digital e analogicamente. A linguagem digital
é uma sintaxe lógica sumamente complexa e poderosa, mas carente de adequada
semântica no campo das relações, ao passo que a linguagem analógica possui a se-
mântica, mas não tem uma sintaxe adequada para definição não amb́ıgua da natureza
das relações”.
O texto do terceiro axioma refere-se às componentes das modalidades da comu-
nicação humana:
Sintaxe - estuda a forma em que as palavras estão reunidas e dispostas em uma
frase;
Semântica - estuda o significado das palavras;
Digital - analisa segundo um prinćıpio matematicamente correto;
Analógico - permite uma significação figurada, como por exemplo uma imagem ou
uma representação icônica.
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A comunicação humana desenvolve-se na forma matematicamente correta mas
também em imagens e outras formas mais subjetivas. A comunicação matemati-
camente correta (objetiva) contém uma ordem de palavras variadas e estruturadas
segundo uma lógica rigorosa porém, os significados das palavras (śımbolos e números)
utilizados para este tipo de comunicação podem não ser suficientes para descrever
outras relações, como as emocionais por exemplo. Por outro lado, a comunicação ana-
lógica, aquela que funciona de maneira subjetiva, normalmente através de imagens
(́ıcones), utiliza uma linguagem mais significativa e carregada de emoções, sendo,
contudo, pouco adequada para expressar corretamente fatos estritamente objetivos,
precisos e que se quer limitar. Assim, os dois aspectos de cada comunicação, o as-
pecto do conteúdo e o da relação, correspondem a um linguajar muito especial: um
linguajar digitalmente correto e o outro, um linguajar “icônico” e carregado de emo-
ção; assim é de se esperar que cada comunicação contenha estas duas linguagens.
Observa-se, sobretudo na arte, uma mistura equilibrada, onde o artista expressa
ideias e emoções, através de diversos meios de expressão. Existem no entanto, situa-
ções onde a comunicação não pode ser puramente digital, nem puramente analógica,
quando então faz-se uso do conceito de letramento ampliado1. Essas experiências
costumam provocar excelentes reflexões nos agentes que, geralmente, as relacionam
à sua experiência, permitindo-os discutir a realidade de forma mais ampla, uma vez
que vinculam a aprendizagem à sua própria vivência, ou seja, relacionando a aprendi-
zagem também ao sócio-emocional. O último axioma fala sobre as operações de troca:
“Todas as permutas comunicacionais ou são simétricas ou complementares, con-
forme se baseiam na igualdade ou na diferença”.
Assim, os processos de comunicação interpessoal ou são simétricos, ou comple-
1O conceito mais amplo de letramento não desconsidera a importância das palavras, mas aceita
as outras formas de composição de mundo, incluindo arte, dramatização, expressão corporal, canto,
música e a escrita.
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mentares, conforme as relações entre os interlocutores: se na igualdade ou na dife-
rença. Neste axioma trata-se principalmente do poder que possuem os interlocutores.
Refere-se ao perfil “simétrico”, quando os agentes cognitivos possuem um conjunto
semelhante de informações. Porém, se a situação dos interlocutores é desigual, fala-se
de uma comunicação “complementar”, ou seja, que se complementa. Atualmente, no
entanto, a educação tem ido além de transmitir e receber informações, apresentar
modelos e imitar. Pode-se observar uma mudança didática da transmissão e comuni-
cação para um processo pedagógico mais ativo e participativo que privilegia as ações
no aprendizado individual para acomodação e adaptação ao mundo real, onde o pro-
cesso educacional pode ser real ou artificial. O sistema educacional real é aberto,
complexo e dinâmico enquanto que o artificial é um sistema fechado. Os sistemas
abertos são influenciados pelos eventos fora dos limites do ambiente de aprendiza-
gem ao contrário dos sistemas fechados. O mundo eletrônico da informação permite
que o estudante aprenda a navegar através de um grande volume de conteúdos, para
analisar e tomar decisões a respeito deles, formando assim um novo domı́nio do co-
nhecimento em uma crescente sociedade tecnológica [Mid05]. O aprendizado ocorre
em um sistema didático aberto e flex́ıvel onde a realimentação negativa permite que
o modelo se auto-ajuste. O sistema aberto é limitado entre a entrada e a sáıda, e é
auto-ajustado pelas influências externas, figura 4.1.
O modelo de um sistema aberto de aprendizagem é composto basicamente de:
• Sistema didático;
• Sistema tecnológico de instrução.
As componentes principais do sistema aberto são:




Fig. 4.1: Modelo de um Sistema Aberto
4. Processos didáticos;
5. Educadores e recursos;
6. Formas de organização.
Uma estratégia de aprendizagem posśıvel para os sistemas abertos é baseada no
uso de métodos indutivos, em busca de uma meta-cognição. A indução aciona o
processo psicopedagógico de formação de um conhecimento maior a partir de fa-
tos isolados. Através de dedução haverá uma adaptação do contexto educacional a
exemplos reais e pragmáticos. Portanto, um método heuŕıstico de aprendizagem que
adapta as regras e a sucessão de atos para um estilo de aprendizagem do estudante
que aprende a aprender. Nesta nova organização do contexto educacional é inclúıda
a heuŕıstica 2, conforme figura 4.2.
2É a parte da pesquisa que visa favorecer o acesso a novos desenvolvimentos teóricos ou desco-
bertas emṕıricas. Define-se procedimento heuŕıstico como um método de aproximação das soluções
dos problemas, que não segue um percurso claro mas se baseia na intuição e nas circunstâncias a fim
de gerar conhecimento novo. É o oposto do procedimento algoŕıtmico que é uma sequência finita de
instruções bem definidas e não amb́ıguas, onde cada uma delas pode ser executada mecanicamente
num peŕıodo de tempo finito e com uma quantidade de esforço finita.
102 A INFORMAÇÃO e o CONHECIMENTO
Fig. 4.2: Estratégia educacional dinâmica e flex́ıvel
4.1 Estrutura do Conhecimento
Quando Daniel Goleman escreveu sobre inteligência emocional [Gol00], e mais re-
centemente sobre inteligência ecológica [Gol09], chamou a atenção para várias ques-
tões relacionadas à informação e ao conhecimento. Além de significativas contri-
buições propostas pelo autor a várias questões sócio-econômicas, observa-se que um
volume de dados pode ser tratado, organizado de várias maneiras e ainda pode gerar
diferentes informações. Estas informações podem ser apresentadas e principalmente
interpretadas segundo uma inteligência que promove conclusões e ainda, propõe de-
cisões e ações a serem tomadas. Segundo Goleman, o QI (Quociente de Inteligência)3
3 Em 1912, Wilhelm Stern propôs o termo “QI” (quociente de inteligência) para representar o
ńıvel mental, e introduziu os termos “idade mental” e “idade cronológica”. Stern propôs que o QI
fosse determinado pela divisão da idade mental pela idade cronológica. Assim uma criança com
idade cronológica de 10 anos e ńıvel mental de 8 anos teria QI 0,8. Em 1939, David Wechsler criou
a primeiro teste de QI desenvolvido explicitamente para adultos, tendo abandonado o sistema da
divisão da “idade mental” pela cronológica (método que não faria grande sentido para adultos).
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não é necessariamente a melhor referência para avaliação desta inteligência, onde o
fator emocional tem assumido um valor mais significativo e cuja consciência ecológica
ganha cada vez maior relevância. Estas novas proposições sugerem um novo código
para o tratamento da informação, talvez a chance para uma correção na maneira com
que a informação e o conhecimento tem sido estudados. Tradicionalmente, a definição
de informação e conhecimento sempre foram abordados de pontos de vista diferentes.
Enquanto a informação era trabalhada pelas ciências exatas, sendo tratada como um
conceito matemático para definir a comunicação, o conhecimento sempre foi traba-
lhado filosoficamente pela sociologia, filosofia e ciências humanas em geral. No final
do século XX, a informação é vista como um instrumento imprescind́ıvel ao desenvol-
vimento social, poĺıtico e econômico, quando a informação e o conhecimento passam
então a constituir recursos econômicos fundamentais [Sco99]. Com a evolução das
tecnologias da informação, estes dois conceitos se tornam objeto de uma mesma área,
ou seja a “Ciência da Informação”. Assim, aquela visão do conceito de informação foi
trazida para as ciências sociais e começou a ser trabalhada juntamente com o conceito
de conhecimento. Como objeto de estudo também das ciências sociais surge então
o termo “dado”, que fornece subśıdios para discussões acerca de uma definição mais
clara para estas questões. Esta nova Ciência da Informação, que se relaciona com con-
Em vez disso, os testes passaram a ser calibrados de forma a que o resultado médio fosse 100, com
um desvio-padrão de 15. Em 2005, o teste de QI mais usado no mundo foi o “Raven Standard
Progressive Matrices”. A classificação, originalmente proposta por Davis Wechsler era a seguinte:
• QI acima de 127: Superdotado
• 121 - 127: Inteligência superior
• 111 - 120: Inteligência acima da média
• 91 - 110: Inteligência média
• 81 - 90: Embotamento ligeiro
• 66 - 80: Limı́trofe
• 51 - 65: Debilidade ligeira
• 36 - 50: Debilidade moderada
• 20 - 35: Debilidade severa
• QI abaixo de 20: Debilidade profunda
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teúdos e temas de diversas áreas do conhecimento, recebe destas áreas contribuições
para a construção de seu arcabouço teórico. Porém, neste ambiente multidisciplinar,
onde juntam-se conceitos de áreas tão diversas (como exatas e humanas), a constru-
ção de conceitos interdisciplinares torna-se um grande desafio. Do ponto de vista da
filosofia, a teoria do conhecimento investiga quais são os problemas decorrentes da
relação entre sujeito e objeto do conhecimento, bem como as condições do conheci-
mento verdadeiro [Ara93]. Busca também compreender o pensamento humano em
sua referência objetiva, em seu relacionamento com os objetos. A relação de todo
pensamento com os objetos é o objeto formal da teoria do conhecimento. Por isso é
descrita também como teoria do pensamento verdadeiro [Hes00]. Tratada como cŕı-
tica do conhecimento, gnosiologia ou epistemologia4, a teoria do conhecimento recebe
então um olhar geral e outro especial, onde a primeira investiga a relação do pen-
samento com o objeto em geral e a segunda toma como referência o pensamento do
homem relativo aos objetos. Em outras palavras, ela investiga os conceitos primitivos
mais gerais com que tentamos definir os objetos. Embora os problemas relacionados
com o conhecimento tenham sido tratados por quase todos os filósofos, a importância
da teoria do conhecimento enquanto disciplina filosófica independente é relativamente
recente. Foi “Kant” quem focalizou o problema do conhecimento com sua cŕıtica da
razão. Em relação à origem do conhecimento, duas correntes opostas colocam, de um
lado, a experiência senśıvel, de outro, a razão, como fonte do conhecimento. Para o
empirismo, o pensamento se forma a partir da percepção, ou seja, da representação
de objetos reais e é imediato, senśıvel e intuitivo; para o racionalismo, o pensamento
estabelece relações, cria conceitos e noções gerais e abstratas e é mediato e racional.
Decartes e Bacon propuseram duas abordagens para a busca do conhecimento, o
dedutivo e o indutivo, e representaram os dois polos do esforço pelo conhecimento na
4 Gnosiologia (também chamada Gnoseologia) é o ramo da filosofia que se preocupa com a
validade do conhecimento em função do sujeito cognoscente, ou seja, daquele que conhece o objeto.
A Epistemologia estuda a origem, a estrutura, os métodos e a validade do conhecimento (dáı também
se designar por filosofia do conhecimento). Ela se relaciona ainda com a metaf́ısica, a lógica e o
empirismo, uma vez que avalia a consistência lógica da teoria e sua coesão fatual
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Idade Moderna, o racional e o emṕırico. A partir da dúvida mais radical Descartes
propunha a construção do conhecimento por via da matemática, a qual permitiria
uma ciência geral que tudo explicaria em termos de quantidade, independentemente
de qualquer aplicação a objetos particulares. Seu método era de dúvida: tudo era
incerto até que fosse confirmado pelo racioćınio lógico a partir de proposições auto-
evidentes, ao modo da geometria. Bacon propunha a construção do conhecimento
baseado em experimentos organizados e cooperativos, com o registro sistemático dos
resultados. Leis gerais poderiam ser estabelecidas somente quando os experimentos
tivessem produzido dados suficientes e então, por racioćınio indutivo, ou seja a partir
de situações particulares e evoluindo-se gradualmente e consistentemente, se chegaria
aos axiomas mais gerais, que também serão postos à prova por novas experiências.
Bacon vê a matemática como auxiliar das ciências naturais, mas não é muito claro
quanto ao seu papel. Esquece-se de enfatizar o papel da hipótese cient́ıfica, que de-
pende da matemática porque é fruto de deduções cartesianas sobre o resultado dos
experimentos. Assim, enquanto Descartes não iria muito longe além de suas ideias
claras e distintas, caso não se valesse absolutamente dos conhecimentos emṕıricos
que ele colocava na categoria do complexo e inseguro, também Bacon não avançaria
sem a matemática. O desenvolvimento posterior da ciência provou que os dois cami-
nhos se complementam quando o cientista experimental formula suas hipóteses com
o aux́ılio da matemática, mas ainda não se havia chegado a esse estágio no ińıcio da
época Moderna. Do ponto vista ainda filosófico, Rafael Capurro também relacionou
epistemologia com a Ciência da Informação [Cap85]. Capurro busca, em São Tomás
de Aquino, as ráızes epistemológicas para o conceito de informação, a quem atribui
o termo latim “informatio” implicando-lhe sentidos ontológico, epistemológico, peda-
gógico e lingúıstico. De acordo com Aquino, o homem consiste de uma união ı́ntima
entre a matéria, que é uma potência, e a alma (anima), que é o prinćıpio ativo que
informa a matéria. O resultado dessa união, ou informação (no sentido ontológico
da palavra) é um ser sensitivo e inteligente. Aquino aplica esse esquema à análise
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do conhecimento humano. Ele denomina o prinćıpio do conhecimento de “anima
intellectiva”, o qual inclui o prinćıpio sensitivo, ou “anima sensitiva”. Conhecer um
objeto significa a capacidade do intelecto passivo (ou posśıvel) de compreender a
espécie ou a forma do objeto. A forma senśıvel informa a sensação e o intelecto
passivo (informatio sensus, informatio intellectus, possibilis), sendo que é o intelecto
ativo que produz o ato de compreensão através da abstração do conceito universal
advindo da forma representativa ou phantasma. As coisas materiais e senśıveis são
compreendidas à medida em que são apreendidas pelo sentido, representadas pela
imaginação e tornadas inteliǵıveis pelo intelecto. Em outras palavras, a compreen-
são humana (o conhecimento) não é puramente intelectual nem puramente senśıvel,
porém uma união de ambos. Embora a filosofia moderna critique muitos aspectos
deste paradigma, o termo informação tem aqui um importante papel. Ele refere-se
à mediação entre a mente e os objetos à medida que eles são percebidos por nossos
sentidos. Rafael Capurro destaca a existência de três pontos de vista distintos ao se
estudar a informação:
1. o primeiro segue a tradição positivista ou racionalista, em que a Ciência da
Informação considera a informação como algo objetivo na realidade exterior;
2. o segundo abandona a ideia da informação como um tipo de substância fora
da mente e analisa o fenômeno da cognição humana como condição necessária
para a determinação daquilo que possa ser chamado de informação.;
3. o terceiro busca na hermenêutica5 uma solução para a dicotomia sujeito/objeto
presente nos dois primeiros, buscando uma definição social e pragmática de
informação.
Para Capurro o ponto de vista positivista no estudo da informação é sustentado
por três paradigmas, a saber:
5 O termo “hermenêutica” provém do verbo grego “hermeneuein” e significa declarar, anunciar,
interpretar, esclarecer e, por último, traduzir. Significa que alguma coisa é tornada compreenśıvel
ou levada à compreensão.
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• o paradigma da representação,
• o paradigma emissor-canal-receptor e
• o paradigma platônico.
De acordo com o paradigma da representação, os seres humanos são conhecedores
ou observadores de uma realidade externa. O processo de conhecimento consiste da
assimilação das coisas através de suas representações na mente/cérebro do sujeito.
Essas representações, uma vez processadas ou codificadas em nossos cérebros, podem
então ser comunicadas a outras mentes e/ou armazenadas e processadas em máquinas
(computadores). Seres humanos são processadores de informação biológicos. Infor-
mação é a réplica codificada da realidade. Humanos podem utilizar informação para
propósitos espećıficos e racionais, mas nada se fala contra a hipótese de que as má-
quinas também possam alcançar este ńıvel de processamento e uso da informação.
De acordo com esse paradigma, a Ciência da Informação preocupa-se com o estudo
da representação, codificação e uso racional da informação.
O paradigma emissor-canal-receptor trata o fenômeno da comunicação humana
como uma metáfora a ser aplicada em diferentes ńıveis da realidade. Ao comunicar-
se, emissores e receptores trocam informação. Para que o receptor compreenda o
significado da mensagem enviada pelo emissor, é necessário que exista um conjunto
de signos. De acordo com esse paradigma, a Ciência da Informação preocupa-se prin-
cipalmente com o impacto da informação no receptor. Ao mesmo tempo, receptores
são buscadores ou usuários de informação com o objetivo de resolver seus problemas.
O paradigma Platônico apresenta um ponto de vista oposto aos dois anteriores:
ao invés de considerar a existência de um sujeito detentor do conhecimento, considera
a informação por si mesma. Pode ser materialista (o conhecimento não é um processo
biológico, sociológico ou psicológico, mas emerge de transportadores não humanos)
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ou idealista (o conhecimento é algo objetivo em si mesmo, independentemente de
qualquer transportador material). De acordo com esse paradigma, a Ciência da
Informação deve estudar o mundo da informação em si mesma.
Existe uma relação constante em todos estes estudos, uma interligação entre a lin-
guagem e os textos, uma tradução uni ou bidimensional, onde a interpretação é feita
sempre através de um texto ou uma imagem. Com o advento de novas tecnologias,
no entanto, este paradigma precisa ser quebrado, novos códigos, novas comunicações
e novos modelos de tradução precisam ser considerados, acelerando e expandindo a
capacidade de interpretação de novas ferramentas [Ama06]. Os recursos educacionais
ainda utilizam um tipo de interação associada a limitadas dimensões de comunica-
ção [Men07]. O termo informação que remonta à Antiguidade e sofreu, ao longo
da história, tantas modificações em sua acepção, que na atualidade seu sentido está
carregado de ambiguidade, confundido frequentemente com comunicação, dado, ins-
trução e conhecimento [Car96]. O objetivo da pesquisa em ciência da informação
é permitir que o ciclo da informação-conhecimento-desenvolvimento-informação se
complete e se renove infinitamente e, ainda, para que seu direcionamento esteja cor-
reto, seu desenvolvimento compat́ıvel e seus espaços adequados [Bar98]. Trata-se de
um ciclo de formação do conhecimento semelhante ao proposto por Peirce [Not96],
onde uma espiral de formação do conhecimento emerge do objeto, evoluindo para
um signo e em seguida para o interpretante na mente do intérprete, em um ciclo de
maturidade cognitiva que alcança seu limiar na condição do intérprete de agir no
ambiente e assim, então, de reiniciar uma nova espiral do conhecimento a partir de
um novo objeto, figura 4.3.
A informação gera conhecimento, que por sua vez gera desenvolvimento, que vem
a gerar nova informação. Assim, a informação é a raiz do processo do conhecer e,
portanto, instituinte da cultura. Nesse sentido, considera-se que:
• Informação é algo que um indiv́ıduo gera ativamente e que outro indiv́ıduo
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Fig. 4.3: Sinais, Signos e Objetos
pode decidir internalizar;
• Cada indiv́ıduo recebe e interpreta informação da sua própria maneira, dando-
lhe significado pessoal;
• A percepção da informação é mediada pelo estado de conhecimento do receptor;
• Quando a informação é percebida e recebida, ela afeta e transforma o estado
de conhecimento do receptor.
Capurro acredita que o usuário é considerado primariamente como um conhecedor
e sugere uma posśıvel solução para as dificuldades provenientes da dicotomia sujei-
to/objeto baseando-se na hermenêutica [Cap85]. Segundo o autor, quando se diz:
armazenamento, recuperação e troca de informação, as pessoas agem como se in-
formação fosse alguma coisa externa. Mas, ao contrário, são as pessoas que estão
no mundo externo, compartilhando um espaço comum e, portanto, capazes de com-
partilhar explicitamente com outros, as condições e os limites da compreensão. In-
formação, num sentido hermenêutico-existencial, significa compartilhar um mundo
comum. Ainda segundo Capurro, a informação não é nem o produto final de um
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processo de representação, nem algo a ser transportado de uma mente para outra,
nem ainda alguma coisa separada de uma cápsula de subjetividade, mas sim uma
dimensão existencial do estado de convivência no mundo, uns com os outros. Para
Platão, a alma humana é capaz de conhecer a significação absoluta de todas as coi-
sas em sua pré-existência [Not96]. Assim, qualquer saber adquirido durante a vida,
nada mais é que a recuperação daquela verdade. Para Simmel, o conhecimento é
adquirido pelo processo de percepção (escolha + construção), assim a afirmação de
que o conhecimento é apenas parte de um complexo dos conhecimentos idealmente
existente permanece válida [Sim98]. Portanto, em qualquer instante da vida, ainda
não será posśıvel o conhecimento absoluto sobre tudo. A proposta de Simmel está
em concordância com o terceiro ponto de vista sugerido por Capurro, pois ambos
consideram que o ser humano compartilha, pragmaticamente, de um mundo comum,
de onde abstrai o conhecimento. A conclusão proposta é que o conhecimento será
sempre apreendido de modo subjetivo. Esta proposta é apoiada no modelo do pro-
cesso de transmissão da informação, que quando faz uso da linguagem simbólica
para representar o conhecimento, acaba agindo como elemento subjetivador desse
conhecimento, que é o objeto. Cassirer atribuiu ao “ćırculo funcional” de Uexküll
um fenomenalismo6 onde a realidade é diversificada; ela não pode ser a mesma para
todos os seres vivos [Cas96]. Ainda segundo ele, existe uma realidade para cada
organismo que, sendo monádico, é então fechado em si mesmo. Cada organismo tem
uma maneira peculiar de receber e responder às informações. Para o ser humano,
o ćırculo funcional está ligado ao sistema simbólico, que permite sua adaptação ao
ambiente. Possui também um sistema receptor e um sistema efetuador que permite
sua interação com o meio. São elos de uma cadeia que Uexküll descreve como ćırculo
funcional. O ser humano utiliza-se de śımbolos para compor uma linguagem própria
onde o processo de simbolização ativa a razão. O que permite a dicotomia entre o
6Em epistemologia e filosofia da percepção, fenomenalismo é o conceito de que os objetos f́ısicos
não existem como coisas em si, mas apenas como fenômenos perceptuais ou est́ımulos sensoriais
(por exemplo: vermelhidão, dureza, maciez, doçura etc.) situados no tempo e no espaço.
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subjetivo e o objetivo como resultado da interpretação individual destes śımbolos, e
mais uma vez o conceito de informação associa-se ao conceito de conhecimento. A
proposta de um novo protocolo, que permita uma interpretação similar do conteúdo
simbólico, poderia ser então a chave para uma transferência eficaz do conhecimento,
que até aqui é considerado imposśıvel de ser reproduzido devido à subjetividade im-
pĺıcita em sua formação e também por estar associado, de maneira individual e única,
a cada ser humano em função da experiência vivida e sua capacidade cognitiva. Na
busca pela codificação que possa representar um estado do conhecimento pode-se
utilizar as definições de dado, informação e conhecimento apresentadas por Setzer
[Set99]:
Dado é uma sequência de śımbolos quantificados ou quantificáveis. Como são śım-
bolos quantificáveis, dados podem ser armazenados em um computador e pro-
cessados por ele. Nessa definição, um dado é necessariamente uma entidade
matemática e, desta forma, puramente sintática. Um dado é puramente obje-
tivo; não depende do seu usuário.
Informação é uma abstração informal, que representa algo significativo para al-
guém através de textos, imagens, sons ou animação. Uma distinção entre dado
e informação é que o primeiro é puramente sintático e o segundo contém ne-
cessariamente semântica. A informação é objetiva-subjetiva no sentido que é
descrita de uma forma objetiva, mas seu significado é subjetivo, dependente do
usuário;
Conhecimento é uma abstração interior, pessoal, de alguma coisa que foi experi-
mentada por alguém, não pode ser descrito inteiramente, de outro modo seria
apenas dado ou informação, não depende apenas de uma interpretação pessoal,
requer uma vivência do objeto do conhecimento. Não pode ser inserido em um
computador por meio de uma representação, pois senão teria sido reduzido a
uma informação que seria associada à semântica. O Conhecimento, por sua
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vez, é associado à pragmática. O conhecimento é subjetivo, ou seja, cada um
tem a experiência de algo de uma forma diferente.
Esta visão dos conceitos sobre dado, informação e conhecimento apresentadas
por Seltzer estabelecem as relações entre eles, onde informação e conhecimento
apresentam-se como entidades distintas, pois da mesma forma que a informação
pode ser fruto de um conhecimento acumulado, o conhecimento pode ser fruto de
informação assimilada; estes podem existir independentes um do outro, pois o co-
nhecimento está no usuário e não no conjunto de informações, o conhecimento está
incorporado nas pessoas e a criação de conhecimento ocorre, ou não, no processo de
interação social. Neste cenário a tecnologia sempre foi utilizada como instrumento
de manipulação de dados e/ou da informação, mas não como ferramenta de apoio a
interpretação. Os termos manipular dados, localizar uma informação, carregar um
arquivo, visualizar uma tela ou mesmo um gráfico estão relacionados aos órgãos sen-
sores e atuadores utilizados pelos seres humanos. As interfaces e suas relações não
alcançam a parte subjetiva do conhecimento que fica então isolada da tecnologia e,
de certa forma, limitam seu uso. Ao mesmo tempo em que se busca a compacta-
ção dos dispositivos, através de equipamentos cada vez mais cheios de utilidades e
menores, também se enfrentam as limitações manuais ou visuais de acesso as estas
telas ou teclados. O ser humano, cada vez que aumenta a velocidade de comunicação
entre os computadores, esbarra na sua limitada capacidade de receber e processar
estas informações. Ao se trabalhar em dimensões matemáticas, além das que seus
sentidos alcançam, o ser humano se vê como seus antepassados que podiam ver e
estudar espaços cuja exploração era inconceb́ıvel. Existiria então a oportunidade de
promover as relações homem-máquina a condições mais favoráveis para a transfe-
rência do conhecimento? É neste contexto que se desenvolve a proposta principal
desta tese. O papel do conhecimento nas sociedades tem sofrido muitas mudanças
e sua importância para os indiv́ıduos, organizações e sociedades tem se intensificado
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[Wer93]. Neste contexto, Werzig propõe uma divisão cronológica para as alterações
do papel do conhecimento em quatro fases históricas:
A despersonalização do conhecimento e as tecnologias da comunicação :
com o surgimento da escrita e das tecnologias de impressão, o conhecimento
passa da condição de pessoal e oral, para outras condições onde pode ser es-
crito, armazenado e disseminado por pessoas que dominam a escrita. Esta nova
realidade criou muitas dificuldades de adaptação do homem, que estava acostu-
mado à oralidade, e passa então a existir uma vantagem para os que dominem
a tecnologia da escrita.
A credibilidade do conhecimento e as tecnologias da observação :
com o advento da escrita, o homem passou a observar e descrever o mundo.
O conhecimento produzido podia então ser colocado a prova e a demonstra-
ção. O refinamento e o aperfeiçoamento de métodos de coleta de dados e de
metodologias de pesquisa tornaram então o conhecimento inteliǵıvel para os
observadores e ao mesmo tempo pasśıvel de comprovação.
A fragmentação do conhecimento e as tecnologias da apresentação :
com o elevado volume de conhecimento produzido, o homem passa a fragmentá-
lo em áreas de atuação, surgindo diversos modos de pensar um mesmo objeto.
O conhecimento começa a se desmembrar por diversas razões:
• o volume crescente de conhecimento acumulado;
• a especificidade de cada área em relação a métodos de pesquisa;
• o surgimento de ideologias ou religiões, que conduziram o homem a um
pluralismo de ideias e descrições do mundo.
A racionalização do conhecimento e as Tecnologias da Informação :
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com as tecnologias da informação, o conhecimento passa a ter uma impor-
tância ainda maior. Existe então a necessidade de reduzir a complexidade do
conhecimento e aumentar sua disseminação. Surgem assim, as técnicas de ma-
peamento do conhecimento (estudos ontológicos e semânticos). Com o acesso
a novas interfaces sensoriais, este trabalho de tese defende a inclusão de uma
nova fase do conhecimento.
A percepção do conhecimento e as tecnologias sensoriais : quando tudo que
extrapolava a capacidade dos cinco sentidos humanos, até então atribúıdo à
imaginação, passa então a ser percebido através de interfaces sensoriais que se
propõem a expandir a capacidade humana de perceber os modelos e as várias
formas do conhecimento. O homem passa a interagir com, e através, do mundo
eletrônico com uma nova perspectiva, sem a obrigatoriedade do uso de telas,
teclados, mouses e alcança a capacidade de perceber modelos matemáticos em
dimensões de comunicação além das experimentadas até aqui. A transferência
do conhecimento ganha uma nova possibilidade, a de transferir componentes
subjetivas através de um novo protocolo semiótico.
Popper trabalha a teoria da mente objetiva, onde considera um mundo tripartite
[Pop75], cuja argumentação baseia-se em sua filosofia pluralista, na qual o mundo
consiste em, pelo menos, três submundos ontologicamente distintos:
• o primeiro é o material (o mundo dos estados materiais);
• o segundo, o mental (o mundo dos estados mentais) e
• o terceiro, o dos inteliǵıveis (o mundo das ideias no sentido objetivo). Este
último é o mundo dos objetos de pensamento posśıveis, o mundo das teorias
em si mesmas e de suas relações lógicas, dos argumentos em si mesmos, e das
situações de problema em si mesmas.
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Nas palavras de Popper, um dos problemas fundamentais dessa filosofia pluralista
refere-se à relação entre estes três mundos. Os três se relacionam de tal modo que
tanto os dois primeiros quanto os dois últimos podem interagir. Assim, o segundo
mundo, o mundo das experiências subjetivas ou pessoais, interage com cada qual
dos outros dois mundos. O primeiro mundo e o terceiro mundo não podem interagir
senão pela intervenção do segundo mundo, o mundo das experiências subjetivas ou
pessoais, figura 4.4.
Fig. 4.4: Teoria da Mente Objetiva
A tese dos três mundos de Popper evidencia as relações causais entre os mesmos,
bem como a objetividade do terceiro mundo como produto feito pelo Homem, onde
admite que a compreensão dos objetos pertencentes ao terceiro mundo é que cons-
titui o problema central das áreas das Humanidades[Pop75]. Assim, Popper afirma
que as atividades ou processos representados pelo termo compreensão são ativida-
des subjetivas, pessoais ou psicológicas. E desta forma, devem ser distingúıdos do
produto dessas atividades, o estado final da compreensão, a interpretação. “Para
ele toda interpretação é uma espécie de teoria e, como toda a teoria, é ancorada em
outras teorias e outros objetos do terceiro mundo ‘[. . .], Mas o ato subjetivo ou estado
“disposicional” da compreensão só pode ser compreendido [. . .], através de suas co-
nexões com os objetos do terceiro mundo” [Pop75]. Popper apresenta suas três teses
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referentes ao ato subjetivo de compreender:
1. Todo ato subjetivo de compreensão está amplamente ancorado no 3o. mundo;
2. Quase todas as observações importantes que podem ser feitas acerca de tal ato
consistem em apontar suas relações com objetos do 3o. mundo; e
3. Tal ato consiste, principalmente, de operações com objetos do 3o. mundo:
operamos com esses objetos quase como se fossem objetos materiais [Pop75].
Desta maneira, Popper articula os processos psicológicos de pensamento e os objetos
do 3o. mundo, com a compreensão e solução de problemas, fazendo uma compara-
ção com o método de representações subjetivas de Collingwood [Col86]. Na visão
de Brookes, os três mundos de Popper são fundamentais para a área da Ciência da
Informação, pois oferecem uma racionalidade para as atividades profissionais de orga-
nização do conhecimento em sistemas de recuperação da informação. Tal afirmação
respalda-se nas seguintes observações:
• os cientistas naturais e tecnólogos exploram o 1o. mundo e depositam seus
registros e artefatos no 3o. mundo;
• os cientistas sociais e humanistas estudam e refletem sobre o 2o. mundo e
as interações do 2o. com o 1o. mundo; também depositam seus registros e
artefatos no 3o. mundo;
• os matemáticos inventam abstrações e operam suas inter-relações dentro do 3o.
mundo e nele depositam seus registros [Bro80].
Então, o trabalho prático do profissional da informação pode ser proposto como le-
vantar, coletar e organizar para uso, os registros do 3o. mundo produzidos pelos indi-
v́ıduos de uma sociedade. O terceiro mundo de Popper é o mundo do conhecimento e
da informação no sentido objetivo, o qual compreende as expressões do pensamento
cient́ıfico, literário e art́ıstico, registrados nos mais variados meios e formas, junto
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com todos os registros da cultura humana. E estes registros são produzidos nos di-
versos domı́nios de conhecimento denominado “Universo do Conhecimento”, que é o
nome dado ao estudo do conhecimento sob vários pontos de vista, considerando seus
aspectos históricos, filosóficos e sociológicos.
4.2 Codificação de um Conhecimento Espećıfico
Para que se possa propor um modelo de codificação, será necessário conhecer sua
estrutura de formação e assim estudar os fatores estocásticos envolvidos na gera-
ção dos eventos e, portanto, sua grande participação no processo de assimilação da
informação que pode se transformar em conhecimento. Após o estudo desta estru-
tura, serão abordados alguns conceitos sobre os “Sistemas Dinâmicos” e a “Teoria da
Medida”, em seguida, uma descrição sobre as “Medidas Invariantes”, o “Teorema Er-
gódico de Birkhoff” e a “Teoria dos Autômatos”, todos analisados à luz de um modelo
matemático que suporte uma codificação da sequência de formação de um conheci-
mento espećıfico, ainda segundo os “Ćırculos Funcionais Elementares” e a “Espiral
Semiótica”de aprendizagem impĺıcita nos estudos de Charles Sanders Peirce [Mig08].
Em busca de um menor esforço computacional e do tratamento da informação pro-
cessada e codificada, serão apresentados, de maneira resumida, alguns modelos de
algoritmos que de maneira conjugada podem oferecer a flexibilidade desejada para a
codificação de um conhecimento espećıfico.
4.2.1 A Sequência de Formação do Conhecimento
Os sistemas inteligentes podem ser classificados pelo seu ńıvel de autonomia,
por sua função, por sua complexidade, pela confiabilidade e pela probabilidade de
sobreviver segundo sua capacidade de aprender e de se adaptar [Mey99]. Meystel
propôs o“Loop of Intelligent System”, um ciclo onde o SI (Sistema Inteligente) recebe
um sinal de entrada externo, e a sáıda será a resposta da função que satisfaz as
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especificações do objetivo do sistema inteligente. A autonomia, por outro lado, é
caracterizada pela capacidade do SI de controlar com a mı́nima interferência externa
seja para se guiar ou buscar seus objetivos. Assim, a capacidade de aprender é
fundamental para que se alcance uma completa autonomia, já que neste caso não
se considera qualquer suporte externo. Os SI são constitúıdos por seis subsistemas
simbólicos, a saber:
1. Sensores (S);
2. Processamento Sensorial (PS);
3. Representação do Conhecimento (Representação do Mundo) (RM);
4. Geração de Comportamento (GC);
5. Atuadores (A) ;
6. Mundo (M).
Assim é formado o Ćırculo Funcional Elementar [Alb96] onde se verifica o fe-
chamento semiótico do sistema, figura 4.5. Cada componente do ćırculo pode ser
representado por um autômato [Mey99], já que são compostos por listas de variáveis
que podem ser agrupadas em sub-listas de entradas, sáıdas e estados. O CFE (Ćırculo
Funcional Elementar) como um todo, também pode ser considerado um autômato e
seus sub-sistemas podem ser divididos em dois diferentes domı́nios:
1. Real - a parte referente à realidade (S - M - A);
2. Computacional - a parte referente à computação (PS - RM - GC).
A parte Real recebe comandos como entrada e produz sinais sensoriais em suas
sáıdas enquanto que a parte computacional recebe a sáıda dos sensores e os objetivos
produzindo a partir destes, comandos a serem executados, construindo e atualizando
assim o modelo de Representação do Mundo inferindo as ações a serem tomadas nele.
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Fig. 4.5: Ćırculo Funcional Elementar
Várias ações de Generalização (bottom-up) e de Instanciação (top-down) devem ser
executadas antes de se utilizar este modelo simbólico para representação de um SI.
As ações de Generalização incluem o agrupamento de objetos simbólicos que neces-
sitam executar procedimentos de Foco de Atenção sobre um domı́nio de interesse
(FA - Focusing of Attention), Análise Combinatorial (CS - Combinatorial Search) de
subconjuntos similares neste domı́nio, e Agrupamento (G - Grouping) destes subcon-
juntos similares em novos Objetos; este procedimento é chamado de GFS ou GFACS.
A Generalização no subsistema simbólico do Processamento Sensorial está normal-
mente associada à sequência “sensor PS - RM - GC śıntese” quando ao invés de sinais
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de múltiplos sensores, um reduzido conjunto de sensores virtuais é considerado para
o propósito de elaboração do Modelo de Representação do Mundo e da Geração de
Comportamento. Um fenômeno t́ıpico da generalização é a redução da precisão da
informação, aumento da granularidade, um aumento na escala. O conceito utilizado
envolve o uso impĺıcito ou expĺıcito de uma abordagem estat́ıstica, baseada na teo-
ria dos sistemas estocásticos. A utilização das médias dos dados presume tratá-los
como um conjunto de dados representativos para a zona de estado-espaço, o que é
caracterizado pelo valor de uma propriedade espećıfica. A média ao longo do tempo
presume o uso impĺıcito da hipótese “Ergódica”.
No processo de “instanciação”, utiliza-se o procedimento inverso, GFS (Grouping,
Focus, Search) - Análise Combinatorial (CS) dos Grupos (G) candidatos a subsiste-
mas simbólicos para a subsequente decomposição, e foco de atenção (FA) sobre eles e
suas relações com outros objetos elementares. Instanciação no subsistema PS (Pro-
cessamento Sensorial) é normalmente associado à decomposição sensorial, quando ao
invés do sinal de um sensor virtual de baixa resolução, um conjunto de sensores reais
é utilizado para elaboração da RM (Representação do Mundo) e na GC (Geração de
um Comportamento). Ao contrário, os dois subsistemas (RM e GC) demonstraram
aumentar o número de coordenadas como parte do processo de instanciação. Um
fenômeno t́ıpico da instanciação é o aumento da precisão da informação. O processo
de instanciação na RM ocorre pela árvore de decomposição do objetivo. Na rea-
lidade, a instanciação é um procedimento mais complicado do que a generalização
porque necessita de uma análise combinatorial. Os procedimentos dos componentes
(G, FA, e CS) são entendidos num sentido mais geral e podem ser compreendidos
por uma multiplicidade de procedimentos computacionais. Um autômato do CFE
(Ćırculo Funcional Elementar) em um ńıvel de resolução espećıfico é caracterizado
pelas zonas de isonomia para todas as variáveis baseadas no ńıvel de incerteza aceita
por uma classe espećıfica de problemas. Ele é também caracterizado pelo “tempo de
resolução” (intervalo de tempo de amostragem). Este intervalo é muito próximo do
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tempo de representação das coordenadas (ou a zona de erro no cálculo da coorde-
nada). Estas zonas são“fuzzy intervals”, ou seja intervalos nebulosos. A relação entre
todas as coordenadas de uma amostra de intervalo nebuloso e o tempo amostrado
são determinados a partir da correspondente equação diferencial de transição e das
funções de sáıda, ou a partir da transição e das regras de sáıda. O modelo de repre-
sentação do mundo multiresolucional é formado por objetos [Mey99], que por sua vez
são caracterizados por suas funcionalidades, atributos que podem ser considerados
suas coordenadas. Objetos são constitúıdos por partes que normalmente são outros
objetos de maior resolução. Os objetos podem ser decompostos em suas partes e, se
necessário, podem ser partes de outros objetos. Objetos são também relacionados a
outros objetos e todos os dados numéricos dos objetos são dados nebulosos. Objetos
de um ńıvel espećıfico de resolução são obtidos a partir de objetos de um ńıvel maior
de resolução como resultado do uso do procedimento GFACS. Estes procedimentos
descrevem conexões entre ńıveis adjacentes. As mudanças nos objetos ocorrem de-
vido às ações. As ações são armazenadas na RM como parte da representação do
objeto:
• a lista de ações que podem ser aplicadas ao objeto e as mudanças que ele
produz;
• a lista de ações que podem ser produzidas pelo objeto e as mudanças que dele
decorrem.
A RM deve ser organizada (constrúıda e apresentada) contendo objetos e rela-
ções entre eles, bem como registros temporais de suas mudanças. Representações do
Mundo propiciam generalizações em RM de menor resolução. Esta RM deve suportar
procedimentos MR (Multiresolucionais) e o funcionamento de hierarquias multireso-
lucionais de GC (Gerações de Comportamento). Todos os ńıveis de Representação
do Mundo descrevem os mesmos objetos e processos os quais diferem apenas em
seus espaços e tempos de resolução. Os prinćıpios de organização do conhecimento
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para o CFE devem ser pré-requisitos para o desenvolvimento da teoria dos sistemas
inteligentes:
1. Prinćıpio de interpretação dos signos (śımbolos, palavras) e atribuições (rótulo);
2. Prinćıpio de representação da entidade-relacional;
3. Prinćıpio da representação Multiresolucional, ou prinćıpio da representação
hierárquica aglomerada;
4. Prinćıpio da heterogeneidade, ou prinćıpio dos sistemas de representação de
múltiplos signos;
5. Prinćıpio da causalidade;
6. Prinćıpio da eficiência;
7. Prinćıpio da Indefinição (inclui o Prinćıpio da Incerteza);
8. Prinćıpio da retroalimentação;
9. Prinćıpio da realimentação;
10. Prinćıpio dos recursos limitados;
11. Prinćıpio da continuidade;
12. Prinćıpio da criatividade.
Todos os prinćıpios são combinados sob condições do fechamento semiótico tes-
tado como uma parte do śımbolo. Estes prinćıpios seguem a lista apresentada e
dependem um do outro, além disso, são organizados de maneira que seja posśıvel
se construir uma base conceitual com o crescimento gradual da complexidade dos
problemas envolvidos.
Um autômato Semiótico Multiresolucional é definido como um autômato onde os
vocabulários de entrada e sáıda (Ve, Vs), bem como as funções de transição e de sáıda
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estão sendo generalizados pelo procedimento GFACS em um novo e resumido voca-
bulário de entrada/sáıda, e funções de transição e sáıda que vão formar um autômato
de menor resolução. Estes (Ve, Vs, Tf , Of ) por sua vez, são decompostos em seus com-
ponentes de maior resolução pelo procedimento GFACS-1 em um outro vocabulário
maior de entrada/sáıda, além de funções de transição e sáıda formando então um
autômato de maior resolução. Os procedimentos GFACS e GFACS-1 são aplicados
novamente ao novo autômato (para menor e maior resolução). Como resultado surge
uma hierarquia multiresolucional, chamada de autômato Semiótico Multiresolucio-
nal7 (ASMR) [Mey99]. Neste autômato verifica-se o fenômeno do fechamento semió-
tico desde um simples CFE até os CFEs adjacentes. A hierarquia multiresolucional
difere da estrutura hierárquica em árvore pelo fato de haver conexões entre os nós
de um ńıvel espećıfico da hierarquia. Considera-se que a representação anaĺıtica da
informação (baseada no cálculo diferencial e integral) é equivalente à representação
do autômato uma vez que a transformação requer a substituição das equações dife-
renciais por um conjunto correspondente de equações diferença. A equivalência entre
MRautômato e controladores lógicos ou lingúısticos é muito simples. Assim o uso
de autômatos multiresolucionais pode cobrir todos os componentes de representação
t́ıpicos dos controladores h́ıbridos. Conjuntos de autômatos em um ńıvel espećıfico
de resolução formam redes de autômatos. Em alguns casos o uso de Redes de Petri
pode ser benéfico para o projeto de controladores. O conjunto “Sensor - Mundo -
Atuador” pode ser considerado um autômato real Ar que recebe comandos e produz
observações, enquanto o conjunto“PS - RM - GC”pode ser considerado um autômato
computacional Ac que recebe informações e um objetivo, e produz então comandos.
Assim, um sistema inteligente pode ser considerado uma dupla de autômatos conec-
tados “Ac < − > Ar”. No entanto a unidade básica do sistema será um conjunto de
autômatos interativos. A complexidade computacional deve ser analisada e relacio-
7Para efeito deste trabalho os termos Multiresolucional, Multigranular e Multiescala serão con-
siderados sinônimos.
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nada com o número de ńıveis das hierarquias multiresolucionais do MR-autômato,
com sua representação e geração de comportamento. A complexidade de represen-
tação dos sistemas será tratada com o uso do procedimento GFS para generalização
(bottom-up) e GFS Inversa para instanciação (top-down). Um sistema hierárquico
de objetivos e planos pode ser por qualquer SI através de um procedimento GFS
“emphtop-down”. A relação existente no subsistema PS-RM-GC é considerada como
um autômato multiresolucional para geração de um sistema multiresolucional de ob-
jetivos e planos. Cada ńıvel do GC (gerador de comportamento) gera um plano.
Todos estes planos juntos formam uma descrição consistente das mudanças tempo-
rais para todos os ńıveis de resolução. O sistema simbólico MR de planos propõe
o sistema simbólico MR de Controle de Retroalimentação (CRA) e os Controles de
Realimentação (CRE). Isso pode ser entendido desde que as sequências-temporais de
comandos de entrada é obtida invertendo-se o plano para o ńıvel. Desde que o in-
verso é obtido de um modelo imperfeito e os sinais reais contêm rúıdos e distorções,
o resultado da execução será diferente do planejado. Uma abordagem algébrica é
aceita para a construção de uma arquitetura, e para o desenvolvimento de uma lin-
guagem que possa descrever os processos. Utilizam-se as técnicas desenvolvidas de
W. M. Wonham e aplicadas ao ambiente semiótico por J. Goguen [Gog98]. Inspirado
nos conceitos dos sistemas nebulosos de L. Zadeh, a teoria do autômato “MR-Fuzzy”
em categorias é o principal paradigma teórico utilizado[Gom07]. O aprendizado
será parcialmente entendido como derivado da representação do mundo a partir das
informações recebidas e das experiências anteriores[Gog98]. Outro componente im-
portante é o aprendizado das regras das ações (controle) que serão uma vantagem
competitiva no futuro, onde algoritmos de aprendizagem empregam procedimentos
de generalização[Alb96].
O processamento rápido é resultado da modelagem dos espaços computacionais
em vários ńıveis de resolução [Alb95]. A dificuldade em modelar o mundo está na
subjetividade da interpretação dos números, computadores não conseguem responder
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completamente questões como: quanto alto é um som ou quanto rápido um objeto se
move? A posśıvel resposta numérica não considera o contexto que pode ser interpre-
tado pela inteligência humana, ou seja, “muito rápido”, “lento”ou ainda“muito lento”
podem ser respostas suportadas por um racioćınio que considera o contexto. Modelar
o mundo através de entidades do tipo rede de relacionamento pode ser uma alter-
nativa [Daw02]; nestas entidades, os objetos que compõem o ambiente se relacionam
uns com os outros.
Assim, uma vez modelado o mundo ou o ambiente, seria posśıvel a tomada de
decisão ou a geração de comportamento. Mudanças no modelo do mundo são de-
tectadas na comparação entre os modelos formados nos tempos “t-1” e “t”. Estas
mudanças estimulam uma entidade rede de relacionamento, que em resposta produz
medidas de alterações na relação entre os objetos existentes. Antes da tomada de de-
cisão um objetivo ou um conjunto de objetivos precisam ser definidos. As mudanças
são percebidas através dos sensores que estimulam o modelo interno de representação
do mundo gerando um repositório de representação do conhecimento (RRC). Certos
est́ımulos sensoriais podem ter pouco significado a não ser que tenham sido experi-
mentados anteriormente, mas antes que algum significado possa ser anexado a estes
est́ımulos, eles tem que ser convertidos em informação, que possa ser entendida pela
própria representação do conhecimento humano. Os sinais produzidos pelo mundo
exterior são então detectados pelos sensores e processados para a representação do
conhecimento. O processamento sensorial executa um mapeamento da informação
entre os sensores e a representação do conhecimento, mas é a imaginação que pro-
porciona o comportamento inteligente. Quando o processamento sensorial fornece
alguma informação para o repositório de representação do conhecimento, e se per-
cebe alguma alteração no ambiente, dispara-se o gerador de comportamento (GC),
este por sua vez, na tentativa de verificar se as novas informações podem sugerir
um desvio em relação ao plano ou uma ameaça potencial, inicia um ciclo de simula-
ção. O comportamento inteligente surge quando o GC, de forma impĺıcita, levanta
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questões e propõe soluções como parte de um CFE, figura 4.6. Os objetivos do sis-
tema e a habilidade de detectar mudanças com o modelo de representação do mundo
proporciona a real tomada de decisão.
Fig. 4.6: O CFE constitui-se o diagrama fundamental de uma infraestrutura inteli-
gente
O repositório de representação do conhecimento pode ser estruturado em três
ńıveis:
1. O ńıvel superior, que entende as intenções de comando;
2. O ńıvel atual, que gera objetivos individuais e executa um planejamento além
de acompanhar a execução;
3. O ńıvel inferior, que entende as respostas aos comandos.
Este tipo de modelo simplifica o esforço computacional e facilita o entendimento e
a colaboração. Quanto mais baixo o ńıvel na hierarquia, maior a granularidade ne-
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cessária para o planejamento e execução. Por exemplo, pode-se necessitar de um
conjunto de informações mais detalhados para dirigir um carro do que para planejar
uma viagem. Ao se utilizar diferentes ńıveis de resolução torna-se posśıvel simplifi-
car a computação, já que se considera somente o grau de detalhamento relacionado
com o objetivo proposto. Ao se estudar um caminho, por exemplo, se o objetivo
for conhecer as cidades percorridas, o ńıvel de detalhamento ou a granularidade da
análise, pode ser de algumas centenas de metros, mas se o objetivo é identificar al-
guma informação de alguma placa de sinalização, este detalhe talvez tenha que ser
de poucos metros. O mapeamento completo do caminho poderá ser feito em vá-
rios ńıveis hierárquicos minimizando assim o processo computacional. Além disso, o
processo colaborativo pode ser facilitado, principalmente entre sistemas inteligentes
trabalhando no mesmo ńıvel de granularidade. O estudo pode incluir outros ob-
jetos no ambiente com seus atributos espećıficos para formar relacionamentos que
permitem estruturar redes entidade de relacionamento, onde a granularidade torna-
se ainda mais importante. No processo colaborativo o repositório de representação
do conhecimento de cada sistema inteligente se mantém atualizado compartilhando
informações e conhecimentos que suportam um Modelo Comum de Conhecimentos
Relevantes (MCCR).
4.2.2 Sistemas Dinâmicos
O conceito de sistema dinâmico nasce da busca pela construção de um modelo ge-
ral que possa ser utilizado para todos os sistemas que evoluam segundo uma regra que
ligue o estado presente aos estados passados. Os primórdios da teoria dos sistemas
dinâmicos podem ser identificados desde já no século XVI, nos trabalhos de mecânica
celeste escritos por Johannes Kepler. As contribuições de Isaac Newton à modela-
gem matemática através da formalização da mecânica clássica abriram espaço para
uma sofisticação crescente do aparato matemático que modela fenômenos mecânicos,
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culminando nos trabalhos de Lagrange e Hamilton, que definiram a teoria da mecâ-
nica clássica num contexto matemático, que essencialmente é o mesmo estudado até
hoje. O matemático francês Henri Poincaré é considerado um dos criadores da teoria
moderna dos sistemas dinâmicos, tendo introduzido muitos dos aspectos do estudo
qualitativo das equações diferenciais que permitiram estudar propriedades assintóti-
cas das soluções de uma equação diferencial, como estabilidade e periodicidade, sem
ser necessário resolver explicitamente a equação diferencial. Tal abordagem pode
ser encontrada na sua obra-prima “Les méthodes nouvelles de la mécanique céleste”,
publicada em três volumes entre 1892 e 1899. Considera-se que o primeiro livro pu-
blicado na área de sistemas dinâmicos é a obra “Dynamical Systems”, escrita pelo
matemático estado-unidense George Birkhoff, e publicada em 1927. Entre as ferra-
mentas mais utilizadas na teoria dos sistemas dinâmicos estão a geometria diferencial,
a teoria da medida e a a geometria simplética. No entanto, para o propósito deste
trabalho serão abordados dois modelos principais de sistemas dinâmicos:
1. Modelos de Sistemas Dinâmicos a tempo discreto;
2. Modelos de Sistemas Dinâmicos a tempo cont́ınuo;
Os Modelos de sistemas dinâmicos a tempo discreto, se referem a transformações
f : M → M em algum espaço métrico8 ou topológico9 M . Os Modelos Dinâmicos
(MD) a tempo discreto são estudados considerando-se que f associa a cada estado
x ∈ M do sistema o estado f(x) ∈ M em que o sistema se encontrará em uma
unidade de tempo posterior. Já o um “fluxo” em M , que é um modelo de sistemas
8Em matemática, um espaço métrico (X, d) é um conjunto X munido de uma Métrica (ou
distância), isto é, uma função d : X ×X → R tal que para quaisquer x, y, z ∈ X,
• d(x, y) é um número real, não negativo e finito
• d(x, y) = 0⇐⇒ x = y
• d(x, y) = d(y, x) (simetria)
• d(x, z) ≤ d(x, y) + d(y, z)(desigualdade triangular)
9Espaços topológicos são estruturas que permitem a formalização de conceitos tais como conver-
gência, conexidade e continuidade.
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dinâmicos a tempo cont́ınuo, é uma famı́lia f t : M ⇐⇒ M, t ∈ < de transformações
satisfazendo:
f 0 = identidade e f tof s = f t+s para todo t, s ∈ <. Fluxos aparecem, por exemplo,
associados a equações diferenciais: tome como f t a transformação que associa a cada
ponto x o valor no tempo t da solução da equação que passa por x no tempo zero.
Em ambos os modelos, se supõe que o sistema dinâmico é pelo menos mensurável:
na maior parte dos casos será até cont́ınuo, ou mesmo diferenciável.
4.2.3 Teoria da Medida
Definição 4.1 (Álgebra dos Subconjuntos) Uma álgebra de subconjuntos de M
é uma famı́lia B de subconjuntos que contém M e é fechada para as operações ele-
mentares de conjuntos:
• A ∈ β implica Ac = M \ A ∈ β
• A ∈ β e B ∈ β implica A ∪B ∈ β
Então A ∩ B = (Ac ∪ Bc)c e A \ B = A ∩ Bc também estão em β, quaisquer que
sejam A,B ∈ β. Além disso por associatividade, a união e a intersecção de qualquer
número finito de elementos de β também estão em β.
Definição 4.2 ( σ-álgebra) Uma álgebra diz-se uma álgebra de subconjuntos de M
se também for fechada para uniões enumeráveis:
• Aj ∈ β para j = 1, 2, . . . , n, . . . implica
⋃∞
j=1Aj ∈ β.
Observação. β também é fechada para intersecções enumeráveis:
se Aj ∈ β
para
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Definição 4.3 (Espaço Mensurável) Um espaço mensurável é uma dupla (M,β)
onde M é um conjunto e β é uma σ-álgebra de subconjuntos de M . Os elementos de
β são chamados mensuráveis.
Definição 4.4 (A menor σ-álgebra) A σ-álgebra gerada por uma famı́lia ε de
subconjuntos de M é a menor σ-álgebra que contém a famı́lia ε.
No caso em que M vem munido da estrutura de espaço topológico, há uma escolha
natural para ε, o conjunto dos subconjuntos abertos.
Definição 4.5 (σ-álgebra de Borel) Seja (M, τ) um espaço topológico, isto é, M
um conjunto e τ a famı́lia dos subconjuntos abertos de M . Então a σ-álgebra de
Borel de M é a σ-álgebra gerada por τ , ou seja, a menor σ-álgebra que contém todos
os subconjuntos abertos.
Definição 4.6 (Espaço de Medida) Uma medida num espaço mensurável (M,β)
é uma função µ : β −→ [0,+∞] que satisfaz:
1. µ(0) = 0;
2. µ(
⋃∞
j=1 µ(Aj) para quaisquer Aj ∈ β disjuntos dois a dois.
A tripla (M,β, µ) é chamada “Espaço de Medida”. Quando µ(M) = 1 dizemos que
µ é uma medida de probabilidade e (M,β, µ) é uma espaço de probabilidade.
Outra propriedade na definição de medida é chamada a σ-aditividade.








para qualquer famı́lia finita A1 . . . , AN ∈ β de subconjuntos disjuntos dois-a-dois.
Note que toda medida é, automaticamente, finitamente aditiva.
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Definição 4.7 (Teorema - Extensão) Seja β0 uma álgebra de subconjuntos de M
e seja µ0 : β0 −→ [0,+∞] uma função finita, finitamente aditiva µ : β −→ [0,+∞]
que é uma extensão de µ0 (isto é, µ restrita a β0 coincide com µ0) à σ-álgebra β
gerada por β0. Se µ0 é σ-aditiva então µ também o é.
Definição 4.8 (Teorema - σ-aditividade) Seja β0 uma álgebra e seja µ0 : β0 −→






Aj) = 0 (4.2)
para toda a sequência A1 ⊃ · · · ⊃ Aj ⊃ · · · de conjuntos mensuráveis tal que
∩∞j=1Aj = 0. Então µ0 é σ-aditiva.
Definição 4.9 (Teorema - Aproximação) Seja (M,β, µ) um espaço de probabi-
lidade e seja β0 uma álgebra que gera a σ-álgebra β. Então para todo ε > 0 e todo
B ∈ β existe B0 ∈ β0 tal que µ(B4B0) < ε.
Definição 4.10 (Quase em toda parte) O termo “quase em toda a parte” em re-
lação a uma medida, diz que uma propriedade é válida em µ-quase todo ponto se
é válida em todo o M exceto, possivelmente, num conjunto de medida nula. Por
exemplo, diz-se que duas funções f, g são iguais em µ-quase todo ponto se existe um
conjunto mensurável N com µ(N) = 0 tal que f(x) = g(x) para todo x ∈M N .
Um ponto x ∈ M diz-se recorrente se a sua trajetória pelo sistema dinâmico
f : M → M volta arbitrariamente perto de x quando o tempo vai para infinito.
A dinâmica no conjunto dos pontos não-recorrentes é, em certo sentido, sempre a
mesma, independentemente do sistema dinâmico. Por isso, é fundamental compreen-
der o conjunto dos pontos recorrentes, já que ele contém toda a dinâmica do sistema.
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4.2.4 Medidas Invariantes
Considere-se que as medidas µ são definidas na σ-álgebra de Borel do espaço M .
Dizemos que µ é uma probabilidade se µ(M) = 1. Considere-se as medidas finitas,
isto é, tais que µ(M) <∞. Neste caso sempre podemos transformar µ numa proba-
bilidade ν para isso basta definir:
ν(E) = µ(E)
µ(M)
para cada conjunto mensurável E ⊂M .
Em geral, uma medida µ diz-se invariante pela transformação f se
µ(E) = µ(f−1(E)); para todo conjunto mensurvel;E,⊂,M (4.3)
Heuristicamente, isto significa que a probabilidade de um ponto estar num dado
conjunto e a probabilidade de que a sua imagem esteja nesse conjunto são iguais.
Note que a definição 4.3 faz sentido, uma vez que a pré-imagem de um conjunto
mensurável por uma transformação mensurável ainda é um conjunto mensurável.
No caso de fluxos, substitui-se a definição 4.3 por
µ(E) = µ(f−t(E)) para todo mensurvel E ⊂M e todo t ∈ < (4.4)
Muitos fenômenos importantes na Natureza e nas ciências experimentais são mo-
delados por sistemas dinâmicos que deixam invariante alguma medida. O exemplo
mais importante, historicamente, veio da F́ısica: sistemas hamiltonianos, que descre-
vem a evolução de sistemas conservativos na mecânica newtoniana, e são descritos
por fluxos que preservam uma medida natural, a medida de Liouville. Aliás sistemas
dinâmicos, muito gerais, possuem medidas invariantes. O estudo sobre medidas in-
variantes pode conduzir a informações importantes sobre o comportamento dinâmico
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do sistema, que dificilmente poderia ser obtida de outro modo, como o teorema de
recorrência de Poincaré, por exemplo.
4.2.5 Teorema Ergódico de Birkhoff
A palavra ergódico é a concatenação de duas palavras gregas, ergos (trabalho) e
odos (caminho), e foi introduzida por Boltzmann, no século XIX, no seu trabalho
sobre a teoria cinética dos gases. Os sistemas em que Boltzmann, Maxwell e Gibbs
trabalharam, são descritos por um fluxo hamiltoniano10 [MIT06].
Boltzmann acreditava que as órbitas t́ıpicas do fluxo preenchem toda a superf́ıcie
de energia H−1(c) que as contém. A partir desta hipótese ergódica, ele deduzia que
as médias temporais de grandezas observáveis (funções) ao longo de órbitas t́ıpicas
coincidem com as respectivas médias espaciais na superf́ıcie de energia, um fato
crucial para a sua formulação da teoria cinética. De fato, esta hipótese é falsa e, com
o tempo, tornou-se usual chamar hipótese ergódica a sua consequência de igualdade
das médias temporais e espaciais. Sistemas para os quais vale esta igualdade foram
chamados ergódicos. E pode-se dizer que uma boa parte da Teoria Ergódica, tal como
ela se desenvolveu ao longo do século XX, foi motivada pelo problema de decidir se
a maioria dos sistemas hamiltonianos, especialmente aqueles que aparecem na teoria
cinética dos gases, são ergódicos ou não.
Um avanço fundamental ocorreu nos anos trinta, quando Von Neumann e Birkhoff
provaram que médias temporais existem para quase toda órbita. Em meados dos
anos cinquenta, no entanto, Kolmogorov provou que muitos sistemas hamiltonianos
não são ergódicos. Este resultado foi expandido por Arnold e por Moser, no que
veio a ser chamado teoria “KAM” em homenagem aos três. Por outro lado, ainda
10Para um sistema fechado a soma da energia cinética e potencial no sistema é representado por
um conjunto de equações diferenciais conhecido como as equações de Hamilton para este sistema.
Hamiltonianos podem ser usados para descrever tais sistemas simples como uma bola quicando, um
pêndulo ou uma mola oscilante na qual as mudanças de energia cinética para potencial e vice versa
alternam-se no tempo. Hamiltonianos podem também ser empregados para modelar a energia de
outros sistemas dinâmicos mais complexos tais como órbitas planetárias e na mecânica quântica.
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nos anos trinta, E. Hopf tinha dado os primeiros exemplos importantes de sistemas
hamiltonianos ergódicos, os fluxos geodésicos de superf́ıcies com curvatura negativa.
O seu resultado foi generalizado por Anosov, nos anos sessenta, para variedades de
qualquer dimensão.
De fato, Anosov tratou uma classe bem mais geral de sistemas, tanto com tempo
cont́ınuo como com tempo discreto, que são chamados sistemas de Anosov, ou glo-
balmente hiperbólicos. Nos anos setenta, Sinai desenvolveu a teoria das medidas de
Gibbs dos sistemas de Anosov, conservativos ou dissipativos, que foi logo em seguida
estendida por Ruelle e por Bowen para sistemas chamados Axioma A, ou unifor-
memente hiperbólicos, constituindo uma das maiores realizações da teoria ergódica
diferenciável. No final dos anos cinquenta, Kolmogorov e Sinai introduziram a noção
de “entropia”. Cerca de dez anos depois, Ornstein demonstra que a entropia é um
invariante completo para deslocamentos “Shifts” de Bernoulli. O teorema fundamen-
tal da Teoria Ergódica afirma que, para qualquer subconjunto mensurável e para
quase todo ponto, existe um tempo médio de permanência da órbita do ponto nesse
conjunto. Em muitos casos, esse tempo médio de permanência é precisamente igual
à medida do subconjunto, ou seja, órbitas t́ıpicas passam em cada subconjunto um
tempo que é exatamente igual a “importância” que a probabilidade invariante atribui
ao conjunto. Isto é o que se chama de “Ergodicidade”.
Dado x ∈M e um conjunto mensurável E ⊂M , tomando-se um grande número





#j ∈ 0, 1, . . . , n− 1 : f j(x) ∈ E (4.5)
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onde XE designa a função caracteŕıstica do conjunto E, isto é, XE(x0) = 1 se
x ∈ E, caso contrário XE(x) = 0.
Entende-se por tempo médio de permanência de uma órbita de x em E o limite
desta frações quando n vai para infinito, assim:
τ(E, x) = lim
n→∞
τn(E, x), (4.7)
Em geral, este limite pode não existir. No entanto, o “Teorema Ergódico” afirma
que, relativamente a qualquer probabilidade invariante, o limite realmente existe para
quase todo ponto, ou seja, para qualquer subconjunto mensurável e para quase todo
ponto, existe um tempo médio de permanência da órbita do ponto nesse conjunto.
Definição 4.11 (Teorema decorrente da teoria ergódica) Seja f : M −→ M
uma transformação mensurável e µ uma probabilidade invariante por f . Dado qual-
quer conjunto mensurável E ⊂M , o tempo médio de permanência de τ(E, x) existe
em µ-quase todo ponto x ∈M . Além disso,
∫
τ(E, x)dµ(x) = µ(E) (4.8)
Portanto, se τ(E, x) existe para um certo ponto x ∈M , então:
τ(E, f(x)) = τ(E,X) (4.9)
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4.2.6 Entropia
A entropia de uma medida invariante é um conceito que contém diversas infor-
mações ergódicas do sistema dinâmico. Por exemplo, pode-se vê-lo como um número
que mede quão desordenada a dinâmica de uma transformação que preserva uma
medida pode ser. Outro aspecto interessante refere-se a distinguir duas transforma-
ções que preservam medida do ponto de vista de sua estrutura ergódica: se as suas
entropias diferem, as transformações são definitivamente diferentes do ponto de vista
ergódico. Além disso pode-se obter a “Entropia Topológica”, que é a relação entre
esse invariante métrico e um invariante topológico para o sistema dinâmico.
A ME (Máxima Entropia) pode ser aplicada para análise de uma grande variedade
de problemas na maioria das disciplinas da ciência; por exemplo, trabalhos sobre a
reconstrução de imagem e análise espectral em medicina, f́ısica, qúımica, biologia,
topografia, engenharia, comunicação e informação, investigação de operações, ciên-
cia poĺıtica e economia (tomografia, imagens de satélite, motores de busca, matriz
insumo-produto, métodos tipo GMM, modelagem de dados em econometria), a inves-
tigação em estimação e inferência estat́ıstica (métodos Bayesianos e não Bayesianos),
e inovações em curso no processamento de informação e de TI.
O desenvolvimento do método Máxima Entropia (ME) ocorreu através de duas
linhas de pesquisa: Inferência Estat́ıstica (Bernoulli, Bayes, Laplace, Jeffreys, Cox) e
modelagem estat́ıstica de problemas em mecânica, f́ısica e de informação (Maxwell,
Boltzmann, Gibbs, Shannon). O objetivo da primeira linha de investigação é a de for-
mular uma teoria/metodologia que permita a compreensão das caracteŕısticas gerais
(distribuição) de um sistema de informação parcial e incompleto. Na segunda linha de
investigação, este mesmo objectivo é expresso na forma de determinar como atribuir
valores numéricos (iniciais) das probabilidades quando apenas algumas quantidades
globais limitadas (teoricamente) do sistema investigados são conhecidas.
O reconhecimento dos objetivos básicos comuns destas duas linhas de pesquisa
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auxiliou Jaynes [Jay57] no desenvolvimento do seu trabalho clássico, de formalização
da Máxima Entropia. Isto é, a formalização da ME foi baseada na filosofia da primeira
linha de investigação e na matemática da segunda linha de investigação. Jaynes
mostrou que maximizar estatisticamente a entropia (mecânica) com a finalidade de
revelar o modo como as moléculas de gás estavam distribúıdas, seria equivalente
à simples maximização da entropia (de informação) de Shannon com informação
mecânica estatisticamente distribúıda[Sha01].
O método foi correto para atribuir probabilidades independentemente das espe-
cificidades da informação. Esta ideia conduziu à Máxima Entropia ou à utilização
do Método da Máxima Entropia para atribuir probabilidades. Este método tem evo-
lúıdo para um método mais geral, o método de Máxima Entropia relativa (MEr),
que tem a vantagem de não só atribuir probabilidades, mas atualizá-las quando nova
informação é dada sob a forma de restrições sobre as probabilidades.
4.2.7 Autômatos
Um autômato é um modelo matemático de uma máquina de estados finitos. Uma
máquina de estados finitos é uma máquina que, ao receber uma entrada, “salta” por
uma série de estados de acordo com uma função de transição que pode ser expressa
numa tabela. Na máquina de Mealy11, essa função de transição diz ao autômato
qual será o próximo estado a assumir, dado um estado e um śımbolo atuais. A
entrada é lida śımbolo a śımbolo, até que seja completamente consumida (pense na
11O nome “máquina de Mealy” tem origem no nome de G. H. Mealy, um pioneiro das máquinas
de estado, que escreveu “A Method for Synthesizing Sequential Circuits”, Bell System Tech. J. vol
34, pp. 1045 a 1079, September 1955.
Uma máquina de Mealy é uma máquina de estado finito que produz um resultado (sáıda de
dados) baseando-se no estado em que se encontra, e também na entrada de dados. Isto significa
que o diagrama de estados irá incluir tanto o sinal de entrada como o de sáıda para cada vértice de
transição.
Em contraste, a sáıda de uma máquina de Moore depende apenas do estado atual da máquina,
sendo que as transições não possuem qualquer sinal em anexo. Mesmo assim, por cada máquina
de Mealy existe uma máquina de Moore equivalente cujos estados consistem na união dos estados
da máquina de Mealy e o produto cartesiano dos estados da máquina de Mealy com o alfabeto de
entrada de sinais
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máquina como sendo uma fita de v́ıdeo contendo uma palavra escrita, que é lida pela
cabeça de leitura do autômato; a cabeça se move através da fita, lendo um śımbolo de
cada vez). Uma vez esgotada toda a entrada, dizemos que o autômato está parado.
Dependendo do estado em que o autômato para, diz-se que o autômato aceitou ou
rejeitou a entrada. Se ele paralisou no estado de aceitação, dizemos que ele aceitou a
palavra. Se por outro lado, ele parou no estado não-aceitação, a palavra foi rejeitada.
Ao conjunto de todas as palavras aceitas por um autômato chamamos de lin-
guagem aceita por um autômato. Um autômato pode ser considerado como uma
representação particular de um sistema dinâmico. Informalmente, pode-se dizer que
o rótulo “dinâmico” tem o mesmo significado de “causal” onde, as entradas passadas
influenciam o futuro. A noção matemática de sistema dinâmico serve para descrever
o fluxo de causa e efeito entre o passado e o futuro.
Em um sistema dinâmico descreve-se um sistema como se estivesse descrevendo
o mecanismo de como ele trabalha (internamente), especificando como o conjunto
dos estados varia com o tempo. Tal descrição é suficiente para gerar uma definição
comportamental.
Definição 4.12 ( Objeto matemático que descreve um sistema dinâmico)
Sd = {T, U, ψ, Y,Λ, X,Σ, δ} (4.10)
onde:
T é o conjunto dos tempos,
U é o conjunto dos valores de excitação,
ψ é o conjunto de funções de excitação χ ∈ ψ = {χ : T → U},
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Y é o conjunto dos valores de resposta,
Λ é o conjunto dos valores de resposta λ ∈ Λ = {λ : T → Y },
X é o conjunto dos estados,
Σ é a função de transição dos estados Σ : T × T × ψ ×X → X,
δ é a função de sáıda δ : T ×X × U → Y
Informalmente, a noção de sistema dinâmico corresponde a um sistema funcional
temporal cujo estado varia com o tempo dependendo do valor da excitação colocada
na entrada do sistema. Assim, todos os sistemas dinâmicos são sistemas temporais e
funcionais. As escolhas particulares dos conjuntos envolvidos na definição de sistema
dinâmico conduzem a diferentes tipos de sistemas. O sistema tem uma sáıda que é
função do tempo, do estado e do valor da excitação num determinado instante, que é
a resposta do sistema dinâmico. Em linguagem corrente os pares excitação/entrada
e sáıda/resposta são considerados sinônimos. Na definição precedente foi feita a
distinção para diferenciar as funções ∆ e δ .
Definição 4.13 (Sistema dinâmico cont́ınuo no tempo) Um Sistema Dinâmico
Cont́ınuo no Tempo (ou sistema cont́ınuo no tempo) é um sistema dinâmico onde:
T é um subconjunto compacto dos números reais,
X, U, Y são subconjuntos de Rn , Rm , Rp , espaço real n,m,p - dimensional,
Σ é um conjunto de funções diferenciáveis em relação a t.
Definição 4.14 (Sistema dinâmico discreto) Um Sistema Dinâmico Discreto no
Tempo (ou sistema discreto no tempo) é um sistema dinâmico no qual o conjunto
dos tempos é um subconjunto dos inteiros.
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Definição 4.15 (Sistema invariante) Um Sistema Invariante no Tempo é um sis-
tema dinâmico cuja função de transição depende de um único elemento de T e a
função de sáıda é independente de T.
É útil tomar como uma primeira aproximação de um sistema real um modelo
invariante no tempo ou sistema estacionário. O fato de que a função de transição
depende somente de um elemento de T, significa que o valor do estado não depende
do tempo inicial nem do tempo considerado, mas somente do intervalo de tempo
entre o tempo inicial e o tempo considerado. A função de sáıda sendo independente
do tempo significa que para qualquer instante, estado e entrada iguais, produz-se a
mesma sáıda. Se este é o caso, para qualquer tempo inicial, somente a duração do
experimento é importante para determinar o estado e a sáıda em qualquer instante.
Um tipo muito usual de sistema dinâmico em Ciência da Computação é a máquina de
estados finitos. Informalmente, uma máquina de estados finitos é um sistema dinâ-
mico onde o conjunto dos tempos é o conjunto dos inteiros, e a excitação, a resposta
e os estados são conjuntos finitos. Neste caso, os valores posśıveis da excitação e da
resposta são referidos como alfabetos de entrada e sáıda. Sob estas simplificações,
não é essencial indicar explicitamente o conjunto dos tempos T nem explicitamente
introduzir ψ e Λ . Por outro lado, é usual declarar explicitamente um estado inicial
correspondente ao tempo zero.
Definição 4.16 (Sistema dinâmico invariante) Um autômato (ou máquina) é
descrito abstratamente como uma sêxtupla:
At = {U, Y,X, x0, λ, η} (4.11)
U é um conjunto finito de excitações,
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Y é um conjunto finito de respostas,
X é um conjunto de estados ou espaço de estado,
x0 ∈ X é o estado inicial,
λ : U ×X → X é a função de próximo estado ou função de transição,
η : U ×X → Y é a função de próxima resposta.
Um autômato é um sistema dinâmico invariante e discreto no tempo. Quando o
espaço de estado é um conjunto finito, o autômato é chamado de autômato finito.
Então, esta sêxtupla formal é interpretada como sendo uma descrição matemática
de uma máquina à qual, se no tempo t0, estiver no estado x0 e receber um segmento
de entrada u do tempo t0 ao tempo t estará no tempo t no estado λ(x, u) e emitirá
a sáıda η(x, u) .
Os autômatos finitos e que utilizam linguagens regulares, podem ser divididos em
três tipos:
Autômatos finitos determińısticos : Cada estado de um autômato desse tipo
tem uma transição para cada śımbolo do alfabeto;
Autômatos finitos não determińısticos : Os estados de um autômato desse tipo
podem ou não ter uma transição para cada śımbolo do alfabeto, ou podem ter
até mesmo múltiplas transições para cada śımbolo. O autômato aceita uma
palavra se existir pelo menos um caminho a partir de S0 para um estado em
F rotulado com a palavra da entrada. Se a transição é indefinida, já que o
autômato não sabe como manter a leitura da entrada, a palavra é rejeitada;
Autômatos finitos não determińısticos com “e” transições : Além de ser ca-
paz de pular para mais (ou nenhum) estados com quaisquer śımbolos, esse
tipo de autômato pode pular para outros estados sem que haja nenhum śım-
bolo(string vazia). Ou seja, se um estado tem uma transição rotulada por “e”,
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então o autômato finito não determińıstico pode estar em qualquer um dos
estados alcançados por “e-transições”, ou diretamente, ou através de outros es-
tados com “e-transições”. O conjunto de estados que podem ser alcançados por
esses autômatos é chamado de “e-fechamento” de “q” (representa um estado).
Em função de linguagens mais complexas, também podem ser classificados como:
Autômatos à pilha ou pushdown : Tais máquinas são idênticas aos autômatos
finitos determińısticos, exceto pelo fato deles adicionalmente carregarem a me-
mória sob a forma de pilhas. A função de transição d irá depender agora dos
śımbolos que estão no topo da pilha, e especificarão como a pilha deve ser mo-
dificada a cada transição. Os autômatos à pilha aceitam linguagens livres de
contexto;
Máquina de Turing : Essas são as mais poderosas máquinas computacionais. Elas
possuem uma memória infinita sob a forma de uma fita, uma cabeça que pode
realizar a leitura ou alteração da fita, além de poder movimentar-se ao longo
da fita. As máquinas de Turing são equivalentes a algoritmos e compõem a
base teórica da computação moderna. Máquinas de Turing aceitam linguagens
recursivamente enumeráveis;
Autômato linearmente limitado ou linear bounded : É uma máquina de Tu-
ring limitada; ao invés de ser uma fita infinita, a fita tem uma quantidade de
espaço proporcional ao tamanho da “string de entrada”. Aceitam linguagens
senśıveis ao contexto.
Os conceitos básicos presentes na descrição de um autômato incluem o átomo, o
alfabeto, a cadeia, a sentença, a linguagem, a gramática, a derivação, os reconhece-
dores e o reconhecimento, assim definidos:
ÁTOMO : elemento básico da linguagem;
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ALFABETO : conjunto de átomos;
CADEIA : concatenação arbitrária de śımbolos do alfabeto;
SENTENÇA : cadeia pertencente à linguagem;
LINGUAGEM : conjunto de todas as sentenças válidas;
GRAMÁTICA : enumeração ou conjunto de leis de formação;
DERIVAÇÃO : obtenção de sentenças usando gramáticas;
RECONHECEDORES : conjunto de regras de aceitação;
RECONHECIMENTO : aceitação das sentenças da linguagem.
Os autômatos podem ser diferenciados segundo a gramática formal que, Noam
Chomsky classificou-as em 4 tipos:
Tipo 0 GI - Gramáticas irrestritas, que geram linguagens estruturadas em frases;
Tipo 1 GSC - Gramáticas senśıveis ao contexto, que geram linguagens senśıveis ao
contexto
Tipo 2 GLC - Gramáticas livres de contexto, que geram linguagens livres de con-
texto;
Tipo 3 GL - Gramáticas lineares, que geram linguagens regulares.
Chomsky introduziu as ideias de uma hierarquia onde as sentenças de uma lin-
guagem seguiriam a estrutura desta hierarquia, mostrando a expressividade das gra-
máticas, bem como o poderio dos autômatos reconhecedores[Cho59]. Esta teoria
classificava as linguagens segundo suas gramáticas conforme a figura 4.7: as Lin-
guagens Regulares (LR) (ńıvel 3), Livres de Contexto (LLC) (ńıvel 2), Senśıveis ao
Contexto (LSC) e (ńıvel 1) e Linguagens Enumeráveis Recursivamente (LER) (ńıvel
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0). O enquadramento de uma linguagem em um ńıvel da Hierarquia de Chomsky é
regido pelo formato das regras de produção das gramáticas. Para cada ńıvel da hie-
rarquia de Chomsky existe um dispositivo capaz de reconhecer se uma dada cadeia de
śımbolos pertence ou não a determinada linguagem. Estes dispositivos são chamados
de reconhecedores, e que constituem assim os autômatos finitos (AF), autômatos de
pilha (AP), autômatos linearmente limitados (ALL) e máquinas de Turing em ordem
decrescente dos ńıveis hierárquicos de Chomsky.
Fig. 4.7: As linguagens segundo a hierarquia de Chomsky
Pelo fato das linguagens serem classificadas na hierarquia de Chomsky de acordo
com as limitações impostas nas regras de produção das gramáticas, ao se descer na
hierarquia de Chomsky, estas gramáticas permitem uma maior flexibilidade de modo
que, toda LR é uma LLC, toda LLC é uma LSC, e toda LSC é uma linguagem de
ńıvel 0.
Quando se pensa em utilizar uma arquitetura baseada em planos, ou seja, fazer
emergir comportamentos mais complexos que envolvam tarefas como planejamento de
trajetórias e mapeamento de ambientes, os agentes criam mapas em ńıvel simbólico,
e torna-se necessário a memorização de śımbolos, que podem ser marcos oriundos do
ambiente. Neste contexto, precisamos de autômatos que suportem memorização des-
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tes dados, bem como tornar posśıvel que estes marcos sejam passo fundamental para
os comportamentos estudados. Desta forma, estes comportamentos estariam contidos
nos ńıveis 1 e 2 da hierarquia de Chomsky. Comportamentos podem ser projetados
em variados tipos de implementações[Mat98]. Em geral eles são representados em
ńıveis mais altos do que as próprias ações atômicas dos atuadores. Desta forma,
comportamentos clássicos na literatura são: “buscar-objeto”, “alimentar”, “contatar”,
“agrupar”, “seguir”, etc. A filosofia de descrição de comportamentos em ńıvel mais
alto geralmente será seguida; no entanto, por vezes será necessária a decomposição
dos comportamentos em ńıveis de abstração menores. Esta abordagem de decom-
posição permite a abstração dos detalhes de implementação e naturalmente sugere
uma filosofia de projeto “top-down”. Iniciando-se no ńıvel mais alto, definindo o
comportamento global, especificando uma coleção de comportamentos mais simples
e espećıficos, que serão utilizados para gerar os comportamentos mais complexos.
No entanto, as bases teóricas sobre as quais se edificaram os conceitos de alfabeto,
de sentenças, das linguagens e das gramáticas consideraram uma comunicação unidi-
mensional (textos simples), muito aquém do poder de outras formas de representação
de mı́dia como os hipertextos, por exemplo. Estes são melhor representados como
um documento eletrônico armazenando dados em uma rede de nós conectados por
“links” que associados a elementos como figuras, por exemplo, são referências para
outras partes do documento, o que se implementa fazendo os “links” ou conexões
relatarem nós de informação. A ideia do documento na forma de texto ter se esten-
dido para a hipermı́dia, se deve ao fato de que os nós interconectados podem ser, não
somente texto, mas também outras formas de dados, tais como gráficos, fala digita-
lizada, gravação de áudio, fotos, animação, clips de filme, etc. Este novos tipos de
comunicação possuem a habilidade de armazenar e recuperar dados eficientemente,
de uma forma não linear. A teoria de autômatos incorpora aspectos declarativos e
dinâmicos de um sistema, entradas passadas influenciam o futuro mas o contrário
não é verdadeiro, ela auxilia o desenvolvimento destes sistemas hipermı́dia.
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Um modelo formal de hipertexto, pode ser fundamentado na Teoria de Autô-
matos, incorporando não somente os aspectos declarativos do sistema, mas também
aspectos dinâmicos, como a evolução do autômato no tempo em resposta à sequência
de entrada de dados. Conforme visto anteriormente, um autômato pode ser conside-
rado como uma particularização de um sistema dinâmico. Em um sistema dinâmico
descreve-se o sistema como se este estivesse descrevendo o mecanismo de como ele
trabalha (internamente), e especificando como o conjunto de seus estados variam
com o tempo. Tal descrição é suficiente para gerar uma definição comportamental
[ Al00]. Um sistema dinâmico discreto no tempo, que é um sistema dinâmico no qual
o conjunto dos tempos é um subconjunto dos inteiros, pode ser a máquina de estados
finitos que, informalmente, é um sistema dinâmico onde a entrada, a sáıda e os esta-
dos são conjuntos finitos. Neste caso, os valores posśıveis da entrada e da sáıda são
referidos como alfabetos de entrada e sáıda. Sob estas simplificações, não é essencial
indicar explicitamente o conjunto dos tempos T nem explicitamente introduzir os
conjuntos de funções de entrada e de sáıda do sistema. Sendo que, um autômato é
um sistema dinâmico invariante e discreto no tempo, se o espaço de estados é um con-
junto finito, o autômato é chamado de autômato finito, então, a sua sêxtupla formal é
interpretada como sendo uma descrição matemática. Ou seja, se no tempo t0, estiver
no estado x0 e receber um segmento de entrada u, do tempo t0 ao tempo t, estará
então no tempo t no estado λ(x, u) e emitirá a sáıda η(x, u). A introdução de carac-
teŕısticas dinâmicas parece aumentar as possibilidades do hipertexto em ambientes
de aprendizagem computadorizados, conforme demonstrados em Pagano [Pag91]. O
modelo de um autômato, figura 4.8, com alfabeto de entrada U = {0, 1}, alfabeto de
sáıda Y = {α, β} e o conjunto de estados X = {x1 = A, x2 = B, x3 = C}, pode ser
utilizado como base para o protocolo que codifica a formação de um conhecimento
espećıfico.
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Fig. 4.8: O modelo de um autômato finito
4.2.8 Autômatos Adaptativos
Os“Autômatos Adaptativos”(AA) incorporam a capacidade de se auto-reconfigurar
em resposta a um est́ımulo externo. Como resultado, seu comportamento se modifica
de acordo com o conjunto de informação. Três diferentes ações adaptativas elemen-
tares são permitidas:
inspeção : busca do conjunto de estados para uma dada transição;
eliminação : eliminação de uma transição;
inserção : inclusão de uma nova transição.
Um AA pode ser representado através de suas caracteŕısticas principais, figura
4.9:
ea : estado anterior, antes da transição;
ep : estado posterior, após a transição;
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a : entrada;
B : ação adaptativa aplicada antes da transição;
A : ação adaptativa aplicada após a transição.
Fig. 4.9: O modelo de um autômato adaptativo
Uma ferramenta importante do processo de aprendizagem é a identificação de
objetos. O reconhecimento de elementos no espaço externo e a sua configuração no
espaço interno, como base para a formação de um conhecimento, estão relaciona-
dos com o processo de reconhecimento de padrões ou classificação. Estes processos
buscam associar ou distinguir o novo objeto entre diferentes tipos de padrões es-
tabelecidos inicialmente, normalmente já incorporados à base de conhecimento. O
processo como um todo envolve a informação proveniente do sensor até a classificação
e pode ser descrito pelas seguintes etapas:
Sensorial : que além da visão computacional, considera outros tipos de aquisições
e, consequentemente, outros tipos de sensores;
Pré-processamento e melhoramento : quando a entrada é primeiramente codi-
ficada ou aproximada por alguma forma conveniente para depois ser processada;
Algoritmos de extração : aqui é feita a segmentação da imagem e a extração de
primitivas;
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Classificação : é o processo de reconhecimento propriamente dito, depois de deter-
minado o conjunto de primitivas ou vetores caracteŕısticos para a imagem em
questão.
Os estudos em inteligência artificial podem ser divididos em duas grandes áreas:
o desenvolvimento de sistemas que agem como humanos (robôs) e o desenvolvimento
de sistemas que agem racionalmente. Dentro do contexto dos sistemas que agem
racionalmente, duas abordagens principais podem ser utilizadas: racioćınio lógico e
racioćınio probabiĺıstico. O racioćınio lógico pondera sobre o conhecimento prévio a
respeito do problema e, sobre esta base de conhecimento retira suas conclusões. Esta
abordagem, apesar de poderosa, pode não ser útil em situações onde não se conhece
previamente todo o escopo do problema; para estes casos, o racioćınio probabiĺıstico
surge como uma boa opção. Assim os algoritmos de classificação podem ser divididos
como:
Sintáticos : como grafos e gramáticas;
Estat́ısticos : como redes de “Bayes” ou métodos dos vizinhos próximos;
Neurais : redes neurais de diversos tipos.
O algoritmo sintático pode ser muito eficiente quando se quer um processo ágil
e sem a necessidade da observação detalhada como realizado pelo processo humano.
Para se codificar um protocolo de navegação, por exemplo, os algoritmos sintáti-
cos podem ser uma boa opção. No processo sintático, os pontos cruciais estão na
segmentação, nas primitivas e na gramática representativa escolhidas.
No entanto, em situações de incerteza e na necessidade de análises mais detalha-
das, deve ser posśıvel a atribuição de ńıveis de confiabilidade para todas as sentenças
em sua base de conhecimento, e ainda, estabelecer relações entre as sentenças. As-
sim, as “redes bayesianas” oferecem uma abordagem para o racioćınio probabiĺıstico
que engloba teoria de grafos, para o estabelecimento das relações entre sentenças e
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ainda, teoria de probabilidades, para a atribuição de ńıveis de confiabilidade. O que
pode viabilizar o tratamento de um volume maior de informações a serem verificadas.
Os algoritmos neurais utilizam métodos de solucionar problemas de inteligência
artificial, construindo sistemas que tenham circuitos que simulem o cérebro humano,
inclusive seu comportamento, ou seja, aprendendo, errando e fazendo descobertas.
Incluem técnicas computacionais que apresentam um modelo inspirado na estrutura
neural de organismos inteligentes e que adquirem conhecimento através da experiên-
cia. Uma rede neural é uma estrutura de processamento de informação distribúıda
paralelamente na forma de um grafo direcionado12, com algumas restrições e defini-
ções próprias. Os nós deste grafo são chamados elementos de processamento. Suas
arestas são conexões, que funcionam como caminhos de condução instantânea de si-
nais, de forma que seus elementos de processamento podem receber qualquer número
de conexões de entrada. Estas estruturas podem possuir memória local, e também
possuir qualquer número de conexões de sáıda, desde que os sinais nestas conexões
sejam os mesmos. Do ponto de vista estrutural, a arquitetura de redes neurais pode
ser classificada como estática, dinâmica ou “fuzzy”, e de única camada ou múltiplas
camadas, especificadas na Topologia das Redes Neurais Artificiais. Outras diferenças
computacionais podem surgir dependendo da maneira com que são feitas as conexões
existentes entre os neurônios. Estas conexões podem ser estritamente no sentido de
ida, no sentido de ida e volta, lateralmente conectadas, topologicamente ordenadas
ou h́ıbridas. As aplicações dos algoritmos neurais podem ser classificadas em classes
distintas como o reconhecimento de padrões e classificação, processamento de ima-
gem e visão, identificação de sistema, controle e processamento de sinais.
12Um grafo direcionado é um objeto geométrico que consiste de um conjunto de pontos, chamados
nós, ao longo de um conjunto de segmentos de linhas direcionadas entre eles.
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4.2.9 AA e Algoritmos Sintáticos
A utilização dos Autômatos Adaptativos para o reconhecimento de padrões con-
sidera como dado de entrada uma matriz de pontos binarizados n×m. Este tipo de
representação prioriza a identificação da existência ou não de uma informação a ser
processada. Como exemplo, a matriz 4.12, representa um triângulo sem, no entanto,
esclarecer outras caracteŕısticas como, dureza, odor, cor e outras.
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 1 1 0 0 0 0
0 0 0 1 0 1 0 0 0 0
0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
(4.12)
Considerando-se as primitivas da figura 4.10 o reconhecedor de padrões baseado
em AA deve aceitar qualquer forma do tipo cnanfn, que é uma linguagem dependente
de contexto, reconhecida originalmente somente por uma máquina de Turing. A
figura 4.11 apresenta o autômato reconhecedor de triângulos, juntamente com a ação
adaptativa posterior ψ(1), que insere nova transição e novo estado quando ativada
[Roc00].
A figura 4.12 apresenta o modelo de informação proposto como estrutura para o
mapeamento e navegação.
No modelo, o autômato de exploração e movimento recebe dados provenientes
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Fig. 4.10: Primitivas
dos sensores e informações sobre a vizinhança provenientes do autômato de mape-
amento. A sua sáıda contem informações sobre o próximo movimento do sistema
inteligente para explorar o ambiente. Após a conclusão do processo de mapeamento,
decisões sobre distâncias são realizadas pelo subsistema de navegação. O autômato
de mapeamento armazena todas as informações sobre a presença ou não de obstácu-
los. Assim, o autômato de mapeamento proposto tem sua configuração inicial como
um quadrado composto de vértices formados de nove estados conectados por arestas
que representam o conjunto de transições, figura 4.13a. Na figura, o estado central
é o estado inicial do autômato e representa o ponto de partida para o caminho do
sistema inteligente. O comprimento de cada aresta representa a distância coberta
pelo tamanho do SI (Sistema Inteligente). Na figura 4.13b, o estado marcado por
um ponto é utilizado para representar a posição corrente do SI. “Tags” especiais (x)
são utilizados para identificar cantos e transições especiais para auxiliar no processo
de expansão dos lados.
Uma vez que o autômato é suprido com o conjunto de dados coletados pelos sen-
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Fig. 4.11: Autômato que reconhece triângulos
sores do SI durante o movimento de exploração, as quatro transições adjacentes não
percorridas são adequadamente modificadas de acordo com a informação pertinente.
A informação proveniente dos sensores contem indicações sobre a direção, norte (N),
sul (S), leste (L) e oeste (O), e suas respectivas condições, que podem ser livres
ou ocupadas. A figura 4.14a apresenta um exemplo para a coleção de informação
composta de quatro dados provenientes dos sensores. Na figura, as setas duplas indi-
cam áreas não obstrúıdas (direções S e L) e as linhas em negrito denotam caminhos
obstrúıdos (direções N e O). O movimento do SI no ambiente é representado pela
mudança de estado no autômato de mapeamento. Com o prosseguimento do movi-
mento do SI, o lado atual do autômato de mapeamento é expandido na direção do
movimento. Essa expansão é realizada adicionando-se uma linha ou coluna ao lado
atual. A figura 4.14b mostra o resultado de um movimento para o Norte, a inclusão
de uma nova linha e a atualização das transições.
A figura 4.15 mostra o exemplo de um mapa completo com a representação da
informação proveniente dos sensores e, após a exploração de uma sala em “L”, o SI
finalizou a exploração no canto direito superior da sala, representado pelo estado
marcado por ponto.
Para a representação abstrata do mundo real apresentada na figura 4.15, a uti-
lização do espaço de memória computacional é proporcional à área mapeada e em
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Fig. 4.12: Estrutura de informação para mapeamento e navegação
conjunto com todas as transições vazias que formam o retângulo da representação
abstrata. A relação entre o mapa constrúıdo e o mundo real é obtida se o estado
inicial do autômato for adotado para representar a origem do mapa e do mundo real.
Dessa forma, cada estado ou ponto no mapa é conectado a um ponto no ambiente
f́ısico real e cada transição no mapa é associada a um deslocamento no mundo real.
Um Autômato Adaptativo também é empregado para determinar o próximo movi-
mento do SI no processo de exploração, o que pode ser feito também através de uma
sondagem sensorial que substitua o deslocamento exploratório. Para tal, esse autô-
mato é suprido de um conjunto de quatro informações provenientes dos sensores e
do conjunto de oito informações sobre a vizinhança previamente modelada no mapa,
como mostrado na figura 4.16.
Utilizando-se de tais informações, o SI “percorre” todo o ambiente em um movi-
mento exploratório sistemático. Um movimento em ziguezague, por exemplo, orien-
tado pelo autômato de exploração e movimentação, deve ser adaptado de acordo com
a particularidade do ambiente detectado e o estágio atual do processo de exploração.
Para realizar tal adaptação, foram estabelecidas várias regras de exploração e mo-
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Fig. 4.13: (a) Autômato de mapeamento. (b) Detalhe dos “tags” especiais
vimento, uma para cada posśıvel situação. Todos os movimentos são conectados ao
estado inicial do autômato de exploração e movimentação por meio de uma transição
que pode ser modificada de acordo com as informações dos sensores. Como descrito
anteriormente, a alteração das conexões é realizada utilizando-se ações adaptativas
que podem ser de inserção ou eliminação de transições. Enquanto o ambiente é ex-
plorado, o autômato de exploração e movimentação deve informar ao autômato de
mapeamento alguns estados especiais, denominados de “Landmarks”, que devem ser
indicados adequadamente no mapa. Os “Landmarks” são especialmente úteis para
o planejamento da trajetória. Se um obstáculo é detectado durante o deslocamento
para a exploração do ambiente, o autômato identifica o estado central do espaço livre
anterior e/ou posterior ao obstáculo e define esses estados como “Landmarks”, como
pode ser visto na figura 4.17.
O autômato de mapeamento realiza essa representação adicionando adequada-
mente uma transição para os estados sinalizados como especiais, que indicam os
“Landmarks” existentes. A figura 4.18a mostra um exemplo de dois estados próxi-
mos sinalizados como “Landmarks”, onde o tag (x) identifica tal estado. Durante o
processo de navegação, os “Landmarks” indicados pelo autômato de exploração e mo-
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Fig. 4.14: (a) Exemplo da informação proveniente dos sensores: duas direções obs-
trúıdas e duas livres. (b) Expansão do lado com movimento para o Norte
vimentação são úteis para o planejamento da trajetória entre um ponto inicial e um
objetivo. O sistema determina o caminho entre os“Landmarks”antes da navegação e,
durante a mesma, deve buscar qual “Landmark” está próximo do ponto inicial e qual
está próximo do ponto final do caminho desejado. O conjunto de “Landmarks” forma
os objetivos secundários no processo de navegação. Para realizar o cálculo do cami-
nho entre dois estados de “Landmark” no autômato de mapeamento, é utilizado um
gerador de sequência. O gerador de sequência é introduzido no autômato de mapea-
mento, que é configurado para fornecer o “Landmark” inicial e o final. Dessa forma, o
caminho aceito pelo autômato de mapeamento é o caminho entre dois “Landmarks”.
As quatro sequências inicialmente geradas contem cada uma das quatro direções: N,
S, L e O. As próximas sequências geradas são extensões das primeiras. Por exemplo,
as três sequências geradas pela direção N são: NN, NL e NO. A figura 4.18b mostra
os estados cobertos pelo exemplo citado (o triângulo indica os estados alcançados e
o estado marcado por ponto indica o ponto inicial da busca).
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Fig. 4.15: Exemplo do mapeamento de uma sala em “L”
4.2.10 Redes Bayesianas
A abordagem lógica e a objetividade dos algoritmos sintáticos permitem que se
obtenha a definição de um problema e, muitas vezes, uma rápida solução se ela existir.
No entanto, quando se analisa um problema complexo, ou se deseja considerar um
grande volume de relações e informações, o uso da teoria das probabilidades pode ser
uma boa alternativa. Assim, agentes podem tomar decisões racionais mesmo quando
não exista um grande volume de informação, ou quando se deseja reduzir a comple-
xidade computacional devido à necessidade de se processar muitos dados. Alguns
fatores podem condicionar a falta de informação em uma base de conhecimento, os
principais são:
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Fig. 4.16: Vizinhança no movimento exploratório
Conhecimento Insuficiente (Impossibilidade) : Em alguns casos, o trabalho
exigido para a inserção de todos os antecedentes ou consequentes que con-
figurem uma base de conhecimento onde quaisquer inferências a respeito do
domı́nio do problema podem ser efetuadas, pode ser muito oneroso;
Ignorância Teórica : Em alguns casos não se possui o conhecimento de todo do-
mı́nio do problema.
Reduzir a quantidade de variáveis e o volume de informações no tratamento de um
problema pode reduzir sua complexidade e, consequentemente, o tempo e o esforço
necessários. Isto significa, no entanto, conseguir lidar com incertezas, o que pode
até viabilizar a solução que não seria posśıvel de outra forma. Nestes ambientes é
necessário utilizar conectivos que manipulem ńıveis de certeza (ou incerteza) e não
apenas valores booleanos, como verdadeiro e falso. Assim, a lógica probabiĺıstica
estende a lógica proposicional desde que, probabilidade 1 representa verdadeiro e
probabilidade 0 representa falso. Para caracterização de situações de incerteza pode-
se utilizar grafos representando relações causais entre eventos.
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Fig. 4.17: Landmarks utilizados no mapeamento de um ambiente
Para fazer escolhas, um agente deve inicialmente possuir preferências entre pos-
śıveis efeitos das ações a serem tomadas. Preferências são representadas por utili-
dades13 combinadas com probabilidades, resultando na chamada “teoria de decisão”,
definição 4.17.
Definição 4.17 (Teoria p/ a tomada de decisão c/ base nas probabilidades)
Teoria de Decisão = Teoria de Probabilidades + Teoria de Utilidade
A ideia na teoria de decisão é a de que um agente é considerado “racional” se e
somente se, ele escolhe a ação que permita a maior expectativa de utilidade, ponde-
rada pelos efeitos de todas as posśıveis ações, ou prinćıpio da Máxima Expectativa
de Utilidade (MEU).
Definição 4.18 (Axioma da probabilidade incondicional) A probabilidade P (a)
de um evento a é um número dentro do intervalo [0, 1].
i. P (a) = 1 se e somente se a é certo
ii. Se a e b são mutuamente exclusivos, então: P (a ∧ b) = P (a) + P (b)
13Indicação do ńıvel de utilidade que possui um estado
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Fig. 4.18: (a) Exemplo de dois estados marcados como “Landmarks”. (b) Espaço
coberto pela sequência gerada
Proposições podem também incluir igualdades envolvendo variáveis aleatórias. A
variável Clima, por exemplo, pode assumir o universo de valores:
1. P (Clima = Ensolarado) = 0.5
2. P (Clima = Chuvoso) = 0.3
3. P (Clima = Nublado) = 0.2
O vetor de probabilidades P (Clima) =< 0.5, 0.3, 0.2 > pode representar a variável
Clima. E ainda, proposições podem assumir o domı́nio booleano <verdadeiro,falso>,
neste caso, a expressão P (Frio) pode ser vista como P (Frio = verdadeiro) e, ana-
logamente, P (¬Frio) = P (Frio = falso). Para expressar todas as combinações de
valores de duas probabilidades podemos utilizar P (Tempo, Frio), que pode ser vista
como uma tabela de probabilidades conjunta (joint probabilities) de Tempo ∧ Frio,
de 3 x 2 posições.
Definição 4.19 (Axioma da probabilidade condicional) A probabilidade P (a |
b) = x,
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Tab. 4.1: Tabela de Probabilidades






i. Regra fundamental: P (a | b) = P (a, b)/P (b), ou P (a | b)P (b) = P (a, b). Onde
P (a, b) é a probabilidade do evento conjunto do evento a ∧ b.
Por exemplo, P (Carie | Dor) = 0.8, indica que caso um paciente esteja com
dor (de dente) e nenhuma outra informação esteja dispońıvel, então, a probabi-
lidade do paciente ter uma cárie é de 0.8. É importante ressaltar que P (A | B)
pode ser utilizado apenas quando toda informação dispońıvel é B. Uma vez que
outra variável C é conhecida, deve-se reconsiderar para P (A | B ∧ C);
ii. P (a, b) = P (b, c), então de i, chega-se em P (a | b)P (b) = P (b | a)P (a), que
resulta em: P (b | a) = P (a | b)P (b)/P (a), chamada “ Regra de Bayes”.
iii. Em alguns casos pode-se estar interessado em uma probabilidade segundo uma
evidência e, neste caso, aplica-se: P (a | b, e)P (b | e) = P (a, b | e)
Em geral, se está interessado em uma proposição A, e se tem o conhecimento
da evidência B, deve-se calcular P (A | B). Em alguns casos este valor não está
dispońıvel na base de conhecimento e, portanto, deve-se utilizar algum método de
inferência para obtê-lo. Uma conjunção de Probabilidades, ou seja, se X é uma
variável aleatória com n estados, x1, . . . , xn, eP (X) a distribuição de probabilidades
para estes estados, P (X) = (a1, . . . , an); ai ≥ 0; Σai = 1, onde ai é a probabilidade
de X estar no estado ai, P (X = ai).
Se a variável Y possui os estados b1, . . . bm, então P (X | Y ) representa uma tabela
n×m contendo os valores P (ai | bi). Por exemplo:
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Tab. 4.2: Tabela Conjunção de Probabilidades






Tab. 4.3: Aplicando a Regra de Bayes








A conjunção de probabilidades para as variáveis A e B, ou P (A,B), é também
uma tabela n × m, representada pela probabilidade de cada configuração (ai, bi).
Aplicando a regra P (A | B) = P (A,B)/P (B), para as variáveis X e Y e a tabela
4.1, tem-se: (considerando P (Y ) =< 0.4, 0.4, 0.2 >)
A probabilidade P (X) pode ser então calculada a partir da tabela 4.2, calculando-
se:
P (ai) = ΣPa, bi
Este calculo é chamado marginalização de B em P (A,B). O resultado para a tabela
4.2 será: P (X) =< 0.4, 0.6 >.
E ainda, aplicando a “Regra de Bayes” sob a tabela 4.1, obtém-se P (Y | X).
Considerando-se uma situação real, pode-se imaginar um problema contendo cen-
tenas ou milhares de variáveis. Considerando-se o uso apenas de variáveis que as-
sumam valores booleanos, seria necessário o cálculo de 2n entradas para a tabela
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de conjunção de probabilidades do sistema, ou seja, um crescimento exponencial em
relação ao número de variáveis, o que pode se tornar algo infact́ıvel de se computar.
Entretanto, sendo posśıvel a computação de todos os valores, o sistema será capaz
de obter qualquer probabilidade que se esteja interessado.
Para aplicação da regra de Bayes necessita-se de três termos: uma probabilidade
condicional e duas incondicionais. Vamos considerar um exemplo de diagnóstico mé-
dico: “um médico sabe que a meningite causa torcicolo em 50% dos casos. Porém, o
médico também conhece algumas probabilidades incondicionais que dizem que, um
caso de meningite atinge 1/50000 pessoas e, a probabilidade de alguém ter torcicolo
é de 1/20.”
Considere T e M , respectivamente, como a probabilidade incondicional de um pa-
ciente ter torcicolo e a probabilidade incondicional de um paciente ter meningite.
Assim:
P (T |M) = 0.5 (probabilidade de ter torcicolo tendo meningite)
P (M) = 1/50000
P (T ) = 1/20
Aplicando-se a rede de Bayes:
P (M |T ) = (P (T |M)P (M))/P (T ) = (0.5× 1/50000)/(1/20) = 0.0002
Ou seja, é esperado que apenas 1 em 5000 pacientes com torcicolo tenha meningite.
Note que mesmo tendo torcicolo uma alta probabilidade nos casos de meningite (0.5),
a probabilidade de um paciente ter meningite continua pequena, devido ao fato de
a probabilidade incondicional de torcicolo ser muito maior que a probabilidade de
meningite. Uma argumentação válida surge do fato de que o médico poderia também
possuir a probabilidade incondicional P (M | T ), a partir de amostras de seu universo
de pacientes, da mesma forma que P (T | M), evitando o cálculo realizado anteri-
ormente. Porém, imagine que um surto de meningite aflija o universo de pacientes
do médico em questão, aumentando o valor de P (M). Caso P (M | T ) tenha sido
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calculado estatisticamente a partir de observações em seus pacientes, o médico não
terá nenhuma ideia de como este valor será atualizado (visto que P (M) aumentou).
Entretanto, caso tenha realizado o cálculo de P (M | T ) em relação aos outros três
valores (como demonstrado) o médico verificará que P (M | T ) crescerá proporci-
onalmente em relação a P (M). Considere agora que um paciente pode estar com
problema de coluna C, dado que está com torcicolo:
P (C | T ) = (P (T | C)P (C))/P (T ).
Utilizando P (M | T ) pode-se calcular a probabilidade relativa de C em M dado T ,
ou, em outras palavras, a marginalização de M e C. Considerando que P (T | C) =
0.8eP (C) = 1/1000.
Então:
P (M | T )/P (C | T ) = (P (T |M)P (M))/(P (T/C)P (C)) =
(0.5× 1/50000)/(0.8× 1/1000) = 1/80
Isto é, Problema de coluna C é 80 vezes mais comum que meningite M , dado torci-
colo.
Matematicamente, uma Rede Bayesiana é uma representação compacta de uma
tabela de conjunção de probabilidades do universo do problema. Por outro lado,
do ponto de vista de um especialista, Redes Bayesianas constituem um modelo grá-
fico que representa de forma simples as relações de causalidade das variáveis de um
sistema. Uma Rede Bayesiana consiste do seguinte:
• Um conjunto de variáveis e um conjunto de arcos ligando as variáveis;
• Cada variável possui um conjunto limitado de estados mutuamente exclusivos;
• As variáveis e arcos formam um grafo dirigido sem ciclos (DAG);
• Para cada variável A que possui como pais B1, . . . , Bn, existe uma tabela P (A |
B1, . . . , Bn).
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Repare que, caso A não possua um pai, a tabela de probabilidades é reduzida para
uma probabilidade incondicional P (A).Uma vez definida a topologia da rede, basta
especificar as probabilidades dos nós que participam em dependências diretas, e uti-
lizar estas para computar as demais probabilidades que se deseje.
Todas as entradas da tabela de conjunção de probabilidades podem ser calcula-
das a partir das informações dispońıveis em uma rede Bayesiana. Uma tabela de
conjunção de probabilidades representa a descrição completa de um domı́nio. Cada
entrada da tabela de conjunção de probabilidades pode ser calculada a partir da
conjunção das variáveis atribúıdas aos devidos valores, P (X1 = x1 | . . . | Xn = xn),
ou P (x1, . . . , xn). O valor de uma entrada é então dado por:
P (x1, . . . , xn) =
∏
P (xi|Pais(Xi)) para 0 ≥ i ≥ n
Assim, cada entrada da tabela é representada pelo produto dos elementos apropri-
ados das Tabelas de Probabilidades Condicionais (TPC). As TPCs constituem-se
então uma representação distribúıda da tabela de conjunção de probabilidades do
problema.
Reduzindo a equação anterior:
P (x1, . . . , xn) =
∏
P (xi|Pais(Xi)) para 0 ≥ i ≥ n,
sera então reescrita para:
P (x1, . . . , xn) = P (xn | xn−1, . . . x1)P (xn−1, . . . x1)
Este processo sera repetido, reduzindo cada conjunção de probabilidades em uma
probabilidade condicional e uma conjunção menor.
P (x1, . . . , xn) = P (xn | xn−1, . . . x1)P (xn−1 | xn−2, . . . x1) . . . P (x2 | x1)P (x1) =∏
P (xi | xi− 1, . . . x1) para 0 ≥ i ≥ n
Comparando esta equação com a inicial, observa-se que a especificação de uma
tabela de conjunção de probabilidades é equivalente com a declaração geral:
166 A INFORMAÇÃO e o CONHECIMENTO
P (Xi | Xi − 1, . . . , X1) = P (Xi | Pais(Xi)) para Pais(Xi) ⊆ xi− 1, . . . x1
Esta equação expressa que, uma rede Bayesiana é a representação correta de um
domı́nio se e somente se, cada nó é condicionalmente independente de seus predeces-
sores, dado seu pai. Portanto, para se construir uma rede cuja estrutura represente
devidamente o domı́nio do problema, é necessário que para todo nó da rede esta
propriedade seja atendida. Intuitivamente, os pais de um nó Xi devem conter todos
os nos X1, . . . , Xi−1 que influenciem diretamente Xi.
Então, um procedimento geral para construção de redes Bayesianas seria:
1. Escolha um conjunto de variáveis Xi que descrevam o domı́nio;
2. Escolha uma ordem para as variáveis;
3. Enquanto existir variáveis:
• Escolha uma variável Xi e adicione um nó na rede.
• Determine os nós Pais(Xi) dentre os nós que já estejam na rede e que
satisfaçam a equação simplificada.
• Defina a tabela de probabilidades condicionais para Xi.
O fato de que, cada nó é conectado aos nós mais antigos na rede garante que o grafo
será sempre aćıclico. As Redes Bayesianas, em geral, representam tabelas do tipo
conjunção de probabilidades de um domı́nio de forma compacta. Esta caracteŕıstica
decorre do fato de que as redes Bayesianas possuem uma propriedade geral chamada,
localidade estrutural. Nos sistemas com localidade estrutural, cada subcomponente
interage diretamente apenas com uma parte do restante do sistema (demais subcom-
ponentes). No caso das redes Bayesianas, é razoável se supor que, na maioria dos
casos, cada variável aleatória é diretamente influenciada por no máximo “k” outras
variáveis. Suponhamos, por questões de simplicidade, que as variáveis aleatórias
possam assumir apenas valores booleanos; neste caso, a quantidade de informação
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necessária para se especificar uma determinada tabela de probabilidades condicionais
será no máximo 2k números, em contraste com uma tabela de conjunção de proba-
bilidades, 2n. Apenas como um exemplo do poder de compactação, suponha uma
rede com 20 nós (n = 20), cada nó com no máximo 5 pais (k = 5), uma rede Baye-
siana necessitaria de 640 números, enquanto uma tabela “joint” mais de 1 milhão.
Entretanto, existem domı́nios que requerem que cada nó seja influenciado por todos
os outros (grafo fortemente conexo). Nestes casos, a especificação de uma tabela
de conjunção de probabilidades requer a mesma quantidade de informação que uma
rede Bayesiana. Porém, na prática, a maioria dos problemas podem ser simplifica-
dos de forma a se garantir que a rede não seja conexa, sem perda de informação
útil. Mesmo em domı́nios localmente estruturados, construir uma rede localmente
estruturada não é um trabalho trivial. Pois, cada variável deve ser diretamente in-
fluenciada por apenas k (k 6= n) outras e, a topologia deve realmente representar o
domı́nio. Alguns métodos podem ser utilizados, porém, não garantem a construção
correta da árvore, uma abordagem posśıvel seria incluir inicialmente as ráızes, em
seguida os nós influenciados por nós do ńıvel anterior, e assim sucessivamente até a
inserção das folhas (não possuem influência sobre nenhum nó). Assim, a ordem de
inserção dos nós pode influenciar no desempenho da rede.
Tabelas de probabilidades condicionais tendem a ter um grande número de en-
tradas, mesmo para nós com um número pequeno de pais. Preencher estes valores
pode ser algo que requeira muita experiência, caso a relação entre nós pais e nós
filhos seja completamente arbitrária. Entretanto, na maioria dos casos, esta relação
pode ser bem adaptada a algum padrão, o que pode facilitar o trabalho. Estes casos
são chamados distribuições canônicas. O caso mais simples é o representado por nós
determińısticos. Um nó determińıstico tem o seu valor explicitamente determinado a
partir dos pais, sem incerteza. Relações com incerteza podem geralmente ser carac-
terizados como relações com rúıdos (noisy logical relationships). A relação com rúıdo
padrão é chamada “rúıdo-OU” (noisy-OR), uma generalização da relação lógica OU.
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Tab. 4.4: Tabela de Probabilidades Condicionais
rudo−OU
Gripe Resfriado Malária P (Febre) P (¬Febre)
F F F 0.0 1.0
F F V 0.9 0.1
F V F 0.8 0.2
F V V 0.98 0.02=0.2× 0.1
V F F 0.4 0.6
V F V 0.94 0.06=0.6× 0.1
V V F 0.88 0.12=0.6× 0.2
V V V 0.988 0.12=0.6× 0.2× 0.1
Em lógica proposicional pode-se dizer que o estado Febre é verdadeiro se e somente
se, Gripe, Resfriado ou Malaria é verdadeiro. A relação rúıdo-OU adiciona um ńıvel
de incerteza à relação OU, considerando três suposições:
1. Cada causa possui uma chance independente de causar o efeito;
2. Todas as possibilidades estão listadas;
3. A inibição de uma causa é independente da inibição das demais.
Considere o exemplo, P (Febre | Gripe) = 0, 4, P (Febre | Resfriado) = 0.8eP (Febre |
Malaria) = 0.9; para estes valores os parâmetros de rúıdo serão respectivamente
0.6, 0.2, 0.1 . Se nenhum nó pai é verdadeiro, então o nó filho é falso com 100% de
chance. Se apenas um pai é verdadeiro, então a probabilidade do nó filho ser falso é
igual ao rúıdo do nó pai verdadeiro (ou o produto do rúıdo dos pais, caso exista mais
de um verdadeiro). A tabela 4.4 apresenta o resultado para o exemplo.
Um nó em uma rede Bayesiana possui independência condicional em relação a
seus predecessores, dado o nó pai. Entretanto, para que se possa utilizar algum
método de inferência em uma rede é necessário poder dizer mais a respeito das
relações entre os nós de uma rede. Por exemplo, é necessário saber se um conjunto
de nós X é independente de outro conjunto Y , dado que um conjunto de evidências
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E14, ou, em outras palavras, é preciso saber se X é d-separado de Y . Se todo
caminho não dirigido entre um nó em X e um nó em Y é d-separado por E, então X
e Y são condicionalmente independentes dada a evidência E. Um conjunto de nós
Ed− separa dois conjuntos de nós X e Y , se todo o caminho não dirigido de um nó
em X para um nó em Y é bloqueado, dado E. Um caminho é bloqueado por um
conjunto de nós E se existe um nó Z no que garante algumas das três condições:
1. Z está em E, Z possui um arco de entrada e um arco de sáıda no caminho;
2. Z está em E, Z possui dois arcos de sáıda no caminho não dirigido;
3. Z e nenhum de seus descentes estão em E e ambos os arcos no caminho não
dirigido são de chegada em Z.
A tarefa básica de uma inferência probabiĺıstica é computar a distribuição de
probabilidades posterior para um conjunto de variáveis de consulta (query variables),
dada uma “hard evidence”, ou seja, o sistema computa P (Query | Evidence).
Inferências podem ser realizadas sobre redes Bayesianas para:
• Diagnósticos: Dos efeitos para as causas. Dado Chuva, P (Nuvens | Chuva) ;
• Causas: De causas para efeitos. Dado Nuvens, P (Chuva | Nuvens) ;
• Intercausais: Entre causas de um efeito comum. Dado Frio, P (Chuva | Frio)
e dado Nuvens, P (Chuva | Frio,Nuvens).
E, além de consultas a partir de evidências, as redes Bayesianas podem ser
utilizadas para:
• Tomar decisões baseadas em probabilidades;
• Decidir quais evidências adicionais devem ser observadas a fim de se obter
informações úteis do sistema;
14Evidência em uma variável é uma declaração de uma certeza de seus estados. Se uma variável
é instanciada, ela é chamada hard evident.
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• Analisar o sistema a fim de buscar os aspectos do modelo que possuem maior
impacto sob as variáveis de consulta;
• Explicar os resultados de uma inferência probabiĺıstica ao usuário.
A computação básica de um método de inferência sobre uma rede Bayeasiana
requer o cálculo de todos os nós da rede (sua probabilidade condicional) dado que
uma evidência foi observada. Isto implica dizer que, em geral, uma inferência proba-
biĺıstica realizada em uma rede Bayesiana será NP −hard. Este fato é diretamente
proporcional a forma como o problema foi modelado, em outras palavras, em algumas
situações, uma rede com apenas dezenas de nós pode necessitar de um tempo com-
putacional muito grande (às vezes inviável), enquanto uma rede contendo milhares
de nós pode levar apenas alguns instantes. Entretanto, para uma classe restrita de
redes, inferências probabiĺısticas podem ser realizadas em tempo linear. Esta classe
é conhecida por “Redes Simplesmente Conexas”. Uma rede simplesmente conexa
é aquela onde, para qualquer dois nós i, j da rede, existe apenas um caminho não
dirigido entre i e j. Ou seja, um nó X possui um conjunto U de pais, U = U1, . . . Um,
e filhos Y = Y1, . . . Yn. Cada filho e cada pai é representado dentro de uma caixa
contendo todos os seus nós descendentes e ancestrais, exceto em relação a X, ou seja,
todas as caixas são disjuntas e não possuem nenhum arco ligando-as.
O algoritmo assume que X é a variável de consulta, e existe um conjunto de
variáveis de evidência E(X 6⊂ E). Para o funcionamento do algoritmo é necessário
também que as disjunções E−x , E
+
x , sejam definidas.
• E+x é o suporte de causa de X. Variáveis de evidência acima de X estão
conectadas a X por estes pais.
• E−x é o suporte de evidencia de X. Variáveis de evidência abaixo de X estão
conectadas a X por estes filhos.
A estratégia geral é a seguinte:
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1. Expressar P (X | E) em relação a E−x , E+x ;
2. Computar a contribuição de E+x através de seus efeitos em Pais(X), e então
transportar tais efeitos para X.
3. Computar a contribuição de E−x através de seus efeitos em Filhos(X), e então
transportar tais efeitos para X.
Note que computar os efeitos nos filhosdeX é uma recursão do problema de compu-
tar os efeitos em X. A execução do algoritmo envolve chamadas recursivas a partir
de X por todos seus arcos. A recursão termina em nós de evidência, ráızes e folhas
da árvore. Cada chamada recursiva exclui o nó que a chamou, desta forma, a árvore
é coberta apenas uma vez. Portanto, o algoritmo é linear no número de nós da rede
[Rus95].
P (e | a, b, c, d) = (P (e | a, b)P (c, d | e))(1/P (c, d | ab))
Com esta equação obtém-se o resultado desejado, o primeiro termo possui apenas
variáveis que estão“acima”de“e”e o segundo, apenas variáveis que estão“abaixo”. O
último termo envolve ambas as variáveis, mas, na realidade não precisa ser calculado.
Basta, resolver esta equação para todos os valores de “e”, o último termo permanece
inalterado, e pode ser marginalizado.
Um grafo multiconectado é aquele para o qual dois nós são ligados por mais de
um caminho não dirigido, ou, um nó possui duas ou mais causas, e estas causas com-
partilham um ancestral comum. O cálculo de inferências sob redes multiconectadas
é um problema NP − hard, entretanto, algumas abordagens são propostas de forma
a possibilitar estes cálculos em tempo polinomial. Existem três classes de algorit-
mos para inferência em redes multiconectadas, cada uma com uma área de aplicação
definida:
172 A INFORMAÇÃO e o CONHECIMENTO
Clustering : Este método transforma probabilisticamente (não topologicamente) a
rede em uma rede simplesmente conexa;
Conditioning : Este método faz uma transformação na rede instanciando variáveis
em valores definidos, e então, produz uma rede simplesmente conexa para cada
variável instanciada;
Stochastic simulation : Este método usa a rede para gerar um grande número de
modelos concretos de um domı́nio.
A partir destes modelos o algoritmo calcula uma aproximação de uma inferência.
O Método de Clustering busca obter uma rede “simplesmente conexa” combi-
nando variáveis, em um nó superior que possa representar todas as probabilidades
sendo que, a probabilidade dos demais nós da rede permanecem inalteradas. O mega
nó obtido possuirá então, apenas um pai. Uma vez que a rede foi convertida para
uma rede simplesmente conexa, o algoritmo apresentado anteriormente pode ser apli-
cado. Apesar da técnica permitir a aplicação de um algoritmo de inferência de tempo
linear, a caracteŕıstica NP − hard não deixa de existir. No pior caso, o tamanho da
rede pode crescer exponencialmente, tendo em vista que o método envolve o produto
de tabelas de probabilidade incondicional. O problema passa então a depender da
escolha de um bom método para junção de nós.
O método Cutset− conditioning utiliza uma ideia oposta em relação a anterior.
Seu propósito é transformar uma rede em diversas redes mais simples. Cada uma
destas redes possui uma ou mais variáveis instanciadas em um valor definido. Assim,
P (X | E) é computado como uma média ponderada sobre os valores extráıdos de cada
uma das redes. O conjunto de variáveis que podem ser instanciadas para permitir
que uma rede simplesmente conexa seja obtida é chamado cutset. De forma geral, o
número resultante de novas árvores é exponencial em relação ao número de nós, o que
significa dizer que, uma boa estratégia para definição de cutsets deve ser utilizada.
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No método Stochastic simulation, simulações sobre a rede são repetidamente exe-
cutadas permitindo que informações estat́ısticas sejam extráıdas para as probabili-
dades que se deseja. Em cada rodada da simulação, um valor aleatório é atribúıdo a
cada nó raiz da rede, a escolha é ponderada pela probabilidade incondicional do nó.
4.3 Transferência do Conhecimento
Se a entropia é fundamental para o intercâmbio de um conhecimento, a comunica-
ção é a via pela qual tal processo ocorre. Como prinćıpio fundamental da transmissão
de uma informação a comunicação tem sido estudada e seu desenvolvimento associ-
ado à evolução do próprio conhecimento. Se os organismos são sistemas abertos, a
Teoria Geral dos Sistemas [Ber75] afirma que eles buscam sua estabilidade, e evo-
luem para patamares de maior complexidade devido a um intercâmbio, um fluxo
ininterrupto de energia e informação com o seu meio ambiente. Tal como na na-
tureza, onde qualquer organismo vivo, para sobreviver, precisa de obter não só as
substâncias necessárias ao seu metabolismo, mas também as informações sobre o seu
meio ambiente, também os sistemas sociais devem a sua existência à comunicação e
esta, por sua vez, só tem lugar na existência em um determinado ambiente: “A co-
municação e a existência constituem conceitos inseparáveis”. No entanto o “Tempo”
é um fator importante já que, se trata de um processo em curso, onde a sequência
e a organização dos eventos são inseparáveis. Segundo Watzlawick[Wat96], algumas
das propriedades macroscópicas dos sistemas em que atuamos são:
Globalidade : Um sistema comporta-se não como um simples conjunto de elemen-
tos independentes mas como um todo coeso e inseparável. “Toda e qualquer
parte de um sistema está relacionado de tal modo com as demais partes que
uma mudança numa delas provocará uma mudança em todas as partes e no
sistema total”. Estes são os primeiros passos no caminho da complexidade;
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Retroalimentação : A retroalimentação e a circularidade constituem o modo ade-
quado para uma teoria de sistemas interacionais. Enquanto que nas cadeias
lineares e progressivas é significativo estabelecer o prinćıpio e o fim de uma
determinada cadeia, esses termos são desprovidos de significação em sistemas
dotados de circuitos de retroalimentação. Não existe prinćıpio nem fim num
ćırculo;
Equifinalidade : Este prinćıpio significa que os mesmos resultados podem brotar
de diferentes origens, porque o que é definido é a natureza da organização.
Num “sistema circular e auto-modificável, os resultados (os estados, após um
peŕıodo de tempo), não são determinados tanto pelas condições iniciais, mas
sim pela natureza do processo, os parâmetros do sistema”.
Em contraste com os estados de equiĺıbrio nos sistemas fechados, que são determi-
nados por condições iniciais, o sistema aberto pode atingir um estado independente
do tempo passado, dado o presente, este é determinado primordialmente pelos parâ-
metros do sistema”. Como corolário do processo tem-se que estes parâmetros predo-
minam sobre as condições iniciais. Assim, uma das caracteŕısticas mais significativas
dos sistemas abertos é encontrada neste comportamento “equifinal”, especialmente
em contraste com o modo operativo do sistema fechado onde o estado final é deter-
minado pelas circunstâncias iniciais. No sistema aberto, “as caracteŕısticas organiza-
cionais podem operar no sentido de ser atingido até o caso extremo de independência
total das condições iniciais: o sistema é, pois, a sua própria e melhor explicação;
e o estudo da sua organização atual é a metodologia apropriada”. Esta caracteŕıs-
tica, associada ao grande volume de variáveis aleatórias, criam as condições ideais
para se pensar no uso dos conceitos das redes Bayesianas. Em geral, o comparti-
lhamento do conhecimento corresponde à transferência do conhecimento por meio
de trocas pessoais entre indiv́ıduos e/ou Sistemas Inteligentes. Dependendo do con-
texto, a partilha e distribuição do conhecimento podem representar o processo de
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distribuição de conhecimento para um determinado grupo, ou a transferência entre
indiv́ıduos ou dentro de equipes ou grupos de trabalho[Pro02]. O conhecimento é
transferido nas organizações independentemente do processo de compartilhamento
ou distribuição de conhecimento ser gerenciado [Dav03]. Sveiby define dois mo-
dos distintos para o compartilhamento de conhecimentos: por meio da informação
ou da tradição[Sve98]. “Pela informação o conhecimento é compartilhado de forma
indireta (palestras, apresentações audiovisuais, manuais, livros). Pela tradição, o
conhecimento é compartilhado de forma direta; neste processo o receptor participa
da transferência, que acontece de indiv́ıduo para indiv́ıduo, por meio do aprendizado
prático”. A informação é proṕıcia para o compartilhamento de conhecimentos expĺı-
citos, enquanto a tradição deve ser utilizada no compartilhamento de conhecimentos
tácitos. Conforme proposto por Nonaka e Takeuchi o conhecimento seria dividido
em tácito e o explicito[Fro03]:
Conhecimento Tácito : O conhecimento tácito é aquele pessoal, espećıfico a um
determinado contexto, sendo assim dif́ıcil de ser formulado e transmitido. Esse
tipo de conhecimento inclui aspectos cognitivos e técnicos. Os cognitivos cor-
respondem aos “modelos mentais” como esquemas, perspectivas, paradigmas,
crenças e pontos de vista que auxiliam os indiv́ıduos a perceberem e definirem
seus mundos; os técnicos incluem o know-how, técnicas e habilidades. Uma
caracteŕıstica importante deste conhecimento é que, este é criado no momento
presente, em um contexto prático espećıfico[Non97]. Angeloni reforça o con-
ceito proposto por Nonaka e Takeuchi, afirmando que “o conhecimento tácito
está impĺıcito, interiorizado, dif́ıcil de ser articulado por palavras e, por con-
sequência, dif́ıcil de ser comunicado”[Ang02]. O conhecimento tácito tem sido,
ademais, associado ao processo de inovação, uma vez que serve aos propósitos
de identificação e solução de problemas, além de predição e antecipação.
Conhecimento Expĺıcito : Para Nonaka e Takeuchi, “o conhecimento expĺıcito
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Tab. 4.5: Conhecimento tácito X expĺıcito
Quadro comparativo
CONHECIMENTO TÁCITO CONHECIMENTO EXPLÍCITO
(SUBJETIVO) (OBJETIVO)
Conhecimento da experiência Conhecimento da racionalidade
(corpo) (mente)
Conhecimento simultâneo Conhecimento sequencial
(aqui e agora) (lá e então)
Conhecimento análogo Conhecimento digital
(prática) (teoria)
ou codificado corresponde àquele transmisśıvel em linguagem formal e siste-
mática”. O conhecimento espećıfico lida com acontecimentos do passado e é
orientado para uma teoria independente do contexto, podendo ser articulado
na linguagem formal, inclusive afirmações gramaticais, expressões matemáti-
cas, especificações manuais e assim por diante, sendo então transmitido formal
e informalmente entre as pessoas. Assim, o conhecimento expĺıcito pode ser
considerado como o que está registrado de alguma forma e, assim, dispońıvel
para as demais pessoas.
A tabela 4.5 apresenta algumas caracteŕısticas comparativas entre formas de co-
nhecimento tácito e expĺıcito.
Muito do que é feito em gestão do conhecimento tem por base as sucessivas passa-
gens do conhecimento tácito para o conhecimento expĺıcito e vice-versa, na chamada
“espiral do conhecimento”. Nesse sentido, áreas como a da tecnologia da informação
e administração de recursos humanos buscam facilitar e organizar esses processos de
conversão de conhecimento. Os conhecimentos tácito e expĺıcito são assim, entidades
complementares, nas quais o modelo dinâmico de criação ou transmissão do conhe-
cimento ocorrem por meio da interação social, caracterizando a chamada “conversão
do conhecimento”, figura 4.19, que pode ocorrer através de quatro modos:
Socialização : que ocorre de conhecimento tácito em conhecimento tácito. Cor-
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responde ao processo de compartilhamento de experiências. Segundo Nonaka
e Takeuchi (1997), este processo pode ocorrer através da linguagem, observa-
ção, imitação e prática, no qual a simples transferência de informações fará
pouco sentido se estiver dissociada das emoções e dos contextos espećıficos nos
quais as experiências compartilhadas estão embutidas. Através da socialização
é gerado o conhecimento compartilhado.
Externalização : que ocorre de conhecimento tácito em expĺıcito. Assim o conheci-
mento tácito é expresso através de metáforas, analogias, conceitos, hipóteses e
modelos, tornando-se expĺıcito. A escrita, neste contexto, pode ser considerada
como uma forma de conversão do conhecimento. Dentre os quatro modos de
conversão do conhecimento, a externalização representa a chave para a cria-
ção de novos conhecimentos. Por meio desta forma de conversão é gerado o
conhecimento conceitual.
Combinação , que ocorre de conhecimento expĺıcito em expĺıcito. É um modo
de conversão do conhecimento que envolve a junção de diferentes conjuntos
de conhecimentos já explicitados. São usados documentos, telefones, redes de
computadores, conversas e reuniões como meios para combinar os diferentes
conhecimentos [Ang02]. O conhecimento adquirido através de escolas e de
treinamento formal nas escolas também assume essa forma. A combinação
gera o conhecimento sistêmico.
Internalização que ocorre de conhecimento expĺıcito em tácito. É o processo de
incorporação do conhecimento expĺıcito ao tácito, sendo a aprendizagem uma
maneira de efetuar esta conversão. Para que o conhecimento seja internalizado
são necessárias a verbalização e diagramação do conhecimento sob forma de
documentos, manuais ou histórias orais. Os documentos ou manuais facilitam o
compartilhamento do conhecimento expĺıcito para outras pessoas, socializando-
o e auxiliando-as a vivenciar indiretamente a experiência de outros.
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Fig. 4.19: Formas de conversão de conhecimento
A criação do conhecimento em uma organização é produto de uma interação
cont́ınua e dinâmica entre o conhecimento tácito e o expĺıcito. Essa interação é ca-
racterizada pelas mudanças entre diferentes modos de conversão do conhecimento,
que por sua vez são induzidas a vários fatores. Primeiramente a socialização desen-
volve a interação, facilitando o compartilhamento das experiências e modelos mentais.
Através da externalização provocada pelo diálogo ou reflexão, os membros da equipe
são auxiliados a explicitarem o conhecimento oculto, que é dif́ıcil de ser comunicado.
Num terceiro momento destaca-se a combinação, por meio da união do conhecimento
recém-criado com aquele já existente no repositório de conhecimentos da organiza-
ção, cristalizando-os assim em um novo produto, serviço ou sistema gerencial. Por
fim, o “aprender fazendo” provoca a internalização. Esse processo ćıclico, figura 4.20,
caracteriza a espiral do conhecimento, proposta por Nonaka e Takeuchi.
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Fig. 4.20: Espiral do conhecimento de Nonaka e Takeuchi
Ampliando a abordagem da espiral apresentada sob a ótica epistemológica, verifica-
se que o conhecimento tácito dos indiv́ıduos constitui a base do conhecimento organi-
zacional e que o mesmo conhecimento mobilizado é ampliado “organizacionalmente”
através das suas formas de conversão e cristalizado em ńıveis ontológicos superiores.
Dessa forma, a interação entre o conhecimento tácito e expĺıcito terá uma evolução
cada vez maior na medida em que subirem os ńıveis ontológicos, conforme figura
4.21.
O conhecimento pode ser classificado segundo sua formalização e sua estrutura-
ção. A forma de representação a ser escolhida depende, fundamentalmente, da área
do domı́nio do problema e até mesmo do próprio problema. Durkin propôs cinco
formas de representação do conhecimento, relacionadas com a representação de sua
formação e transferência, [Dur94]:
Tripla Objeto-Atributo-Valor : A tripla objeto-atributo-valor se baseia na cons-
trução de fatos em forma de blocos, na qual cada fato é tratado como conheci-
mento declarativo. Consiste, basicamente, em caracterizar, na área de domı́nio,
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Fig. 4.21: Espiral do conhecimento organizacional de Nonaka e Takeuchi
objetos, associando-lhes um conjunto de atributos e, aos atributos, um deter-
minado valor. Os objetos são entidades que têm significado f́ısico; os atributos
são propriedades do objeto; e os valores são especificações das atribuições feitas
às propriedades.
Regras : representada por um conjunto de condições, conclusões e ações onde, se
as condições são verdadeiras, a regra é disparada e as ações são desencadea-
das. Ou seja, uma regra é uma forma de conhecimento procedural, associando
uma informação a alguma ação. As regras constituem-se de duas partes: a pri-
meira, chamada de antecedente ou premissa ou condição; a segunda, chamada
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de consequente ou conclusão ou ação. Além disso, as regras podem possuir
conectivos ligando seus antecedentes e são apropriadas para representar conhe-
cimentos originários de recomendações, diretrizes ou estratégias. Também são
utilizadas na resolução de problemas quando o domı́nio do conhecimento é re-
sultante de proposições emṕıricas que foram desenvolvidas ao longo do tempo
através da experiência de especialistas. Assim, Durkin define cinco tipos de
regras distintas: “as regras de relacionamento, de recomendação, diretivas, de
estratégia e heuŕısticas, que além de representarem diferentes tipos de conhe-
cimento, representam os diferentes paradigmas de resolução de problemas (de
interpretação, de diagnóstico, do projeto)”. O formalismo das regras é um me-
canismo flex́ıvel que provém modularidade e padronização da representação do
conhecimento.
Redes Semânticas : São definidas como “a representação de conhecimentos de vá-
rios objetos, como se fosse um conjunto de triplas objeto-atributo-valor, ou
como uma forma de representar vários objetos e diversos atributos desses obje-
tos”. Esquematicamente, as redes semânticas são representadas como um con-
junto de nós ligados por meio de arcos, no qual cada nó representa um objeto,
uma entidade conceitual ou um evento, e cada arco representa o relacionamento
existente entre cada par de nós, e cada qual representa um determinado fato. À
medida que novos fatos vão sendo associados, cada nó pode ser ligado a outros
nós. Dentre as vantagens pode-se mencionar a “Herança” que permite que o
seu desenvolvimento tenha uma determinada hierarquia para os objetos, admi-
tindo, com isso, que qualquer “objeto-filho” (subclasse) herde automaticamente
todas as propriedades do “objeto-pai” (superclasse). Isso faz com que o conhe-
cimento não tenha que ser representado explicitamente, o que simplifica a sua
representação na base de conhecimento. Outra vantagem das “Redes Semânti-
cas” é a “Flexibilidade” já que os nós e arcos podem ser adicionados à medida
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que novos fatos são conhecidos, além da “Simplicidade”, devido à representação
de conhecimentos através de simples triplas (nodo-arco-nodo). Dentre as des-
vantagens, no entanto, destaca-se a tendência a formarem grandes redes, devido
à necessidade de duplicação dos nós para as representações, assim, dependendo
da área de domı́nio do problema, as redes semânticas podem ser inviáveis ou,
até mesmo, imposśıveis, visto que necessitariam de uma grande e complexa
representação. Além disso, existe a dificuldade de se efetuar modificações na
rede semântica já que, quando um nó é apagado da rede devem-se ligar os nós
que permaneceram, a fim de garantir que informações nela contidas não sejam
perdidas. O tempo de pesquisa também pode significar um problema de “ex-
plosão combinatória” na busca da solução de um determinado problema, isto é,
dependendo do tipo de conexão existente, uma quantidade significativa de nós
precisam ser percorridos.
Frames : são estruturas de dados para representação estereotipada do conhecimento
de algum conceito ou objeto. Genericamente um “frame” é constitúıdo de
um nome, um conjunto de “slots” (atributos) com os respectivos valores que
caracterizam o conceito e, finalmente, um conjunto de métodos para a utilização
deste conceito, para sua atuação e comunicação. Em analogia à “Programação
Orientada a Objetos (POO)”, os“frames”são associados às“classes”, e utilizam
a propriedade de herança dentro da hierarquia das classes. Assim, objetos são
definidos por meio de classes e instâncias, nos quais um conjunto de atributos
(slots) e métodos associados a estes, estruturam toda a informação relativa aos
objetos definidos, bem como toda a comunicação destes com outros objetos do
sistema por meio de mensagens.
XML : (Extensible Markup Language) como “um sistema de codificação no qual
qualquer tipo de informação ou conhecimento pode ser distribúıdo através da
Internet” [Lig99]. XML é uma “linguagem de marcação de dados que provê
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um formato para descrever informações estruturadas, ou seja, documentos que
contêm uma estrutura clara e precisa da informação que é armazenada em seu
conteúdo” [Fur00]. O XML possibilita uma melhor estruturação da informação
e do conhecimento, à medida que permite a definição de documentos nos quais
são separados: conteúdo, significado e apresentação. Dessa forma, os docu-
mentos disponibilizados em XML poderão ser indexados de forma mais precisa
que as outras formas de representação. O HTML e o XML derivam da mesma
linguagem, ambos identificam elementos em um contexto. O HTML descreve a
aparência e as ações, enquanto o XML descreve o que cada sequência de dados
é ou representa, ou seja, o conteúdo da informação [Fur00]. Em XML o conhe-
cimento é estruturado através da criação de tags que permitem identificar as
informações, diferentemente do HTML em que o mesmo conteúdo se encontra
desestruturado e as tags representam apenas a aparência desse conteúdo.
Uma das maneiras de aumentar a precisão de retorno de conhecimento em sistemas
de busca e facilitar sua representação é utilizar linguagens de representação do conhe-
cimento. Muitas linguagens de “metadados” estão sendo desenvolvidas para permitir
a indexação de fontes de informação e conhecimento através de sua representação
e armazenamento. Dentre essas linguagens destaca-se a XML, como mais uma de
representação de conhecimento [Mar99].
4.4 Conclusão deste caṕıtulo
Neste caṕıtulo foram apresentadas as estruturas e modelos de codificação e trans-
ferência do conhecimento com o intuito de fornecer os conceitos fundamentais para
a elaboração de um código que possa ser utilizado no protocolo de comunicação para
geração e transferência de um conhecimento espećıfico.
Ao introduzir o tema informação e conhecimento descreveu a evolução de um con-
junto de dados à condição de informação. Ao apresentar os axiomas de Watzlawick,
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Beavin e Jackson verificaram-se algumas caracteŕısticas importantes das comunica-
ções e seu papel na formação e transferência do conhecimento em um sistema aberto
de aprendizagem composto por um sistema didático e tecnológico de instrução.
Neste sistema aberto as componentes “Demanda de conhecimento”, “Aprendizes”,
“Contexto educacional”, “Processos didáticos”, “Educadores/recursos” e “Formas de
organização” constroem uma estratégia educacional baseada no uso de métodos in-
dutivos, em busca de uma meta-cognição que utiliza a heuŕıstica com o objetivo de
gerar conhecimento novo. Ao apresentar a estrutura do conhecimento releva uma
nova inteligência, onde o “fator emocional” tem assumido um valor significativo e
cuja consciência ecológica ganha uma maior relevância.
Com o objetivo de compreender o pensamento humano em sua referência objetiva,
apresenta a visão do conceito de informação trazida para as ciências sociais que passa
a ser trabalhada juntamente com o conceito de conhecimento. Associa a teoria do
pensamento verdadeiro, tratada como cŕıtica do conhecimento ou epistemologia, e a
proposta de Decartes e Bacon para a busca dos conhecimentos dedutivo e indutivo,
como os dois polos de esforços pelo conhecimento na Idade Moderna, o racional e o
emṕırico.
Ao se estudar a informação, destacou os pontos de vista da tradição positivista,
do fenômeno da cognição humana e da hermenêutica buscando uma definição social
e pragmática. Compara os paradigmas da representação, emissor-canal-receptor e o
platônico relevando a linguagem e os textos como traduções com dimensões limitadas
de representação para as sofisticadas mı́dias atuais.
Ao apresentar as fases do conhecimento, este trabalho propõe a fase da percepção
do conhecimento e as tecnologias sensoriais, como um novo horizonte para expandir
a capacidade humana de perceber os novos modelos e formas do conhecimento. Ao
apresentar os três mundos de Popper evidenciou as relações causais e a objetividade
do terceiro mundo como produto para a compreensão dos objetos. Ao se detalhar a
proposta do GFACS, como processo envolvido com a espiral de formação do conhe-
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cimento, fez-se a associação do ćırculo funcional de Uexküll e o “Ćırculo Funcional
Elementar” (CFE) como base para a representação multiresolucional.
Em seguida descreveu o papel dos prinćıpios de organização do conhecimento e
o fechamento semiótico para o CFE como pré-requisitos para o desenvolvimento da
teoria dos sistemas inteligentes e do “autômato semiótico multiresolucional”. Apre-
sentou as definições e os teoremas matemáticos relacionados ao modelo algébrico do
espaço externo que, assim, será utilizado para codificação do conhecimento baseado
na teoria dos autômatos adaptativos e das “Redes Bayesianas”.
Relacionando os sistemas dinâmicos com o espaço do conhecimento apresenta os
modelos dinâmicos a tempo discreto, a tempo cont́ınuo, e as transformações nos es-
paços métricos e topológicos, e considera que o sistema dinâmico seja pelo menos
mensurável. Utilizou as definições da teoria da medida, o teorema dos espaços men-
suráveis, o teorema ergódico de Birkhoff e outros fundamentos matemáticos para
suportar a formalização de conceitos tais como convergência, conexidade e conti-
nuidade como prinćıpios para a elaboração do protocolo de transferência no espaço
dinâmico do conhecimento.
Destacou a entropia de uma medida invariante como um conceito que contém
diversas informações ergódicas do sistema dinâmico. Ao descrever os tipos de autô-
matos e suas caracteŕısticas principais apresentou os conceitos que os associa com
os sistemas dinâmicos, seus modelos matemáticos e a gramática como um dos com-
ponentes básicos que os descrevem. Utilizando a classificação de Chomsky para as
gramáticas, introduziu as ideias de uma hierarquia onde as sentenças de uma lin-
guagem seguiriam a estrutura desta hierarquia. Estas ideias permitem classificar
as linguagens segundo suas gramáticas e assim a representação de uma arquitetura
baseada em planos fazendo emergir comportamentos mais complexos que envolvam
tarefas como planejamento de trajetórias e mapeamento de ambientes.
Ao se utilizar o conceito do hipertexto como base para o código que formara o
protocolo desejado, introduz-se um modelo formal de hipertexto fundamentado na
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Teoria de Autômatos, incorporando não somente os aspectos declarativos do sis-
tema, mas também aspectos dinâmicos, como a evolução do autômato no tempo em
resposta à sequência de entrada de dados. Em seguida estendeu os conceitos aos
Autômatos Adaptativos e Algoritmos Sintáticos, utilizados como ferramentas para o
reconhecimento de padrões no processo de mapeamento e navegação exploratória do
espaço externo de um sistema inteligente.
Com a necessidade de uma ferramenta matemática que manipulasse um volume
maior de informações, introduziu-se o conceito das Redes Bayesianas com a ideia de
utilizá-las em uma metalinguagem com recursos vetoriais. Com o objetivo de estudar
a utilização dos conceitos apresentados na transferência do conhecimento estudou-se
os organismos a partir da Teoria Geral dos Sistemas (TGS) bem como a classificação
dos conhecimentos em Tácito e Expĺıcito.
Ao apresentar as formas de conversão do conhecimento estudou-se a espiral de
transmissão sugerida por Nonaka & Takeuchi que considera diversas formas de repre-
sentação, em especial a XML que se pretende utilizar no protocolo de transferência
do conhecimento. No próximo caṕıtulo é apresentado o protocolo semiótico ECOLIG
destinado à transferência de um conhecimento espećıfico, ao controle e à supervisão.
Utilizando-se a espiral do conhecimento, segundo a proposta da semiótica Peirciana,
e elementos virtuais, o protocolo proposto será submetido ao estudo de casos que
propõe uma metodologia de treinamento e utilizam simuladores e situações práticas
para análise de resultados.
Caṕıtulo 5
O PROTOCOLO ECOLIG
5.1 Os Elementos do Protocolo
O Protocolo ECOLIG utiliza o conceito de elementos de aprendizagem para des-
crever componentes de origem sensorial que formam sua estrutura principal. Um
Elemento de Aprendizagem é um recurso que pretende ser utilizado para fins pe-
dagógicos e que possui, internamente ou através de associação, sugestões sobre o
contexto apropriado para sua utilização [Sos02]. A utilização destes conceitos vai
facilitar a introdução do protocolo em ambientes altamente interativos como dis-
positivos móveis e outros eletroeletrônicos ou eletromecânicos, que necessitam de
interfaces cada vez mais inteligentes, simples e amigáveis.
Os “Elementos de Aprendizagem” podem trazer em seu contexto, direta ou indi-
retamente, áreas diversas como a filosofia, a semiótica, a psicologia, a antropologia, a
computação gráfica, a animação, além de formas mais elaboradas como as engenha-
rias, as ciências cognitivas, a publicidade, o marketing, as comunicações, o design, as
cŕıticas literária e art́ıstica além da narratologia dentre outras, podendo ser classifi-
cadas como elementos h́ıbridos. Neste contexto, os Objetos de Aprendizagem envol-
vem programação, roteiro de navegação, design de interface, técnicas de animação e
usabilidade[Mig08]. Manifesta-se portanto a natureza intersemiótica da hipermı́dia
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e a intersecção de linguagens ou processos śıgnicos que neles se concentram.
Pode-se destacar a interação e a imersão como causa e efeito destas ferramen-
tas [Cas05]. A interatividade é uma propriedade intŕınseca da comunicação digital
[San04], e está relacionada com ações e reações do agente humano que se dão den-
tro das regras e instruções estabelecidas pela ferramenta utilizada. Mas pode haver
também uma alta interatividade em soluções de maior complexidade, multiplicidade,
não-linearidade, bi-direcionalidade, potencialidade, permutabilidade (combinatória),
imprevisibilidade, etc., permitindo ao usuário uma maior participação e criatividade.
A interatividade não é caracterizada apenas como experiência do usuário de sistemas
inteligentes, mas também como possibilidade da criação colaborativa de uma obra
aberta e dinâmica, em que os experimentos e novas situações de aprendizagem se
reconstroem a medida que se utilizam signos na formação do conhecimento.
A imersão é outra propriedade esperada da comunicação digital, ela deve se acen-
tuar com identificação de um espaço simulado e a possibilidade do usuário ser en-
volvido por esse espaço como ocorre na realidade virtual, principalmente com a uti-
lização dos objetos de aprendizagem, onde se pode alcançar altos ńıveis de imersão.
Pode-se definir a hipermı́dia como uma linguagem complexa e h́ıbrida, que possui
cinco caracteŕısticas fundamentais:
1. Hipertextualidade é a forma fragmentada e descentralizada de distribuição das
informações num dado ambiente virtual, caracterizada pelo hipertexto, possi-
bilitando a leitura não sequencial do conteúdo e a flexibilidade no acesso às
informações pertinentes.
2. Navegabilidade é a capacidade de se mover no espaço virtual. Além de dispo-
nibilizar vários caminhos, deve apresentar variações na forma de navegação.
3. A não-linearidade está relacionada com a mobilidade do usuário que não impede
a escolha dos caminhos a serem percorridos, apesar de um fluxo de navegação
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bem sinalizado. Fornece também a impressão de que há sempre mais informa-
ções a serem descobertas pelo usuário.
4. Hibridismo é a caracteŕıstica de uma interface que permite integrar imagens,
ilustrações, fotografias, animação e som originando um novo contexto visual e
semântico.
5. Interatividade é a capacidade que o usuário tem de acessar, estabelecer rela-
ções e interferir nos documentos, modificando as informações, configurando, e
participando na formação do conhecimento. Ao contrário de uma simples ani-
mação, em um sistema interativo, o usuário pode seguir sentidos distintos para
o mesmo programa, não sendo posśıvel para o autor do sistema prever a multi-
plicidade de sentidos posśıveis seguidos durante a utilização da ferramenta de
aprendizagem.
Ainda que já esteja habituado com esse universo eletrônico, o uso de hipermı́dias na
criação de ambientes com atividades pedagógicas, coloca o usuário frente a situações
de aprendizado co-participativas ampliando desta forma seu senso cŕıtico. A utiliza-
ção estruturada de parâmetros associados aos sentidos humanos, codificados de tal
forma que possam ser recebidos e transmitidos para dispositivos eletrônicos através
de interfaces especiais e das hipermı́dias, caracteriza a base do protocolo ECOLIG.
O ser humano, membro da revolução tecnológica, possui atualmente uma maior
proximidade com a linguagem visual do que com a escrita. A introdução de novos
recursos interativos como por exemplo, os assistidos por computador, a robótica e
os associados a dispositivos móveis por exemplo necessitam de novas interfaces e
de protocolos mais inteligentes que facilitem o controle, a troca de informação e de
conhecimento.
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5.2 O Conceito Principal
O modelo de formação do conhecimento utilizado é o proposto por Charles San-
ders Peirce onde o que se encontra em expansão é a mente humana, sendo assim
tudo já está no mundo e portanto, se algum fenômeno não está expĺıcito é porque a
mente ainda não consegue entendê-lo ou explicá-lo. É necessário então expandir a
compreensão humana para tudo o que já foi escrito sobre linguagem. A tese central
de Peirce é a de que todo pensamento se dá em signos e que a cognição é triádica,
figura 5.1, ou seja, formada por três termos básicos, uma relação entre um sujeito
e um objeto sempre mediada pelo signo [Not96, Not95]. A Primeiridade (firstness),
Fig. 5.1: Camadas Peirceanas
está relacionada com as ideias vagas, com o sentimento, ou seja, a apreensão inicial
das coisas, que são partes integrantes da consciência, da sensação e do pensamento.
Pode-se assim definir um quali-signo [Not95], por exemplo, como uma primeira forma
imprecisa e indeterminada de predicação das coisas, relacionados com o sentimento,
o acaso, o indeterminado, as coisas vagas, um conjunto de informações ainda não
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associadas, uma novidade. Uma mônada, que não tem relação com nada totalmente
determinado, é a pura possibilidade, o começo de um processo de semiose que poderá
continuar ou não.
A Secundidade (Secondness) apresenta-se como uma continuação da Primeiri-
dade no processo de cognição proposto por Peirce [Not96], uma sensação explicada
pela reação, pela existência, pelo dependente, relativo, o aqui-agora, o determinado,
a polaridade, a ação-reação, um mundo real, sensual e pensável. Nesse contexto,
pretende-se suscitar a Secundidade através da associação das informações, do plane-
jamento, dos diagramas e principalmente da interconexão das ideias. Certamente,
onde quer que haja um fenômeno, há uma qualidade, e isto é, sua Primeiridade. Não
obstante, a qualidade é apenas uma parte do fenômeno, visto que, para existir, a
qualidade tem que estar presente em algum componente de aprendizagem.
A Terceiridade (Thirdness), significa signo, continuidade, semiose, aprendizagem,
cognição, tempo, mediação, lei, mente e se encontra no terreno da razão e da tŕıade.
Complementa a secundidade que, por sua vez, necessita da ação diádica, embutida
dentro da ação [triádica] do signo, e da ação inteligente ou semiose, da mesma forma
que se associam os signos às coisas que são também signos, e dos signos que só podem
ser signos porque são também coisas. A razão, como parte mais elaborada da consci-
ência é, de acordo com as categorias propostas por Peirce, um terceiro momento da
apreensão e compreensão de um fenômeno. A Terceiridade, é a śıntese intelectual ou
o pensamento em signos, a medição entre o ser e o mundo, é o terreno do pensamento.
O protocolo ECOLIG, formado por signos implementados segundo os conceitos apre-
sentados, pode ser classificado como um recurso triádico utilizado no processo de
cognição, navegação e controle.
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5.3 Estrutura do Protocolo
O protocolo ECOLIG é um conjunto de códigos associados a processos cogniti-
vos e sensoriais, utilizado para identificar determinadas atividades cerebrais, acionar
dispositivos elétricos com o comando do cérebro, introduzir uma linguagem universal
que inclua pessoas com limitações f́ısicas e até mesmo para permitir a transmissão
de sensações através de sistemas eletrônicos, podendo assim estender a percepção
dos sentidos humanos ao alcance de outros sistemas como robôs e outras unidades
exploratórias.
Outra aplicação é a de melhorar a usabilidade de dispositivos móveis como os
telefones celulares, por exemplo, cada vez menores e onde as mãos e principalmente
os dedos continuam sendo o principal meio de interação e controle. Com o protocolo
ECOLIG e interfaces do tipo cérebro-computador (ICC), os equipamentos móveis
podem receber comandos diretamente do cérebro; isso permitiria introduzi-los em
óculos ou conectá-los a lentes especiais. Alguns outros benef́ıcios estão associados à
redução no consumo de energia e redução de componentes na concepção de dispo-
sitivos eletrônicos, contribuindo também para soluções ecologicamente corretas. O
conceito utilizado nesse trabalho é de que várias atividades cerebrais produzem um
sinal elétrico capaz de ser detectado através de terminais não invasivos, ou seja, que
estão simplesmente em contato com a superf́ıcie externa do escalpo do crânio de um
ser humano ou outro animal, e até mesmo sobre o cabelo que recobre esta superf́ıcie,
figura 5.2.
Este é um procedimento muito semelhante ao utilizado nas medições feitas atra-
vés dos exames de eletroencefalograma. O fato é que estes sinais, quando associados
a atividades ou est́ımulos mais complexos como interpretação de imagens, comandos
motores e sensações, por exemplo, possuem comportamentos que podem ser classifi-
cados e interpretados por um equipamento eletrônico. Esta classificação é relacionada
com um conjunto de “assinaturas elétricas” e assim gera um código que é utilizado
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Fig. 5.2: Ilustração sobre o uso da ICC
para a elaboração de um protocolo semiótico, figura 5.3.
A sequencia de formação do protocolo ECOLIG pode ser vista no diagrama apre-
sentado na figura 5.4. Para que se utilizem os conceitos associados à semiótica é
importante que se relacionem causas e efeitos no espaço externo a sinais percebidos
no espaço interno. Esta relação direta e controlada pode ser o elo necessário para
que consiga codificar processos cognitivos e o desenvolvimento semiótico. Portanto,
as primitivas do protocolo ECOLIG serão relacionadas a determinadas atividades ce-
rebrais através de sinais captados, filtrados e classificados pela ICC. No caso da ICC
utilizada, estes sinais lógicos captados são classificados em Expressão, Cognitivos e
Emocionais. Os de Expressão se referem a movimentos comuns aos seres humanos
como piscar os olhos e outros. Os Cognitivos são configuráveis e emergem de amos-
tras de sinais que podem ser armazenados na interface a partir de associações com
pensamentos, imaginação ou qualquer outra atividade cerebral em uma fase prévia
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Fig. 5.3: EEG - Tela do programa Malica da TEAC Corporation
de treinamento. Os Emocionais são relacionados a estados sentimentais do ser hu-
mano como excitação ou depressão, por exemplo. Os signos do protocolo ECOLIG
serão então identificados e transformados em signos semióticos conforme a ação que
se deseja promover no espaço externo.
O conceito de um protocolo está normalmente associado a padrões que são utili-
zados em processos de comunicação; neste caso, no entanto, este conceito vai além
da comunicação. Este protocolo semiótico está associado também a um conjunto
de śımbolos que são interpretados como signos semióticos por sistemas inteligentes,
podendo significar assim comandos mais complexos ou até meta-interpretações que
podem ainda evoluir ao serem processadas por outros sistemas inteligentes. Essas
meta-interpretações em evolução podem ser consideradas processos de aprendizagem
que ocorrem em redes neurais biológicas ou artificiais.
Algumas experiências semelhantes estão sendo realizadas em importantes centros
de pesquisa, como na Universidade Carnegie Mellon nos EUA [Jus08] e no Bernstein
Center em Berlin na Alemanha [Hay09]. Porém, pretende-se utilizar uma “assinatura
elétrica” produzida por determinadas atividades cerebrais, e não diretamente pelo
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Fig. 5.4: Sinais de formação do protocolo ECOLIG
fluxo sangúıneo através de equipamentos de ressonância magnética, como ocorre por
exemplo na experiência da Universidade Carnegie Mellon nos EUA. Desta forma,
pretende-se conseguir maior portabilidade para os dispositivos utilizados e para as
interfaces a serem desenvolvidas a partir deste trabalho.
Não obstante, as perspectivas do uso destas novas tecnologias podem modificar
consideravelmente as relações humanas, as leis e muitos hábitos sociais, conforme
analisa Paul Root Wolpe, diretor do “Center for Ethics” da “Emory University” em
Atlanta [Wol07].
Um protocolo semiótico suportado por sinais elétricos sensoriais, captados direta-
mente do sistema nervoso central, permite também a criação de interfaces eletroele-
trônicas mais simples e eficientes do que as mecânicas ou eletromecânicas atualmente
em uso. Possibilita ainda a criação de sistemas de aprendizagem mais eficientes, já
que será posśıvel reduzir as etapas associadas à transferência de uma informação
como parte da troca ou transmissão de um conhecimento espećıfico. Uma linguagem
universal suportada por signos sensoriais já era utilizada nos primórdios da huma-
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nidade, como as figuras que ficaram retratadas nas cavernas pelos povos primitivos
que não tinham a linguagem falada ou escrita para se comunicar, figura 5.5.
Fig. 5.5: Figuras desenhadas em cavernas por povos primitivos
Mas pode-se ir muito além, já que o cheiro, o tato, o som e mesmo a imaginação
podem gerar signos semióticos em nossa mente, com suas respectivas “assinaturas
elétricas”. Em termos práticos, pense em falar com seu pai ou sua mãe e o sistema
o conectará com ele ou ela, sem a necessidade de você associá-los a números. Este
funcionará como um celular que não precisa de teclado, ou ainda um carro que não
precisa de volante para virar para a direita ou seguir em frente, já que ele aceita seu
comando mental.
O protocolo ECOLIG é definido para comunicação entre dois ou mais Sistemas
Inteligentes Sensoriais (SIS) e/ou Operadores Sensoriais (OS). Os “OS” e os “SIS”
são definidos como dispositivos eletrônicos, orgânicos ou mistos, capazes de captar,
medir, interpretar e transmitir sinais sensoriais. Os “OS”, no entanto, só atuam a
partir de informações processadas pelos “SIS”. Portanto a habilidade de tomar deci-
sões a partir destas informações sensoriais é que diferencia um SIS de um OS. Estes
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dispositivos sensoriais, eletrônicos, orgânicos ou mistos são capazes de identificar,






• Movimento ou Propriocepção;
• Equiĺıbrio.
Estas sensações vão se constituir assim no conjunto de signos primitivos do protocolo
ECOLIG.
5.4 As Primitivas Sensoriais
Os signos que compõem o protocolo ECOLIG estão agrupados segundo às sensa-
ções ditas “Humanas”, “Transumanas” e “Cognitivas”. O critério de classificação das
“Humanas” seleciona as sete sensações hoje aceitas e verificáveis no Seres Humanos,
ficando as demais agrupadas na categoria “Transumanas”. A categoria “Cognitiva”
refere-se a uma classe que associa signos a sinais elétricos como as demais, porém
as definições destes signos são dinâmicas e podem ser redefinidas no tempo, em um
processo de aprendizagem cont́ınuo.
Classificam-se na Categoria “H” (Humanas):
• Visão (Vision);
• Audição (Hearing);




• Movimento ou Propriocepção (Movement or Proprioception);
• Equiĺıbrio (Balance).
Todas as Categorias de sinais possuem uma caracteŕıstica importante, elas não
estão restritas à capacidade humana, ou seja, a Visão alcança faixas de frequência e
outras informações além da visão humana, bem como a audição e assim por diante.





A cada código é atribúıdo um conjunto de informações vetoriais que permitem
sua interpretação, além da identificação de seu ńıvel de maturidade de conhecimento.
A categoria “C” (Cognitivas), em sua definição teórica, permite um conjunto ili-
mitado de sinais já que considera todo o espectro de frequências e amplitudes dos
sinais analógicos, amostrados em diferentes intervalos de tempo. No caso dos sinais
adquiridos através da ICC, as limitações estão associadas às restrições dos sinais
captados pelo tipo de interface utilizada. Uma imagem, por exemplo pode ser cons-
titúıda pela descrição vetorial de seus elementos e sua maturidade de processamento
ou conhecimento. Esta maturidade está associada ao ńıvel de reconhecimento de seus
elementos, do significado do todo, da sua afinidade com um objetivo principal e da
5.4 As Primitivas Sensoriais 199
eventual capacidade de reduzi-la, no todo ou em parte, a uma categoria secundária,
elegendo em seu lugar novos significados principais, como será descrito a seguir.
Na categoria “H” um odor, por exemplo, pode ser quantificado, interpretado e
também qualificado segundo seu ńıvel de maturidade de conhecimento. Esta sensação
pode ter vários significados no processo da formação de um conhecimento espećıfico.
A percepção da fumaça pode significar que algo está queimando e, dependendo do
contexto, o significado (interpretação) pode amadurecer para um alerta ou até mesmo
para uma situação de prazer, se for em um churrasco, por exemplo.
A maturidade de conhecimento é que confere ao protocolo a caracteŕıstica se-
miótica prevista na teoria de Peirce [Not95]. A transmutação1 do código semiótico
ocorre quando o significado de um signo é redefinido segundo um objetivo espećıfico.
A relação de signos da categoria Humanista e da classe Movimento ou Proprio-
cepção é:




• ecoDrop, deixar cair;
• ecoLeft, movimento para a esquerda;
• ecoRigh, movimento para a direita;
• ecoRlef, rotacionar para a esquerda;
• ecoRrig, rotacionar para a direita;
• ecoRclo, movimento circular no sentido do relógio;
1Para a alquimia, transmutação é a conversão de um elemento qúımico em outro. Este conceito
é também aplicado com caracteŕısticas próprias na genética e na f́ısica nuclear.
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• ecoRctc, circular no sentido inverso do relógio;
• ecoRfor, movimento de translação para a frente;
• ecoRrev, movimento de translação reversa;
• ecoDisp, desaparecer.
Portanto, um subconjunto das recomendações para utilização dos signos do pro-
tocolo ECOLIG está descrito no anexo “Modelo para Recomendações do Protocolo
ECOLIG”, lá estão relacionados alguns dos signos da Categoria Humanista da Classe
Movimento. Uma implementação do protocolo ECOLIG, pode ser feita seguindo
este modelo que é estruturado segundo os conceitos da recomendação “Scalable Vec-
tor Graphics” (SVG Tiny, Version 1.2) do “World Wide Web Consortium” (W3C)
[SVG08]. A SVG Tiny, apesar de ser uma recomendação que define elementos grá-
ficos bidimensionais, utiliza as transformações vetoriais para representação em “3D”
destes elementos gráficos. Este modelo confere velocidade e flexibilidade no trata-
mento de imagens, que podem ser codificadas e alteradas de modo mais simples por
recursos computacionais. Um exemplo desta codificação, no formato “SVG”, pode
ser vista no algoritmo 1 (Anexos) e seu efeito apresentado na figura 5.6.
Fig. 5.6: Rotação de uma pirâmide de 3 faces
Assim esta mesma codificação, mas utilizando os signos de movimento do pro-
tocolo ECOLIG, poderia ser como apresentado no algoŕıtimo 2 (Anexos), onde a
definição dinâmica do signo “ecoRrig” pode ainda evoluir com significados diferentes
no tempo. Isto pode ser feito utilizando-se o conceito de redefinição dinâmica da
rotina a ser executada (uma metalinguagem).
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Para demonstrar a aplicabilidade do protocolo, estas definições foram implemen-
tadas com interfaces do tipo ICC (Cérebro-Computador) em sistemas que utilizam
os sinais elétricos captados por terminais, não invasivos, colocados sobre a superf́ıcie
externa do escalpo do crânio e assim, as alterações detectadas nessas medições foram
relacionadas às atividades sistêmicas como emoções, expressões e outras cognitivas
codificadas através dos signos do protocolo ECOLIG. Deste modo foram estudadas as
correlações destes sinais com o comportamento de um indiv́ıduo sob observação onde,
a metodologia utilizada considerou o cérebro como uma unidade de onde emanam as
ondas elétricas e eletromagnéticas em estudo.
Ao se estudarem os componentes principais geradores destas ondas elétricas,
foram considerados a propagação do potencial de ação, as sinapses e as estrutu-
ras celulares. Considerando-se que os sinais obtidos através da Interface Cérebro-
Computador é um dos elementos fundamentais nos experimentos propostos nesta
tese, serão descritas a seguir de maneira simplificada, as principais fontes destes
sinais e seu processo de captação.
As células gliais são responsáveis pelas funções de sustentar, proteger, isolar e
nutrir os neurônios. Os neurônios, por sua vez, são as células fundamentais do
sistema nervoso que, sendo altamente especializadas, geram impulsos eletro-iônicos a
partir de processos biológicos e que são transmitidos de uma parte a outra do corpo,
e estão assim normalmente relacionados com est́ımulos internos e externos.
Os neurônios podem ser encontrados com diferentes formas e vários tamanhos,
contudo, todos têm a mesma estrutura básica, figura 5.7. O neurônio é constitúıdo
por um corpo celular, contendo o núcleo que, por sua vez, encontra-se rodeado pelo
citoplasma e as organelas nele existentes. Do corpo celular estendem-se dois tipos
de prolongamentos, os axônios e os dendrites. Os dendrites são prolongamentos
altamente ramificados que terminam em receptores sensoriais especializados (como
os neurônios sensoriais primários) ou formam sinapses com neurônios vizinhos, dos
quais recebem est́ımulos. Em geral, os dendrites são o principal meio de entrada de
202 O PROTOCOLO ECOLIG
informação para dentro do neurônio, isto é, em direção ao corpo celular. Através
do axônio é que se transmitem os impulsos para fora do corpo celular, os axônios
apresentam uma estrutura ciĺındrica que pode medir até um metro de comprimento,
terminando sobre outros neurônios ou órgãos efetores por meio de pequenos ramos
que finalizam em pequenas dilatações chamadas botões terminais.
Fig. 5.7: Estruturas Neuronais T́ıpicas: Sensorial e Motor
As funções do sistema nervoso dependem da excitabilidade que está relacionada
com as propriedades do seu estado de repouso. O neurônio em repouso mantém
um gradiente iônico através da sua membrana plasmática, criando desse modo um
potencial elétrico. A diferença de potencial entre os meios intracelular e extracelular
num neurônio t́ıpico é de aproximadamente -70 milivolts. Este é conhecido como o
potencial de repouso da membrana, uma vez que é o potencial da célula nervosa em
repouso. Nos neurônios, os ı́ons que são os principais responsáveis por este gradiente
são o sódio (Na+) e o potássio (K+), que se encontram em maior concentração nos
meios extra e intracelular, respectivamente. Este gradiente é posśıvel devido ao fato
da membrana plasmática do neurônio transportar ativamente estes ı́ons através das
bombas de “sódio-potássio”. Estas bombas transportam os ı́ons Na+ para o exterior
da célula e os ı́ons K+ para o interior da mesma, utilizando energia na forma de
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adenosina trifosfato (ATP).
A proporção entre ı́ons transportados pela bomba é de 3 Na+ para 2K+. Além
disso a membrana da célula nervosa é, em repouso, praticamente impermeável ao
sódio, impedindo que este se desloque a favor do seu gradiente eletroqúımico. Como
a sáıda de sódio não é acompanhada pela entrada de potássio na mesma proporção,
resulta que o potencial de repouso da membrana é negativo. Diz-se então que a mem-
brana está polarizada. Quando um neurônio é estimulado, a sua membrana torna-se
subitamente mais permeável aos iões Na+ e, assim, estes entram na célula a favor
do gradiente eletroqúımico. Em consequência, ocorre uma alteração do potencial de
membrana de -70 mV para +30 mV, fenômeno que tem o nome de despolarização
da membrana, ficando o neurônio num estado excitado. Após a despolarização dá-se
o fenômeno de repolarização, em que a membrana retorna ao seu estado anterior.
A repolarização da membrana ocorre devido a dois fatores:
1. um súbito decréscimo na permeabilidade da membrana aos ı́ons de sódio, que
interrompe o seu influxo;
2. um rápido efluxo de ı́ons potássio.
Uma onda de despolarização, conhecida como potencial de ação, transmite-se então
ao longo da membrana plasmática devido a ciclos de despolarização e repolarização
nas regiões adjacentes ao longo do axônio. Observa-se que o potencial de membrana
decresce momentaneamente abaixo dos -70 mV neste processo (hiperpolarização da
membrana) o que se deve a um atraso no encerramento dos canais de potássio pre-
sentes na membrana. Quando um neurônio deixa de ser estimulado, a bomba sódio-
potássio rapidamente restabelece as concentrações intra e extracelulares de ambos os
ı́ons, preparando-o para um novo potencial de ação.
Assim se caracteriza a eletro-gênese dos sinais elétricos decorrentes das atividades
cerebrais, figura 5.8.
Os impulsos nervosos são assim caracterizados pela propagação do potencial de
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Fig. 5.8: Eletro-gênese dos sinais neurais
ação através dos neurônios. Estes impulsos transmitem-se de um neurônio para outro
através um pequeno espaço que os separa onde ocorrem as sinapses. As sinapses
podem ser classificadas em qúımicas e elétricas.
As sinapses qúımicas ocorrem através de um botão terminal axonal do neurônio
pré-sináptico (transmissor), um espaço entre os neurônios adjacentes (fenda sináp-
tica), e a membrana do dendrito do neurônio pós-sináptico (receptor). As sinapses
elétricas são, por sua vez, relativamente mais simples estrutural e funcionalmente,
tendo lugar em locais especializados e com funções espećıficas; para efeito deste
estudo no entanto, nosso foco será a sinapse qúımica, nestas sinapses quando um po-
tencial de ação alcança um botão terminal, a despolarização da membrana plasmática
do botão estimula um rápido influxo de ı́ons de cálcio. Estes ı́ons, por sua vez, esti-
mulam a liberação, por exocitose, de substâncias qúımicas armazenadas em pequenas
veśıculas no botão terminal. Estes qúımicos são conhecidos como neurotransmisso-
res. Os neurotransmissores são libertados para a fenda sináptica e posteriormente
ligam-se aos receptores localizados na membrana do neurônio pós-sináptico. Na mai-
oria dos casos, isto estimula um rápido aumento na permeabilidade da membrana
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do neurônio pós-sináptico aos ı́ons de sódio, o que irá desencadear um novo poten-
cial de ação na célula pós-sináptica (sinapse excitatória). Contudo, existem também
sinapses inibitórias que, como o próprio nome indica, inibem a transmissão do im-
pulso nervoso por meio de neurotransmissores que tornam a membrana da célula
pós-sináptica menos excitável.
Uma única célula nervosa pode ter até 50000 sinapses, e é a soma de impulsos
excitatórios e inibitórios que vai definir se o neurônio pós-sináptico gera um potencial
de ação ou não. Nas sinapses eléctricas, a corrente iônica é transferida diretamente
de uma célula para outra, uma vez que os canais existentes nas “gap junctions”
permitem a passagem direta dos ı́ons do citoplasma de uma célula para o citoplasma
da outra, criando, quase instantaneamente, um potencial de ação no neurônio pós-
sináptico. Deste modo, a transmissão da informação por meio de sinapses elétricas
é mais rápida relativamente às sinapses qúımicas. Porém, as sinapses de origem
elétrica são utilizadas apenas no sentido de enviar sinais de despolarização; elas não
possuem a capacidade de produzir impulsos inibitórios ou de alterar as propriedades
elétricas das células pós-sinápticas.
Predominantes, as sinapses qúımicas promovem, através do aumento da ativação
neuronal, um consumo mais elevado de glicose. Portanto, as quantidades de oxigênio
sangúıneo e de oxiemoglobina, aumentam na região e, é este aumento de hemoglobina
oxigenada que é utilizado pela ressonância magnética funcional para medir o ńıvel
de atividade cerebral em determinada região. Estas atividades, no entanto, quando
relacionadas a processos mais complexos podem acionar regiões espećıficas do córtex
e estes sinais podem ser medidos por sensores elétricos invasivos ou não, e é então
fonte de informação básica que será utilizada na defesa desta tese.
Os hemisférios cerebrais esquerdo e direito, são interligados entre si pelo corpo
caloso, situado na parte inferior da fissura inter-hemisférica, figura 5.9.
Cada hemisfério possui uma fina camada externa de substância cinzenta (córtex
cerebral), que contém os corpos celulares dos neurônios. Situada debaixo do córtex
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Fig. 5.9: Estruturas do Cérebro
cerebral está uma abundante camada de substância branca, contendo feixes de axô-
nios neuronais mielinizados, que lhe conferem a aparência branca. Os hemisférios





O monitoramento das atividades é feito através do registo da atividade elétrica do
cérebro utilizando-se de vários eletrodos ao longo do escalpo. A atividade conjunta de
milhões de neurônios corticais, gerando potenciais neuronais pós-sinápticos inibitórios
e excitatórios, produz um campo elétrico suficientemente forte para ser medido à
superf́ıcie do escalpo do crânio. Além destes potenciais, correntes celulares intŕınsecas
produzidas pela ativação de canais iônicos provavelmente também contribuem para
o EEG, embora o seu papel ainda não tenha sido demonstrado claramente. Estes
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sinais possuem uma resolução temporal da ordem do milissegundo, porém a resolução
espacial é limitada, na gama do cent́ımetro, o que se deve principalmente aos fatores:
1. limitado número de eletrodos utilizados;
2. distorções resultantes das diferentes condutividades dos tecidos intervenientes;
3. aos processos mentais, tal como o pensamento, que apresentam respostas di-
fusas e, como tal, constituem fontes de rúıdo relativamente ao sinal que se
pretende analisar;
4. o problema inverso, na identificação da fonte geradora do sinal.
Deste modo, a correlação dos sinais com uma determinada fonte é problemática, di-
ficultando a determinação precisa da região responsável pelo sinal e assim dificulta
que se encontrem as fontes intracerebrais dos potenciais registrados no escalpo e seu
relacionamento com a atividade dos geradores neurais dentro do cérebro. Este é co-
nhecido como o problema inverso da electroencefalografia. A questão reside no fato
do problema inverso não possuir uma solução única e, como tal, diferentes combina-
ções de fontes intracerebrais podem resultar na mesma distribuição de potencial no
escalpo. A única forma de resolver este problema é através da realização de suposi-
ções aprioŕısticas espećıficas acerca das fontes intracerebrais que se assume serem a
causa de uma dada distribuição de potencial no EEG ao ńıvel do escalpe, bem como
pela introdução de um modelo do meio condutor que separa a fonte dos eletrodos e
que leva em conta propriedades essenciais do corpo humano, como a geometria e a
resistividade.
Portanto, na busca pela determinação das fontes intracerebrais, vários métodos
matemáticos têm sido desenvolvidos, e normalmente estão divididos em dois grupos
principais:
• os modelos dipolares, que assumem que as fontes estão localizadas;
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• os modelos lineares ou distribúıdos, que assumem fontes extensas com caracte-
ŕısticas espećıficas.
Para os estudos dos distúrbios cerebrais e de várias patologias cĺınicas, esta determi-
nação exata da região fonte das atividades é, na maioria das vezes, essencial como
única forma de intervir exatamente onde seja necessário. Para efeito de elaboração
do protocolo semiótico, no entanto, é posśıvel a utilização desta tecnologia, princi-
palmente devido aos fatores:
• a associação dos sinais é feita com comportamentos mais complexos;
• envolvem regiões mais bem definidos no mapeamento cerebral;
• é prevista a fase de treinamento e adequação às interfaces;
• eventuais indefinições quanto ao comportamento de origem podem ser exclúı-
das.
O EEG cĺınico é comumente gravado utilizando o Sistema Internacional 10/20, que é
um sistema padrão para a colocação uniforme de eletrodos na superf́ıcie do escalpo,
sendo, em geral, o contato assegurado por um gel condutor de forma a diminuir a
impedância. Este sistema de montagem emprega 21 eletrodos em pontos definidos
por referências anatômicas no escalpo. Os números 10 e 20 representam percentagens
que significam distâncias relativas entre as diferentes localizações dos eletrodos no
peŕımetro do crânio, figura 5.10.
O potencial elétrico é uma grandeza relativa, portanto o seu valor terá que ser
obtido através de uma diferença, o que significa que é necessária a utilização de
potenciais de referência. Nesse sentido, existem duas montagens principais que são
utilizadas na rotina cĺınica: as montagens monopolares e as bipolares. As primeiras
requerem um eletrodo de referência que está posicionado a uma distância considerável
ou que é tido como o valor médio de todos os eletrodos. Por sua vez, as montagens
bipolares consideram a medida de cada canal como a diferença entre um par de
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Fig. 5.10: Sistema Internacional 10/20
eletrodos, normalmente adjacentes. Como alternativa à colocação de eletrodos dire-
tamente no escalpo, podem ser usadas toucas onde os eletrodos estão fixos. A análise
dos sinais leva em consideração o posicionamento dos eletrodos, e assim as prováveis
regiões ativas do cérebro, além do comportamento, os sinais de baixa frequência como
as ondas Delta, Teta, Alfa, Beta e Gama, que vão desde aproximadamente 1.5Hz até
cerca de 70Hz, figura 5.11.
A cada tipo de onda cerebral estão associadas diversas caracteŕısticas e compor-
tamentos que as caracterizam:
• A onda Delta, uma onda cerebral de variação lenta, com frequências inferiores
a quatro ciclos por segundo, são comumente captadas na zona posterior do
cérebro e estão em geral, associadas ao sono profundo nos adultos;
• A onda Alfa, na banda de frequências entre os 8 e 13Hz, apresenta um com-
portamento moderado, suave, com oscilações elétricas regulares e estão relaci-
onadas com situações onde a pessoa está acordada e relaxada;
• A onda Gama, situa-se na faixa dos 40 Hz porém podem ser verificadas entre
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26 e 70Hz. Ela é definida como um padrão das ondas associada à percepção e
à consciência;
• A onda Teta, associada ao estado de alerta e excitamento, é definida como uma
forma de onda na faixa de frequências entre os 4 e os 7Hz ;
• A onda Beta, situa-se na faixa de frequências entre os 13 e os 30Hz e está
relacionada com estados de ansiedade e apreensão, trata-se de uma das ondas
cerebrais com maior ocorrência em electroencefalogramas de adultos.
As exigências técnicas no que refere ao equipamento para o registo de sinais do
tipo EEGs são relativamente modestas: um conjunto de eletrodos, um amplificador
de sinal, um conversor analógico/digital e um computador para armazenamento de
dados, análise do sinal e representação gráfica se for o caso. Será utilizado uma
interface com 14 canais de alta resolução, mais dois terminais de referencia CMS/DRL
(Common Mode Sense/Driven Right Leg) nas localizações P3 e P4 respectivamente,
para aquisição de sinais neurais acoplados em um “neuroheadset” sem fio. Os nomes
dos canais seguem uma nomenclatura internacional e suas localizações seguem o
padrão 10/20: AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF4. No
campo do processamento de sinal obtido, são utilizados filtros elétricos de sinal para o
cancelamento dos artefatos e rúıdos, um procedimento importante para a subsequente
análise do sinal. Os terminais CMS/DRL substituem os eletrodos convencionais de
referência para o “terra” além de permitirem uma melhor filtragem e proteção na
manipulação dos sinais:
• Common Mode Sense (CMS): eletrodo ativo;
• Driven Right Leg (DRL): eletrodo passivo.
Estes dois eletrodos formam um“loop”de realimentação, que direciona o potencial
médio do indiv́ıduo para o valor mais próximo posśıvel da voltagem de referência
utilizada na conversão Analógico/Digital (ADC), figura 5.12.
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Ao se projetar um sistema com sinais mistos (Analógicos e Digitais), muitos pro-
jetistas têm a tendência de examinar e otimizar cada componente separadamente.
No entanto, o recomendável é que se tenha um entendimento do impacto de cada
componente em toda a performance do sistema. Quando um projeto tem um con-
versor analógico digital (ADC) não é fácil identificar como este componente interage
com a voltagem de referência e com as cargas armazenadas no circuito. O circuito
CMS/DRL tem também outras funções mais complexas que não são facilmente iden-
tificadas quando se utiliza uma solução convencional com um único eletrodo de Terra:
• Devido ao circuito de realimentação, a impedância efetiva do eletrodo “DRL”
diminui com um fator de 100 vezes na frequência de 50Hz. Este resultado
implica em um 40 dB extra CMRR (“common-mode rejection ratio”) a 50 Hz,
quando comparado com o uso de um eletrodo Terra normal com a mesma
impedância;
• O eletrodo DRL é o único caminho de retorno de corrente entre a pessoa e o
dispositivo analógico/Digital. A corrente de retorno pode ser limitada eletro-
nicamente (aprox. 50µA), o que protege o sujeito contra descargas de corrente
devido ao amplificador ou defeito nos eletrodos.
A referência do eletrodo CMS também é utilizado para verificar as condições de
contato dos demais eletrodos e assim fornecer uma informação importante para as
medições e validação dos resultados obtidos em tempo real.
Procedimentos de segurança para instalação e utilização das Interfaces Cérebro-
Computador:
1. Não conectar a ICC (Interface Cérebro-Computador) no carregador ou o co-
nector USB durante o uso;
2. Sempre remover a ICC durante a carga e evitar tocar os sensores, se instalado;
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3. A ICC entra automaticamente no modo de suspensão enquanto ligado ao car-
regador, por isso não é posśıvel a sua utilização durante o carregamento;
4. Os adaptadores dos sensores são remov́ıveis para limpeza e conservação, ainda
assim recomenda-se que os usuários não compartilhem os sensores para evitar
o risco de transmissão de alguma infecção;
5. Os adaptadores são umidificados com uma solução para assegurar um melhor
contato durante os testes. Recomenda-se portanto a utilização apenas de solu-
ções salinas do tipo utilizada nas lentes de contato, que contenham conservantes
e aditivos anti-bactericidas (como EDTA).
6. A exposição prolongada dos contatos a almofadas embebidas em água salgada
ou nos sensores pode levar à formação de colônias de mofo ou populações mi-
crobianas. As almofadas de feltro podem ser limpas por imersão em solução
de lix́ıvia suave ou desinfetantes domésticos e lavagem abundante com água
limpa antes de reidratação e uso continuado. Não usar almofadas que estejam
claramente contaminadas.
7. A ICC utilizada possui uma armação de fixação dos sensores sobre o escalpo
do crânio, recomenda-se não hiper-estender o arco principal ou os braços de
apoio aos sensores. Embora os materiais sejam flex́ıveis e dif́ıceis de quebrar,
eles podem sofrer alguma deformação por alongamento anormal e assim deixar
de aplicar a pressão adequada em todos os locais de contato dos sensores;
8. As emissões de rádio podem interferir com aparelhos médicos e outros equipa-
mentos, incluindo os estimuladores card́ıacos e as bombas de infusão utilizadas
nos sistemas de dosimetria médica automatizada;
9. O uso da ICC deve ser interrompido caso se torne desconfortável para usar ou
cause irritação na pele;
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10. Os terminais utilizados nos sensores são peças pequenas e remov́ıveis e, se mani-
pulados inadequadamente, podem representar risco de asfixia, recomendando-se
então mantê-los afastados de crianças pequenas.
Os sinais biométricos medidos são tratados para que todos os dados sejam proces-
sados e analisados com o objetivo de extrair informações relevantes para elaboração
do protocolo semiótico. Os dois métodos principais de pré-processamento aplicados
são a “Decimação” e a “Remoção de Picos e Distorções” com amplitudes considera-
das fora da escala de análise. Ao se aplicar a Decimação pretende-se observar um
conjunto de pontos com uma amostragem mais lenta, tornando assim a sua variação
mais suave de forma a permitir uma interpretação mais coerente dos dados recolhidos,
figura 5.13.
A aplicação do “Processo de Decimação” permite uma apresentação dos dados no
tempo de maneira mais clara e percept́ıvel. O segundo método, a remoção de picos
causados por acontecimentos não controláveis durante as medições, determina um
valor limite, baseado no valor médio da amplitude do sinal durante a totalidade da
sessão e que não deverá ser ultrapassado. Este procedimento viabiliza a interpretação
de determinados intervalos de tempo das sessões experimentais que, dadas as suas
caracteŕısticas de variação da amplitude excessiva, poderiam vir a ser descartadas.
Visto que as causas inerentes a estas anomalias são de origem não controlada, como
movimentos indesejados ou rúıdos externos, a informação contida nestas mudanças
abruptas de amplitude é nula e não corresponde às alterações biométricas registradas
pelos dispositivos, figura 5.14.
Quando existe a utilização de múltiplas ferramentas ou métodos para estudos e
medições faz-se necessário o uso de um terceiro procedimento, o da sincronização.
Este procedimento tem como objetivo o alinhamento entre o ińıcio da captura dos
dados biométricos e a apresentação dos est́ımulos ao sujeito. O próximo passo no
sentido da classificação dos estados cognitivos e emocionais é o processamento dos
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dados, e é realizado após as estratégias de pré-processamento descritas. Nesta seção
incluem-se a aplicação das médias ponderadas e os gráficos por degraus. A poĺıtica de
descarte é um método usado e aplicado a todas as sessões experimentais no sentido
de verificar se todos os requisitos de qualidade de captação e armazenamento dos
dados foram cumpridos para assim se proceder à respectiva análise de uma forma
correta. No que se refere à aplicação das médias ponderadas, esta técnica é uma
extensão da Decimação, descrita anteriormente, e tem como objetivo principal evitar
a perda de informação decorrente do próprio processo inerente à Decimação. Ao
invés de ser removida uma amostra em intervalos regulares e de igual amplitude, a
amostra a ser removida é comparada com a imediatamente a seguir e é calculada a
média ponderada, substituindo assim as últimas amostras referidas.
Através da aplicação desta metodologia, conciliam-se os benef́ıcios dos dois mé-
todos isolados, por um lado a Decimação, que permite a redução do número de
amostras e assim obter uma distribuição temporal das amostras mais homogênea e
por outro lado as médias ponderadas evitam a perda de amostras. Os gráficos por
degraus, apontam a ocorrência de ńıveis de sinais pré-estabelecidos onde se pretende
identificar mudanças mais lentas na tendência de determinados parâmetros avalia-
dos, normalmente de estados emocionais como ansiedade e excitação, figura 5.15. Os
sinais tratados são então associados, em cada teste espećıfico, com as intenções de
movimento, com os estados emocionais e com as atividades cognitivas que vão formar
os códigos primários do protocolo objeto deste trabalho.
5.5 Interface Homem-Máquina
Os prinćıpios básicos da ética nas pesquisas que envolvam seres humanos con-
sideram principalmente três pontos mais importantes; o respeito pelas pessoas, a
beneficência e a justiça, conforme recomendação do “Belmont Report” [Eth79] . O
respeito pelas pessoas garante que os indiv́ıduos devem ser tratados como agentes
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autônomos, ou seja, um indiv́ıduo capaz de decidir a respeito de seus objetivos pes-
soais e atuar sobre suas decisões e ainda que pessoas com qualquer tipo de debilidade
ou diminuição de autonomia devem ser automaticamente protegidas.
Relativamente à beneficência, qualquer pessoa envolvida numa pesquisa deve ser
tratada de uma forma ética não só respeitando as suas decisões e protegendo-as do
perigo, bem como garantindo o seu bem-estar. A justiça se refere essencialmente ao
tratamento igualitário, o que significa que o conhecimento e os benef́ıcios alcançados
devem ser partilhados de forma justa e tendo sempre em conta o mérito das conquis-
tas alcançadas. Com relação a este trabalho, a escolha de interfaces não invasivas
resulta em que o risco inerente à utilização destes dispositivos biométricos ao longo da
sessão experimental é praticamente nulo; ainda assim todos os procedimentos éticos
foram cautelosamente providenciados. Desta forma procurou-se garantir que todas
as considerações éticas referênciadas anteriormente foram preservadas além de que,
nenhuma pessoa tivesse o seu bem estar ou integridade afetados durante o decorrer
das sessões experimentais.
5.6 O Ambiente de Desenvolvimento
O ambiente de desenvolvimento será constitúıdo principalmente por um emulador
do dispositivo móvel com a plataforma “Android” que é executado utilizando-se os
recursos dispońıveis no “ECLIPSE” [ECL10], figura 5.16.
“Eclipse” é um ambiente de desenvolvimento de programação multi-linguagem
composto, principalmente, pelo módulo IDE (Integrated Development Environment)
e um sistema extenśıvel com “plug-in´s”. É escrito principalmente em Java e pode
ser usado para desenvolver aplicações naturalmente em Java e, por meio dos “plug-
in´s”, também em outras ĺınguas, incluindo “C”, “C++”, “COBOL”, “Python”, “Perl”,
“PHP”, entre outros. A missão de uma “Plataforma de Ferramentas SOA” (STP -
SOA Tools Plataform) é a construção de ambientes e de modelos de ferramentas
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que facilitem a concepção, configuração, montagem, implantação, monitoramento
e gestão de um projeto de “software” em torno de uma “Arquitetura Orientada a
Serviços” (SOA - Service Oriented Architecture).
O projeto é orientado por valores como transparência, extensibilidade, indepen-
dência do fornecedor, colaboração, agilidade no desenvolvimento e inovação baseada
em padrões. STP utiliza a especificação “Service Component Architecture” (SCA)
como seu modelo. STP é um complemento natural para outros projetos do Eclipse,
como o “Web Tools Platform” e “Data Tools Platform”, e reutiliza, conforme o caso,
os componentes desses projetos.
Em adição ao ambiente “Eclipse” foi utilizada a plataforma “Android” para a
formação do ambiente de codificação do protocolo ECOLIG, buscando utilizar ferra-
mentas de mercado atuais e uma solução para dispositivos móveis cujo uso é cada vez
maior entre comunidades de desenvolvedores, fabricantes de equipamentos e usuários.
A plataforma “Android” é desenvolvida pela “Open Handset Alliance”, um grupo de
47 empresas de tecnologia, inclusive de celulares, que tem como objetivo acelerar as
inovações em soluções móveis e oferecer aos usuários experiências mais sofisticadas,
mais baratas e melhores, figura 5.17.
Os arquivos do SDK (System Development Kit) são armazenados na pasta no-
meada “Android-sdk-windows-1.6 r1”. Nesta pasta serão configurados o “plugin” e
as ferramentas do SDK. Em seguida adiciona-se o diretório tools do SDK ao path
do sistema operacional. Isto possibilita executar o Android Debug Bridge (adb) e
outras ferramentas de linha de comando sem precisar especificar o caminho completo
para o diretório tools. A codificação do EcoligMapView, foi desenvolvida utilizando-
se o sistema “Windows” da “Microsoft”, assim, define-se o ambiente de desenvolvi-
mento através do item “Propriedades” no “Meu Computador”. Na aba “Avançado”,
seleciona-se “Variáveis de Ambiente”, e na janela que aparece, através do Path em
“Variáveis do Sistema”, adiciona-se o caminho completo para o diretório “tools”.
Ainda para o desenvolvimento desta aplicação com a plataforma “Android” no
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“Eclipse”, foi necessário instalar o plugin “Android Development Tools” (ADT), que
adiciona suporte integrado para projetos e ferramentas “Android” [Dev79]. Além do
ADT foi utilizado uma versão de AVD (Android Virtual Device). O conceito de
AVD foi criado para auxiliar no desenvolvimento de aplicações “Android”, para que
o emulador possa simular exatamente uma configuração de um celular real. Desta
forma é posśıvel criar várias configurações de AVD para testar as aplicações. Como
as aplicações desenvolvidas utilizam novos recursos, como o teclado virtual e os as-
sociados ao protocolo ECOLIG, foi necessário uma versão de AVD que suportasse
APIs “Google Maps” dentre outros recursos.
Uma terceira componente deste ambiente de desenvolvimento se refere às API´s
relacionadas à ICC (Interface Cérebro-Computador) escolhida. A utilização de uma
interface que pudesse captar os sinais diretamente do cérebro se mostrou um requi-
sito muito importante uma vez que, se desejava preservar a natureza eletro iônica
da origem destes sinais, portanto sem as transduções intermediárias presentes nas
interfaces utilizadas atualmente, como nos músculos, o teclado e o mouse, por exem-
plo. A interface escolhida foi a “EPOC” da “Emotiv”, devido a suas especificações
técnicas, da disponibilidade e da simplicidade de utilização, figura 5.18.
Para que fosse utilizada no ambiente de desenvolvimento foi utilizado um con-
junto de API´s que permitisse monitorar a qualidade dos contatos dos terminais
além dos sinais espećıficos a serem verificados. Também foram utilizados programas
de apoio fornecidos pelo fabricante como o “Emotiv Control Panel” na instalação e
configuração do ambiente [EMO10]. O equipamento permite o monitoramento de 14
canais (além dos pontos de referência CMS/DRL, terminais P3/P4), a aquisição de
sinais neurais e o processamento através de uma interface de comunicação sem fio.
Os terminais de captação seguem o padrão internacional “10-20” de posicionamento:
AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF4.
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Fig. 5.11: Caracteŕısticas de Algumas Ondas Cerebrais
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Fig. 5.12: Tensão de referência-Reg. de Aproximações Sucessivas-SAR/ADC
Fig. 5.13: Efeito da aplicação da Decimação
Fig. 5.14: Efeito da remoção de picos e distorções
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Fig. 5.15: Efeito da aplicação da aproximação por degraus
Fig. 5.16: Ambiente de Desenvolvimento
5.6 O Ambiente de Desenvolvimento 221
Fig. 5.17: Plataforma para Dispositivos Móveis
Fig. 5.18: Interface Cérebro Computador da EMOTIV
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5.7 Estudo de Casos
Para que fosse posśıvel estudar a utilização do protocolo e assim analisar sua
aplicabilidade foram definidas atividades em três categorias:
1. Processo de Treinamento: Etapa em que foi desenvolvido um procedimento de
aprendizagem para as primitivas do protocolo ECOLIG;
2. Navegabilidade geográfica em dispositivo móvel;
3. Usabilidade WEB.
5.7.1 Processo de Treinamento
Utilizando-se o ambiente de desenvolvimento e as estruturas conceituais, ambos
descritos anteriormente, foi criado então um procedimento de treinamento para fami-
liarizar os indiv́ıduos com o protocolo, as interfaces de hardware e o software que serão
utilizadas nos casos a serem estudados a seguir. Nesta fase os indiv́ıduos submetidos
a sessões de preparação e adaptação, devem ser capazes de utilizar adequadamente
a ICC (Interface Cérebro-Computador)e repetir comandos que são enviados ao com-
putador através de uma interface de comunicação sem fio e tratados pelo protocolo
ECOLIG. Finalmente verifica-se a eficácia do procedimento de treinamento utilizado
além das metas de usabilidade e operabilidade de dispositivos móveis utilizando-se
o protocolo ECOLIG. O procedimento utilizado buscou garantir a segurança f́ısica
e psicológica das pessoas envolvidas, além de tentar garantir o mı́nimo de concen-
tração necessária para que se obtivessem resultados mensuráveis, estruturados e que
pudessem ser reproduzidos com precisão sob condições conhecidas e controladas. A
escolha e preparação das pessoas, a adaptação do ambiente de treinamento e testes
e a correta instalação e fixação dos equipamentos foram também importantes já que
não se tratam de procedimentos usuais para aquelas pessoas.
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Como introdução cabe lembrar que o instinto humano e sua maneira de sentir,
perceber, pensar e agir o leva a desviar a atenção para qualquer fato ocorrido ao
alcance dos sentidos. Como consequência a atividade cerebral, principal ponto de
convergência destas ocorrências, é constantemente interrompida ou perturbada por
eventos externos e, dependendo do ńıvel de importância e prioridade, receberá um
tratamento rápido ou não, o que dificulta a capacidade de concentração quando se
pretende utilizar sinais cerebrais para supervisão, controle e comunicação. Este fato,
apesar de inerente aos dispositivos atualmente utilizados, é igualmente importante ao
se dirigir um carro ou ao se executar procedimentos de alto risco utilizando-se a solu-
ção ECOLIG-ICC. O que se pretende com este treinamento é explorar a capacidade
de volição e torná-la capaz de sustentar um ńıvel de concentração até que se alcance
a automação do uso do protocolo a ser assimilado, como ocorre ao se aprender a
conduzir uma bicicleta, dirigir um carro ou tocar um violão. A volição é o processo
cognitivo pelo qual um indiv́ıduo se decide a praticar uma ação em particular. É
definida como um esforço deliberado e é uma das principais funções psicológicas hu-
manas (sendo as outras afeto, motivação e cognição). Processos volitivos podem ser
aplicados conscientemente e podem ser automatizados como hábitos no decorrer do
tempo. As concepções mais modernas de volição expressam-na como um processo de
controle da ação que torna-se automatizada:
volição imanente: é um estado em que se determina uma escolha,
volição emanente, executiva ou imperativa: é quando se coloca em prática qual-
quer ato de escolha em particular;
volição predominante: é quando uma escolha imanente ou determinada controla
ou governa uma série de atos voluntários;
volição subordinada: é aquele ato de vontade que coloca em prática o objeto de-
sejado pela volição predominante ou governante.
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Neste processo de aprendizagem é comum observar que um individuo necessite ul-
trapassar o limiar existente entre a motivação e a volição para que consiga assimilar
uma habilidade e automatizar sua execução como se inata fosse [Gab00].
Para os casos a serem estudados neste caṕıtulo serão utilizados dois tipos de sinais
captados através da ICC, os ditos Cognitivos e os de Expressão:
Cognitivos Estes sinais podem ser configurados e ajustados a partir de diferen-
tes atividades cerebrais. Portanto podem ser associados a uma imagem, um
pensamento ou um est́ımulo, por exemplo. Sua caracteŕıstica principal é a fle-
xibilidade de associação, o que lhe confere um caráter muito pessoal já que é
posśıvel associar um código à imaginação de um cenário espećıfico, por exemplo.
Desta forma os códigos associados a sinais cognitivos apresentam uma curva
de aprendizagem mais rápida e uma maior precisão de comando, não sendo
facilmente confundidos com outras atividades cerebrais, o problema inverso do
EEG, conforme descrito anteriormente (Estrutura do Protocolo). Além disso,
podem evoluir com o treinamento, a medida que o usuário se familiarize com a
interface, aumente seu poder de concentração e alcance os benef́ıcios da assimi-
lação de um conhecimento espećıfico. Destaca-se no entanto a individualidade
deste tipo de sinal já que, a assinatura elétrica produzida por uma imagem,
um pensamento, um odor, um sentimento, por exemplo, são muito pessoais e
podem estar relacionados com diferentes signos do protocolo ECOLIG.
Expressão Diferentemente dos sinais cognitivos, os de expressão, em geral, utilizam
uma assinatura elétrica padrão média dos seres humanos. Alguns procedimen-
tos podem ser executados de modo a minimizar a ocorrência de interpretações
indevidas, mais comum na identificação deste tipo de sinal, como alguns ajus-
tes na interface e até mesmo uma configuração pessoal. Esta configuração é
um tipo de treinamento inicial espećıfico para aquele sinal, um tipo de ajuste
fino para a assinatura elétrica universal. Estas imprecisões ocorrem também
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devido ao problema inverso do EEG, já que seu padrão elétrico é mais facil-
mente confundido com outras atividades cerebrais. Os sinais de expressão se
referem a comandos de movimentos musculares, normalmente da face, e sofrem
muitas interferências de rúıdos provenientes das regiões vizinhas quando ocorre
o movimento muscular; também é resultado da falta de concentração/controle
das pessoas, já que são atividades com movimentos quase automáticos, como
piscar os olhos, sorrir, mexer a sobrancelha ou ranger os dentes por exemplo.
O ideal seria conseguir captar a intenção destes movimentos e obter um con-
trole muito preciso destes sinais, o que pode ser conseguido com um peŕıodo
de treinamento mais longo e com equipamentos mais senśıveis e seletivos. A
principal vantagem destes sinais é possibilitar uma assinatura elétrica universal
onde os sinais emanados da atividade cerebral seja semelhante de uma pessoa
para outra.
Procedimento
• Todos os participantes foram consultados antes de cada teste quanto a sua
integridade f́ısica, seu bem estar e sua disposição em participar das sessões.
Além disso, todos os participantes das sessões experimentais foram voluntários
e previamente convidados para a realização das mesmas. A estes foi entregue
um documento, o texto “Procedimentos dos Testes” (modelo anexo), onde são
descritos de forma sumária os procedimentos e ações a serem desenvolvidos
durante a sessão experimental. Juntamente com os procedimentos foi também
entregue o “Questionário de Seleção” (modelo anexo) que visa selecionar os
participantes com base em critérios espećıficos para o presente estudo. Du-
rante as sessões experimentais foi pedido aos participantes para comandarem
mentalmente ou executarem os movimentos, de acordo com o teste, visando a
captação dos dados biométricos, estas instruções também haviam sido informa-
das antes do ińıcio de cada sessão. No final, foram colocadas questões, algumas
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das quais com o objetivo de saber a opinião dos participantes quanto à sessão
na sua globalidade, o espaço f́ısico, a temperatura ambiente, a preparação de
toda a sessão e o próprio conteúdo multimı́dia apresentado. As questões finais
foram colocadas com o propósito de garantir o conforto do participante e a sua
opinião sobre toda a sessão experimental e os procedimentos associados. Todas
as respostas obtidas foram consolidadas e apresentadas como conclusões deste
trabalho.
• Devido às limitações de recursos, optou-se por orientar os treinamentos sob
condições especiais, ou seja, não foram feitos treinamentos de campo, onde a
realidade adversa do ambiente urbano, por exemplo, poderia apresentar res-
postas e até reações cognitivas diferentes entre as pessoas. Portanto, foi con-
veniente que o ambiente fosse silencioso e livre de perturbações que pudessem
prejudicar a concentração das pessoas submetidas aos treinamentos;
• Foi mantido o mesmo ambiente de treinamento, o mesmo horário e as demais
condições durante todos os dias de um mesmo tipo de treinamento;
• Os equipamentos utilizados foram um microcomputador, uma interface do tipo
ICC e seus acessórios de manutenção e instalação; também foram utilizados
artefatos destinados a motivar a concentração e associação dos comandos a
serem assimilados;
• Os terminais da interface utilizada requerem uma preparação visando melhorar
a captação de sinais e maior conforto para o usuário. Os contatos metálicos são
acoplados a peças almofadadas de polietileno expandido que são umedecidos
com soro fisiológico. Estas almofadas devem ser mantidas hidratadas até o final
dos procedimentos. Após vários testes concluiu-se que, quando completamente
secas, estas almofadas precisam receber pelo menos 12 gotas de soro. Porém,
se já se encontram semi umedecidas, bastam 8 gotas para se obter um contato
5.7 Estudo de Casos 227
bom para uma sessão de até 2 horas de treinamento, em média;
• A interface sem fio proporciona maior flexibilidade e liberdade de movimentos
aos usuários, no entanto a tecnologia utilizada requer que sua bateria seja
recarregada a cada duas horas de utilização, aproximadamente;
• Os participantes foram submetidos a uma fase de configuração, onde:
– foi explicado a cada participante os prinćıpios de funcionamento de cada
equipamento envolvido no treinamento;
– receberam instruções de como utilizar os equipamentos;
– com esta fase de configuração cada pessoa tem a oportunidade de adaptar
a interface a seus ńıveis de sinais emitidos pelo córtex, à morfologia da
caixa craniana, às condutâncias do seu couro cabeludo e principalmente
às suas assinaturas elétricas que serão associadas aos códigos do protocolo
ECOLIG;
– ao final da fase de configuração foi gerado um arquivo no computador com
o perfil de cada pessoa. Este perfil é carregado antes de cada sessão de trei-
namento de modo que o sistema ajusta automaticamente a sensibilidade
e os outros parâmetros ao perfil de cada pessoa;
• Três pessoas foram submetidas aos treinamentos, sendo que foram executados
2 peŕıodos por dia, um pela manhã e outro a tarde, com duração de 30 minutos
cada um, para cada pessoa;
• Os peŕıodos foram repetidos durante 10 dias subsequentes;
• Os peŕıodos diários de treinamento foram interrompidos por intervalos de pelo
menos 6 horas de recarga da bateria da interface;
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• O procedimento referente a cada treinamento foi executado 30 vezes em 15
minutos, portanto um a cada meio minuto. Assim a pessoa tentava execu-
tar a operação de acordo com o tipo de treinamento durante 15 segundos e
descansava outros 15 segundos para então repetir a tentativa;
• O número de acertos foi registrado a cada dia para cada participante e colocado
em uma planilha que deu origem aos gráficos apresentados a seguir;
• Os comandos interpretados de maneira involuntária também foram apontados
pela pessoa em treinamento e registrados por um observador;
• Para análise de comportamento e conformidade com o protocolo ECOLIG fo-
ram treinados quatro tipos de sinais Cognitivos e quatro de Expressão que serão
associados a quatro primitivas do protocolo;
O treinamento inicial foi feito com o sinal cognitivo associado à primitiva de Mo-
vimento na categoria humanista do protocolo ECOLIG. Sua componente vetorial foi
associada ao deslocamento que comanda um movimento para frente, com intensidade
livre, não determinada em direção ao fundo da tela do computador. Foi sugerido às
pessoas submetidas ao treinamento que utilizassem a intenção do movimento como
atividade geradora desta assinatura elétrica; no entanto, como a natureza do sinal é
cognitiva, as pessoas tiveram a liberdade de criar sua assinatura elétrica, proveniente
de uma atividade cerebral de sua escolha, que seria então associada a este comando
na fase de configuração e posteriormente identificada na fase de treinamento pelo
sistema, figura 5.19.
A falta de concentração e familiaridade com estes novos dispositivos dificultou o
ińıcio dos procedimentos mas, pode-se observar um comportamento semelhante da
curva de aprendizagem para as três pessoas. A intenção de executar um movimento
para a esquerda é uma atividade que se executa diariamente de maneira automática,
os neurônios, os nervos e os músculos comandam este movimento da estrutura óssea
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Fig. 5.19: Treinamento Cognitivo - Movimento p/ Frente
promovendo o deslocamento solicitado de uma maneira tão precisa e tão rápida que
parece simples. É interessante comparar a reaprendizagem desta habilidade com
um aprendizado já assimilado pela mesma pessoa há muitos anos e que, se encontra
automatizado em alguma parte da inteligência humana. A diferença é que se pretende
utilizar o comando e não o acionamento efetivo, e em outro sistema, algo nunca ou
poucas vezes tentado antes por estas pessoas.
Um comando semelhante é objeto do treinamento realizado com outro sinal de
expressão, figura 5.20. Neste caso o sinal foi também associado à primitiva de Movi-
mento, ainda na categoria humanista do protocolo ECOLIG e com a mesma compo-
nente vetorial, associada ao deslocamento para a esquerda e também com intensidade
livre. Pode-se observar que a curva de aprendizagem foi mais lenta e que o número
de eqúıvocos, comandos validados pelo sistema porém sem a intenção da pessoa, é
maior que no aprendizado com sinais cognitivos.
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Fig. 5.20: Treinamento de Expressão - Olhos p/ a Esquerda
A repetição sistemática de comandos de Movimento através de sinais cognitivos
e de expressão se alternaram em dois peŕıodos durante os dez dias de treinamento,
figuras 5.21 e 5.22. Ao se observar os resultados é posśıvel verificar uma coerência
com os peŕıodos de treinamento já observados.
Os algoritmos para captação dos sinais cognitivos e de expressão, a serem asso-
ciados com os signos do protocolo ECOLIG, foram implementados utilizando-se as
primitivas de acesso à ICC conforme documentação do fabricante da interface.
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Fig. 5.21: Treinamento Cognitivo - Movimento p/ Trás
Fig. 5.22: Treinamento de Expressão - Olhos p/ a Direita
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Signos Cognitivos
Inicialmente, foram implementadas as rotinas de treinamento para os signos cog-
nitivos escolhidos para verificar as proposições desta tese. Os signos escolhidos foram
de “Movimento para a Frente ou Profundidade” (Push) e “Movimento para Trás ou
Recuo” (Pull). Estes movimentos serão associados às funções de “Zoom in” e “Zoom
out” na navegação através do dispositivo emulado.
O desenvolvimento dos códigos para treinamento do protocolo e identificação dos
signos no modo operacional utilizou a rotina “Main” e outras três principais que
descreveremos a seguir:
Main declara o ambiente e as demais rotinas, inclui as bibliotecas de acesso à inter-
face, gerência a console de interação com o usuário, identifica eventos advindos
da interface cérebro-computador, algoritmo 3;
sendCognitivAnimation sinaliza o tipo de ocorrência de eventos cognitivos, quan-
tifica sua intensidade, comunica à console e aciona o seu tratamento, algoritmo
4 (Anexos);
handleCognitivEvent trata os eventos cognitivos de treinamento, interagindo com
o usuário através da console de operação, algoritmo 5 (Anexos);
handleUserInput recebe e trata os comandos da console digitados pelo usuário,
algoritmo 6 (Anexos).
As rotinas que tratam a interface consideram basicamente três tipos de eventos:
• Eventos relacionados com conexão e desconexão da interface;
• Novos sinais captados pela interface, relacionados com mudanças de estado nas
atividades cerebrais da pessoa sob teste. Estes sinais são recebidos através da
rotina “EventGetEmoState” e sinalizados através de “StateUpdated”.
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• Eventos relacionados com treinamento e configuração através de “CognitivE-
vent”.
O algoritmo principal atribui o local de rede onde será montado o ambiente de
treinamento, neste caso, a própria máquina hospedeira do ambiente Eclipse de de-
senvolvimento. Um identificador de evento “EventHandle” e um “Buffer” são criados.
O programa consulta então a interface para verificar se houve alguma ocorrência. Se
o resultado for um “StateUpdated”, então há uma nova informação a ser tratada. A
função “EventGetEmoState” copiará as informações para o “Buffer alocado. A rotina
“GetNextEvent” irá retornar “NO EVENT” se nenhum novo evento ocorreu desde
a última chamada. O programa também pode receber códigos de erro para tratar
potenciais problemas que são relatados pela interface. Em seguida verifica se a inter-
face está desconectada; caso contrário identifica as portas de comunicação utilizadas
e o “socket” para envio de mensagens destinadas à console de interação com o usuá-
rio. Trata os comandos digitados pelo usuário bem como os novos eventos gerados a
partir da interface quando a variável de estado é atualizada; caso contrario sinaliza
uma situação de erro e finaliza a interface. Os principais procedimentos tratados
se referem ao treinamento e posterior identificação de sinais cognitivos espećıficos.
Utiliza-se a biblioteca de rotinas fornecidas pelo fabricante, conforme descrito a se-
guir, para associar assinaturas elétricas com um conjunto de códigos pré-definidos.
Posteriormente, estas assinaturas e códigos serão identificados pela interface, para
associação com os signos do protocolo ECOLIG através das aplicações.
• NEUTRAL, estado neutro;
• PUSH, movimento de empurrar;
• PULL, movimento de puxar;
• LIFT, levantar;
• DROP, deixar cair;
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• LEFT, movimento para a esquerda;
• RIGHT, movimento para a direita;
• ROTATE LEFT, rotacionar para a esquerda;
• ROTATE RIGHT, rotacionar para a direita;
• ROTATE CLOCKWISE, movimento circular no sentido do relógio;
• ROTATE COUNTER CLOCKWISE, circular no sentido inverso do relógio;
• ROTATE FORWARDS, movimento de translação para a frente;
• ROTATE REVERSE, movimento de translação reversa;
• DISAPPEAR, desaparecer.
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Signos de Expressão
Nesta fase foram implementadas as rotinas de treinamento para os signos de ex-
pressão. Para efeito da proposta desta tese foram codificadas as expressões “Olhos
para a Esquerda” (Look Left) e Olhos para a Direita”(Look Right).
Os sinais de expressão captados pela interface utilizada são divididos em três cate-
gorias:
Face superior: relacionada com as ações “Sobrancelhas Levantadas” e “Sobrance-
lhas Franzidas”;
Olhos: relacionada com os movimentos dos olhos como “Piscar”, “Piscar Esquerda”,
“Piscar Direita”, “Olhos para a Esquerda”, “Olhos para a Direita”
Face inferior: relacionada com as ações “Sorrir”, “Movimento Inferior da Face Es-
querda”, “Movimento Inferior da Face Direita”, “Ranger os Dentes”, “Garga-
lhada”
Na categoria “Olhos” os signos desejados foram gerados a partir dos sinais cap-
tados pelas API´s “ExpressivIsLookingRight” e “ExpressivIsLookingLeft”. Cada ex-
pressão será traduzida em seu respectivo signo no protocolo ECOLIG sendo que o
caracter “L” corresponde a ação de movimento dos olhos para a esquerda e a letra
“R” ao movimento dos olhos para a direita.
Os signos escolhidos, associados aos movimentos oculares para a esquerda e para
a direita, não permitem treinamento de configuração. Portanto, a estrutura de soft-
ware que implementa os signos de expressão, é muito semelhante à anteriormente
apresentada para os códigos cognitivos. O desenvolvimento se restringe à identifica-
ção dos signos e seu tratamento que utilizou a rotina “Main” e outras três principais
que descreveremos a seguir:
Main como na codificação dos signos cognitivos, declara o ambiente e as demais ro-
tinas, inclui as bibliotecas de acesso à interface, gerencia a console de interação
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com o usuário, identifica eventos advindos da interface cérebro-computador,
algoritmo 7 (Anexos);
sendExpressiveAnimation sinaliza o tipo de ocorrência de eventos de expressão,
determina sua intensidade, comunica à console e aciona o seu tratamento, al-
goritmo 8 (Anexos). Trata as expressões faciais segundo os seguintes códigos e
intensidade, se for o caso:
Blink, código B, sem intensidade;
Wink left, código l, sem intensidade;
Wink right, código r, sem intensidade;
Look left, código L, sem intensidade;
Look right, código R, sem intensidade;
Eyebrow, código b, intensidade inteiro de 0 a 100;
Smile, código S, intensidade inteiro de 0 a 100;
Clench, código G, intensidade inteiro de 0 a 100.
handleExpressiveEvent trata os eventos cognitivos de treinamento, interagindo
com o usuário através da console de operação, algoritmo 9 (Anexos);
handleUserInput recebe e trata os comandos da console digitados pelo usuário,
algoritmo 10 (Anexos).
5.7.2 Navegabilidade em dispositivo móvel
A mobilidade é uma caracteŕıstica cada vez mais presente nos dispositivos ele-
trônicos, uma realidade que mobiliza fabricantes, desenvolvedores e consumidores
em busca da interoperabilidade e da portabilidade para se evitar a redundância de
esforços e assegurar a usabilidade, redução de custos e a sustentabilidade. Uma das
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iniciativas bem sucedida, neste sentido, é a plataforma aberta“Android” iniciada pela
GoogleTMe posteriormente conduzida pelo “OHA” (Open Handset Alliance).
Com a utilização do protocolo ECOLIG e de uma ICC (Interface Cérebro-Computador)
pode-se demonstrar os benef́ıcios de uma nova forma de interação também com os
equipamentos móveis. Com este experimento propõe-se comprovar que as funcionali-
dades do dispositivo móvel podem ser controladas utilizando-se a ICC e o protocolo
ECOLIG; além de determinar o tempo médio de treinamento para utilização da so-
lução ICC-ECOLIG, pretende-se também verificar a Usabilidade, as melhorias e as
deficiências da solução, identificando ainda novas aplicações em dispositivos móveis
que possam utilizar a solução ICC-ECOLIG. A principal contribuição desta etapa
se refere à codificação de programas que tratam os comandos ECOLIG recebidos da
ICC e executam as funcionalidades na plataforma “Android”. Assim os indiv́ıduos
submetidos a sessões de preparação e adaptação, devem ser capazes de utilizar ade-
quadamente a ICC e repetir comandos do protocolo ECOLIG que são enviados ao
computador através da interface de comunicação, onde um simulador do “Android”
recebe e trata estes comandos sem a utilização de outros recursos de controle/atua-
dores como as mãos e a voz humana, por exemplo.
Uma das facilidades do “Android” é o seu acesso nativo à infra-estrutura do “Go-
ogle Maps”. O “Android LocationManager”, permite determinar uma latitude e lon-
gitude como funcionalidades nativas ao sistema. O uso de “APIs” (Application Pro-
gram Interfaces) pode facilitar o desenvolvimento de aplicações sobre uma plataforma
como a de desenvolvimento do “Android”; neste caso o uso da “Google Maps API” foi
fundamental para que fosse posśıvel explorar alguns recursos já implementados de
posicionamento e navegação, apesar de que nem todas as funcionalidades de “GPS e
Tower-based location system” estivessem dispońıveis [Ope10].
Na codificação do “EcoligMapView”, foi desenvolvido um aplicativo que a partir
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do posicionamento do dispositivo móvel, através do módulo “GPS”, iniciou-se um
objeto “MapActivity” no centro da tela com as coordenadas daquele local, e então
utilizou-se um “overlay” para desenhar uma máscara sobre ela. Os serviços baseados
em localização com o “Android” permitem que os desenvolvedores especifiquem qual
o método de pesquisa de localização será utilizado. Isso permitiu adequar o consumo
de energia, o custo de operação e a precisão à proposta dos testes com um sistema de
navegação que utilizou uma interface cérebro-computador e o protocolo ECOLIG. Já
que a finalidade deste experimento era avaliar a capacidade de navegar, utilizando-se
o protocolo ECOLIG em substituição à interface convencional que opera um dispo-
sitivo móvel, foi fornecida uma localização inicial ao emulador e posteriormente foi
utilizado um manipulador do objeto “LocationManager”, como objeto de alto ńıvel
para se determinar a localização do dispositivo móvel. O “LocationManager” pode
usar qualquer número de objetos “LocationProvider” para fazer a pesquisa GPS (ou
tower-based).
Programação
A codificação no ambiente “Android” através do “Eclipse” utiliza uma estrutura
multilinguagem de modo a se extrair as principais vantagens na elaboração de inter-
faces como as GUI (Graphic User Interface), dos procedimentos de acesso à Internet
e outros de interação com dispositivos locais, por exemplo, tudo em um mesmo am-
biente de desenvolvimento, figura 5.23.
Nesta implementação, os principais arquivos e pastas que codificam as principais
funcionalidades do emulador, figura 5.24, na plataforma “Android”, são descritos a
seguir:
MapActivity.java: Codificação em JAVA que lança a atividade principal do pro-
jeto;
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Fig. 5.23: Tela do Eclipse, Ambiente de Desenvolvimento Integrado
R.java: Arquivo contendo a identificação e as declarações JAVA;
Android Library/: Pasta contendo os arquivos “Android SDK”;
assets/: Módulos multimı́dia e outros;
res/: Diretório base com recursos utilizados pelas UI (Unit Interfaces);
res/drawable: Diretório de Imagens utilizados no ńıvel de UI (Unit Interfaces);
res/layout: Arquivos“XML”que determinam o“layout”de apresentação do projeto;
res/values: Localização de sentenças e arquivos de configuração;
AndroidManifest.xml: Arquivo que descreve o “EcoligMapView” para o sistema
operacional.
Serão descritas a seguir as principais rotinas implementadas para que seja pos-
śıvel entender o funcionamento do Sistema Operacional Android, sua relação com
o ambiente de desenvolvimento Eclipse e o emulador de um modelo de dispositivo
móvel que suporte a implementação de alguns signos do protocolo ECOLIG com as
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Fig. 5.24: Tela principal do Emulador de Dispositivo Móvel
bibliotecas do Google Maps e outras funcionalidades inerentes a este tipo de dispo-
sitivo, figura 5.25.
O “AndroidManifest.xml”, algoritmo 11 (Anexos), é escrito em “XML” pois é
um módulo do tipo descritivo onde são definidos os nomes do projeto, as principais
bibliotecas e é também onde são solicitadas as permissões de acesso aos principais
recursos do sistema “Android. Portanto definiu-se o nome do “PACKAGE” como
“ECOLIG.hellomapview” que vai executar os signos ECOLIG sobre a plataforma
“Android”, figura 5.26.
Como ı́cone de acesso à aplicação implementada foi utilizado o śımbolo da tela
principal do ECOLIG e o nome deste arquivo é declarado também neste módulo
do programa; a partir deste será evocada a aplicação dentro do emulador que será
executado sobre da plataforma “Android”, figura 5.27. Aqui também é declarado o
nome da aplicação (EcoligMapView) e sinaliza que será utilizada a biblioteca “Google
Maps”.
A partir da “atividade” principal “ecoligmapview”, utiliza-se as frases definidas
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Fig. 5.25: Tela do Emulador com Android e Google Maps
em “MAIN” e “LAUNCHER” para comunicar ao “Android” o que deve ser executado
assim que a aplicação for iniciada, figura 5.28.
Declara as permissões que serão utilizadas para acesso à Internet, aos mapas
remotos da “Google” e também define a necessidade de um emulador de dispositivos
móveis “versão 5” ou superior para que seja posśıvel executar as funções de rede, do
Google Maps e do protocolo ECOLIG.
Um dos módulos escrito em linguagem “Java” é o “R.java” que não será detalhado
aqui, mas é onde se encontram os números de referência para os recursos gráficos,
figura 5.29. A cada nova figura ou animação adicionada na pasta “res/drawable”
resulta em um identificador correspondente na classe “R.java”. As referências podem
então ser feitas através destas identificações, em vez dos arquivos de imagem. Isso
permite que sejam manipulados com maior facilidade quanto a localização, tamanho
da tela, e outros que podem ocorrer com uma eventual mudança de dispositivo.
A rotina “Main” do “package” EcoligMapView declara a orientação e as dimensões
das telas utilizadas nas aplicação, mas principalmente a possibilidade do usuário
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Fig. 5.26: Package Ecolig.hellomapview executado sobre Android
interagir com a aplicação através do mouse, que neste caso será associado aos signos
de movimento do protocolo ECOLIG de “Zoom in” e “Zoom out”, figura 5.30.
Estes signos foram implementados inicialmente através do acionamento mental
do teclado virtual do emulador e posteriormente através do comando mental gerando
os códigos de navegação associados às respectivas operações de “Zoom” da interface
“Google Maps”. Além disso, este módulo também fornece a chave de acesso exclu-
siva do ECOLIG (”0TYI-FzEtsBsR8fCOTDfbyFGnwsbrUE q0uWfcA”) às APIs do
“Google Maps”. Esta chave foi previamente fornecida através de um procedimento
definido pela “Google” para desenvolvedores.
Finalmente o código Java “ecoligmapview”, que representa uma instância de “Ma-
pActivity”, utiliza as primitivas de navegação do módulo“MapController”para execu-
tar os signos de movimento com os recursos de posicionamento geográfico do “Google
Maps”. Utiliza uma estrutura de camadas que amarrada a uma grade se sobrepõe um
mapa com um determinado ńıvel de aproximação e precisão. A aplicação é iniciada
nas coordenadas (“-22.821184”, “-47.066394”), figura 5.31, que se refere ao prédio da
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Fig. 5.27: Ícone de seleção da aplicação EcoligMapView
Faculdade de Engenharia Elétrica e de Computação da Universidade Estadual de
Campinas. Também foi definido o passo de profundidade de 10 vezes, ou seja, a
cada comando de “Zoom” avança-se ou recua-se 10 vezes na escala de dimensão da
imagem aérea, figura 5.32. Os signos de avanço ou recuo estão associados às teclas
3 e 1 respectivamente. Estas teclas foram acionadas mentalmente através de um
apontador e do teclado virtual, e posteriormente através da associação do comando
mental direto associados aos códigos de comando desejados.
A principal caracteŕıstica deste tipo de protocolo é que, ao contrário de um pro-
tocolo de comunicação convencional, suas primitivas podem evoluir em um processo
cognitivo através da maturidade dos signos por ela utilizados. A navegação geográ-
fica demonstrada anteriormente pela solução ECOLIG-ICC-ANDROID, evoluiu em
vários ciclos de utilização do protocolo e pode continuar se desenvolvendo com a ma-
turidade proporcionada pela aprendizagem adquirida. A medida que o(s) sistema(s)
inteligente(s) interagem com o ambiente os signos do protocolo ganham outros sig-
nificados, promovendo-os a interpretações mais sofisticadas como, por exemplo, na
navegação ECOLIG-ICC-ANDROID, onde alguns ciclos verificados foram:
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Fig. 5.28: Emulador executando a atividade principal do EcoligMapView
1. Primeiro Ciclo: Nesta fase os signos foram utilizados para, através de um
apontador e um teclado virtual, selecionarem ações a serem executadas sobre
o ambiente. Foram utilizadas interfaces gráficas e visuais, associadas a aciona-
mentos de teclas e apontadores para que se pudesse transmitir um ńıvel de in-
formação ou comando. Estes procedimentos, associados ao protocolo ECOLIG,
podem ser considerados de baixo ńıvel já que são interpretados como padrões
secundários não associados ao objetivo principal da ação sobre o ambiente.
2. Segundo Ciclo: Neste ciclo os signos do protocolo são interpretados como ações
a serem executadas diretamente sobre o ambiente, assim as primitivas de des-
locamento espacial por exemplo, as mesmas utilizadas anteriormente, agiram
sobre o ambiente mais rapidamente, sem a necessidade dos dispositivos apon-
tadores e teclados. Desta forma, o sistema inteligente (usuário) navegou sobre
o mapa segundo seus instintos naturais de posicionamento e direção até chegar
a um destino espećıfico, outro local. Ainda que, mais rápido, mais eficaz e
utilizando muito menos recursos e energia, o processo pode receber melhorias,
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Fig. 5.29: Tela do emulador com recursos gráficos
rebaixando alguns itens principais a secundários e até eliminando alguns itens
secundários, dependendo do objetivo da ação desejada.
3. Terceiro Ciclo: No processo semiótico cont́ınuo, onde ocorre o amadurecimento
do signo do protocolo ECOLIG, pode-se questionar a relevância do tratamento
de algumas informações manipuladas pelo usuário como, por exemplo, os des-
locamentos através de caminhos que utilizam coordenadas geográficas, mapas
sofisticados e sistemas de direção tridimensional em relação ao satélite obser-
vador. Se o objetivo da ação sobre o ambiente (Tela do Android) é se alcançar
o prédio da FEEC na UNICAMP, esta informação deveria ser suficiente mas,
para que isso fosse padronizado e essa informação pudesse ser tratada e até
transmitida a outros sistemas inteligentes, foi necessário que se transformas-
sem em dados que pudessem ser reconhecidos por processadores numéricos e
que pudessem ser “digitados” ou “apontados”. Novamente observa-se aqui uma
codificação atrelada a interfaces “manipuladas”. Interpretar os signos associa-
dos à imagem da FEEC pode ser o resultado de um novo ciclo semiótico do
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Fig. 5.30: Operação de “Zoom In” através do protocolo ECOLIG
protocolo ECOLIG. O uso de coordenadas, seu posicionamento em relação ao
observador e outras informações não estão diretamente associados ao objetivo
principal da ação sobre o ambiente (Tela do Android), nesta caso. Estes ciclos
podem se suceder até que se alcance um ńıvel de maturidade satisfatório na
interpretação dos signos do protocolo ECOLIG, segundo os objetivos da ação
sobre o ambiente.
5.7.3 Usabilidade WEB
Novas interfaces precisam ser desenvolvidas para que se possa extrair a melhor
funcionalidade de um protocolo orientado a signos, principalmente associado a in-
terfaces do tipo cérebro-computador. Isso porque há de se privilegiar o conteúdo
à forma, há de se buscar a essência semiótica do signo e não sua interpretação em
uma etapa do seu desenvolvimento. Um exemplo deste fato pode ser observado em
um sistema de telefonia. O objetivo é poder transmitir e receber uma informação,
portanto o número telefônico, a tecnologia utilizada para localizar o destino, para
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Fig. 5.31: Coordenadas iniciadas no prédio da FEEC-UNICAMP
codificar, transmitir e decodificar, as transduções e seus ajustes, como o volume do
som, por exemplo, são todos processos intermediários que demandam muita ener-
gia, complexidade, tempo e introduzem outros problemas não desejados e fora do
contexto, em prinćıpio. O próprio texto ou a linguagem sonora introduzem a neces-
sidade de que se conheça o seu código de formação para que se consiga registrá-las,
transmiti-las e decifrá-las. Isto parece simples e óbvio, mas tem sido utilizado há
anos. Além disso, novas tecnologias têm sido desenvolvidas sobre estes paradigmas,
onde muito investimento tem sido feito para que se consiga utilizá-las em sua forma
original. No entanto, novas formas de endereçamento, de tratamento da informação e
de comunicação, podem ser obtidas utilizando-se signos. Em busca do ńıvel semiótico
mais elevado de um signo, uma instância intermediária já pode trazer uma contri-
buição muito grande. No processo de se comunicar através do telefone, recuperar o
número do destino, discar e estabelecer a ligação podem ser procedimentos sujeitos
a melhorias. Uma agenda eletrônica em um dispositivo “VOIP” (Voice Over Internet
Protocol), por exemplo, pode pular todas estas etapas, simplesmente selecionando-se
com o mouse o ı́cone ou a imagem relacionada com a pessoa que se deseja falar. Neste
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Fig. 5.32: Avanço de 10 vezes na escala de aproximação
procedimento é comum as pessoas acabarem esquecendo os números dos telefones, já
que não são mais utilizados, ao menos não como uma informação principal, mas sim
como uma informação secundária. A contribuição aqui proposta é utilizar o proto-
colo ECOLIG como uma ferramenta sistemática para eliminar ou automatizar toda
informação dita secundária e reduzir o quanto posśıvel toda informação principal à
condição de secundária. Em seguida, repete-se o processo até que ele esteja refi-
nado a ponto de se alcançar um estado de mı́nimo consumo de energia e dos demais
recursos. Este procedimento é posśıvel de ser implementado utilizando-se sistemas
inteligentes, portanto capazes de aprender sempre, e uma interface que utilize um
protocolo semiótico, que é a ferramenta para o aprendizado cont́ınuo.
Na figura 5.33, pode se verificar ı́cones de acesso a funcionalidades ligadas à sen-
sação musical. Através deles pode-se invocar um álbum de músicas, as musicas de
um artista, de uma lista preferencial ou ainda de uma pré-seleção armazenada. Mas
se fosse evocada a sensação musical diretamente a partir de uma assinatura mental,
um padrão elétrico captado por interfaces do tipo ICC, por exemplo, seria posśıvel
eliminar ou automatizar os procedimentos mencionados, restando apenas o principal,
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Fig. 5.33: Ícones de acesso à funcionalidades musicais
que são as sensações e as emoções. O protocolo ECOLIG fornece a base desta codi-
ficação em um processo de aprendizagem, onde o reconhecimento de padrões passa a
ser uma das ferramentas principais. Na figura 5.34, pode-se observar outro exemplo
de implementação feita ainda sobre um emulador utilizando-se a plataforma Android.
Neste caso, utiliza-se um navegador que é acionado através de signos do protocolo
ECOLIG que, agindo sobre os dispositivos gráficos convencionais, permitem uma na-
vegação sem que seja necessário o toque no teclado ou mesmo na tela do dispositivo
móvel, figura 5.34.
Uma funcionalidade do sistema utilizado permite que endereços armazenados an-
teriormente sejam utilizados como sugestão para facilitar a navegação, figura 5.35.
Este recurso já oferece, em muitos casos, um conforto para a navegação através da
digitação, uma melhor usabilidade deste tipo de interface. Um recurso semelhante
é oferecido na digitação de mensagens do tipo SMS (Short Message Service), por
exemplo, onde um dicionário pode ser utilizado para minimizar a quantidade de te-
clas digitadas ao se preparar uma mensagem a ser enviada a um destino no celular.
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Fig. 5.34: Navegando com o uso do protocolo ECOLIG
No entanto, ao se utilizar a sequência semiótica pode-se automatizar estas ações atra-
vés de sinais elétricos. Uma assinatura elétrica captada pela ICC pode ser associada
a um signo que busca a página desejada, sem a necessidade de que seja digitada
uma letra sequer. Seria quase como ler o pensamento ou a intenção do operador do
dispositivo móvel, figura 5.36.
O foco está no objetivo final da operação e na possibilidade de se reduzir ações à
categoria secundária, podendo assim serem eliminadas ou automatizadas. O proto-
colo ECOLIG é essencial neste processo semiótico, pois permite que os significados
sejam redefinidos como acontece em uma meta-interpretação. Ao se observar uma
pintura, por exemplo, este processo acontece em ciclos de observação e redefinição
até que se alcance um ńıvel de maturidade satisfatório na mente do interpretante.
Na codificação através do protocolo ECOLIG isto pode ser feito pela redefinição
do significado através de uma metalinguagem. Na prática, é como se fosse seleci-
onada a mesma palavra em um texto “HTML”, mas que agora leva o navegador a
outro endereço eletrônico, porque seu “link” foi modificado, figura 5.37. Apesar de
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Fig. 5.35: Navegador sugere páginas previamente utilizadas
semelhante a uma metalinguagem, o poder de acionar novos procedimentos, rotinas
e até mesmo outros sistemas confere à solução ECOLIG-ICC um poder muito maior.
Não é coincidência o fato deste procedimento ter grande semelhança com o mé-
todo proposto por Walter Andrew Shewhart nos anos 30, o PDCA (Plan, Do, Check,
Act), figura 5.38, e posteriormente desenvolvido por Willian Edwards Deming com
muito sucesso, o PDSA (Plan, Do, Study, Act) [Moe09]. Em resumo, este proce-
dimentos buscam responder, de maneira estruturada, figura 5.38, há três perguntas
fundamentais para a melhoria de um processo:
1. O que se pretende realizar?
2. Como se sabe que uma mudança é uma melhoria?
3. Que mudanças podem ser feitas que resultam em uma melhoria?
No que se refere à solução ECOLIG-ICC, a evolução quanto à usabilidade ou
mesmo quanto às inovações introduzidas visando melhorar a eficácia dos processos,
pode ser comprometida devido a caracteŕısticas decorrentes do estágio atual de de-
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Fig. 5.36: Página desejada pelo operador
senvolvimento destas tecnologias. Deve ser reconhecido que muitos avanços foram
feitos, que o ńıvel de desenvolvimento atual é muito melhor do que há alguns anos
atrás, porém, para que seja posśıvel incorporar estas inovações ao “Umwelt” dos se-
res humanos, há de se aprimorar consideravelmente alguns aspectos fisiológicos e até
mesmo eletrônicos visando oferecer maior conforto e facilitando a aceitação destas
novas tendências. Outro item a ser considerado é a faixa de frequência dos sinais mo-
nitorados pela interface. Neste caso, foram considerados sinais de baixa frequência
que, apesar de serem mais fáceis de serem captados nesta região, são mais sujeitos a
rúıdos e falsa detecção. A captação de sinais de alta frequência poderia proporcionar
a aquisição de sinais mais seletivos. Dentre estes pontos mais importantes a serem
modificados pode-se destacar:
• autonomia das baterias;
• facilidade de “vestir”;
• processo de instalação;
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Fig. 5.37: O conceito dinâmico de uma metalinguagem
Fig. 5.38: Método PDCA para melhoria de processos
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Fig. 5.39: Monitores miniaturizados e utilizados mais próximos do corpo
• mobilidade;
• sistema de conexão f́ısica e lógica (single sign on);
• padronização e o consequente reconhecimento pelos diversos dispositivos ele-
troeletrônicos;
• ergonomia;
• os circuitos, sua complexidade, sensibilidade, seletividade e miniaturização;
• a frequência dos sinais monitorados.
Ainda assim, o estado atual de desenvolvimento pode proporcionar uma melho-
ria de qualidade considerável na relação homem-máquina. Permite ainda que sejam
executados testes de adequação, validação e de aderência a padrões existentes ou até
mesmo a outros a serem propostos. Com a proposta de novos conceitos, novas fer-
ramentas e novos comportamentos a Tecnologia da Informação proporciona também
novos recursos que devem ser incorporados ao cotidiano dos seres humanos, como
aconteceu com diversas outras inovações.
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Fig. 5.40: Lentes nano-eletrônicas que fornecem e recebem informações
Uma alternativa para utilização da solução ECOLIG-ICC é com dispositivos do
tipo NTE (Near to Eye) como base para o desenvolvimento de uma nova geração
de computadores e sistemas inteligentes para o trabalho, educação e entretenimento
figura 5.39.
Além disso, o desenvolvimento de novos sistemas de visão, como as lentes eletrô-
nicas que utilizam a micro e nano-eletrônica, por exemplo, figura 5.40, demandam
interfaces como a ECOLIG-ICC para permitir uma interação mais eficaz. A mini-
aturização neste caso alcança vários benef́ıcios, como as reduções na densidade de
componentes eletroeletrônicos, no consumo de energia, no lixo eletrônico e favore-
cendo na melhoria da portabilidade. A tecnologia conhecida como visão ampliada ou
“Augmented Vision”, figura 5.41, expande não somente o recurso visual, mas inclui
e disponibiliza um acervo enorme de dados alcançados e apresentados através da
Tecnologia da Informação.
Mais uma vez, a solução ECOLIG-ICC pode oferecer uma boa alternativa para
que se consiga interagir com estas novas tecnologias “embarcadas”. Além da minia-
turização, outra área em que um protocolo semiótico associado a uma interface do
tipo cérebro-computador pode atuar com muitos benef́ıcios é a dos navegadores em
tempo real ou “Reality Browser”. Estes navegadores são senśıveis ao meio observado
pelo operador, figura 5.42, fornecendo informações estratégicas relativas a itens do
ambiente. Ao se visitar um museu, por exemplo, estes navegadores instalados em um
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Fig. 5.41: Visão ampliada, também quanto à informação seletiva
dispositivo móvel fornecem informações relativas às obras de arte quando se aponta
a câmera para elas. A solução ECOLIG-ICC pode selecionar objetos em um ambi-
ente através das primitivas de deslocamento ou mesmo através de códigos cognitivos
associados a uma biblioteca de signos. Outra aplicação poderia ser o fornecimento
de informações sobre um determinado voo, se está atrasado ou não, simplesmente ao
se apontar a câmera do celular para a passagem aérea, onde seja posśıvel encontrar
as identificações da aeronave; um tipo de associação de tais informações a signos da
biblioteca semiótica. Em um mapa no navegador pode-se receber informações da-
quela região, estas informações podem evoluir em um processo semiótico interagindo
com o navegador através do protocolo ECOLIG fornecendo, por exemplo, detalhes de
imóveis para alugar, ou quais os restaurantes e outros serviços ali localizados, ainda
com outras informações mais associadas ao seu perfil, como quais fornecem comida
italiana, por exemplo, se esta é sua preferência.
A aplicação da solução ECOLIG-ICC em pacientes com restrições f́ısicas ou psico-
lógicas é outro desenvolvimento promissor. Em vários centros de pesquisa no Brasil
e no exterior diversos projetos têm conseguido sucesso utilizando-se interfaces com
eletrodos invasivos que, em contato com o córtex cerebral, permitem que pacientes
controlem dispositivos eletromecânicos [Mil10]. Estes procedimentos constataram a
plasticidade da mente, que rapidamente assimila os comandos sobre estes disposi-
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Fig. 5.42: Um navegador em tempo real com suporte à informação seletiva
tivos eletromecânicos. Como trabalho a ser desenvolvido, a utilização do protocolo
ECOLIG pode oferecer uma forma estruturada para que estes treinamentos sejam
executados e que interfaces padronizadas sejam desenvolvidas de forma a incluir as
pessoas com diferentes tipos de restrições, além de reduzir o tempo entre a pesquisa
e a comercialização destes novos recursos. A utilização de um padrão pode ainda fa-
cilitar a portabilidade dos desenvolvimentos e promover uma maior colaboração nas
pesquisas, reduzindo a redundância de esforços e com isso reduzindo custos também
neste setor.
5.8 Conclusão deste caṕıtulo
Neste caṕıtulo descreveu-se o protocolo semiótico ECOLIG. A partir de seus ele-
mentos básicos e do conceito semiótico proposto por Charles Sanders Peirce, foi
apresentada uma estrutura de códigos que associam sinais cognitivos e de expressão
a informações em processo de amadurecimento, o que caracteriza um estágio de um
conhecimento espećıfico. Também foram utilizados casos de uso que necessitaram
da criação de um procedimento de treinamento que possibilitaram a obtenção dos
resultados dos testes aplicados a indiv́ıduos submetidos a situações práticas de utili-
zação do protocolo ECOLIG com Interfaces do tipo Cérebro-Computador. A partir
da definição, descrição, apresentação e aplicação do protocolo ECOLIG foram apre-
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sentados os casos de navegabilidade e usabilidade buscando a melhoria na interação
entre o homem e os sistemas eletroeletrônicos. Foram identificadas melhorias a serem
desenvolvidas nas interfaces do tipo ICC, para que se alcance melhores resultados
com o uso do protocolo ECOLIG. Também foram apresentadas possibilidades para
a miniaturização e redução no consumo de energia, da complexidade dos circuitos
e do impacto ambiental dos dispositivos eletroeletrônicos com a utilização da solu-
ção ECOLIG-ICC. Foram demonstrados ainda os posśıveis benef́ıcios com o uso da
solução ECOLIG-ICC, também por pessoas com restrições de acessibilidade. A apli-
cabilidade da solução ECOLIG-ICC em sistemas embarcados, móveis, de navegação
WEB e colaborativos foram verificadas utilizando-se um emulador de um dispositivo
móvel operando sobre a plataforma “Android” da “OHA”. Foi proposto também a
utilização da solução ECOLIG-ICC com dispositivos do tipo NTE (Near to Eye),
utilizando tecnologias de visão ampliada (Augmented Vision), como base para o de-
senvolvimento de uma nova geração de computadores e aplicações para o trabalho,
medicina, esportes, educação e entretenimento.
No próximo caṕıtulo serão apresentadas as conclusões deste trabalho, com os resul-
tados consolidados, as vantagens verificadas, as considerações técnicas, as restrições
encontradas e eventuais modificações a serem efetuadas nas tecnologias desenvolvi-
das.
Principais Contribuições da Tese
1. Definição, descrição e aplicação de um protocolo semiótico para utilização com in-
terfaces do tipo cérebro-computador, para melhoria na interação entre o homem e os
sistemas eletroeletrônicos;
2. Outras contribuições:
Criação de um procedimento de treinamento que facilite a assimilação da inter-
pretação dos signos associados ao protocolo ECOLIG através de uma interface do
tipo ICC (Cérebro-Computador);
Identificação de melhorias a serem desenvolvidas nas interfaces do tipo ICC, para
que se alcance melhores resultados com o uso do protocolo ECOLIG;
Considerações quanto aos benef́ıcios para a miniaturização, redução no consumo
de energia, da complexidade dos circuitos e do impacto ambiental dos dispositivos
eletroeletrônicos com a utilização da solução ECOLIG-ICC;
Considerações quanto aos posśıveis benef́ıcios com o uso da solução ECOLIG-
ICC também por pessoas com restrições de acessibilidade;
Aplicabilidade da solução ECOLIG-ICC em sistemas embarcados, móveis, de
navegação WEB e colaborativos;
Apresentação de uma alternativa para utilização da solução ECOLIG-ICC com
dispositivos do tipo NTE (Near to Eye), utilizando tecnologias de visão ampliada
(Augmented Vision), como base para o desenvolvimento de uma nova geração de





O planejamento e a metodologia propostos para o trabalho alcançaram as metas
estipuladas inicialmente. O protocolo foi validado e aplicado a uma simulação de
um dispositivo móvel codificado sobre a plataforma Android em um ambiente de
desenvolvimento que utiliza uma arquitetura orientada a serviços. A seguir serão
relatados os principais resultados obtidos como conclusão desta pesquisa:
• Em um projeto onde a assimilação de uma ferramenta pelo sistema cognitivo
humano é o principal elemento, aumentar o número de pessoas na fase de trei-
namento pode sugerir novas tendências e metodologias para um controle mais
eficaz das ferramentas do tipo ICC. Além disso, novos adaptadores podem ser
desenvolvidos buscando-se uma melhor ergonomia e melhorando a usabilidade
destes dispositivos.
• A adoção de interfaces do tipo ICC, não invasivas, foi uma boa alternativa para
a utilização do protocolo ECOLIG. A estética, a autonomia, a segurança, a usa-
bilidade e a confiabilidade das informações são fatores cŕıticos para ampliar a
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aplicação e utilização tanto destas interfaces, quanto do protocolo ECOLIG.
Tornar os conectores externos mais adaptados à caixa craniana pode melhorar
sua invisibilidade e a qualidade dos sinais captados pelos terminais. O mo-
nitoramento destes contatos e do ńıvel de bateria da interface mostraram-se
cŕıticos para todas as fases de utilização e testes, inclusive sua redundância po-
deria conferir maior confiabilidade ao tratamento dos sinais, fator fundamental
na interação com seres humanos.
Os testes precisam ser submetidos a condições mais relacionadas ao am-
biente adverso do cotidiano da vida urbana, onde podem apresentar um novo
perfil de aprendizado e consequentemente uma nova curva de adaptação ao uso
do protocolo ECOLIG.
Os resultados e os procedimentos sugerem uma configuração personalizada
da interface que é armazenada, para um acionamento mais rápido ao ińıcio de
cada sessão de uso. No entanto, o ideal seria o desenvolvimento de um módulo
de aprendizagem que associasse o reconhecimento de padrões, utilizando erros
e acertos de modo que o sistema aprendesse através de tecnologias conhecidas
de inteligência artificial.
• O uso de interfaces ICC sem fio se mostraram importantes para contribuir com
a usabilidade, fidelidade e aceitação dos novos procedimentos de comunicação,
controle e supervisão utilizando o protocolo ECOLIG. No entanto, o uso das
baterias pode prejudicar sua autonomia e assim a adesão destas soluções. A
adoção de novas tecnologias sem fio como ZigBee, por exemplo, de baixo con-
sumo de energia e que utilizam uma topologia de rede do tipo malha, podem
dar maior autonomia para as soluções no que se refere ao consumo de energia e
do alcance. Uma solução tipo “mesh” ou “orgânica” permitiria que cada inter-
face funcionasse com um “gateway” ao mesmo tempo que funcionasse como um
“repetidor” contatando “pessoas” próximas, e rodando algoritmos para encon-
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trar o caminho mais eficiente para os pontos de acesso ao dispositivo eletrônico
que se deseja conectar. Assim cada novo “indiv́ıduo” (interface) estenderia o
alcance da rede permitindo que vários usuários se conectassem com seus vizi-
nhos e, com múltiplos saltos, transmitiriam ou receberiam dados utilizando o
protocolo ECOLIG.
• A utilização dos sinais cognitivos mostraram uma maior precisão quanto à iden-
tificação do protocolo ECOLIG, apesar de terem que ser personalizados a cada
usuário. Não obstante, os sinais cerebrais de “Expressão” mostraram-se mais
padronizados e a sua utilização, para associação com o protocolo ECOLIG,
pode adquirir maior precisão com o uso e com a consequente melhoria da ca-
pacidade seletiva dos usuários. A seletividade voluntária dos sinais pode ser
atribúıda à perda de concentração nas atividades humanas, mas principalmente
à falta de utilização destes sinais como recurso de interação como se propõe ao
utilizar o protocolo ECOLIG e as interfaces do tipo ICC.
• A proposta de um protocolo que utiliza um modelo vetorial já é utilizada pelo
consórcio W3C [SVG08]. A inclusão do módulo ECOLIG ao protocolo SVG
Tiny poderia estender aquele padrão a outras aplicações. O padrão SVG (Scala-
ble Vector Graphics) é uma linguagem utilizada para descrever figuras bidimen-
sionais em XML (Extensible Markup Language), trata-se de uma especificação
de uso geral utilizada na criação de linguagens de programação e navegação.
Os principais objetivos das linguagens que utilizam o padrão XML são a re-
presentação de uma informação com simplicidade, generalidade e usabilidade
sobre a Internet. XML tem sido utilizada como base para várias outras lin-
guagens como por exemplo RSS, Atom e XHTML. XML está se tornando um
formato padrão de documentos para alguns softwares como “Microsoft Office”,
“OpenOffice.org”, “AbiWord” e “iWork” da Apple. Além disso, XML é um pa-
drão aberto, uma recomendação do “World Wide Web Consortium” (W3C) que
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especifica uma gramática, suas premissas e suas caracteŕısticas;
• O tempo médio de treinamento para utilização da solução ECOLIG-ICC, nas
condições apresentadas, foi de 8 dias. Neste peŕıodo, se alcançou um resultado
de acertos maior que 60%, em média. Conforme observado e esperado, este
resultado foi dependente do interesse e da dedicação da pessoa em aprender;
• A melhor usabilidade para uma solução do tipo ECOLIG-ICC ainda vai de-
mandar o desenvolvimento de novas interfaces gráficas, não necessariamente
adequadas a mouses, ı́cones e teclados. Não obrigatoriamente associadas à
escrita ou à codificação numérica;
• Várias melhorias podem ser propostas a partir dos ensaios efetuados:
Aumentar a autonomia das baterias. Assim a utilização de outras tecnolo-
gias de menor consumo de energia como ZigBee, por exemplo, podem propiciar
uma utilização segura por peŕıodos mais longos;
Apesar de leves, existem possibilidades de redução de peso para a interface
utilizada. Uma delas poderia ser retirar do arco principal, da tiara, os com-
ponentes mais pesados. Estes componentes poderiam ser acomodados em um
módulo separado que seria então apoiado em outra parte do corpo, melhorando
as condições de uso em peŕıodos muito longos;
Reduzindo-se as partes e alterando-se os materiais que compõem a inter-
face, pode-se propor um nova ergonomia para sua estrutura, melhorando-se a
estética, o posicionamento na cabeça e a consequente adaptação dos usuários.
Tudo isso sem perder a mobilidade e a flexibilidade já adquiridas;
A captação de sinais de alta frequência, emanados da atividade cerebral,
podem proporcionar uma maior seletividade na identificação e no tratamento
destes.
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• Existem muitas novas aplicações que podem ser associadas a esta tecnologia
ECOLIG-ICC. A simples possibilidade de se substituir o teclado e o mouse,
nos dispositivos eletroeletrônicos, abre uma nova perspectiva de projetos onde
a miniaturização pode alcançar novos limites. Além disso, o consumo de ener-
gia destes dispositivos pode ser redimensionado com reflexos na simplificação
dos circuitos, exaustão e dissipação de calor, e a inclusão de outros recursos em
hardware. Estas modificações trazem outras possibilidades em software tam-
bém, já que a utilização de signos podem conduzir a uma comunicação mais
eficaz onde o uso de artefatos, números, textos e códigos intermediários podem
ser reduzidos ou até eliminados.
Caṕıtulo 7
TRABALHOS FUTUROS
Como sugestões para trabalhos futuros:
• Desenvolver uma metodologia de testes para ser utilizada em ambientes adver-
sos reais ou virtuais;
• Desenvolver versão do protocolo ECOLIG que explore as potencialidades de
uma rede do tipo “Mesh” para soluções colaborativas;
• Desenvolver interface Cérebro-Computador que utiliza a tecnologia ZigBee;
• Desenvolver conjunto de APIs (Application Program Interface) para utilização
do protocolo em ambientes do tipo AVA (Ambiente Virtual de Aprendizagem);
• Desenvolver as demais recomendações do protocolo associadas aos outros signos
do protocolo;




• Propor ao consórcio W3C aditar ao padrão SVG Tiny 1.2, os signos do proto-
colo ECOLIG;
• Desenvolver um canal aferente direto para o córtex cerebral, um outro sentido
para o ser humano;
• Integrar o protocolo ECOLIG a soluções do tipo “Near to Eye”, “Augmented
Vision” e “Reality Browser”;
• Implementar o protocolo em sistemas do tipo NEMS e MEMS (Nano e Micro
Eletro Mechanical Systems).
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Digital, Campinas., 8:51 a 72, April, 2006.
269
270 BIBLIOGRAFIA
[Ang02] Angeloni, Maria Terezinha. Traduzido por Luiz Euclydes Trindade Frazão
Filho. Organizações do Conhecimento, Infra-Estrutura, Pessoas e Tecno-
logia. Rio de Janeiro: Saraiva, 240p, 2002.
[Ara93] Aranha, M. L.de A.; Martins, M.H.P. . Filosofando: introdução à filosofia.
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da Criação do Conhecimento Organizacional Nonaka e Takeuchi. SEGRAC
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Este texto foi apresentado às pessoas envolvidas nos testes do protocolo ECOLIG,
no ińıcio de cada sessão, com o objetivo de atender às condições éticas e técnicas,
conforme sugerido no “The Belmont Report – Ethical Principles and Guidelines for
the Protection of Human Subjects of Research” [Eth79] emitido pela “The National
Commission for the Protection of Human Subjects of Biomedical and Behavioral Re-
search” em Abril de 1979, preservando assim o respeito pelas pessoas, a beneficência
e a justiça nos testes envolvendo seres humanos. Cabe ainda destacar que os cuida-
dos com a utilização de artefatos não invasivos, transmissores sem fio aderentes ao
padrão IEEE 802.11 e o uso de baixas tensões de alimentação DC tornam os riscos
das medições biométricas praticamente nulos.
Antecipadamente, gostaŕıamos de agradecer a sua presença e a sua disponibili-
dade para a realização desta sessão experimental.
O presente estudo visa, através da interação entre dispositivos sem fio e um compu-
tador portátil, a captação de dados biométricos para proceder à sua posterior análise
e tratamento. Os dados biométricos tratados neste trabalho incluem a atividade ce-
rebral elétrica, o monitoramento dos movimentos e os estados emocionais.
Esta sessão experimental é completamente indolor, não necessita de esforço f́ısico ou
pśıquico e a sua duração será de aproximadamente trinta minutos. Para garantir que
os resultados obtidos estão de acordo com o estudo em questão, será realizado um
pequeno questionário com o intuito de verificar posśıveis restrições à realização desta
sessão experimental.
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288 Procedimentos e Questionários
Após o preenchimento do questionário, e para o caso de nenhuma resposta ser afir-
mativa:
Para minimizar as interferências com os dados biométricos obtidos (denominados
artefatos), serão removidos os objetos metálicos próximos do crânio como brincos,
colares ou óculos, bem como relógios e pulseiras. Visto que a atividade cerebral
é fortemente influenciada por movimentos musculares, recomenda-se a maior con-
centração por parte do sujeito durante toda a sessão experimental. Desta forma
pretende-se também evitar divagar por pensamentos diversos dos que são direta-
mente relacionados com as atividades propostas.
Serão colocados dezesseis eletrodos relativos à interface cérebro-computador. Es-
tes eletrodos de material plástico necessitará ser umedecido com soro fisiológico de
modo a assegurar sua condutividade permitindo assim que a interface capte a ati-
vidade cerebral através da diferença de potencial detectada no crânio humano. Os
eletrodos serão distribúıdos sobre o crânio cobrindo as zonas Frontal, Central, média
e posterior. Por fim, dois dos eletrodos, cujas funções são determinar a resistência
ou condutividade da pele, serão apoiados sobre o crânio nas regiões atrás de cada
orelha, são eletrodos secos de borracha condutiva. Além dos dispositivos de captação
de dados mencionados, serão utilizados também um computador, outros sistemas de
monitoramento para a apresentação das imagens e outro para o acompanhamento em
tempo real dos sinais biométricos captados. A ausência de fios que interligam os dis-
positivos evitam a intimidação ou qualquer tipo de receio na utilização dos mesmos,
o que poderia interferir nos dados adquiridos. A sessão começará com um peŕıodo
de relaxamento, que consistirá simplesmente em fechar os olhos durante aproxima-
damente dois minutos. Este peŕıodo tem como objectivo, além do relaxamento, a
normalização da atividade cerebral e detecção de posśıveis erros derivados da má
colocação dos eletrodos. Após a preparação da sessão experimental serão iniciadas
as etapas de testes envolvendo associação de imagens, identificação de comandos e
est́ımulos sensoriais. Serão também utilizados um quadro negro cuja função é relaxar
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e preparar o sujeito, e outro quadro negro com uma cruz branca no centro de forma
a cativar a atenção e concentração. O tratamento dos dados biométricos obtidos é
puramente cient́ıfico e é garantida toda a confidencialidade dos dados pessoais for-
necidos. A realização desta sessão experimental pressupõe a aceitação expĺıcita por
parte do sujeito de todas as informações e detalhes fornecidos para a sessão expe-
rimental bem como o tratamento dos dados biométricos recolhidos no âmbito deste
trabalho. Os resultados serão apresentados e divulgados assegurando assim a publi-
cidade das atividades e da contribuição que visa promover os estudos e alcançar os
objetivos propostos no preâmbulo deste projeto.
Muito obrigado pela colaboração prestada.
Questionário de Seleção
1. Ingeriu caféına nas últimas duas horas?
2. Fumou nas últimas duas horas?
3. Consumiu álcool nas últimas 12 horas?
4. Considera-se uma pessoa nervosa ou com alguma depressão?
5. No seu histórico familiar, existe alguém com doenças mentais, que tenha sofrido
danos cerebrais f́ısicos ou desordens neurológicas?
6. Existe alguém na sua famı́lia que tenha algum outro tipo de doença grave não








Algoritmo 1: package piramide3D.svg;

<?xml version="1.0" encoding="UTF-8"?>












<title>SVG animation - pyramide 3 faces</title>
<g id="g1" onload="init(this)" onclick="toggleRotation()">
<path id="face0" style="fill: yellow" d="M0 -150 L





<path id="face1" style="fill: gold" d="M0 -150 L-90
0 L90 0 Z">





<path id="face2" style="fill: goldenRod" d="M0 -150
L-90 0 L90 0 Z">














<title>SVG animation - piramide 3 faces - ECOLIG </title>
<g id="g1" onload="init(this)" onclick="ecoRrig()">
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<path id="face0" style="fill: yellow" d="M0 -150 L





<path id="face1" style="fill: gold" d="M0 -150 L-90
0 L90 0 Z">




<path id="face2" style="fill: goldenRod" d="M0 -150
L-90 0 L90 0 Z">







Algoritmo 3: package EcoligSignosCognitivos;















void sendCognitivAnimation(SocketClient& sock, EmoStateHandle
eState);





// Define o local de rede onde será montado o ambiente de
treinamento
// neste caso, a própria máquina hospedeira do ambiente Eclipse de
// desenvolvimento.
std::string receiverHost = "localhost";
EmoEngineEventHandle eEvent = EE_EmoEngineEventCreate();
300 Algoritmos
EmoStateHandle eState = EE_EmoStateCreate();
unsigned int userID = 0;
try {






std::cout << "Interface iniciada!" << std::
endl;
}
int startSendPort = 20000;
std::map<unsigned int, SocketClient> socketMap;
std::cout << "Digite exit para sair ou help para
listar os comandos possı́veis..." << std::endl;
promptUser();
while (true) {






int state = EE_EngineGetNextEvent(eEvent);
// Um novo evento da interface a ser tratado
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std::cout << std::endl << "Novo usuário " << userID << "
adicionado, enviando eventos Cognitivos para o Host ";
std::cout << receiverHost << ":" <<









// Interface desonectada, remove um socket existente e comunica
através da console de operaç~ao.
case EE_UserRemoved:
{
















//std::cout << "Novo sinal gerado pelo






















else if (state != EDK_NO_EVENT) {







catch (const std::exception& e) {
std::cerr << e.what() << std::endl;











Algoritmo 4: package void sendCognitivAnimation;






float actionPower = ES_CognitivGetCurrentActionPower(eState
);






Algoritmo 5: package void handleCognitivEvent;

void handleCognitivEvent(std::ostream& os, EmoEngineEventHandle
cognitivEvent) {
unsigned int userID = 0;
EE_EmoEngineEventGetUserId(cognitivEvent, &userID);
























































char c = _getch();
if (c == ’\r’) {
std::cout << std::endl;
std::string command;
const size_t len = inputBuffer.length();
command.reserve(len);
// Converte para minúsculo















































std::string numberToString(const int n);
void sendExpressivAnimation(SocketClient& sock, EmoStateHandle
eState);




int main(int argc, char **argv) {
// Define o host como localhost
std::string receiverHost = "localhost";
receiverHost = std::string(argv[1]);
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EmoEngineEventHandle eEvent = EE_EmoEngineEventCreate();
EmoStateHandle eState = EE_EmoStateCreate();
unsigned int userID = 0;
const int CONTROL_PANEL_PORT = 3008;
try {





std::cout << "Interface conectada" << std::
endl;
}
int startSendPort = 30000;
std::map<unsigned int, SocketClient> socketMap;
std::cout << "Digite ‘‘exit’’ para sair e ‘‘help’’











int state = EE_EngineGetNextEvent(eEvent);
// Novo evento a ser tratado





// Nova interface conectada
case EE_UserAdded:
{
std::cout << std::endl << "Novo
usuário " << userID << "
adicionado, mensagens de ‘‘
Express~ao’’ enviadas para ";
std::cout << receiverHost << ":" <<
















std::cout << std::endl << "Usuário "











// Envia mensagem de sinalizaç~ao se o estado
da interface é atualizado
case EE_EmoStateUpdated:
{
//std::cout << "Alteraçao de estado do























else if (state != EDK_NO_EVENT) {
std::cout << std::endl << "Internal error in







catch (const std::exception& e) {
std::cerr << e.what() << std::endl;















Algoritmo 8: package void sendExpressivAnimation;









float upperFaceAmp = ES_ExpressivGetUpperFaceActionPower(
eState);

















if (upperFaceAmp > 0.0) {
switch (upperFaceType) {
case EXP_EYEBROW: output << "b"; break;
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if (lowerFaceAmp > 0.0) {
switch (lowerFaceType) {
case EXP_CLENCH: output << "G"; break;
case EXP_SMILE: output << "S"; break;
case EXP_LAUGH: output << "H"; break;
case EXP_SMIRK_LEFT: output << "sl"; break;






std::string outString = output.str();












Algoritmo 9: package void handleExpressivEvent;

void handleExpressivEvent(std::ostream\& os, EmoEngineEventHandle
expressivEvent) {
unsigned int userID = 0;
EE_EmoEngineEventGetUserId(expressivEvent, \&userID);






















































char c = _getch();
if (c == ’\r’) {
std::cout << std::endl;
std::string command;
const size_t len = inputBuffer.length();
command.reserve(len);
// Converte os caracteres para minúsculo

































Algoritmo 11: package EcoligMapView Manifest;
<?xml version=”1.0” encoding=”utf-8”?> <manifest
xmlns : android←−′′ http : //schemas.android.com/apk/res/android′′ ;
//;
// Define o nome do PACKAGE como ECOLIG.hellomapview;
// e a versão que vai executar os signos ECOLIG;
package←−′′ com.ecolig.hellomapview′′ ;
android : versionCode←−′′ 1′′ ;
android : versionName←−′ 1.0′′ > ;
//;
// Determina um ı́cone para evocar a aplicação;
< applicationandroid : icon←−′′ @drawable/icon′′;
//;
// Prepara a apresentação do nome da aplicação EcoligMapView ;
// e sinaliza que será utilizada a biblioteca Google Maps;
android : label←−′′ @string/app name′′ > ;
< uses− libraryandroid : name←−′′ com.google.android.maps′′/ >;
//;
// Utiliza as “strings” MAIN e LAUNCHER para comunicar ao ;
// Android o que deve ser executado assim que a aplicação for iniciada;
< activityandroid : name←−′′ .ecoligmapview′′;
android : label←−′′ @string/app name′′ >;
< intent− filter >;
< actionandroid : name←−′′ android.intent.action.MAIN ′′/ >;
< category;
android : name←−′′ android.intent.category.LAUNCHER′′/ >;




// Solicita as permissões para acesso à Internet, aos mapas remotos da Google;
// ao emulador de dispositivos móveis “versão 5”;
// para as funções de rede, do Google Maps e do protocolo ECOLIG.;
< uses− permission;
xmlns : android←−′′ http : //schemas.android.com/apk/res/android′′;
android : name←−′′ android.permission.INTERNET ′′ >;
< /uses− permission >;
< uses− permission;
xmlns : android←−′′ http : //schemas.android.com/apk/res/android′′;
android : name←−′′
android.permission.ACCESS COARSE LOCATION ′′ >;
< /uses− permission >;









android:layout width=”fill parent” android:layout height=”fill parent”>
<LinearLayout
xmlns:android=”http://schemas.android.com/apk/res/android”
android:orientation=”vertical” android:layout width=”fill parent”
android:layout height=”fill parent”>
<com.google.android.maps.MapView android:id=”@+id/mapview1”







Algoritmo 13: package ecoligmapview extends MapActivity ;
public class ecoligmapview extends MapActivity ;
private MapView mapView;
private MapController mc;
/** Chamado quando o teste é iniciado. */;
@Override;
public void onCreate(Bundle savedInstanceState) ;
super.onCreate(savedInstanceState);
setContentView(R.layout.main);
mapView = (MapView) findViewById(R.id.mapview1);
mc = mapView.getController();
String coordinates[] = “-22.821184”, “-47.066394”;
double lat = Double.parseDouble(coordinates[0]);
double lng = Double.parseDouble(coordinates[1]);
double x = (lat * 1E6);
double y = (lng * 1E6);
GeoPoint p = new GeoPoint(;
(int) (lat * 1E6), ;






































ecoRlef – (angulo [, cx, cy])
ecoRrig – (angulo [, cx, cy])
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328 Subconjunto de Recomendações do Protocolo ECOLIG
ecoRclo – (angulo [, cx, cy])
ecoRctc – (angulo [, cx, cy])
ecoRfor – (angulo [, cx, cy])
ecoRrev – (angulo [, cx, cy])
ecoDisp –
