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Abstract 
New automated intelligence, surveillance, and reconnaissance (ISR) sensors and processing technologies provide access to ever 
increasing amounts of intelligence data. Effectively managing these technologies represents a profound system of systems 
challenge. In this study, we use system dynamics simulation to analyze and assess processing, exploitation, and dissemination 
(PED) system performance across a range of task areas for converting collected sensor data into information and intelligence.
The resulting recommendations identify emerging research, technologies, and support tools than can improve future military PED 
system design and performance.
The analytic approach used in this study involved three tasks. First, work domain analysis based on recent PED research and 
doctrinal reviews were combined with knowledge gleaned from interviews with subject matter experts to identify patterns of 
cognitive work and categorize emerging PED system challenges. Second, we searched for an appropriate methodology and chose 
to take a system dynamics (SD) analysis approach to explore these challenges. This SD approach was then extended based on 
Cognitive Systems Engineering [6] insights and applied in a limited and controlled operational scenario to verify its efficacy. The 
outputs from the SD simulation were then used to identify initial findings for further analysis coupled with a CSE work domain 
analysis to provide a basis for future support technology research and development recommendations. 
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1. Overview of Model Simulations
This study describes the development of system dynamics simulation models for analyzing next-generation
military intelligence processing, exploitation, and dissemination (PED) systems. The motivating strategy here is 
based on the system dynamics (SD) computer-based simulation methodology [1]. The SD methodology has been 
applied to systems engineering in a small number of specific cases [2, 3], but recently the potential of SD has been 
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recognized by the larger systems engineering community [5]. This paper uses SD to model key features of a 
geospatial intelligence (GEOINT) PED system to better balance the conversion of technical data streams generated 
by new classes of intelligence sensors (e.g., still imagery, video streams, electronic signals) into usable information 
through their downstream integration, processing, and exploitation by personnel and information systems. With a 
representative SD model, more complete solutions can be envisioned and tested that are comprised of multiple 
components incorporated throughout the PED system. This system portrayal begins with a simple, initial model and 
then develops to include more complex features and functions. Through this tiered development model, key 
similarities of the various PED systems become apparent and are incorporated into a more comprehensive model. 
2. Tailored PED System Models 
 
Figure 1: Initial PED model 
The first step involves specifying the model by showing the basic features of the system and making explicit what 
components are connected within the system. Figure 1 shows the initial model that breaks apart and specifies the 
individual components of PED, showing that there is a flow of information from the sensor to the subsequent P, E, 
and D portions of the system by various types of personnel. In this way, the PED system itself can be visualized, and 
when equations and variables are established within the system variables, the model may be simulated. The  
(squares) represent various types of information pending processing by both personnel and systems who move the 
information to the next stage of the system, as represented by the connecting  (hour-glasses).  
2.1. Generic Multi-INT Model 
Figure 2: A basic multi-INT model incorporating video imagery with radar data and signal inputs 
Next, given the variety of sensors available on single platforms, multiple intelligence disciplines (multi-INT) were 
combined into a generic multi-INT model (see Figure 2). This was accomplished by replicating the initial PED 
model multiple times, once for each type of collection capability (e.g., video, radar, etc.). Although the model looks 
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similar, the underlying equations have been modified to represent the different types of data and information flows. 
Note that there are three times as many points at which processing, exploitation, and dissemination must occur. This 
implies, without additional technology and support systems, that three times as many personnel will be required to 
attend these sensor streams, which is not an acceptable manpower solution in current budgetary environments. 
Although earlier integration of the data during the process will not completely eliminate the need for additional 
personnel for each sensor stream, the dynamic systems model indicates that earlier data integration will expedite and 
add efficiency to the PED process. 
2.2. Multi-INT Model 
 
Figure 3: Integrated sensor models 
Figure 3 shows the initial model development that occurred based on integrating multiple sensors associated with a 
detailed review of current multi-INT, multi-sensor, technical collection systems and PED personnel requirements. 
With the sensor flows explicitly articulated, the point at which integration occurs then becomes a key question. 
Figure 3 shows that as integration occurs earlier in the sensor processing stream, it reduces the amount of overall 
work to be accomplished as evidenced by the reduced number of flow points (denoted by the  hour glasses) that 
control information flow through the system. When integration occurs at dissemination, there are 15 flow points; at 
exploitation, 11; and at processing, 9. Therefore, this model progression shows a predicted reduction in overall 
workload based on moving sensor integration earlier in the information stream. Achieving these workload 
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reductions may depend critically upon staffing and technologies to support earlier integration, but the models 
prediction shows the potential for PED process improvement.  
2.3. Single-Sensor Model 
 
Figure 4: Single-sensor model 
Some of the most common manned and unmanned airborne collection platforms feature a single electro-optic/infra-
red (EO/IR) sensor, so in this model evolution we explored the process by which the raw sensor stream is converted 
into observations or targets that are then attended to downstream. The conversion from a raw sensor data stream 
(i.e., the collection take) into information (i.e. identified observables or targets) is denoted by the disconnection 
between processing and exploitation and dissemination within the model. The limit at which personnel are able to 
process the identified targets is represented in the model as the “base rate” at the exploitation and dissemination 
portions of the sensor stream. When the rate is exceeded the information goes unexamined, denoted here by the 
vertical flows emanating from the exploitation and dissemination flows. That is, information processing limitations 
cause “bottlenecks” that result in lost information. Overflows can be addressed through the application of 
automation that increases workflow and reduces unattended targets and lost information. 
 
This general approach can be readily applied to many different PED systems and intelligence disciplines by 
replicating the model structure depicted in Figure 4, for example by creating a model for human intelligence 
(HUMINT) with common exploitation capabilities. By varying the model parameters of the different types of 
intelligence sensors or disciplines, it is possible to explore more complex temporal aspects underlying the rapid 
exploitation and synchronization challenges with these other INTs, and with the further coordination flows 
necessary to support military forces up, down, and across the intelligence enterprise. 
37 Corey Lofdahl et al. /  Procedia Computer Science  36 ( 2014 )  33 – 40 
3. General TPED Systems Model  
 
Figure 5: General PED information model 
Detailed CSE-based knowledge elicitation (KE) with a wide variety of PED SMEs indicated that, in practice, 
processing and exploitation were largely accomplished together in the sensor stream, as represented by PE, as were 
exploitation and dissemination, as represented by ED. In most cases PE is accomplished by operators in control 
stations who first identify targets and perform initial exploitation. In practice, platform operators will often conduct 
the initial processing and exploitation, while the trained analysts are those primarily responsible for the exploitation 
of the multiple types of intelligence – including full-motion video (FMV), radar, and moving target indicators – who 
would receive the data from control stations and perform exploitation and dissemination of refined and usable 
GEOINT products. This exploitation is not conducted in the control station but rather in a co-located or remote 
location where the data is transmitted. ED is accomplished by supervisors (e.g., mission managers, responsible for 
oversight of the intelligence sources in the PED process) in tactical operation centers (TOCs) and mission sites, who 
receive the information from control stations, perform additional exploitation, and then disseminate. KE interactions 
with PED SMEs also revealed that personnel usually relied on a single sensor during their operations and that 
increasingly automated integration of multiple sensors remains a significant support opportunity.  
 
This model also included our initial investigations into the tradeoff between quality and quantity of the information 
stream processing, which are calculated based on the concept of capacity utilization. Maximum capacity utilization 
of 100%, when personnel are working at their limit and any additional information will result in unexamined targets, 
has the lowest quality – that is, the minimum time spent on each target. As capacity utilization is reduced, then 
personnel can spend more time on specified requests, which is represented as a quality increase. System throughput 
is determined by a combination of personnel capability and attendant technology that helps personnel accomplish 
PED tasks. As system capability and information throughput increases through the introduction and application of 
technology, it is an open question whether the capability increases should drive increases in target quantity or 
quality. These questions will likely be driven on a per mission basis, with some missions featuring large numbers of 
easy-to-recognize targets, some small numbers of hard-to-recognize targets, and some large numbers of hard-to-
recognize targets that will result in information overflow. Nevertheless, capacity utilization will be retained as an 
indicator to help support such inquiries. 
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4. Modeling Assumptions  
The model creation process revealed initial insights for PED processing improvement. Based on these insights, the 
focus of the Figure 5 system is on the information flows themselves. First, the model addresses the observables that 
have been identified from the sensor stream. Second, the observables that are successfully processed and exploited 
flow through PE to the next stage; and then those that do not make it through are lost in the PE overflow. For 
simplicity, the PE stage modelled corresponds to the basic work being conducted in a control station. Third, at the 
next stage the observables stream is exploited and disseminated through ED, and if that stage is overwhelmed, 
observables are lost through ED overflow. The ED stage corresponds to a mission controller (MC) at a TOC or 
mission site. 
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Figure 6: Observables system inputs 
The PED system input is shown in Figure 6, which portrays the number of observables picked up by a notional 
sensor-platform during a 24-hour mission. The observables correspond to priority information requests (PIRs) in the 
battlespace. In the first two hours, there are no observables as the platform achieves altitude and comes on-station. 
As an airborne platform proceeds through a mission, it picks up an increasing number of observables per hour, 
culminating in a maximum of 50 per hour halfway through the mission. In the second half of the mission, the 
number of observables trails off until it is zero at hour 22, when the platform is recovered. This observables profile 
in Figure 6 presents a total of 500 observables and provides one way to test a proposed PED system. The mission 
profile can be modified and multiple scenarios run to test the system more thoroughly. 
 
 
Figure 7: Capacity utilization graph 
39 Corey Lofdahl et al. /  Procedia Computer Science  36 ( 2014 )  33 – 40 
Each stage of the PED system must perform work on the observables flow, represented here by the capacity 
utilization graph shown in Figure 7. Each stage has a limit to the observables it can work on per hour, which is a 
function of the number of personnel, their expertise (training), and their supporting technology. The observables 
backlog for the stage is then divided by this limit creating an observables ratio, which is the input for the graph. A 
low ratio of less than one means the flow is easily manageable; a high ratio of close to one or higher means the 
system is working close to or beyond its limit. The output is the capacity utilization for the stage, the level at which 
the system is working on the flow of observables. The curve climbs sharply in response to observables in the 
pipeline, but starts to flatten out as the stage reaches its limit, and climbs slowly until the limit is reached. If the 
observable flow is greater than the limit, this constitutes a system bottleneck that may need to be addressed.  
 
 
Figure 8. Overflow graph 
If the flow of observables becomes too high for the system stage to accommodate then an overflow will occur, 
controlled by the overflow graph depicted in Figure 8. Note that the X axis, or input, is the same as Figure 7, the 
observables for the stage. However, the Y-axis is very different as it is limitless, indicating that all the observables 
can overflow if there is insufficient system capacity to work on them. If there is an opportunity to prioritize the 
observables, then attempts can be made to ensure that the PED system degrades gracefully by working on the most 
important observables and overflowing only those with reduced priority. This reinforces the need to look for 
technologies that allow the analyst to prioritize where to look, or what to process next (i.e., information triage).  
5. Discussion 
The new work demands resulting from more distributed and complex PED systems compounded with increased 
workload from increasingly automated data collection platforms creates significant challenges for future PED 
operators that need to be further analyzed and evaluated. To begin assessing such challenges, this study uses SD to 
extend PED system analysis “downstream” from the initial sensor to encompass the full spectrum of processing. 
This study began with domain reviews of recent and related PED research, which were combined with knowledge 
gleaned from SMEs to identify support areas and categorize emerging PED challenges. Next, we used SD to explore 
system design challenges in detail. This approach was then extended with cognitive systems engineering (CSE) 
work domain analysis methods and applied in limited scenario to verify its efficacy.  
 
The outputs from this study demonstrate how the insertion of new technologies into PED systems can enhance 
system throughput. These results were used to identify initial findings for further analysis and to provide a basis for 
future PED support technology research and development, and system design guidance. One particular area of 
extension currently being explored assesses how new technology investments can influence the quality of the 
information passed on from the Processing and Exploitation components of the PED system. A further refinement of 
this approach incorporating Signal Detection analyses [4] into our modeling would enable future investigators to 
determine the trade-offs between data processing rate and other metrics including the number of targets missed, 
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correct detections (hits), and incorrect target reports (false alarms) gene rated by the PED system. Effective 
automation will increase hits, reduce false alarms, and support focusing on higher priority targets. A more detailed 
exploration of this trade-off between data processing rate and system output quality enhance the stakeholders’ 
ability to better use the system’s computational and sensing capabilities. The use of computer-based simulation to 
design PED and other sensor systems remains a significant engineering opportunity. 
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