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Summary
This thesis proposes an interpolation approach for option pricing. Monte-Carlo simulation
techniques are used in this approach when the underlying asset process (usually Ito diffusion
process) not have a closed-form solution. We have applied this approach successfully in pricing
American put option, European put option on minimum of two assets and American put option
on maximum of two assets. In addition, to price a general n-dimensional American option, we
choose (n+1)(n+2)
2
quadratic functions as basis functions in our Least Square Monte Carlo(LSM)
implementation. Our numerical results are compared with the results of other methods.
Chapter 1 of this thesis plays an introductory role. We introduce some basic knowledge on
options and basic tools needed in option pricing. At the end of this chapter, we briefly introduce
popular geometric brownian motion(GBM) models to describe the movements of asset(stock)
price with time.
In chapter 2, we introduce most popular methods for option pricing that have been widely used
by both academics and practitioners. They are Black-Scholes formulas, binomial tree method
and Monte-Carlo simulation method.
In chapter 3, we introduced the definition and some properties of cubic/bicubic spline interpola-
tion and smooth cubic/bicubic spline interpolation. After that we demonstrate our interpolation
method with a simple example.
In chapter 4, we apply our interpolation approach to the pricing of American put options,
European put option on minimum of two assets and American put option on minimum of two
assets. Some properties of these options are described. Computational results are compared
i
ii
with results produced by other methods.
In chapter 5, we propose using (n+1)(n+2)
2
functions(quadratic functions) for LSM implimen-
tation when pricing n-asset American-style options. For geometric average options we have
obtained good results. But for maximum options on 5 assets our quadratic functions perform
a little worse than the set of functions proposed in Longstaff and Schwarz’s paper.
In our final chapter 6, we mention a few possible topics for future research.
Abstract
In this thesis we propose an interpolation approach for option pricing. Monte Carlo simulation
techniques are incorporated in this approach when the underlying asset(say stock) follows a
complex Itoˆ process. We apply this approach to standard Euroean/Ameican put options and
European/American put options on minimum of two assets. Numerical results demonstrate the
advantage of the approach. In addition, we propose using quadratic functions as basis functions
in the Least Square Monte Carlo algorithms. The numerical results of American max-options
and geometric average rate options indicate the viability of our choice.
Key words: cubic spline interpolation, option pricing, Monte Carlo simulation, Least Square
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In this chapter we shall introduce some background knowledge about options, stochastic cal-
culus and the Black-Scholes(or GBM) model.
1.1 Option Basics
Options are financial instruments whose value is dependent on some basic underlying assets
such as bonds and stocks. Options give you the right(but not the obligation) to buy or sell
the underlying assets by a certain date for a certain price. The price in the contract is known
as the exercise or strike price; the date in the contract is known as the expiration date or the
maturity. A call option is an option that gives you the buying right while a put option gives
you the selling right. A European option can only be exercised at the maturity. An American
option can be exercised at any time up to the maturity.
There are two sides to every option contract. On one side is the investor who has taken
the long position(i.e. he buys the option). On the other side is the investor who has taken
the short position(i.e. he sells or writes the option). Let K be the strike price and ST is the
final price of the underlying asset, then the terminal value or payoff from a long position in a
European call option is max(ST − K, 0). The payoff to the holder of a short position in the
European call option is −max(ST −K, 0) = min(K−ST , 0). The payoff to the holder of a long
1
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position in a European put option is max(K − ST , 0) and the payoff from a short position in a
European put option is −max(K − ST , 0) = min(ST −K, 0).
1.2 Elementary Stochastic calculus
In this subsection we will introduce stochastic processes to model financial assets and some
mathematical tools needed for handling these models.
1.2.1 Stochastic Processes
Definition 1.2.1 The Brownian motion with drift is a stochastic process {B(t); t ≥ 0} with
the following properties:
(1) Every increment B(t + s) − B(s) is normally distributed with mean µt and variance σ2t;
µ and σ are fixed parameters.
(2) For every t1 < t2 < · · · < tn, the increments B(t2) − B(t1), · · ·, B(tn) − B(tn−1) are
independent random variables.
(3) B(0) = 0 and the sample paths of B(t) are continuous.
Note that B(t + s)− B(s) is independent of the past history of the random path, that is, the
knowledge of B(τ) for τ < s has no effect on the probability distribution for B(t + s)− B(s).
This is precisely the Markovian character of the Brownian motion.
For the particular case µ = 0 and σ2 = 1, the Brownian motion is called the standard Brownian
motion or standardWiener process. The corresponding probability distribution for the standard
Wiener process {B(t); t ≥ 0} is







Furthermore, for t1 ≤ t2 ≤ t3, since B(t2) − B(t1) and B(t3) − B(t2) are independent normal
distributions with zero means and variances t2 − t1 and t3 − t2, respectively.
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1.2.2 Stochastic Calculus and Itoˆ’s Lemma
From now on let B(t) denote the standard Brownian motion with no drift, that is,µ = 0 and
σ2 = 1. Firstly we review the definition of Riemann-Stietjes integral given by∫ t
0





where t∗j−1 ∈ [tj−1, tj]. Unlike the Riemann-Stietjes integral, it does make a difference what
points t∗j−1 we choose. The following two choices have turned out to be the most useful ones:
(1)t∗j−1 = tj−1 (the left end point), which leads to the Itoˆ integral, from now on denoted by∫ t
0
f(s) dB(s), and
(2)t∗j−1 = (tj−1 + tj)/2 (the mid point), which leads to the Stratonovich integral, denoted by∫ t
0
f(s) ◦ dB(s)
Definition 1.2.2 Let Bt be 1-dimentional Brownian motion on (Ω,F , P ). A (1-dimentional)
Itoˆ process is a stochastic process Xt on (Ω,F , P ) of the form







where u, v are two stochastic processes satisfying
∫ t
0
v(s)2 ds < ∞ and
∫ t
0
u(s)2 ds < ∞ re-
spectively, almost surely for all t ≥ 0.
A shorthand for (1.2.1) is the following Itoˆ differential,
dXt = u(t)dt+ v(t)dBt.
Theorem 1.2.3 Let Xt be an Itoˆ process given by dXt = udt + vdBt. Let g(t, x) be twice














2 = (dXt) · (dXt) is computed according to the rules
dt · dt = dt · dBt = dBt · dt = 0, dBt · dBt = dt.
Now we try to extend Itoˆ formula to multi-dimensional case. LetB(t) = (B1(t), B2(t), · · · , Bm(t))
denote m-dimensional Brownian motion. If each of the processes ui(t) and vij(t) satisfies∫ t
0
ui(s)




2 ds < ∞ respectively , almost surely for all t ≥ 0 (1 ≤ i ≤
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n, 1 ≤ j ≤ m). then we can form the following n Itoˆ processes
dX1 = u1dt+ v11dB1 + · · · +v1mdBm




dXn = undt+ vn1dB1 + · · · +vnmdBm
Or, in matrix notion simply












 , v(t) =

v11(t) · · · v1m
...
...
vn1(t) · · · vnm






Such a process X(t) is called an n-dimensional Itoˆ process.
Theorem 1.2.4 Let dX(t) = udt + vdB(t) be an n-dimensional Itoˆ process as above. Let
g(t, x) = (g1(t, x), · · · , gp(t, x)) be a twice continuously differential map from [0,∞] × Rn into
Rp. Then the process Y (t) = g(t,X(t)) is again an Itoˆ process, whose component number k,

















where dBi · dBj =
 dt if i = j0 if i 6= j , dBi · dt = dt · dBi = dt · dt = 0.
Definition 1.2.5 An n-dimensional stochastic process {Mt}t≥0 on (Ω,F , P ) is called a mar-
tingale with respect to a filtration {Mt}t≥0 if
(1) Mt is {Mt}-measurable for all t,
(2) E[|Mt|] <∞ for all t
(3) E[Ms|Mt] =Mt for all s > t.
1.3 Model of the Behavior of Stock Price
In this section we shall introduce the Black-Scholes model to characterize the movements of
asset price with time. This model is also known as Geometric Brownian motion(GBM) or
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lognormally distributed. Suppose the initial stock price is S0, the price behavior at a future
time t is governed by the following Itoˆ process:
dSt = µStdt+ σStdBt,
where the parameter µ is the expected rate of return per unit of time from the stock, and the
parameter σ is the volatility of the stock price. Both of these parameters are assumed constant.
By applying Itoˆ formula to the stochastic process log(St), we can get
d(log(St)) = (µ− 1
2
σ2)dt+ σdBt.





tx) where x = Bt√
t
is a standard normal distribution with mean 0 and variance 1.
Paths for the stock price can be simulated by sampling from the standard normal distribution
and substituting into the solution.
Theorem 1.3.1 Suppose the stock price St is log-normally distributed (or a GBM process) and
dSt = µStdt+ σStdBt, then the n-th moment of St is given by




























If we rewrite the above equation in stochastic integral form, we get













nσSnt dBt is a martingale, after taking expectation on both sides, we have






σ2)E[Snt ] dt+ 0
Let y(t) = E[Snt ] then y(0) = S
n







Solving this ordinary differential equation we get
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One advantage of GBM model for stock price is that we can derive closed-form solution. When
we simulate paths of stock price, the distribution error is completely eliminated.
Chapter 2
Option Pricing Method
In most cases we can not obtain closed-form or analytic valuation formulas for exotic and
American-style options. Frequently, option valuation must be resorted to numerical tech-
niques. The common numerical methods employed in option pricing include binomial trees,
finite difference algorithms and Monte Carlo simulation.
2.1 The Black-Scholes Formula
In 1973, Fischer Black and Myron Scholes derived a partial differential equation(PDE) that
must be satisfied by the price of any derivative security dependent on a non-dividend-paying
stock. After imposing the boundary and final conditions on this PDE, they solved the equation
and obtained the closed form solution for European call and put options. Thousands of traders
and investors now use this formula every day to value stock options in markets throughout the
world.
2.1.1 The Black-Scholes Assumptions
1. The stock price follows the lognormal distribution.
Other complicated models do exist, but in many cases explicit formulas rarely exist for such
models.
2. The risk free interest rate r and the stock volatility σ are constant throughout the option’s
7
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life.
This assumption can be extended by only assuming r and σ are known time-dependent functions
over the life of the option.
3. There are no transaction costs or taxes.
The model that incorporates the effects of transaction costs on a hedged portfolio had been
developed.
4. The underlying asset pays no dividends during the life the option.
This assumption can be dropped if the dividends are known beforehand. They can be paid in
either discrete intervals or continuously over the life of the option.
5. No arbitrage Opportunity.
The absence of arbitrage opportunities means that all risk free portfolio must earn the same
return.
6. Trading of the underlying asset can take place continuously.
This is clearly an idealisation.
7. Short selling is permitted and the assets are divisible.
We assume that we can buy and sell any number (not necessarily an integer) of the underlying
asset, and that we may sell assets that we do not own.
2.1.2 The Closed Form Solution for Black-Scholes Formula













− rf = 0
where f(S, t) is the price of a derivative security, S is the stock price, σ is the annualized
volatility of the stock price, and r is continuously compounded risk free rate.
For a European call option with value denoted by C(S, t), with strike price K and maturity
T , we have the final condition C(S, T ) = max(S −K, 0) and boundary conditions C(0, t) = 0
and C(S, t) ∼ S as S →∞. The formulation for European call options via PDE method is as
follows:













− rC = 0
C(S, T ) = max(S −K, 0)
C(0, t) = 0 and C(S, t) ∼ S as S →∞
By change of variables and Fourier transformation, we can solve this linear parabolic PDE, and
obtain the formula for the price of European call option,









T − t , d2 =
log(St
K





T − t = d1 − σ
√
T − t.
Note that here N(x) denotes the cumulative distribution function of standard normal distri-
bution. It can be calculated by a polynomial approximation [See Appendix 6.1]. Using the
put-call parity relation P (St, t) = C(St, t)− (St −Ke−r(T−t)) and N(x) +N(−x) = 1, we have
P (St, t) = −StN(−d1) +Ke−r(T−t)N(−d2)
Note that the put-call parity relation is not dependent on the random behavior of stock prices
and it can be deduced directly from no arbitrage argument.
Besides the PDE method, we may use risk-neutral valuation to derive Black-Scholes formula.
Under the risk-neutral world the expected return of the underlying asset should be the risk-
free interest rate r so that no arbitrage opportunity exists. If the stock pays a continuous
dividend yield q, then the stock price should follow the stochastic differential equation (SDE)
dSt = (r − q)Stdt+ σStdBt. From risk-neutral valuation argument, the value of the European
Call option at time t is its expected value at time T in a risk-neutral world discounted at the
risk-free interest rate, that is,
C(St, t) = e














































T − t , d1 = d2 + σ
√
T − t = log(
St
K





T − t .
By put-call parity, we shall have
P (St, t) = −Ste−q(T−t)N(−d1) +Ke−r(T−t)N(−d2)
The above formula can be used in options on foreign exchange rate where q = rf is the foreign
risk-free interest rate and futures contract where q = r is the risk-free interest rate.

















the European call price is given by replacing r, q, σ2 by rˆ, qˆ, σˆ2 respectively in the option valu-
ation formula (2.1.2).
2.2 Binomial Pricing Method
The binomial schemes are widely used for valuation of options, due to its ease of implementation.
The essence of the binomial method is to approximate the continuous asset price movement by
a discrete random walk model.
Suppose the risk-neutral process for the asset price is dSt = rStdt+σStdBt. It may be modelled
by a discrete random walk model with the following properties:
(1) The asset price changes only at the discrete time δt, 2δt, 3δt, · · · , up to T = n δt.
(2) If the asset price is St at time mδt, then at time (m+ 1)δt it can only take one of only two
possible values uSt and dSt where u > 1 > d. The probability of St moving up to uSt is p
To construct the binomial tree we need to determine parameters u, d and p. One natural idea
is to match the first two moments of these two models. By theorem 1.3.1, if St is log-normally
distributed, we have
E[Sδt] = S0e




In the binomial random walk model E[Sδt] = puS0 + (1− p)dS0, E[S2δt] = pu2S20 + (1− p)d2S20 .
So
 pu+ (1− p)d = e
rδt
pu2 + (1− p)d2 = e(2r+σ2)δt
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Since we have two equations with three unknowns u, d and p, we can choose the third condition
arbitrarily.
If we choose u = 1
d
(Hull and White, 1988) then the nodes associated with the binomial tree are








, p = R−d
u−d
where σ˜2 = e(2r+σ
2)δt, R = erδt. Cox, Ross and Rubinstein(1979) advanced the following set of
parameter values u = eσ
√
δt, d = e−σ
√
δt, p = R−d
u−d . Since ud = 1, nodes of the CRR binomial
tree are symmetrical. It can be shown that CRR binomial tree and GBM model agree up to
O(δt)2 in the variance of the asset.
If we choose p = 1
2
(Jarrow and Rudd, 1983) and solve these three equations, we get Jarrow-
Rudd binomial model with parameters u = R(1 +
√
eσ2δt − 1), d = R(1 − √eσ2δt − 1), p =
1
2






δt, d = e(r−
d2
2
)δt−σ√δt, p = 1
2
. Although this set of parameters does not satisfy the
first two equations, it can be checked by Taylor expansion that the first two moments of the
asset price in GBM model and the JR binomial tree agree up to O(δt)2. The JR binomial tree
loses symmetry about the asset price since ud 6= 1.
If the third condition is derived from matching the third moment of the BT model and GBM
model (Tian, 1993), by theorem 1.3.1, E[S3δt] = S
3
0e
(3r+3σ2)δt in GBM model , we shall have
the following third condition pu3 + (1 − p)d3 = e(3r+3σ2)δt. Solving these three equations the











Q+ 1−√Q2 + 2Q− 3] , p = R−d
u−d , where Q = e
σ2δt. Since ud = R2Q2 = e2(r+σ
2)δt) > 1,
this binomial tree loses symmetry about the asset price.
If the underlying asset pays continuous dividend yield q, we have to modify above binomial
schemes. We simply replace r by r− q in the formula for u, d, p. Note that the discount factor
is still e−rδt.
To speed up the convergence rate of BT tree, we can use trinomial tree, that is, the current
asset price will become either uS,mS or dS after one period time δt. In trinomial tree model
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we shall have five parameters to be determined. These parameters can be found by matching
the first two or higher moments.
2.3 Monte Carlo Simulation Method
Monte Carlo(MC) simulation has proven to be a powerful and versatile technique in derivatives
pricing problems. For some complex financial products Monte Carlo simulation method seems
the only viable tool.
Assuming interest rates are constant, the Monte Carlo procedure involves the following steps:
(1) Simulate sample paths of the underlying state variables over the life the derivative in a
risk-neutral probability measure.
(2) For each simulated sample path, calculate the sample payoff from the derivative, then dis-
count it at the risk-free interest rate.
(3) Average the discounted payoffs on sample paths.
Let us take a European vanilla call option for example. The payoff function of the call
option at maturity is max(ST − K, 0). The call option price at time 0 is given by c =
e−rTE[max(ST − K, 0)]. Assuming lognormal distribution for the non-dividend-paying as-






Tε where ε denotes a standard normal distribution. Let ci denote the esti-
mate of the call value obtained in the ith path and M denote the total number of simulation
paths. The estimated call value is cˆ = 1
M
∑M
i=1 ci. By law of large numbers MC method gives an
unbiased estimator. The variance of the estimate is computed by σˆ2 = 1
M−1
∑M
i=1 (ci − cˆ)2. By
central limit theorem, as M goes to ∞, cˆ−c√
σˆ2/M
tends to the standardized normal distribution.
We can see that the rate of convergence for crude MC method is just O( σˆ√
M
). To speed up the
rate of convergence, one way is just increasing the simulation path number and another way is
to reduce the variance of σˆ2 by using variance reduction techniques such as antithetic variate
technique, control variate technique, importance sampling and stratified sampling.
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One main advantage of MC simulation is that it does not suffer the curse of dimensionality
affecting other numerical method such as binomial/trinomial trees and finite-difference method.
Another advantage of MC simulation is that it can easily deal with some path-dependent deriva-
tives such as Asian options, Look-back options, and Barrier options. More importantly, MC
method can easily simulate some complicated stochastic processes such as jump diffusions, or
other semimartingales in general. The drawback of MC method is that it is computationally
time-consuming. Fortunately we can use parallel computing architecture to solve this prob-
lem. For example, if we need to sample 10,000 paths, we can sample 1,000 paths each on 10
computers.
Chapter 3
Interpolation Method for Option
pricing
3.1 Introduction to Interpolation Method
There are many different interpolation methods. In one-variable case, for a given array (xi, yi), i =
0, 1, · · · ,m−1,m, we can define Lagrange interpolating polynomial, piecewise-linear interpola-
tion and spline interpolation. It is well-known that under approximation of continuous function
by the Lagrange interpolating polynomial the interpolated value may deviate from the original
function value as much as desired and that Piecewise-linear function is not differentiable. Due
to the above two disadvantages we shall use spline interpolation function throughout our thesis.
Details about the spline interpolation can be found in Shikin and Plis’s book.
3.1.1 Cubic Spline Interpolation
Let ω : a = x0 < x1 < · · · < xm−1 < xm = b be a grid given on the interval [a, b]. Consider a
set of numbers y0, y1, · · · , ym−1, ym.
Definition 3.1.1 A function S(x) defined on the grid ω is called an interpolating cubic spline
function if the function
(1) is a cubic polynomial




1 (x− xi) + a(i)2 (x− xi)2 + a(i)3 (x− xi)3
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on each partial segment [xi, xi+1], i = 0, 1, · · · ,m− 1,
(2) has the second order continuous derivative on the segment [a, b], that is the function is of
class C2[a, b], and
(3) satisfies the conditions S(xi) = yi, i = 0, 1, · · · ,m.
To find S(x), it is necessary to find 4m coefficients a
(i)
j , j = 0, 1, 2, 3 and i = 0, 1, · · · ,m− 1.
By the second condition we have 3(m − 1) equations for the desired coefficients. In view of
the last condition the total number of the equations is equal to 3(m− 1) + (m+ 1) = 4m− 2.
Two additional conditions should be imposed so that the cubic spline function can be uniquely
determined.
End (boundary) conditions of the first type: S ′(a) = f ′(a), S ′(b) = f ′(b).
End conditions of the second type: S ′′(a) = f ′′(a), S ′′(b) = f ′′(b).
Other types of end conditions do exist. After imposing two additional conditions we have a
4m× 4m linear system with 4m unknowns. Solving this linear system, we can find S(x).
The end conditions have a pronounced effect on the behaviour of the spline near points a and
b. But as point x moves away from them , this effect becomes rapidly reduced. If additional
information is lacking, the so-called natural cubic spline with end conditions S ′′(a) = 0, S ′′(b) =
0 are frequently used.
3.1.2 Smoothing Cubic spline function
Suppose values yi in array (xi, yi), i = 0, 1, · · · ,m are given with some errors. In this case the
interpolating function should be capable of decreasing the randomness of yi.
Definition 3.1.2 A function S(x) defined on a gird ω is called a smoothing cubic spline func-
tion if the function
1) is a cubic polynomial




1 (x− xi) + a(i)2 (x− xi)2 + a(i)3 (x− xi)3
on each partial segment [xi, xi+1], i = 0, 1, · · · ,m− 1,
(2) has the second continuous derivative on the segment [a, b], that is the function is of class
C2[a, b], and
Chapter 3 Interpolation Method for Option pricing 16










where yi and ρ > 0 are given numbers, and
(4) satisfies the end conditions of one of three types described below.
End conditions of the first type: S ′(a) = y′0, S
′(b) = y′m
End conditions of the second type: S ′′(a) = 0, S ′′(b) = 0
End conditions of the third type: S(a) = S(b), S ′(a) = S ′(b), S ′′(a) = S ′′(b). :
3.1.3 Bicubic Spline Interpolation
Let a grid ω
a = x0 < x1 < · · · < xm−1 < xm = b, c = y0 < y1 < · · · < yn−1 < yn = d ,
be given in rectangles R = [a, b]× [c, d]. Consider a set of numbers zij, i = 0, 1, · · · ,m, j =
0, 1, · · · , n.
Definition 3.1.3 A function S(x,y) define on the grid ω is called an interpolating bicubic spline
function if the function






a(i,j)p,q (x− xi)p(y − yj)q
in each cell Rij = {(x, y)|xi ≤ x ≤ xi+1, yj ≤ y ≤ yj+1}, i = 0, 1, · · · ,m, j = 0, 1, · · · , n,
(2) is a function of class C2,2(R), and
(3) satisfies the conditions S(xi, yj) = zij, i = 0, 1, · · · ,m, j = 0, 1, · · · , n.
To find S(x, y) it is necessary to find 16mn coefficients a
(i,j)
p,q . The third condition gives (m +
1)(n+1) linear equations. In view of the requirement S(x, y) ∈ C2,2(R) we have 16mn−2(m+
n)− 8 equations on coefficients a(i,j)p,q . Additional 2(m+ n+ 4) conditions should be imposed.
Boundary conditions of the first type:
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∂S
∂x
(xi, yj) = z
x
ij, i = 0,m, j = 0, 1, · · · , n,
∂S
∂y
(xi, yj) = z
y
ij, i = 0, 1, · · · ,m, j = 0, n,
∂2S
∂x∂y
(xi, yj) = z
xy
ij , i = 0,m, j = 0, n.
3.1.4 Smoothing Bicubic splines
If zij are the results of measurements of some function z(x, y), the interpolating function will
obediently reproduce any oscillations caused by the random component in array {zij}. To avoid
this problem we use smoothing bicubic spline function.
Definition 3.1.4 The function S(x, y) defined on grid ω is called a smoothing bicubic spline
function if the function






a(i,j)p,q (x− xi)p(y − yj)q
in each cell Rij = {(x, y)|xi ≤ x ≤ xi+1, yj ≤ y ≤ yj+1}, i = 0, 1, · · · ,m, j = 0, 1, · · · , n,
(2) is a function of class C2,2(R), and








































where zij (i = 0, 1, · · · ,m; j = 0, 1, · · · , n), ρi > 0(i = 0, · · · ,m) and σj > 0(j = 0, · · · , n) are
the given numbers,and
(4) satisfies the boundary conditions of one of three types.
3.2 Combination of Interpolation Method with Monte
Carlo Simulation
In this section we shall show how to combine interpolation method with MC simulation.
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The intuition of applying interpolation approach in option pricing lies in the observation of
option price curve versus asset price. Under the usual Black-Scholes assumption let us consider
a six-month Vanilla European put option on a non-dividend-paying stock. Suppose the strike
price is $100; the risk-free interest rate is 6% per annum; the volatility of the stock is 40% per
annum. Equivalently we have the parameters: K = 100, r = 0.06, q = 0, σ = 0.4, T = 0.5.
The option price given by the Black-Scholes is a function of only initial stock price since other
parameters are known. We can easily plot the price curve against the stock price. Then we
select ten equally spaced points along the curve and plot the interpolated function curve.
Figure (3.1) shows the two curves almost overlap each other. This means we can recover











Figure 3.1: European Put Option Price Curve versus stock price. The parameters of this option
is K = 100, r = 0.06, q = 0, σ = 0.4, T = 0.5.
the whole price curve by only ten known option values with different stock prices. This discov-
ery enables us to compute a few option prices for a few chosen stock prices and then we can
use the interpolated function to approximate the true pricing function.
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Perhaps the best way to illustrate interpolation approach is through a simple numerical exam-
ple. Let us consider the above European put option with parameters K = 100, r = 0.06, q =
0, σ = 0.4, T = 0.5. An illustration of our algorithms is shown in Figure (3.2). We shall







Figure 3.2: A Demonstration of Interpolation Method Used to Price European put option.
use five steps 0 = t0 < t1 < t2 < t3 < t4 < t5 = T = 0.5. At maturity the option value is
given by the payoff function max(S − K, 0). Let P (S, t) be the option value at time t where
we shall omit other parameters r, q, σ, K. Thus P (S, t5) = max(K −S, 0) = max(100−S, 0).
At time t = 0.4, consider a grid ω: S1, S2, · · · , Sm where we typically choose Sm = 2K and
S1 = 0(usually the grid is equally spaced in our implementation). Before we use cubic spline
interpolation to approximate P (S, t4) we need to compute values at the knots of the grid in
advance. For a given Si, 1 ≤ i ≤ m, the Monte-Carlo simulation method is applied to compute
P (Si, t4). Note that to compute P (Si, t4), we have some other choices when the probability
density function(PDF) of the underlying asset is available. The quadrature method can be
used since P (Si, t4) can be expressed as a simple integral. By that means the accuracy and
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efficiency can be greatly improved. To see how to use quadrature method for universal op-
tion pricing you can refer to the paper of Andricopoulos, Widdicks, Duck and Newton(2003).
However when the PDF of the underlying asset is not available (e.g. jump diffusion process),
we shall resort to MC simulation. Suppose at time t4 we sample M paths starting at Si and






i , t5), 1 ≤ i ≤ m. Subsequently we can use cubic spline functions to find
P (S, t4). Note that two additional conditions must be specified in order to obtain a unique
cubic spline. Since P (S, t) ∼ K−S(S → 0) and P (S, t) ∼ 0(S →∞), we shall specify that the
first derivatives at end points are −1 and 0. At time t3, t2, t1, t0, we can repeat above procedures
to find P (S, t3), P (S, t2), P (S, t1) respectively.
Table (3.1) shows us the computational results when parameters are: tk = 0.1 k, Si = 10 i,M =
2000, 0 ≤ k ≤ 5, 0 ≤ i ≤ 20. In this table IP stands for our interpolation approach and the true
price is given by Black-Scholes formula. The relative error is typically small when the option
is not deeply out-of-the-money. Figure (3.3) shows the absolute error using our interpolation
approach.
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Table 3.1: European put option price using our interpolation approach
Stock Time to Maturity
price 0.5 0.4 0.3 0.2 0.1
IP True IP True IP True IP True IP True
10 87.048 87.044 87.633 87.628 88.220 88.216 88.811 88.807 89.404 89.402
20 77.063 77.044 77.647 77.628 78.230 78.216 78.813 78.807 79.404 79.402
30 67.061 67.044 67.634 67.628 68.222 68.216 68.812 68.807 69.404 69.402
40 57.053 57.048 57.653 57.629 58.231 58.216 58.820 58.807 59.396 59.402
50 47.128 47.107 47.680 47.650 48.238 48.220 48.814 48.807 49.403 49.402
60 37.456 37.436 37.846 37.828 38.300 38.287 38.812 38.818 39.390 39.402
70 28.482 28.468 28.556 28.545 28.698 28.693 28.969 28.960 29.431 29.411
80 20.704 20.689 20.374 20.364 20.041 20.033 19.751 19.733 19.608 19.600
90 14.429 14.408 13.762 13.738 12.980 12.958 12.015 12.024 10.888 10.875
100 9.697 9.664 8.824 8.805 7.810 7.782 6.530 6.504 4.754 4.734
110 6.311 6.279 5.419 5.397 4.416 4.371 3.195 3.139 1.663 1.586
120 3.993 3.975 3.195 3.187 2.344 2.318 1.372 1.369 0.431 0.415
130 2.472 2.465 1.850 1.825 1.205 1.171 0.572 0.548 0.103 0.088
140 1.516 1.504 1.042 1.020 0.584 0.569 0.221 0.204 0.018 0.015
150 0.924 0.906 0.575 0.559 0.273 0.268 0.076 0.072 0.001 0.002
160 0.547 0.541 0.314 0.302 0.127 0.123 0.027 0.024 0 0
170 0.308 0.321 0.159 0.161 0.057 0.055 0.009 0.008 0 0
180 0.164 0.189 0.080 0.085 0.025 0.024 0.002 0.002 0 0
190 0.066 0.111 0.026 0.045 0.012 0.010 0 0.001 0 0
200 0 0.065 0 0.023 0.004 0.004 0 0 0 0
















Figure 3.3: Absolute Option Pricing Error Using our Interpolation Approach
Chapter 4
Application to Specific Options
In this section we shall apply our interpolation approach to American put option, European
put option on minimum of two risky assets and American put option on minimum of two assets.
4.1 American Put Option
Pricing American option has been a difficult problem. The difficulty stems from the possible
early exercise opportunities. In fact, since the American option gives the holder greater rights
than the European option, it must be at least as valuable as European options.
4.1.1 Review of Literature on American Options
Under the usual Black-Scholes assumption, we shall review some basic knowledge on American
options. We shall consider the American puts only since American calls can be evaluated by
the parity result of McDonald and Schroder(1990) for American options: C(S,K, r, q, σ, T ) =
P (K,S, q, r, σ, T ). At each time t(0 ≤ t ≤ T ) there is an particular value Sf (t)(0 ≤ t ≤ T ) of
asset price called the optimal exercise price which divides the boundary into two regions: on one
side one should hold the option and on the other side one should exercise it. McKean(1965) and
Merton(1973) demonstrated that the pricing of American options is a free boundary problem,
the formulation of this problem for American puts with price P (S, t)(0 ≤ t ≤ T ) is as follows:
22
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











− rP < 0, 0 ≤ S < Sf (t)











− rP = 0, Sf (t) < S <∞
P (Sf (t), t) = max(K − Sf (t), 0), ∂P
∂S
(Sf (t), t) = −1
The still unknown free boundary Sf (t)(0 ≤ t ≤ T ) must be solved simultaneously with the
American option valuation. Although the exact free boundary Sf (t)(0 ≤ t ≤ T ) can not be
evaluated beforehand, some useful properties have been explored. We list some important
properties:
(1) Sf (t) is independent of initial stock price.
(2) Sf (t) is an increasing function of time t.
(3) Sf (T ) = min(K,Kr/q).
A relevant formula involving the free boundary Sf (t) has been derived by Carr, Jarrow and
Myneni(1992), Jacka(1991), and Kim(1990):
PA = PE +
∫ T
0
[rKe−rtN(−d2(S, Sf (t), t))− qSe−qtN(−d1(S, Sf (t), t))] dt
= PE +K(1− e−rT )− S(1− e−qT )−K
∫ T
0




qe−qtN(d1(S, Sf (t), t)) dt (4.1.1)
where
d1(x, y, t) =




d2(x, y, t) = d1(x, y, t)− σ
√
t
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and PE is given by Black-Scholes formula PE = Ke
−rTN(−d2(S,K, t))−Se−qTN(−d1(S,K, t)).
The early exercise boundary Sf (t) solves the following integral equations:








qe−q(s−t)N(d1(Sf (t), Sf (s), s− t)) ds (4.1.2)
But solving for Sf (t) is very time-consuming. Nengjiu Ju(1998) approximates Sf (t)(0 ≤ t ≤ T )
as a multipiece exponential function. He obtained a closed-form formula in terms of the bases
and exponents of the multipiece exponential functions. These unknown bases and exponents
are obtained by solving equation (4.1.2)(by Newton-Raphson method for example).
4.1.2 Numerical Results of Our Interpolation Approach
Consider the American put option with the following parameters: K = 100, r = 0.06, T =
0.5, and σ = 0.4. Suppose the option has d + 1 exercise opportunities at time 0 = t0 < t1 <
t2 < · · · < td = T . At maturity the optimal strategy is just to exercise the option if it is not
out-of-the-money or the payoff function is nonnegative. So PA(S, td) = max(K − S, 0).
At time td−1 we have to decide whether to exercise the option or not, that is, to compare
the exercise value max(K − S, 0) and continuation value PC(S, ti). Note that between two
neighboring exercise dates American option behaves like the corresponding European option.
Thus PC(S, td−1) can be found using cubic spline interpolation on the grid ω : 10i, 1 ≤ i ≤ 10
where we have used MC method with M = 2000 paths for each point. For cubic spline in-
terpolation we have used the built-in function spline() in Matlab. Then PA(S, td−1) is simply
given by max (max(K − S, 0), PC(S, td−1)). The optimal exercise asset price is given by solv-
ing the nonlinear equation max(K − S, 0) = PC(S, td−1). The following Newton-Raphson’s
method is used to get the optimal stock price. Suppose the nonlinear equation f(x) = 0 has
one zero point near x0. We guess another value x1, and calculate the recursive expression
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xn+1 = xn − f(xn)f(xn)−f(xn−1)(xn − xn−1) until |xn+1 − xn| is less than a given error ε.
We repeat the above procedures until time t0. The American put option price is given in
Figure (4.1). The early exercise boundary is given in Figure (4.2) where parameters are
K = 100, r = 0.06, T = 0.5, and σ = 0.4. We have reported our numerical results in
Table (4.1). We use 1000-step CRR binomial tree method(labelled as BT American) as our
benchmark. For our interpolation approach we report interpolation prices for options with
d = 10 and 20 exercise opportunities.


























CRR Binomial tree method
Figure 4.1: American put option price using our interpolation approach
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Optimal exercise boundary for an American put option
Figure 4.2: Optimal early exercise boundary for an American put option using our interpolation
approach
Table 4.1: American put option with different parameters using our interpolation approach
K σ T BT American d = 10 exercise dates d = 20 exercise dates
90 0.2 0.5 1.250 1.236 1.209
90 0.2 1.0 2.299 2.245 2.259
90 0.4 0.5 5.510 5.448 5.450
90 0.4 1.0 8.605 8.542 8.567
100 0.2 0.5 4.492 4.428 4.448
100 0.2 1.0 5.798 5.730 5.719
100 0.4 0.5 9.943 9.929 9.937
100 0.4 1.0 13.293 13.233 13.244
110 0.2 0.5 10.800 10.625 10.701
110 0.2 1.0 11.657 11.533 11.660
110 0.4 0.5 15.839 15.810 15.853
110 0.4 1.0 19.050 18.934 18.994
4.2 European Rainbow Options
In this section we shall derive closed-form solution for rainbow options on two assets. Further-
more we extend our method to the pricing of a max-call option on n assets.
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A rainbow option is an option whose payoff depends on the minimum or the maximum of
two or risky assets. Let us take European rainbow option on two assets for example. We have
five categories of such options.
Category Payoff
Call on Minimum max[min(S1T , S
2
T )−K, 0]
Call on Maximum max[max(S1T , S
2
T )−K, 0]
Put on Minimum max[K −min(S1T , S2T ), 0]
Put on Maximum max[K −max(S1T , S2T ), 0]
Best of Two Assets and Cash max(S1T , S
2
T , K)




t [(r − q1)dt+ σ1dB1t ] and dS2t = S2t [(r − q2)dt+ σ2dB2t ]
where B1t , B
2
t are correlated standard Brownian motion with correlation coefficient ρ.
4.2.1 A Closed-Form Solution for Best of Two Assets and Cash op-
tion
Let P denote the option price delivering the best of two assets and cash. By risk-neutral
valuation we have the option price given by
P = e−rTE[max(S1T , S
2
T , K)] = I1 + I2 + I3,
where
(1) I1 = e
−rTE[S1T |S1T > S2T , S1T > K]
(2) I2 = e
−rTE[S2T |S2T > S1T , S2T > K]
(3) I3 = e
−rTE[K|S1T < K,S2T < K] = Ke−rTP (S1T < K,S2T < K)
By the symmetric relationship between I1 and I2, it suffices to compute one of them. Since
S1T = S
1
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we have




) + (r − q1 − σ122 )T + σ1
√
TX < 0⇔ X < −x1 + σ1
√
T




) + (r − q2 − σ222 )T + σ2
√


































−rTP (X < −x1 + σ1
√
T , Y < −x2 + σ2
√
T ) = Ke−rTN2(−x1 + σ1
√















σ12 + σ22 − 2ρσ1σ2T then U and V are stan-














































Tu · f(u, v) dudv








, −∞ < u, v < +∞






Tu · f(u, v) = f(u − σ1
√
T , v − ρ1σ1
√
T ). By change of
variables x = u− σ1
√
T , y = v − ρ1σ1
√

































−q1T [N(y1)−N2(−x1, y1; ρ1)] = S10e−q1TN2(x1, y1;−ρ1)
Similarly we have I2 = S
2
0e
−q2TN2(x2, y2;−ρ2). So the best of two assets and cash option price
is given by
P = S10e
−q1TN2(x1, y1;−ρ1) + S20e−q2TN2(x2, y2;−ρ2) +Ke−rTN2(−x1 + σ1
√






















































σ12 + σ22 − 2ρσ1σ2, ρ1 = ρσ2−σ1σ12 , ρ2 =
ρσ1−σ2
σ12
4.2.2 Closed-Form Solution for Other Four Categories of Rainbow
Options
Let Cmax denote the call option price on maximum of two assets. We define Cmin, Pmax
and Pmin similarly. We shall derive closed form solution without resorting to tedious integral
computation. Since max[max(S1T , S
2
T )−K, 0] = max(S1T , S2T , K)−K, by risk-neutral valuation,
we have Cmax = P −Ke−rT . Or
Cmax = S10e






Since max[min(S1T , S
2
T )−K, 0]+max[max(S1T , S2T )−K, 0] = max(S1T −K, 0)+max(S2T −K, 0),
by risk-neutral valuation, we have Cmin = CBS(S
1
0 , K) + CBS(S
2










Substituting equation (4.2.2) into the above expression and using the following property of
standardized bivariate normal distribution
N2(a, b; ρ) = N(a)−N2(a,−b;−ρ)
N2(a, b; ρ) = N(b)−N2(−a, b;−ρ)







T ; ρ) (4.2.3)
Since max[K−min(S1T , S2T ), 0]−max[min(S1T , S2T )−K, 0] = K−min(S1T , S2T ), by risk-neutral
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valuation, we have Pmin = Ke
−rT − Cmin(S10 , S20 , 0) + Cmin(S10 , S20 , K).
By equation (4.2.3), we get






Since max[K − max(S1T , S2T ), 0] − max[max(S1T , S2T ) − K, 0] = K − max(S1T , S2T ), by risk-
neutral valuation, we have Pmax = Ke
−rT − Cmax(S10 , S20 , 0) + Cmax(S10 , S20 , K).
By equation (4.2.2), we get
Pmax = −S10e−q1TN2(−x1, y1; ρ1)− S20e−q2TN2(−x2, y2; ρ2) +Ke−rTN2(−x1 + σ1
√




4.2.3 Extension to n-Dimensional Case
Actually we can generalize to European options on the extremum of n risky assets. Let us
consider European call options on the maximum of n assets denoted by Cnmax. Under the usual
Black-Scholes assumptions on the capital market and assume the prices of the assets to follow
the GBM processes in the risk-neutral world
dSi = rSidt+ σiSidBi, i = 1, 2, · · · , n,
where σi denotes the volatility of asset i, dBi is the standard Brownian motion. Let ρij denote
the correlation coefficient between dBi and dBj, where dBi ·dBj = ρijdt, i = 1, 2, · · · , n i 6= j.




2 , · · · , STn )−K, 0)] = e−rTE[max(max(ST1 , ST2 , · · · , STn ,K)−K]
= e−rTE[max(max(ST1 , S
T
2 , · · · , STn ,K)]−Ke−rT = I1 + I2 + · · ·+ In+1 −Ke−rT (4.2.6)
where
(1)Ii = e
−rTE[STi |STi > ST1 , · · · , STi > STi−1, STi > K,STi > STi+1, · · · , STi > STn ], 1 ≤ i ≤ n
(2)In+1 = e
−rTE[K|K > ST1 , K > ST2 , · · · , K > STn ] = Ke−rTP (K > ST1 , K > ST2 , · · · , K > STn )
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i ), we have



















is a standardized normal distribution and (X1, X2, · · · , Xn) are n-variate nor-
mal distribution with mean 0 and covariance matrix R = (ρij)n×n. Let P (X1 < x1, X2 <
x2, · · · , Xn < xn) beNn(x1, x2, · · · , xn;R). Finally we have In+1 = Ke−rTNn(x1, x2, · · · , xn;R).
To compute Ii (1 ≤ i ≤ n), similarly
STi > S
T






























≡ dj, Yj = σjXj − σiXi
σij
, j 6= i (4.2.7)
STi > K ⇔ Yi ≡ −Xi <
log(Si
K









Var(σjXj − σiXi) =
√
σi2 + σj2 − 2ρijσiσj and Yj is a standardized normal
distribution. Obviously (Y1, Y2, · · · , Yn) follows n-variate normal distribution with mean 0, but
the covariance matrix needs to be determined.
If j 6= i and k 6= i, then
ρijk = ρikj ≡ Cov(Yj, Yk) = Cov((σjXj − σiXi), (σkXk − σiXi))
σijσik
=
ρjkσjσk − ρikσiσk − ρijσiσj + σi2
σijσik
If j 6= i, then






After obtaining the covariance matrix Qi = (ρipq)(1 ≤ p, q ≤ n) of (Y1, Y2, · · · , Yn), we can
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write down the probability density function(PDF) of (Y1, Y2, · · · , Yn) as follows































Tyif(y1, y2, . . . , yn) dy1dy2 · · · dyn







Tyif(y1, y2, . . . , yn) = f(y1 + σi
√
Tρii1, y2 + σi
√















f(z1, z2, · · · , zn) dz1dz2 · · · dzn
= SiNn(d1 + σi
√
Tρii1, d2 + σi
√
Tρii2, · · · , dn + σi
√
Tρiin;Qi) (4.2.9)
If we let d˜j be dj + σi
√
Tρiij, then

























































Substituting d˜j into (4.2.9), we get
Ii = SiNn
 log( SiS1 )+(σi122 )T√
Tσi1
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 log( SiS1 ) + (σi122 )T√
Tσi1
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min. If each of n
risky assets pays continuous dividend yields qi, we simply replace Si with Sie
−qi in above price
formulas. To avoid the above tedious integral calculation, Johnson(1987) proposed a more
elegant procedure by regarding one of the underlying assets as numeraire.
4.2.4 Numerical Results of our Interpolation Method
Consider an European put option on minimum of two assets with parameters K = 100, T =
0.5, r = 0.06, σ1 = σ2 = 0.4, q1 = q2 = 0. Similar to value standard European put option,
we shall divide the life of the option into d = 9 equally spaced time-steps and construct a grid
ω : (20i, 20j), 1 ≤ i, j ≤ 10. To find the option price surface at prior time step, we need to
compute the option value at each point on the grid. This is achieved by applying MC method
with paths M = 2000. After obtaining the option value on the grid, we shall use bicubic spline
interpolation to approximate the option price surface and work backward from maturity to
current time. We have used the built-in function interp2() in Matlab. The closed form solution
is given by formula (4.2.4). Numerical results are shown in Table (4.2). The relative error is
typically no more than 1%. However we have noted that when the option is deeply out-of-the-
money, or both stock prices is high at current time the interpolated option value is completely
wrong. The reason is that the interpolated error at end points accumulate fast with time-step.
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Table 4.2: European Put Option on Minimum of Two Assets
S10 S
2
0 Interpolation Approach Closed-Form Formula
80 80 36.956 36.907
80 100 31.726 31.685
80 120 28.778 28.695
100 80 31.732 31.685
100 100 24.787 24.770
100 120 20.694 20.650
120 80 28.624 28.695
120 100 20.653 20.650
120 120 15.803 15.742
4.3 American Put Option on Minimum of Two Assets
Consider an American put option on minimum of two assets with parameters K = 100, T =
0.5, r = 0.06, σ1 = σ2 = 0.4, q1 = q2 = 0, d = 9 where exercise dates are ti = iT/d, i =
0, 1, · · · , d. We shall divide the option life into d = 9 equally spaced time-steps and construct a
grid ω : (20i, 20j), 1 ≤ i, j ≤ 10. At maturity, the option value is given by the payoff function
PA(S1, S2, T ) = max(K −min(S1, S2)). At the time step prior to maturity, the option value is
just the maximum of immediate exercise value and continuation value. Note that between two
exercise dates American option behaves like the corresponding European option. We compute
the continuation value by bicubic spline interpolation where MC method with M = 2000 paths
is used. Repeating the above procedures until we get PA(S1, S2, 0). Numerical results are shown
in Table (4.2) where the finite difference value are quoted from Hartley(2000). The differences
are larger when the option is currently out-of-the-money. But the relative error is less than
1.2% in our table.
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Table 4.3: American Put Option on Minimum of Two Assets, d = 9
S10 S
2
0 Interpolation Approach Finite Difference Approach
80 80 37.29 37.30
80 100 32.07 32.08
80 120 29.11 29.14
100 80 32.05 32.08
100 100 25.02 25.06
100 120 20.77 20.91
120 80 29.03 29.14
120 100 20.71 20.91
120 120 15.77 15.92
Chapter 5
Implementation of LSM Approach for
High-Dimensional Options
In this section we shall implement the LSM (Least Squares Monte Carlo Approach) to price
rainbow options and geometric average options where the number of the underlying assets can
be five or even fifteen. We shall give our algorithms in detail.
5.1 The Least Squares Monte Carlo Approach
In order to value an American-style option, it is necessary to choose between exercising and
continuing at each exercise decision point. The key to optimally exercising the option is iden-
tifying the continuation value. Longstaff and Schwarz advanced an approach to estimate the
continuation value when Monte-Carlo simulation is used. The approach involves using cross-
sectional information in the simulated paths to identify the continuation function. This is done
by regressing the subsequent realized cash flows from continuation on a set of basis functions
of the values of the relevant state variables. The fitted value of this regression is an efficient
estimate of the continuation function and allow us to estimate the optimal stopping rule for
the option.
Mathematically ordinary least squares regression problems correspond to solving a normal
36
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equation (or linear system). The main difficulty of this approach lies in the choice of basis
functions and the determination of basis function number. We shall analyze the impact of
different basis functions on option price especially in high-dimensional case.
From the beginning of our implementation we require that our program can deal with high-
dimensional options with general payoff functions. That is , we can handle a n-asset option
whose payoff function at maturity is f(S1T , · · · , SnT ) under the usual Black-Scholes assumption.
Then the risk-neutral processes for the underlying assets Si satify
dSit = S
i
t [(r − qi)dt+ σidBit], 1 ≤ i ≤ n
where Bit, 1 ≤ i ≤ n are correlated standard Brownian motions with correlation matrix
R = (ρij)n×n. We have written a single C program to price this kind of option where lit-
tle modifications are needed for different options. In our program we have used some built-in
functions in GNU Scientific Library(GSL). The GNU Scientific Library (GSL) is a numerical
library for C and C++ programmers. The current version is GSL-1.41.
5.2 Options on the Maximum of two assets
In Longstaff and Schwarz’s paper they have shown that LSM is robust to the choice of basis
functions in pricing Vanilla American options. Now we consider a little more complex option:
American call options on the maximum of two assets with finite exercise opportunities.
Mark Broadie and Paul Glasserman have proposed a stochastic mesh method for pricing high-
dimensional American options. This method provides two consistent price estimates, one biased
high and the other biased low. These two estimates can be combined to obtain conservative
confidence intervals for the option price. One main disadvantage of this method is that it is
computationally intensive. We shall use stochastic mesh method as our benchmark.
For simplicity we suppose both assets have an identical initial price. We use five initial
prices to test our LSM implementation. The risk-free interest rate is 0.05; both assets have
1For more information and download issues, please visit http://sources.redhat.com/gsl/
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continuous dividend yield qi = 0.1 and volatilities σi = 0.2; they have correlation ρ12 = 0.3;
the strike price is K is 100; the time to maturity is three years; and there are four exercise
opportunities at time 0, 1, 2 and 3 years.
As to our LSM algorithms we use quadratic functions as our basis functions. We shall
simulate 50,000 paths plus 50,000 antithetic paths. We show the results on the Table (5.1).
In this table the true American option price and 90% percent confidence bounds are quoted
from the thesis of one of Prof. Lyuu’s students2. The corresponding European option price can
be found by a closed-form formula (4.2.2) where the bivariate cumulative distribution function
N2(a, b; ρ) is computed using Appendix 6.2.
In table (5.1), ”random seed” determines the whole simulation paths and ”LSM European”
means standard Monte Carlo simulation price for corresponding European options. As shown,
the differences between LSM algorithms and the true value are typically small. Note that we
use quadratic functions (or 1, S1, S2, S
2
1 , S1 × S2, S22) as our basis functions. It seems successful
when the option has two underlying assets. If the option has n underlying assets, are quadratic





basis functions for n-dimensional quadratic functions. So our LSM algorithms are
quadratic with the number of underlying assets.
5.3 Geometric Average Option and Max-Option
We shall consider max-option and geometric-average option that are used in Broadie and
Glasserman’s paper. Special attention is paid to geometric average option since this high-
dimensional option can be reduced to a vanilla option. For example, we consider a geo-




t · · ·Snt − K, 0). Sup-
pose each of assets are log-normally distributed (GBM) with correlation matrix R, i.e. Sit =
2You can download the thesis at http://www.csie.ntu.edu.tw/˜lyuu/theses/thesis r86075.pdf
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2 and volatility σA. So American geometric average call option on n as-
sets is reduced to a vanilla American call option. For American call options, both binomial
tree/trinomial tree method and finite difference method work well in terms of accuracy and
speed.
Now we give numerical results based on two types of options in Table (5.2)–(5.5). The first type




t · · ·Snt −K, 0). The
second type is the max-option on five assets with payoff function max[max(S1T , · · · , S5T )−K, 0)].
For simplicity we assume that each of the underlying assets on these two types options has the
same dividend yield and volatility and they are independent each other.
Table (5.2)-(5.4) show geometric average call options on n = 5, 7, 15 assets with d = 10, 10, 50
exercise dates, respectively. The 90% confidence bounds are quoted from Broadie and Glasser-
Chapter 5 Implementation of LSM Approach for High-Dimensional Options 40
man’s paper. ”BT American” stands for 1000-step CRR binomial tree. For our LSM imple-
mentation we simulate M = 10, 000 paths and use quadratic functions as our basis functions.
Our LSM algorithms give good results since the actual error is only several cents.
In table (5.5) we still use quadratic functions in our LSM implementation. In this case the
number of quadratic functions is (15+1)(15+2)
2
= 136. That means we have to solve a 136-by-136
linear system at each exercise date. But the CPU running time is only several minutes for this
option. Pricing results are satisfactory since the actual error is only several cents.
It seems quadratic functions are suitable basis functions in pricing geometric average options.
However when it come to max-option we can not draw this conclusion. Table (5.5) shows
max-option on five assets with d = 10 exercise date. In this case we choose two set of basis
functions. The first one labelled ”LSM American 1” is a quadratic function set consisting of
(5+1)(6+1)
2
= 21 functions and the second one labelled ”LSM American 2” is a function set
consisting of 19 functions, or
1, 2S1, 4S1
2 − 2, 8S13 − 12S1, 16S14 − 48S12 + 12, 32S15 − 160S13 + 120S1,
S2, S2
2, , S3, S3
2, S4, S4
2, S5, S5
2, S1S2, S2S3, S3S4, S4S5, S1S2S3S4S5
where S1 denotes the highest values of the five assets, S2 denotes the second highest values of
the five assets and S3, S4, S5 are defined accordingly. The basis functions involving S1 only are
the first five Hermite polynomials. This set of basis functions are described in Longstaff and
Schwartz’s paper. In this table ”LSM American 2” gives better results than ”LSM American
1” since the former can easily enter the 90% conservative confidence bounds.
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Table 5.1: American Call Option on Maximum of Two Assets, d = 3
S0 Random Seed LSM European LSM American True American 90% Confidence Bounds
0 3.304 3.691
10 3.271 3.651




















120 100 22.084 26.703 26.875 [26.589, 27.166]
1000 22.221 26.852
10000 22.055 26.847
The payoff function at maturity is max[max(S1T , S
2
T )−K, 0)].
Parameters: K = 100, r = 0.05, q = 0.1, T = 3.0, σ = 0.2, ρ = 0.3 and four exercise
opportunities at times 0, 1, 2 and 3 years.
European Prices: 3.269 for S0 = 80, 6.293 for S0 = 90, 10.513 for S0 = 100, 15.835 for
S0 = 110, and 22.080 for S0 = 120.
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Table 5.2: American Geometric Average Call Option on Five Assets, d = 10
S0 Random LSM LSM Closed-Form BT 90% Confidence
Seed European American European American Bounds
0 1.186 1.353
10 1.190 1.356










110 100 7.479 10.152 7.521 10.211 [10.205,10.233]
1000 7.541 10.148
10000 7.518 10.136
The payoff function at maturity is max[ 5
√
S1T · · ·S5T −K, 0)].
Parameters: K = 100, r = 0.03, q = 0.05, T = 1, σ = 0.4, ρ = 0 and d + 1 exercise
opportunities at times ti = iT/d, i = 0, 1, · · · , d years and d = 10.
The Closed-form European values are calculated by Black-Scholes formula.
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Table 5.3: American Geometric Average Call Option on Seven Assets, d = 10
S0 Random LSM LSM Closed-Form BT 90% Confidence
Seed European American European American Bounds
0 0.633 0.746
10 0.622 0.759





100 100 2.401 3.214 2.419 3.270 [3.258, 3.316]
1000 2.427 3.250
10000 2.404 3.236
110 0 6.185 10 6.201 10 [10, 10]
The payoff function at maturity is max[ 7
√
S1T · · ·S7T −K, 0)].
Parameters: K = 100, r = 0.03, q = 0.05, T = 1.0, σ = 0.4, ρ = 0 and d + 1 exercise
opportunities at times ti = iT/d, i = 0, 1, · · · , d years and d = 10.
The Closed-form European values are calculated by Black-Scholes formula.
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Table 5.4: American Geometric Average Call Option on Fifteen Assets, d = 50
S0 Random LSM LSM LSM CPU Closed-Form BT
Seed European American Running Time(s) European American
0 0.091 0.153 60.80
10 0.088 0.146 60.22
90 100 0.093 0.146 60.42 0.091 0.131
1000 0.093 0.145 59.77
10000 0.095 0.156 60.62
0 0.943 1.760 110.61
10 0.921 1.762 110.93
100 100 0.937 1.758 110.86 0.930 1.777
1000 0.921 1.738 111.14
10000 0.948 1.766 111.78
110 0 4.062 10 208.58 4.209 10
The payoff function at maturity is max[ 15
√
S1T · · ·S15T −K, 0)].
Parameters: K = 100, r = 0.03, q = 0.05, T = 1.0, σ = 0.4, ρ = 0 and d + 1 exercise
opportunities at times ti = iT/d, i = 0, 1, · · · , d years and d = 10.
The Closed-form European values are calculated by Black-Scholes formula.
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Table 5.5: American Call Option on Maximum of Five Assets, d = 9
S0 Random LSM LSM1 LSM2 True 90% Confidence
Seed European American American European Bounds
0 14.657 16.550 16.724
10 14.567 16.466 16.610
90 100 14.508 16.466 16.562 14.586 [16.602,16.710]
1000 14.594 16.480 16.638
10000 14.603 16.472 16.622
0 23.120 25.996 26.237
10 23.029 25.922 26.147
100 100 22.955 25.877 26.062 23.052 [26.101,26.211]
1000 23.066 25.970 26.151
10000 23.080 25.924 26.100
0 32.723 36.633 36.854
10 32.897 36.614 36.723
110 100 32.823 36.603 36.681 32.685 [36.719,36.842]
1000 32.679 36.545 36.742
10000 32.729 36.662 36.717
The payoff function at maturity is max[max(S1T , · · · , S5T )−K, 0)].
Parameters: K = 100, r = 0.05, q = 0.1, T = 3.0, σ = 0.2, ρ = 0 and d+ 1 exercise opportu-
nities at times ti = iT/d, i = 0, 1, · · · , d years and d = 9.
Chapter 6
Conclusion and Future Work
In this thesis we propose an interpolation approach for option pricing. We have applied our
interpolation approach to American put option, European/American put option on minimum
of two assets. Our numerical results show that our method works well if the option is not deeply
out-of-the-money. If the option is deeply out-of-the-money, the results are not satisfactory. One
possible explanation is that the interpolation error at remote points accumulated fast with time
especially for high-dimensional cubic spline interpolation. In our thesis we have implicitly used
the fact that option price surface is smooth with respect to each asset value.
We also study the use of quadratic functions as universal basis functions in LSM implemen-
tation for a general n-asset American-style option. For geometric average options this choice
performs well. But the pricing accuracy becomes lower for max-option.
Our future work may include applying smooth cubic/bicubic spline interpolation in option
pricing. We also shall try to look for a better choice of basis functions in LSM implementation.
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Appendix
6.1 Calculation of Cumulative Normal Distribution Prob-
ability
When we use Black-Scholes formula to compute European option price, the only problem is in
calculating the cumulative normal distribution, N(x). In this thesis, A polynomial approxima-
tion that gives six-decimal-place accuracy is
N(x) =
 1−N
′(x)(a1k + a2k2 + a3k3 + a4k4 + a5k5) if x ≥ 0





, γ = 0.2316419
a1 = 0.319381530, a2 = −0.356563782, a3 = 1.781477937






6.2 Calculation of Cumulative Bivariate Normal Distri-
bution Probability
We define N2(a, b; ρ) as the cumulative probability in a standardized bivariate normal distri-
bution that the first variable is less than a and the second variable is less than b, when the
coefficient of correlation between the variables is ρ . Drezner provides a way of calculating
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N2(a, b; ρ) to an accuracy of four decimal places. If a ≤ 0, b ≤ 0, and ρ ≤ 0, then








f(x, y) = exp[a′(2x− a′) + b′(2y − b′) + 2ρ(x− a′)(y − b′)]
a′ =
a√




A1 = 0.3253030, A2 = 0.4211071, A3 = 0.1334425, A4 = 0.006374323
B1 = 0.1337764, B2 = 0.6243247, B3 = 1.3425378, B4 = 2.2626645
In other circumstances where the product of a, b, and ρ is negative or zero, one of the following
identities can be used:
N2(a, b; ρ) = N(a)−N2(a,−b;−ρ)
N2(a, b; ρ) = N(b)−N2(−a, b;−ρ)
N2(a, b; ρ) = N(a) +N(b)− 1 +N2(−a,−b; ρ)
In circumstances where the product of a, b, and ρ is positive, the identity
N2(a, b; ρ) = N2(a, 0; ρ1) +N2(b, 0; ρ2)− δ
can be used in conjunction with the previous results, where
ρ1 =
(ρa− b)sgn(a)√
a2 − 2ρab+ b2 , ρ2 =
(ρb− a)sgn(b)√





 +1 if x ≥ 0−1 if x < 0
6.3 C Programs for LSM Implementation on Geomet-














extern unsigned long SEED=0; //Note: 0<=SEED<=4294967295
extern unsigned long M=50000; //Simulated Path Number
extern unsigned long N=50; //Number of Exercise Opportunities
#define ASSET 15
void lssolve(gsl matrix ∗m, gsl vector ∗v,gsl vector ∗x);
void payoff put(gsl vector ∗v,gsl matrix ∗S[ASSET],unsigned long j,gsl vector ∗po,\
gsl matrix ∗stock,gsl vector ulong ∗rowindex);
void regresstion matrix(gsl matrix ∗v,gsl matrix ∗m);
void continuation value(gsl vector ulong ∗colindex,gsl matrix ∗S[ASSET],gsl vector ulong ∗rowindex,\ gsl vector ∗b,double K[ASSET],unsigned
long j,double r,double dt);
void exercise(unsigned long j,gsl matrix ∗A,gsl vector ∗x,gsl vector ∗po,\
gsl vector ulong ∗rowindex,gsl matrix uint ∗count);
double value(gsl vector ulong ∗colindex,gsl matrix ∗S[ASSET],double K[ASSET],double r,double dt);
void paths(double s[ASSET],double q[ASSET],double sigma[ASSET],\
gsl matrix ∗m,double r,double T,gsl matrix ∗S[ASSET]);
double payoff1(unsigned long i,unsigned long j,double K[ASSET],gsl matrix ∗S[ASSET]);
void vec payoff(unsigned long j, double K[ASSET],gsl matrix ∗S[ASSET],\
gsl vector ∗payoff,unsigned long& number);




unsigned long i, j, number=0, k=0, baseNO=(ASSET+1)∗(ASSET+2)/2;
double r = 0.03, T = 1.0, dt = T/N;
double s[ASSET], K[ASSET], q[ASSET], sigma[ASSET], cc[ASSET∗ASSET]=0 ;
for (i=0; i<ASSET; i++)
{
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s[i]=90, K[i]=100, q[i]=0.05, sigma[i]=0.4;
cc[i∗(ASSET+1)]=1;
}
gsl matrix view m=gsl matrix view array (cc, ASSET, ASSET);
gsl matrix uint ∗count=gsl matrix uint calloc(M,N+1);
gsl matrix ∗S[ASSET];
for (i=0; i<ASSET; i++)
S[i]=gsl matrix alloc(M,N+1);
paths(s,q,sigma,&m.matrix, r, T, S);
gsl vector ∗payoff=gsl vector alloc(M);
vec payoff(N, K,S, payoff, number);
double ss=0;
for (i=0; i<M; i++)
ss+=gsl vector get(payoff,i);
for (i=0; i<M; i++)
if(gsl vector get(payoff,i)>0)
gsl matrix uint set(count,i,N,1);
printf(”the simulation matrix of stock price with paths M=%u and time division N=%u:\n”,M,N);




for (j=(N-1); j>0; j–)
{
vec payoff(j,K,S,payoff,number);
if (number< baseNO) continue;
printf(”%5u\t\t%7u\n”,j,number);
printf(”————————————————–\n”);
gsl matrix ∗stock=gsl matrix alloc(number,ASSET);
gsl vector ∗po=gsl vector alloc(number);
gsl vector ulong ∗rowindex=gsl vector ulong alloc(number);
payoff put(payoff, S, j, po, stock, rowindex);
gsl matrix ∗A=gsl matrix alloc(number,baseNO);
regresstion matrix(stock,A);
gsl vector ulong ∗colindex=gsl vector ulong alloc(number);
rowmax(j,rowindex,count,colindex);
gsl vector ∗b=gsl vector alloc(number);
continuation value(colindex,S,rowindex,b,K,j,r,dt);
gsl vector ∗x=gsl vector alloc(baseNO);
lssolve(A,b,x);
exercise(j,A,x,po,rowindex,count);
gsl vector free(po); gsl matrix free(stock);
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gsl vector free(b); gsl matrix free(A); gsl vector free(x);
gsl vector ulong free(rowindex);






gsl vector ulong ∗rowindex1=gsl vector ulong alloc(M);
gsl vector ulong ∗colindex=gsl vector ulong alloc(M);
for (i=0; i<M; i++) gsl vector ulong set(rowindex1,i,i);
rowmax(0,rowindex1,count,colindex);
double optionvalue=value(colindex,S,K,r,dt);
printf(”\nThe European geometric average option price on %u assets is %10.3f\n”,ASSET,ss∗exp(-r∗T)/M);
printf(”\nThe American geometric average option price on %u assets is %10.3f\n”,ASSET,optionvalue);
gsl vector ulong free(rowindex1); gsl vector ulong free(colindex);
for (i=0; i<ASSET; i++)
gsl matrix free(S[i]);
gsl matrix uint free(count);
printf(”Execution took %5.2f seconds\n”,(double)(clock()-start)/CLOCKS PER SEC);
}
double payoff1(unsigned long i,unsigned long j,double K[ASSET],gsl matrix ∗S[ASSET])
{
unsigned long k; double s;
s=gsl matrix get(S[0],i,j);






void vec payoff(unsigned long j, double K[ASSET],gsl matrix ∗S[ASSET],gsl vector ∗payoff,unsigned long& number)
{
unsigned long i; number=0; double s;




void paths(double s[ASSET],double q[ASSET],double sigma[ASSET],gsl matrix ∗m,double r,double T,gsl matrix ∗S[ASSET])
{
unsigned long i, j, k;
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double temp, dt = T/N;
gsl linalg cholesky decomp (m);
for (i=0; i<ASSET-1; i++)
for (j=i+1; j<ASSET; j++)
gsl matrix set(m,i,j,0);
for (j = 0; j < ASSET; j++)
for (i = 0; i < M; i++)
gsl matrix set(S[j], i, 0, s[j]);
gsl rng ∗rr = gsl rng alloc (gsl rng mt19937);
gsl rng set (rr, SEED);
printf(”generator type: %s\n”, gsl rng name (rr));
printf(” first value = %lu\n”, gsl rng get (rr));
printf(” largest value = %lu\n”, gsl rng max (rr));
printf(”smallest value = %lu\n”, gsl rng min (rr));
gsl vector ∗normal=gsl vector alloc(ASSET);
gsl vector ∗y=gsl vector calloc(ASSET);
for (j = 1; j < N+1; j++)
for (i = 0; i <M; i++)
{
for (k=0; k<ASSET; k++) gsl vector set(normal,k,gsl ran gaussian(rr,1));
gsl blas dgemv(CblasNoTrans,1.0,m,normal,0,y);
for (k = 0; k < ASSET; k++) {









gsl permutation ∗p=gsl permutation alloc (I);
gsl vector ∗b=gsl vector calloc(I);
gsl matrix ∗A=gsl matrix calloc(I,I);
gsl blas dgemm (CblasTrans, CblasNoTrans, 1.0, m, m, 0.0, A);
gsl blas dgemv(CblasTrans,1,m,v,0,b);
gsl linalg LU decomp(A,p,signum);
gsl linalg LU solve(A,p,b,x);
}
void payoff put(gsl vector ∗v,gsl matrix ∗S[ASSET],unsigned long j,gsl vector ∗po,\
gsl matrix ∗stock,gsl vector ulong ∗rowindex)
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{
unsigned long i, k, m=0, I=v->size;
double temp;





gsl vector ulong set(rowindex,m,i);
gsl vector set(po,m,temp);
for (k=0; k<ASSET; k++)









for (i=0; i<I; i++)
{
gsl matrix set(m,i,0,1);




for (n=0; n<ASSET; n++)







void continuation value(gsl vector ulong ∗colindex,gsl matrix ∗S[ASSET],gsl vector ulong ∗rowindex, gsl vector ∗b,double K[ASSET],unsigned




for (i=0; i<I; i++) {
row=gsl vector ulong get(rowindex,i);
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void exercise(unsigned long j,gsl matrix ∗A,gsl vector ∗x,gsl vector ∗po,\
gsl vector ulong ∗rowindex,gsl matrix uint ∗count)
{ unsigned long i, index, I=po->size;
gsl blas dgemv(CblasNoTrans,1,A,x,-1,po);
for (i=0; i<I; i++)
if (gsl vector get(po,i)<0)
index=gsl vector ulong get(rowindex,i);
gsl matrix uint set(count,index,j,1);
}
}
void rowmax(unsigned long j,gsl vector ulong ∗rowindex,gsl matrix uint ∗count,gsl vector ulong ∗colindex) unsigned long i, k, row,
J=rowindex->size;
for (k=0; k<J; k++)
{
row=gsl vector ulong get(rowindex,k);
for (i=j; i<(N+1); i++)
{
if(gsl matrix uint get(count,row,i)==1) gsl vector ulong set(colindex,k,i-j);
break;
if(i==N)




double value(gsl vector ulong ∗colindex,gsl matrix ∗S[ASSET],double K[ASSET],double r,double dt)
{
unsigned long i,col; double s=0;
for (i=0; i<M; i++)
{
col=gsl vector ulong get(colindex,i);
s+=exp(-r∗dt∗col)∗payoff1(i,col,K,S);
}
return(s/M);
}
