We describe a Stochastic Coupled Cluster Theory which represents excitation amplitudes as discrete excitors in the space of excitation amplitudes. Re-expressing the Coupled Cluster (CC) equations as the dynamics of 'excitors' in this space, we show that a simple set of rules suffice to evolve a distribution of excitors to sample the CC solution and correctly evaluate the CC energy. These rules are not truncation-specific and this method can calculate CC solutions to an arbitrary level of truncation. We present results of calculation on the neon atom, and nitrogen and water molecules showing the ability to recover both truncated and full CC results.
Coupled Cluster Theory has been said to be the goldstandard of electronic structure methods, and is routinely used in many branches of physics [1] [2] [3] . With the addition of perturbatitive corrections, CCSD(T) can routinely produce energies well within 'chemical accuracy' [4] , of 1 kcal/mol. It has the desirable property that truncations of the theory are size extensive and rapidly converge with increasing truncation level to give spectroscopic quality results. Despite this, the theory has a number of drawbacks. Its scaling (starting from sixth order with system size) means that large computational resources are required for relatively small systems, though local approximations have had some success in countering this. Also, although in principle systematically improvable with truncation level, this vastly worsens the scaling and the complexity of the equations, and so high-order truncations of Coupled Cluster Theory are only available in specialist codes.
In this letter, we turn to stochastic methods, which have been shown able to provide favourable scalings for correlation energies [5, 6] , and propose a radically different formulation of Coupled Cluster theory, inspired by the Full Configuration Interaction Quantum Monte Carlo method of Alavi et al. [7] [8] [9] (which, along with its use in a truncated form we shall describe CIQMC). In this new formulation, instead of sampling determinants, we sample the space of excitation amplitudes by a set of 'excitors' whose population dynamics converge upon the ground state Coupled Cluster solution.
We begin with a brief overview of the CIQMC method in a novel exposition which clarifies the derivation of the CC formulation. Within a given basis, the complete solution to the many-electron Schrödinger equation may be calculated by expressing the wavefunction as a sum of all possible components of the Hilbert space. It is convenient to use Slater determinants (made up from an ordered list of N of the 2M spinorbitals φ 1 . . . φ 2M ) for this purpose, as the set of all N -electron Slater determinants completely spans the antisymmetric many-particle space in which the solution must lie. It is common to choose the spinorbitals to be the Hartree-Fock (HF) orbitals, which lead to a natural excitation hierarchy from the HF determinant, the lowest energy determinant. Denoting the orbitals occupied in the HF determinant by indices i, j, . . . and the unoccupied (virtual) orbitals, a, b, . . . , we may express the CI wavefunction as
where D 0 is the HF determinant and, for example, D ab ij is the determinant where spinorbitals i and j have been replaced with spinorbitals a and b. The coefficients C may be variationally determined by solving the set of projection equations
to give C and E, the energy of Ψ CI . This process is often performed iteratively, but in CIQMC it is performed stochastically by reexpressing the equations as a propagator. While the operator (Ĥ − E) projects the solution Ψ CI to zero, the operator 1 − τ (Ĥ − E) (where τ is some positive real number) will project Ψ CI to itself and has the same eigenfunctions. Furthermore, as seen in Diffusion Monte Carlo [6] , with suitably small τ , applying this repeatedly to any wavefunction with a component of Ψ CI will result in Ψ CI . Letting D j and C j denote some generic determinants and coefficients, with this new operator we may reexpress (3),(4), etc. as
where j → i requires that D j be connected to D i via the Hamiltonian (i.e H ij = D i |Ĥ|D j = 0). We may consider this process as two steps, and create a new set of coefficients from the old ones,
To express this process stochastically, we may discretize the variables C by creating a population of 'walkers', each of which carries a sign and whose position may be at any determinant. Over a number of steps, the average signed population of walkers on determinant j will be proportional to C j . For the population of walkers to average to the CI wavefunction, their dynamics must be such that they obey (6) and (7) . This is achieved through three processes:
(i) Spawning: (7) shows that if there is a walker at determinant j connected to i then, with a probability proportional to τ |H ij |, it will spawn an appropriately signed walker at i. To sample this more effectively, as all walkers are equivalent, we may perform this in reverse; iterating through the list of walkers, at each we may generate a random connected excitation with normalized probability p gen (j|i) and spawn a walker with probability τ |H ij |/p gen (j|i) with sign −sgn(H ij ). The spawning may be considered to replace (7) by a step where each
(ii) Birth and death: (6) corresponds to the creation or destruction of a walker at the determinant.
is a signed quantity indicating the probability of birth (positive) or death (negative) of a walker at determinant i.
(iii) Annihilation: When there is more than one walker on a determinant, they may be of opposite sign. Such pairs of oppositely signed walkers are removed.
The remaining variable E can be seen to have the effect of population control. If, at convergence, E is higher than the lowest eigenvalue, the population of walkers at each determinant will tend to increase, and, if lower, decrease. E can thus be altered dynamically to stabilize the population, and is termed the 'shift'. This algorithm has been seen to be extremely effective at recovering CI results in small systems, with the drawback that the number of walkers required for a stable population increases as a roughly constant fraction of the Hilbert space, which itself increases exponentially with basis size and number of electrons. This notwithstanding, it has produced results on larger systems than previously studied. We now seek to answer the question, "Can stochastic methods be used to tackle Coupled Cluster Theory in a similar manner?" In CC Theory, instead of expressing the wavefunction as a sum of determinants and coefficients, it is expressed as an exponential, Ψ CC = N 0 eT D 0 . N 0 determines the normalization of the wavefunction and T , the cluster operator, is a sum of coefficients and excitation operators,
where an excitation operator (which consists of a string of creation and annihilation operators) acting on a determinant gives a higher excited determinant, e.g.â . Some care must be taken with respect to normalization owing to the form of the wavefunction. We may choose to insert an arbitrary constant to our Ansatz, Ψ CC = N 0 e N TT D 0 , which allows more freedom in the discretization, with N T determining the scaling of the cluster operator. Expanding this out gives
This is more conveniently written out in terms of an increasing number of excitations, i, j, . . . ,
It is convenient to set N T = 1/N 0 , which recovers a similar form to the CIQMC:
The CC equations very much resemble those of CI:
and as before we expand these out with the new operator 1 − τ (Ĥ − E). As a simple example we consider a system with two occupied spinorbitals (i and j) and two virtual (a and b) spinorbitals. We denote
where we have divided through by the normalization in the last line. This expression is rather more complex than (5), but shares the same form. ]) dynamical objects. A key choice in this method is that the dynamics of such clusters of excitors is expressed so as to only create single (non-composite) excitors. This allows clusters to be generated stochastically on-the-fly, requiring only non-composite excitors to be stored. The dynamics are achieved by sampling clusters of all possible sizes from the list of excitors and applying a simple set of spawning and death steps. For example, the following steps reproduce (16):
These dynamics modify the population of the single, not composite, excitors. ]) are sampled by selecting multiple excitors randomly and combining them. The resultant cluster is then collapsed into a single excitor which may die (i.e. create an excitor of opposite sign), and spawn. This 'collapse' can be seen from (22) and (23) which effectively treat clusters of excitors as their collapsed version, and allow them to spawn only single excitors.
We note that while we have expressed both the CI and CC in the full space of determinants and excitations, we have the liberty of restricting this space to a subset, by restricting the level of excitation of C i and t i . Fuller details of the implementation of this scheme will be given elsewhere, but we note a number of choices FIG. 1: CCMC for water in a cc-pVDZ basis at quadruples truncation. The simulation was started with a population of 4000 at the Hartree-Fock with δτ = 0.005a.u. ma indicates a moving average over 50 shift-steps each of 5δτ and equil indicates a cumulative expectation value when the system has equilibrated after 400 steps.
in the algorithm which differentiate it from the CIQMC. As the number of composites of excitors available is exponentially large, they must be sampled stochastically. Whereas in CIQMC, uniform sampling of walkers allows their generation probabilities to be ignored, care must be taken to produce normalized generation probabilities of the clusters of excitors. In CIQMC a projected energy, E proj = D 0 |Ĥ|Ψ / D 0 |Ψ , is evaluated and used as an output or convergence test. In CCMC, there is a contribution to this from singles and doubles excitors as well as from products of singles excitors. As the latter contribution be relatively expensive to compute, it is evaluated stochastically. Owing to the dependence of the cluster space on the population at the zero excitor, N 0 , it is necessary to keep a relatively large population there, and so simulations are started with a population in the range 50-500, rather than from a single walker as in CIQMC.
We now study some small systems to investigate the efficacy of this new formulation. In particular we wish to determine how the number of excitors affects the convergence of the energy, as well as investigate if there is any systematic error introduced by the discretization and sampling. We compare to CI calculations based on integrals from Q-Chem [12] , and CC calculations from the additions by Parkhill et al. [13] . Figure 1 shows how the projected energy of the water molecule converges with number of steps, achieving sub-milliHartree accuracy within a few thousand cycles.
In CIQMC it has been seen that above a critical number of walkers there is no systematic error, and that number can be determined by locating a plateau in the walker growth. Below this number of walkers a systematic error is apparent and the two measures of energy (projected and the shift) do not agree. Table I shows [10] . CC data and geometries for H 2 O are taken from Olsen et al. [11] . Calculations used τ = 0.001 except for quadruples truncation for N 2 which had τ = 0.00001.
plateau heights for the systems studied. In common with CIQMC, CCMC calculations exhibit a plateau in their excitor growth, but often at much higher numbers of excitors than a CIQMC calculation of the same truncation. This is to be expected as the space of clusters of excitors in CCMC grows much more quickly than that of determinants in CIQMC. As the CCMC calculations must often be started with a significant population at the zero excitor to maintain stability, the plateau phase is often extremely short, and in effect the non-exponential initial population growth reduces smoothly to the stable exponential growth expected of a calculation with the shift fixed at zero. We define the onset of this latter growth as the plateau height. Overall it can be seen that in the systems studied, the critical number of excitors at the plateau is in all cases smaller than the total size of the space, and owing to the relatively rapid convergence of the CC expansion with truncation level, many fewer excitors are required to recover energies of Full CI quality than the equivalent FCIQMC calculation.
In conclusion, we have formulated the Coupled Cluster equations in such a way as to sample them stochastically with discrete 'excitors'. The population dynamics of these excitors recovers the appropriate CC energy within statistical error bars, requiring fewer excitors than amplitudes would be required to perform the exact calculation. Owing to the rapid developments of the CIQMC method, particularly the initiator modification [8] , along with very parallelizable nature of MC methods, there are prospects for application of CC theory to far larger systems than previously possible, and we hope to perform these, as well as scaling studies, in the near future.
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