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Abstract—The theory of network identification, namely identi-
fying the (weighted) interaction topology among a known number
of agents, has been widely developed for linear agents. However,
the theory for nonlinear agents using probing inputs is less
developed orange and relies on dynamics linearization. We use
global convergence properties of the network, which can be
assured using passivity theory, to present a network identification
method for nonlinear agents. We do so by linearizing the steady-
state equations rather than the dynamics, achieving a sub-
cubic time algorithm for network reconstruction for nonlinear
agents and controllers. We also study the problem of network
reconstruction from a complexity theory standpoint, showing that
the presented algorithms are optimal in terms of time complexity.
We provide examples of reconstructing large-scale networks,
including a network of first-order linear agents, and a non-linear
neural network model.
I. INTRODUCTION
Multi-agent systems have been in the pinnacle of research
for the last few years, both for their variety of applications
and their deep theoretical framework. They have been applied
in a wide range of domains, including robotics rendezvous,
formation control, distributed estimation, and social networks
[1]–[3]. One of the most important aspects in multi-agent
systems, both in theory and in practice, is the information-
exchange layer, governing the interaction of agents with one
another. Identifying the underlying network of a multi-agent
system from measurements is of great importance in many
applications. Examples include data mining and privacy in so-
cial networks [3], estimating brain connectivity using EEG in
neuroscience [4], and estimating influence between currencies
using a history of their exchange rates in finance [5].
A few different approaches for network identification were
considered in the literature, including measuring naturally
occurring excitations [6], using unmeasured intrinsic persistent
excitations [7]. probing the network with specifically design
inputs [8], and using transfer entropy and other information-
theoretic measures [9]. Seminal works dealing with network
identification include [10] in which sparse enough topologies
can be identified from a small number of observations, and
[11], [12], providing exact reconstruction for tree-like graphs.
Other important works include [13], presenting a sieve method
for solving the network identification problems for consensus-
seeking networks, and [14], using a node-knockout method.
More recent methods include spectral methods [15] and auto-
regressive models [16]. The network identification theory
for nonlinear agents, with possibly nonlinear interactions, is
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less developed. Some works linearize the dynamics of the
system around a steady-state, and then use a sparse recovery
technique to identify the connecting matrix [17], [18]. Other
works use adaptive observers to try and find the network
structure, while assuming the Lipschitzity of certain elements
in the dynamics [19], [20]. However, these methods are not
applicable when the dynamics are not Lipschitz, or when they
cannot be linearized effectively. For example, the drag force
exerted on many high-velocity moving objects is quadratic in
their velocity. Another example include finite-time consensus
algorithm, which include a nonlinear network feedback term
which is not Lipschitz [21]. We address this problem by
providing a network identification scheme for a wide range
of systems, including nonlinear ones, by probing them with
specially constructed inputs.
Our approach relies on the asymptotic stability of the
network with respect to constant exogenous inputs, which
can be verified using passivity theory, a well-developed con-
cept in multi-agent systems [22]–[26]. Namely, [26] shows
a connection between the exogenous input of a diffusively-
coupled multi-agent system and its steady-state output. We aim
to use this connection, together with the global convergence
properties of the network, to provide an optimal network
identification scheme for multi-agent networks. We do so by
injecting constant exogenous inputs, and tracking the output of
the agents. By appropriately designing the exogenous inputs,
we can reconstruct the underlying graph. The key idea is
that the steady-state outputs are one-to-one dependent on the
exogenous input. This dependency can be linearized, and the
associated matrix can be found by looking at a finite number
of inputs and outputs. Our contributions are stated as follows:
i) We present a sub-cubic algorithm for network reconstruc-
tion for globally convergent networks, which is exact in
the case of LTI systems, and derive an error bound in the
general case.
ii) We discuss the robustness of the algorithm, its assump-
tions, and compare it to other methods in the literature.
iii) We explore the complexity theory behind network re-
construction algorithms, and prove that the algorithm we
presented are optimal in terms of time complexity.
The rest of the paper is organized as follows. Section II
surveys relevant details about diffusively-coupled networks
and their convergence. Section III presents the problem formu-
lation. Section IV presents the network identification algorithm
in an ideal case. Section V discusses the assumptions of the
algorithm, expanding it to non-ideal cases, and compares it to
other methods in the literature. Section VI presents complexity
bounds on general algorithms for network reconstruction, and
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2shows that the presented algorithms are optimal. Lastly, we
present a case study simulating the network reconstruction
algorithms discussed in two cases - a network of LTI agents
and controllers, and a nonlinear neural network.
Notations: Time-dependent signals will be denoted with
italic letters, e.g. y = y(t) and ζ = ζ(t), and constant signals
will be denoted in an upright font, e.g. y and ζ. We use
basic notions from algebraic graph theory [27]. An undirected
graph G = (V,E) consists of a finite set of vertices V and
edges E ⊂ V × V. We denote by k = {i, j} ∈ E the edge
that has ends i and j in V. For each edge k, we pick an
arbitrary orientation and denote k = (i, j). The incidence
matrix of G, denoted EG ∈ R|E|×|V|, is defined such that
for edge k = (i, j) ∈ E, [EG ]ik = +1, [EG ]jk = −1, and
[EG ]`k = 0 for ` 6= i, j. The Laplacian of the graph G is
the matrix EGETG , and a weighted Laplacian is a matrix of
the form EGDETG for a diagonal matrix D > 0. Furthermore,
a weighted graph is a pair Gν = (G, {νe}e) where G is a
graph and {νe} is a collection of real numbers assigned to
the edges. We say that Gν is a positively-weighted graph if
νe ≥ 0 for all edges e. We also use basic notations from
linear algebra. We denote the standard basis vectors in Rn by
e1, · · · , en, and the Kronecker product by ⊗. Moreover, for a
linear map T : U → V between vector spaces, we denote the
kernel of T by kerT . Furthermore, if U is a subspace of an
inner-product space X (e.g., Rd), we denote the orthogonal
complement of U by U⊥. The notation A ≥ 0 (A > 0)
means the matrix A is positive semi-definite (positive definite).
Moreover, if A > 0, we denote the minimal eigenvalue of A
by σ(A). Furthermore, a matrix M is called elementary if,
when premultplying another matrix A, represents one of the
following operations: switching two rows in A, scaling a row
of A, adding a row of A to another. We shall also employ
basic notations from complexity theory. For two functions
f, g : N → R, we say that f(n) = O(g(n)) if there exists
a constant c > 0 and n0 > 0 such that f(n) ≤ cg(n) for
all integers n ≥ n0. We also write f(n) = Ω(g(n)) if there
exists a constant c > 0 and n0 > 0 such that f(n) ≥ cg(n)
for n ≥ n0, i.e. g(n) = O(f(n)). Lastly, we say that a signal
a(t) is a Cq signal if it is continuously differentiable q times.
II. PRELIMINARIES
In this section, we define the notion of diffusively-coupled
networks, and discuss their global convergence properties. We
will also brief on results from complexity theory.
A. Diffusively-Coupled Networks and Steady-States
Consider a collection of agents interacting over a network
G = (V,E). Assign to each node i ∈ V (the agents) and each
edge e ∈ E (the controllers) the dynamical systems,
Σi :
{
x˙i = fi(xi, ui)
yi = hi(xi, ui)
, Πe :
{
η˙e = φe(ηe, ζe)
µe = ψe(ηe, ζe)
. (1)
We consider stacked vectors of the form y = [yT1 , . . . , y
T
|V|]
T
and similarly for u, ζ and µ and the operators Σ and Π. The
network system is diffusively coupled with the control input to
each system described by u = −EGµ, and the controller input
Fig. 1. Block-diagram of the closed loop.
described by ζ = ETG y. The closed-loop system is denoted by
(G,Σ,Π), and is is illustrated in Fig. 1.
Of interest for these systems are the steady-states. Suppose
that (u, y, ζ,µ) is a steady-state of the system. Then (ui, yi) is
a steady-state input-output pair of the i-th agent, and (ζe,µe)
is a steady-state pair of the e-th edge. This motivates the
following definition, originally introduced in [25].
Definition 1. The steady-state input-output relation k of a
dynamical system is the collection of all constant steady-state
input-output pairs of the system. Given a steady-state input u
and a steady-state y, we define k(u) = {y : (u, y) ∈ k} and
k−1(y) = {u : (u, y) ∈ k}.
Let ki be the steady-state input-output relation for the i-
th agent, γe be the steady-state input-output relation for the
e-th controller, and k, γ be their stacked versions. Then, the
network interconnection shown in Fig.1 imposes on the closed-
loop steady-states (u, y, ζ,µ) that y ∈ k(u), ζ = ETG y, µ ∈
γ(ζ), and u = −EGµ. As shown in [28], this is equivalent to
y being a steady-state for the system (G,Σ,Π) if and only if
0 ∈ k−1(y) + EGγ(ETG y). (2)
This expression summarizes the constraints that must be satis-
fied by the network system to achieve a steady-state solution.
B. Tools from Passivity and Complexity Theory
The main tool that will be used for network identification
is (2) and its variants, as it establishes a connection between a
constant exogenous input and the achieved steady-state output.
In order to use this connection, we will need to be able
to measure the steady-state output of the diffusively-coupled
network, meaning that we need to assume that the network
(G,Σ,Π) converges to it. Convergence of the system (G,Σ,Π)
can be guaranteed under a passivity assumption on the agent
and controller dynamics [25].
Definition 2 (Maximal Equilibrium Independent Passivity [25]).
Consider the dynamical system of the form
Υ : x˙ = f(x, u) ; y = h(x, u), (3)
with steady-state input-output relation r. The system Υ is
said to be (output-strictly) maximal equilibrium independent
passive (MEIP) if the following conditions hold:
i) The system Υ is (output-strictly) passive with respect to
any steady state pair (u, y) ∈ r.
ii) The relation r is maximally monotone. That is, if
(u1, y1), (u2, y2) ∈ r then either (u1 ≤ u2 and y1 ≤
3y2), or (u1 ≥ u2 and y1 ≥ y2), and r is not contained
in any larger monotone relation [29].
Such systems include simple integrators, gradient systems,
Hamiltonian systems on graphs, and others (see [25], [26] for
more examples). We remark that the monotonicity requirement
is used to prove existence of a closed-loop steady-state, see
[25] or [26] for more details.
Theorem 1 ( [25], [28]). Consider the closed-loop system
(G,Σ,Π). Assume that the agents Σi are MEIP, and that
the agents Πe are output-strictly MEIP, or vice versa. Then
the signals u, y, ζ, µ converge to some steady-state values
u, y, ζ,µ satisfying 0 ∈ k−1(y) + EGγ(ETG y).
After measuring the steady-state outputs and connecting
them to the constant exogenous inputs using (2) and its
variants, we will end up with a function inversion problem. If
we linearize (2), we’ll end up with a matrix inversion problem.
It is widely known that matrix inversion and matrix multi-
plication have the same time complexity [30]. We’ll denote
the time complexity of matrix inversion by O(nω), neglecting
poly-logarithmic terms. There exists real-world implementable
algorithms for matrix inversion with ω = log2 7 ≈ 2.807 [31],
and theoretical algorithms with time complexity O(n2.3728639)
[32], [33], which cannot be implemented in the real world as
the constant in front of n2.3728639 is extremely large [34].
We’ll take special interest in inverting positive-definite matri-
ces, denoting the time complexity of inverting positive-definite
matrices by O(nω1), similarly neglecting poly-logarithmic
terms. We have 2 ≤ ω1 ≤ ω < 3, as inverting general matrices
is harder than inverting just positive-definite matrices, and just
reading the input takes O(n2) time.
III. MOTIVATION AND PROBLEM FORMULATION
The problem of network identification we aim to solve is
as follows. Given a multi-agent system (G,Σ,Π), determine
the underlying graph G from network measurements and an
appropriately designed exogenous input w. Many works on
network identification consider networks of consensus-seeking
agents [13], [14]. We consider a more general case of (possibly
nonlinear) agents interacting over a modified protocol,
x˙i = fi(xi) + qi(xi)
∑
{i,j}∈E
νijgij(hj(xj)− hi(xi)) +Biwi,
(4)
where xi ∈ R , and fi, qi, gij , hi : R → R are smooth func-
tions.1 Examples of systems governed by (4), for appropriate
choice of functions fi, gij , qi, hi, include the classic consensus
model, traffic control models [35], neural networks [36], and
the Kuramoto model for synchronizing oscillators [37].
In many models, the standard assumption is that only certain
agents can be controlled using the exogenous input wi (i.e.,
Bi = 0 is possible), and one can observe the outputs of only
certain agents. We assume that the exogenous output wi can
be added to all agents, and that the output of all agents can be
1The functions gij are defined for all pairs, even those absent from the
underlying graph. It is often assumed in multi-agent systems that each agent
knows to run a given protocol (i.e., consensus).
observed. The case in which only some agents are susceptible
to exogenous inputs will be tackled in Section V. For now,
we can assume without loss of generality that Bi = 1. We
also denote the matrix of the coupling coefficients νij as N =
diag(· · · , νij , · · · ).
We note that the system (4) is a special case of the closed-
loop presented in Fig. 1, where the agents are given as in (4)
with output yi = hi(x), the controllers are given by the static
maps ζij = νijgij(µij), and the network is connected using
the diffusive coupling ζ = ETG y and u = −EGµ. With this
model, we will often write the closed-loop as (Gν ,Σ, g). We
would like to use the mechanisms presented in Section II to
establish network identification results. We make the following
assumptions on the agents and controllers, allowing us to use
the framework presented in Section II.
Assumption 1. The closed-loop system (G,Σ,Π) converges
to a constant steady-state for any constant exogenous input w
and any initial conditions.
Assumption 2. The inverse of the steady-state input-output
relation for each agent, k−1i (yi), is a continuous monotone
function of yi. Moreover, gij(ζij) is a continuous monotone
function of ζij . Assume there are at most finitely many points at
which k−1i and gij are not twice differentiable on any bounded
interval. Moreover, assume that the set of points in R on which
the derivative dgijdζij nulls is of measure zero.
Assumption 1 is satisfied if the systems Σi, for all i ∈ V,
are MEIP, the controllers Πe, for all e ∈ E, are output-strictly
MEIP, and the graph Gν is positively weighted. However,
the assumption is weaker, as convergence can be established
using methods other than passivity. Note that the last part of
Assumption 2 is equivalent to demanding that the derivative
of gij is positive almost everywhere. We will also consider
the special case where the agents and controllers are linear
and time-invariant (LTI) dynamics. For such systems, unless
the transfer function is Gi(s) = 0, k−1i is a linear function
over R. We can now formulate two fundamental problems of
network detection that we will consider.
Problem 1. Consider the network system (Gν1 ,Σ, g) of the
form (4) satisfying Assumptions 1 and 2 with known steady-
state relations for the agents and controllers. Design the con-
trol inputs wi so that it is possible to differentiate (Gν1 ,Σ, g)
from the network system (Gν2 ,Σ, g), when Gν1 6= Gν2 .
Problem 2. Consider the network system (Gν ,Σ, g) of the
form (4) satisfying Assumptions 1 and 2 with known steady-
state input-output relations for the agents and controllers, but
unknown network structure G and coupling coefficients {νe}.
Design the control inputs wi such that together with the output
measurements of the network, it is possible to reconstruct the
graph G and the coupling coefficients {νe}.
In [38], a solution for Problem 1 was given for MEIP agents
and controllers, assuming that the graph is unweighted (i.e.
νi,j = 1). The same solution also works for weighted graphs,
and the proof works word-by-word for this case as well.
The time complexity of the solution was O(1). In the same
paper, a solution for Problem 2 was also given. In the case of
4general MEIP agents and controllers, the time complexity of
the algorithm was O(22
n
), while for LTI agents and controllers
the time complexity was O(n3). Our goal is to improve the
algorithm in the general case, but we end up improving both.
Assumption 1 guarantees convergence only for constant
exogenous inputs. Thus, we’ll consider constant wi-s, and
denote them as wi. As in [38], we write an equation connecting
the steady-state output y to the constant exogenous input w.
Proposition 1. Suppose that the system (Gν ,Σ, g) is run
with the constant exogenous input w . Let k be the steady-
state relation for the agents. Then the output y of the system
converges to a steady-state y satisfying the following equation,
w = k−1(y) + EGNg(ETG y). (5)
Proof. The closed-loop system converges to some steady-state
output by Assumption 1. The equation for the steady-states
y of the closed-loop systems follows from γ(ζ) = Ng(ζ),
k−1(y) = u + w, ζ = ETy, and u = −Eµ. We note that this
is an equality and not inclusion due to Assumption 2.
We note that the steady-state output y depends not only on
the steady-state input w, but also on the incidence matrix EG
and the weights N = diag(νij), as seen by equation (5). We
wish to find a way to use this connection to reconstruct EG and
N by running the system with exogenous inputs w1, ...,wk and
measuring the corresponding steady-state outputs y1, ..., yk.
IV. A NETWORK IDENTIFICATION ALGORITHM FOR
CONVERGENT NETWORKS
Suppose, for motivation, that our agents and controllers are
LTI. In this case, the steady-state input-output relations are
γ(ζ) = Bζ and k−1(y) = Ay, for some diagonal matrices
A ≥ 0 and B > 0. Thus, (5) takes the following form,
w = Ay + EGNBETG y. (6)
In practice, the value of w is known, and the value of y can
be measured. Moreover, the matrices A,B are known, but the
matrices EG and N are not. We denote the unknown matrix
EGNBETG by L, and the connecting matrix A + EGNBETG
by M . We note that M = A + L, and that L is a weighted
Laplacian, meaning that we can reconstruct the graph G and
the coupling coefficient matrix N by looking at non-diagonal
entries of L, or of M , as A = M − L is diagonal.
Proposition 2. Suppose the matrix M = A + EGNBETG
is known. Then the graph G and the coefficients νij can
be exactly reconstructed. The graph G consists of all edges
e = {i, j} such that Lij 6= 0, and νij = −Mijbij .
Proof. Directly follows from B > 0, the fact that L is a
weighted Laplacian with graph G and weights bijνij , and the
fact that M = A+ L, where A is a diagonal matrix.
Our goal now is to be able to reconstruct the matrix M only
from measurements. The equation connecting the steady-state
output and the constant exogenous input is My = w, where
both the vectors y and w are known. Thus, if we have a series
of r measurements y1, ..., yr and w1, ...,wr, with r = n = |V|,
such that Myi = wi for all i, and y1, ..., yr are linearly
independent, we can reconstruct the matrix M . Namely, we
have M = WY −1 where Y is the matrix whose columns are
y1, ..., yn, and W is the matrix whose columns are w1, ...,wn.
Thus, we can solve the reconstruction problem by running the
system n times with different exogenous inputs and measuring
the achieved steady-states, as long as we can assure that the
measured steady-state outputs will be linearly independent.
This is easy in the case A 6= 0, as the matrix M is invertible,
so we can require that w1, ...,wn are linearly independent.
However, consider the case A = 0. There exists vectors w
such that there exists no solution to My = w, as M is not
invertible. To remedy the problem, we instead consider the
matrix M ′ = EGNBETG + 1n1n1Tn in the case A = 0, which
is invertible. Moreover, we observe that M ′1n = 1n and note
that if yi is in 1⊥n , then M
′yi = Myi. Hence, if we choose
wi, yi as above for i = 1, . . . , n− 1, and also yn = wn = 1n,
then defining W,Y as above leads to M ′ = WY −1, and M =
M ′ − 1n1n1Tn . We will implement this scheme, in which the
added term 1n1n1
T
n will be denoted by Q
Unfortunately, in general, our agents and controllers might
not be LTI. However, we can still try and apply the same
algorithm using linearization. Heading toward linearization,
we first run the system with some w0 and get y0. We can
now linearize the equation w = k−1(y)+EGNg(ETG y) around
y0. If we input w = w0 + δw, then we obtain
w − k−1(y) = EGNg(ETG y) ≈ (7)
EGNg(ETG y0) + EGN∇g(ETG y0)ETG δy,
where y is the steady-state output of the network, and δy =
y − y0. More precisely, we have the following result.
Proposition 3. Suppose that the function g is twice differen-
tiable at y0. Then for any δw small enough, the equation
EGN∇g(ETG y0)ETG δy = δw − k−1(y) + k−1(y0) +O(‖δy‖2)
(8)
holds, where y = y0 + δy.
Proof. Immediately follows from subtracting w0 = k−1(y0)+
EGNg(ETG y0) from w = k−1(y) + EGNg(ETG y) and using
Taylor expansion up to first order, where we note that the
twice differentiability assumption implies that the error of the
first order approximation is O(‖δy‖2) .
As before, injecting n different signals into the system and
measuring the output gives n vectors, δy1, ..., δyn. We can
use (8) to estimate the value of the matrix EGN∇g(ETG y0)ETG
applied on each of δy1, ..., δyn. As before, we can replace
one of these vectors with 1n, as we know that it lies in the
kernel of the matrix. If we knew these vectors are linearly
independent, we could use the same reconstruction method as
in the linear case. Thus we strive to find a method in which
δy1, · · · δyn are linearly independent.
Theorem 2. Let Pn,0 be any absolutely continuous probability
measure on Rn, and suppose that we sample w0 according
to Pn,0, and let y0 be a solution to the equation w0 =
k−1(y) + ENg(ETy). We define vectors δy1, ..., δyn−1, δyn
in the following way:
5• If k−1 is differentiable at y0 and ∇k−1(y0) = 0, choose
δwi = κ(ei−en) for i = 1, · · · , n−1. Define yi as the so-
lution to the equation w0 +δwi = k−1(yi)+ENg(ETyi)
and δyi = (Idn− 1n1n1Tn )(yi−y0), for i = 1 · · · , n−1.
Also, set δyn = κ1n.
• Otherwise, choose δwi = κei for i = 1, · · · , n. Define yi
as the solution to the equation w0 + δwi = k−1(yi) +
ENg(ETyi) and δyi = yi − y0.
Suppose Assumptions 1 and 2 hold. If κ is small enough, then
the set A = {δy1, ..., δyn−1, δyn} is a basis for Rn.
Before proving Theorem 2, we state and prove a lemma.
Lemma 1. Suppose that the same assumptions as in Theorem
2 hold. Then for any i ∈ {1, ..., n} and any number x ∈ R, the
set of all w ∈ Rn such that the solution y to w = k−1(y) +
EGNg(ETG y) satisfies yi = x has measure zero.
Proof. We consider the map G : Rn → Rn defined by
G(y) = k−1(y)+EGNg(ETG y). The relevant set S is the image
ofR = {y ∈ Rn : yi = x} under G. The assumption on k−1, g
implies that it is continuous and piecewise smooth, hence
locally Lipschitz. Thus, G is absolutely continuous, sending
zero-measure sets to zero-measure sets. As R has measure
zero, we conclude that S also has measure zero.
Corollary 1. Under the same assumptions as in Theorem
2, with probability 1, the functions k−1 and g is twice
differentiable at y0, ETG y0 respectively, and the differential ∇g
is a positive-definite diagonal matrix.
We can now prove Theorem 2.
Proof. By Corollary 1, we know that the Pn,0-probability that
k−1 is not twice differentiable at y0 is zero. Thus, we can
assume this scenario does not happen. Under this assumption,
we can write the following equation connecting δyi and δwi,
δwi = ∇k−1(yi)δyi + EGN∇g(ETG y0)ETG δyi +O(‖δyi‖2),
(9)
which follows from Proposition 3 in the case ∇k−1(y0) 6= 0,
and uses ETG 1n = 0 in the case ∇k−1(y0) = 0. Because κ
is small, and k−1 and g are twice differentiable at y0 and
ETG y0, we can conclude that ‖δyi‖ = O(‖δwi‖). Thus, we
can rewrite (9) differently:
δwi −O(‖δwi‖2) =
(∇k−1(y0) + EGN∇g(ETG y0)ETG ) δyi.
(10)
Let us first focus on the case ∇k−1(y0) 6= 0. The matrix
∇k−1(y0)+EGN∇g(ETG y0)ETG is invertible, as the monotonic-
ity assumption implies that ∇k−1 ≥ 0, and we know that
∇g ≥ 0 [38]. Thus A is linearly independent if and only if the
vectors on the left-hand side of (10) are linearly independent.
However, these vectors are equal to κei− zi, for some vectors
zi satisfying ||zi|| = O(κ2), making them linearly independent
for κ small enough, meaning that A is a basis.
As for the case in which ∇k−1(y0) = 0, we note that
EGN∇g(ETG y0)ETG preserves the space orthogonal to 1n.
Moreover, when restricted to that subspace, it is an invertible
map. As δy1, ..., δyn−1 are orthogonal to δyn = κ1n, it’s
enough to show that the former are linearly independent. As
the map EGN∇g(ETG y0)ETG is invertible on the space 1⊥n , this
is the same as saying that the vectors on the left hand side of
equation (10) are linearly independent. However, these vectors
are of the form κ(ei− en)−O(κ2), which are clearly linearly
independent if κ is small enough. Thus A is a basis for Rn
(with probability 1). This concludes the proof.
Remark 1. In the proof, we used the fact that if k−1 and g are
twice differentiable at y0 and ETG y0, then δyi = O(‖δwi‖). In
particular, the error rate in Proposition 3 is O(‖δwi‖2).
We wish to conclude this section with a proper description
and analysis of the algorithm. It can be read in Algorithm 1.
Algorithm 1 Network Reconstruction Scheme for MEIP
agents and controllers
1: Randomly choose w0 as a standard Gaussian vector.
Change the value of w(t) to w0.
2: Wait for the diffusively coupled network to converge (see
Remark 3). Measure its steady-state output and denote it
as y0.
3: if ∇k−1(y0) = 0 then
4: Define δwi = κ(ei − en) for i = 1, · · · , n− 1.
5: Put δyn = κ1n and δwn = κ1n
6: Put NumOfRuns = n− 1.
7: Put J = Idn − 1n1n1Tn
8: Put Q = 1n1n1
T
n
9: else
10: Define δwi = κei for i = 1, · · · , n.
11: Put NumOfRuns = n.
12: Put J = Idn
13: Put Q = 0.
14: end if
15: for i = 1 to NumOfRuns do
16: Change the value of w(t) to w0 + δwi.
17: Wait for the diffusively coupled network to converge
(see Remark 3). Measure its steady-state output and
denote it as yi.
18: Define δyi = J(yi − y0).
19: end for
20: Define the matrix δY as the n × n matrix having
δy1, ..., δyn as its columns.
21: Define the matrix δW as the n × n matrix having
δw1, ..., δwn as its columns.
22: Compute M ′ = δWδY −1.
23: Compute M = M ′ −Q.
24: Define an empty graph H on n nodes.
25: for i, j = 1 to n do
26: if Mi,j < −ε and i 6= j then
27: Add the edge {i, j} to the graph H.
28: Define dij =
dgij
dζij
((y0)i − (y0)j).
29: Define pij = −Mijdij
30: end if
31: end for
32: Output the graph H and the coupling coefficients {pij}.
6Remark 2. Algorithm 1 gives a reconstruction scheme -
choose specific n (or n− 1) linearly independent vectors, run
the system n (or n−1) times using them as inputs, measure the
steady-state outputs, and use the discussion at the beginning of
the section to compute the graph G and the weights νij . Instead
of doing separate experiments in which we run the network
with one of the δwi-s, we can use the global asymptotic
convergence of the network to apply a switching signal. We
use an exogenous input w(t) whose value is changed when
the system reaches its steady-state, or -close to it. See also
Remark 3 about declaring when a steady-state is reached.
Remark 3. Algorithm 1 runs the system with fixed exogenous
inputs, and then measures the steady-state output of the closed-
loop system. In practice, the exact steady-state output is
achieved only asymptotically, which is both unfeasible to run,
and forbids the switching input scheme of Remark 2. Therefore,
we must stop the system and measure the output after a finite
amount of time. We thus wish to estimate the runtime required
to assure sufficient proximity to the true steady-state output.
There are many ways to know the desired runtime of the
system, or at least some approximation of it. One can use
the storage function of the closed-loop system to estimate the
distance from steady-state at each point in the run, terminating
when the distance from steady-state is small enough. Another
solution is to stop running the system when y˙ (or x˙) is small
enough. Other ways to determine the runtime include con-
ducting computer-based simulations, or even intuition based
on the physical time constants in the agents’ dynamics.
Another method one can use is equilibrium-independent
Lyapunov exponents. For passive LTI systems, if we have
a steady-state xss for the agents, it corresponds to a
quadratic storage function, namely of the form S(x) =∑n
i=1 qi(xi(t)−(xss)i)2 for some positive numbers q1, ..., qn.
We can consider the closed-loop system, for which we
can write S˙ ≤ −∑ni=1 ρi(hi(xi(t)) − hi((xss)i))2, where
ρi > 0 are the output-passivity parameters of the agents
(see [25, Theorem 3.4]). The right-hand side is bounded by
−mini
{
qi
ρi%i
}
S(x), where hi(xi) = %ixi. In other words,
we can conclude from Lyapunov’s theorem that the network
always converges to its steady-state exponentially fast with
a known exponent, no matter what steady-state it has. More
exactly, the storage function decays exponentially fast with
exponent C = mini
{
qi
ρi%i
}
, meaning that by sensing the
value of the storage function at the beginning of the run,
we can compute a bound on how long we need to wait until
we are -close to the steady-state, namely log(S(x(0))/)/C.
This method can also be generalized for other, nonlinear
systems as well. Generically speaking, inequalities bounding
the measurement function hi from below using the storage
function of the i-th agent imply convergence rate guarantees,
that in turn give the needed runtime of the algorithm.
It’s clear that Algorithm 1 is an approximate algorithm if
the agents and controllers are not LTI, as the quadratic error
term will have an effect on the coupling coefficients. However,
we can still use it to reconstruct the underlying graphs well,
as will be shown later by examples. We can bound the error
of algorithm, and determine its time complexity.
Theorem 3. Consider a diffusively coupled system (Gν ,Σ, g).
Suppose that assumptions 1 and 2 hold. Then:
1) Let M be the matrix calculated by Algorithm 1, and let
M = ∇k−1(y0) + EGN∇g(ETG y0)ETG .
Then for any i, j ∈ V, we have
|Mij −Mij | ≤ O
(√
nκ
(
1 + max
i,j
(νijdij)λmax(G)
))
,
with probability 1. Thus, Algorithm 1 approximates the
graph and coupling coefficients, with probability 1.
2) The time complexity of the Algorithm 1 is O(nω).
Remark 4. If the agents and controllers are LTI, equation (5)
is already linear. Thus, the quadratic error term in Theorem
2 nulls, and therefore the error term in Algorithm 1 nulls.
Before proving the theorem, we first need to prove a lemma:
Lemma 2. Let δW be the matrix computed by Algorithm
1. Then it is the product of no more than O(n) elementary
matrices, and the operator norm of δW−1 is bounded by 2/κ.
Proof. If ∇k−1(y0) 6= 0, then δW is equal to κIdn, so the
result is clear. If ∇k−1(y0) = 0, however, then δW is equal to
κF , where F columns are given by ei−en for i = 1, · · · , n−1
and 1n. Thus, (δW )−1 is equal to κ−1F−1, so it’s enough to
show that the operator norm of F−1 is bounded by 2, and that
F is the product of no more than O(n) elementary matrices.
We run a Gaussian elimination procedure on the matrix
F . Each row operation corresponds to a multiplication by an
elementary matrix, so it suffices to show that the procedure
halts after O(n) steps. We’ll show it halts after 2(n− 1) + 1
steps. Indeed, we first consider the row operations of the form
Rn → Rn + Ri for i = 1, · · · , n − 1, namely add row i to
row n. These are n − 1 total row operations, leaving all first
n− 1 rows unaltered, and changing the last row of the matrix
to [0, · · · , 0, n]. We now divide the n-th row by n, which is
another row operation, altering the last row to [0, · · · , 0, 1].
Lastly, we apply the row operations Ri → Ri − Rn for
i = 1, · · · , n − 1. These operations nullify the only nonzero
off-diagonal element in each row, achieving an identity matrix.
Thus, by applying a total of (n−1)+1+(n−1) row operations,
we transformed the matrix F to the identity matrix. Thus F
is the product of 2n− 1 elementary matrices.
Now, consider the Gaussian elimination procedure applied
to F . We used row operations to transform F to Idn. The
matrix F−1 can be computed by applying the same row
operations on Idn, in the same order, yielding a closed form
for F−1. Indeed, we follow the same process, this time on
Idn. First, we applied the row operations Rn → Rn +Rj for
j = 1, · · · , n− 1. This leaves all rows but the last unaltered,
and the last row becomes [1, · · · , 1]. Then, we apply the map
Rn → 1nRn, dividing the last row by n. Lastly, we applied
the row operations Rj → Rj − Rn for j = 1, · · · , n − 1,
adding 1n [1, · · · , 1] to each of the rows but the last. Thus, the
matrix F−1 is the sum of two matrices. The first is 1nξ1
T
n ,
7where ξ = [−1, ...,−1, 1]T . The second is the diagonal matrix
I = Idn − eneTn , having all diagonal entries equal to 1, but
the last, which is equal to 0. Thus, we have
‖F−1‖ ≤ 1
n
‖ξ1Tn‖+ ‖I‖ ≤
1
n
‖1n‖‖ξ‖+ 1 = 1 + 1 = 2.
This completes the proof.
We can now prove Theorem 3.
Proof. We start by proving the time complexity estimate. The
first part of the algorithm, before the for-loop, takes O(n2)
time (just to initialize δwi for i = 1, ..., n). The first for-loop
takes O(n2) time as well, as each iteration takes O(n) time
just to store yi in memory, and the multiplication with J is
either identity or a projection on 1⊥n , both can be computed in
O(n) time. The computation between the two for-loops takes
O(nω) time. Lastly, the last for-loop also takes O(n2) time.
Since ω ≥ 2, the result is obtained.
As for the first part, by definition, the matrix M ′ satisfies
M ′δyi = δwi for i ∈ V. Using Corollary 1 and Remark 1, we
conclude that for any i ∈ V, ‖δwi −M′δyi‖ = O(‖δwi‖2),
where M′ = ∇k−1(y0) + EGN∇g(ETG y0)ETG + Q. Thus, we
conclude that for any i ∈ V, we have ‖(M ′ −M′)δyi‖ ≤
O(maxi ‖δwi‖2) = O(κ2). Hence the operator norm satisfies:
‖(M ′ −M′)δY ‖ ≤
√∑
i∈V
O(κ2)2 = O(
√
nκ2).
Now, by submultiplicativity of the operator norm [39], we have
that ‖M ′ −M′‖ ≤ ‖(M ′ −M′)δY ‖‖δY −1‖. Thus, we have
‖M ′−M′‖ ≤ O
(√
nκ2‖δY −1‖
)
. We note that M ′−M′ =
M − M, meaning that ‖M − M‖ ≤ O
(√
nκ2‖δY −1‖
)
,
implying the same inequality for all entries |Mij −Mij |.
Now, we wish to estimate ‖δY −1‖. We define δvi =M′δyi
for i = 1, · · · , n, so equation (10) reads δvi = δwi −O(κ2).
Define δV as the matrix whose columns are δvi. Then
δV = δW−O(κ2). In particular, by multiplying by δW−1 and
using Lemma 2, we conclude that δW−1δV = Idn − O(κ),
or equivalently, by taking inverses, δV −1δW = Idn +O(κ).
Now, we note that δY −1 = MδV −1. Thus, by submulti-
plicativity of the operator norm, we conclude that:
‖δY −1‖ ≤ ‖M‖ · ‖δV −1‖ ≤ ‖M‖ · ‖δV −1δW‖ · ‖δW−1‖
We can now estimate each factor on its own. Lemma 2 implies
that ‖δW−1‖ = O(κ−1). Moreover, δW−1δV = Idn −O(κ)
implies that ‖δV −1δW‖ = O(1), namely ‖δV −1δW‖ = 1 +
O(κ). Lastly, we can estimate the norm of M as:
‖M‖ ≤ ‖∇k−1(y0)‖+ ‖EGN∇g(ET y0)ETG ‖+ ‖Q‖ =
O(1) + max
i,j
(νijdij)λmax(G) +O(1),
where we use Q = 0 if ∇k−1(y0) = 0, and Q = 1n1n1Tn
otherwise, implying ‖Q‖ ≤ 1n‖1n‖2 = 1.
Remark 5. We can reduce the complexity of the computation
of M ′ from O(nω) to O(nω1). This is done by considering
(M ′)−1 = δW−1δY . As the matrix δW is the product of
O(n) elementary matrices, we can compute (M ′)−1 in O(n2)
time by applying the corresponding row operations on δY .
However, the matrix (M ′)−1 need not be positive-definite,
or even symmetric, due to the quadratic error term in (10).
To remedy this problem, we symmetrize (M ′)−1 by defining
(M ′)−1sym =
1
2 ((M
′)−1 + ((M ′)−1)T ), which is symmetric.
Moreover, (M ′)−1sym is close to the inverse of the positive
definite-matrix ∇k−1(y0)+EGN∇g(ETG y0)ETG +Q, and eigen-
values are continuous functions. Thus, the eigenvalues of
(M ′)−1sym are positive, meaning it is a positive-definite matrix,
so inverting it only costs O(nω1) time.
Theorem 3 gives and error bound on the elements of the
matrix M . We want a clearer error estimate on the weighted
graph computed by the algorithm. We conclude this section by
relating between the estimate on |Mij −Mij |, the estimates
on the weights {νij}, and the estimate on the graph G.
Proposition 4. Suppose the same assumptions as in Theorem
3 hold. Suppose further that for any i, j ∈ V, |Mij −Mij | ≤
m, and that m ≤ 14 mini,j(νijdij) . If the number ε used in
Algorithm 1 is equal to 2m, then the graph H computed by
the algorithm is identical to G, and for all {i, j} ∈ E, the
difference of the computed weights pij from the true weights
νij is bounded by d−1ij m.
Proof. Suppose first that {i, j} 6∈ E. Then Mij = 0,
meaning that Mij ≤ m < ε. In particular, the algorithm
does not add the edge {i, j} to the graph H, as required.
Now suppose that {i, j} ∈ E. Then Mij = −dijνij . Thus
|Mij | > dijνij−ε ≥ dijνij− 12dijνij = 12dijνij ≥ ε. Thus the
algorithm correctly chooses to add the edge {i, j} to H. More-
over, Mij = −pijdij and Mij = −νijdij , meaning that the
inequality |Mij −Mij | ≤ m implies |pij −νij | ≤ d−1ij ε0.
Theorem 3 and Proposition 4 show that Algorithm 1 is
able to approximate the underlying weighted graph. Moreover,
it shows that its time complexity is O(nω), where Remark
5 shows it can be reduced to O(nω1). In the next section,
we’ll discuss about the robustness of the algorithm, and in
the following section, we’ll ask ourselves whether a faster
algorithm solving the network reconstruction problem exists.
V. ROBUSTNESS AND PRACTICAL CONSIDERATIONS
The algorithm presented in the previous section solves
the network identification under some strong assumptions.
First, the algorithm assumes the network is noiseless and
disturbance-free, so the network converges to a constant
steady-state. Second, the algorithm assumes that the mea-
surements taken are perfect and are not subject to noise or
disturbances. Lastly, the algorithm assumes that the exogenous
input can be applied to all agents. This section is dedicated to
discuss all these points, and to give a brief comparison of the
algorithm to other methods described in literature.
A. Robustness to Noise and Disturbances
We begin by studying how noise and/or disturbances affect
the output of the diffusively-coupled network. Generally, if we
make no passivity assumption on the network, then it might
not converge in the presence of noise. One example of this
phenomenon is the consensus protocol [40], in which noise
8does not disturb the asymptotical convergence to consensus
(almost surely), but it does make the consensus value to be
volatile. The consensus protocol can also be viewed as the
diffusively coupled system with single-integrator agents and
static gain controllers, with passive agents, and output-strictly
passive controllers. However, we can still use passivity to
obtain some form of noise- and disturbance-rejection:
Proposition 5. Consider a diffusively-coupled system
(G,Σ, g) with steady-state (u, y, ζ,µ). Suppose that the
agents are output-strictly passive with respect to (ui, yi)
with parameters ρi > 0, and that the controllers are passive
with respect to (ζe,µe). We let S be the sum of the agents’
storage functions, and denote R = diag(ρi) > 0. Consider
a parasitic exogenous input d(t) to agents, so that the
input is u(t) = d(t) − EGµ(t). Assume that at any time,
||R−1/2d(t)|| ≤ ∆. Let A = {x : ‖R1/2(h(x) − y)‖ ≤ ∆},
and let Ξ = maxx∈A S(x). Then for any initial
conditions, there exists some T such that if t > T ,
then ‖y(t)− y‖ ≤ maxx: S(x)≤Ξ ‖h(x)− y‖
Proof. Let v(t) = −EGµ(t), so that the input is u(t) = v(t)+
d(t). By passivity, we have 0 ≤∑e∈E(ζe−ζe)(µe−µe), and
d
dt
S(x) ≤
∑
i∈V
(−ρi‖yi − yi‖2 + (di + vi − ui)(yi − yi)).
Summing the equations and using the connections v = −EGµ,
ζ = EGy and their steady-state counterpart yields,
d
dt
S(x) =− (y − y)TR(y − y) + d(t)T (y − y)
= −||R1/2(y − y)||2 + (R−1/2d(t))TR1/2(y − y)
≤ −||R1/2(y − y)||2 + ∆‖R1/2(y − y)‖ (11)
We note that if ‖R1/2(y(t) − y)‖ ≤ ∆ + ε does not hold,
then the right-hand side is strictly negative, and is bounded
from above by −(ε + ∆)ε. If this happens indefinitely, then
we will eventually have S(x) < 0, which cannot hold. Thus
for some T > 0 we have ‖R1/2(y(T ) − y)‖ ≤ ∆ + ε, so
x(T ) ∈ A, and S(x(T )) ≤ Ξ. If there’s some t > T such
that S(x(t)) > Ξ, then x(t) 6∈ A, and S˙ < 0. In particular,
S(x(t−δ)) > S(x(t)) > Ξ for δ > 0 small enough. Repeating
this argument shows that S(x(t1)) > Ξ for all times t1 < t,
which is false as S(x(T )) ≤ Ξ. This completes the proof.
The proposition above shows that even in the presence of
a disturbance or noise, the algorithm can sample the output
y such that its not too far the true steady-state output. This
will intertwine with Proposition 6, in which the effects of
measurement errors will be accounted for.
Remark 6. The proposition above does not distinguish be-
tween disturbances and random noises. In practice, the bound
is approximately of the right order of magnitude for distur-
bances, but is a gross overestimate for noise. For example,
consider the single agent of the form x˙ = −x + u, y = x,
where u is chosen as a random white noise, bounded by C,
and with variance σ2. A similar proposition to the one above
shows that the system converges to an output with |y(t)| ≤ C
(as ρ = 1). However, writing x(t) as a convolution integral
and applying Itoˆ calculus [41], e.g. the Itoˆ isometry, shows that
E(x(t)) = 0 and that Var(x(t)) ≤ σ2/2. Thus, Chebyshev’s
inequality gives a high-probability bound on where x(t) can
be, which is much better than the proposition bound if σ C.
We now shift our focus to measurement errors. Measure-
ment errors give parasitic terms when defining the matrices
δW , δY in Algorithm 1. We prove the following:
Proposition 6. Suppose Algorithm 1 builds the matrix δY +
∆Y instead of δY . If ||∆Y ||  ||δY ||, then the algorithm
outputs a matrix M whose distance from M = ∇k−1(y0) +
EGN∇g(ETG y0)ETG in the operator norm is bounded by
O
(√
n
(
1 + maxi,j(νijdij)λmax(G)
))
‖∆Y δY −1‖, plus the
error term from Theorem 3.
Proof. It’s enough to bound ‖δW (δY −1 − (δY + ∆Y )−1)‖.
Using the submultiplicativity of the operator norm, we can
bound each factor on its own. The first factor can be bounded
by O(κ
√
n), as δW can be written as κ(Idn−en1Tn +1neTn ).
As for the second factor, we can bound it as ‖δY −1‖‖Idn −
(Idn + ∆Y δY
−1)−1‖. The assumption ||∆Y ||  ||δY ||
implies that (Idn + ∆Y δY −1)−1 ≈ Idn − ∆Y δY −1 up to
a second order error, which in turn gives the desired bound,
as ‖δY −1‖ ≤ O(κ−1(1+maxi,j(νijdij)λmax(G))), as shown
in the proof of Theorem 3.
Remark 7. Proposition 6 gives a viable way to bound the
algorithm error if a relative measure error is known. In some
cases, we have an absolute error bound, e.g. Proposition 5.
In that case, we can use it to bound the relative error, as
‖∆Y δY −1‖ ≤ ‖δY −1‖‖∆Y ‖, and we can again use the same
bound ‖δY −1‖ ≤ O(κ−1(1 + maxi,j(νijdij)λmax(G))).
B. Probing Inputs Supported on Subsets of Nodes
The previous subsection shows that the algorithm is some-
what resistant to noise, either in the dynamics or the measure-
ment. We now move to the last major assumption, namely that
the exogenous input can be applied on all agents. The are two
possible ways to try and relax the assumption. First, we can
try and use compressed sensing methods, using the sparsity of
the matrix M ′, which corresponds to a relatively low number
of edges in the network G, similarly to [17], [18]. See [42],
[43] for more on compressed sensing.
Another approach is to still try and use n different mea-
surements, with exogenous inputs supported only on ` nodes.
Indeed, in order to reconstruct the matrix M ′, we need that
the vectors δy1, · · · , δyn will span all of Rn. If the steady-
state equation (5) is inherently nonlinear, then even when the
inputs are restricted to a subspace of dimension `, the outputs
can span all of Rn. Abstractly, we can prove the following:
Proposition 7. Let F : Rk → Rn be any function which is
`+1-times differentiable function at x0 ∈ Rk. Suppose that the
dimension of the subspace spanned by all partial derivatives
of F at x0 up to order ` is r, and denote the number of all
partial derivatives up to order ` by s. Let P be any probability
measure on Rk which is supported on a small ball around x0,
and let x1, · · · , xs be i.i.d. samples according to P. Then, with
probability 1, the vectors F (x1)−F (x0), · · · , F (xs)−F (x0)
9span a subspace of dimension r inside Rn. In particular, if
r = n then they span all of Rn.
Proof. Suppose that P is supported inside a ball around x0 of
radius κ 1. By Taylor’s theorem, we can write ΦF = DFW
up to an error of order O(κ`+1), where ΦF is the matrix whose
columns are F (xi)−F (x0), DF is the matrix whose columns
are all the partial derivatives of F at x0 up to order `, and W
is a square matrix consisting of polynomials of the entries of
xi − x0 for i ∈ {1, · · · , s}. We need to show that the rank
of ΦF is equal to n, where we know that the rank of DF
is equal to n. This follows immediately if we know that W
is invertible, so we want to show that the probability that W
is not invertible is 0. Indeed, consider the map p : (Rk)s →
Rn defined by p(x1, · · · , xs) = detW . This is a non-zero
polynomial of x1, · · · , xs, and W is invertible if and only if
p 6= 0. However, it is known that the collection of zeros of
a non-zero polynomial is a zero-measure set [44], and thus
p 6= 0 with probability 1, which implies that W is invertible
with probability 1. This concludes the proof.
The proposition above can be applied for the map F
mapping w to y according to (5). In many occasions, it’s hard
or impossible to compute the rank r defined in the theorem.
However, it’s possible to use the proposition in a more data-
based fashion - take s random samples w0 +δwi near w0, and
compute the s steady-state outputs y0 + δyi. The rank r can
now be computed using δyi, and one can find the connecting
matrix M ′ using the compressed sensing approach.
To conclude this section, we saw that the presented al-
gorithm can be applied in real-world scenarios, in which
noise and measuring errors can happen, and not all nodes are
susceptible to controlled exogenous inputs. Other algorithms
which use probing inputs, or similar methods, rely on lin-
earizing the dynamics instead of the steady-state equation, or
using higher-order terms in the Taylor approximation [17],
[18]. These methods thrive in dynamics-rich networks, but
will oversample and work very slowly in fast converging
networks. On the contrary, the presented algorithm will work
poorly in dynamics-rich networks, but will operate well on fast
converging networks, or in cases where sampling the system is
expensive. Examples of such networks include, for example,
networks of autonomous vehicles trying to coordinate their ve-
locity for platooning. The network cannot have rich dynamics
due to safety reasons, and the perturbations from the desired
platooning velocity should be very small. Understanding these
networks is essential for traffic management, and can form
a first step in predicting traffic jams and accidents. Other
application examples with similar conditions include multi-
satellite arrays, UAVs, drones, and robots.
VI. TIME COMPLEXITY BOUNDS FOR THE NETWORK
RECONSTRUCTION PROBLEM
In the previous sections we presented an algorithm solving
the network reconstruction problem in O(nω1) time using
specifically constructed inputs. We ask ourselves if we can
improve on that. We first need to discretize our problem in
order to fit into the standard complexity theory framework.
Problem 3. We are given some diffusively coupled system
(Gν ,Σ, g) where the agents Σ and the static controllers g are
known. We are also given some integer q > 0, such that if
the input to the network is a Cq+1 signal, then the output
is a Cq signal.2 Our goal is to find the weighted graph Gν
using measurements of the node outputs yi = hi(xi) and their
derivatives d
k
dtk
yi up to order q. We are allowed to choose the
exogenous input signal w(t) as a Cq+1 signal. Furthermore,
accessing the measurements y(t) or changing the function
describing w(t) can not be performed faster than at ∆t > 0
second intervals. Moreover, the measured outputs y(t) are
accurate up to a relative order of magnitude no larger than ε
After discretizing the problem, limiting the rate of measure-
ment and change in input, we prove the following theorem.
Theorem 4. Any (possibly randomized) algorithm solving
Problem 3, estimating {νij} with some finite error (with
probability 1), must make n − 1 measurements in the worst
case. Moreover its worst-case complexity is at least Ω(nω1).
Corollary 2. By Remark 5, Algorithm 1 is optimal in terms
of computational time complexity
Before proving the theorem, we need the following lemma:
Lemma 3. Let P ∈ R(n−1)×(n−1) be a positive definite
matrix, let EKn be the incidence matrix of the complete graph
on n edges, and let V ∈ R(n−1)×n be any matrix such that
V V T = Idn−1 and V 1n = 0. Then there exists a positive-
semi definite matrix Q ∈ Rn×n such that:
• There exists a positive-definite diagonal matrix N such
that Q = EKnNETKn .
• The equality P = VQV T holds.
Proof. We define Q = V TPV ∈ Rn. The matrix Q is positive
semi-definite as P is positive definite. Moreover, we have:
VQV T = V V TPV V T = Idn−1P Idn−1 = P
which proves the second part. As for the first part, define the
matrix N as follows - for each edge e = {i, j} in Kn, we
define the e-th diagonal entry of N to be −Qij = −Qji. It is
easy to check that the off-diagonal entries of Q are equal to the
off-diagonal entries of EKnNETKn , as the latter is a weighted
Laplacian. As for the diagonal entries, 1n is in the nullspace
of both EKnNETKn and Q = V TPV . Thus the sum of the
elements in each row of both matrices is zero, meaning that:
Qii = −
∑
j 6=i
Qij , (EKnNETKn)ii = −
∑
j 6=i
(EKnNETKn)ij .
Therefore the diagonal entries are also equal. This implies that
Q = EKnNETKn and completes the proof of the lemma.
We now prove Theorem 4.
Proof. We first deal with a similar problem. We assume we
have a single agent with m inputs and m outputs, evolving
according to the equation x˙ = −f(x) + w, y = h(x). We
are again allowed to measure the output and its derivatives
2This is weaker than assuming that the functions f, q, g, h appearing in the
dynamics are all smooth
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up to order q, or change the Cq+1 function defining the
input, no faster than once every ∆t seconds. Moreover, all
measurements are accurate up to a relative order of magnitude
no larger than ε. Specifically, choose any positive-definite
matrix P ∈ Rm×m a large enough arbitrary scalar % > 0.
Consider the following single agent with m inputs and outputs,
ΣP : x˙ = −%Px+ w, y = x.
We claim any algorithm computing P with some finite error
(with probability 1) must take at least m measurements in the
worst case, and that if the algorithm is deterministic, then its
worst case complexity is at least Ω(mω1). We will prove it
below, but first show that it is enough to prove the theorem.
Consider a network reconstruction problem with agents x˙i =
ui, static controllers gij(x) = x, and an underlying graph G =
Kn., where the coupling matrix N is unknown. The dynamics
of the system can be written as x˙ = −EKnNETKnx + w. We
note that this system has two decoupled subsystems - one for
the scalar 1Tnx, and one for the vector Proj1⊥n x. We shall
focus on the latter. More specifically, we consider the matrix
V ∈ R(n−1)×n having the following vectors as rows:
vk =
1√
k2 + k
[1, · · · , 1︸ ︷︷ ︸
k times
,−k, 0, · · · , 0︸ ︷︷ ︸
n− k − 1 times
], k = 1, ..., n− 1.
It’s easy to check that V TV = Idn−1 and that 1n ∈ ker(V ).
The vector z = V x satisfies the ODE z˙ = −V EKNETKV T z+
V w. By the lemma, we conclude that different choices of
N yield all possible (n− 1)× (n− 1) positive-definite ma-
trices, so we get a general system of the form ΣP , where
P can be any positive definite matrix, and reconstructing
P = V EKNETKV T is equivalent to reconstructing N . This
completes the proof of the theorem, as here m = n− 1.
Now, return to the system identification problem for the
system ΣP . Consider any measurement made by the algorithm.
Let T1 be the time of the measurement, and let T0 be the
last time the function describing the input w(t) was changed.
We shift the times to assume that T0 = 0, without loss of
generality, and note that T1 ≥ ∆t. The output y(t) at any
time t ∈ [0, T1] can be written as a convolution integral,
y(t) =
∫ t
0
e−%ξPw(t−ξ)dξ. By assumption, w is continuously
differentiable q + 1 times, so by Lagrange’s form of the
remainder in Taylor’s theorem, we write w(t− ξ) as:
w(t− ξ) =
q∑
j=0
(−1)j d
jw(t)
dtj
ξj
j!
+ (−1)q+1 d
q+1w(t˜)
dtq+1
ξq+1
(q + 1)!
,
(12)
for some point t˜ ∈ [t−ξ, t]. We plug this expression inside the
integral describing y(t). For the first q summands, we end up
with integrals for the form
∫ t
T0
e−%ξP d
jw(t)
dtj
ξj
j! . The following
formula appears in [45, Formula 2.321.2]:∫
xnecxdx = ecx
n∑
i=0
(−1)n−i n!
i!cn−i+1
xi, (13)
which will be used to compute the said integrals.
The matrix P is positive-definite, so we can write it as
P =
∑m
k=1 λkvkv
T
k , where λk > 0 are P ’s eigenvalues and
vk are its eigenvectors and ||vk|| = 1. Then for any ξ, %, we
have that e−%ξP =
∑m
k=1 e
−%λkξvkvTk . Thus, we have that:∫ t
T
e−%ξP
djw(t)
dtj
ξj
j!
dξ =
m∑
k=1
vkv
T
k
j!
djw(t)
dtj
∫ t
0
e−%λkξξjdξ =
m∑
k=1
vkv
T
k
j!
djw(t)
dtj
[
e−%λkξ
j∑
i=0
(−1)j−ij!
i!(−%λk)j−i+1 ξ
i
]t
ξ=0
=
m∑
k=1
vkv
T
k
j!
djw(t)
dtj
[
− e−%λkξ
j∑
i=0
j!
i!(%λk)j−i+1
ξi
]t
ξ=0
=
m∑
k=1
vkv
T
k
djw(t)
dtj
[
1
(%λk)j+1
− e−%λkt
j∑
i=0
ti
i!(%λk)j−i+1
]
.
We can use functional calculus to compute the sums
written above. For example,
∑m
k=1
vkv
T
k
(%λk)j+1
djw(t)
dtj =
1
%j+1P
−(j+1) djw(t)
dtj . Thus, we get that
∫ t
0
ξje−%ξP
j!
djw(t)
dtj =[
P−j−1
%j+1 −
∑j
i=0
tie−%tPP i−j−1
i!%j−i+1
]
djw(t)
dtj . By (12), we get:
y(t) ≈
k∑
j=0
(−1)j
[
P−j−1
%j+1
−
j∑
i=0
tie−%tPP i−j−1
i!%j−i+1
]
djw(t)
dtj
, (14)
with an error of the form
∫ t
0
e−%ξP d
q+1w(t˜)
dtq+1
ξq+1
(q+1)! . We claim
that if % is large enough, then y(T1) = 1%P
−1w(T1) up to a
relative error of magnitude no larger than ε.
Indeed, we note that T1 ≥ ∆t, so if %σ(P )  ∆t,
then 1%P
−1 ≈ ∑kj=0(−1)j[P−j−1%j+1 −∑ji=0 T i1e−%tPP i−j−1i!%j−i+1 ],
up to a relative error of magnitude no larger than ε/2.
Indeed, for j 6= 0, the first element inside the outer sum
behaves as O( 1%j+1σ(P )j+1 ), and the second element decreases
exponentially fast with % (for fixed P, T1). Moreover, the error
term in (14) can also be bounded similarly - we know that w
is a Cq+1 signal, meaning that dq+1wdtq+1 is a continuous function
on the compact interval [0, T1]. Thus, the norm of the vector
dq+1w(t)
dtq+1 is bounded by M for all t ∈ [0, T1]. Then, the norm
of the error term in (14) is bounded by:
M
∫ T1
0
ξq+1‖e−%ξP ‖
(q + 1)!
dξ ≤M
∫ T1
0
ξq+1e−%σ(P )ξ
(q + 1)!
dξ
=
M
(q + 1)!
[
e−%σ(P )ξ
q+1∑
i=0
(−1)q+1−i(q + 1)!
i!(−%σ(P ))q+1−i+1 ξ
i
]T1
ξ=0
=
[
− e−%σ(P )ξ
q+1∑
i=0
M
i!(%σ(P ))q+1−i+1
ξi
]T1
ξ=0
=
M
(%σ(P ))q+2
− e−%σ(P )T1
q+1∑
i=0
M
i!(%σ(P ))q+1−i+1
T i1.
The first element is of order O( 1%q+2 ), and the second decays
exponentially with % (for fixed M,P, T1). Thus, if ρ is large
enough, then y(T1) = 1%P
−1w(T1), up to a relative error of
order of magnitude no larger than ε. More specifically, this
happens for any ρ > ρ0, where ρ0 is a threshold depending
on the matrix P , the sample time T1 ≥ ∆t, and the signal
w(t) (through M ). As for derivatives of y(t) at t = T1, one
can use the higher-order estimates of (14) together with the
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error estimate and y˙ = −%Py+w to conclude that dydt (T1) =
−%Py(T1) + w(T1) = 1%P−1 dwdt (T1) up to a relative error
of magnitude no larger than ε, provided that % exceeds some
threshold. Similarly, one can get that d
jy
dtj = −%P d
j−1y
dtj−1 +
dj−1w
dtj−1 for all integers 0 ≤ j ≤ q, allowing one to prove by
induction that d
jy
dtj (T1) =
1
%P
−1 djw
dtj (T1) up to a relative error
of magnitude no larger than ε, provided that % is large enough.
Until now, we saw that if % is chosen sufficiently large,
the results of all measurements made by the algorithm will
be of the form zi = 1%P
−1τi, where τi is some vector
depending on the input signal w(t), and can be calculated
exactly. We first assume that less than m measurement were
made. Let z1, ..., zr be the measurements corresponding to
inputs τ1, ..., τr, where r < m. We can find some nonzero
vector τ? which is orthogonal to all of τ1, ..., τr. It’s clear now
that the systems ΣP and ΣPα where Pα = (P−1 +ατ?τT? )−1
will yield the same measurements, so we cannot differentiate
them. Moreover, the error can be arbitrarily large for different
values of α. Thus any (possibly randomized) algorithm solving
the problem, estimating {νij} up to some finite error with
probability 1, should change the value of w at least m − 1
times, and measure the output at least m times.
Now, we note that the relation between 1%τi and the
measured output zi is linear at each measurement, with the
connecting matrix being P−1 . Thus taking more than m
measurements does not yield any additional data. In other
words, the algorithm has measurements of P−1 times some
m vectors, and it must return the value of P . Thus, the
algorithm solves the matrix inversion problem for positive-
definite matrices, and thus has complexity of Ω(mω1).
VII. CASE STUDIES
A. Linear Agents and Controllers
We consider a random graph on n = 100 agents, where
each edge exists with probability p = 0.15 independently from
all other edges. Each agent i is LTI with transfer function
Gi(s) =
1
s+ai
, where ai is chosen log-uniformly between 1
and 100. Moreover, the controllers on each edge are static
gains, chosen log-uniformly between 0.1 and 1. The unknown
weights νe were chosen log-uniformly between 0.3 and 10.
Algorithm 1 was run. Instead of waiting for convergence,
the switching signal changed its value every 10 seconds.
We chose  = 0, 01. The adjacency of the graph that was
randomly chosen is available in Fig. 2(a). The algorithm
correctly identified all edges existing in G, and Fig. 2(b) shows
the absolute and relative errors calculating the weights νe. The
maximal absolute error is about 1.2× 10−8, and the maximal
relative error is about 8.9× 10−9. It should be noted that we
showed that, theoretically, Algorithm 1 should have no errors
at all. The small errors arise due to numerical errors, as well
as using the terminal output, 10 seconds after each switch,
instead of taking the theoretical steady-state value.
B. A Neural Network
We consider a neural network, as appears in [46], on 50
neurons of one species. The governing ODE has the form V˙i =
− 1τiVi + bi
∑
j∼i νi,j(tanh(Vj) − tanh(Vi)) + wi, where Vi
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Fig. 3. Network Reconstruction of a Neural Network
is the voltage on the i-th neuron, τi > 0 is the self-correlation
time of the neurons, bi is a self-coupling coefficient, νi,j =
νj,i are the coupling strengths between pairs of neurons, and
the external input wi is any other input current to neuron i.
We run the system, where the correlation times were chosen
log-uniformly between 3sec and 30sec, and the self-coupling
coefficient bi were chosen log-uniformly between 1 and 5. We
consider an unknown random graph on n = 50 agents, where
each edge exists with probability p = 0.25 independently from
all other edges. Moreover, the unknown coupling coefficients
νi,j were chosen log-uniformly between 1 and 10. Algorithm
1 was run with κ = 1× 10−3. As with the previous case
study, instead of waiting for convergence, the switching signal
changed its value every 200 seconds. Once again, instead of
checking whether Mij 6= 0, we checked whether Mij < −0.01
or not. The adjacency of the graph that was randomly chosen
is available in Fig. 3(a). The algorithm correctly identified
all edges that exist in the graph G, and Fig. 3(b) shows the
absolute and relative errors calculating the weights νe. The
maximal absolute error is about 2.4× 10−6, and the highest
relative error is about 1.9× 10−6. The algorithm was also run
for different values of κ. A comparison of the errors achieved
is available in the table below. We also ran the algorithm with
κ = 0.1, which resulted in an erroneous reconstruction of the
underlying graph - all existing edges were identified, but some
non-existing edges were falsely declared as a part of the graph.
Value of κ Maximal Abso-
lute Error
Maximal
Relative Error
1× 10−2 6.3376× 10−6 5.0690× 10−6
3× 10−3 4.8747× 10−6 3.8989× 10−6
1× 10−3 2.3563× 10−6 1.8846× 10−6
3× 10−4 2.2407× 10−6 6.4591× 10−7
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VIII. CONCLUSION
We presented a network identification algorithm using prob-
ing inputs, with no prior knowledge on the network but only
on the agents and the controllers. This was done by injecting a
prescribed switching signal, achieved for globally converging
networks, allowing for detection of the underlying network in a
very general case. The resulting algorithm had sub-cubic time
complexity. We also presented a lower bound on the com-
plexity of any algorithm solving the network reconstruction
problem, proving that the presented algorithm is optimal in
sense of time complexity. We demonstrated the results in a
simulation, showing it can be applied for large networks.
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