Abstract-In this paper we present a recursive algorithm to compute some important performance metrics for wireless networks, such as throughput, channel occupancy, average number of packets in the queue and service time. Our model comprises packet queuing, channel access contention, backoff and Hybrid Automatic Retransmission reQuest (HARQ) error control. The analysis is carried out recursively to reduce the computational complexity and makes use of semi-Markov processes and renewal theory. We present results showing that the proposed model is able to accurately predict the aforementioned metrics even for networks with many nodes, where traditional analysis requires infeasible complexity to account for the overall network status.
I. INTRODUCTION
The analytical modeling of wireless networks generally requires high computational complexity due to the need to account for the overall network status. In particular, when considering packet arrivals, queueing, channel access and error control, the number of states may quickly become unmanageable even for just a few nodes. Another approach is to assume network saturation [1] , [2] , which however does not always provide accurate results.
In this paper we propose a recursive analytical model that makes it possible to accurately evaluate fundamental network performance metrics, such as throughput, channel occupancy, number of packets in the queue and service time, with low computational complexity even when considering many nodes and long queues. Our model, through semi-Markov and renewal theory [3] , recursively computes a compact representation of the channel status. We analyze a wireless network where nodes contend for the channel to deliver their packets to the intended destination. We consider two medium access control protocols, namely collision access (CA) and perfect random access (PRA). In CA, if multiple nodes access the channel in the same slot a collision occurs, no packets are received, and every node involved enters backoff. In PRA, we make the idealized assumption that at any given time there is only one transmitter, randomly chosen among the set of contending nodes.
Errors are recovered via a Hybrid Automatic Retransmission reQuest (HARQ) mechanism, whereas failed retransmissions and unsuccessful channel access attempts are handled by a random backoff mechanism. We demonstrate the accuracy of the proposed analysis, by comparing the performance predicted by our model to that obtained through extensive simulations, showing that the proposed analytical technique is a powerful and effective tool for the study of complex networks.
II. SYSTEM MODEL
We consider a network of N nodes. Each node has a FirstIn First-Out (FIFO) finite queue, where at most N Q packets of fixed size can be stored. Packet arrivals in the queue of each node are modeled as a Poisson process of intensity λ [pkt/s] per node. Packets generated by a node with full queue are discarded. We assume that time is slotted and that nodes are slot-synchronous.
Before transmission, packets are encoded with an error correction code, and the obtained codeword is split into frames that fit the size of a slot. Nodes have a maximum number of T independent attempts to successfully deliver the packet to their intended destination. After T attempts the packet is removed from the queue even though it has not been successfully delivered. At each attempt, the source transmits at most K frames, each followed by a feedback packet from the destination, that reports the outcome of packet decoding. Each attempt is stopped either after a positive acknowledgment (ACK) or after K failed frame transmissions. We assume that after the t-th failed transmission attempt, a node has to wait for a backoff period w t uniformly distributed in the backoff window W t , with E[w t ] =W t = W t /2, before being allowed to contend for channel access again.
We assume that successive frames in the same attempt provide incremental redundancy and are decoded together. If correct decoding is possible, the packet is correctly received and the node becomes idle or tries again to access the channel according to the state of its queue. If decoding fails, a further attempt is scheduled after a random backoff. Subsequent attempts are independent, i.e., the receiver keeps no memory about past attempts. Let ρ j be the probability that the receiver correctly decodes the packet upon reception of the j-th frame in a given attempt. Note that ρ j does not depend on the particular source-destination pair, since we assume that all links have the same channel statistics, nor on the attempt index, since the receiver discards previously received frames at the end of each attempt and starts again from scratch. Note that this model also includes the transmission of a set of h frames with a single feedback from the destination (pure FEC) by simply setting ρ j = 0 for j = 1, . . . , h − 1 and ρ h equal to the overall success probability.
As previously stated, we consider PRA and CA protocols. In both cases, we assume that after a node has gained access to the channel, it has priority over all other nodes during all frame transmissions in that transmission attempt.
III. ANALYSIS OF THE PRA PROTOCOL
In this section we derive the average channel occupancy, throughput, service time and number of packets in the queue for PRA. The analysis is based on semi-Markov theory and works in a recursive fashion. Note that the system under investigation could be modeled with a conventional semiMarkov process, but the number of states of the embedded chain required to fully describe the system is proportional to N × N Q × N s and may become very large even for relatively small values of the number of nodes N , queue length N Q and service states N s . Our recursive model, instead, allows for an accurate estimation of the metrics listed above with affordable complexity even for high values of the system parameters.
The proposed analytical model works recursively accumulating the channel status in a simple Markov chain C, referred to as channel chain in the following. Chain C is used to both compute the performance metrics and characterize the behavior of the whole network. At each step the iterative algorithm works as follows
• taking as input a channel chain C, a chain S describing the service of a single packet of a reference node 1 is derived;
• from the service chain S, the probabilities characterizing the behavior of a single node are computed; • a new C is computed. In the following we denote the average transition probability from state ω 1 to ω 2 of a given chain X as p X (ω 1 , ω 2 ). Furthermore, d X (ω 1 , ω 2 ) and o X (ω 1 , ω 2 ) denote the average number of slots associated with this transition (delay) and the number of slots in which a source transmits a frame, respectively. The steady-state probability that chain X is in a state ω is π X (ω).
1 With packet service we refer to the whole packet delivery process, from the first attempt to successful decoding or discarding.
For PRA, the channel chain C has K + 1 states. State 0 represents the idle channel state (i.e., none of the nodes considered for the derivation of C is accessing the channel), while state i ∈ {1, . . . , K} is associated with the transmission of the i-th frame of an attempt. Each transition has duration equal to one slot.
A. Service Chain
In this section we construct the semi-Markov service chain S, which describes the evolution of a packet service for the reference node, given a channel chain C. The chain has an initial state, s, and an absorbing state f, that corresponds to either successful transmission of a packet or its dropping due to too many failed attempts. The other states are associated with the various access attempts and backoff intervals. In particular, state a t i corresponds to the event that the reference user wants to access the channel in attempt t and finds the channel chain in state i, whereas state b t i corresponds to the event that the user enters the backoff state following a transmission or access failure when in state a t i . Starting from state s, the chain moves to state a 1 i , associated with the first access attempt, with transition probability
. This is because the source randomly samples the underlying channel process described by chain C. In addition, we have o S (s, a
The average number of slots associated with a successful and a failed attempt are τ s = K k=1 kρ k and τ f = K, respectively. The average success probability of an attempt is ρ = K k=1 ρ k . When the channel chain is in the idle state, the channel is assigned to the current node with probability one (no other nodes contend), and the service process moves to the associated backoff state only in case of failure. In summary,
If the channel chain is in state 1, the reference node has to contend for the channel with other nodes in the system. We denote with ψ the probability that the reference node gains access to the channel, i.e., it wins the contention. The process moves to the final state if the node wins the contention and the attempt is successful, with probability ψρ. On the other hand, the process moves to a backoff state if either the channel is not assigned to the node (w.p. 1 − ψ) or if the node is assigned the channel but fails to deliver the packet (w.p. ψ(1 − ρ)), i.e.,
For these transitions we have o S (ω,
When the channel chain is in states associated with the transmission of a frame with index greater than one, there is already a user who won the contention and has access priority over all others, so that the current node cannot gain access and the service process moves to the associated backoff state with probability one, i.e.
The probability that chain C moves from state i to state j during the t-th backoff period is computed as
where p
is the transition probability of chain C from state i to state j in w t +1 slots and 1 Wt is the probability of having a backoff interval with duration w t ∈ [1, W t ] after the t-th transmission attempt. From the backoff states b t i , with t < T , the transition probabilities are
while for t = T we have p S (b
Thus, when channel chain is in state 1, if the node is assigned the channel (probability ψ) and it fails to deliver the packet (probability 1 − ρ), the channel chain restarts from the idle state, as other nodes keep idle during the transmission of the reference node. Note that in the transition from state b Finally, from state f we have:
We now derive the average service time ∆, i.e., the average number of slots it takes the service process to reach state f from state s. Due to the structure of the service chain, we can reduce the complexity of the computation of ∆. We map states ω ∈ S to 0, 1, . . . , | S | −1 with the following rule
where i = 0, . . . , K and t = 1, . . . , T . We define matrices P, D, O, whose elements are the probability, average delay and number of transmissions of chain C with states mapped by m ω . We define the vector T, whose m ω -th element [T] mω is the average number of slots it takes the service process to reach the absorbing state starting from state ω.
We compute the elements of the vector iteratively, starting from the last state and moving step-by-step to the initial state s. In particular, we denote with T(h) the vector at the h-th iteration, where T(0) is a vector with all elements set to zero. Then we move backward to the previous state of the map and we update the element [T(1)] |S|−1 weighing the number of slot associated to transitions from this state with the transition probabilities, i.e.,
where we denote as X(i, :) the i-th row of matrix X and T is the transpose operator. In general, at the h-th iteration, h = 1, . . . , | S | we have
The average service time is computed as ∆ = [T(| S |)] 0 . In fact, the time before absorption is evaluated from the last reachable state, moving toward the starting state s, and at each iteration the delay of transitions from a given state i is summed to the delay associated with the states it can reach, that are in the set of the states with index j > i and weighed with the transition probability. The average number of slots Γ in which the reference node transmits during the service time can be evaluated analogously, by just replacing D(h, :) with O(h, :) in the previous equations.
We now compute the probability α t that given that a node transmits or contends for the channel, it is in the t-th attempt. To do so, we consider a slightly modified version of the service chain, called S ′ , in which we change the transition probabilities from state f in order to create a loop, i.e.,
Then, α t is obtained from the steady-state distribution of the modified chain, π S ′ , by summing the probabilities of all the transmission states associated to the t-th attempt, normalized by the probability of being in a transmission state, i.e.,
Similarly, the probability that given that the node enters a backoff period, this is associated with the t-th attempt is
B. Idle Node Contention Probability
In this section we discuss how α t , β t and ∆ are used to derive the probability ν that a non transmitting node will contend for the channel in the next slot. With the aim of describing the queue status of the node, we construct the queue chain Q. This chain has states 0, . . . , N Q . Let r(k) be the probability that k packets arrive during time ∆, i.e.,
Moving from state q > 0, a packet is removed from the queue, and thus the transition probabilities of Q are
As an approximation, we assume that the duration of each service time is deterministic and equal to the average duration ∆ for i = 1, . . . , N Q , whereas
h=NQ r(h), j = N Q We denote with π Q the steady state distribution of chain Q. Note that at the end of each packet service a packet is always removed from the queue because it is either delivered or discarded. We also define a reduced chain Q ′ , with states {0, 1}, where 0 corresponds to the empty queue and 1 to the non-empty queue node status 3 . The transition probabilities are
A node can be idle in a slot due to either empty queue or backoff. Thus, we compute the probability that a node with empty queue will contend for the channel in the next slot and the analogous probability for a backoff slot, referred to as ǫ and σ, respectively. ǫ can be simply evaluated as the probability that an idle node with an empty queue has a packet to serve in the next slot, i.e., ǫ = p Q ′ (0, 1). The evaluation of σ is more involved. We use the previously computed probabilities, β t , that given that a node is in backoff it is in the backoff period associated with the t-th attempt, to derive the probability β * t that given that we select a backoff slot this is in the backoff period associated with the t-th attempt. We obtain
This distribution is slightly different from β t , since we must account for the increased probability of selecting a longer backoff period when a slot is picked at random. Then, we compute the probability that given that the randomly selected slot belongs to the backoff of the t-th attempt it is the last slot, and thus it may be available for channel contention, averaging this probability over the set of the suitable lengths of the period. We denote this probability with ℓ t and we get
Note that also in this case, the probability of being in a longer backoff period is increased due to the random selection. In particular, at the numerator, w t is the duration of the backoff and 1/w t is the probability of picking the last slot of a backoff interval of w t slots, while 1/W t is the probability for the backoff period to be of w t slots, due to uniform distribution assumption.
To obtain σ the probabilities ℓ t must be weighed with the distribution β * t . While in backoff intervals associated with attempts 1 ≤ t < T after the last slot of the backoff the node always contends for the channel, as a retransmission of the packet is scheduled, if the process is in the backoff interval associated with the last allowed attempt, then it contends for the channel only if the node's queue is not empty 4 . In particular we obtain
Finally, we obtain ν weighing σ and ǫ with the probability that a randomly selected idle slot is caused by empty queue or backoff, respectively. These probabilities are obtained from the reduced queue chain steady-state probabilities and the average fraction of service slots in which the node transmits.
In particular ν is as follows
where weights x e and x s account for the probability of being in an idle slot during an empty queue and service period, respectively. More specifically, we get
and x e = 1−x s .
C. Recursive Algorithm
The previously presented analysis assumes that the assignment probability ψ and the channel chain C are known. In this section we provide a technique to recursively compute the parameters for an arbitrary number of nodes N and a given value of the packet arrival intensity λ. In the following we denote as C n the channel chain modeling the behavior of n nodes.
The channel chain C n , given the previously derived probabilities and quantities, has transition probabilities
with i = 1, . . . , K −1 and u n = 1−(1−ν) n . Thus, if the channel is in state 0, it moves to 1 if at least one node contends for the channel, otherwise it stays in the idle state. From states associated to the i-th frame transmission with 1 ≤ i < K, the process moves to the next frame transmission state if a failure occurs. If the current transmission achieves a success and at least one of the n nodes contend for the channel, then the process moves to the state associated with the transmission of the first frame. This is due to the capability of the PRA protocol to assign the channel to one user even in the case where multiple nodes contend for the channel. On the contrary, if a success is achieved and all nodes stay in the idle state, then the process moves to state 0. The last allowed frame transmission state is slightly different, since the current transmission is dismissed regardless of whether or not a success occurs. However, the outcome of the current transmission affects the number of the nodes that are not going to be idle with probability one in the next slot. In fact, if a failure occurs, the currently transmitting node enters backoff for at least one slot in all cases, while if it achieves a success it can immediately contend for the channel if it has a packet in its queue. The probability that the channel is assigned to the reference node, given that the channel chain C n is in state 1, is obtained by computing the probability that a given number of users contend for the channel when the channel chain is in state 1. Let us first define the distribution of the number of users contending for the channel, when m is the maximum number of users available for contention (i.e., not in backoff), as
The channel evolution is not Markov in general. In fact, the current channel status is not sufficient to derive transition probabilities. Using the channel chain C we are approximating the behavior of the system. However, to construct the next chain, through reference node characterization and fundamental probabilities derivation, we can look at the previous channel chain short term evolution preserving the simplicity of the equations. For instance, to derive the probability that a node gains access to the channel when the channel chain is in status 1, we can average over the state of the channel chain in the previous slot, in order to increase the accuracy of the number of contending nodes. In fact, the number of nodes available for contention depends on the chain state from which the process enters state 1. The probability that the process enters state 1 from state i, denoted as ξ i , is
The assignment probability for the reference node, when the total number of nodes is n, is then
where ψ j is the assignment probability given that the process was in state j in the previous slot. For the idle state 0 we have
In fact, given that the reference node and z further nodes are contending for the channel, the probability that a given node is assigned the channel is 1/(z + 1). Note that, since the channel chain is in state 1, at least one node contends for the channel. The assignment probabilities associated with the other channel chain states are more involved. We distinguish between the last and the other frame transmissions. In fact, while in the case the process moves from state i to state 1, with 1 ≤ i < K, the end of service is necessarily due to successful packet decoding, if the process was in state K, the currently transmitting node is forced to end the attempt. This is to be taken into account to correctly compute the probability of having z nodes contending for the channel, due to the backoff status forced by failure that decreases by one the number of nodes available for contention. The expressions of ψ K and ψ i , with 1 ≤ i < K are reported in (19) and (20) at the bottom of this page, respectively. In the case of (19), if a success is achieved and the node has a packet in the queue, all sources are available for contention, while otherwise the previously transmitting node must be assumed in backoff. In the case of (20) the transition from state i occurs only if the previous transmission achieves a success. Thus, the previously transmitting node does not contend for the channel only if it has an empty queue. In both cases the probability has to be normalized to take into account that at least one source of the channel chain contends for the channel. Our first experimental results were based on an algorithm that iteratively updates the chain descriptions while keeping fixed the number of nodes. In particular, it starts with an initial channel chain based on single-node behavior, from which the N -node channel chain is derived. At each iteration the channel chain is updated as shown before, but the number of nodes remains unchanged. This algorithm was found to exhibit an undesirable oscillating behavior. This is especially true under heavy traffic conditions: in this case, the channel chain C N at the first iteration is likely to show a high channel
occupancy. Thus, the single node behavior computed with this chain may provide a high backoff probability, which corresponds to a non-aggressive node behavior. Thismakes the next aggregate channel busy probability likely to be low, which in turn results in the single source behavior evaluated by the algorithm at the next iteration to be very aggressive again, and so on. To achieve a faster convergence, we proposed another algorithm to smooth the difference between channel chains computed in successive iterations. As briefly summarized before, each step of the recursive algorithm evaluating the channel chain C n takes as input the single node channel chain C and works as follows. It first evaluates the chain C n−1 , as in (14), and the assignment probability ψ. These are used to derive a new single node chain, that serves as input for the next step and for the computation of chain C n . Experimental results again showed that iterating on the number of nodes in the network, while improving with respect to the previous case, still led to an unsatisfactory convergence behavior for the algorithm. As a result, we further proposed to increase step by step also the per node arrival intensity λ. Thus, we start with a single source and a fraction of the per node arrival intensity λ, and we increase step-by-step their values. This algorithm was observed to exhibit much better behavior, although we have not studied in detail its convergence properties. Results comparing our analytical approach with extensive simulation of the system show that our proposal achieves a very good degree of accuracy.
D. Performance metrics
The goal of the proposed iterative analysis is to derive an accurate channel chain C. From C we can compute the average fraction of time the channel is in the transmission state as Ω = K h=1 π C (h). This allows us to derive the overall network throughput as Θ = Ωρ/(ρτ s + (1 − ρ)τ f ). From the steady-state probabilities of chain Q, the average number of packets in the node queue can also be derived as Φ = Q q=0 qπ Q (q). The service time ∆ can be taken from the last iteration of the algorithm.
IV. ANALYSIS OF THE CA PROTOCOL

A. CA Protocol
In this section we discuss how the previously described analysis is to be modified for the CA protocol. The algorithm is analogous to PRA as far as the computation of the contention probability and the recursive procedure are concerned. The main differences lie in the channel and service chains. In particular, to characterize the channel, we add a further state to the channel chain C to distinguish between a successful channel access and a collision. Thus, we define states 1a and 1b, associated with a slot where a single node and multiple nodes try to access the channel, respectively. C has K + 2 states, where the further states i = 2, . . . , K are associated with the i-th frame transmission of an ongoing attempt. Note that while state 1a corresponds to the start of an attempt, state 1b always results in a collision and all nodes that contended for the channel enter backoff.
For CA we do not need to evaluate the assignment probability, as multiple nodes contending for the channel always result in a collision, but the computation of the channel chain is much more involved than for PRA. In particular, we need to evaluate how many nodes are contending for the channel when the channel process is in state 1b, in order to be able to evaluate the transition probabilities from this state.
B. Service Chain
The derivation of the statistics for CA is analogous to that of PRA. Thus, in the following we define only the probabilities and the metrics associated with the service chain transitions, while referring to Section III-A for the characterization of the single-node behavior.
The service chain S has 2T ×(K + 1)+2 states, including the initial state s and the absorbing state f. We use the same notation of Section III-A. From the initial state the transition probabilities are p S (s, a
Note that in this case state 1a of the channel chain also causes the reference node to enter backoff, as we have two nodes simultaneously contending for the channel. The number of frame transmissions associated with these transitions
From the backoff states b t ω we simply have
as even though the channel chain is in state 1a, which allows to continue the attempt, the contention of the reference node causes a collision, that corresponds to state 1b. Moreover, the average delay associated with these transitions is always equal to the average backoff duration, i.e., d S (b t ω1 , a As stated before, all the probabilities concerning the single node behavior can be derived as in PRA, according to the increased number of states in the CA model and the corresponding need to adapt the mapping rule.
C. Channel Chain
The transition probabilities of the channel chain are much more involved than in PRA. More specifically, state 1b, that is the collision state, requires the evaluation of the number of nodes that caused the collision.
We have the following transition probabilities from the idle state for a chain associated with n nodes
and thus the process stays in the idle state if none of the n nodes contend for the channel, while it moves to 1a if only one node contends and to 1b otherwise. From states ω = 1a, 2, . . . , K we get the transition probabilities of (25) at the top of this page, where with a slight abuse of notation ω+1 is equal to 2 if ω = 1a. For these states, the transition probabilities are similar to those described for the PRA case, splitting the transition to state 1 into two transitions to states 1a and 1b according to the number of nodes contending for the channel.
As mentioned before, the computation of the transition probabilities from state 1b is much more complicated, even though it is quite similar to the derivation of the assignment probability of the PRA case. Moreover, also in this case we average on the channel chain status at the previous slot, in order to increase the accuracy of the transition probabilities computation, without resorting to complicated models that take into account the whole channel history. In the following, with a slight abuse of notation, we refer to conditional probabilities given the state in the slot before the current one, meaning that we average with respect to the past channel evolution 5 . We have first to compute the conditional transition probability p Cn (1b, ω 2 | ω 0 ), i.e., the probability that the process moves from state 1b to state ω 2 given that it was in state ω 0 before entering state 1b 6 . Suppose the process moves from the idle state to state 1b, then there are 2 ≤ m ≤ n nodes contending for the channel. These m nodes enter backoff, and thus can not contend for the channel in the next transition. For ω 0 = 0 we have the probabilities of (26) at the bottom of the previous page. These probabilities can be easily understood keeping in mind that only the n − m nodes that do not contend for the channel in the current slot are able to contend for the channel in the next slot. We also have p Cn (1b, ω 2 | 0) = p Cn (1b, ω 2 | 1b), since nodes that cause collision enter the same idle status of nodes during idle slots.
The transition probabilities with ω 0 = 1a, 2, . . . , K − 1 are reported in (27) at the bottom of the previous page. In these cases the contention probability of the node that was transmitting until the slot preceding state 1b must also be considered. Note that only the queue status of the nodes is considered, since if the process moves from one of these states to state 1b a success is achieved with probability one.
If ω 0 is equal to K (see (28) at the bottom of the previous page), we have to take into account that the node that was transmitting in the previous slot is allowed to contend for the channel only if it achieves a success and has packets in its queue. The transition probabilities p Cn (1b, ω 2 ) are obtained weighing the conditional probabilities that the process entered 5 We are effectively computing the one-step transition probabilities of the (non-Markov) process by explicitly accounting for one more step in the past, and then take these as the transition probabilities of an approximate Markov representation.
6 Thus subscript denotes slot index, where slot 1 corresponds to the current slot with ω 1 = 1b state 1b from state ω 0 , i.e.,
whereC n denotes the previously computed channel chain.
As a final remark, we observe that in CA the throughput is obtained by summing the steady-state probabilities of states 1a, 2, . . . , K, while channel occupancy is obtained by summing also π CN (1b).
V. RESULTS
In this section we show some example results obtained through our recursive analytical model, comparing them with simulations.
In this specific example, we set the parameters as follows: backoff window W t = 2 t B, maximum queue length N Q = 10, maximum number of retransmissions K = 3, T = 3 and ρ 1 = 0.1, ρ 2 = 0.4. We plot the results for various values of the number of nodes and packet arrival rate. Figures 2, 3 show the average channel occupancy and the throughput as a function of the number of nodes N for two values of the per node arrival intensity λ and the two considered access schemes. It can be observed that the results obtained through our analysis show a good match with those obtained through simulation. The PRA protocol has increasing channel occupancy proportional to the throughput, while CA incurs frequent collision events when the channel is highly utilized, even though this effect may vary with the backoff policy.
Figures 4 and 5 show the average channel occupancy and the throughput as a function of the backoff parameter B for CA and various numbers of nodes with λ = 0.06[pkt/s] per node. Note that as the backoff window parameter B is increased, the channel occupancy generally decreases. Moreover, as expected, the larger the number of nodes, i.e., the overall traffic generated in the network, the bigger the fraction of time in which at least one node transmits. The achieved throughput results from the tradeoff between the lower collision probability, and thus the frequency with which nodes enter backoff, the backoff duration and the probability that an attempt is made. Thus, when the number of nodes is low the throughput is a decreasing function of B, since a long backoff is useless due to the low probability that a node contends for the channel. Conversely, if the number of nodes is large enough, decreasing the number of nodes contending for the channel by increasing B yields better performance, as the attempts have a higher probability of taking place with respect to small B, where collisions occur in almost every slot.
VI. CONCLUSIONS
We have analyzed the performance of a network using HARQ to ensure packet decoding while using a backoff strategy to control channel access. A new technique for the analysis has been proposed, based on the iterative solution of Markov chains with mutually dependent parameters. A set of Markov chains describes the behavior of a generic node in the network for any given channel state. Moreover, a Markov chain describes the evolution of the channel state given the node statistics. The proposed solution technique has a much lower complexity than a single Markov chain jointly describing the behavior of all nodes. Moreover, it accurately predicts the network performance for a broad range of parameters, and can be extended to include various error control schemes. 
