In this paper, we propose a new metric for Machine Translation (MT) evaluation, based on bi-directional entailment. We show that machine generated translation can be evaluated by determining paraphrasing with a reference translation provided by a human translator. We hypothesize, and show through experiments, that paraphrasing can be detected by evaluating entailment relationship in the forward and backward direction. Unlike conventional metrics, like BLEU or METEOR, our approach uses deep learning to determine the semantic similarity between candidate and reference translation for generating scores rather than relying upon simple n-gram overlap. We use BERT's pre-trained implementation of transformer networks, fine-tuned on MNLI corpus, for natural language inferencing. We apply our evaluation metric on WMT'14 and WMT'17 dataset to evaluate systems participating in the translation task and find that our metric has a better correlation with the human annotated score compared to the other traditional metrics at system level.
Introduction and related work
Automatic machine translation evaluation is highly useful for testing the quality of a translation system quickly, and hence for the overall development of the translation system. Many evaluation metrics have been proposed in the past, and all of them are compared against human judgement. A metric is deemed to be effective if it has a high correlation with the human judgement.
Word error rate is one way to find normalized edit distance (Marzal and Vidal, 1993) and is one of the earliest metrics applied for machine translation evaluation. It scores a candidate by finding words mismatch in the candidate and reference translation using Levenshtein distance (Levenshtein, 1966) divided by the length of the refer-ence. Translation Error Rate (TER) (Snover et al., 2006) is similar to word error rate, except that it considers a sequence of words instead of a single word. BLEU (Papineni et al., 2002) is widely adapted metric for machine translation evaluation. BLEU generates an output score, matching ngrams in the reference and the machine translated sentence. This approach works well if there is a huge word overlap between the two sentences. Lexical similarity based metrics fail in situations where semantics are to be evaluated. Shortcomings of the BLEU metric have been put forward in various studies (Melamed et al., 2003; Callison-Burch et al., 2006; Snover et al., 2006; Ananthakrishnan et al., 2007) . METEOR (Banerjee and Lavie, 2005) addresses limitations of BLEU metric, to some extent but not completely, by a 3-stage matching process to match exact words, stemmed words and synonym words of the candidate and reference translation. LAYERED (Gautam and Bhattacharyya, 2014) combines lexical, syntactic and semantic similarity into one metric using Universal Networking Language 1 (UNL). A neural network approach has been explored in (Guzmán et al., 2017) to find better translation among a pair of candidates.
In this work, we propose a semantic similarity measuring technique and apply it for machine translation evaluation. We capture textual entailment between the candidate and reference sentences to find how close they are in meaning. Recognizing Textual Entailment (RTE) (Dagan et al., 2006) , or natural language inferencing, is the task of determining if, for a given hypothesis and premise, the hypothesis can be inferred from the premise. Our approach uses deep learning to create sentence embedding for pair of sentences, which is then used for classification. We show that 
Bi-directional Entailment and Paraphrasing
Entailment is a directed relationship between a pair of text. The entailed text captures a subset of information from the entailing text. As shown in Figure 1 , there can be different types of relationship between two text R (reference) and T (translation). These relationships indicate the overlap of information between two texts. Figure 1 .1(c) refers to the case when both the texts are equivalent in meaning. It is the case of bi-directional entailment. Such equivalence can exist even when there is no or very less word overlap; for example, the following two sentences S1 and S2 are exactly the same in meaning but have very less word overlap. S1: Yoga is used to calm down body and mind S2: Yoga helps you relax, physically and mentally Bi-directional entailment essentially determines if the two texts are paraphrases of each other since paraphrasing also require semantic equivalence. We propose a metric for machine translation evaluation, which finds equivalence between machine generated translation and reference translation. If reference and candidate sentences have bi-directional entailment between them, then they are semantically equivalent, which is a measure of adequacy. In WMT metric task, translations from systems participating in translation task are provided for evaluation, along with reference translations. Our metric scores these translations by finding their similarity with the given reference translations. Human evaluation score is also provided for a subset of translations. The effectiveness of our metric is judged based on its correlation with human evaluation. Pearson's correlation (Pearson, 1931) is used to compare different metrics. Our approach differs from (Guzmán et al., 2017) in that we do not need a pair of translation candidates as input and our score is for the overall system. We score candidate translation by determining if it is a paraphrase of the reference translation, such that correct paraphrasing receives a higher score. To do this, we check if the entailment relationship holds between the candidate and a reference translation in the forward and backward direction. We fine-tune BERT's (Devlin et al., 2018) pre-trained model for sentence pair classification on Multi-Genre Natural Language Inference (MNLI) corpus. BERT uses transformer networks (Vaswani et al., 2017) to generate a sentence embedding using multi-head attention. On MNLI corpus, this gives a test accuracy of 83.4%. Figure 2 shows the architecture of our system. The linear layer has 3 output neurons for labels contradiction, entailment and neutral. We apply softmax on these outputs to get the probability of entailment label and calculate the odds of candidate entailing the reference. We perform the same Where, odds f is the odds of entailment in the forward direction and odds b in the backward direction. The odds are calculated from the entailment probability P , obtained from the softmax layer, as odds = P 1−P . Odds value is always greater than the probability value and it allows us to assign higher scores to candidates in which entailment probability is high compared to candidates that do not have entailment relationship. Average of scores across all test examples gives the overall system score. To judge our metric, this score is correlated with the score given by human to the system.
Experiments and Results
In our experiments, we use MNLI corpus for training and WMT(2014 and 2017) metric task data for testing. MNLI corpus consists of 433k annotated sentence pairs called premise and hypothesis and categorizes relation between them into three types: entailment, contradiction and neutral. Unlike its predecessor SNLI (Bowman et al., 2015) , MNLI contains sentences from multiple genre. WMT dataset contains the output of machine translation systems for different language pairs and human translated references. WMT'14 (Machacek and Bojar, 2014) includes five such language pairs in which we exclude "hi-en", whereas WMT'17 (Bojar et al., 2017) dataset includes seven language pairs. Our metric evaluates translations to English language. Translation evaluation metrics are judged at two levels: segment and system. Our work focuses on system level scoring.
Training Details
We use BERT's bert-base-uncased pre-trained model and fine-tune it on MNLI corpus. The learning rate is 2e-5, maximum sequence length is 128, and the batch size is 8. Number of epochs is 3. BERT's tokenizer is used to perform endto-end tokenization which involves basic tokeniza- The new location has other perks.
There are other advantages to the new location.
1.190 12.639 tion followed by word tokenization.
Results
The results for WMT'14 is shown in Table 1 . Our metric shows better correlation with the human score than all other evaluation metrics for all language pairs except for cs-en pair. Our metric has an average correlation of 0.957, which is an improvement from 0.871 of BLEU. Compared to LAYERED, which uses UNL to capture semantics, our metric gives better correlation in all language pairs. We performed statistical significance test to validate results from multiple runs and found that results are statistically significant under the one-tailed paired t-test at the 99% signicance level.
The results for WMT'17 are shown in Table 2 . Our metric Bi-Di-Ent performs better than BLEU for all language pairs except for lv-en and tr-en pair. The correlation scores are also comparable to the top performing evaluation metrics. It achieves best scores in de-en and ru-en language pair among all metrics. Overall, our metric has the second highest average correlation score of 0.956, highest being 0.960. Table 3 shows a few examples of human evaluated score and score given by our metric from WMT'17 data. We observe that translations which are scored higher by human judges are scored higher by our metric as well.
We observe some candidate-reference pairs where entailment relationship exists, but only in one direction. Such are mostly the cases where one side is more general than the other. The over-all score given by our metric for such translation is low since we are taking the product of scores from both sides. This need not be always favourable while evaluating machine translations, as we have observed from the manual evaluations.
Conclusion and future work
Semantic similarity is a suitable measure for machine translation evaluation and it correlates better with human evaluation compared to traditional n-gram based metrics. An effective way to determine this similarity is by checking if two sentences are paraphrases of each other. Bidirectional entailment can be used to determine paraphrasing. For translations to the English language we showed that fine-tuning sentence embedding model on MNLI corpus gives competitive results. Our approach can be further improved by incorporating external knowledge to handle the cases where only one-sided entailment is present because of generalization. Our work can be extended for evaluation of translations to other languages by using Cross-Lingual NLI (XNLI) (Conneau et al., 2018) corpus. Bidirectional entailment can be applied to other NLP tasks also, like paraphrase detection.
