An improved multiple linear regression method has been proposed to predict the content of α-helix and β-strand of a globular protein based on its primary sequence. The amino acid composition and the auto-correlation functions based on the hydrophobicity profile of the primary sequence have been taken into account in the algorithm. The resubstitution test shows that the average absolute errors are 0.077 and 0.073 with the standard deviations 0.059 and 0.057 for the prediction of the content of α-helix and β-strand, respectively. A stringent cross-validation test, i.e., the jackknife test, shows that the average absolute errors are 0.087 and 0.081 with the standard deviations 0.067 and 0.065 for the prediction of the content of α-helix and β-strand, respectively. Both tests indicate the self-consistency and the extrapolating effectiveness of the new algorithm. This greatly improves on previous results (Eisenhaber,F., Imperiale,F., Argos,P. and Frommel,C., 1996, Proteins, 25, 157-168). Compared with other methods currently available, our method has the merits of simplicity and ease-of-use as well as a higher prediction accuracy. The only input of the method is the primary sequence of the query protein to be predicted. The program is available on request via e-mail: ctzhang@tju.edu.cn Keywords: content prediction of helix and strand/α-helix content/β-strand content/primary sequence/resubstitution test/jackknife test Recently, a new database of proteins was established by Eisenhaber et al. (1996a,b). 262 proteins with resolution better than or equal to 2.0 Å were selected. Eisenhaber and coworkers emphasized that the selection of proteins was performed without human interference. Therefore, bias to certain types of proteins other than from the limitation of the PDB itself has been excluded (Eisenhaber et al., 1996a,b). The protein database of Eisenhaber et al. (1996a,b) can be thus considered as a better representative for the current state of the PDB data with resolution better than or equal to 2.0 Å. The selection of the proteins in this database was based on the following four criteria: (i) polypeptide chains with pairwise sequence identity below 35%; (ii) the NMR structures were excluded; (iii) the length of protein is greater than or equal to 80 residues; (iv) the resolution is better than or equal to 2.0 Å. Consequently, 262 proteins were selected. The PDB codes for all of these proteins are available via the Internet (Eisenhaber et al., 1996a,b). This database is used as the training set in this study. However, the by guest on July 14, 2015
Introduction
The prediction of the tertiary structure of a protein is one of the largest challenges in molecular biology. While it is generally accepted that the protein structure is determined by its amino acid sequence (Anfisen, 1973) , the knowledge we now have is still insufficient to predict the tertiary structure of any protein correctly. Measurement or correct prediction of the secondary structure content of helix and strand of a protein is considered as the first step in predicting its structure. A priori knowledge of the secondary structure content of a protein can be of great use in predicting its structure. For example, knowledge of the secondary structure content might reduce the searching scope of the conformation space for the energy minimization process in predicting the tertiary structures of proteins.
The secondary structure content can be directly determined by relatively simple experimental methods such as circular dichroism (CD) spectroscopy in the UV absorption range (Sreerama and Woody, 1994) and IR Raman spectroscopy (Bussian and Sander, 1989) . Nevertheless, the accuracy of these experimental methods sometimes is not satisfactory.
There are no general experimental methods suitable for any proteins. Therefore, theoretical prediction of the secondary structure content of a protein is obviously worthwhile. To our surprise, few research results regarding this important topic have been reported in the literature so far. Krigbaum and Knutton (1973) used the multiple linear regression (MLR) method to predict the secondary structure content of a protein based on its amino acid composition. The MLR method has been improved by Muskal and Kim (1992) based on a larger database of proteins. They also used a tandem neural network to predict the secondary structure content of a protein, based mainly on its amino acid composition. In the neural network approach, the molecular weight and the presence or absence of the haem group in a protein are also used as the input data (Muskal and Kim, 1992) . Very recently, a new analytic vector decomposition method to predict the secondary structure content of a protein relying on its amino acid composition has been developed by Eisenhaber and coworkers (Eisenhaber et al., 1996a,b) . Approximately at the same time Zhang et al. (1996) proposed an improved MLR method to predict the secondary structural content of a protein. In this method, in addition to the amino acid composition, the structural class was also taken into account. If the structural class of a protein is not known in advance, the method cannot be used.
It should be pointed out that in all of the above methods the secondary structure content was predicted basically on the amino acid composition alone, in which most information in the primary sequence is lost. This study is devoted to improving such a situation. It is the aim of this paper to directly predict the secondary structure content of a protein based on its primary sequence.
Database and method Database
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where h i is the hydrophobicity index for the ith residue and N is the number of residues in the protein. Occasionally, at some sequence position where there is some non-standard amino acid, a zero is simply set at that position in the sequence (1). The auto-correlation function r n for the sequence (1) is defined by (Cornette et al., 1987) 1 r n ϭ Σ N-n i ϭ 1 h i h iϩn , n ϭ 1, 2, . . .,
(2) N -n where h i is the hydrophobicity index for the ith residure, N is 972 the number of the residues in the primary sequence and n is an integer greater than or equal to 1. Only smaller values of n (n ϭ 1, 2, . . ., 37) are used in this study.
The improved multiple linear regression (MLR) method
Let the frequency of occurrence of the 20 amino acids for a protein be denoted by x 1 , x 2 , . . ., x 20 respectively. Usually, the 20 amino acids are ordered alphabetically according to their single-letter codes. For example, x 1 represents the frequency of occurrence for alanine (A), and so forth. The basic assumption of this study is that the content of α-helix and β-strand of a protein is determined by its amino acid composition and some auto-correlation functions r n defined by eq. (2). Denoting by α and β the content of α-helix and β-strand in a protein, respectively, we suppose α ϭ f (x 1 , x 2 , . . ., x 20 , r 1 , r 2 , . . ., r 10 ),
where f and g are unknown functions. The use of ten (four) auto-correlation functions in eq. (3) (eq. (4)) will lead to the least prediction error. See the discussion below. Expanding eq. (3) and eq. (4) by Taylor series with only linear terms remaining, we have
where a i (i ϭ 0, 1, 2, . . ., 30) and b i (i ϭ 0, 1, 2, . . ., 24) are coefficients to be determined by the helix/strand content of proteins in the training set. In eqs. (5) and (6), x i (i ϭ1, 2, . . ., 20) are the amino acid frequencies and x 20ϩn ϭ r n , n ϭ 1, 2, . . ., 10. To determine the coefficients, we define the two objective functions Q α and Q β as follows by guest on July 14, 2015 http://peds.oxfordjournals.org/
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where D α,k and D β,k are, respectively, the content of α-helix and β-strand calculated by the DSSP method (Kabsch and Sander, 1983) for the kth protein in the training database. The coefficients a i (i ϭ 0, 1, 2, . . ., 30) should be so chosen that Q α reaches its minimum. Similarly, the coefficients b i (i ϭ 0, 1, 2, . . ., 24) should be so chosen that Q β reaches its minimum. Accordingly, we have ѨQ α ϭ 0, i ϭ 0, 1, 2, . . ., 30, (9) Ѩa i ѨQ β ϭ 0, i ϭ 0, 1, 2, . . ., 24, (10) Ѩb i Eqs. (9) and (10) are sets of linear algebraic equations, which have unique solutions.
Results
We have obtained the following two regression formulae for α and β, respectively, α ϭ 1.942x 1 ϩ 0.008x 2 ϩ 0.020x 3 ϩ 0.231x 4 ϩ 0.055x 5 -0.792x 6 ϩ 0.671x 7 -0.212x 8 ϩ 1.121x 9 ϩ 1.070x 10 ϩ 1.029x 11 ϩ 0.661x 12 -0.934x 13 ϩ 1.038x 14 ϩ 0.637x 15 ϩ 0.042x 16 -0.711x 17 -1.455x 18 -1.773x 19 ϩ 0.796x 20 ϩ 0.105x 21 -0.377x 22 ϩ 0.156x 23 ϩ 0.301x 24 -0.073x 25 -0.076x 26 ϩ 0.215x 27 ϩ 0.093x 28 -0.025x 29 -0.139x 30 ,
where α and β are the content of α-helix and β-strand, respectively, in a globular protein, x 1 , x 2 , . . ., and x 20 are the frequencies of occurrence of the 20 amino acids, ordered alphabetically according to their single-letter codes. In the above two formulae, x 20ϩn ϭ r n , i ϭ 1, 2, . . ., 10, where r n is the auto-correlation function defined by eq. (2). Note that a 0 and b 0 in eqs. (11) and (12) et al., 1979) , and the latter is the cross-validation test. These two kinds of tests will be applied to evaluate our method in the following. The above two regression formulae are applied to predict the content of α-helix and β-strand, respectively, for the proteins in the training database. The results are displayed schematically by Figure 1a and b, respectively, for the prediction of α-helix and β-strand content. In these figures, the y-axis represents the calculated content and the x-axis the observed content [i.e., calculated by the DSSP method (Kabsch and Sander, 1983) ]. The correlation between the predicted and the observed content may be described by the correlation coefficient. Denoting the correlation coefficients for the prediction of α-helix and β-strand content by C α and C β , respectively, we find C α ϭ 0.878 and C β ϭ0.817 in the resubstitution test. We further use another two parameters ē and σ to evaluate the prediction errors, which are defined by
where ē indicates the average error and σ represents the standard deviation; and f k is the secondary structure content of the kth protein calculated by our method and D k is the secondary structure content calculated by the DSSP method (Kabsch and Sander, 1983) for the kth protein. N is the number of proteins in the training database, here N ϭ 261. Accordingly, the results of the resubstitution test for the 261 proteins in the training set are found to be: ē ϭ 0.077, σ ϭ 0.059 for the prediction of α-helix content and ē ϭ 0.073, σ ϭ 0.058 for the prediction of β-strand content. Obviously, the results indicate that a considerable high accuracy has been obtained. However, this gives a somewhat optimistic error estimate because the same proteins are used to derive the prediction rules and to test themselves. Therefore, the cross-validation tests are absolutely needed to evaluate further the prediction method.
Cross-validation tests
A cross-validation test of an independent test data set is needed because it can reflect the extrapolating effectiveness of a prediction method. Among various cross-validation tests, the jackknife test seems to be more reliable and rigorous. By the jackknife test, also called the test of leave-one-out (Klein, 1986) , a protein in the training database will be in turn removed from the database as an independent test sample. In other words, the secondary structure content of each protein in the database is predicted by the rules deriving from all other proteins except the one that is being predicted. In this work, the jackknife analysis is applied to test our prediction method. The results are as follows. For the prediction of α-helix content, we find ē ϭ 0.087, σ ϭ 0.067; and for the prediction of β-strand content, ē ϭ 0.081, σ ϭ 0.065. The results of the jackknife test for the 261 proteins in the training set are displayed schematically by Figure 2a and b for the prediction of α-helix and β-strand content, respectively. The correlation coefficient for the former is C α ϭ 0.839 and for the latter C β ϭ 0.766. One may be interested in the question that instead of leave-one-out, what happens if leave-two or more-out? We have performed the test of leave-two-out. The results are almost exactly the same as those of leave-one-out. However, in so doing the number of all possible leaves reaches C 2 261 ϭ 33 930. We have even tried to perform the test of leave-threeout. Unfortunately, the amount of calculation is too numerous to be finished by our limited computer resource.
As a complement to the jackknife test, another 347 proteins, which are independent of those in the training set, are selected as a test set. We have applied eqs. (11) and (12) to each of the 347 proteins to calculate the content of α-helix and β-strand. Consequently, we find that ē ϭ 0.099 and ē ϭ 0.083 for the prediction of α-helix and β-strand content, respectively, indicating that a high prediction accuracy is still achieved.
Error distribution
The average error defined by eq. (13) gives only a rough estimate of the error distribution. The detailed error distribution of the jackknife test is shown in Figure 3 , where the y-axis represents the fraction of predicted proteins with the error less than the value annotated in the x-axis. For example, for about 70% predicted proteins, the average prediction error is less than 0.10. It is deemed as a failure prediction if the prediction error is greater than 0.2. It is found from Figure 3 that for about 6% of proteins the prediction fails in predicting the content of α-helix, and for about 5% of proteins in predicting the content of β-strand.
Discussion
Comparison of the prediction accuracy with other methods Based on the above tests, we find that the method can result in a high prediction accuracy. In Table IV , the accuracy of the method with those of the previous ones is compared. It is clear that the method is more successful than the common MLR method (Krigbaum and Knutton, 1973; Muskal and Kim, 1992) . This is due to the fact that besides the amino acid composition more information is input in the prediction process in our method than in the common MLR method. To illustrate this point, we have performed a common MLR analysis for the same training database (261 proteins), by simply cancelling the correlation function terms in eqs. (5) and (6). Consequently, for the prediction of α-helix content we find ē ϭ 0.099, σ ϭ 0.084 and for the prediction of β-strand content ē ϭ 0.088, σ ϭ 0.069, in the resubstitution test. Similarly, for the prediction of α-helix content we find ē ϭ 0.108, σ ϭ 0.092 and for the prediction of β-strand content ē ϭ 0.096, σ ϭ 0.077, in the jackknife test. As expected, the prediction accuracy is worse than that of the current method. The result of this test implies by guest on July 14, 2015 http://peds.oxfordjournals.org/ Downloaded from that the prediction accuracy is increased by inputting the sequence information in addition to the amino acid composition. This also suggests that better results will be obtained if, in addition to the amino acid composition, more sequence information is input in the prediction process.
The neural network method (Muskal and Kim, 1992 ) results in a slightly higher prediction accuracy than our method. However, the two methods are not comparable. In our method 261 proteins are used in the training database, while in the neural network method only 105 proteins are used (Muskal and Kim, 1992) . Therefore, one cannot compare the two methods simply. On the other hand, the prediction result from the neural network method for a single test set (15 proteins only) implies the extrapolating effectiveness of the method. However, it should be pointed out that the prediction accuracy for a test set strongly depends on the choice of proteins in the test set. A comparison based on the jackknife analysis seems to be more rigorous and fair, and hence more reliable. But no jackknife analysis has been reported for the neural network approach (Muskal and Kim, 1992) . Therefore, the comparison Fig. 3 . A histogram of the error distribution in the jackknife test. The y-axis represents the percentage of predicted proteins with the error less than the value annotated in the x-axis. For example, for about 70% predicted proteins, the average prediction error is less than 0.10. Table IV . Comparison of the prediction accuracy of α-helix and β-strand content for different methods
Method
Resubstitution test ē (σ), C a Jackknife test ē (σ), C a α-helix β-strand α-helix β-strand (Krigbaum and Knutton, 1973) . Result was based on 104 proteins (Muskal and Kim, 1992) . c The neural network method (Muskal and Kim, 1992) , based on 104 proteins. d The analytic vector decomposition method 1 and 2 (Eisenhaber et al., 1996a) , based on 262 proteins. The only input is the amino acid composition. e The improved multiple linear regression method (Zhang et al., 1996) , based on 120 proteins (Chou, 1995) . The structural class of the query protein should be known in advance. f The multiple linear regression method, based on 261 proteins (Eisenhaber et al., 1996a,b) . The only input is the amino acid composition. g The multiple linear regression method with the auto-correlation functions added in the regression formulae, based on 261 proteins.
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between the two methods based on the jackknife analysis cannot be performed at present. It is very interesting to compare our method with the analytic vector decomposition methods presented recently by Eisenhaber and coworkers (Eisenhaber et al., 1996a,b) . For exactly the same database (262 proteins in their case), the average errors in predicting the content of helix and strand from amino acid composition alone for proteins in the training set are 0.144 and 0.118, with the standard deviations of 0.117 and 0.096, respectively, in a resubstitution test. Similarly, in a jackknife test for the same database, the average errors in predicting the content of helix and strand from amino acid composition alone are 0.145 and 0.120, with the standard deviations of 0.117 and 0.097, respectively. They concluded that a further improvement of the accuracy of secondary structural content prediction, based purely on the knowledge of amino acid content of the query protein, is very unlikely (Eisenhaber et al., 1996a) . As we can see by the above analysis that the prediction accuracy of our method is much higher than those of their method. Even on the same basis, i.e., based on the same database and the same input (amino acid composition only), the common MLR method is much better than that of Eisenhaber et al. (1996a) . For example, for almost the same database, the results of the jackknife test of both methods show that for the prediction of α-helix content ē ϭ 0.108 (0.145), σ ϭ 0.092 (0.117) and for the prediction of βstrand content ē ϭ 0.096 (0.120), σ ϭ 0.076 (0.097), where the figures in parentheses are the corresponding results obtained by the method of Eisenhaber et al. (1996a) . As we can see that the upper limits suggested by Eisenhaber and co-workers (Eisenhaber et al., 1996a) , as described above, have been broken through easily. We have performed a u test to see if the differences of the prediction accuracy between the two methods are of statistical significance. The answer is affirmative, i.e., the differences of the prediction accuracy for both α-helix and β-strand content between our method and the method of Eisenhaber et al. are really of statistical significance. It should be pointed out that their conclusion was based mainly on the analytic vector decomposition algorithms (Eisenhaber et al., 1996a,b) . According to our experience of the same algorithm (Zhang and Chou, 1992) , the information included in the amino acid composition is partially lost in the vector decomposition process. The conclusion, indicated above in The comparison is all based on the 261 proteins in the training set used in this study. b The average absolute error and the standard deviation are denoted by ē and σ, respectively. c NNPREDICT is a program of the secondary structure prediction developed by Kneller et al. (1990) . d PHD is a program of secondary structure prediction developed by Rost and Sander (1993a,b) . e Based on the jackknife test.
italic, is by no means drawn by the intrinsic properties of the problem. Rather, their conclusion seems to be strongly algorithm-dependent. It is also worthwhile to compare the prediction results with those of our previous work (Zhang et al., 1996) . This study was motivated by the idea to overcome the drawback of our previous work (Zhang et al., 1996) . Without knowing the structural class of a protein (all-α, all-β, αϩβ or α/β), the utilization of our previous method (Zhang et al., 1996) is impractical. To solve this problem, the only input of the present method is the primary sequence of the query protein. Although the accuracy is lower than that of our previous method, the present one is more practical and the accuracy obtained is generally acceptable.
The comparison of the prediction accuracy for different methods is shown in Table IV . Comparison of the present method with the secondary structure prediction methods The secondary structure content of a protein can be also obtained from the output result of the secondary structure prediction for this protein. Since the primary sequence is the only input for both the present method and the method of secondary structure prediction, the comparison of the two approaches is worthwhile. Two advanced methods of the secondary structure prediction have been used here for the comparison. The first is the NNPREDICT program developed by Kneller and co-workers (Kneller et al., 1990) and the second is the PHD program developed by Rost and Sander (1993a,b) . The prediction of the secondary structure for each of the 261 proteins is performed via the Internet. The address of the email server for NNPREDICT is nnpredict@celeste. ucsf.edu and for PHD is PredictProtein@EMBL-Heidelberg.de. Note that for a better comparison the PHD prediction program should be used in the single sequence mode, i.e., not using multiple alignments. The results of comparison are listed in Table V . Comparison shows that the accuracy of our method is better than that of the nnpredic method (Kneller et al., 1990) . In particular, the nnpredic method seems to be less successful in predicting the content of β-strand, based on the secondary structure prediction of the 261 proteins in the training set used here. Compared with the PHD method (Rost and Sander, 1993a,b) , the prediction accuracy of the content of α-helix for both methods is roughly identical. However, the prediction accuracy of the content of β-strand by our method is worse than that by the PHD method. Rost and Sander (1993a,b) used a balanced training technique to train the neural network, so that better prediction of β-strands was achieved. Our study confirms their conclusion once more. Note that the comparison between our method and the PHD method is not completely fair. Because some of the 261 proteins used here are identical to those in the training set in the PHD program (Rost and Sander, 1993a,b) . Therefore, the overlap proteins between the two training sets are used to train the neural network, and then to predict the secondary structures themselves. This gives a somewhat optimistic error estimate. Anyway, the PHD method is most successful in predicting the β-strands among the three methods compared in Table V . As pointed out by Rost and Sander (1993a,b) , the main improvements of the PHD method come from the use of multiple sequence alignments. Although we use only the single sequence mode of the PHD method to predict the secondary structure, multiple sequence alignments were still used in the training stage of the neural network (Rost and Sander, 1993a,b) . At the training stage, the database of protein families aligned to proteins of known structure, rather than just a single sequence, was used (Rost and Sander, 1993a,b) . Therefore, in addition to the information included in the single sequence, the evolution information was incorporated into the weights of the neural network. This may be the main reason why much higher accuracy was achieved by the PHD method. The success of the PHD method reminds us to improve our method by incorporating the evolution information into the regression formulae in future study.
Choice the numbers of terms of auto-correlation functions in the MLR formulae
As we can see from the above discussion, the prediction accuracy of helix/strand content is increased by adding the auto-correlation functions. In eq. (5), 10 such terms are added for prediction of the helix content, while in eq. (6) only four terms are added for prediction of the strand content. Our study shows that more terms added do not always lead to a better result. Generally, more terms added lead to a better result for the resubstitution test, but not always so for the jackknife test, as clearly shown in Figure 4a and b, respectively, for the prediction of the content of helix and strand. In Figure 4a , the average prediction error of helix content versus the number of auto-correlation functions added is shown for the jackknife test. Obviously, there is a minimum at 10 terms in Figure 4a , indicating that 10 terms of the auto-correlation functions added in eq. (5) lead to an optimal result. Similarly, four terms added in eq. (6) lead to an optimal result for the prediction of strand content, as shown in Figure 4b . Carefully inspecting Figure  4a , we find that the ninth term induces an increase in error, and the fourteenth term a decrease in error. Instead of using the consecutive terms x 21 -x 30 , we leave out the ninth term but include the fourteenth. That is, x 21 -x 28 , x 30 and x 34 are used in eq. (5) instead of x 21 -x 30 . Consequently, as expected, the error is decreased. However, for the jackknife test the average prediction error of helix content is reduced from 0.0870 to 0.0864, i.e., only a minor improvement of the prediction error. Similarly, instead of using x 21 -x 24 , we use x 22 -x 24 , x 30 and x 37 in eq. (6) for the prediction of strand content. Again, only minor improvement of the prediction error is observed. The above tests show that it is reasonable to take a cumulative aspect with respect to the auto-correlation functions, i.e., x 21 -x 30 for helix and x 21 -x 24 for strand. We should point out that this result seems to be dependent on the Fig. 4 . A graph of the average prediction error of the content of α-helix and β-strand in the jackknife test versus the number of the auto-correlation functions added in the regression formulae. (a) α-Helix and (b) β-strand. Note that there is a minimum error at 10 and four terms, respectively, for the prediction of α-helix and β-strand content. database used. Different databases might result in a different optimal result. At present we cannot judge whether the optimal number of terms is related to the average length of helices and strands. However, based on the optimal numbers of terms obtained in our study, it seems that more residues are involved in forming α-helices than β-strands.
Many researchers found that protein segments that form amphipathic α-helices have periodic variation in the hydrophobicity indices of the residues along the segment, with a 3.6 residue periodicity (Klein and DeLisi, 1986; Cornette et al., 1987; Chou et al., 1997) . We have performed the discrete Fourier transform to the numerical sequence (1). An imperfect periodicity of about 4 is observed for some sequences, which is obviously corresponding to the above periodicity of α-helices. Here by the imperfect periodicity we mean that in addition to the periodicity of 4, other periodicity exits at the same sequence. Therefore, an imperfect periodicity of 4 of the auto-correlation functions should also exist for some sequences, according to the correlation theorem. We have performed a discrete Fourier transform to the regression coefficients a 21 to a 30 in eq. (11). Interestingly, the regression coefficients a 21 to a 30 in eq. (11) shows an imperfect periodicity at a position between 3 and 4. But no similar phenomenon is observed for the regression coefficients b 21 to b 24 in eq. (12). Investigation of using other hydrophobicity scales instead of Fauchere's One referee reminded us that according to Fauchere's values (Table III) , Trp is very highly hydrophobic, more so than Val, Ile and Leu which is generally accepted as not being the case. We are then suggested to test other hydrophobicity scales, even test the electrostatic scales as well instead of the hydrophobicity scales. Cornette et al. (1987) have performed such an investigation. Recently, 402 amino acid indices were collected by Tomii and Kanehisa (1996) , based on their previous work (Nakai et al., 1988 ). An amino acid index is a set of 20 numerical values representing any of the different physicochemical properties of amino acids. They have performed a detailed cluster analysis to these indices (Tomii and Kanehisa, 1996) . The 402 amino acid indices are clustered into five groups, i.e., the α and turn propensities, β-propensity, composition, hydrophobicity, physicochemical properties and other properties (Tomii and Kanesisa, 1996) . We have obtained all of these data via the Internet. Of course, the 402 amino acid indices includes the Fauchere's hydrophobicity index as well (Fauchere and Pliska, 1983) . We have performed tests to see what happens if other amino acid indices are used instead of the Fauchere's values. Replacing the hydrophobicity index of Fauchere (Table III) in the numerical sequence (1) in turn by each of the remaining 401 amino acid indices, respectively, we have performed 401 tests. Each test is evaluated by the average prediction errors in the jackknife analysis. Consequently, most fractions of the amino acid indices lead to larger prediction errors than those of Fauchere's index. Only a few amino acid indices lead to a prediction accuracy as good as Fauchere's index does. The 14 such indices are listed as follows: Wold et al. (1987) , Wertz and Scheraga (1978) , Sweet and Eisenberg (1983) , Ponnuswamy et al. (1980 ), Ponnuswamy et al. (1980 ), Parker et al. (1986 , Nishikawa and Ooi (1980) , Nishikawa and Ooi (1986) , Miyazawa and Jernigan (1985) , Cid et al. (1992) , Cid et al. (1992) , Radzicka and Wolfenden (1988) , Bull and Breese (1974) and Biou et al. (1988) . The fact that some of the references above are repeated twice means that two amino acid indices were reported in the same reference. Of the 14 additional indices, 13 are of hydrophobicity, and only one (Biou et al., 1988) belongs to the cluster of the physicochemical properties of amino acids (Tomii et al., 1996) . Interestingly, there is a strong correlation between Fauchere's index with each of the above 14 indices. The Fauchere's index leads to one of the best prediction results. Although the Fauchere's index is one of the best for by guest on July 14, 2015 http://peds.oxfordjournals.org/ Downloaded from the purpose of this study, it does not imply that this index represents the best and the most reasonable hydrophobicity index. Conclusion Based on the above study, the prediction of the content of α-helix and β-strand of globular proteins has been solved with moderate accuracy using the present approach. By moderate accuracy, we mean to say that the average absolute errors in predicting the content of α-helix and β-strand are less than 0.10. It should be pointed out that moderate accuracy can be also achieved by some of the existing methods of secondary structure prediction, e.g., the PHD method. However, the prediction accuracy may be further improved by the present or similar approach in the near future if-besides the amino acid composition-more information included in the primary sequence is input in the regression formulae. The key problem is to look for an appropriate mathematical formalism to extract useful information from the primary sequences. The autocorrelation function based on the hydrophobicity profile of the primary sequence is one of the possible formalisms. We think that the prediction of the content of α-helix and β-strand can be comparable to that of CD spectroscopy experiments, if the average absolute error is less than 0.05, which is deemed as a high accuracy. Now we are not far from achieving this aim. Further study is needed and unremitting efforts are currently being made in our laboratory to solve the problem satisfactorily.
Note added in proof
A user can send his/her primary sequence of the protein to have the secondary structure content predicted and the result returned automatically by using the program presented in this paper. Please send the sequence to the following URL of WWW:http://moon2.cicams.ac.cn/wonderful/free-online/ssc/.
