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Abstract
In this note, we consider the line search for a class of abstract nonconvex algorithm which have been deeply studied
in the Kurdyka-Łojasiewicz theory. We provide a weak convergence result of the line search in general. When the
objective function satisfies the Kurdyka-Łojasiewicz property and some certain assumption, a global convergence
result can be derived. An application is presented for the ℓ0 regularized least square minimization in the end of the
paper.
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1. Introduction
Line search is one of the most frequently used techniques in the optimization community. In each iteration of this
method, a positive scalar ηk is computed based on a strategy and the direction dk is generated by some known way;
the point xk+1 is then updated by the following scheme
xk+1 = xk + ηkdk. (1)
However, the difficulty of calculating dk and ηk are quite different. It is usually more difficult to compute dk. Math-
ematicians have been in search of more efficient strategy for dk, which leads to the development of various quasi-
Newton methods [5]. While ηk is routinely obtained by the well-known Armijo search.
In this paper, we consider the line search of some “basic algorithm” (We call it as Algorithm B through the paper)
for the following optimization problem
min
x∈RN
Φ(x), (2)
where Φ : RN → R may be nonconvex and nonsmooth which satisfies that infx Φ(x) > −∞. In the paper, two
important assumptions about the sequence {xk}k=0,1,2,... generated by Algorithm B are vital to the analysis.
A.1 There exist ν > 0 such that Φ(xk+1) ≤ Φ(xk) + ν‖xk+1 − xk‖22 for any k ∈ N.
A.2 There exist β > 0 such that dist(0, ∂Φ(xk+1)) ≤ β‖xk+1 − xk‖2 for any k ∈ N, where ∂Φ(xk+1) denotes the set of
limiting subdifferential of Φ at xk+1 (see Section 2 for a detailed definition).
Actually, various algorithms obey A.1 and A.2; specific examples are given in [1, 3]. It is also proved that Algo-
rithm B converges to a critical point of the objective function under the Kurdyka-Łojasiewicz property assumption[1].
In the k-th iteration, we consider the line search as
Step 1 Use xk to generate yk by Algorithm B.
Step 2 Set dk = yk − xk. Find mk as the smallest integer number m which obeys that
Φ(yk + ηmdk) ≤ Φ(yk) − αηm‖dk‖22, (3)
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where α > 0 and 0 < η < 1 are parameters (Armijo search). Set ηk = ηmk if mk ≤ M and ηk = 0 if mk > M, where
M ∈ N is a parameter. The point xk+1 is generated by
xk+1 = xk + (ηk + 1)dk. (4)
The specific scheme of Step 1 depends on the scheme of Algorithm B. For example, if Algorithm B is the gradient
descend method, yk = xk − h∇ f (xk); if Algorithm B is the forward-backward method, yk = Proxg[xk − h∇ f (xk)]. The
Armijo search may not always succeed because Φ(yk) can be the minimum over {yk + tdk |t ∈ R}. Therefore, we
introduce the parameter M.
Algorithm 1 Algorithm B with line search
Require: parameters α > 0, 0 < η < 1, M ∈ N
Initialization: x0
for k = 0, 1, 2, . . .
Use xk to generate yk by Algorithm B and set dk = yk − xk
Find mk as the smallest integer number m which obeys that Φ(yk + ηmdk) ≤ Φ(yk) − αηm‖dk‖22
Set ηk = ηmk if mk ≤ M and ηk = 0 if mk > M
xk+1 = xk + (ηk + 1)dk
end for
In this paper, we consider a line search strategy for a class of abstract algorithms which obey several certain
assumptions. We prove that any accumulation point of the generated iterations is a critical point of the objective func-
tion. If the Kurdyka-Łojasiewicz property and another reasonable assumption are access for the objective function, a
global convergence result can be presented.
The rest of this paper is organized as follows. Section 2 introduces the preliminaries. Section 3 proves the
convergence. Section 4 considers an application. Section 5 concludes the paper.
2. Preliminaries
We collect several definitions as well as some useful properties in variational and convex analysis. Given a lower
semicontinuous function J : RN → (−∞,+∞], its domain is defined by
dom(J) := {x ∈ RN : J(x) < +∞}.
The graph of a real extended valued function J : RN → (−∞,+∞] is defined by
graph(J) := {(x, v) ∈ RN × R : v = J(x)}.
The notation of subdifferential plays a central role in (non)convex optimization.
Definition 2.1 (subdifferentials[4, 7]). Let J : RN → (−∞,+∞] be a proper and lower semicontinuous function.
1. For a given x ∈ dom(J), the Fre´chet subdifferential of J at x, written as ˆ∂J(x), is the set of all vectors u ∈ RN
which satisfy
lim
y,x
inf
y→x
J(y) − J(x) − 〈u, y − x〉
‖y − x‖2
≥ 0.
When x < dom(J), we set ˆ∂J(x) = ∅.
2. The (limiting) subdifferential, or simply the subdifferential, of J at x ∈ RN , written as ∂J(x), is defined through
the following closure process
∂J(x) := {u ∈ RN : ∃xk → x, J(xk) → J(x) and uk ∈ ˆ∂J(xk) → u as k → ∞}.
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It is easy to verify that the Fre´chet subdifferential is convex and closed while the subdifferential is closed. When
J is convex, the definition agrees with the one in convex analysis [6] as
∂J(x) := {v : J(y) ≥ J(x) + 〈v, y − x〉 for any y ∈ RN }.
Let {(xk, vk)}k∈N be a sequence in RN ×R such that (xk, vk) ∈ graph (∂J). If (xk, vk) converges to (x, v) as k → +∞ and
J(xk) converges to v as k → +∞, then (x, v) ∈ graph (∂J). This indicates the following simple proposition.
Proposition 2.2. If vk ∈ ∂J(xk), and limk vk = v and limk xk = x. Then, we have that
v ∈ ∂J(x). (5)
A necessary condition for x ∈ RN to be a minimizer of J(x) is
0 ∈ ∂J(x). (6)
When J is convex, (6) is also sufficient. A point that satisfies (6) is called (limiting) critical point. The set of critical
points of J(x) is denoted by crit(J).
Definition 2.3. We call J has a Lipschitz gradient with constant LJ ≥ 0 if for any x, y ∈ dom(J)
‖∇J(x) − ∇J(y)‖2 ≤ LJ‖x − y‖2. (7)
Definition 2.4 ([3, 1]). (a) The function J : RN → (−∞,+∞] is said to have the Kurdyka-Łojasiewicz property at
x ∈ dom(∂J) if there exist η ∈ (0,+∞], a neighborhood U of x and a continuous function ϕ : [0, η) → R+ such that
1. ϕ(0) = 0.
2. ϕ is C1 on (0, η).
3. for all s ∈ (0, η), ϕ′ (s) > 0.
4. for all x in U
⋂
{x|J(x) < J(x) < J(x) + η}, the Kurdyka-Łojasiewicz inequality holds
ϕ
′ (J(x) − J(x))dist(0, ∂J(x)) ≥ 1. (8)
(b) Proper lower semicontinuous functions which satisfy the Kurdyka-Łojasiewicz inequality at each point of
dom(∂J) are called KL functions.
3. Convergence analysis
Lemma 3.1. Assume that Algorithm B satisfies A.1. Letting η+ = infk ηk1 and {xk}k=0,1,2,... be generated by Algorithm
1, it then holds that
Φ(xk+1) ≤ Φ(xk) − a‖dk‖22, (9)
where a = ν + αη+.
Proof. Note that Algorithm B satisfies A.1, then,
Φ(yk) ≤ Φ(xk) − ν‖dk‖22. (10)
And we have that
Φ(xk+1) ≤ Φ(yk) − αηk‖dk‖22. (11)
Combine (10) and (11), we can derive the result.
1Obviously, η+ ≥ 0.
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Theorem 3.2. Assume that Algorithm B satisfies A.1. Let {xk}k=0,1,2,... be generated by Algorithm 1, for any accumu-
lation point of {xk}k=0,1,2,... is a stationary point of Φ.
Proof. From Lemma 3.1, we can easily see that
k∑
i=0
‖dk‖22 ≤
Φ(x0) −Φ(xk+1)
a
< +∞. (12)
That means
lim
k
‖dk‖2 = 0. (13)
Note that ‖yk − xk‖2 = ‖dk‖2, then,
lim
k
‖yk − xk‖2 = 0. (14)
Assume that x∗ is an accumulation point of {xk}k=0,1,2,..., then there exists {k j} j=0,1,2,... such that lim j xk j = x∗. From
(14), we have that lim j yk j = x∗. Note A.2, we derive that
dist(0, ∂Φ(yk j)) ≤ b‖dk j‖2. (15)
The closedness of ∂Φ(yk j) means that there exists vk j ∈ ∂Φ(yk j) such that ‖vk j‖2 ≤ b‖dk j‖2. Note that {vk j } j=0,1,2,... is
bounded, without loss of generality, we assume that lim j vk j = v∗, where v∗ is an accumulation point. From Proposition
2.2, we have that v∗ ∈ ∂Φ(x∗) and ‖v∗‖2 = 0 (i.e., v∗ = 0). Therefore,
0 ∈ ∂Φ(x∗). (16)
Lemma 3.3. Assume that Algorithm B satisfies A.2. If Φ has a Lipschitz gradient with constant LΦ, for any k ∈ N,
we have that
dist(0,∇Φ(xk+1)) ≤ b‖dk‖2, (17)
where b = β + LΦη.
Proof. The closedness of the subdifferential together with A.2 can give that
dist(0,∇Φ(xk+1)) ≤ dist(0,∇Φ(yk)) + ‖∇Φ(yk) − ∇Φ(xk+1)‖2
≤ β‖dk‖2 + LΦ‖yk − xk+1‖2
= β‖dk‖2 + LΦηk‖dk‖2
≤ (β + LΦη)‖dk‖2. (18)
Remark 3.4. Actually, in some case, Lemma 3.3 holds even function Φ fails to be differentiable. In Section 4, we
present the example.
Theorem 3.5 (Global convergence). Assume that Algorithm B satisfies A.1 and A.2. If Φ is a KL function and has a
Lipschitz gradient with constant LΦ. Let {xk}k=0,1,2,... generated by Algorithm 1 be bounded, then, {xk}k=0,1,2,... globally
converges to a critical point of Φ.
Proof. The scheme of Algorithm 1 certainly gives that
‖dk‖2 ≤ ‖xk+1 − xk‖2 ≤ (1 + η)‖dk‖2.
Therefore, Lemmas 3.1 and 3.3 also indicate that
a˜‖xk+1 − xk‖22 ≤ Φ(xk) −Φ(xk+1), (19)
and
dist(0, ∂Φ(xk+1)) ≤ b˜‖xk+1 − xk‖2, (20)
where a˜ = a/(1 + η) and b˜ = (1 + η)b. With (19) and (20), [Theorem 2.9, [1]] gives the convergence result of
{xk}k=0,1,2,....
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4. Application
This part consider the application to the ℓ0 regularized least square minimization which reads as
min
x∈RN
Φ
0(x) := 1
2
‖b − Ax‖22 + λ‖x‖0. (21)
The loss function 12‖b − Ax‖
2
2 has a Lipschitz gradient with constant ‖A‖22. Function Φ(x) satisfies the Kurdyka-
Łojasiewicz property [1]. Algorithm B is set as the nonconvex forward-backward algorithm [1] ( also called as
iterative hard thresholding algorithm in [2]) which can be presented as
xk+1 = H λ
h
(xk − 1h A
⊤(Axk − b)), (22)
where
H λ
h
(t) =
 t if |t| ≥
√
2λ
h ,
0 otherwise.
(23)
If h > ‖A‖22, it has been proved that Algorithm (22) satisfies A.1 and A.2. The specific scheme of line search for IHT
can be described as follows. Figure 1 reports the function values versus the iteration of IHT and Algorithm 1. We can
Algorithm 2 IHT with line search
Require: parameters α, h > ‖A‖22, 0 < η < 1
Initialization: x0
for k = 0, 1, 2, . . .
yk = H λ
h
(xk − 1h A⊤(Axk − b))
dk = yk − xk
Find mk as the smallest integer number m which obeys that Φ0(yk + ηmdk) ≤ Φ0(yk) − αηm‖dk‖22
Set ηk = ηmk if mk ≤ M and ηk = 0 if mk > M
xk+1 = xk + (ηk + 1)dk
end for
easily see that line search is quite efficient.
Lemma 4.1. Let {xk}k=0,1,2,... generated by Algorithm 2 be bounded, there exists b > 0 such that
dist(0,∇Φ0(xk+1)) ≤ b‖dk‖2, (24)
for k sufficiently enough.
Proof. For simplicity, we denote that f (x) = 12‖b − Ax‖22. We claim that supp(yk) ⊆ supp(xk). Otherwise, there exist
i ∈ supp(xk) such that i < supp(yk), which means that
‖yk − xk‖2 ≥ |yki − x
k
i | = |y
k
i | ≥
√
2λ
h > 0 (25)
from (23). However, (25) is a contradiction with (14). Relations (10) and (11) give that limk Φ0(yk) = limk Φ0(xk).
Note that f has a Lipschitz gradient with constant ‖A‖22 and limk ‖xk − yk‖2 = 0. That means limk f (xk) = limk f (yk)
and limk(‖xk‖0 − ‖yk‖0) = 0. Note that ‖xk‖0 − ‖yk‖0 ∈ N, then, ‖xk‖0 = ‖yk‖0 for k sufficiently enough. Therefore, we
have that supp(yk) = supp(xk) when k is large enough. That is also to say that supp(yk) = supp(xk+1) when k is large
enough.
The subdifferential of ‖ · ‖0 can be presented as
[∂‖x‖0]i =
{
{0} if xi , 0,
R if xi = 0.
(26)
5
0 5 10 15 20 25
100
101
102
103
iteration
fu
nc
tio
n 
va
lu
es
 
 
IHT with line search
IHT without line search
Figure 1: Function values via iterations
Then, we have
dist(0,∇Φ0(xk)) = dist(∇ f (xk),−λ∂‖xk‖0) = dist(∇ f (xk), ∂‖xk‖0) = ‖[∇ f (xk)]supp(xk)‖2.
Note that IHT satisfies A.2, i.e.,
‖[∇ f (yk)]supp(yk)‖2 ≤ b‖dk‖2. (27)
As k is large enough,
‖[∇ f (xk+1)]supp(xk+1)‖2 = ‖[∇ f (xk+1)]supp(yk)‖2
≤ ‖[∇ f (xk+1) − ∇ f (yk)]supp(yk)‖2 + ‖[∇ f (yk)]supp(yk)‖2
≤ ‖A‖22‖x
k+1 − yk‖2 + b‖dk‖2
≤ (‖A‖22η + b)‖xk+1 − yk‖2. (28)
Corollary 4.2. Let {xk}k=0,1,2,... generated by Algorithm 2 be bounded, then, {xk}k=0,1,2,... globally converges to a critical
point of Φ0(x).
5. Conclusion
In this paper, we investigate the convergence of line search for a class of abstract algorithms. The global conver-
gence result is proved under several assumptions. We also consider an application and prove the convergence result
in this case.
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