Featured Application: The results of this paper are needed in the calculation of measurement uncertainty associated with the performance of Concentrator Photovoltaic (CPV) devices, in particular for measurements taken outdoors. As of today's state-of-the-art capability in measuring CPV devices, outdoor measurements are the most reliable.
Measurement Method
The spectral matching ratios SMR are defined as the short circuit current ratios between two junctions normalized to the short circuit currents produced under the reference condition AM1.5D:
The calculated SMR ik (t) (SMR for simplicity) is a function of time because the solar spectrum changes during the day, affecting the first term, while the second term is a function only of the spectral responses of the two junctions and of the reference spectrum, so is constant. As a ratio of four currents, the SMR is a dimensionless value.
There are two methods most frequently used to measure the SMR: by making use of a calibrated spectroradiometer or by using component cells, each having spectral responsivities representative of the actual multi-junction devices [4] .
The latter approach is simpler in terms of operation, because it does not need a complex calibrated (and hence expensive) spectroradiometer system to continuously measure the spectral irradiance. Moreover the three spectral responsivities of the CPV device under test do not have to be measured. However, a good result is guaranteed only if matched component cells are used and after a proper calibration. If this is not the case, this method furnishes an approximate measurement only.
The present study uses only the spectroradiometer method, and the short circuit currents are calculated by
Equation (4) highlights the remarkable symmetry property of the SMR with respect to all the four functions Φ i (λ), Φ k (λ), G(λ, t) andĜ(λ): A linear transformation of one or more of the four functions of form f (λ)
has no impact on the SMR. In other words, the SMR does not depend on the magnitude of the measured curves, but only on their relative shape.
Sources of Uncertainty
The uncertainties associated with the three SMR depend on the uncertainties of the quantities in the four integrals in Equation (4) . All of them are experimentally measured quantities except for the reference spectrumĜ(λ), which is tabulated in [7] with no associated uncertainty. It is important to note that in order to perform the multiplication of two functions, they have to be defined on the same abscissa. In general, a spectral response curve (measured using narrow band-pass filters), a spectral irradiance (measured with a grating spectroradiometer), and the reference spectrum are all tabulated on different wavelengths. As a consequence, a suitable interpolant has to be used to define all the functions on the same nodes. In the present study a piecewise cubic Hermite polynomial has been used as interpolant, because it offers a better control of the first derivative of the function. In general, the interpolation error is limited by [8] :
A detailed analysis of the interpolation error can be neglected in the present study, because by observing Equation (6) it may be seen that it is one of the smallest sources of uncertainty; it would not be negligible only in the case of functions with very few measured points and large derivatives, interpolated on a coarse grid of nodes, which is not the case here: The spectral responsivities are measured at intervals of 20-30 nm distance from one point to the adjacent one, while the spectra at non-uniform intervals of about 1 nm. A possible effect due to interpolation will appear in the spectral responsivity sensitivity analysis, which highlights some non-linearity at very small values, due to the fewer number of measured points, compared to the same analysis conducted on the spectrum which is measured with a fine step size. In the implementation of the Monte Carlo method, it is essential to first associate the random error to all the measured points individually, and only afterwards perform the interpolation; associating the errors to the interpolated points would lead to incorrect results.
Uncertainty Budget Associated with the Spectral Responsivity
The spectral responsivity of multi-junction devices is performed at ESTI according to standard IEC60904-8-1(2017), with suitable bias light to saturate the junction(s) not under measurement and narrow band light at wavelengths where the junction under measurement responds. Both the device under test and the reference device are over-illuminated, including not only active area, but also cover and package. The narrow band light is obtained from a broadband xenon light source filtered by interferential bandpass filters with bandwidth from 10-20 nm full-width-half-maximum (FWHM), covering the wavelength range of 300 to 1900 nm. The quasi-monochromatic light is then chopped at a fixed frequency, and the short-circuit current signal is measured by lock-in amplifiers, which enable Appl. Sci. 2018, 8, 186 4 of 14 extraction of the signal due to the quasi-monochromatic light from the static component due to the bias lights [9] . The narrow band light simultaneously illuminates the device under test and the reference device; the spectral response of the device under test is calculated from the ratio of the two device currents.
The following principal components contribute to the uncertainty of the spectral responsivity:
• The electrical standard uncertainty due only to the lock-in amplifiers and the current-voltage converters is ±0.56%, excluding the electrical noise contribution, which is measured during each acquisition by the standard deviation of the signal ratios as each wavelength point is measured a number of times. This value varies with wavelength and device. The temperature of the device and of the reference cell is controlled during the measurement by two separate base plates, controlled by a water circuit and by a Peltier element respectively. The temperature standard uncertainty contribution, considering both items, amounts to ±0.06% and is the smallest of the four uncertainty components. The two devices are kept as physically as close as possible, but nevertheless non-uniformity of the incident quasi-monochromatic light is unavoidable, due to the non-uniformity of the Xenon light source itself and of the filters; each filter generates a different uniformity pattern on the test area. Considering the worst case, the standard non-uniformity uncertainty is ±1.16% for small area reference cells (typically 400 mm 2 ). Given that the two devices are placed on two different plates, a tilt alignment error within 2 • is assumed, corresponding to a standard uncertainty of ±0.03%. The last component of the optical uncertainty budget is due to the area of the devices, which enters in the calculation of the ratio of the short-circuit current ratio, and which has to be normalized to the unit area. The area is measured by a calibrated meter equipped with a magnification camera, traceable to SI Units with a standard uncertainty of ±0.07%. The area contribution is excluded in the present exercise because it does not influence the SMR (see Equation (5)). The final values of the spectral responsivity (SR) uncertainty are therefore due to some components which are independent of wavelength and others that are wavelength-dependent (the calibration uncertainty of the reference cell and the electrical noise component). An example of measured spectral responsivity curves of the three junctions together with associated standard uncertainties is shown in Figure 1 . The electrical standard uncertainty due only to the lock-in amplifiers and the current-voltage converters is ±0.56%, excluding the electrical noise contribution, which is measured during each acquisition by the standard deviation of the signal ratios as each wavelength point is measured a number of times. This value varies with wavelength and device. The temperature of the device and of the reference cell is controlled during the measurement by two separate base plates, controlled by a water circuit and by a Peltier element respectively. The temperature standard uncertainty contribution, considering both items, amounts to ±0.06% and is the smallest of the four uncertainty components. The two devices are kept as physically as close as possible, but nevertheless nonuniformity of the incident quasi-monochromatic light is unavoidable, due to the non-uniformity of the Xenon light source itself and of the filters; each filter generates a different uniformity pattern on the test area. Considering the worst case, the standard non-uniformity uncertainty is ±1.16% for small area reference cells (typically 400 mm 2 ). Given that the two devices are placed on two different plates, a tilt alignment error within 2° is assumed, corresponding to a standard uncertainty of ±0.03%. The last component of the optical uncertainty budget is due to the area of the devices, which enters in the calculation of the ratio of the short-circuit current ratio, and which has to be normalized to the unit area. The area is measured by a calibrated meter equipped with a magnification camera, traceable to SI Units with a standard uncertainty of ±0.07%. The area contribution is excluded in the present exercise because it does not influence the SMR (see Equation (5)). The final values of the spectral responsivity (SR) uncertainty are therefore due to some components which are independent of wavelength and others that are wavelength-dependent (the calibration uncertainty of the reference cell and the electrical noise component). An example of measured spectral responsivity curves of the three junctions together with associated standard uncertainties is shown in Figure 1 . 
Uncertainty Budget Associated with the Spectrum Measurement
The uncertainty budget of the spectrum measurement is composed of the following items:
• Standard lamp calibration uncertainty and drift • Internal calibration transfer uncertainty • Temperature control of the detectors in outdoor conditions
As already explained, the SMR depends only on the shape of the measured curves, so systematic effects affecting uniformly all the wavelengths do not impact the SMR uncertainty; for example, since all the devices are placed on the same solar tracker, possible tracking errors have not to be taken into account in the uncertainty budget.
The spectroradiometer used in the present study has been internally calibrated against a standard lamp, calibrated at NPL (National Physical Laboratory UK). Uncertainty arises mainly from calibration, including uncertainty of calibration laboratory and expected lamp calibration drift. Average NIST irradiance scale standard uncertainty is ±0.70%, with calibration laboratory transfer accounting for another ±0.55%. During 50 h of operation, the lamp drift is estimated to be ±1.00%; if this is considered the limit of a rectangular distribution, the associated standard uncertainty is ±0.59%. The uncertainty of the standard lamp is then transferred to the spectroradiometer via periodic internal recalibrations. During the process the main uncertainty components are stray light, lamp to spectroradiometer entrance slit distance, lamp current and lamp orientation. Stray light contribution is estimated to be ±0.29%, even with blackened walls and surfaces, and no object in the room being at a distance less than 1.5 m from the optical table. The distance lamp-spectroradiometer is set by a 500 mm calibrated gauge block; a residual uncertainty in the lamp distance is estimated to be within ±0.5 mm, leading to a standard uncertainty in the irradiance spectral intensity of ±0.10%. The spectral distribution of the lamp is affected by the current injected into the lamp during calibration of the spectroradiometer. Uncertainty of the power supply is due to the instrument resolution and long-term drift; however these terms combined account for a standard uncertainty contribution of only ±0.03%.
During outdoor operation the two detectors (c-Si for the range 300-1150 nm and InGaAs until 1700 nm) are temperature controlled by separate Peltier elements inside the instrument case. However, a temperature gradient between the temperature read by the feedback sensor and the true junction temperature might be possible, depending upon the position of the temperature sensors inside the instruments. If the real temperature differs from the temperature at which the instrument was calibrated, the current produced by the detectors changes, due to the change of spectral responsivity of crystalline silicon and InGaAs materials with temperature. This contribution is modeled in the Monte Carlo method, by shifting the portion of spectral irradiance in the following wavelength intervals [10] :
Finally, as an empirical check of the input uncertainties estimation, the expanded uncertainty (k = 2) of the spectral irradiance measurement have been compared with the deviations with respect to the average spectrum of 14 consecutive acquisitions of a steady-state solar simulator Xenon lamp. Approximately 95.45% of the points were within the uncertainty limits as expected providing a verification of the uncertainties.
Results
The standard uncertainties of the three SMR have been calculated as the standard deviations of the associated probability density functions [11] . The sensitivity analysis of the various sources of error was performed running the Monte Carlo simulation on four different spectra measured during the 6 May 2016 at Ispra, ranging from the early morning to the early afternoon. Four spectra have been chosen for the analysis, and they are plotted in Figure 2 together with the AM1.5D reference spectrum. Three of the spectra result in SMR values within the 3% acceptance limit, while the first acquired spectrum of the day would clearly give results outside the limit, because of its low UV and visible content (Figure 3 ). It was included in this analysis to check that the results are applicable also to spectra very different from from AM1.5D conditions. The uncertainty wavelength-dependent function is also shown.
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Measured spectra and reference spectrum AM1.5D ed.3 with the uncertainty function. The spectrum acquired at 07:50 would lead to SMR values outside the 3% limit, due to the low content in the UV and the visible. However, it has been included in the analysis to check that the results are applicable to all the hours of the day, and not only close to AM1.5D conditions.
Figure 3.
Spectral matching ratios during the day, calculated using the measured spectra and spectral responses without any added error. The four triplets of spectral matching ratios (SMR) given by the spectra used in this study are highlighted.
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The errors on every junction spectral responsivity measurements affect only the SMR in which the junction is involved in; as an example, errors on the top junction do not affect SMR23. Moreover, the two affected SMR are equal, because in this sensitivity analysis all the contributions are considered separately. For each measured spectrum, the function ( ( )) associated to the Figure 3 . Spectral matching ratios during the day, calculated using the measured spectra and spectral responses without any added error. The four triplets of spectral matching ratios (SMR) given by the spectra used in this study are highlighted.
The errors on every junction spectral responsivity measurements affect only the SMR in which the junction is involved in; as an example, errors on the top junction do not affect SMR 23 . Moreover, the two affected SMR are equal, because in this sensitivity analysis all the contributions are considered separately. For each measured spectrum, the function u C (Φ(λ)) associated to the considered junction has been multiplied by a coefficient w (0.2 ≤ w ≤ 2), to study the sensitivity of the output errors varying the absolute values of the input errors. The case w = 1 describes the case in which the ESTI declared uncertainty are used in the simulation.
This approach gives not only a value of the error of the output quantity given the actual input errors, but also how sensitive it is to them: The more the output quantity is sensitive to input variations, the more important it is that the input errors must be precisely estimated. The following figures show the results of the three junctions individually considered.
The top junction is considered in Figure 4 : it can be seen that even doubling the declared uncertainty on the top junction the standard deviation of SMR 12 and SMR 13 remain below 0.10%. The case w = 1 leads to a standard deviation of 0.05%.
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In the previous section the contributions of Top, Middle and Bottom junctions spectral responsivities have been analyzed. The other source of uncertainty comes from the measured spectrum which, in the case of this study, is measured by a grating spectroradiometer with two detectors having different spectral ranges (crystalline silicon and InGaAs). The final spectrum is the combination of the two. The uncertainties listed in Section 3.2 act as random variables, for which there is no correlation between their values at adjacent wavelengths. The effect of the integral operator is then to smooth the variability of the output integral quantity. Moreover, the SMR function is invariant in respect with multiplication, so absolute errors acting on all the wavelengths by the 
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In the previous section the contributions of Top, Middle and Bottom junctions spectral responsivities have been analyzed. The other source of uncertainty comes from the measured spectrum which, in the case of this study, is measured by a grating spectroradiometer with two detectors having different spectral ranges (crystalline silicon and InGaAs). The final spectrum is the combination of the two. The uncertainties listed in Section 3.2 act as random variables, for which there is no correlation between their values at adjacent wavelengths. The effect of the integral operator is then to smooth the variability of the output integral quantity. Moreover, the SMR function is invariant in respect with multiplication, so absolute errors acting on all the wavelengths by the same amount do not affect the final value. The approach is the same of the spectral responsivity impact study: the uncertainty function declared by ESTI is multiplied by a factor w, within the range of interest 0.2 ≤ w ≤ 2. As can be seen in Figure 7 the impact of random errors on spectrum is evidently smoothed by the integral operator. The impact on the three SMR is comparable to the second decimal digit (order of 0.01%). The case w = 1 suggests an overall uncertainty contribution of about 0.06% (k = 1), for all the three cases. impact study: the uncertainty function declared by ESTI is multiplied by a factor w, within the range of interest 0.2 ≤ w ≤ 2. As can be seen in Figure 7 the impact of random errors on spectrum is evidently smoothed by the integral operator. The impact on the three SMR is comparable to the second decimal digit (order of 0.01%). The case w = 1 suggests an overall uncertainty contribution of about 0.06% (k = 1), for all the three cases.
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Contribution of Temperature Errors on Measured Spectrum
As already described, the direct normal spectral irradiance is measured using a calibrated grating spectroradiometer with two detectors. The measurement has to be performed maintaining both detectors at the same temperature at which the calibration of the spectroradiometer was performed. The sensors have their temperature controlled by two separate Peltier elements, but the measured temperature differs from the effective junction temperature, due to the position of the temperature sensor with respect to the detector, to the irradiance variability during the measurement, and to the exposition of the spectroradiometer body to the outdoor conditions. The effect of this uncertainty has to be estimated; in the present study it is modeled with a Gaussian distribution with ±1.5 °C. The uncertainty associated with the temperature of the two sensors does not affect all the wavelengths, but only the intervals specified in Equation (7) [10] . The algorithm to adjust the measured spectra is , ; (
where the function p acts as a weighting factor only in the regions 850 ≤ λ ≤ 1150 nm and 1500 ≤ λ ≤ 1700 nm, otherwise it is unity. The index (i) in Equation (8) refers to the trial number, because the function changes at each iteration following the Gaussian of all the possible values of temperature errors. The two Gaussian curves modeling crystalline silicon and InGaAs temperature errors are independently generated. An example is shown in Figure 8 . 
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The results are shown in Figure 9 for c-Si and InGaAs separately, considering the different spectra. The c-Si temperature error affects all the three SMR, because it is present in both the Top and Middle junctions; the magnitude of the variation of the three SMR depends on the values of spectral irradiance and spectral responsivities in the interval [850; 1150] nm. Regarding the variation associated with error in InGaAs, only the bottom junction responds in the wavelength range from 1500 to 1700 nm and. Therefore, only SMR13 and SMR23 are affected, and by the same amount, because the error source is the same.
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The results are shown in Figure 9 for c-Si and InGaAs separately, considering the different spectra. The c-Si temperature error affects all the three SMR, because it is present in both the Top and Middle junctions; the magnitude of the variation of the three SMR depends on the values of spectral irradiance and spectral responsivities in the interval [850; 1150] nm. Regarding the variation associated with error in InGaAs, only the bottom junction responds in the wavelength range from 1500 to 1700 nm and. Therefore, only SMR13 and SMR23 are affected, and by the same amount, because the error source is the same. Considering the estimated σ = ±1.5 °C the corresponding output standard deviations are summarized in Table 1 . 
Overall Uncertainties
The overall uncertainty is due to the superposition of all the contributions separately analyzed in the previous sections. The specific cases involving the ESTI input uncertainties have to be considered all together in a single run of the Monte Carlo method. The simulation is then performed for all the different measured spectra, to assess the stability of the result upon different irradiance levels and spectral distributions. The results of the Monte Carlo method with all the different degrees of freedom are summarized in Table 2 and compared with the result obtained by a straightforward sum of squares calculation. Table 2 . Variations associated with all the input uncertainties using a Monte Carlo approach compared with the squared sum of all the contributions. The "±" sign is omitted for clarity. Considering the estimated σ = ±1.5 • C the corresponding output standard deviations are summarized in Table 1 . 
The overall uncertainty is due to the superposition of all the contributions separately analyzed in the previous sections. The specific cases involving the ESTI input uncertainties have to be considered all together in a single run of the Monte Carlo method. The simulation is then performed for all the different measured spectra, to assess the stability of the result upon different irradiance levels and spectral distributions. The results of the Monte Carlo method with all the different degrees of freedom are summarized in Table 2 and compared with the result obtained by a straightforward sum of squares calculation. Table 2 . Variations associated with all the input uncertainties using a Monte Carlo approach compared with the squared sum of all the contributions. The "±" sign is omitted for clarity. 
Conclusions
According to the International Standard IEC 62670-3 the data of power performance of CPV devices measured outdoors have to be filtered in order to restrict the set only to those points close to the Concentrator Standard Operating Conditions. The strictest requirement is that all the three Spectral Matching Ratios (SMR) must be in the range 1.00 ± 0.03, to eliminate points acquired with spectral conditions too far from the reference spectrum. The present study calculated, using a Monte Carlo method, the uncertainties associated with the three SMR measured using a calibrated spectroradiometer and the measured spectral responses of the triple-junction CPV device. The values of the expanded (k = 2) uncertainties are one order of magnitude less than the limit, with the highest value of ±0.42% for SMR 23 , and hence the 3% value is meaningful for this measurement method. However, the uncertainties of solar spectrum and spectral response measurements at ESTI are representative of only a few top-class laboratories in the world, and hence typical uncertainties on SMR are expected to be generally higher. It is advisable for each laboratory dealing with outdoor power measurements of CPV devices to declare also the specific uncertainties of the SMR used to filter the acquired data. The uncertainties of SMR calculated using an isotype component cell has not been considered in this study, but the fact that the isotype device sub-junctions are generally different to the particular device under test leads to an approximate method.
