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Abstract
Quantum computing’s seemingly perpetual promise of nearness still has a few hurdles
to surmount before it can become a reality. Among these hurdles is that of protection of
information from random errors. A potential solution for this challenge is stabilizer codes,
which are the analog of classical linear error-correcting codes, however, with an additional
axis of error possibility. By and large, quantum computing is discussed in the standard
qubit, or two-level, language, however, it is worth considering the case of qudits, or more
than two-level systems. Often times results follow simply from some form of algebraic
extension: typically group theory or linear algebra. In this work we consider some features
that are not immediately apparent from that approach, more often appealing to physical
intuition to guide our mathematical ideas, then proving these ideas using the language of
qudit operators.
Here we consider two particular previously unexplored ideas. The first idea is that of
embedding and inscribing of codes into spaces of different sizes than the stabilizer code
was originally designed for. Here, we show that all codes can be embedded, and that for
infinitely many primes we can in fact guarantee that the distance is at least preserved–a
somewhat surprising result. The second idea is, in a way an application of those presented
in the first idea, that of turning many stabilizer codes into hybrid codes by taking advantage
of relabelling of syndromes and the rapid increase in syndrome space upon using codes in
large spaces. Both of these are somewhat useful in their current forms, however, with some
additional mathematical work could be turned into potentially very powerful tools for the
protection of quantum information. We finish off by, and along the way, mentioning various
future directions to carry work on this.
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Background and Definitions for Qudit
Codes and Error-Correction
1.1 Background
Having computational information conveyed without errors is an incredibly important
problem. The ability to perform classical computation within an arbitrarily small error
rate was shown by Shannon in the 40’s [16]. He provided a theoretical framework showing
that modern classical computation would be possible. From that point, there arose a new
challenge of finding actual codes that could implement Shannon’s result. This in turn
pushed coding theory into a new realm, inspiring codes such as the Hamming code family
and BCH codes [4], and later leading to incredible ideas such as Polar codes [2] and Turbo
codes [3].
As computational power progressed, there began to be investigations into the potential
power of using quantum phenomenon as a computational tool. This brought those same
questions explored for classical computers back into question. These have been explored
extensively, but still have plenty of directions to go. One of the major distinctions of
quantum error-correction from classical error correction includes the issue of there being
two error axes: bit-flip and phase-flip. No longer did it suffice to protect against bit-flips
like classical codes. Although Hadamard gates could flip whether a particular error was a
bit-flip or a phase-flip1, still both axes need to be protected. This led to various ideas to try
1If H is the Hadamard gate given by the operator such that HXH = Z and HZH = X, this implies
that the error axes can be flipped
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to bring over classical codes. Among some of the earlier ideas was the stabilizer formalism
[9], CSS codes [5][19], and teleportation [11]. Many classical coding theory theorems have
been generalized into this new quantum setting, such as MacWilliams’ Identity for dual
codes [17], Polynomial codes (a generalization of BCH and cyclic codes) [1][7], Polar codes
[21], Turbo codes [15][20], Hamming bound, Gilbert-Varshamov bound, Singleton bound,
as well as many other classical coding theory ideas–including results such as a complete
list of all perfect codes [14].
There is at least one family of codes that exist only for qudit systems, and so this
provides hints as to there being other codes for qudits only. Maximally Distance Separated
(MDS) codes are a family of codes generated with a tunable parameter trading off the
number of qudits being transmitted for distance [12]. This is an example of a family that
only exists for qudits with at least 3 levels. This brings up the question of when else qudits
might outperform qubits or at least provide more freedom than qubits.
Although many ideas from classical coding theory carries over (with minor modifica-
tions), some of these have yet to be carried over or only arise in the quantum version of
coding theory. In this thesis we explore two aspects of this in particular. Firstly, can we
apply codes in smaller dimensional spaces to higher-dimensional spaces? And secondly,
can we utilize this result along with insights into bounds on qudit codes to generate new
tools for transmission of information? We show these.
First is the ability to apply quantum error-correcting codes in smaller dimensional
spaces on systems with larger alphabets without having to discover codes for those systems
through other methods, thus creating extensions of these already known codes into larger
spaces. Secondly, we explore how to encode classical information along with our quantum
information while still maintaining protection from errors and utilizing the syndrome space
of our code–these are known as hybrid codes.
Before we move on to discussing these problems, we must first define our mathematical
language for working on these problems.
1.2 Definitions
In this section we define the majority of the tools used in this thesis. We recall common
definitions and results for qudit operators.
A qubit is defined as a two level system with states |0〉 and |1〉. We define a qudit as
being a quantum system over q levels, where q is prime. Unless otherwise specified, we
require q ≥ 3.
2
Definition 1. Generalized Paulis for a space over q orthogonal levels, where we assume q
is prime, is given by:
ω = e2πi/q, Xq|j〉 = |(j + 1) mod q〉, Zq|j〉 = ωj|j〉 (1.1)
where j ∈ Zq. These Paulis form a group, denoted Pq[6].
When q = 2, these are the standard qubit operators. This group structure is preserved
over tensor products since each of these Paulis has order q.
Definition 2. An n-qudit stabilizer s is an n-fold tensor of generalized Pauli operators,
such that there exists at least one state, |ψ〉 such that:
s|ψ〉 = |ψ〉 (1.2)
where |ψ〉 ∈ Cqn.
Definition 3. A stabilizer group S with generators {si} is defined as the subgroup of all n-
qudit generalized Paulis formed from all multiplicative compositions (◦) of these generators.
Definition 4. We call the set of states |ψ〉 which are unchanged by the stabilizer group S
the codewords of the stabilizer.
Measuring the eigenvalues of the members in our stabilizer group, called the syndrome,
of our state gives us a way to determine what error might have occurred and then undo
the determined error. This is just like the classical method of bit check syndromes.
A collection of these n-qudit stabilizers s that commutes with each other element, and
still leave at least a single state, form a subgroup of all the generalized Paulis over n
qudits, where each element will have order q. This forms what we call the stabilizer group
S for these stabilizers. A collection of k compositionally independent generators for this
stabilizer group will have qk elements. We recall for the reader, the well-known result:
Theorem 5. For any stabilizer code with k qudit stabilizers and n physical qudits, there
will be qn−k stabilizer states.
For this work, we assume that all the states in our qudit system are degenerate and so
all powers of Pauli operators are equally likely to occur as errors, a so-called egalitarian
error model. With this, we have the following definition:
Definition 6. The weight of an n-qudit operator is given by the number of non-identity
operators in it.
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Definition 7. A stabilizer code, specified by its stabilizers and stabilizer states, is charac-
terized by a set of values:
• n: the number of qudits that the states are over
• n− k: the number of encoded (logical) qudits, where k is the number of stabilizers
• d: the distance of the code, given by the lowest weight of an undetectable generalized
Pauli error (commutes with all stabilizer generators)
These values are specified for a particular code as: [[n, n−k, d]]q, where q is the dimension
of the qudit space.
Now we present a couple of examples to solidify our above definitions, before moving
on to a few more needed definitions. We note that, so long as no ambiguity exists, we
suppress ⊗. We only include ⊗ to make register changes explicit.
Example 8. A simple example of a code is the code generated by XX, denoted 〈XX〉, on
qubits. This code has a single generator, so it trivially commutes with the entire stabilizer
group {XX, II}. The code is over n = 2 qubits, so it has n− k = 1 encoded qubits, so we








where |0〉l and |1〉l are the encoded logical codewords. The distance of this code is d = 1
since any single qubit X operator commutes with the whole space but is not in the stabilizer
group. Lastly, to make this operational, we would want a logical X and a logical Z operator.
X on the first register carries us between the states and Z on the first register applies a
phase to the |1〉l state, and these operators satisfy standard X,Z commutation relations.
Then we say that the code generated by the stabilizers 〈XX〉 has parameters [[2, 1, 1]]2.
This is a poor example of a code, but is still technically valid.
Example 9. Our next example is the code generated by 〈XX,ZZ〉 again on qubits. The
total stabilizer group is given by {XX,ZZ,XZ ⊗ XZ, II}. These all commute since
[XX,ZZ] = 0 mod 2. This code is again over n = 2 qubits, but now has n − k = 0
encoded qubits, so this means that we have a single stabilized state, namely:




This is a valid code, and this codeword is the intersection of the code spaces of the codes
generated by 〈XX〉 and 〈ZZ〉. Since there’s a sole codeword, there is no valid logical
operator for X and Z. However, we note that for this codeword all single qubit operators
don’t commute with the generators, so the distance of this code is now d = 2. We notice
that we’ve made a trade-off of sorts–sacrificing an encoded qubit for an increase in the
distance of the code. We can write the parameters of this code as [[2, 0, 2]]2.
With these two examples, we begin to see that in stabilizer codes certain trade-offs
occur in many cases. We now provide our last few definitions that will be used throughout
the thesis.
Definition 10 (Egalitarian Error Model). The error occurring on a system is defined as
egalitarian if all errors of a constant weight are equally likely to occur.
This means that Z and X−1 and XZ−1 all occur with the same probability, as do all
other single qudit errors. We assume that from this, all weight two errors occur with the
same probability. This is a reasonable error model since we could simply take the dominant
error and overestimate the rate of the other types of errors using that.
Working with tensors of operators can be challenging, and so we make use of the
following well known mapping from these to vectors. By representing these operators as
vectors at times the solution to a problem can become far more tractable.
Definition 11 (φ representation of a qudit operator). We define the surjective map
φq : Pnq 7→ Z2nq (1.5)
which carries an n-qudit Pauli in Pnq to a 2n vector mod q, where we define this map as:
φq(ω
α ⊗i−1 I ⊗XapZbp ⊗n−i I) = (0⊗(i−1) a 0⊗(n−i)|0⊗(i−1) b 0⊗(n−i)) (1.6)
This mapping is also a homomorphism if we define: φq(s1 ◦ s2) = φq(s1)⊕φq(s2), where ⊕
is addition mod q. We denote the first half of the vector as φq,x and the second half as φq,z.
We may invert the map φq to return to the original n-qudit Pauli operator with the
leading coefficient being undetermined, however, this generally preserves code properties.
We make note of a special case of the φ representation.
Definition 12. Let q be the dimension of the initial system. Then we denote by φ∞ the
mapping:
φ∞ : Pnq 7→ Z2n (1.7)
where no longer are any operations taken mod, but instead carried over the integers.
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This definition follows the previous one, since any number mod ∞ is just the number
itself. In general we will write a stabilizer as φq, perform some operations, then write it in
φ∞. We shorten this to write it as φ∞, and can later select to write it as φq′ for some prime
q′ by taking element-wise mod q′. When we provide no subscript for the representation,
that implies that the choice is irrelevant.
Example 13. We revisit our prior example of the code generated by 〈XX,ZZ〉, denoted






This is the φ2 representation for the code generated by Ξ. We can append to the end
(1, 1|1, 1) to also include XZ ⊗XZ, however this is linearly dependent on the other rows,
so we exclude it here.
The commutator of two operators in this picture is given by:
Definition 14. Let si, sj be two qudit Pauli operators over q bases, then these commute if
and only if:
φq(si) φq(sj) = 0 mod q (1.8)
where  is the symplectic product, defined by:
φq(si) φq(sj) = ⊕k[φq,z(sj)k · φq,x(si)k − φq,x(sj)k · φq,z(si)k] (1.9)
where · is standard integer multiplication mod q and ⊕ is addition mod q.
Before finishing, we make a brief list of some possible operations we can perform on
our φ representation for a stabilizer group:
1. As remarked above, we may add rows together, which corresponds to composition of
operators
(a) If this operation preserves the rank of φ, then this is also equivalent to selecting
alternative generators
2. We may swap rows, corresponding to permuting the stabilizers
3. We may multiply each row by any number in 1→ q− 1, corresponding to composing
a stabilizer with itself. Since all operations are done over a prime number of bases,
each number has an inverse.
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4. We may swap registers (qudits) in the following ways:
(a) We may swap columns (Reg i, Reg i+n) and (Reg j,Reg j+n) for 0 < i, j ≤ n,
corresponding to relabelling qudits.
(b) We may swap columns Reg i and (−1) ·Reg i+n, for 0 < i ≤ n, corresponding
to conjugating by a Hadamard gate on register i (or Discrete Fourier Transforms
in the qudit case [10]) thus swapping X and Z’s roles.
All of these operations leave all properties of the code alone, but can be used in proofs.
At this point we have all the necessary definitions to prove our results and have a solid
base in qudit operators.
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Chapter 2
Embedding Stabilizer Codes and the
Stabilizer Hierarchy
The promise of quantum computing seems great, but overcoming the challenges of errors on
such systems has been an ongoing problem since its conception. One well studied proposal
involves the quantum analog of classical error correcting codes, known as stabilizer codes.
Classical error correcting codes can be applied across higher base computing, such as
trinary, but it has been unknown whether this result carries over for stabilizer codes. In
this chapter we show that this result carries at least for sufficiently large base dimension of
the quantum system. The implications of this is that stabilizer codes can immediately be
carried over to higher dimensions, but that there exist codes in these higher qudit (a qubit
with possibly more than 2 bases) spaces which might allow for better parameters–or other
error correction advantages of qudits over qubits, which remained an unsolved problem.
Aside from this, another crucial utility is being able to rapidly produce qudit codes
without having to search for them. We can instead apply known stabilizer codes onto
larger spaces, although perhaps sacrificing some of the potential transmission rate. As
qudit quantum computing devices begin to become a reality, the ability to carry over
codes directly may prove a valuable resource, and might aid in determining if a code is
packing information better by utilizing the higher dimensionality.
The format of this chapter is as follows. We begin by defining invariant codes, which are
the codes which can be embedded, then proceed to show that all qudit codes are invariant
codes over larger spaces. This only shows that codes are valid over higher spaces, we
then show that at least for sufficiently sized spaces, all parameters of the code–particularly
the distance–is at least preserved, if not even improved. We provide an argument about
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when the distance of the code will be improved upon embedding. Along with these we
provide a bound on the number of bases considered sufficient for this problem–although
propose as an important continuation showing that the distance is at least preserved for all
larger prime dimension spaces. With these codes shown, we proceed to provide an explicit
way of constructing the embedded codewords, reducing the complexity of determining the
codewords for these codes and providing an alternate way to interpret these codes. Having
all this shown, we reach our conclusion and suggest future directions.
2.1 Embedding Theorem
In this section we define and prove an embedding theorem in two steps: first showing that
all codes can be embedded into larger spaces, and second by showing that all parameters
of the code are at least preserved in sufficiently high dimensions. The embedding theorem
then allows us to transform qudit codes into forms that can be used as qudit codes in larger
spaces while still keeping all the parameters of the original code.
We begin by defining what property all embedded codes need to satisfy:







T ≡ 0 mod q, ∀i, j
holds for all primes q.
This can equivalently be stated as φ∞(si) φ∞(sj) = 0, for all stabilizers si and sj in
the stabilizer group S.
2.1.1 Motivating Examples
Consider the following example of generators for a stabilizer group: 〈XX,ZZ〉. As a qubit




and the commutator of these generators can be seen to be: (1) + (1) = 2 ≡ 0 mod 2.
Now suppose we wish to use this code for a qutrit system. In order to do that we must
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transform these generators into ones which have commutator 0, this can be achieved with
〈XX−1, ZZ〉. In this case φ(X ⊗X−1)φ(Z ⊗Z) = 0. This means that not only can this




and the generalization of this for the codewords is a simple extension. We would simply
make each codeletter in the codeword have the entries sum to a multiple of the qudit







|j mod q, q − j mod q〉) (2.3)
If we look at the generators of this code, there is no single qudit operator that commutes
with the generators, thus the distance of this invariant form of the code is still d = 2.
This is not the only example of a code that can be turned into invariant form. Another
great example is the 5-qubit code. In fact, we don’t even need to make any changes:
〈XZZXI, IXZZX, XIXZZ, ZXIXZ〉 (2.4)
From inspection this can be seen to have commutators 0, and so this is a valid stabilizer
code for qudits, and it can also be checked that this code will always have distance 3.
It is helpful to have a couple of examples, however, it has been unknown whether it is
always possible to put stabilizer codes into invariant form. We move forward from here to
show that this can be done, and how to do this. We also show that for infinitely many
primes the distance of the code is at least preserved when applied to larger spaces.
2.1.2 Embedding Theorem Statement and Proof
We now show that all qudit stabilizer codes can be written in an invariant form1. This
shows that we can apply these codes directly over any number of bases, but says nothing
about the distance of these codes. This aspect is treated in the theorem immediately fol-
lowing.
Theorem 16. All qudit stabilizer codes can be transformed into invariant codes.
1We acknowledge Andrew Jena for his contributions in the form of the below theorem and corollary.
10
Proof. Let {s1, . . . , sk} be a basis of qudit stabilizers for a code, S, with k ≤ n and a
prime, q. We must construct a set of stabilizers, {s′1, . . . , s′k}, such that:
1. φ∞(s′i) ≡ φq(si) mod q, for all i
2. φ∞(s′i) φ∞(s′j) = 0, for all i 6= j.
Without loss of generality, we assume that our stabilizers are given in canonical form:φq(s1)...
φq(sk)
 = ( Ik X2 Z1 Z2 ) .
We define the strictly lower diagonal matrix, L, with entries:
Lij =
{
0 i ≤ j
φ∞(si) φ∞(sj) i > j







 = ( Ik X2 Z1 + L Z2 ) .
We show that s′1, . . . , s′k satisfy the conditions.
1. Since φq(si)  φq(sj) ≡ 0 for all i 6= j, we observe that L ≡ 0k mod q. By adding
rows of L to our stabilizers, we have not changed the code modulo q.




= (φ∞(si) + (0 | Li 0)) (φ∞(sj) + (0 | Lj 0))
= φ∞(si) φ∞(sj) + φ∞(si) (0 | Lj 0)
+ (0 | Li 0) φ∞(sj) + (0 | Li 0) (0 | Lj 0)
= φ∞(si) φ∞(sj) + 0− φ∞(si) φ∞(sj) + 0
= 0.
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Example 17. Consider the 7-qubit Steane code with parameters [[7, 1, 3]]2, denote it by Ξ






where H is the parity-check matrix for the classical Hamming code given by:
H =
1 0 0 1 0 1 10 1 0 1 1 0 1
0 0 1 0 1 1 1

We begin by putting this in standard form. First we apply Hadamards on registers 4,5, and
7, then diagonalizing those rows, this is:
φ2(Ξ) =

1 0 0 0 0 1 0 | 0 0 0 1 0 0 1
0 1 0 0 0 0 0 | 0 0 0 1 1 0 1
0 0 1 0 0 1 0 | 0 0 0 0 1 0 1
0 0 0 1 0 0 1 | 1 0 0 0 0 1 0
0 0 0 1 1 0 1 | 0 1 0 0 0 0 0
0 0 0 0 1 0 1 | 0 0 1 0 0 1 0

Next, performing addition mod 2, we perform the following row operations: r4← r4+r5,
r6← r6 + r4, r5← r5 + r4 + r6. This then provides our matrix as:
φ2(Ξ) =

1 0 0 0 0 1 0 | 0 0 0 1 0 0 1
0 1 0 0 0 0 0 | 0 0 0 1 1 0 1
0 0 1 0 0 1 0 | 0 0 0 0 1 0 1
0 0 0 0 1 0 0 | 1 1 0 0 0 1 0
0 0 0 1 0 0 0 | 0 1 1 0 0 1 0
0 0 0 0 0 0 1 | 1 1 1 0 0 0 0

Now we swap registers: (reg5, reg4), (reg6, reg7). Now our matrix is:
φ2(Ξ) =

1 0 0 0 0 0 1 | 0 0 0 0 1 1 0
0 1 0 0 0 0 0 | 0 0 0 1 1 1 0
0 0 1 0 0 0 1 | 0 0 0 1 0 1 0
0 0 0 1 0 0 0 | 1 1 0 0 0 0 1
0 0 0 0 1 0 0 | 0 1 1 0 0 0 1
0 0 0 0 0 1 0 | 1 1 1 0 0 0 0

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We remind the reader that none of the these operations need to be actually applied to the
system. These operations are simply mathematically applied, then, after being put into
invariant form, we may undo these operations to obtain how the original generators have
been altered. In short, this method requires no operations performed on the system, just
altering the choice of the generators. Our code Ξ is now in standard form. For the following
operations, we no longer take our operations over mod 2.
The following is the anti-symmetric matrix [] representing the commutators between
the stabilizers and the Lij matrix for this code:
[] =

0 0 0 2 0 0
0 0 0 0 0 0
0 0 0 0 2 0
−2 0 0 0 0 0
0 0 −2 0 0 0
0 0 0 0 0 0
⇒ Lij =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
−2 0 0 0 0 0
0 0 −2 0 0 0
0 0 0 0 0 0

Adding this to our standard form, we have an invariant form for the Steane code given by:
φ(Ξ) =

1 0 0 0 0 0 1 | 0 0 0 0 1 1 0
0 1 0 0 0 0 0 | 0 0 0 1 1 1 0
0 0 1 0 0 0 1 | 0 0 0 1 0 1 0
0 0 0 1 0 0 0 | −1 1 0 0 0 0 1
0 0 0 0 1 0 0 | 0 1 −1 0 0 0 1
0 0 0 0 0 1 0 | 1 1 1 0 0 0 0

We will want to know the size of the maximal entry in this invariant form for our bound
on ensuring the distance of the code is at least preserved. The bound on the maximal entry
is provided from the above proof:
Corollary 18. The maximal element in φ∞(S) is upper bounded by:
B = (2 + (n− k)(q − 1))(q − 1) (2.5)
Proof. For any i 6= j, there are at most n − k entries in which both φq(si) and φq(sj)
are non-zero and bounded above by q − 1, and a single entry in which one is 1 whereas
the other is bounded above by q − 1. This gives us a bound on the inner product of:
(n− k)(q− 1)2 + (q− 1). This is a bound on the size of an entry in our invariant stabilizer
of q − 1 + (n− k)(q − 1)2 + (q − 1) = (2 + (n− k)(q − 1))(q − 1).
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Example 19. In this example we show that CSS codes remain CSS codes under this trans-
formation. Consider a generic CSS code given by:
φ(Ξ) =
[
Ik1 Xk2 Xn−(k1+k2) | 0 0 0
0 0 0 | Zk1 Ik2 Zn−(k1+k2)
]
where we have put the two block matrices into approximately standard form. Now, we




Ik1 0 Xn−(k1+k2) | 0 Xk2 0
0 Ik2 0 | Zk1 0 Zn−(k1+k2)
]
Now, we note that the first k1 stabilizers commute with each other and likewise for the
k2 other stabilizer generators. Now we simply need to consider the case where we pick
generators from each of the halves. We consider the matrix [], as above. This has nonzero
entries for rows in k2 when the columns are in k1. Likewise for when the rows are in k1,
the entries are nonzero for columns in k2, thus we only add entries to Zk1 and Xk2 with
[] and so certainly do for our L matrix. We may now invert our initialization and we
will still have a CSS code.
Now that we know that all qudit codes can be put into an invariant form, we now prove
that at least for most sizes of the space we can ensure that the distance of the code is at
least preserved. We can explicitly construct sizes of the underlying space that will at least
preserve the distance.
Theorem 20. There exist infinitely many primes p > p∗, with p∗ a cutoff value, such that
the distance of a non-degenerate stabilizer code [[n, n − k, d]]p still has at least the same
distance.
Before proving this theorem, we make a couple of definitions:
Definition 21. An unavoidable error is an error that commutes with all stabilizers and
produces the ~0 syndrome over the integers
Remark 22. The distance of a code over the integers is given by the minimal weight
member in the set of unavoidable errors. The distance over the integers is represented by
d∗, and so d∗ ≥ d.
This value is also the number of columns that are linearly independent over the integers
(or equivalently, over the rationals).
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Definition 23. An artifact error is an error that commutes with all stabilizers but produces
at least one syndrome that is only zero modulo the base.
Proof. We recall that the ordering of the stabilizers and the ordering of the registers does
not alter the distance of the code. With this, φ∞ for the stabilizer generators over the
integers can have the rows and columns arbitrarily swapped.
Let us begin with a code over q bases and extend it to p bases. The errors for the original
code are the vectors in the nullspace of Sq mod q. These errors are either unavoidable
errors or are artifact errors. We may rearrange the rows and columns so that the stabilizers
and registers that generate these nonzero entries are the upper left 2d× 2d minor, padding
with identities if needed. The factor of 2 occurs due to weights in φ∞ are up to double those
of the Pauli. The stabilizer(s) that generate these multiples of q entries in the syndrome
are members of the null space of the minor formed using the corresponding stabilizer(s).
Now, consider the extension of the code to p bases. Building up the qudit Pauli op-
erators by weight j, we consider the minors of the matrix composed through all row and
column swaps. These minors of size 2j×2j can have a nontrivial null space in two possible
ways:
• If the determinant is 0 over the integers then this is either an unavoidable error or
an error whose existence did not occur due to the choice of the number of bases.
• If the determinant is not 0 over the integers, but takes the value of some multiple of
p, then it’s 0 mod p and so a nullspace exists.
So we can only introduce artifact errors to decrease the distance. By bounding the deter-
minant by p∗, any choice of p > p∗ will ensure that the determinant is a unit in Zp, and
hence have a trivial nullspace since the matrix is invertible.
Now, in order to guarantee that the value of p is at least as large as the determinant,
we can use Hadamard’s inequality to obtain:
p > p∗ = B2(d−1)(2(d− 1))(d−1) (2.6)
where B is the maximal entry in φ∞. Since we only need to ensure that the artifact
induced nullspace is trivial for Paulis with weight less than d, we used this identity with
2(d− 1)× 2(d− 1) matrices.
When j = d, we can either encounter an unavoidable error, in which case the distance
of the code is d or we could obtain an artifact error, also causing the distance to be d. It
is possible that neither of these occur at j = d, in which case the distance becomes some
d′ with d < d′ ≤ d∗.
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Example 24. In our example of the Steane code, we then have B = 1 and d = 3, so for
all primes larger than 12·2(2 · 2)2 = 16 we are guaranteed that the distance is preserved.
For primes below that value, we can manually check and apply alternate manipulations if
needed. Given the structure of the matrix, we know that the determinant of all the minors
is bounded by 4, all primes at least as large as 5 preserve the distance and through manual
checking 3 also works, so all primes preserve the distance for our invariant form of the
Steane code.
Remark 25. We note that our result carries over to more than stabilizer codes. These
results should carry over to all quantum codes that can be represented by a matrix, with
minor alterations to p∗.
We alluded prior to this proof that the code over the integers has distance at least as
large. This begs the question of at what point will this distance d∗ be ensured? To this, we
simply extend our above result slightly to obtain the cutoff expression, whereby no further
distance improvements can be obtained from embedding the code–suggesting that another
code ought to be used.
Corollary 26. We obtain the integer distance d∗ when:
p > B2(d
∗−1)(2(d∗ − 1))d∗−1 (2.7)
after this value, the distance cannot be improved through embedding. If d∗ is unknown, this
can be upper bounded by using k in place of d∗.
Proof. This follows from the above proof. The looser bound comes from d∗ ≤ k, so we can
evaluate this at d∗ = k to obtain the loosest condition.
2.1.3 The Hierarchy of Stabilizer Codes
Definition 27. Denote the set of all stabilizers codes over n qudits over q levels as Sn[Cq]
and the set of all qudit stabilizer codes as: S[Cq] = ∪∞n=1Sn[Cq].
The previous proofs tell us that all qudit codes can be embedded into qudit codes over
larger spaces, however, it says nothing about inscribing them into smaller spaces. We
address this now, showing that it cannot always be done while preserving the distance of
the code.
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Theorem 28 (Inscribing Theorem). Let all stabilizers be written in invariant form, and
let p < q be primes, then:
Sn[Cp] ≺ Sn[Cq] (2.8)
and moreover:
S[Cp] ≺ S[Cq] (2.9)
where ≺ indicates that there are some codes for which [[n, n− k, d]]q become [[n, n− k, d′]]p
with d′ < d.
This shows that the quality of a code won’t go down upon being embedded (at least
for sufficiently large spaces), but might if inscribed. Of particular note is the case where
p = 2 where this implies that we can apply qubit codes in larger spaces and that there are
some qudit codes which will decrease in distance upon being inscribed.
Proof. Consider the following fragments of stabilizer generators over n registers for any
integer choice of p:
α = 〈XpX,ZZp〉, β = 〈ZpXpZ,XZ2Xp〉 (2.10)
these fragments α and β are both invariant and so concatenation (tensor product of regis-
ters) of these will still form an invariant code. Thus strings such as:
αβαααα, αβαββ (2.11)
are valid pairs of stabilizer generators over n = 13 registers. Since any integer n is either
even or odd, we can write a valid code of length n as either: 1 β and n−3
2
α or as n
2
iterations of α. This is not all codes of length n, but is a valid code and in invariant form.
In addition, α has distance d = 2 so long as we don’t have p bases, otherwise it has distance
1 only. Therefore, the distance of this code decreases whenever we have p bases. Now, we
may select all primes below q as stabilizers of this form and so we know that there will
always exist stabilizers whose distance can decrease upon being inscribed into a smaller
space.
This then suggests a hierarchy for the stabilizers of qudit operators: all qubit codes are
able to be transformed into invariant forms for dimension two or greater, and all qutrit
codes can be used for qudits with dimension three or greater, and all qudit codes with
five levels can be used for qudits with dimension five or greater, and so forth. In order
to show this, we must ensure that embedding can never decrease the distance of a code,
an extension of the work here. If such a hierarchy is shown it might suggest that as the
underlying space increases in size it opens more codes up as options, perhaps allowing for
additional nice properties and rates not priorly possible for lower dimensional codes.
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Remark 29. Unfortunately, we have only been able to show a weaker version of this where
q > p∗, but believe this to always be true. As an aid, we provide the runtime for determining
the distance of an invariant form of a code.
for t in range(1,d*-1):
select t registers of the n, call this partition y
for each element in y vary through 1 to q^2-1
if y is in the nullspace of S, then d=t
return d
return d*





(q2 − 1)d∗−1) ≈ O((d∗ − 1)( n·e
d∗−1)
d∗−1(q2 − 1)d∗−1). This can be
written as: O((d∗ − 1)(n·e·q2
d∗−1 )
d∗−1). To the most important order, we can estimate this as
O((nq2)d
∗−1). This is somewhat slow, but not unreasonable for distance determination.
Now that we know that we may embed codes, we now show that we can immediately
and explicitly construct the codewords for these embeddings.
2.2 Explicit Construction of the Embedded Codewords
In this section we describe how to generate the codewords for a code that has been embed-
ded using the stabilizer generators and a single element within each codeword. This latter
restriction can be removed if all encoded X operators are known. This can be viewed as
a dual interpretation of the stabilizer generators: as lattice vectors on the indices of the
logical basis and operators to shift this coarse lattice to fill the entire space.











This method: 1) requires multiplication and 2) needs to know q to determine this projector.
It could be powerful to have an additive method that doesn’t require knowledge of q. We
now show this alternative way of looking at the codewords.
Definition 30. The simultaneous weight of an n-qudit operator over q levels, s, is given
by:
ξ := ξ(s) = φq,x(s) · φq,z(s) (2.13)
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Definition 31. For some stabilizer code S, let C be an orthonormal +1 eigenstate of
this stabilizer group. Each C is a codeword. Each C is a superposition of states in the




with ac ∈ C and ‖a‖2 = 1, where ac = 0 is allowed.
The codeletters c may be represented by an n-digit q-ary number, or equivalently as a
vector in Znq .
A Pauli operator only has X,Z operators, so the φ representation of these operators will
be a vector in Z2n2 , where each entry in the vector corresponds to the power of the operator
in the Pauli as given by φq. Likewise, for an n-qudit operator, the φq representation of an
operator will be a vector in Z2nq .
The action of a stabilizer on each codeletter c is to either map it to itself again or to
map it to another codeletter in the same codeword with perhaps a different coefficient.
We begin by proving a lemma about the structure of the codewords in terms of their
codeletters.
Lemma 32. Let S be a stabilizer group and {Cm} be the codewords for this code and the
logical Z operators have disjoint support. Let k be the number of generators for S over q
levels and denote each generator by si. If the stabilizer group S has logical Z operators that
have disjoint supports and are solely composed of Z operators, then:
• Each codeletter has length n, and these can be written so that there are qk code letters
in each codeword–allowing for coefficients of 0 where needed.
• Each codeword is formed by qk−1 disjoint cycles of length q, or by qk disjoint cycles
of length 1 under the action of si.
Proof. From theorem 5, there are qn−k code words and the entire space has size qn, so each
codeword has qk codeletters. Each codeletter has length n since the code is over n qudits.
Next, any generator for S has order q. Let s be some generator for S. If φq,x(s) 6= 0,
then sc ∝ c′ and sqc = c, for a pair of codeletters c, c′. This implies that C can be broken
into cycles of length q. Next, we note that in this case, the cycles must be formed from
unique codeletters, since we have logical Z operators that are products of Z operators only,
and thus are disjoint. This implies that there are qk−1 disjoint cycles of length q.
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Next, we consider the case that φq,x(s) = 0. These are the generators that are composed
solely of Z operators. These cause the codeletters to form cycles of length 1, sc = c or
ac = 0, and thus all the codeletters are disjoint.
Lastly, these cycles mix upon taking elements from S that are compositions of genera-
tors, however, the resulting behavior still follows.
Definition 33 (XZ Form). All n-qudit stabilizers, s, over q levels can be written in the
form:
s = ωrq ⊗nj=1 Xajq Zbjq (2.15)
for some a, b, r ∈ Zq. This is the XZ form for the stabilizer s.
Theorem 34. Let S be a stabilizer group with generators {si}i for a stabilizer code, where
it has been written over the integers, and let {Xt}t be the set of logical X operators for this
code. Then we can write the codeletters in each codeword as vector additions to the all 0
codeletter and applications of Xt.
This says that we do not need to preemptively know the dimension of the underlying
space but can still determine the codewords, and in an efficient manner.
Proof. Assume the stabilizer s is in XZ form, then the action of this stabilizer on a




ωal |cl〉 = s
∑
l
ωal |c0 + lφx(s)〉 (2.16)
Applying only the Z portion of the operator, we collect a phase from those registers that
are not altered by theX portion, denoted φ0(s), as well as ξ(s) phase from the simultaneous
operators: ∑
l
ωal+φ0(s)+ξ|c0 + (l + 1)φx(s)〉 (2.17)
which means that in order for this cycle to be stabilized, we must have:
a1 = a0 + φ0(s), a2 = a1 + ξ = a0 + φ0(s) + (2− 1)ξ, al = a0 + φ0(s) + (l− 1)ξ (2.18)
This gives us an equation set that each cycle must satisfy for this stabilizer.
We wish for there to be coefficients to satisfy our condition above for each of the k
stabilizers. Before proceeding, we note a reduction:
aq = a0 = a0 + φ0(s) + (q − 1)ξ
⇒ φ0(s) + (q − 1)ξ = 0
⇒ φ0(s) = ξ
(2.19)
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with this conclusion, generally: al = a0 + lξ. This generally means that we only have 1
degree of freedom per cycle unless we consider that we also have an additional freedom
from taking sb as our stabilizer instead of s, with b ∈ [1, q − 1]. This is still an operator
with order q and is equivalent to s being a stabilizer. Using this, we have:
ajl = a
j
0 + blξ (2.20)
meaning that we have 2 parameters, or in total 2k variables which need to satisfy k equa-
tions and each cycle may overlap with another cycle only once. Since ξ is constant for each
stabilizer across all cycles, we will always have a solution so long as the original s had one.
The condition of the logical Z operators being composed solely of Z operators is not
nearly as restrictive as first appearance. We can ensure this condition for all codes with
disjoint supports for the logical Z operators.
Lemma 35. Let gi be the logical Z operators for a stabilizer code S, with each gi having
disjoint support. Let g = gi for some gi, then we can write g as a product of all Z operators
through Clifford conjugations, for each i.
The Clifford group for qudits contains qudit Paulis and the following operators (these
are from [10], with specification of the power of the S gate):
Definition 36. The Hadamard is replaced by the discrete Fourier transform F :
FXF † = Z, FZF † = X−1 (2.21)
Definition 37. The phase gate P performs:
PZP† = Z, PXP† = XZ (2.22)
Definition 38. The power gate S performs:
SXS† = X2, SZS† = Z2
−1
(2.23)
Proof. We work component-wise. WLOG we write the term as: XαZβ. Then conjugating
by P−β then F turns this term to Zα. Lastly, conjugate by S2α−1 . Applying this form
each term, we obtain a logical Z operator that only contains Z terms. All of these Clifford
operations preserve the distance of the code.
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Then so long as the logical Z operators for a code have disjoint supports then the
above holds, and so we can create view the codewords in this other way. This then has
provided us with another interpretation for the codewords of these embedded codes as
vector motion along the computational basis, so as long as we have the logical X operators
we may interpret them as turning the lattice formed by a codeword to dual lattices, forming
the entire computational basis grid.
Remark 39. Combining the results in this chapter implies the ability to define stabilizer
codes for systems defined over the integers (with countably-infinite number of bases). This
could be useful for future systems.
Example 40. We again work with the Steane code. In total there are q7 possible codeletters,
most of which will have coefficient 0. We recall our invariant form for the code Ξ:
φ(Ξ) =

1 0 0 0 0 0 1 | 0 0 0 0 1 1 0
0 1 0 0 0 0 0 | 0 0 0 1 1 1 0
0 0 1 0 0 0 1 | 0 0 0 1 0 1 0
0 0 0 1 0 0 0 | −1 1 0 0 0 0 1
0 0 0 0 1 0 0 | 0 1 −1 0 0 0 1
0 0 0 0 0 1 0 | 1 1 1 0 0 0 0

We perform discrete Fourier transforms, F , on registers 1 and 7 to obtain:
φ(Ξ) =

0 0 0 0 0 0 0 | 1 0 0 0 1 1 1
0 1 0 0 0 0 0 | 0 0 0 1 1 1 0
0 0 1 0 0 0 0 | 0 0 0 1 0 1 1
−1 0 0 1 0 0 1 | 0 1 0 0 0 0 0
0 0 0 0 1 0 1 | 0 1 −1 0 0 0 0
1 0 0 0 0 1 0 | 0 1 1 0 0 0 0

We now have a stabilizer that is composed solely of Z operators.
Beginning with |0〉⊗7 we obtain:
|0〉l ∝ ωΥ|f − d, b, c, d, e, f, d+ e〉 (2.24)
Υ = a·(f−d)+(d+e+f)·b+(f−e)·c+(b+c)·d+(a+b)·e+(a+b+c)·f+(a+c)·(d+e) (2.25)
where a, b, c, d, e, f ∈ Z. Having the logical X operator for this matrix would allow us
to have the logical |1〉 state. Restricting all variables to Z2, we obtain the standard |0〉l
codeword for the Steane code.
In this way, we now have a version of the Steane code with parameters [[7, 1, 3]]∞.
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2.3 Conclusion and Discussion
Although in this work we find some critical value above which all primes preserve the
distance of the code, we believe that this result carries to all primes at least as large as
the initial dimension. Proving this, or at least tightening the bound on the critical value,
seems like an important extension of this result, since the current bound can be quite large.
In addition, it would make the hierarchy for stabilizer codes more explicit. In addition,
there is the question of whether these results also hold for degenerate codes. Beyond this,
there is the important question of whether there exists some property of qudit systems that
could allow for some aspect of error correction not accountable for by qubits. Although at
first glance, the answer would appear to be no, it is worth considering that truncating a
Hilbert space by neglecting certain values might result in some defects (such as not truly
having a prime number of bases) preventing the qudit advantage from appearing.
In this chapter we have achieved the following. We have shown that qudit codes can
be embedded into larger spaces, and at least for sufficiently large number of bases, all
properties are preserved or improved, thus implying a hierarchy of stabilizer codes whereby
code from each space are a strict subset of codes possible for the larger sized space. This
result may aid in error correction schemes for qudit based quantum computing by firstly
providing immediate codes for these devices by applying already known codes, and secondly
perhaps aiding in search for codes for these qudit devices that better utilize the underlying
higher dimensionality of these systems. Here we have provided a method for producing the
codewords of these embedded codes without having to compute them from scratch or using
another method, but simply adding to the registers and applying an associated phase.
Some important directions to carry these results include the following. Firstly, some
additional applications of this result showing additional utility beyond those discussed
already could provide more avenues to improve error protection. A first application is
presented in the next chapter. Secondly, upon testing many codes, we found that distance
was at least preserved for embedded codes over all primes greater than or equal to the
original number of bases, so long as care was taken in performing the embedding. We
were not able to show this result here. However, this would be an important result, thus
showing that embedding can never harm the distance of the code. Lastly, as alluded to
earlier, this allows for immediate creation of embedded codes. However, it is not clear
whether there is, or how greatly there is, an advantage of using stabilizer codes within the
corresponding level of our proven hierarchy. Perhaps embedded codes are approximately
equivalent to codes optimized for the number of bases in the space, however, we suspect




Codes into Hybrid Codes
Coding of quantum information has made a great deal of progress since its early inception.
Still, there is a continuing search for the ability to communicate classical information with
the quantum information without incurring additional costs. Codes which can accomplish
this are called hybrid codes. Here, we propose (and prove) a scheme for encoding classical
information using a specific family of hybrid codes as direct extensions of stabilizer codes.
The tools proven here can also be applied to other stabilizer codes and our new families of
hybrid codes provide many more hybrid codes than previously known.
Since their first discovery, stabilizer codes have proven a useful tool for protecting
quantum bits (qubits) against some noise [9]. There has been some work on defining these
codes over higher dimensional systems[10]. These higher dimensional systems are referred
to as qudits, and throughout we will use q as the number of orthonormal basis states and
assume q is prime. By and large, qudit codes have not been extensively studied, however.
Likewise, only somewhat recently have hybrid codes begun to garner interest [8],[13]. These
have either focused on finding a few explicit examples or on very broadly whether it would
be possible to transmit classical information as well without reducing the quality of the
quantum code. Here, we show that it is possible for some families of stabilizer codes
through embedding them into larger spaces–a technique that appears to be novel here–as
well as on occasion without embedding.
We begin by introducing our new tool of classical promotion operators to generate
hybrid codes and their associated codeword spaces. We provide some conditions that a
stabilizer code must satisfy in order to be decodeable using our methods. Following this,
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we extend our method of classical promotion operators to multiple operators, allowing for
a greater amount of classical information to be conveyed.
3.1 Motivating Intuition
For stabilizer codes, we often require the states of interest to be the +1 eigenstates of the
stabilizer generators. The proposed scheme here proposes taking advantage of the fact
that, in principle, +1 being an indicator of no error could instead be taken to be any
power of ω. This means that by simply applying a global shift of the syndrome values (and
ensuring this cannot then be confused with a correctable error) will allow for a classical
q-ary bit to be conveyed.
At this point, we define what hybrid codes are and in a more mathematical language
the above observation and proposal.
Definition 41. A hybrid code is a collection of quantum stabilizer codes C1, C2, ...Cc such
that each code corresponds to a different set of codewords, and thus we can associate each
word space with a different classical result. These codes are denoted: [[n, n− k : logq c, d]]q,
where d is the quantum code’s distance and we have assumed that these codes have the
same number of stabilizers and distances [13].
In order to be able to distinguish these codes from each other and not as errors within
one code space, they must have distances between them of at least d. This means that to
transform from one code space to the next the minimal weight of such a Pauli operator
performing this action is at least d.
We consider a particular kind of qudit hybrid code utilizing the eigenvalues of the
stabilizers. Essentially, we take advantage of relabelling the +1 portions of the syndrome
table in order to pack in some classical information. This is proven by the rest of this
chapter. Let S be a stabilizer code with generators si and parameters [[n, n− k, d]]q. Let
the corresponding codewords be given by |cw〉0, where the 0 subscript is just foreshadowing
and the w value specifies the codeword within that code and has qn−k values. By definition,
we have:
si|cw〉0 = |cw〉0 (3.1)
We now investigate codewords |cw〉j such that:
si|cw〉j = ω−j|cw〉j (3.2)
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These |cw〉j codewords are equivalently the states stabilized by the stabilizer code where si
is replaced by ωjsi. However, a priori, we have no reason to believe that these codewords
ought to exist nor whether any method exists to convert from one to the next. Our first
goal in this piece is to prove these facts.
3.2 Classical Promotion Operators
In this section we define our tool of classical promotion operators, show its operation, and
provide a constructive proof of useful existence for a certain subset of stabilizer codes.
Definition 42 (Classical Promotion Operator). Let f be a qudit Pauli operator such that:
f |cw〉j = |cw〉j+1 (3.3)
We call this f the Classical Promotion Operator.
Lemma 43. We only need a single f in order to produce all code word sets.
Proof. Since f |cw〉j = |cw〉j+1 this operator promotes by only a single word space at a time,
and f is a qudit operator, we will scan through the entire space of codewords using this
single operator by taking higher powers of f , up to f q = I.
Lemma 44. Let f be defined as above and s ∈ S∗ be some pre-decided stabilizer generator
for our code, where S∗ is a set of independent stabilizer generators. Then the following
must be true for all codewords within the same stabilizer code: ωsf = fs.
Proof. WLOG we assume we’re doing the 0 to 1 promotion on some codeword c. Then:
f |c〉0 = |c〉1 ⇔ fs|c〉0 = |c〉1 ⇔ fs|c〉0 = ωs|c〉1 (3.4)
Noting that ωs|c〉1 = ωsf |c〉0, we have our result.
Lemma 45. Let si be a set of independent stabilizer generators which satisfy the following
constraints for f :
φ(si) φ(f) = 1 (3.5)
where  is the symplectic product, defined by:
φ(si) φ(f) = ⊕k[φz(f)k · φx(si)k − φx(f)k · φz(si)k] (3.6)
where · is standard integer multiplication mod q. This is equivalent to the condition specified
in Lemma 44. These are the only conditions that f needs to satisfy, and these fully specify
f .
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Proof. Let s = si◦sj, where si and sj satisfy the given condition. Since φ is a homomorphic
map, this gives:
φ(s) φ(f) = (φ(si)⊕ φ(sj)) φ(f) = φ(si) φ(f)⊕ φ(sj) φ(f) (3.7)
which can easily be extended to larger compositions via induction. This proves that all
higher order multiplications by stabilizers are simply addition mod q, as needed, thus all
those constraints are satisfied if the first order ones are. We can undo the mapping φ up
to the scalar coefficient, and so this result is also true for n-qudit operators.
At this point we verify that the space of correctable errors is left unchanged by our
classical promotion operators.
Lemma 46. Syndrome tables are additive, and so pre-agreed upon applications of a Pauli
preserves the space of correctable errors.
Proof. The syndromes of two errors are additive mod the dimension as can be readily seen
from the φ∞ representation, and so applying an intentional, known Pauli will not alter
the space of correctable errors, it will just apply a syndrome shift in all the syndrome
tables.
Corollary 47. These classical promotion operators, which are Pauli operators, preserve
the space of correctable errors.
As of this point, we have merely stated properties that a classical promotion operator f
must satisfy. We now provide an explicit construction for these given a stabilizer group S.
The following is a constructive proof of existence for one such operator that will perform
our desired change.
Theorem 48. For any stabilizer code with a non-single codeword space, there exists such
an f operator for a special set of generators S∗ chosen from the total stabilizer group.
Proof. We begin by specifying S∗. We write the entire stabilizer group in the φ repre-
sentation. Each row in the matrix A generated this way corresponds to one member in
the stabilizer group. Let k be the number of stabilizer generators, then the matrix A
has rank k. We may put this matrix into reduced row echelon form (RREF), where ex-
actly k rows start with a 1 (this can always be done since for any nonzero number in Zq,
there exists a unique multiplicative inverse) and those columns have a single 1. We define
S∗ = RREF (A). This procedure also carries over to n-qudit operators by undoing our
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map φ, up to the leading scalar, so we know that we have a collection of stabilizers still to
refer to.
Now we show that we may construct an f that satisfies our conditions for the generators











φ(si) φ(f) = 1, 1 ≤ i ≤ k (3.8)
Since we know that there are k columns with a single 1, we may simply select those entries
as being 1 in the f column vector. This gives us the values of (−fx|fz), which is easily
changed to f = (fx|fz). This completes the proof, since we may invert the φ map to
generate the n-qudit Pauli operator f .
This proof shows that we may construct classical promotion operators for any stabilizer
group, assuming both parties know the specially chosen generators for the code. We note
that this is not the only way to construct the classical promotion operator f , but is a way
to construct one such operator. Although we have shown that these classical promotion
operators can exist, we have yet to show that they produce a decodeable encoding of
classical information. In order for this to be the case, we must know that they cannot be
mistaken for a correctable error.
Example 49. This example illustrates the dependence of the minimal weight of f on the
choice of S∗.
First, we apply the method from the prior chapter to turn the Steane code into an




1 0 0 0 0 0 1 | 0 0 0 0 1 1 0
0 1 0 0 0 0 0 | 0 0 0 1 1 1 0
0 0 1 0 0 0 1 | 0 0 0 1 0 1 0
0 0 0 1 0 0 0 | −1 1 0 0 0 0 1
0 0 0 0 1 0 0 | 0 1 −1 0 0 0 1
0 0 0 0 0 1 0 | 1 1 1 0 0 0 0

Based on this, we may select our classical promotion operator to be f−1 = ZZZZZZI,
with the generators S∗ being these generators. This would allow for a classical bit to
be communicated. However, we note that the error IXIIIXI also generates the same
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syndrome signature. This means that the action of f also appears in the space of errors
we can correct, so this is not a good choice for S∗.
Suppose instead we pick as our invariant code the code generated by performing r2 ←
r2− r1, r5← r5− r4:
φ∞(Ξ) =

1 0 0 0 0 0 1 | 0 0 0 0 1 1 0
−1 1 0 0 0 0 −1 | 0 0 0 1 0 0 0
0 0 1 0 0 0 1 | 0 0 0 1 0 1 0
0 0 0 1 0 0 0 | −1 1 0 0 0 0 1
0 0 0 −1 1 0 0 | 1 0 −1 0 0 0 0
0 0 0 0 0 1 0 | 1 1 1 0 0 0 0

Then f = X ⊗ Z−2 ⊗ IIII ⊗ X2Z−1 is a valid classical promotion operator. As can be
verified, no weight 2 Paulis can generate the all 1 vector and so wt(f) = d, however, there
exists errors which differ by the all 1 vector, so we cannot distinguish these errors with the
inclusion of f .
Now we ask and answer the question of when we can ensure that the minimal weight
Pauli that performs this action is at least the distance of the code and we can ensure that
no set of errors differ by the all 1 vector.
Definition 50. A representation of a stabilizer code is a particular set of priorly agreed
upon set of generators for the stabilizer group.
Since we have selected the all 1 vector, it would suffice to ensure that the support of
the correctable errors is smaller than all k stabilizers.





∗)T ) =W (3.9)
where wt is the number of nonzero entries in row i.
Lemma 52. If the code S has a representation with column weight W < k
2d
, then:
1. The minimal weight of a classical promotion operator f for this code is ≥ k
2W
2. No errors in the space of correctable errors differ by a nonzero multiple of the all 1
vector
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Proof. First we show that the weight of f is at least k
2W . Since each column only spans
at most W syndrome bits, in order to span all k syndromes we need at least kW nonzero
entries, or a weight k
2W Pauli.
Second, a weight d Pauli can at most span 2dW syndrome bits, thus as long asW < k
2d
we cannot span the all 1 vector and so no errors can differ by this vector.
Remark 53. We use a hard distance d for the code (whereby any errors outside this radius,
even if they’re correctable by the original code, are treated as uncorrectable errors). If we
do not use a hard distance then we cannot guarantee that we will not mistake these classical
promotion operators with an error.
With this, we can now transmit a single q-ary number for codes which satisfy this
weight condition:
Corollary 54. Let S be a stabilizer group for a stabilizer code with [[n, n− k, d]]q, with q
prime, then using the scheme described above, we may create a [[n, n − k : 1, d]]q hybrid
code encoding a number in 1→ q.
Proof. This follows since we may encode any of 1→ q and our scheme preserves the code,
and thus preserves the number of logical qudits and the distance of the code. Lastly, since
f has weight d this ensures that each code is sufficiently separated that errors cannot mix
the code spaces.
The implication of this is that in a q level qudit system, we can algorithmically turn some
stabilizer codes into q codes and thus encode any number from 1→ q, or equivalently log2 q
bits. This procedure also produces all the other space’s codewords, which means knowing a
single space’s codewords generates all the rest. Therefore, knowing a single stabilizer code
and its codewords is sufficient for this procedure, which removes the sometimes onerous
task of discovering these for each code in the hybrid code.
3.3 Extension to Multiple Classical Promotion Opera-
tors
In the prior section we showed how to include a single q-ary bit, however, we would like to
transmit more than a single number. The intuition for the first part is that causing a total
shift to all syndrome values will still leave a correctable error and allow for the receiver
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to know which classical bit was being conveyed by simply taking a majority vote in the
syndromes.
We now introduce the idea of factoring these classical promotion operators in order to
increase the number of bits transmitted. This idea follows the logic that if only a small
fraction of the syndromes are needed to determine which error occurred, then we may
apply a shift to the syndrome table on blocks and still be able to faithfully determine
which classical promotion operators have been applied.





where η is a partition of the stabilizer generators’ indices.
We apply each of these fs, and chosen power, to indicate a particular value. We can
trivially achieve this by taking only those elements in the partitions as the support of
the factors. Each of these factors fs will only not commute with those stabilizers in its
support. Even still, this can be used to create a bijective effect to encode and decode
classical information.
Before, we required that less than half the stabilizers are needed in order to determine
the error incurred. In order for this to work, we need to make the column weight bound
even smaller for the code. Following the same arguments as above, this provides the tighter
bound of W < k
2dc
.
Remark 56. The generators of the stabilizer must be known to both parties ahead of time
as well as the decomposition of the Classical Promotion Operator into its factors.
Remark 57. Given the way that this code is constructed, we can easily concatenate sta-
bilizer codes to encode more classical q-ary numbers, but the classical rate per block is still
fixed.
3.3.1 A Simple Family of Low Column Weight Codes
Although some low column weight codes may exist, we provide a way to generate our own.
Let Ξ be a stabilizer code with parameters [[n, n − k, d]]q. Then the code generated by a
d+ 1-fold repetition of Ξ will have column weight ≤ k out of (d+ 1)k total stabilizers for
this concatenated code. The distance of this code is still d, so we have traded off being
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able to correct d errors per block for only being able to correct d errors across the entire
repetition. We can extend this to multiple classical bits by simply taking a c(d + 1)-fold
repetition of the code Ξ.
This then means that we may transform most stabilizer codes into hybrid codes with this
method, although perhaps not with as excellent parameters. Performing this concatenation
sacrifices some quality, so instead codes which naturally have low column weight would be
better candidates for this scheme.
3.4 Conclusion and Discussion
In this chapter we have introduced a way to transmit classical information using stabilizer
codes of low column weight. We note, however, that codes of this form likely have inferior
parameters to other code choices and so the transmission of this classical information
comes at the cost of choosing a lower quality code. Although one cannot achieve both
high distance and a perfect stabilizer code, this particular restriction likely reduces to
such a large loss that we would be better off just sacrificing an encoded qudit to transmit
the information instead. This then indicates that degenerate stabilizer codes are strong
candidates for hybrid codes, however, this is left as a future direction– or alternatively
showing that degenerate codes are themselves also worse than nondegenerate codes in




Conclusion and Future Directions
Many tools developed for classical error-correcting codes have been imported into the
quantum error-correction language. However, this does not encapsulate all the results in
quantum error-correction. In this work we have focused on some features that are possible
when working with qudit stabilizer codes. In particular, we have shown that we may
embed codes into larger spaces without compromising parameters, at least for infinitely
many primes, and that inscribing codes can cause a reduction in the quality of the codes.
This is a somewhat surprising result, but it has applications to generating codes for qudit
systems. Beyond that, we proceeded to show a scheme that, under certain conditions, would
allow for classical information to be transmitted with quantum information and transform
many families of well-known stabilizer codes into hybrid codes, another seemingly new
result. Prior to this, only the extremes of purely theoretical and explicit examples have
been shown, this strikes the middle by providing many examples all at once and perhaps
inspiring further extensions.
Despite what has been shown, there are still possibly important extensions to what has
been done. Under which conditions might qudit codes outperform those of qubit codes, and
when they do outperform, is it a significant improvement or rather modest? Qudit systems
are usually harder to control with precision than qubit systems, so will these improvements
be able to compensate for associated error rate increases?
Besides this, we hope that some of the results of this thesis can be applied in experimen-
tal settings, providing protection to qudit systems that otherwise would have been arduous
to find or providing a method of conveying classical information without cost. Additional
applications of these results are not known at this time, but these results can be added to
the repertoire of tools available to try to correct errors in quantum computing systems.
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