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LINEAR AND NONLINEARMODEL
PREDICTIVE CONTROL DESIGN FOR
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Abstract
This article investigates the design of linear and nonlinear model
predictive controllers (MPCs) in order to improve the control of
pasteurization temperature in a milk plant. MPC schemes required
the development of a prediction model for use internally within the
controller. An artificial neural network (ANN) model of the plant
is established and validated. A linearized model is then obtained
around the operating point from the ANN model. The linearized
and the ANN models are used for prediction for the linear and
nonlinear predictive controllers, respectively. The MPC responses
are compared with a benchmark PID controller behaviour, the
parameters of which have been tuned to minimize the same criteria
as used for the predictive controllers.
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1. Introduction
Predictive control is becoming a valuable control strategy
for higher control requirements, such as tighter, faster regu-
lation or tracking in the industrial world. Model predictive
controllers (MPCs) have been used in over 2,000 industrial
applications in the refining, petrochemical, chemical, pulp
and paper, and food processing industries [1]. Some exam-
ples of industrial predictive controllers include PFC from
ADERSA [2] and dynamic matrix control (DMC) from
DMC Corp [3]. Most of these algorithms rely on linear or
linearized internal models [1, 4]. Using predictive control,
a process is regulated by specifying the desired plant out-
put at a particular instance or instances in the future and
then calculating the controller action that minimizes the
predicted error either in the form of an analytical solution,
for linear internal models with no constraints, or using an
optimizer in the case of a nonlinear internal model.
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Both linear and nonlinear MPC formulations offer
advantages in their own way. A linear formulation has
a computationally attractive analytical solution, pro-
vided constraint handling is not required. A nonlinear
formulation, on the other hand, can deal with operating-
point dependencies via a comprehensive nonlinear internal
model, and constraint handling can be easily incorporated
within the numerical optimization required to solve for
the control signals. However, a high computational price
is paid in order to perform this numerical optimization at
each sampling instant; although with a sampling period of
the order of tens of seconds, the pasteurization application
easily permits such an investigation.
Despite the recent proliferation of industrial appli-
cations of predictive control, and the potential benefits
obtainable in a pasteurization context, little interest has
been shown in applyingMPC to the pasteurization problem
[5]. In this article, MPC is applied to a milk pasteuriza-
tion plant in order to improve the control performance
in terms of mean absolute error (MAE), overshoot, and
maximum variance in steady state (MVSS). The reason for
developing a new control approach is that current control
approaches require an artificially high temperature set-
point (e.g., 75.0◦C) due to large temperature variance (up
to 3.0◦C, in this particular case). Indeed, the pasteuriza-
tion temperature is only 72.0◦C [6]; however, because of
the variance introduced by the PI or PID controller due
to time delay, constraints, etc., a 3.0◦C safety margin is
taken. If the control is improved and the variance reduced,
then a setpoint closer to 72.0◦C might be considered. This
will allow energy savings and avoid overheating the milk,
which may give it a burnt taste and degrade its nutritional
value.
2. Milk Pasteurization Process
The pasteurizer used is a Clip 10-RM plate heat exchanger
(PHE) from Alfa Laval. A PHE consists of a pack of
stainless steel plates clamped in a frame. The plates are
corrugated in a pattern designed to increase the flow
turbulence of the medium and the product [6]. The pasteur-
izer is divided in five sections, S1–S5. Sections S4 and S2
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Figure 1. General layout of the pasteurizer.
are for regeneration (i.e., by regeneration we mean heating
of the incoming milk by the already heated milk [6]), S1 and
S3 for heating, and S5 for cooling. In the Clip 10-RM, the
milk treatment is performed as shown in Fig. 1. First, the
raw milk at a concentration of 4.1% fat enters section S4 of
the PHE at a temperature of 2.0◦C. It is then preheated to
a temperature of 60.5◦C by the outgoing pasteurized milk,
which as a result is reduced to a temperature of 11.5◦C.
Passing this section, the milk, now at a temperature of
60.5◦C, enters section S3, where its temperature increases
to 64.5◦C using hot water as a medium. The milk, before
reaching the next section, is first separated from the fat
and then standardized and homogenized to a concentration
of 3.5%. It then enters section S2, where it is preheated
to a temperature of 72.0◦C using the already pasteurized
milk as a medium. The milk is finally brought to the pas-
teurization temperature, Top, in section S1 (75.0
◦C) using
hot water at around 77.0◦C as a medium. After that, the
homogenized pasteurized milk is held at the pasteurization
temperature for 15 s in the holding tube section before
being cooled using the incoming cold milk in sections S4
and S2. Finally, the pasteurized milk enters the cooling
section (section S5) at a temperature of 11.5◦C. The milk
is chilled to a temperature of 1.0◦C using propylene glycol
as a medium at a temperature of −0.5◦C. Note that the
water for the heating sections S3 and S4 is brought to
the adequate temperature in steam/water heaters of type
CB76 from Alfa Laval. As shown in Fig. 1, milk pasteuriza-
tion temperature is a function of three inputs: steam flow
injected in steam/water heater for S1, steam flow injected
in steam/water heater for S2, and the milk input tempera-
ture, defined as Fv1, Fv2, and Tim, respectively. The milk
pasteurization temperature is then given by a multi-input
single-output (MISO) system, having Fv1, Fv2, and Tim
as inputs and Top, the milk pasteurization temperature, as
output.
3. ANN Modelling of the Pasteurization Plant
The ANN model used in this article has been established
and validated in [7]. For ease of training and overall reduc-
tion in neuron count, a multilayer network with an input,
an output, and two hidden layers is used. The inputs to the
ANN model are Fv1, Fv2 one step delayed, and their previ-
ous values, and eight delayed values of the process output
Top (see Fig. 2). The output prediction will be given by the
ANN model, given by function fANN (see (1)). The final
result is obtained after appropriate training and validation:
yANN (k) = fANN (Top(k − 1), Top(k − 2), . . . , Top(k − 8),
Fv1(k − 1), Fv1(k − 2), Fv2(k − 1), Fv2(k − 2)) (1)
The choice of the inputs has been heavily dictated by
the a priori information gathered from the first principle
physical model developed and used in [8]. As the output
pasteurization temperature can be modelled by an eighth-
order linear system, this justifies the use of eight delayed
signals of Top(k) in (1). The input milk temperature Tim is
not used as an input in the ANN model formulation, as the
milk is kept at a relatively constant temperature around
2.0◦C, and its use in the training process will only introduce
a random disturbance to be modelled. A topology large
enough to permit good modelling and possible network
pruning [9] is chosen as 8-12-1. The network was trained
for 20,000 epochs using a set of data containing subsets
obtained during a series of test protocols on an industrial
Clip 10-RM pasteurizer at a sampling rate of 12 s, where
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Figure 2. ANN topology and input signals used for training.
Fv1 and Fv2 were varied around the operating region of
interest. Four subsets of data were used for training, where
a separate subset was used for validation in order to obtain
an appropriate model. To avoid overtraining (deterioration
of the model as it tries to fit the training set [10]), a sum
squared error (SSE) on the validation set is plotted and the
model parameters are chosen when the SSE is minimum,
that is, early stopping [7]. A cross-validation method [10,
11] is used, where all data sets are used for validation in
turn and the rest of the data is used for training. This
method has proven to be useful when the number of data
points is constrained. Moreover, this approach will give a
better degree of confidence to the estimates. The definitive
ANN model is then given by a linear combination of the
models obtained with each validation set in the cross-
validation process. The model response is given in Fig. 3(a).
The ANN model gives a good approximation of the plant,
as the SSE on the normalized (divided by a factor of 100)
validation set is equal to (1.4913× 10−4)◦C.
A linear auto-regressive model with exogenous inputs
(ARX) model is obtained by linearizing the ANN model at
around the operating point of 74–75◦C. The simplest linear
model structure is obtained, that is, a first-order system
with d, the pure delay being equal to one sample period
(12 s). The model’s form is:
yM =
K1e
−sd
1 + τM s
Fv1 +
K2e
−sd
1 + τM s
Fv2 (2)
where s is the Laplace operator.
The discrete zero-order hold equivalent of the transfer
function equation (2) leads to the following difference
equation:
yM (k) = αyM (k − 1) + (1− α)K1Fv1(k − d− 1)
+ (1− α)K2Fv2(k − d− 1) (3)
where α = e(−Ts/τM ), with Ts being the sampling period.
The final numerical values for the ARX model, for a
sampling time Ts = 12 s, is:
yM (k) = 0.9896yM (k − 1) + 7.6700Fv1(k − 2)
+ 1.2000Fv2(k − 2) (4)
The first-order model (4) is selected in order to imple-
ment a basic PFC (see Section 4). We can see from
Figure 3. Nonlinear and linearized models of the pas-
teurizer. (a) ANN model response; (b) linearized model
response.
Fig. 3(b) that the linearized model follows the ANN
model behaviour around the operating point; however,
the mismatch becomes larger further away from that
temperature. Such a plant/model (given here by ANN
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model/linear model) mismatch is a challenge for any
predictive controller.
4. Predictive Functional Controller (PFC)
As stated in Section 1, all MPCs use the same basic
approach: prediction of the future plant outputs and calcu-
lation of the manipulated variable for an optimal control.
Most MPC strategies are based on the following principles:
• Use of an internal model
• Specification of a reference trajectory
• Determination of the control law
However, there are many feasible implementations of MPC
(see Section 2). The most popular ones for single-input
single-output (SISO) systems are GPC [12] and PFC [2]. A
broad review of MPC is given in [1, 4]. In this work, PFC
has been chosen because of its large number of applications
on real industrial processes [1, 2].
PFC was developed by Richalet et al. [2]. PFC breaks
up the model into an auto-regressive part and a forced
part, the latter being a function of the control variable,
u. The forced response is projected into a functional basis
[2, 13]. In the case where the simplest version of the PFC
algorithm is implemented:
• The reference trajectory is an exponential that requires
only one initialization point and gives critically
damped responses.
• The coincidence horizon is limited to one point H = 1.
• The internal model chosen is the linearized first-order
ANN model developed in Section 3.
• The manipulated variable is structured as u(k) ×
OB0(H), where OB0 is a step [2].
4.1 Model formulation
If we consider the first-order linear model obtained in (2),
and we define the following linear transformation:
u = K1Fv1 +K2Fv2 (5)
the goal of the transformation (5) is to obtain a typical first-
order transfer function equation (6) in order to implement
a basic first-order PFC:
yM =
KM
1 + τM s
u (6)
Note that the time delay is not considered in the internal
model formulation, and in this case KM is equal to one.
The discrete time formulation of the model zero-order hold
equivalent is then obtained as:
yM (k) = αyM (k − 1) +KM (1− α)u(k − 1) (7)
where α = e(−Ts/τM ). If the manipulated variable is
structured as a step basis function:
yL(k +H) = α
HyM (k) (8)
yF (k +H) = KM (1− αH)u(k) (9)
where yL and yF are, respectively, the free (auto-regressive)
and the forced response of yM .
4.2 Reference Trajectory Formulation
If yR is the expression of the reference trajectory, then at
the coincidence point H:
C(n+H)− yR(k +H) = λH(C(k)− yP (k)) (10)
Thus:
yR(k +H) = C(k)− λH(C(k)− yP (k)) (11)
where yP , the process output, is given in this case by the
nonlinear model output yANN , given in (1), and C(k) is
the set point reference.
4.3 Predicted Process Output
The predicted process output is given by the model res-
ponse, plus a term, given the error between the same model
output and the process output:
yˆP (k +H) = yM (k +H) + (yP (k)− yM (k)) (12)
4.4 Computation of the Control Law
At the coincidence point H:
yR(k +H) = yˆP (k +H) (13)
Using (8), (9), (11), and (12), we obtain:
C(k)− λH(C(k)− yP (k))− yP (k) = yM (k +H)− yM (k)
(14)
Replacing yM (k +H) by its equivalent in (8) and (9), we
obtain:
C(k)(1− λH)− yP (k)(1− λH) + yM (k)(1− αH)
= KM (1− αH)u(k) (15)
Solving for u(k), we obtain the following control law as the
final result:
u(k) =
(C(k)− yP (k))(1− λH)
KM (1− αH) +
yM (k)
KM
(16)
Fv1 is then obtained, working backward from (5), as u and
Fv2 are known.
4.5 Constraint Handling in PFC
For the input constraints on Fv1 considered in this arti-
cle, PFC uses a suboptimal approach to handle those
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type of constraints. A simple solution will be to feed the
model, not with the manipulated variable calculated by
the PFC algorithm, but with its constrained value of the
same manipulated variable. The model output yM is then
calculated with the new applied manipulated variable [2].
In this paper, a first-order PFC is chosen over other
linear MPC schemes for the temperature control in the
milk plant, primarily because of its simple internal model.
Moreover, PFC has been proven successful for a wide range
of industrial processes [1]. Regulation results of a PFC
using an internal first-order linear model of the plant, (2),
are given in Section 7.
5. Nonlinear Neural Predictive Controller Design
When a nonlinear model is used in anMPC implementation
for prediction, an analytical solution cannot be achieved.
The use of an optimizer in that case is necessary. In this
section, a neural model predictive controller (NMPC) is
designed as shown in Fig. 4. The control variable u is
obtained by minimizing a criterion function J given in (17):
J =
d+N∑
i=d
[yR(k + i)− yANN (k + i|k)]2 +
i=N2∑
i=0
λ[u(k + i)]2
(17)
where d is the time delay (if any), N the prediction horizon,
and N2 the control horizon. Note that only output errors
after the time delay d are costed, where the prediction
model used is the ANN model developed in Section 3. In
order to use this model for multistep prediction, we sim-
ply replace the known measurements with predicted ones.
Tˆop, a prediction for the process output Top, can then be
given as:
Tˆop = fANN (Tˆop(k − 1), Tˆop(k − 2), . . . , Tˆop(k − 8),
Fv1(k − 1), Fv1(k − 2), Fv2(k − 1), Fv2(k − 2)) (18)
Where available, real plant measurements are of course
used instead of predictions (available for the start of the
prediction horizon).
Figure 4. NMPC structure.
A quasi-Newtonian algorithm is used for the function
minimization [14]. At each instant k, the predicted out-
put yANN (k + i|k) is compared to a reference yR(k + i)
describing the optimal trajectory to reach the target
C(k + i), subject to input constraints on the manipu-
lated variable. If no reference trajectory is predefined, then
yR(k + i) = C(k + i). The manipulated variable u is rep-
resented physically by Fv1, where Fv2 is used to act on
the intermediate temperature at the output of section S3
(see Fig. 1) and can be considered in the control of the
pasteurization temperature as a disturbance.
6. Optimized Benchmark PID
The PID controller transfer function is usually given by:
C(s) = Kp +
Ki
s
+Kds (19)
where Kp, Ki, and Kd are, respectively, the proportional,
integral, and derivative gains. A digital version of the
classical PID is used when the plant is operated by any
digital/computer-based controller, and can be given by the
following set of equations, assuming numerical integration
derivative approximations obtained using the backward
difference:
er(k) = yref (k)− y(k) (20)
s(k) = s(k − 1) + er(k) (21)
u(k) = Kp
(
er(k) +
Ts
Ti
s(k) +
Td
Ts
(er(k)− er(k − 1))
)
(22)
where Ti = Kp/Ki, Td = Kd/Kp, and Ts is the sampling
period.
In order to perform a meaningful comparison of MPC
and benchmark PID controllers, we strive to use a similar
performance criterion for both types of controller. In the
MPC case, u is directly determined as the result of an
analytical or numerical optimization, whereas in the PID
case fixed controller parameters are used. As u is a func-
tion of the controller parameters, we can utilize a similar
optimization on Kp, Ti, and Td via the presence of u in the
performance criterion, J , (17). In accordance with the lin-
ear MPC, a single optimization is performed for the linear
PID controller.
The “optimal” PID parameters are found by per-
forming an offline optimization during a test period time,
where:
• the ANN model is used to model the process
behaviour;
• the same reference trajectory as in NMPC may be
used;
• the quadratic criterion J , (17), may be used as an
objective function; and
• the variables returned by the optimization routine are
Kp, Ti, and Td.
Note that the optimization is done offline and there-
fore is not time restricted. The designer has the freedom
to investigate several possibilities of set-point changes and
disturbance rejection. In order to be robust, the optimiza-
tion should investigate large set-point changes as well as
input disturbances.
5
7. Simulation Results
A linear PFC and a nonlinear predictive controller (NMPC)
are designed according to Sections 4 and 5, using as inter-
nal models the linearized and the ANN model, respectively.
Figure 5. NMPC control performance. (a) Controlled variable; (b) manipulated variable.
Figure 6. Linear MPC (PFC) performances. (a) Controlled variable; (b) manipulated variable.
Figure 7. PID control performances. (a) Controlled variable; (b) manipulated variable.
For comparison, the benchmark PID described in Section 6
is used. Note that in order to perform a meaningful com-
parison, all three controllers are subjected to the same
modelled disturbance shown along with the controlled vari-
able in Figs. 5(a), 6(a), and 7(a). The prediction horizon
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for NMPC is chosen to be 25 samples (300 s) and the time
delay is taken as one sample (close to 15 s holding time in
the pasteurizer (Section 2)).
The control performance of the two MPC strategies is
shown in Figs. 5(a) and 6(a) for NMPC and PFC, respec-
tively. Fig. 7(a) shows the response given by the optimally
tuned PID. The shape of the manipulated variable is given
in Figs. 5(b), 6(b), and 7(b) for the NMPC, PFC, and PID
controllers, respectively.
Table 1
Performance of the Three Controllers
Control Strategy (◦C) PID PFC NMPC
MAE 1.53 0.85 0.36
Maximum overshoot 3.10 0.20 0.00
MVSS 1.10 0.84 0.40
The performance of the three controllers is given in
terms of MAE, overshoot, and maximum temperature
variance in steady-state (MVSS) in Table 1. We can clearly
see from Figs. 5(a), 6(a), and 7(a) and Table 1 that MPC
controllers perform better than the PID. PFC permits
an analytical solution that, from a computation point of
view, is the cheapest option, and even though constraints
are not dealt with in an optimal way [2], PFC still gives
excellent constraint handling, as shown in Fig. 6(b). The
performance of the PFC is similar to that of the NMPC
around the set point (74–75◦C), where the linearized model
best fits the ANN model. At higher or lower reference
temperatures, PFC sustains a slight increase in variation
due to the increasing mismatch between the plant model
(nonlinear ANN) and the internal first-order linear model,
but still performs better than PID and is found to exhibit
good robustness. PFC performance can be improved by
using a higher-order linearized model, but the improve-
ments are not found to be worthwhile. NMPC is found to
have the best control capability over the full range of the
validated ANN model. This performance is obtained at the
expense of using an online optimization and a complicated
nonlinear internal model. In this case, the relatively large
sampling time, due to the process slow rise time, gives the
designer freedom in choosing the optimizer and the pre-
diction horizon. For a faster system this task can be more
difficult.
It is clear, from Fig. 7(b), that the manipulated vari-
able given by the PID controller hit the process input
constraints when set-point changes occur. On the other
hand, PFC (Fig. 6(b)) seems to deal reasonably well with
the input constraints. Finally, Fig. 5(b) shows that the
NMPC algorithm deals with the constraints in a more
optimal way, where the manipulated variable is used on its
full range without violating its limits.
8. Conclusion
For the pasteurization process presented, MPC implemen-
tations give better control than the classical PID controller,
even if the parameters are tuned by a computationally
heavy optimization technique. There are two main reasons
for that improved performance:
• Time delay is compensated, resulting in less overshoot
for the MPC case. The effective elimination of the delay
also allows “tighter” control without risk of instability;
therefore, reducing variance.
• Constraints are handled and future real plant
behaviour is predicted allowing compensation of unde-
sirable responses before they are allowed to occur.
The linear MPC technique (PFC) is found to be best
suited when a rigorous regulation around a fixed reference
or set point (disturbance rejection case) is needed. The
internal linearized model will then be able to predict the
plant output with minor mismatch. Moreover, the PFC’s
suboptimal way of dealing with constraints appears to be
sufficient for this case. Finally, if the plant needs rigorous
control over a wide reference range with optimal constraint
handling, then an online optimization MPC approach,
using a nonlinear prediction model, seems best suited to
sustaining the challenge at the cost of complexity and
computation power.
Nomenclature
C Controller set point
kd Derivative gain
ki Integral gain
kp Proportional gain
Ti Integral time constant
Td Derivative time constant
Tim Input milk temperature, entering section S4
Top Output milk temperature, exiting section S1
u Manipulated variable
yA Auto-regressive part of the linear model
yANN Output of the ANN model
yF Forced part of the linear model
yL Auto-regressive part of the linear model
yM Output of the first-order ARX model
yP Process output
yR Reference trajectory
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