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Abstract
The present publication is mainly a survey paper on the author’s contributions on the relations between graph theory and linear
algebra. A system of axioms introduced by Ghouila-Houri allows one to generalize to an arbitrary Abelian group the notion of
interval in a linearly ordered group and to state a theorem that generalizes two due to A.J. Hoffman. The ﬁrst is on the feasibility
of a system of inequalities and the other is Hoffman’s circulation theorem reported in the ﬁrst Berge’s book on graph theory. Our
point of view permitted us to prove classical results of linear programming in the more general setting of linearly ordered groups
and rings. It also shed a new light on convex programming.
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1. Introduction
1.1. Motivations
We refer here to Berge’s book [3]. All results in the present paper have their origin in Section 15 of that book,
translated into English from [1], and in Berge’s subsequent paper [2]. The aim of this paper, which is a rewriting of
part of [14], is to gather together many of the results known already in 1965 and to set them in an algebraic context.
Rado [37] was the ﬁrst to use properties of linear inequalities to prove the König–Hall Theorem on the existence of a
matching in a bipartite graph. Hoffman [26,25] then showed that the König–Hall Theorem and its derivatives were but
a reﬂection of the total unimodularity of incidence matrices of vertices versus arcs of directed graphs. More precisely
he gave a combinatorial result on totally unimodular matrices (aij ) over Z with positive entries which generalizes
König–Hall Theorem. His proof is based upon linear inequalities. Previously, Tutte [38–40] and Heller [24,23] had
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shown how useful considering minimal sets of columns of totally unimodular matrices over Z could be; these minimal
subsets generalize the notions of elementary cycles and elementary cocycles in graphs. In [12] it was shown how both
those points of view could be reconciled by deﬁning unimodular modules in Zm where vectors with minimal support
play an essential part.
A system of axioms introduced by Ghouila-Houri [20] allows one to generalize to an arbitrary Abelian group the
notion of interval in a linearly ordered group and to state a theorem that generalizes two due to Hoffman. The ﬁrst [25]
is on the feasibility of a system of inequalities and the other is Hoffman’s circulation Theorem reported in [1]. It states
the conditions for the existence of a ﬂow with components in prescribed intervals of integers.
The latter Theorem of Hoffman uniﬁed a signiﬁcant number of results in graph theory, including the theorems of
Gale, Ford and Fulkerson and Menger. By this very fact they are a reﬂection of properties of unimodular modules. The
present approach would not have been possible without the results of Ghouila-Houri [20], Minty [35] and Berge [2].
Properties of linear inequalities that we consider are collected in a book edited by Kuhn and Tucker [29]. It turns out
that many of them are corollaries of Theorem 3.1. Later, our point of view permitted us to prove classical results of
linear programming in the more general setting of linearly ordered groups and rings. It also shed a new light on convex
programming [13]. Let us ﬁnally mention that in 1963 Alan Hoffman communicated his enthusiasm to the author, in
particular regarding the work on linear inequalities, while the author was visiting IBM Watson Research Center [16].
1.2. Foreword
A word of explanation is perhaps in order. Our aim here is not to update our earlier paper “Modules unimodulaires”,
but rather to take advantage of this English version of [14] to rectify several deﬁciencies in the original paper. The easy
Proposition 2.1 was not stated in [14]. It will turn out to be essential to the proof of Theorem 3.1. All proofs of the
results stated in Sections 5.2 and 5.3 rely on Corollary 2.1 which was not stated in [14].
Theorem 5.7 shows how the well-known duality theorem of linear programming can be extended to polynomial
rings over linearly ordered ﬁelds. Next, the Dantzig simplex method is also extended to polynomial rings over linearly
ordered ﬁelds. This was essentially contained in the exposition of [13] but it was not clearly stated. A number of the
proofs there are not given here since they can easily be established by the reader.
Let us point out that the present version is intended to take into account further results published in 1974 [15], for
which the paper “Modules unimodulaires” [14] was a natural precursor.
For instance Farkás’Lemma [19], which is not considered in [14] has a more general setting in [15] (Section 3.2, see
Theorem 7) where unimodular modules are generalized to stable modules. Also, the proof of Theorem 11 in section
3 of [15] is essentially that of Theorem 5.5. Brieﬂy, in a stable module, the set of units in a ring R needed to deﬁne
unimodular modules is extended to any subset S ⊂ R such that SS ⊂ S.
Several proofs in [14] lead to algorithms. For instance the generators of the polar of a cone can be constructed by
using the constructive proof of the partition lemma (Lemma 5.1), which generalizes Minty’s lemma [35]. Remark 5.7
also points out that an algorithm exists to actually express any vector in a polyhedron as a linear combination of some
of the extreme points of that polyhedron. Such constructive arguments already appeared in the proof of the generalized
Farkás’ Lemma (Theorem 7) as well as in that of Theorem 11 in Section 3 of [15]. Let us also point out that the proof
of Theorem 4.1 is constructive. Michel Las Vergnas suggested an oriented matroid version of that result. It is still to be
found.
We thus emphasize that the present paper is not intended to update the paper [14] and in particular to quote all
subsequent results on oriented matroids ( introduced independently by LasVergnas [31], Bland [7] and Lawrence [33]).
An extensive account on oriented matroids can be found in [6] beside the original papers by Las Vergnas [32], and
Bland [8,9].
1.3. A ﬁrst insight
Basic examples of unimodularmodules over the ringZof integers are themodules spanned by the rows of a cyclomatic
matrix or a cocyclomatic matrix (see [3], [Section 15, Theorem 5 (Poincaré–Veblen–Alexander)]). Theorem 5.1 states:
Let L be a unimodular module in Gm. Every semi-positive vector x of L is positive linear combination of semi-positive
generators with supports contained in that of x. By the theorem of Poincaré–Veblen–Alexander, the module over Z
spanned by the rows of the incidence matrix of a graph is unimodular and its orthogonal module, denoted by L, is the
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module of ﬂows on the graph. Each component of a vector x ∈ L is the value of that ﬂow on an arc. A vector x in
that module which is semi-positive is a ﬂow with only 0 or strictly positive components on the arcs. Here the theorem
shows that such an x is a sum of (0, 1)-vectors corresponding to elementary circuits in the given graph. A weaker form
of Minty’s Lemma states that an arc in a graph belongs either to a circuit or to a cocircuit, but not both. The set of arcs
with strictly positive components is denoted by J. ThenJJL is the module of ﬂows on the graph obtained from the
given one by deleting all arcs on which the component of x is zero. The proof consists in exhibiting a circuit in that
reduced graph. Such a circuit exists since the existing ﬂow prevents any cocircuit to exist.
The striking fact is that these approaches yield results beyond the generalization to properties of unimodular modules
over Z that generalize modules of ﬂows in a graph. Considering minimal supports leads to results on polyhedra and
convex sets not only in Rn but also in products Gn of lattice ordered groups such as certain groups of numerical
functions. This mainly relies on the basic results which can be found in Bourbaki [11]. One of these basic facts is that
S[X] is a linearly ordered ring when S is linearly ordered. It is extensively used in the proofs and in algorithms where
it is shown in particular that degeneracy in linear programming can be avoided by considering those polynomial rings.
2. Machinery
2.1. The need for algebraic concepts
It was ﬁrst observed in [12] that properties of ﬂows and tensions in graphs, brought to the knowledge of the author
in [2], were properties of particular groups of vectors with integer coordinates that were called unimodular modules
because they are spanned by the rows of totally unimodular matrices. Totally unimodular matrices with entries over
the integers are introduced with incidence matrices of graphs. We refer to Chapter 15 of [3] for that topic.
To elementary cycles and cocycles as deﬁned in [2] correspond vectors withminimal supports in unimodular modules
with {1,−1, 0} components. The aim of the algebraic tools introduced here is to properly deﬁne inmore generalmodules
overAbelian groups, here denoted by G, unimodular modules for which we can state those properties in a more general
setting.
This section contains more than Chapter I of [14], in which some proofs are not complete. Proposition 2.1 is essential
for a complete proof of Theorem 3.1. On the other hand, Theorem 2.3 is essential in its turn for a complete proof of
Lemma 5.1. Several theorems need Lemma 5.1 for their proof. This is the case in particular for Theorems 5.2, 5.3, 9,
5.4 and 5.7.
2.2. The module GY
In the original paper [14] we suppose thatY is not ﬁnite. Here we conﬁne ourselves to the case whereY is ﬁnite. Every
ring considered here is unitary, i.e. its group of units is not empty. Let G be an Abelian group and S a commutative
unitary subring (ring with unity) of its ring of endomorphisms. The group S of invertible elements (or units) of S is
thus a subgroup of the group of automorphisms of S. The S-module G is simply denoted by G. The set {1, . . . , m} of
integers represents the ﬁnite set Y and x = (xi)i∈Y denotes an element in Sm. The support s(x) of x is
{i|i ∈ Y and xi = 0}.
The set of supports of elements of a submodule M of Sm, ordered by inclusion, is denoted by SM . An element (or
vector) x of M is said to be minimal if s(x) is minimal in SM\∅. A vector u of M is called a generator of M if it is
minimal and if all its non-zero components are units of S. A generator is called unitary when one of its components is
equal to one. Similarly, and more generally, GY denotes the S-module of families of elements in G indexed by Y, in
other words, m-tuples or vectors. Here x = (xi)i∈Y denotes an element in GY . Similarly
s(x) = {i|i ∈ Y and xi = 0}
and x is said to be minimal in a submodule L of GY if s(x) is a minimal element in the ordered set SL\∅ of all
non-empty supports of vectors in L.
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2.3. Unimodular modules and total unimodularity
2.3.1. Unimodular modules and echelon matrices
Let us consider in a submodule L of GY , submodules Ls consisting of zero and all minimal vectors with the same
support s. Then Ls is called a minimal submodule of L. Let us assume that Ls has the following property:
∀i ∈ s, {xi |x ∈ Ls} = G. (1)
Then for all pairs i′, i′′ in s, the mapping from G to G deﬁned by xi′ → xi′′ is surjective (every xi′′ of G has an inverse
image) and injective (the support s is minimal); it is thus an automorphism of G. If moreover that automorphism has
the form xi′ → xi′ =xi′′ , where  is an element of S, the set of units of S, then Ls is generated by (uig)i∈Y for a ﬁxed
u = (ui)i∈Y while g runs over G. If every minimal submodule of L enjoys that property then L is called a unimodular
module over S. In such a situation a vector u such that uG is a minimal submodule of L is called a generator of L.
Remark 2.1. From the above deﬁnition, a unimodular module L of Gm is ﬁnitely generated. Indeed a set U of
representatives cannot contain two generators with same support. Property 2.9 will then show that L is always generated
by a ﬁnite free set of vectors of Sm.
Deﬁnition 2.1. Let S be a commutative ring and L a submodule ofGY over S. If there exists a set U of non-zero vectors
in SY with invertible or zero components such that every minimal submodule in L has the form uG, u ∈ U , then L is
a unimodular module and u is called a generator of L. A unitary generator is a generator with one component equal to
one. If U is a minimal set with that property it is called a set of representatives of L.
Examples.
(1) When G = (S,+) = (K,+) where K is a ﬁeld, then all submodules of KY are unimodular. That example which
is the easiest, looks trivial, we will see that properties of unimodular modules bring new results to vector spaces.
(2) In the case where L is a submodule of SY , a generator is a minimal vector of L whose components are zero or
units of S. The module L is then unimodular if everyone of its minimal submodules contains a generator. This is
the case for S = Z and the module M of integer ﬂows of an oriented graph.
Property 2.1. Every non-zero vector of a unimodular module L is a sum of minimal vectors.
Proof. Let x ∈ L, x = 0 and let Ls be a minimal submodule of L, where s is contained in the support s(x) of x. By
(1) there exists a y ∈ Ls and i ∈ s such that yi = xi . Thus, s(x − y) is properly contained in s(x) and the proof follows
by induction on the size of s(x). 
Deﬁnition 2.2. An n×m matrix A of rank n with entries in a commutative ring S is locally unimodular if every n× n
subdeterminant of A is zero or a unit of S.
Deﬁnition 2.3. A matrix A with entries in a commutative ring S is totally unimodular if every subdeterminant of A is
zero or a unit of S.
Clearly a totally unimodular n × m matrix of rank m is locally unimodular.
Theorem 2.2 is a basic result in [14]. It relies on properties of matrices that we state here. Some of those properties
were known properties of totally unimodular matrices over the ring Z of integers before [14] was published. In the
following all matrices considered have entries in a commutative ring S. The proofs rely on elementary transformations.
An elementary transformation of an n×m matrix A is deﬁned as the product TA, where T is an invertible n× n matrix,
called an elementary matrix in which all unit vectors appear as columns except one.
Notation 2.1. Let G be a module over a commutative ring S. If A denotes an n × m matrix over a ring S, then the
product of A by the column vector x ∈ Gm is denoted by Ax. It is a column vector b ∈ Gn. We also write tA for the
product of the row vector t ∈ Sn by the matrix A. When we write cx then c ∈ Sm is a row vector and x ∈ Gm a column
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vector. In the same way we write tb for the scalar product of two vectors of Sn, thus t is assumed to be a row vector
and b a column vector. The ith row of A (resp. the ith component of b) is denoted by Ai (resp. by bi). The jth column
of A (resp. the jth component of x) is denoted by Aj (resp. by xj ). The matrix AI (resp. AJ ) consists of all rows Ai
(resp. columns Aj ) of A for i ∈ I (resp. for j ∈ J ).
Deﬁnition 2.4. An n × m matrix A is an echelon matrix if an n × n submatrix AJ of its column submatrices is the
identity matrix In.
Property 2.2 is readily veriﬁed.
Property 2.2. If A is a locally unimodular n × m matrix with rank n, then every echelon matrix with the form TA,
where T is an n × n matrix, is totally unimodular.
Property 2.3. If A is a non-singular totally unimodular n × n matrix, A−1 is totally unimodular.
Indeed [A, I ] is totally unimodular and so is [I, A−1], by Property 2.2. We have as a corollary:
Property 2.4. If A is a non-singular totally unimodular n × n matrix over S and b a column vector of the S-module
Gn, then Ax = b has a solution x ∈ Gn. If b is a unit vector in Sn, then all non-zero components of the solution x are
units of S.
Property 2.5. If A is a totally unimodular n × m matrix and AI any maximal subset of linearly independent rows of
A, then every row of A is a linear combination with invertible components of some rows in AI .
Proof. The statement readily follows from Cramer’s rule. 
Deﬁnition 2.5. Let A be an n × m matrix over S and b in Gn. The set {x|x ∈ Gm,Ax = b} is called a linear variety.
Proposition 2.1. Let A be an n×m totally unimodular matrix. The linear variety {x|Ax = b, x ∈ Gm, b ∈ Gn} is not
empty if and only if for all t in Sn, tA = 0 implies tb = 0.
Proof. If Ax = b, and tA = 0, then tb = tAx = 0.
Let AI be a maximal set of linearly independent rows of A and J a subset of indices such that the square matrix AIJ
is non-singular. By Property 2.4 there exists an x ∈ Gm such that xj = 0, ∀j /∈ J and AIJ xJ = bI . We then can write
AIx = bI . For i /∈ I , we have by Property 2.5 that ∃t ∈ Gn, tIAI = Ai . Since AIx = bI , then tIAI x = tI bI , which is
bi , by assumption. Thus Aix = tIAI x = tI bI = bi . Since this holds for all i /∈ I , then Ax = b. 
Property 2.6. Let L be a unimodular module of GY . If the n × m matrix A is an echelon matrix whose rows span the
set U of representatives of L, then every row of A is a generator of L.
Proof. Let i be any integer in {1, . . . , n} and u a generator of L whose support is contained in s(Ai), where Ai is the
ith row of A. Since u can be written as tA where t ∈ Sn, then only ti is not 0; u = tiAi where ti is a unit of S. Thus, Ai
is a generator of L. 
Property 2.7. Let it L be a unimodular module of GY with U as set of representatives. If the n × m matrix A is an
echelon matrix whose rows span the set U, then it is totally unimodular.
Proof. By Property 2.2 we may only prove that A is locally unimodular. Now by Property 2.6 we know that every
non-zero entry of A is a unit. Let AJ be any n × n non-singular submatrix of A. We have to prove that it is invertible.
Let T be an n × n invertible matrix such that TA is an echelon matrix with r unit vectors among the columns of TAJ
where r is as large as possible. We show that r = n. Since the rows of TA still span U, then every entry in TA is a unit,
by Property 2.6. We show that if r <n there exists an elementary matrix T ′ such that T ′TA is an echelon matrix with
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r + 1 unit vectors among the columns of T ′TAJ . Indeed let ei be the unit vector which is not in TAJ . Since TAJ is
non-singular, then there is a column in TAJ with a unit as the ith component. That column yields an elementary matrix
T ′ with the claimed property. This shows that AJ is invertible and A thus is locally unimodular. 
Property 2.8. Let L be a unimodular module of GY with U as set of representatives. Every maximal subset of vectors
in SU which consists of the rows of an echelon matrix is a basis of L.
Proof. Let A be an r × m matrix whose rows consist of a maximal subset with the stated property and let AJ be the
unit matrix Ir . Without loss of generality we assume that J = {1, . . . , r}. Let us assume that there exists a vector x of
L which is not spanned by the rows of A. The support s of x −∑j∈J xjAj is contained in {1, . . . , m}\J . Since s = ∅,
there exists a u ∈ U with s(u) ⊂ s. A matrix B is obtained by joining u as a last row to A. An elementary transformation
T maps B onto an (r+1)×m echelon matrixA′. However, each row ofA′ may no longer be in SU . Let g ∈ G, g = 0.
If for some ir the support of gA′i is not minimal then there exists a u′ ∈ U such that gu′ has a minimal support with
s(u′) ⊂ s(A′i ) and A′i will be changed for u′ in A′. Every i is checked in this way. An (r + 1) × m echelon matrix is
thereby obtained in which every row is in SU , contradicting the assumption. 
We have more precisely the following property.
Property 2.9. Let L be a unimodular module with U as set of representatives. Every unitary generator u is a row in
an n×m echelon matrix A whose rows are in SU and span L. Moreover, if B is any other echelon matrix which spans
L, then B is an n×m matrix and A has the form TB, where T is an n× n unimodular matrix. Every generator of L is a
linear combination of the rows of any echelon matrix whose rows span L.
Proof. The ﬁrst assertion is a consequence of Property 2.8. Let B be the echelonmatrix of the statement whereBJ =In′ .
Let u be a row of A. By Property 2.6, u is a generator of L. Let x be a minimal vector of L which has the form ug.
Then x =∑j∈J xjBij =∑j∈J ujgBij = (∑j∈J ujBij )g and there thus exists a t (u) ∈ Sn with invertible non-zero
components such that t (u)B = u. Let T be the matrix whose rows are the vectors t (u) where u runs over the rows of A.
Then T B =A and n′n. The same argument shows that conversely nn′. Thus, T is an n× n matrix and T BJ =AJ .
Now if AJ ′ = In then T BJ ′ = In. This shows that T is a unimodular matrix. 
Property 2.10. Let L be a unimodular module of GY with U as set of representatives. If the rows of an echelon matrix
A span L, then they span U.
Proof. By deﬁnition of a unimodular module L, if u ∈ U , then for every g ∈ G, x = ug is a minimal vector of L. By
assumption we have that x = tA, where t = (t1, . . . , tn) ∈ Gn. Since A is an echelon matrix, then AJ = In for a subset
J of {1, . . . , m}. Then tAJ = xJ = (ujg)j∈J where every component of (uj )j∈J is zero or a unit of S. We deﬁne the
mapping: {1, n} → {1,m}, i → ji where Aji is the ith unit column of AJ . Then t = vg, where vi = uji , i = 1, . . . , n
is zero or a unit of S. This shows that vA = u. 
Theorem 2.1. Let L be a unimodular module of the module Gm over the unitary ring S. Then a vector of Sm is a
unitary generator of L if and only if it is a row of some echelon matrix whose rows span L. Moreover, such an echelon
matrix is totally unimodular.
Proof. The necessary condition is the ﬁrst assertion of Property 2.9. The sufﬁcient condition follows from Property
2.6. Indeed if the rows of an echelon matrix A span L, then they span any set U of representatives of L, by Property
2.10. 
2.3.2. Characterization of unimodular modules in Gm and in Sm
Theorem 2.2. Let L be a submodule of GY , Y ﬁnite. Then L is a unimodular module if and only if it is spanned by the
rows of a totally unimodular matrix with entries in S.
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Proof. The condition is sufﬁcient.
We ﬁrst notice that the mapping from Gn to Gn deﬁned by z → zT , where T is a unimodular (thus invertible) matrix
with entries in S is a module isomorphism. Thus if the rows of the n × m matrix A span the module L, so do the rows
of the matrix TA, for a unimodular n × n matrix T. We then may assume by Property 2.2 that the considered module
L is spanned by the rows of a totally unimodular echelon n × m matrix A. Let x ∈ L be a minimal vector and let J be
chosen, |J | = n, so that AJ is invertible and s(x) ∩ J is minimal. Let TA be the echelon matrix with TAJ = In and
such that s(x) ∩ J is minimal. We will show that |s(x) ∩ J | = 1. If not let , ′ ∈ s(x) ∩ J,  = ′ and let A be the
unit vector eh. The support s(y) of y = x − (T A)hx is distinct from s(x) as it contains ′ but not . Since it cannot
be included in the minimal support s(x), then (T A)h has a non-zero component j in Y\(s(x) ∪ J ). Thus, the column
(T A)j yields an elementary matrix T ′ such that (T ′TA) is an echelon matrix with |((J\{})∪{j})∩s(x)|< |J ∩s(x)|.
This contradicts the minimality assumption on s(x) ∩ J .
Now, x being spanned by the rows of TA we have that x = x(T A)h which shows that it has the form ug, g ∈ G,
where the non-zero components of u are units of S.
The condition is necessary.
By Theorem 2.1 there exists a totally unimodular matrix A whose rows span a set U of representatives of L; on the
other hand L is spanned by U. 
2.3.3. Unimodular modules in Gm and in Sm
Theorem 2.3. Let G be a module over the ring S. If a submodule L of Gm is unimodular, then for any Abelian group
F the submodule M of Fm spanned by the vectors of a set U of representatives of L is a unimodular module. Moreover,
a vector of Sm is a generator of L if and only if it is a generator of M.
Proof. By Property 2.9 there exists an n×m echelon matrix A whose rows consist of a subset of SU and span L. It is
totally unimodular by Property 2.7. Moreover, every vector of U is a linear combination of the rows of A, by Property
2.10. Then the module M spanned by U in Fm is spanned by the rows of A. By the sufﬁcient condition of Theorem 2.2,
that module is unimodular. Now since the rows of A span M, every generator of M is a row in some echelon matrix TA,
by Property 2.9 applied to M. It thus is a generator of L, by Property 2.6. 
The following corollary will be very useful for several proofs stated in Section 3.5.
Corollary 2.1. Let L be a unimodular submodule of Gm and U a set of representatives of L. Then the module M
spanned by U in Sm is unimodular and U is a set of representatives of M.
Deﬁnition 2.6. Let L be a unimodular module of GY and U a set of representatives of L. Then the set
L⊥ = {y|y ∈ GY and ∀u ∈ U,
∑
i∈Y
uiyi = 0} (2)
is a subgroup of GY and S being commutative is a submodule of GY . It is by deﬁnition the orthogonal module of
L in GY .
Notice that M being the submodule spanned by U in SY , the module orthogonal to M in SY , being the module
consisting of all vectors y of SY satisfying
∑
i∈Y xiyi = 0 for all x in M, also is the module consisting of all vectors y
of SY satisfying
∑
i∈Y uiyi = 0 for all u in U.
Theorem 2.4. Let L be a submodule of GY , Y ﬁnite. Then the orthogonal module L⊥ of L is unimodular in its turn.
Moreover, L is the orthogonal module of L⊥ in GY .
By Property 2.2 L⊥ is seen to be spanned by the rows of a totally unimodular matrix. The assertion is thus a
consequence of Theorem 2.2.
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Deﬁnition 2.7. For every subset J of Y and every submodule L of GY , the projection J (L) is deﬁned by
J (L) = {(xi)i∈J |x = (xi)i∈Y ∈ L}
and the restriction J (L) as
J (L) = {x|x ∈ L and s(x) ⊂ J }.
Since minimal vectors of J (L) are minimal also in L, the following assertion holds.
Property 2.11. For every subset J of Y , the restriction J (L) of a unimodular module L is unimodular.
The following assertion also holds.
Property 2.12. Let L be a unimodular module. For every subset J of Y , the module J (L) is unimodular. Moreover,
it has a subset of J (U) as set of representatives.
We also have:
Property 2.13. Let L be a unimodular module. For every subset J of Y , the orthogonal module ofJ (L) isJJ (L⊥).
3. The feasibility theorem
3.1. Lattice ordered groups
We will follow [11] for our deﬁnitions. We only outline the classical properties needed.
Deﬁnition 3.1. A set E is ordered by a relation R ⊂ E × E if:
(1) (x, y) ∈ R and (y, z) ∈ R implies (x, z) ∈ R.
(2) (x, y) ∈ R and (y, x) ∈ R is equivalent to x = y.
Condition (2) implies ∀x ∈ E, (x, x) ∈ R.
Notation 3.1. When (x, y) ∈ R we write xy.
Deﬁnition 3.2. The element z is a majorant (minorant) of a subset X of an ordered set E if zx(zx),∀x ∈ X.
Deﬁnition 3.3. If z is a majorant (minorant) of X and belongs to X, then it is necessarily unique. Such a z is called the
greatest (least) element of X.
Deﬁnition 3.4. If the set of majorants of a subset X of E has a least element a ( a greatest element b) then a(b) is called
an upper bound (lower bound) of X.
Deﬁnition 3.5. If every ﬁnite subset X of an ordered set E has an upper bound and a lower bound then E is called a
lattice ordered set.
Notation 3.2. The upper bound (lower bound) of a ﬁnite set X is denoted by supX(inf X).
Property 3.1. If P is a subset of a commutative group G, containing 0 and such that P + P ⊂ P and P ∩ (−P) = 0
then set G is ordered by the relation xy ⇔ x − y ∈ P .
Deﬁnition 3.6. The set P is called the set of positives of G. Notice that in this deﬁnition, zero is considered positive.
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Deﬁnition 3.7. A group G satisfying Property 3.1 is called an ordered group.
Example 3.1. The module G is the vector space R[u] of polynomial functions over the linearly ordered ﬁeld R.
The monoid P is that of all polynomial functions which take positive values over the whole real line.
As a special case of the previous one, G is the vector space over R of trinomials. Here P is the monoid of trinomials
ax2 + bx + c with a > 0 and b24ac.
Deﬁnition 3.8. Let G be an ordered group. If every ﬁnite subset X of G has an upper bound then G is a lattice ordered
group.
Remark 3.1. Notice that, in an ordered group
xy ⇔ x − y ∈ P ⇔ −y − (−x) ∈ P ⇔ −x − y.
Thus, if a subset X of G has an upper bound a then −a is the lower bound for −X. From this it can be shown [11,
Proposition 7, Chapter 6, Section 10] that the condition above implies that the set G of a lattice ordered group G is a
lattice ordered set.
Notation 3.3. The set x + P (resp. x − P) is denoted by [x,∞] (resp. [−∞, x]). Such a set is called an interval. The
set G itself is also an interval. The set x + P ∩ (y − P) is denoted by [x, y]. Such a set is also called an interval, even
if empty.
Remark 3.2. The set [x, y] is empty unless xy. Indeed if there exists a z such that z ∈ x + P and z ∈ y − P , then
by transitivity we have that xy.
Deﬁnition 3.9. An ordered group G for which P − P = G is called a ﬁltrant group.
Remark 3.3 (Bourbaki [11]). In a lattice ordered group, we have that P − P = G. Indeed let x be any element in G
and a = sup{x, 0}. Then a ∈ P as well as a − x and x = a − (a − x).
3.2. Lattice ordered modules
Deﬁnition 3.10. An ordered ring S [11, VI, Section 2, 1] is a commutative unitary ring in which a subset Q called the
set of positives satisﬁes
Q1: Q + Q ⊂ Q
Q2: QQ ⊂ Q
Q3: Q ∩ (−Q) = 0.
The ring is a linearly ordered ring if moreover
Q4: Q ∪ (−Q) = S.
Deﬁnition 3.11. Let G be an ordered group which is a module over a unitary ordered ring S. We call it an ordered
S-module if QP ⊂ P .
Deﬁnition 3.12. If G is an ordered module over S with P as set of positives, then Gm is ordered in its turn with Pm as
set of positives, by Property 3.1. An m-tuple, element of Gm, is usually called a vector. In an ordered group a vector x
which is not 0 and for which some components are strictly positive (resp. strictly negative) and the others 0 is called
semi-positive (resp. semi-negative), as in [16]. We write x0 (resp. x0) and yx (resp. yx) if y − x0 (resp.
y − x0) when every component of the given vector is non-negative (resp. non-positive). Even if according to the
deﬁnition of an ordered module we should simply call it positive. This is because we need to distinguish positive
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vectors from vectors in which every component is strictly positive. We say that a vector x is strictly positive (resp.
strictly negative) and we write x > 0 (resp. x < 0 ) if xi > 0, i = 1, . . . , m (resp. xi < 0, i = 1, . . . , m).
Example 3.2. The module G is the module (Z,+) over the linearly ordered ring Z.
The module G is the vector space Rn over the linearly ordered ﬁeld R. Here P is the monoid of vectors in which
every component is non-negative.
The module G is the vector space of numerical functions, or continuous functions or Lebesgue measurable functions
over the linearly ordered ﬁeld R. Here P is the monoid of such functions which are positive.
The module G is the module K[X] of polynomials over a linearly ordered ring K[X] where K is a linearly ordered
ring and P =Q is the monoid of polynomials in which the highest degree term is positive.When K is a ﬁeld, any matrix
with entries in K is totally unimodular.
The module G is the module K(X) of polynomial fractions over a linearly ordered ring K[X] where K is a linearly
ordered ring and P is the monoid of polynomial fractions where the highest degree terms of both numerator and
denominator are positive. In K[X],Q is the set of polynomials in which the highest degree term is positive. When K
is a ﬁeld, any matrix with entries in K is totally unimodular.
3.3. The Ghouila–Houri axioms
Let G be a commutative group which is a module over the unitary commutative ring S. Here are (with a slight
modiﬁcation) the axioms of Ghouila-Houri [20].
Deﬁnition 3.13. A Ghouila-Houri family in G is a familyA of subsets of G satisfying
I1 X ∈A⇒ X ∈A,∀ ∈ S
I2 X ∈A and Y ∈A⇒ X + Y ∈A
I3 x ∈ X and X ∈A⇒ x ∈A
I4 Every ﬁnite family of elements inA in which every pair has a non-empty intersection has a common element.
Property 3.2. The setA of all intervals in a lattice orderedmoduleG over a linearly ordered ring S is aGhouila–Houri
family.
The proof is based upon some properties of intervals such as the following. x+P +y+P =x+y+P +P =x+y+
P ; [x, u]+[y, v]=[x+y, u+v]; x+P +y−P =x+y+P −P =x+y+G=G; (x+P)∩(y+P)=sup{x, y}+P ;
[x, u] ∩ [y, v] = [sup{x, y}, inf{u, v}]; for  ∈ S, [x, y] = [x, y] or [y, x] according as  ∈ Q or  ∈ −Q.
Deﬁnition 3.14. An interval is open to the left (resp. to the right) if it has the form [x+P ]\{x} or [x+P ]∩[y−P ]\{x}
(resp. [y − P ]\{y} or [x + P ] ∩ [y − P ]\{y}) or if it is G itself.
Property 3.3. The setA of all intervals open or closed to the left and to the right of G= (R[X],+) over the linearly
ordered ring R is a Ghouila–Houri family.
3.4. The feasibility theorem
Remark 3.4. For a given n×m matrix A with entries in S and a given b ∈ Gn, let us consider the linear variety {x|x ∈
Gm and Ax = b} (Deﬁnition 2.5). We will consider such linear varieties in the case where A is totally unimodular and
such a linear variety is then called a unimodular variety. When such a linear variety is deﬁned as {x|Ax = b}, it is
assumed non-empty, thus by Proposition 2.1 the condition ∀t ∈ Sn, tA = 0 → tb = 0 is assumed to be satisﬁed. We
thus point out that in the following statement, it is assumed that the unimodular variety {x|x ∈ Gm and Ax = b} is not
empty.
The feasibility theorem below had been ﬁrst proved in [12] for unimodular Z-modules of GY , Y ﬁnite.
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Theorem 3.1. LetA be a Ghouila-Houri family in an S-module G and A be an n×m totally unimodular matrix with
entries in the ring S. Let (j )j=1,...,m be a family of elements inA.The unimodular varietyV={x|x ∈ Gm and Ax=b}
meets the set (1 × · · · × m) if and only if, for every generator u =∑1 intiAi of a set U of representatives of the
unimodular module L spanned by the rows of A, we have that
∑
1 in
tib
i ∈
∑
1 jm
ujj .
Proof (Necessity). We have
b = Ax, x ∈ = (j )j=1,...,m and tA = u ∈ U ⇒ tb = tAx = ux ∈
∑
1 jm
ujj .
(Sufﬁciency): We ﬁrst show that after possibly deleting rows, A can be considered an n × m matrix with rank n.
Assuming that V is not empty, we know that there is an x ∈ Gm such that Ax = b. Let A be an  ×  matrix with
rank n, >n. Without loss of generality, we may assume that the ﬁrst n rows of A are linearly independent. Let u be a
generator of L and tA=u. There then exists a unique vector t ′ ∈ S ∪{0} with 0 components in the last −n positions
such that t ′A= u. Thus (t − t ′)A= 0, (t − t ′)Ax = (t − t ′)b = 0. Since tb = t ′b the hypothesis of the theorem holds
when restricting A to its ﬁrst n rows. We now assume that A is a n × m matrix with rank n. The theorem holds for all
n × n matrices with rank n. Indeed A is then invertible and the jth component of x will be the jth component A−1b
which by assumption belongs to j . The theorem also holds for a 1 × m matrix A with rank 1. The matrix A is then
reduced to a generator and the hypothesis means that there exists a value xi in i , i = 1, . . . , m such that Ax = b. The
assertion is assumed to hold for every n × (n + r − 1) matrix with rank n and every (n − 1) × (n − 1 + r) matrix
with rank n − 1, for all n. It must be veriﬁed for every n × (n + r) matrix with rank n. The induction works since to
r = 1, n × (n + r − 1) corresponds an n × n of rank n, and to n = 1 and r = m corresponds a matrix with size1 × m.
Let A be an n× (n+ r) totally unimodular matrix. We know by Property 2.2 that L is spanned by the rows of a totally
unimodular echelon matrix and we may assume that the column An+r of A is a unit vector with A1n+r = 1. It is readily
seen that, for every u ∈ U, un+r may be assumed to be 1 or 0. Let U1 be the subset of U with un+r = 1 and U2 that
with un+r = 0. Let B be the matrix obtained by deleting the column An+r from A. We ﬁrst show that the proof will be
completed if we prove that
∃ ∈ n+r and x ∈ (j )j=1,...n+r−1 such that Bx = b − An+r .
We ﬁrst notice that B has rank n − 1 if and only if its ﬁrst row is the 0-vector. In that case  can be set to b1 which
is in n+r by assumption and we have to show, by induction, that the assumption of the theorem holds for the matrix
(n − 1) × (n − 1 + r) obtained by deleting the ﬁrst row of B. This is straightforward since the set of generators to be
considered is then U2. If B has rank n, then B is an n× (n+ r − 1) matrix and by our induction hypothesis we have to
ascertain that the hypothesis holds for that matrix. It certainly holds as far as the subset U2 of generators is concerned
since for all t such that tA = u ∈ U2,
t (b − An+r ) = tb ∈
∑
1 jn+r−1
ujj .
As a consequence of Property 2.12, the projection on the ﬁrst n+r−1 components of U contains a set of representatives
of the unimodular module spanned by the rows of B. We thus still must show that there exists  ∈ n+r such that
∀tA = u ∈ U1, t (b − An+r ) = tb −  ∈
∑
1 jn+r−1
ujj .
In other words, we must show that there exists  in n+r such that for every t with tA = u ∈ U1, we have that
tb ∈
∑
1 jn+r−1
ujj + .
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This is equivalent to
−n+r
⋂
tA=u∈U1
⎛
⎝ ∑
1 jn+r−1
ujj − tb
⎞
⎠ = ∅.
Under our assumption, we have
tA = u ∈ U1 ⇒ −n+r ∩
⎛
⎝ ∑
1 jn+r−1
ujj − tb
⎞
⎠ = ∅.
Then, invoking axiom I4, it is enough to prove that:
⋂
tA=u∈U1
⎛
⎝ ∑
1 jn+r−1
ujj − tb
⎞
⎠ = ∅.
We use the induction hypothesis for this. LetD be thematrix obtained by deleting the ﬁrst rowA1 ofA, and d the element
of Gn−1 obtained by deleting the ﬁrst component b1 of b. Then D is a (n− 1)× (n− 1+ r) totally unimodular matrix
of rank n − 1 augmented with a (n + r)th column in which every component is 0. Thus, its rows span the unimodular
module 1,...,n−1+rL for which U2 is a set of representatives, by Property 2.11. Then, under our assumption the linear
variety Dx = d meets (′j )j=1,...,n+r , where ′j = j for j = 1, . . . , n − 1 + r and where ′n+r is any element in
A. There exists a solution x∗ ∈ (′j )j=1,...,n+r where x∗n+r can be assigned an arbitrary value in G. We set x∗n+r = 0
. We then change x∗ to x† where we set x†j = x∗j , j = 1, . . . , n − 1 + r and x†n+r = b1 − A1x∗. We now have
Ax† = b and consequently the unimodular variety V = {x|x ∈ Gm and Ax = b} meets the set (′j )j=1,...,n+r for
′j = j , j = 1, . . . , n − 1 + r and ′n+r = b1 − A1x∗. Then by the necessary condition of the theorem
∀u ∈ U1, u = tA, then, tb ∈
∑
1 jn+r−1
ujj + n+r .
Since n+r is reduced to the single element {x†},
−x† ∈
⋂
tA=u∈U1
⎛
⎝ ∑
1 jn+r−1
ujj − tb
⎞
⎠ . 
3.4.1. A geometric statement
We here give a geometric form of the Feasibility Theorem. The unimodular varietyV = {x|x ∈ Gm and Ax = b}
is actually the translate by any of its vectors of the module M = {x|x ∈ Gm and Ax = 0} which is unimodular by
Property 2.4, since A is a totally unimodular matrix.
Deﬁnition 3.15. A primitive hyperplane in Gm associated with M⊥ is a hyperplane of the form {x|ux = } where u
is a generator of M⊥. It is denoted by H.
Property 3.4. Every primitive hyperplane H associated with M⊥ that contains the unimodular varietyV= {x|x ∈
Gm and Ax = b} translated from M has the form Htb = {x|ux = tb} for u = tA.
Proof. Let H = {x|ux = } be a primitive hyperplane containingV. Then if Ax = b we have that x ∈ H, that is
ux = . By deﬁnition u = tA and thustb = tAx = . 
Here is the geometric form of Theorem 3.1.
Theorem 3.2. LetA be a Ghouila-Houri family in an S-module G and A be an n×m totally unimodular matrix with
entries in the ring S. Let (j )j=1,...,m be a family of elements inA.Theunimodular varietyV={x|x ∈ Gm and Ax=b},
translated from the unimodular module M meets the set (1 × · · · × m) if and only if every primitive hyperplane
associated with M⊥ that containsV meets .
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3.4.2. A ﬁrst example of applications: linear inequalities
As a ﬁrst application of Theorem 3.1 we give an formulation of the Ky Fan Theorem [18] which is there stated for G
the additive group of real numbers and S the ﬁeld of real numbers. Here G can be for instance a lattice ordered group
of numerical functions or the group (Q[X],+) equipped with some ordering.
Theorem 3.3. Let G be a lattice ordered module over the ring S and A a totally unimodular n×m matrix with entries
in S. The system of linear inequalities Axb, x ∈ Gm, b ∈ Gn is feasible if and only if for every t0 in Gn, tA= 0
implies tb0.
Proof. The necessary condition is obvious. For the sufﬁcient condition, let B = [A,−I ] and consider the system
Bz = b, z =
[
x
y
]
, y0. (3)
This is clearly equivalent to the given system. In view of Theorem 3.1 the set j is G for j = 1, . . . , m and P for
j =m+ 1, . . . , m+ n. Only the vectors u ∈ U which have zero components for j from 1 to m will impose conditions.
As for the other generators u = tB, if we have both uj > 0 and uk < 0 for j, k = m + 1, . . . , m + n then there is no
condition on tb either since P −P =G for a lattice ordered group which is a ﬁltrant group, by Remark 3.3.We thus have
only to consider generators tB for which either t0 or t0. If t0 the sufﬁcient condition of Theorem 3.1 requires
tb to be non-positive since then tb= u has only negative components uj in the set [m+ 1,m+ n]. For a semi-negative
t there is no other condition to be satisﬁed since then −t is semi-positive. 
Remark 3.5. Notice that Theorem 3.1 just requires that the condition tA= 0 implies tb0 be satisﬁed for a ﬁnite set
of vectors t.
3.5. Decomposition of positive elements in a unimodular module over a lattice ordered group
Let G be a lattice ordered group. Here is the statement of the decomposition theorem [11, Theorem 1, Chapter 6,
Section 10].
Theorem 3.4. Let (xi)1 ip and (yj )1 jq be two ﬁnite sequences of positive elements in a lattice ordered group
G such that
∑p
i=1 xi =
∑q
j=1 yi . There exists a doubly indexed sequence (zij )1 ip,1 jq of positive elements of G
such that xi =∑qj=1zij for all i, and yj =∑pi=1zij for all j.
Proof. Let us denote by E (resp. by F) a set {ei, 1 ip} (resp. a set {fj , 1jq}). We also denote E ∪ F by L.
The matrix A will have its rows indexed by L and its columns by E × F . It is deﬁned by
A,(e,f ) = 1 or − 1, according as  = e, or  = f, else A,(e,f ) = 0. (4)
It is the incidence matrix of vertices versus arcs of the bipartite graph (L,U)where (e, f ) ∈ U if and only if e ∈ E, f ∈
F . This matrix is known to be totally unimodular over Z. Let b be the vector (x1, . . . , xp,−y1, . . . ,−yq)T. Theorem
3.1 is now invoked. We write Az = b, z(e,f ) ∈ (e,f ), with (e,f ) = P,∀(e, f ) ∈ E × F . Clearly, the assumption in
the statement is that the corresponding unimodular variety is not empty. Knowing that every semi-positive generator
of the given unimodular module corresponds to an elementary oriented cocycle [4, pp. 12,13] of the graph (L,U), all
semi-positive generators are simply the rows of the matrix A. It is now easily veriﬁed that the sufﬁcient condition of
Theorem 3.1 is fullﬁlled. 
4. Dantzig’s simplex method and a special basis
4.1. Introduction and deﬁnitions
Dantzig’s simplex method is not explicitly described here. However, the constructive proofs that we give make use
of it, and its importance is emphasized in that way. The perturbation method due to Charnes andWolfe on how to avoid
degeneracy is integrated into the proofs.
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We establish the partition lemma, which generalizes Minty’s coloring lemma in graph theory.
Let A be an echelon matrix with entries in S whose submatrix obtained by deleting its ﬁrst row is totally unimodular.
A module over S spanned by the rows of A is called semi-unimodular and A is a semi-unimodular echelon matrix. We
always assume that no column of A is the zero vector.
4.2. A special basis
Deﬁnition 4.1. Let us consider the following ordering on the set of indices of entries of an n × n matrix:
(i, j)(i′, j ′) ↔ i < i′ or (i = i′) and jj ′.
The additive group of n × n matrices with entries in a linearly ordered commutative ring is then linearly ordered also;
a matrix is positive if its non-zero entry with highest index is positive [11].
Remark 4.1. The deﬁnition above is analogous to that of a positive polynomial. A polynomial anXn + · · · + a0 is
positive if the non-zero coefﬁcient with highest degree is positive.
Let A be an n × m echelon matrix, semi-unimodular over a linearly ordered ring S. Let the ﬁrst column of A be the
ﬁrst unit vector [1, 0, . . . , 0]T.
Let C be the set consisting of all inverses of n × n invertible matrices which are submatrices of the matrix [A,−A]
and have as ﬁrst column the ﬁrst unit vector. LetC ⊂ C be the set of those matrices such that in every row, the non-zero
component with highest index is positive. Let us observe that for every T ∈ C the matrix TA is a semi-unimodular
echelon matrix.
Theorem 4.1. Let T be the greatest of all matrices in C. Then in each column of TA all entries have the same sign.
Proof. Let B = TA and consider the set of columns of D = [B,−B] which have entries with opposite signs. Assume
that this set is not empty. We show that this implies that there exists another matrix T ′ which is greater than T. Let 
be the smallest index of a non-zero entry of a column Bj ′ in that set. Thus for a certain t > , Bj ′ = 0 and Bj ′Btj ′ < 0.
Thus, there exists a column Dj in D such that Dj < 0 and at least one entry of Dj is strictly positive.
Let x be the column vector obtained by transposing the n-tuple (Xn−1, Xn−2, . . . , 1), element of the additive group
(S[X])n. This group is isomorphic to the additive group of n × n matrices over S and the isomorphism carries over to
(S[X])n the structure of a linearly ordered group, as deﬁned above. On the other hand, S[X] is a linearly ordered group
in which the positive elements are all polynomials in which the greatest degree term is positive. Let s be such that:
(T x)s
Dsj
= min
Dtj>0
(T x)t
Dtj
(5)
and let us consider the matrix
T ′ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 . . . 0 . . . 0
0 1 0 . . . 0 . . . 0
...
...
... . . .
... . . .
...
0 0 1 . . . −D

j
Dsj
. . . 0
...
...
... . . .
... . . .
...
...
...
... . . . 1
Dsj
. . .
...
...
...
... . . .
... . . .
...
0 0
... . . . −D
n
j
Dsj
. . . 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.T . (6)
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Notice that  is smaller than n but can be equal to 1. Since D = T [A,−A] is an echelon matrix, the matrix T ′[A,−A]
is an echelon matrix also. We show that T ′ belongs to C. It sufﬁces to verify that all coefﬁcients of the polynomial
vector T ′x are strictly positive in S[X]. By assumption, all coefﬁcients of Tx are strictly positive in S[X] and, for all
t < , we have (T ′x)t = (T x)t . For t and t = s,
(T ′x)t = (T x)t − D
t
j (T x)
s
Dsj
. (7)
If Dtj 0, the assertion holds since ((T x)s/Dsj )> 0 and if Dtj > 0, it also holds, by (5) and by the fact that, since T is
invertible, (T x)t = (Dtj (T x)s)/Dsj for t = s. Moreover the ﬁrst column of T ′ is the ﬁrst unit vector, since s > . Since
Dj is strictly negative, (T
′x) > (T x). This proves that T ′ is greater than T in C. 
Remark 4.2. Theorem 4.1 shows that given an n × m semimodular echelon matrix A, without zero column, there
always exists a square n×n submatrix T −1 of A such that TA is an echelon matrix with the property that every column
is either semi-positive or semi-negative. In particular, an n × m matrix B with rank n over a ﬁeld, for instance over
the ﬁeld R, can be transformed into an echelon matrix A = CB where C in the inverse of some n × n submatrix of
B. Notice that every matrix over a ﬁeld is totally unimodular and hence semi-unimodular. Another way of stating this
property is the following. Given an n×m semi-modular echelon matrix A, say of rank n, there always exists a subset B
of n columns of A such that after possibly replacing each one of a subset of columns of A by its opposite, every column
of A is a positive linear combination of columns in B. That set B is what we call a special basis.
This can be stated as the following property:
Corollary 4.1. Let A be an n×m matrix with rank n over an ordered ﬁeld without zero column. There exists an n× n
submatrix T −1 of A such that every column in TA is either semi-positive or semi-negative.
The following corollary is an easy consequence of Theorem 4.1
Deﬁnition 4.2. The module spanned by the rows of a semi-modular matrix A over S is called a semi-modular module.
Corollary 4.2. For a semi-unimodular matrix module M of Sm exactly one of the following assertions holds.
(1) To every j, 1jm, there corresponds a generator u0 of M with uj > 0.
(2) There exists a positive generator v in M⊥.
Proof. After reindexing the columns of A, the matrix TA of Corollary 4.1 can be written as TA = [In, B] (where I
denotes the  ×  identity matrix).
(I) Let us show that assertion (1) holds if and only if B0. The condition is sufﬁcient since the rows of TA are
generators, by Theorem 2.1. Now if a column Bj of B were semi-negative there could not exist a semi-positive
generator u with uj > 0. For such a u necessarily has strictly positive components among the ﬁrst n ones and is
thus a linear combination with positive components of the rows of TA. Then Bj 0 implies that uj 0.
(II) Let us now show that assertion (2) holds if and only if B has a column which is semi-negative. The condition is
sufﬁcient since the rows of [BT,−Im−n] span M⊥ and among those rows which are generators of M⊥, one is
semi-negative. Conversely if v is a positive generator in M⊥, then one of its components vj is strictly positive.
This shows that B cannot have all non-negative components, otherwise some row u ofTA would have a component
uj > 0. But u is in M and the scalar product 〈v, u〉 must be zero. 
Corollary 4.3. In a directed graph one of the following assertions hold, but not both: (1) There does not exist a
cocircuit. (2) Each arc belongs to a circuit.
Remark 4.3. The matrix T such that in each column of TA all entries have the same sign is not necessarily unique.
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Let
[A,−A] =
[
1 0 −1 −1 0 1
0 1 −1 0 −1 1
]
.
Now consider the following matrices:
T1 =
[
1 0
0 1
]
, T2 =
[
1 0
1 −1
]
, T3 =
[
0 −1
1 −1
]
.
The matrix T1 is that obtained by the algorithm since no column in [A,−A] has two entries with opposite signs. The
matrix T2 also is inC and is greater than T1. This shows that the algorithm does not necessarily give the greatest matrix
in C. The matrix T3 is in C but not in C; however, there is no column with opposite signs in T3A.
4.3. A direct construction on graphs
We refer to the glossary in the end of [4] for terminology. In Section 16 of [3] an algorithm is given for ﬁnding a
basis of independent cycles in a directed graph. To every tree there corresponds such a basis. Each edge in the cotree
yields a basis vector. The matrix C whose rows consist of a basis of cycles is called a cyclomatic matrix. Notice that C
is an echelon matrix in which the columns of the identity matrix are those of all edges in the cotree. In view of Remark
4.2, there exists an orientation of the edges of any graph for which a cyclomatic matrix exists in which all entries are
on-negative. In other words, there always exists a tree in a graph, and an orientation of that tree and its cotree such
that the cycles associated with the tree consist of circuits. That tree is an arborescence. Any vertex in the graph can be
the root for such an arborescence, and an algorithm for constructing such orientations directly on graphs is given by
Crestin (see [4, Theorem 14]).
5. Some applications of Dantzig’s simplex method and of the feasibility theorem
5.1. The partition lemma for unimodular modules
This lemma generalizes Minty’s coloring lemma, well known as a powerful tool for proofs in graph theory, as in [2].
A ﬁrst generalization of Minty’s lemma was proved in [12] in the case of unimodular modules over the integers.
Lemma 5.1. Let S be a linearly ordered ring. Let M be a unimodular module of SY = Sm. Let a partition of Y :
Y = Y1 ∪ Y2 ∪ Y3 with Y1 = ∅ be given. For any ﬁxed j ∈ Y1, exactly one of the following assertions holds:
1. There exists a generator u of M with uj > 0, ui0, for all i in Y1 and ui = 0 for all i in Y3.
2. There exists a generator v of M⊥, the orthogonal module of M, with vj > 0, vi0, for all i in Y1 and vi = 0 for all
i in Y2.
Proof. Let A be a totally unimodular matrix n × m of rank n whose rows span M. Clearly, the columns of A can be
ordered arbitrarily without modifying the assertions of the lemma. The ﬁrst column is that indexed by {j}.
The next r1−1 columns consist of a largest subset of columns indexed by Y3, which are linearly independent together
with {j}. We denote by Y31 the set of indexes of those columns. The set Y3\Y31 is denoted by Y30. The next r2 columns
consist of a largest subset of columns indexed by Y1\{j} which are linearly independent together with Y31 ∪ {j}. We
denote by (Y1\{j})1 the set of indexes of those columns. The rest of Y1\{j} is denoted by (Y1\{j})0.
We next denote by Y21 the set of indexes of a largest subset of columns indexed by Y2 which are linearly independent
together with Y31 ∪ {j} ∪ (Y1\{j})1. The size of that set is r3 and we have that n = r1 + r2 + r3. We ﬁnally denote by
Y20 the set of indexes of the remaining columns of A.
It is nowpossible to obtain an echelonmatrixBwith the following shape, bymeans of a left unimodular transformation
of A by an n × n matrix T.
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Row indexes j Y31 Y30 (Y1\{j})1 (Y1\{j})0 Y21 Y20
1 1 0 · · · 0
... 0 1
...
. . . 0 0
r1 0 1
r1 + 1 0 1
... 0 0
. . . 0
r1 + r2 0 1
r1 + r2 + 1 0 1
... 0 0 0 0
. . .
r1 + r2 + r3 0 1
To be precise the submatrices B{j}∪Y31[1,r1] , B
(Y1\{j})1[r1+1,r1+r2], B
Y21[r1+r2+1,r1+r2+r3], are unit matrices. A zero means that all
entries in that delimited part of the matrix are 0. In the remaining parts of the matrix nothing is written. Entries may take
any values from S ∪ {0} in those parts. We will now possibly change the matrix T for another one but only modifying
entries in those remaining parts. The ﬁrst row of B is a generator u of M. If it has a non-zero component with index
k in Y30, the index k is that of a column Bk which deﬁnes, as follows, a vector v ∈ M⊥ for which the only non-zero
components are in Y3 ∪ {j}. The component vj is set to B1k , vk is set to −1, and all components vi for i = j and i not
in Y3 are set to zero. The other components of v are set to the values of the non-zero components Bik, i = 2, . . . , r1
such that v is in M⊥. Thus, either v or −v satisﬁes assertion 2.
We now assume that all components of u with index in Y3 are 0. If there is an index  such that u is strictly negative,
then u will not verify assertion 1. If so we shall show that there is a v ∈ M⊥ that veriﬁes assertion 2. With this aim,
we refer to the proof of Theorem 4.1 while considering the column B of B. If it has positive components with indexes
in the range [r1 + 1, r1 + r2], there exists an elementary transformation as described in relation (6) such that T ′ is
greater than T in C, according to Deﬁnition 4.1. We consider the greatest matrix T ∈ C obtained by elementary
transformations restricted to the condition that, at each step, for the strictly positive entry 1/Bs , the index s is in the
range [r1 + 1, r1 + r2]. Then TA has still the shape shown above and is such that if u has a negative component with
index  in (Y1\{j})0 then necessarily all components of Bk with indexes in the range [r1 + 1, r1 + r2] are negative.
This shows that a vector v ∈ M⊥ corresponds to the opposite of Bk with a strictly positive component with index j, all
positive components in Y1, and 0 components elsewhere, except possibly those with indexes in Y3. This is easily seen
because the support of v is contained in Y1 ∪ Y3. 
5.2. Decomposition of a semi-positive vector in a unimodular module over a linearly ordered group
In this section, the module G over the linearly ordered group S is linearly ordered. We draw the reader’s attention to
relation (8), which requires a linearly ordered group G. Thus, all applications of Lemma 5.1 will require that hypothesis,
too.
A straightforward application of the partition lemma is the following.
Theorem 5.1. Let L be a unimodular module in Gm. Every semi-positive vector x of L is positive linear combination
of semi-positive generators (in Qm) whose supports are contained in that of x.
Proof. We are entitled by Corollary 2.1 to consider the unimodular module M in Sm spanned by the generators of L.
We apply Lemma 5.1 to JJM where J = s(x). In the hypothesis of Lemma 5.1, we set Y1 = J and Y3 = Y2 = ∅.
The module JJM is unimodular by virtue of Property 2.11 and its orthogonal is JM⊥, by Property 2.13. There
is no generator w ∈ QJ ∩JM⊥ since the scalar product∑j∈Jwjxj cannot be 0. Thus, there exists a generator u of
QJ ∩JJM which is the projection of a generator of JM , by Property 2.12. By deﬁnition of JM , all components
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of u with indexes in [1,m]\J are 0, and since u is a minimal vector in JM , it is minimal in M, and is thus a positive
generator of M whose support is contained in J = s(x). Let
= min
uj>0
xj
uj
. (8)
The support of x − u is smaller than that of x and since x − u0 we conclude the proof by induction. 
Remark 5.1. The proof of Lemma 5.1 contains an algorithm very similar to the simplex method to ﬁnd a vector
satisfying condition 1 or condition 2. Therefore, given a semi-positive vector in a unimodular module, its decomposition
into semi-positive generators can be found.
Theorem 5.2. Let L be a unimodular module in Gm. If L contains a strictly positive vector x then L is spanned by its
semi-positive generators.
To show this we consider any generator u which has at least one strictly positive component, and any g ∈ G, g > 0.
We show that gu is a linear combination of semi-positive generators. The proof then follows from Theorem 2.1. By
Theorem 5.1 there exists a subset V ⊂ U of semi-positive generators such that x =∑v∈V gvv. Let vt be the smallest
non-zero component of v and let v′ = v/vt . We then see that to every v ∈ V there corresponds a v′ such that every
non-zero component of v′ is larger than 1. We now consider any generator u and any g ∈ G, g > 0. Let y = g∑v∈V v′.
Notice that every component of y is larger than g. Considering the largest positive component uj of u, we construct
u′ = u/uj . Then every positive component of gu′ is smaller than g. We have that y − gu′0. Finally, y, and also
y −gu′, is a positive linear combination of semi-positive generators. Thus, gu′ = y − (y −gu′) is a linear combination
of semi-positive generators and also guju′ = gu.
5.3. Farkás Lemma and totally unimodular matrices
We conﬁne ourselves to the case where G is the linearly ordered module (S,+) over a linearly ordered ring S. The
modules described in the ﬁrst and in the last two examples in Examples 3.2 are suchmodules. To give a concretemeaning
of those results the reader can think of G as the group of polynomials (K[X],+)where K is any linearly ordered ﬁeld. In
that case any matrix with entries in K is totally unimodular. Two orderings for (K[X],+) are considered.A polynomial
is in P is its highest (resp. its lowest) non-zero degree term is positive.
Deﬁnition 5.1. A cone in G is a set of vectors closed under addition and multiplication by positive elements of S.
A cone is ﬁnitely generated when it is spanned by a ﬁnite set of vectors of G.
The following deﬁnition generalizes a familiar one for cones in Rn.
Deﬁnition 5.2. Let A be an n×m matrix over S of rank n. The cone Aˆ over S is the set of vectors of Gn spanned with
positive coefﬁcients of G by the columns of the matrix A.
Recall that 0 is considered as belonging to the set P of positives of G.
Deﬁnition 5.3 (Goldman and Tucker [22]). Let A be any n × m matrix with entries in S. The polar cone Aˆ of Aˆ is
the set {t |tA0, t ∈ Gn}.
Deﬁnition 5.4. When A is a totally unimodular n×m matrix over S of rank n, the cone Aˆ over S is called a unimodular
cone.
The following theorem generalizes to unimodular cones a theorem proved by Minkowski [34] for ﬁnite-dimensional
real vector spaces. To be precise we show that the polar Aˆ of Aˆ is spanned by vectors of Sn with positive coefﬁcients
in G. Moreover, we show that there is a ﬁnite number of such generators.
Theorem 5.3. The polar of a unimodular cone over a linearly ordered group G is ﬁnitely generated.
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Proof. Let U be a set of representatives of the unimodular module spanned by the rows of A. By Theorem 5.1 every
semi-negative vector tA, t ∈ Gn, is a positive linear combination of semi-negative generators. Let U− be that set of
semi-negative vectors of U. Since n is the rank of A, to every u ∈ U there corresponds a unique v ∈ Sn such that
vA = u. Let V− = {v|vA = u, u ∈ U−}. Then Aˆ is spanned by V−, which is ﬁnite. 
Notation 5.1. In view of Theorem 5.3 we are entitled to deﬁne the polar of the polar of a unimodular cone. Let us
denote by V− the matrix whose columns consist of the set of vectors V− = {v|vA = u, u ∈ U−} deﬁned above. Then
the polar of Aˆ is deﬁned as Vˆ−.
Theorem 5.4. Let A be a totally unimodular n × m matrix over the ring S and Aˆ the cone spanned by the columns of
A in Gm, where G is a linearly ordered group. Let us denote by C the polar Aˆ of Aˆ. Then the polar C of C is Aˆ.
Proof. Let Ax = b be a vector of Gm. We will show that b is in Aˆ, in other words that x is semi-positive if and
only if b lies in the polar of Aˆ. We apply Theorem 3.1 which provides necessary and sufﬁcient conditions for b to
be in Aˆ. The intervals i all are [0,∞]. If a generator u = vA has both positive and negative components, then vb
always is in
∑
1 jm ujj = S. Thus, the sufﬁcient condition of Theorem 3.1 reduces to considering semi-positive
or semi-negative generators u. Since vA0 ⇒ (−v)A0 we only consider semi-negative u′s. Thus, b is in Aˆ if and
only if
u = vA, u0 ⇒ vb ∈
∑
1 jm
ujj ⇔ vb0. (9)
But by Theorem 5.1 every semi-negative vector vA is a positive linear combination of semi-negative generators. Thus,
(9) is satisﬁed if and only if vb0 whenever vA0, i.e. if and only if b is in the polar of Aˆ. 
Remark 5.2. Notice that Theorem 5.4 can be extended to matrices with rank smaller than n. In that case the polar Aˆ
is the direct sum of a unimodular module orthogonal to the columns of A and a cone which has the same rank as Aˆ.
Corollary 5.1. Let A be an n × m totally unimodular matrix. The cone Aˆ contains all semi-positive vectors of Gn,
G a linearly ordered group, if and only if the polar Aˆ of Aˆ only contains negative vectors, i.e. if and only if
tA0 ⇒ t0.
Proof. Observe that the sufﬁcient condition implies that A has rank n since tA = 0 ⇒ −tA = 0. We ﬁrst have to
prove that every vector in Aˆ is semi-negative if Aˆ contains all semi-positive vectors of Gm. By assumption, the cone
spanned by the columns of A over S contains every unit vector of Sm. Thus, the condition is necessary because the
scalar product of every vector t of Aˆ with every unit vector of Sm should be non-positive. Indeed such a unit vector
is written A,  ∈ Sm, for some 0, and tA0 implies tA0. For the sufﬁcient condition, the assumption is that
every vector in Aˆ and, in particular, in the set V of generators of Aˆ is semi-negative. Now Theorem 5.4 states that
the condition for a vector to be in Aˆ is that the scalar product with all vectors in the set V of generators of Aˆ be
non-positive. This holds for every semi-positive vectors of Gn. 
Remark 5.3. For the next proof, the reader should bear inmind that, in an ordered groupG, if g1, g20 and g1+g2=0,
then g1 = g2 = 0. Indeed g1 = −g2 implies that gi ∈ P ∩ (−P) which is {0} by Property 3.1.
Deﬁnition 5.5. A totally unimodular matrix is normalized if the ﬁrst non-zero component in each column is 1.
Corollary 5.2. Let A be an n × m normalized totally unimodular matrix. If the cone Aˆ contains only semi-positive
vectors, it is the opposite of its polar if and only if A contains the identitymatrix as a submatrix and possibly semi-positive
vectors.
Proof. If Aˆ is the opposite of its polar then the polar of Aˆ contains only semi-negative vectors. Therefore, by the
sufﬁcient condition of Corollary 5.1, Aˆ contains all semi-positive vectors. Since it cannot contain any other vector, by
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assumption, the columns of A are all semi-positive. Clearly, all unit vectors must appear among those columns. The
sufﬁcient condition is straightforward. 
5.3.1. Example
By considering a rather trivial totally unimodular matrix, a simple statement is obtained on the cone spanning all
decreasing n-sequences of positive integers. That coneC consists of all sequences (a1, a2, . . . , an), a1a2 · · · an,
ai ∈ Z+. It is deﬁned by the following inequalities:
a1a2, a2a3, . . . , an−1an, an0.
Consider the following totally unimodular n × n matrix A and the cone Aˆ spanned by its columns. Clearly, C is the
polar cone Aˆ
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 · · · 0 0
1 −1 0 · · · ... 0
0 1 −1 · · · ... 0
0 0 1 · · · ... 0
· · ·
0 0 0 · · · −1 0
0 0 0 · · · 1 −1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Applying Theorem 5.4 and considering its proof, we see that the polar Aˆ of Aˆ is generated by the set of vectors
V− = {(1, 0, . . . , 0), (1, 1, 0, . . . , 0), . . . , (1, 1, . . . , 1)}. Indeed we have tA0, ∀t ∈ V−, and {tA|t ∈ V−} is a set of
representatives of the unimodular module Zn which is spanned by the rows of A.
In the terms of Farkás Lemma, we have two ﬁnitely generated cones. The cone of all decreasing sequences of n
positive integers, and its polar spanned by the columns of A.
Remark 5.4. It is also readily seen, by induction on
∑n
i=1ai , that every such decreasing sequence of positive integers
belongs to the cone spanned by V−.
Remark 5.5. The matrix whose columns consist of the vectors of V− is totally unimodular, by a theorem of Heller
[3, Chapter 15].
Problem. Under which assumption is it true that the matrix consisting of the set V− of vectors corresponding to
the semi-positive generators of a unimodular module spanned by the rows of a totally unimodular matrix A is totally
unimodular?
5.4. Farkás Lemma and Weil’s Theorem
The feasibility Theorem 3.1 gives easy proofs of these two theorems. For Weil’s Theorem we refer to [41]. We now
focus on the case where G is a linearly ordered ﬁeld K. The S-module Gm is now the m-dimensional vector space Km.
Indeed we will need Property 3.3. We recall that a vector x is semi-positive (resp. x is strictly positive) when every
component xi is non-negative and at least one component is strictly positive (resp. when every component xi is strictly
positive).
Lemma 5.2. Let A be an n × m matrix over K. There exists a solution x to
Ax semi-negative, x ∈ K[X] (10)
if and only if tA = 0 has no strictly positive solution t .
Proof. Thenecessary condition is straightforward. Indeedunder our assumption, for such a solutionx, we have Ax0
and Ax = 0. Thus, tAx cannot be 0 for strictly positive t.
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The problem will be reformulated in order to apply Theorem 3.1. Let B = [A, I ] and consider the system
Bz = 0, z = (x, y), y semi − positive (11)
and the varietyV of Theorem 3.1 consists of those z′s which are solutions to (11). That system (11) is equivalent to
(10) since by deﬁnition y = 0.We ﬁrst observe that there is a position , 1m, such that for all t with tA=0, t0
we have that t = 0. If not by summing some t ′s we would have a strictly positive t with tA= 0. We apply Theorem 3.1
with j = K, j = 1, . . . , m, j = [0,∞[, j ∈ [m + 1,m + n]\{m + } and m+=]0,∞[. Under those conditions,
for a solution (x, y), y is semi-positive since y must be strictly positive. We have to consider every generator tB = u.
If tA = 0, then the hypothesis of Theorem 3.1 is satisﬁed since 0 always belongs to∑n+mj=1 ujj = K . The same is
true if tA = 0 and if t has both a strictly positive and a strictly negative component. Otherwise, since every generator
tB = u with tA = 0, t semi-positive or semi-negative will have a zero component in position m + , we will have for
such a generator {0} ∈
n+m∑
j=1
ujj = [0,∞], and thus the sufﬁcient condition of Theorem 3.1 will be satisﬁed. 
Remark 5.6. The geometric meaning of the lemma is that the polar of the cone C spanned by the rows of A is not
identically zero if and only if C does not contain 0 in its interior.
Lemma 5.3. Let A be an n × m matrix over K. There exists a solution x to
Ax semi-negative, x ∈ K[X], x0 (12)
if and only if tA0 has no strictly positive solution t .
Proof. (Necessity).
If tA0 and x0, then tAx0. This is not possible for t > 0 since Ax semi-negative implies that tAx < 0.
(Sufﬁciency): The argument is the same as above. Herej =[0,∞] (instead of K), j=1, . . . , m, j =[0,∞[, j ∈
[m + 1,m + n]\{m + } and m+=]0,∞[. 
We are now ready to derive Weil’s Theorem.
Theorem 5.5. Let A be a matrix over the ordered ﬁeld K. The non-empty polyhedron
P= {x|Axb, x ∈ Km}
is bounded if and only if it is the convex hull over K of a ﬁnite set in Km.
Proof. The sufﬁcient condition is obvious.
Conversely, ifP is non-empty and bounded, then {x|Ax0, x ∈ Km} = 0. If not, let Ax0. Then A(x + x)b,
for x ∈ P, and x + x would be in P, for all > 0. Let B = [A,−b] and consider the set
H= {z|Bz0, z = (x, )}.
What we have just seen is that every non-zero z ∈ H has a strictly positive component . Thus, there is a bijection
from the set of points inP, which is assumed to be non-empty and those inH with = 1. ButH is the polar cone of
the cone BˆT (Deﬁnition 5.3). By Theorem 5.3 that polar cone is ﬁnitely generated and, as for every vector inH, those
generators have a non-zero component . We can now select a ﬁnite set of generators, each with = 1. Consequently,
each vector in P is a convex linear combination of some of these generators. 
Remark 5.7. Let us observe that any given vector in P can be expressed as a convex linear combination of some
of these extreme points, by using Lemma 5.1 (for which an algorithm is given in the proof). Besides we see that, by
Lemma 5.2, the system tA = 0 has a strictly positive solution t  if and only if P is bounded.
Conversely, we have the following theorem which is however valid only for a linear ﬁeld K.
Theorem 5.6. The convex hull of a ﬁnite set of vectors of Kn is the intersection of a ﬁnite number of half spaces.
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Proof. Let A be an n × m matrix whose columns consist of the given set of vectors. Then the convex hull of these
vectors is the set
P= {y|Ax = y, x0,
m∑
i=1
xi = 1}.
Let B be the (n + 1) × m matrix obtained from A by adjoining the all-ones vector as its (n + 1)-th row. Let us denote
by y′ the column vector
[
y
1
]
. Then P is the projection obtained by deleting the last component in every vector y′ of
{y′|Bx = y′, x0}.
We know by Theorem 5.3 that the polar C = Bˆ of Bˆ has a ﬁnite set of generators, denoted by T. We may choose T
so that tn+1 ∈ {1,−1, 0}, for all t ∈ T . We now show that each of those generators deﬁnes a half space containing P,
and that the intersection of all those half spaces isP. Let T = T1 ∪ T2 ∪ T3 be the partition of T according to the values
1,−1 or 0, respectively of t1. Then, by Theorem 5.4, we have that y ∈ P if and only if
∀t ∈ T1,
n∑
i=1
tiyi − 1,
∀t ∈ T2,
n∑
i=1
tiyi1,
∀t ∈ T3,
n∑
i=1
tiyi0. 
Remark 5.8. The above proof leads to an algorithm for constructing the appropriate half spaces. The number of such
half spaces may however be very large. Indeed the number of generators of the polar C= Bˆ of Bˆ can be very large.
Indeed in view of Theorem 2.1, we see that every invertible (n + 1) × (n + 1) submatrix T of B yields an echelon
matrix TB in which every row is a generator of the module M spanned by the rows of B. Now every semi-negative
generator corresponds to a generator of C = Bˆ. To actually construct semi-positive generators of M, we can start
with a semi-positive vector of M, obtained by the simplex method (Section 5.6.4) and we decompose it into a sum of
semi-positive generators (Remark 5.1).
5.5. The duality theorem
For the statement of the well known duality theorem of Linear Programming we only need the group G to be lattice
ordered. However, we will ﬁrst state the theorem in the case where G is the additive group (S,+) of a linearly ordered
entire ring S, an entire ring being a commutative ring without zero divisors. This will allow us to make use of the
quotient ﬁeld S¯. We will then consider the case of a lattice ordered module G over a linearly ordered ring S. Examples
for that situation are given in Section 3.2.
A typical example for the extension of the classical duality theorem is the casewhere S is the ringQ[X] of polynomials
over the ﬁeld of rational numbers, a totally unimodular matrix over that ring being any matrix with rational entries. We
recall that Q[X] may be linearly ordered by choosing as positives the set of polynomials with a positive highest degree
coefﬁcient. The group G in our general statement is the additive group of a linearly ordered entire ring S. It is known
that there is a unique ordering of S¯ extending the ordering of S and for which S¯ is linearly ordered.
We will then use the fact that if A is a totally unimodular n × m matrix over S and c is a vector in Sm, then
[
c
A
]
is
still a totally unimodular matrix over the ﬁeld of fractions S¯. We will invoke Theorem 3.1. Thus, the matrix deﬁning
the system of linear inequalities that we have to consider, being with entries in the ﬁeld S¯, is totally unimodular.
Considering the S-module Sm, we have the following theorem. For clarity, the proof will be separated into three
parts.
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5.5.1. The group G is the linearly ordered group (S,+)
Deﬁnition 5.6. The problems
Axb, x0, maximize cx (13)
and
tAc, t0, minimize cx (14)
are called the primal and the dual program, respectively.
Theorem 5.7. Let A be a totally unimodular n × m matrix over the linearly ordered entire ring S, b a vector in Sn,
and c a vector in Sm. Let P1 = {x|x ∈ Sm and Axb, x0} and P2 = {t |t ∈ Sn and tAc, t0} be polyhedra in
Sm and Sn, respectively. When both P1 and P2 are no-empty, the values of the primal and the dual are equal. If only
P2 is empty (resp. if only P1 is empty), the image of P1 under the linear form deﬁned by x → cx (resp. t → tb) is
unbounded above (resp. below).
Proof. The proof is in three steps. 1. P1 = ∅(resp. P2 = ∅) ⇔ P¯1 = {x|x ∈ S¯m and Axb, x0} = ∅(resp. P¯2 =
{t |t ∈ S¯n and tAc, t0}){= ∅}.
Let B =[A, I ]. Then P¯1 is no-empty if there is a non-negative solution to Bz=b, with z=
[
x
y
]
, x ∈ S¯m, y ∈ S¯n.
Let us consider such a z with minimal support s(z). It is readily seen that As(z) is a linearly independent set of
vectors. Thus, z is the unique solution to Bz = b with support s(z). Since As(z) is totally unimodular, z has all
components in S.
Symmetry for systems of inequalities results from the following fact.
2. Let the dual problem of {max cx, x ∈ P1} be {min tb, t ∈ P2}. Then the dual of {max t (−b), t ∈ P2} is
{min(−c)x, x ∈ P1}.
The polyhedronP2 can then be deﬁned asP2={t |t ∈ Sn and t (−A)−c, t0} andP1={x|x ∈ Sm and (−A)x
− b, x0}.
3. If P1 = ∅ and P2 = ∅ then cx is unbounded above for x in P1. If both P1 and P2 are not empty then {max cx, x ∈
P1} = {min tb, t ∈ P2}.
Let us consider the matrix
D =
[
1, −c, 0
0, A, In
]
. (15)
Since D is totally unimodular over S¯, Theorem 3.1 can be invoked in order to verify the feasibility of the system:
xm+1 − cx = 0, xm+1, (16)
Axb, x0, (17)
where x = (x1, . . . , xm), and where  is an indeterminate in S¯. The varietyV in the statement of Theorem 3.1 is
V= {z|z ∈ S¯m+n+1,Dz = d} (18)
with z= (xm+1, x1, . . . , xm, y1, . . . , yn)T and d = (0, b1, . . . , bn)T. The intervals j are all [0,∞], except 1 which is
[,∞]. The maximum value of  for which (16), (17) is a feasible system of linear inequalities is clearly the maximum
of cx for x ∈ P¯1. What we will now show is that the conditions required by Theorem 3.1 for (16), (17) to be feasible
imply that, if P¯1 is no-empty and P¯2 is empty,  can take any value, otherwise the maximum possible value for  is
the minimum value of tb for t ∈ P¯2. We apply Theorem 3.1 to the matrix D, which is totally unimodular over S¯. We
will thus exhibit the maximum value of  in S¯ for which the system (16), (17) is feasible. The corresponding unitary
generators will have the form u=vD, where u is in S¯m+n+1 and v in S¯n+1.We have to check that, for all u ∈ U, u=vD,
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the scalar product of v and
[
0
b
]
lies in the required interval. Let us denote by V the set {v|vD ∈ U}. If P¯2 is empty,
there is no restriction, i.e. the required interval is ] − ∞,∞[. Indeed non-zero generators u with u1 = 1 have both
positive and negative components and thus
∑m+n+1
i=1 uii=]−∞,∞[. As for generators u with u1 = 0, the hypothesis
of the sufﬁcient condition of Theorem 3.1 is seen to always be satisﬁed, even when P¯2 is non-empty. Indeed it is ﬁrst
observed that such a positive u has the form (0, t¯)D0, with t¯0. But since P¯1 is no-empty by assumption, there
is a z¯ =
[
x¯
y¯
]
0 such that Dz¯ =
[
0
b
]
and thus (0, t¯)
[
0
b
]
= (0, t¯)Dz¯0. Therefore, (0, t¯)
[
0
b
]
always belongs to
∑m+n+1
i=1 uii = [0,∞[. If P¯2 is not empty, we are only concerned with those positive generators u ∈ U with u1 = 1.
That set is denoted by U1, and the set of v’s such that vD lies in U1 is denoted by V1. It is now seen that the maximum
value of  for which the varietyV meets the product of intervals (1 × · · · × m+n+1) will be the smallest value of
the scalar product of v and
[
0
b
]
, both vectors of S¯n+1, as v runs over V1. Indeed the conditions of Theorem 3.1 here
reduce to the requirement that v
[
0
b
]
lies in the set [,∞], as v runs over V1. We will now see that not only is that
minimum the minimum of tb for t ∈ P¯2 but indeed the minimum of tb for t ∈ P2.
We show that there is a set U of representatives which is a subset of Sm+n+1, so that u = vD with v in Sn+1. Each
u with u1 = 0 certainly has a representative in Sm+n+1 since [A, I ] is totally unimodular. Let U1 be the subset of U
with u1 = 1. By Theorem 2.1 we have that every unitary generator in U is a row in an echelon matrix obtained from D
by a left transformation. Thus, U1 can be constructed so that every generator u ∈ U1 is obtained by ﬁrst constructing
an echelon matrix B obtained by left transformation of [A, I ] and then subtracting from the ﬁrst row of D a suitable
linear combination over S of the rows of B . The resulting U1 is a subset of Sm+n+1.
To sum up, we have proved that the maximum of cx¯, for x¯ ∈ P¯1 is the minimum of t¯b, for t¯ ∈ P¯2 which is attained
for some t ∈ P2.
Now from Section 2, the minimum of t¯b for t¯ ∈ P¯2 is the maximum of −t¯b for −t¯ ∈ P¯2. We can now assert that
this is the minimum of −cx, for x ∈ P1. Thus the maximum of cx¯, for x¯ ∈ P¯1 is attained for x ∈ P1 and is equal to
the minimum of tb, for t ∈ P2. 
Corollary 5.3. If t is a feasible solution to the dual program and if tb is a value taken by the objective function of the
primal program, then tb is the optimum value for both programs.
Remark 5.9. We have proved that the minimum of tb for t ∈ P2 is the smallest value of v
[
0
b
]
where vD runs over
the ﬁnite set of all positive generators u with u1 = 1. Notice that the solution t to the dual problem then appears in u as
the product of v by
[
0
In
]
. Conversely, if a vector v for which v
[
0
b
]
attains the value which is the maximum for the
primal program and if moreover vD is a positive generator with u1 = 1 then for v = [1, t] we have that t is in P2 and,
by Theorem 5.7 , tb minimizes the objective function of the dual program.
Remark 5.10. Notice that both P1 and P2 can be empty. Here is an example:
A =
[
1 0
0 −1
]
, b = (−1,−1)T, c = (1, 1).
5.5.2. The case of a lattice ordered group module G over a linearly ordered ring S
Theorem 5.8. Let G be a lattice ordered module over the linearly ordered ring S. Let A be a totally unimodular n×m
matrix over S, b a vector in Gn, and c a vector in Sm.
Let P1 = {x|x ∈ Sm and Axb, x0} and P2 = {t |t ∈ Sn and tAc, t0} be polyhedra in Sm and Sn, respec-
tively. Suppose moreover that the matrix
D =
[
1, −c, 0
0, A, In
]
(19)
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is totally unimodular. When both P1 and P2 are no-empty, the upper bound of the set of values taken by cx, for x ∈ P1
equals the lower bound of the set of values taken by tb, for t ∈ P2. If only P2 is empty (resp. if only P1 is empty), the
image of P1 under the linear form deﬁned by x → cx (resp. t → tb) is unbounded above (resp. below).
The argument need in the proof of Theorem 5.7 is valid here. Examples of applications are given in Section 3.2.
A typical example for G is some lattice ordered vector space of numerical functions over the ﬁeld R of real numbers.
5.6. Dantzig’s simplex method and the duality theorem
5.6.1. The linear program
Here again, the ring S under consideration is a linearly ordered ring. Our aim is to return toTheorem 5.7 and to provide
an algorithm to ﬁnd both a primal and a dual solution. Basically, our algorithm is the Dantzig’s method combined in
an algebraic tool with the lexicographic perturbation method due to Charnes and Wolfe for avoiding degeneracy. In
Section 4 the notion of a semi-modular matrix is introduced. Its usefulness will appear in the present section. Let us
consider the linear program:
Av′b′, v′0,max cv′, (20)
where A is a totally unimodular n × m matrix over S, b′ a non-zero column vector of Sn and c a non-zero row vector
of Sm. For instance, the matrix A could be any matrix over the linearly ordered ﬁeld K, and S the linearly ordered
polynomial ring K[Y ] in one variable over the ﬁeld K. Alternatively, A could be a totally unimodular matrix over a
linearly ordered unitary ring S such as Z. The (n+1)× (n+1+m) matrix with the form [In+1, B] where B=
[−c
A
]
is
denoted by D. The reason why b′ is required to be a non-zero column vector of Sn, and c a non-zero row vector of Sm,
is that in view of Theorem 5.7 we assume in the following that both the primal and the dual polyhedra are no-empty
(and thus bounded). We also assume that a basic solution is at our disposal. This is always possible by introducing
artiﬁcial variables. We recall how to do this precisely below. Let us consider in a semi-unimodular linear variety the
following set of vectors:
Dv = b, v0, (21)
where the column vector v of Sn+1+m is
[
v′′
v′
]
and the column vector b is
[
0
b′
]
. Clearly, v is a solution to (21) if and
only if v′ is a solution to (20) and v1 is the value taken by the objective function cv′ for any solution v to (21).
Deﬁnition 5.7. A basic solution v to (21) is such that Ds(v), where s(v) is the support of v, is a set of linearly
independent vectors.
Let us now consider any (n+ 1)× (n+ 1) matrix T such that TD is an echelon matrix and the column vector (T b)I
is positive, where I = {2, . . . , n+ 1}. Assume moreover that the ﬁrst column of T is the ﬁrst unit vector. Thus, the ﬁrst
column of D which is the ﬁrst unit vector is left unchanged in TD. Let J be such that TDJ is the (n + 1) × (n + 1)
unit matrix. Let v be the vector of Sn+1+m with all zero components except those in the positions of J. The non-zero
components are given the values of the components of Tb, in order that TDv = T b. Since (T b)I 0, v is a solution
to (21).
Now another fact about basic solutions needs to be veriﬁed.
Property 5.1. To any solution v to (21) with v1 = 0, there corresponds a basic solution v with v1 = v1.
Proof. If there does not exist a solution v to (21) with v1 = v1 and such that the support s(v) is properly included in
that of v thenDs(v) is a linearly independent set of vectors. This was not so, since the last n−1 rows of D consist of the
rows of a totally unimodular matrix, they could span over S a unimodular module M, and there would exist a generator
u of the orthogonal module M⊥ such that s(u) ⊂ s(v). But then v − (vt /ut )u for vt /ut = minui>0vi /ui would be a
solution to (21) with a smaller support than v. We thus take for v a solution with v1 = v1 such that s(v) ⊂ s(v)with
minimal support. 
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5.6.2. Extending S to S[X] to avoid degeneracy
In Section 4, with the purpose of constructing a special basis we described what essentially is the simplex method
by extending the given ring S to the polynomial ring S[X] over an indeterminate X. In that section we introduced a
column vector x = (Xn−1, Xn−2, . . . , 1)T. A vector T1y ∈ S[X]n+1 will here play the role of that vector x.
In the problem under consideration, the given b is in Sn+1, b =
[
0
b′
]
. Since it is assumed that a basic solution is
at hand to start with, b0. In order to recover the same conditions as in Section 4, we require that the column vector
b belongs to S[X]n+1. For clarity, we denote that new b by bX. The vector bX has the form T1y, y = (Xn, . . . , 1)T,
where T1 is an n × n matrix of rank n, which is constructed as follows. The matrix T1 is constructed in order that T1y
modulo X is the given vector b. The ﬁrst n columns of T1 are the ﬁrst n unit vectors and the last column is the given
b. The rows of the matrix A are possibly permuted in order that the last component of bX be strictly positive, which is
always possible since b = 0. We thus have that T1y = [Xn,Xn−1 + b1, Xn−2 + b2, . . . , X + bn−1, bn]T.
The value of the objective function is increased by Xn. The results of calculations will be taken modulo X. We thus
consider, for algorithmic purposes, an extension of problem (20) by considering solutions in the linearly ordered ring
S[X] with, however, a deﬁnition for the ordering of S[X] different form than in Section 4.
Here, the set P of positives is the set of polynomials in which the lowest (non-zero) degree term is positive. The
group (S[X]n+1,+) is ordered in its turn by taking as the set of positives the vectors which are the (n + 1)-tuples
in which the non-zero component with smallest index is positive. This group is isomorphic to the additive group of
(n+ 1)× (n+ 1) matrices over S and that isomorphism inherits from (S[X]m+1,+) the structure of a linearly ordered
group. As in Section 4.2, we denote by C the set of all inverses of (n + 1) × (n + 1) submatrices of D having as ﬁrst
column the ﬁrst unit vector and such that every component of the polynomial vector T T ′y is positive for the order just
deﬁned.
5.6.3. The algorithm
At some step of the algorithm, we have obtained a matrix T ∈ C and a vector T bX which provides a feasible
solution to the linear program. We now consider the ﬁrst row (T D)1 of TD. If it is positive, then (T D)1 is a generator
u ∈ U1 as deﬁned at the end of the proof of Theorem 5.7. This also means that the ﬁrst row T 1 of T, which appears in
T In+1 as a projection of u is a solution to the dual program of (20) as deﬁned in Deﬁnition 5.6. Thus by Corollary 5.3,
T bX mod X is a basic solution to the linear program (20). Now if some component of (T D)1 is strictly negative, let j
be the index of that component. There certainly is a strictly positive component in the column (T D)j . For if there were
a semi-negative column in TD, it would yield a semi-negative vector of the unimodular module M⊥ orthogonal to the
module M spanned by the rows of [In, A]. This would simply that the polyhedron consisting of all v′ corresponding to
{v|Dv = b, v0} would be unbounded. A new matrix T ′ in C is obtained as follows:
T ′ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 . . . −D
1
j
Dsj
. . . 0
0 1 0 . . . 0 . . . 0
...
...
... . . .
... . . .
...
0 0 1 . . . −D

j
Dsj
. . . 0
...
...
... . . .
... . . .
...
...
...
... . . . 1
Dsj
. . .
...
...
...
... . . .
... . . .
...
0 0
... . . . −D
n
j
Dsj
. . . 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.T . (22)
We now proceed as in the proof of Theorem 4.1.
Remark 5.11. Notice that all components of (T T 1y)I are strictly positive for T ∈ C since there is no zero row in T.
Moreover, at each step of the algorithm, the components of T T 1y are all distinct because T T 1 is invertible,.
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5.6.4. An initial feasible solution
If b is a semi-positive vector in the right-hand side of (21), a feasible solution is at hand. It is given by the components
of T T 1y. Indeed D contains among its columns an identity matrix In+1. If not, some rows of D, together with the
corresponding components of b, are exchanged for their negatives in order that the new b be semi-positive. We denote
by I ′ that subset of, say, r rows. But now some columns of In+1 are changed to their opposites. We then insert into D
all unit columns needed in order that In+1 =DJ for some subset J. To simplify the notation, the new matrix will still be
denoted by D, and the new right-hand side still denoted by b. Let J ′ ⊂ J be the set of indexes of the inserted columns.
We now also change the vector c. In the new c, the components cj , j ∈ J ′, are arbitrarily large negative numbers. This
is done in order that the components vj , j ∈ J ′, vanish in the optimal solution. But we require that the matrix D to
start with has the form (21), where D = [In+1,B ], B =
[−c
A
]
. To obtain the desired form we subtract from the ﬁrst
row of D a suitable linear combination of the rows of D with indexes in I ′. Notice that the ﬁrst component 0 of b will
be changed for a large negative number.
5.6.5. The dual program
The dual program was deﬁned in Section 5.5. Remark 5.9 shows us how to construct the dual solution from the
matrix TD. Indeed the ﬁrst row of TD is the positive generator exhibited in 5.9. Thus the ﬁrst row of T has the form
[1, t∗], where t∗ satisﬁes tAc. It is thus a feasible solution to the dual program which minimizes tb.
5.6.6. An order relation associated to any chosen semi-positive b
In Section 4.2, a set C of matrices was equipped with an order relation which was essentially deﬁned by that on
S[X]n+1 by identifying T ∈ C with the element T x ∈ S[X]n+1 where x = (Xn, . . . , 1)T. Here we embed matrices T
in the ordered group (S[X]n+1,+) through the injective mapping T → T T 1y. With that new ordering we return to
Section 4.2.
Here again C is the set of inverses of (n + 1) × (n + 1) invertible submatrices of the matrix [A,−A] where A is a
semi-modular matrix (this time of size (n + 1) × (n + 1)) as deﬁned in Section 4.2, such that the ﬁrst column is the
ﬁrst unit vector. Then C is the subset of those matrices such that every polynomial component of T T 1y is positive,
according to the new deﬁnition for the ordering of S[X]. The algorithm is the same as in the proof of Theorem 4.1. We
point out that we here always have a matrix T ∈ C at our disposal to start the algorithm, since we can take for b any
semi-positive vector in Sn. The largest matrix T in C is obtained by the algorithm given in the proof of Theorem 4.1.
As a result all entries have the same sign in every column of T [A,−A].
Remark 5.12. We have here described a more general way of constructing a special basis, the existence of which was
pointed out in Remark 4.2. As a matter of fact, all of these bases are extremal for some linear program. It was thus of
interest to construct such a basis which is not extremal [10].
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