



















Dark-time decay of the retrieval efficiency of light stored as a Rydberg excitation in a
noninteracting ultracold gas
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Max-Planck-Institut fu¨r Quantenoptik, Hans-Kopfermann-Str. 1, 85748 Garching, Germany
We study the dark-time decay of the retrieval efficiency for light stored in a Rydberg state in an
ultracold gas of 87Rb atoms based on electromagnetically induced transparency. Using low atomic
density to avoid dephasing caused by atom-atom interactions, we measure a 1/e time of 30 µs for
the 80S state in free expansion. One of the dominant limitations is the combination of photon recoil
and thermal atomic motion at 0.2 µK. If the 1064-nm dipole trap is left on, then the 1/e time is
reduced to 13 µs, in agreement with a model taking differential light shifts and gravitational sag
into account. To characterize how coherent the retrieved light is, we overlap it with reference light
and measure the visibility V of the resulting interference pattern, obtaining V > 90% for short dark
time. We develop a model which maps the retrieval efficiency to single-atom properties and we show
that the retrieval efficiency is related to the decay of fringe visibility in Ramsey spectroscopy and
to the spatial first-order correlation function of the gas.
I. INTRODUCTION
Decay of coherence is a major performance-limiting
factor in photonic quantum memories [1]. Among the
various schemes for such memories, the focus of the
present work is on storage and retrieval of light [2–5] in an
ultracold atomic ensemble based on electromagnetically
induced transparency (EIT) [6]. The storage produces a
spin wave in the atomic ensemble. Various physical ef-
fects cause the coherence of the spin wave to decay as a
function of the dark time between storage and retrieval.
As a result, the efficiency of the retrieval decays. Over
the course of the years, various techniques have been used
to extend the decay time. For ground-state EIT in ultra-
cold atomic gases, a 1/e time of 16 s has been reached a
few years ago [7].
Aiming at the creation of strong interactions between
photons, EIT has been combined with Rydberg states [8–
10]. Coherence in Rydberg EIT suffers from the fact that
the sensitivity of a Rydberg atom to interactions with
surrounding ground-state atoms increases with atomic
density and with increasing principal quantum number
[11–14]. In addition, when the atoms are held in a red-
detuned optical dipole trap, the differential light shifts
between the ground and Rydberg state are large. To
avoid light shifts, many experiments are carried out in
free expansion. In recent experiments on Rydberg EIT,
the 1/e decay time has been pushed to 12 µs for the 45S
state in free expansion [14] and to approximately 20 µs
for the 65S state in a magic-wavelength optical lattice
specifically designed to fight decoherence [15].
We recently demonstrated a photon-photon quantum
gate based on Rydberg interactions [16]. The gate re-
quired a fairly high atomic density of 2× 1012 cm−3 be-
cause light had to accumulate a π phase shift in a sin-
gle pass through the blockade volume. Correspondingly,
atom-atom interactions caused a decay of coherence on a
time scale of a few microseconds, which was the key limit-
ing factor for the overall performance of the gate. Much
better performance of a photon-photon gate should be
achievable using Rydberg blockade in an atomic ensemble
inside an optical resonator of moderate finesse (Rydberg
cavity gate) [17–19] because, among other things, light
passing many times through a blockade volume can ac-
cumulate a large effect even at low atomic density, where
decoherence should be much slower.
Here, we present an experiment in which we extend
the 1/e decay time of Rydberg EIT retrieval from the
80S state in 87Rb to 30 µs in free expansion. This is
achieved by operating at a low peak atomic density of
5×1010 cm−3 to make atom-atom interactions negligible
and at a low temperature of 0.2 µK to reduce the effect
of net photon recoil. We combine this with an exper-
imental study of the dependence of the decay time on
temperature. In addition, we overlap the retrieved light
with a local oscillator and measure a visibility above 90%.
This is a considerable improvement over the 66% visibil-
ity which we previously measured at a peak density of
2× 1012 cm−3 [16]. If the dipole trap with a wavelength
of 1064 nm is left on during the experiment, the 1/e decay
time is reduced to 13 µs.
Our experimental work is accompanied by a theoret-
ical analysis of the decay of the EIT retrieval efficiency
for light stored in a gas of noninteracting atoms. If the
atomic gas either forms a pure Bose-Einstein condensate
(BEC) or has a temperature far above quantum degener-
acy, the retrieval efficiency can be calculated from single-
particle properties. We show that the resulting expres-
sions are analogous to expressions for the decay of the
fringe visibility in Ramsey spectroscopy as a function
of dark time. We also note that the EIT retrieval de-
cay is equivalent to the decay of the read efficiency in
single-photon sources based on the inherently probabilis-
tic Duan-Lukin-Cirac-Zoller (DLCZ) protocol [20]. In
addition, we show that when applying the model to pho-
ton recoil during storage combined with thermal atomic
motion, the decay of retrieval efficiency can be regarded
as a direct experimental probe of the spatial first-order
correlation function of the gas.
We apply this model to study several scenarios, first,
2photon recoil during storage combined with thermal
atomic motion [13, 21–23], second, a harmonic differen-
tial light-shift potential [15, 23–26], and, third, release
from a harmonic trap [23]. According to the model, pho-
ton recoil combined with thermal motion is one of the
dominant limitations for the observed 1/e time of 30 µs.
This model also agrees well with the temperature depen-
dence of the decay time measured here. The observed
reduction of the 1/e time to 13 µs in the dipole trap
is explained by the model when taking into account the
differential light shift and the gravitational sag of the
atomic cloud in the trapping potential. The model pre-
dicts that producing the same harmonic trapping poten-
tial with 532-nm light should make the light-shift contri-
bution to the decay irrelevant compared to the presently
observed 30 µs.
This paper is organized as follows. In Sec. II we present
experimental results and compare with results from a
model. This model is introduced in Sec. III and applied
to several experimentally relevant situations in Sec. IV.
II. EXPERIMENT
This section presents experimental results of the decay
of the retrieval efficiency during the dark time. It begins
with a description of the experimental setup and proce-
dure in Sec. II A, which is followed by Sec. II B presenting
an experimental study of the decay of the retrieval effi-
ciency in free expansion. The results agree largely with
results from a model taking into account photon recoil
combined with thermal atomic motion. In Sec. II C we
observe that the decay becomes faster if the optical dipole
trap is left on during the dark time. In Sec. II D we in-
vestigate to which degree the retrieved light is coherent.
A. Experimental Procedure
Our experiment is based on a double magneto-optical
trap (MOT) system. 87Rb atoms are collected in a first
MOT from a background vapor and then transferred to
a second MOT at much lower background pressure. Af-
ter polarization-gradient cooling and optical pumping,
the atoms are transferred into a Ioffe-Pritchard magnetic
trap. Radio-frequency (rf) induced evaporative cooling
in the magnetic trap allows it to reach sub-microkelvin
temperatures. The atoms are finally transferred into an
optical dipole trap. In the past, we produced BECs in
this apparatus [27]. In recent years, however, we have
used the apparatus to study Rydberg EIT, for which the
high atomic density in a BEC of typically 1014 cm−3 is
disadvantageous because atom-atom interactions would
produce fast dephasing, see e.g. Ref. [12]. To avoid this,
we operate at much lower atomic densities. Technically,
we achieve this by deliberately loading much fewer atoms
than possible. As a result, the typical temperatures of a
few hundred nanokelvin are far above quantum degener-
acy.
The dipole trap is made of a horizontally propagating
light beam with a wavelength of 1064 nm and a beam
waist (1/e2 radius of intensity) of 140 µm. At a power
of 3.7 W, the trap depth is estimated to be kB × 18 µK,
where we used the dynamical polarizability of the ground
state at 1064 nm of 687.3 a.u. [28]. Here, kB is the
Boltzmann constant and one atomic unit is 1.649×10−41
J/(V/m)2. This beam provides a radial confinement with
a harmonic trapping frequency of ω/2π = 96 Hz esti-
mated from the beam waist and power. This agrees fairly
well with the measured value of 87(8) Hz. The axial con-
finement resulting from the divergence of the 1064 nm
beam is estimated to be below 0.1 Hz, which is negli-
gible. The gravitational acceleration of g = 9.8 m/s2
causes a gravitational sag of xg,s = g/ω
2 = 27 µm. In
the radial direction the one-dimensional (1d) root-mean-
square (rms) radius is σx =
√
kBT/mω2, where m is the
atomic mass, yielding e.g. σx = 7 µm for T = 0.2 µK.
In the axial direction, a box-like potential is produced
using two light sheets at a wavelength of 532 nm with
beam waists of 55 µm along gravity and 14 µm orthogo-
nal thereto, similar to Ref. [16]. Adjusting the power of
the 532 nm light sheets allows for evaporative cooling in
the dipole trap without changing the radial confinement
provided by the 1064 nm light. The resulting tempera-
ture depends on the power of the light sheets. The sep-
aration of the centers of the light sheets is typically 0.43
mm. Combining this number with the temperature and
with the dynamical polarizability of −250 a.u. [29] for
the ground state at 532 nm, we can estimate the length
of the medium L (full width at half maximum).
For example, for T = 0.2 µK and a typical power of
25 mW for each light sheet we estimate L = 0.40 mm.
Combining this with an atom number of e.g. N = 1 ×
104 yields a peak atomic density of ̺0 = 8 × 1010 cm−3
and a peak phase space density of ̺0λ
3
dB = 6 × 10−3,
where λdB = h¯
√
2π/mkBT is the thermal de Broglie
wavelength. As ̺0λ
3
dB ≪ 1, the temperature is far above
quantum degeneracy.
The atomic sample is prepared in the stretched spin
state |g〉 = |5S1/2, F=mF=2〉 of the atomic ground state,
where F,mF are the hyperfine quantum numbers. The
quantization axis is chosen along the wave vector of the
1064-nm light beam. A magnetic field of 24 µT applied
along the quantization axis preserves the spin prepara-
tion of the sample.
The sample can be illuminated with an EIT signal-light
beam with a beam waist of w = 8 µm and a wavelength of
λeg = 780.24 nm, resonantly driving the |g〉 ↔ |e〉 tran-
sition, where |e〉 = |5P3/2, F=mF=3〉. The EIT signal-
light beam copropagates with the 1064 nm dipole trap-
ping beam. In addition, the sample can be illuminated
with an EIT coupling-light beam with a beam waist of 29
µm and a wavelength of λre = 480 nm, resonantly driving
the |e〉 ↔ |r〉 transition, where |r〉 = |nS1/2, F=mF=2〉
is a Rydberg state with principal quantum number n.
3The EIT coupling-light beam counterpropagates the EIT
signal-light beam to minimize the net photon recoil of
the two-photon transition from |g〉 to |r〉. Note that the
states |g〉 and |r〉 experience, to a good approximation,
the same linear Zeeman effect.
To achieve EIT-based storage, the EIT coupling light
is turned on. Next, a pulse of EIT signal light is sent
onto the sample. The incoming EIT signal pulse has
a rectangular temporal shape. Unless otherwise noted,
its duration is 0.5 µs. Because of EIT, the signal light
becomes a Rydberg polariton when inside the sample.
The pulse experiences a much-reduced group velocity,
which causes a drastic spatial compression of the pulse in
the longitudinal direction upon entering the sample [6].
When the signal pulse is inside the medium, the coupling
light is switched off. Hence, the signal light is converted
into a stationary Rydberg excitation [2, 3]. After a vari-
able dark time t, the coupling light is switched back on.
This couples the population in state |r〉 to the state |e〉
from where spontaneous emission into state |g〉 can oc-
cur. There is interference between the light emitted from
the large number of atoms in the ensemble. Ideally, the
interference is such that the signal light pulse resumes
propagation with an unchanged form of the longitudinal
and transverse wave packet. This retrieval can, to a good
approximation, be regarded as the time-reversed process
of the storage.
In practice, various physical effects can cause devia-
tions from this ideal retrieval scenario. While a possible
change in the longitudinal wave packet could, in princi-
ple, be compensated by shaping the temporal profile of
the coupling light pulse during retrieval, a change in the
transverse profile is typically hard to compensate. Hence,
the fraction η of the incoming light which is emitted into
the original transverse mode is an important figure of
merit. η is the combined efficiency of the storage-and-
retrieval process. For brevity, we refer to η as the re-
trieval efficiency throughout this work. To measure η,
we focus the light emitted from the atomic sample into a
single-mode optical fiber and measure the light intensity
behind the fiber. In the absence of the atomic ensem-
ble, we achieve a fiber-coupling efficiency of 45% for cou-
pling the signal light, impinging at the position where
the atoms would usually be, into the optical fiber. In
our present work, we are not interested in the retrieval
efficiency η at short dark time. Instead, we focus on the
decay of the retrieval efficiency η as a function of the dark
time t between storage and retrieval.
The incoming EIT signal pulse has a Poissonian pho-
ton number distribution with an average photon number
of approximately one. Hence, the probability of hav-
ing more than one incoming photon is not negligible.
Nonetheless, the probability that two stored Rydberg ex-
citations interact with each other during the dark time
is negligible. This is partly because the storage efficiency
is fairly low, typically between 10 and 20%, and partly
because the spatial compression of the EIT signal pulse
inside the medium is moderate, giving it a length of sev-
eral hundreds of micrometers, which is large compared to
the radius over which the van der Waals interaction be-
tween two stationary Rydberg excitations is noticeable.
To avoid decay of η resulting from the differential light
shifts created by the dipole trapping potential, we switch
the dipole trap off before sending the EIT signal light
pulse into the sample. Hence, each storage-and-retrieval
experiment takes place during free expansion. As the
preparation of the atomic sample is time consuming, we
perform many repetitions of the experiment on the same
atomic sample. To do so, we recapture the atomic en-
semble by switching the dipole trap back on 35 µs after
switching it off. This is well after the retrieval is over.
The number of repetitions which we can perform on
one sample is limited by heating caused, firstly, by spon-
taneous emission of 780 nm photons which were absorbed
because of imperfect EIT and, secondly and most impor-
tantly, by periodically switching the dipole trapping light
on and off. We choose to perform 1000 repetitions of the
experiment for each atomic sample. During the course
of these 1000 repetitions for one atomic sample, we typ-
ically observe a 20% increase in temperature. Because
of spontaneous evaporation over the 532-nm light sheet
barriers, this is accompanied by a 20% decrease in atom
number. We separate these repetitions by 1 ms from one
another. On one hand, this gives possibly left-behind
Rydberg excitations time to decay spontaneously to the
ground state. On the other hand, this means that the
35 µs during which the trap is off have a negligible time-
averaged effect. So, the 1000 repetitions take a total time
of 1 s, after which we prepare a new atomic sample, which
takes between 13 and 19 s depending on the choice of the
final temperature. Clearly, it would be desirable to avoid
the periodic release and recapture because without it, the
heating would be much reduced, allowing it to perform
typically ten times as many repetitions of the experiment
before needing to prepare a new atomic sample. This
would increase the time-averaged data acquisition rate
by an order of magnitude when choosing the separation
between repetitions to 100 µs as in Ref. [16].
Compared to our previous experiments [16], we operate
at lower atomic density which increases the group veloc-
ity for the EIT signal light pulse. Hence, a lower EIT
coupling Rabi frequency would be needed to achieve a
similar group velocity. This is partly compensated by the
longer medium for which a somewhat higher group veloc-
ity is needed for optimal storage efficiency. We choose the
power of the EIT coupling beam to be between 5 and 25
mW depending on atomic density and principal quan-
tum number. The EIT coupling Rabi frequency ranges
between 3 and 12 MHz. The repulsive potential which
the 480 nm EIT coupling light causes for the ground-state
atoms has negligible effect because this light is on typi-
cally only for 0.3% of the time, similar to Refs. [12, 16].

















FIG. 1: Retrieval efficiency η as a function of the square of the
dark time t for the 70S state at T = 2.0 µK in free expansion.
The data cover two orders of magnitude in η. The line is a fit
of a Gaussian decay according to Eq. (1), which agrees well
with the experimental data. With a logarithmic vertical axis
and t2 on the horizontal axis, the fit curve is a straight line.
B. Decay Caused by Photon Recoil Combined with
Thermal Motion
An important mechanism which causes decay of the
retrieval efficiency is thermal atomic motion combined
with the net photon recoil h¯kR transferred during storage
on the two-photon transition from |g〉 to |r〉. According
to Eq. (50), this mechanism is expected to cause a decay











Hence, η(t) is expected to exhibit a Gaussian decay as a
function of dark time t with 1/e time τR.
To test the prediction of a Gaussian decay, we consider
the measurement of η as a function of t displayed in Fig.
1. The data span from t = 0.7 to 31.5 µs. The line is a
fit of the Gaussian decay from Eq. (1) to the data. The
vertical axis in the figure is logarithmic and the horizon-
tal axis shows t2. With these axes, the Gaussian decay
becomes a straight line. The fit agrees well with the data.
To analyze the data in Fig. 1 from a different perspective,
we fit η(t) = η(0) exp[−(t/τ)p] with free fit parameters
p, τ , and η(0) to these data, obtaining the best-fit value
p = 2.0(1). Again, this shows that a Gaussian models
the situation well.
For comparison, Ref. [21] observed an exponential de-
cay of the retrieval efficiency for ground-state EIT in
an uncondensed cloud of sodium atoms with a 1/e time
which is a factor of 0.7 shorter than the expectation from
Eq. (1). It is difficult to explain this in hindsight with-
out performing additional experimental tests in sodium.
We speculate that this might be related to atom-atom
collisions due to the fairly high peak atomic density of
3× 1012 cm−3, because atom-atom collisions also caused
an approximately exponential decay in Ref. [12]. In ad-


















Temperature T ( K)
FIG. 2: Inverse decay time squared 1/τ 2 of the retrieval effi-
ciency in free expansion as a function of temperature T . Data
points with different symbols correspond to different princi-
pal quantum numbers n. There is no discernable dependence
on n in the parameter range studied here. According to Eq.
(1) all data in this figure are expected to fall onto a straight
line through the origin. A straight-line fit to all data yields
a slope which agrees well with the expectation from Eq. (1).
For small T , the fit reveals an additional decay mechanism
of presently unclear origin. Extrapolating the straight line to
T = 0 yields τ = 38(2) µs. The in-trap peak atomic density
is ̺0 ≤ 1.7× 10
11 cm−3 for all these data so that atom-atom
collisions are negligible.
dition, T was only slightly above the critical temperature
for Bose condensation, so that Eq. (1) is not applicable.
To study how the 1/e time τ extracted from the fit
depends on temperature T , we record a series of data sets
similar to the one shown in Fig. 1 and extract τ by fitting
the Gaussian of Eq. (1) to each data set. The resulting
values of τ are shown in Fig. 2. The data cover an order
of magnitude in T . Different symbols represent different
principal quantum numbers. The rightmost data point
for the 70S state represents the data set from Fig. 1.
To change the temperature, we varied the power of
each light sheet between 25 and 320 mW. We estimate
L between 0.39 and 0.40 mm and ̺0 between 5 × 1010
and 1.7 × 1011 cm−3 for all data in Figs. 1 and 2. By
varying the atomic density in additional measurements
not shown here, we experimentally verified that for these
principal quantum numbers, a density dependence of τ
appears only for noticeably higher density, which means
that atom-atom interactions have negligible effect in Figs.
1 and 2.
As Fig. 2 shows 1/τ2 versus T , Eq. (1) predicts that all
data should fall onto a straight line through the origin.
The line in Fig. 2 is a straight-line fit to the data. The
fit agrees well with the data. The slope can be expressed
in terms of a best-fit value for the wavelength of the spin
wave λR = 2π/kR = 1.23(3) µm. This agrees well with
the λR = (λ
−1
re −λ−1eg )−1 = 1.25 µm expected in the coun-
terpropagating geometry of our experiment. Hence, for
large enough T the temperature dependence of τ agrees



















Dark time t ( s)
FIG. 3: Retrieval efficiency as a function of the dark time
for the 80S state. Blue circles represent data taken after
release from the trap. Orange squares represent data taken
in the 1064-nm dipole trap. According to Eqs. (1) and (4) we
expect a Gaussian decay in either case. Gaussian fits (lines)
yield 1/e times of τ = 30(1) µs and τ = 12.5(6) µs with
the trap off and on, respectively. Data were taken at a low
temperature of 0.2 µK to keep the dephasing rate caused by
photon recoil combined with thermal motion small and at a
low in-trap peak atomic density of 5 × 1010 cm−3 to avoid
dephasing caused by atom-atom interactions.
well with the prediction from Eq. (1).
In the limit T → 0, however, the fit extrapolates to
τ = 38(2) µs instead of τ → ∞ expected from Eq. (1).
This indicates that there is an additional decay mecha-
nism becoming relevant at low temperature. The physi-
cal origin thereof is presently unclear [30].
C. Decay Caused by Dipole-Tapping Light
Another important mechanism which causes decay of
the retrieval efficiency is a spatially inhomogeneous dif-
ference of the potentials experienced by states |g〉 and |r〉.
The 1064 nm dipole trapping light creates an attractive
potential for the ground state with dynamical polarizabil-
ity αg = 687.3 a.u., see above. For the Rydberg state,
the dynamical polarizability is well approximated by that
of a free electron, see e.g. Ref. [29], yielding αr = −550
a.u. at 1064 nm. If this light is left on during the experi-
ment, this will cause a dark-time decay of η because the
differential light shift depends on the atomic position.
To study the size of this effect, we recorded the exper-
iment data shown in Fig. 3. While the blue circles rep-
resent data taken in free expansion after switching the
trap off, the orange squares represent data taken in the
dipole trap. A Gaussian fit according to Eq. (1) yields
a 1/e decay time of τ = 30(1) µs for the free-expansion
data. Clearly, the in-trap data decay much faster.
To model the in-trap decay time, we approximate the
radial confinement produced by the 1064-nm light as har-
monic, assume that the sample is axially homogeneous
and neglect the presence of the 532-nm light sheets. Ac-









w21 |κg − κr|
, (2)
where κg and κr are the spring constants of the har-
monic potentials Vg(x) =
1
2κg(x
2 + y2) and Vr(x) =
1
2κr(x
2 + y2) experienced by atoms in states |g〉 and |r〉,
respectively, and the radial sizes are w = 8 µm for the
signal beam waist, 2σx =
√
4kBT/mω2 = 14 µm for the










for that part of the atom cloud which was transferred
into state |r〉 during storage. In our experiment w1 ≈ w.
As the differential potential Vr − Vg depends quadrat-
ically on the radial position in this model, it imprints a
phase onto the retrieved light which depends quadrati-
cally on the radial position. This is equivalent to insert-
ing a lens. Hence, the dark-time decay of the amount
of light coupled into the single-mode fiber is not caused
by dephasing in the sense that the phase evolution of
different atoms would fluctuate as a result of a fluctuat-
ing external parameter. Instead, this dark-time decay is
caused by changing the focussing of the retrieved light.
For fixed dark time, one could compensate this, in prin-
ciple, by changing the alignment of the single-mode fiber.
For the parameters of Fig. 3, this model predicts a 1/e
time of τκ
√
e− 1 = 120 µs. This would suggest that this
additional mechanism for trap-induced decay should be
negligible compared to the 30 µs decay time from the
free-expansion data. However, the experimental in-trap
data clearly decay much faster.
This discrepancy is resolved when taking into account
gravitational sag, i.e. the fact that gravity shifts the equi-
librium position of the atomic cloud away from the center
of the dipole trapping beam. As a result, the differential
potential Vr − Vg between states |r〉 and |g〉 varies lin-
early in position when moving away from the cloud cen-
ter, whereas in the absence of gravitational sag, it would
vary quadratically. Hence, gravitational sag causes the
finite-size atomic cloud to sample larger values of the dif-
ferential potential.
In our experiment, the radius of the atomic cloud
σx = 7 µm at T = 0.2 µm is much smaller than the
gravitational sag xg,s = 27 µm. Hence, the curvature of
the potential becomes negligible and according to Eqs.











w1|F | , (4)
where F = −∇(Vr − Vg) is the differential force, to be
taken at the cloud center. Note that taking into account
6the finite size w1 of the atomic cloud transferred to state
|r〉 is crucial here, because in the limit w1 →∞, Eq. (4)
yields τF,1 → 0. The plausibility of this is discussed in
Sec. IVD.
As the differential potential depends linearly on the
position along gravity in this model, it imprints a phase
onto the retrieved light which depends linearly on the
position along gravity. This is equivalent to inserting
a prism. Hence, the dark-time decay of the amount of
light coupled into the single-mode fiber is not caused by
dephasing but by changing the direction of the wave vec-
tor of the retrieved light beam. For fixed dark time,
one could compensate this, in principle, by changing the
alignment of the single-mode fiber.
A fit of the Gaussian model Eq. (4) to the in-trap data
in Fig. 3 agrees well with the data. It yields a best-
fit value for the 1/e time of τF,1 = 12.5(6) µs, in good
agreement with the prediction 11.8 µs from Eq. (4). In
principle, the faster decay of η in the presence of the
dipole trap could also be caused by photoionization of
the Rydberg state by the trapping light. Quantitatively,
however, photoionization is expected to be much slower
than the time scale observed here [30].
While release and recapture solves the problem of the
reduced in-trap decay time, it causes heating which dras-
tically reduces the time-averaged data acquisition rate,
as discussed above. This limitation could be overcome
by operating in blue-detuned or magic-wavelength dipole
traps [15, 29, 31–33]. To obtain a quantitative estimate





from Eq. (65). Hence, apart from w1, the only relevant
quantity here is |1− αrαg |. For 1064 nm, the above-quoted
values of the polarizabilities yield |1− αrαg | = 1.8. For 532
nm, however, the polarizabilities are αg = −250 a.u.,
see above, and αr = −140 a.u. estimated from a free
electron. This yields |1 − αrαg | = 0.45. Hence, if we re-
placed the 1064-nm dipole trap by a 532-nm hollow-beam
dipole trap, we would expect an approximately four-fold
increase of τF,1 to 50 µs. Hence, τF,1 would have negligi-
ble effect compared to the observed 30 µs decay time.
Note that similarly if κg is unchanged then according
to Eq. (65) τκ will also improve by a factor of approxi-
mately 4 when making the transition to a 532 nm trap,
meaning that τκ remains irrelevant.
D. Visibility
In addition to the efficiency, the retrieved light has
another crucial property, namely the degree to which
it is coherent. To quantify this, one can overlap the
light with a reference beam, vary the phase of the ref-
erence beam, and quote the fringe visibility V = (Imax−
Imin)/(Imax+Imin) of the resulting sinusoidal interference
pattern, where Imax and Imin denote the maximum and
minimum of the intensity. To characterize the coherence
of the retrieved light, one will of course quote the value
of V for a parameter setting in which the powers of the
two light fields are balanced.
As directed retrieval is a coherent phenomenon, η
is also some measure of coherence in the atomic sys-
tem at the time of retrieval. Hence, one might wonder
whether they react identically to experimental imperfec-
tions. However, that does not have to be the case. To
give an example of a mechanism onto which they react
quite differently, we consider shot-to-shot fluctuations of
the energy of the Rydberg state. This would cause shot-
to-shot fluctuations of the phase of the retrieved light.
When taking an ensemble average over many shots, these
phase fluctuations would yield a decay of V as a function
of the dark time t. But the same fluctuations would have
no effect whatsoever on η.
In our experiment, we measure V with a slightly dif-
ferent technique. We overlap the lefthand circularly po-
larized signal light beam with a copropagating righthand
circularly polarized reference light beam at the same fre-
quency. Polarization tomography reveals the normalized
Stokes vector. Here, V is the length of the projection of
the normalized Stokes vector onto the plane which con-
tains all linear polarizations, see e.g. Ref. [34]. Again,
the powers of the signal and reference light must be bal-
anced to avoid underestimating the degree to which the
retrieved light is coherent. In the absence of atoms, we
measure a visibility of V0 = 97.3(6)%. This is caused
e.g. by imperfections in the polarization tomography, in
balancing the beam powers, and in the active stabiliza-
tion of the differential phase between signal and reference
light. V0 sets the technical detection limit of our present
measurement.
Figure 4 shows V as a function of dark time t for stor-
age in Rydberg states 50S and 70S after release from the
dipole trap. The values are normalized to the technical
detection limit V0, which is not related to the physics in
the atomic system. The data in Fig. 4 were taken at in-
trap peak atomic densities between ̺0 = 1.7 × 1011 and
2.4× 1011 cm−3, temperatures between 0.3 and 0.4 µK,
and L = 0.39 mm.
The input signal pulse is rectangular and has a du-
ration of 4.5 µs out of which only a small fraction near
the end of the pulse is stored. This somewhat exagger-
ated length of the input pulse provides ample time for
possible transients to decay. Such transients may result
from switching on the pulse. The retrieved pulse has an
approximately exponentially decaying shape with a 1/e
time of typically 0.8 µs, suggesting that the stored part
of the input pulse might have had a similar length. As
mentioned above, we overlap the lefthand circularly po-
larized retrieved light with righthand circularly polarized
reference light. For simplicity, we use a rectangular pulse
shape for the reference light. We process data only in a
time interval with a duration of typically 0.5 µs, because
outside this interval, the beam powers would be poorly

















Dark time t ( s)
FIG. 4: Dependence of the visibility V on the dark time t. V
characterizes how coherent the retrieved light is. It is mea-
sured by overlapping the retrieved light with reference light.
For short dark time, V reaches values above 90%. There is a
discernable decay as a function of t for the 70S data, but not
for the 50S data. Data are normalized with respect to the
technical detection limit V0 in the present setup. The in-trap
peak atomic density is roughly 2 × 1011 cm−3 for all data in
this figure.
balanced.
For short dark time, V reaches values above 90% in
Fig. 4. This is a big improvement over the 66(2)% which
we reported in Ref. [16] for a measurement for t = 4.5
µs, ̺0 = 2 × 1012 cm−3, and storage in state 69S. The
much lower atomic density in the present measurement
is crucial for this improvement [30].
For storage in the 50S state, we observe no discernible
decay of V (t) in the time interval studied here. Mea-
suring for much longer times would become cumbersome
because there would be only little retrieved signal. For
storage in the 70S state, there clearly is a decay of V (t)
but not a very fast one. As the decay depends on prin-
cipal quantum number and as we confirmed in an addi-
tional measurement that it does not improve when low-
ering the atomic density [30], the most likely explanation
for the observed decay of V (t) seems to be a fluctuating
Stark shift of the Rydberg state caused by fluctuating
stray electric fields.
III. MODEL
Here, we develop a model for the dark-time decay of the
efficiency η in EIT-based storage and retrieval of light.
Our model ignores loss of photons during storage and
during the propagation of light inside the medium. In-
stead, it focusses on the decay of the efficiency as a func-
tion of the dark time between storage and retrieval. We
start with a brief description of dark polaritons in Sec.
III A. This is a straightforward generalization of a sim-
ilar treatment [3] which did not take photon recoil into
account. It sets the stage for the following discussion.
In Sec. III B, we use this formalism to derive an expres-
sion for η for a pure initial state, which we generalize
to mixed initial states in Sec. III C. The results can be
simplified in the frequently encountered situation, where
the Hamiltonian for ground-state atoms is identical be-
fore and after the storage, as discussed in Sec. III D. The
treatment up to that point assumes for simplicity that
the mode of the incoming EIT signal field u(x) is a plane
wave. A generalization beyond this assumption is dis-
cussed in Sec. III E. The relation to DLCZ sources and
to Ramsey spectroscopy is discussed in Sec. III F.
A. Dark Polaritons
We consider EIT-based storage and retrieval in an
ensemble of noninteracting, identical, three-level atoms
with ladder-type energy level scheme. A straightforward
generalization to Λ-type energy level schemes is discussed
in appendix A. The internal state of an atom has a ba-
sis of energy eigenstates which in order of ascending en-
ergies are |g〉, |e〉, and |r〉. In addition, the atom has
an external state describing its center-of-mass motion.
We assume that a signal (coupling) light field is reso-
nant with the |g〉 ↔ |e〉 (|e〉 ↔ |r〉) transition. The cou-
pling light is assumed to be a plane wave eikc·x with
wave vector kc. We consider only a single mode of the
EIT signal light with mode function u(x) normalized to∫
V d
3x|u(x)|2 = 1, where V is the quantization volume.
We abbreviate v(x) = u(x)eikc·x. This is normalized to∫
V d
3x|v(x)|2 = 1. For simplicity, the following descrip-
tion assumes that u(x) is a plane wave u(x) = eiks·x/
√V
with wave vector ks. A generalization beyond this as-
sumption is discussed in Sec. III E. h¯kR with kR = ks+kc
is the recoil momentum transferred to an atom in the
two-photon transition from |g〉 to |r〉.
While the initial state |g〉 and final state |r〉 of the
storage process are assumed to be long lived, the inter-
mediate state |e〉 is subject to decay to state |g〉 with rate
coefficient Γe accompanied by emission of a photon. The
desired part of these emissions produces photons in mode
u(x). The remaining part produces photons in spatial
modes orthogonal to u(x). We refer to the latter process
as spontaneous emission. We define the number of excita-
tions as the number of signal photons in mode u(x) plus
the number of atoms in states |e〉 and |r〉. In our follow-
ing treatment, spontaneous emission into modes orthog-
onal to u(x) has little effect. As long as it is neglected,
the number of excitations is conserved. As a result, the
subspaces of Hilbert space describing states with a given
number of excitations are invariant under time evolution
as long as spontaneous emission is neglected. In our ex-
periment, the number of stored excitations is typically
less than one. Hence, we restrict our model to the sub-
spaces with one or zero excitations. The zero-excitation
subspace is trivial, so we focus on the single-excitation
subspace.
8Hence, EIT-based storage starts with one photon in
the mode u(x) and all atoms in internal state |g〉. The
external initial state, however, is often a mixed state.
This initial N -atom state can generally be described by
a density matrix ρN , which can be diagonalized, yielding
ρN =
∑
n Pn|Ψg,n(0)〉〈Ψg,n(0)|, where the probabilities
Pn fulfill Pn ≥ 0 and
∑
n Pn = 1, the |Ψg,n(0)〉 form an
orthonormal basis of N -atom states. Here, the argument
(0) refers to zero dark time. We first consider only one
pure state |Ψg,n(0)〉.
We restrict our model to the situation where the initial
pure state |Ψg,n(0)〉 =
⊗N
i=1 |ψg,n,i(0), gi〉 is a product
state, where |ψg,n,i(0)〉 and |gi〉 are the initial external
and internal states of the ith atom, respectively. It is
easy to show that the three-dimensional (3d) subspace of
Hilbert space spanned by the set of orthonormal N -atom
states
























is invariant under application of the atom-light interac-
tion Hamiltonian Val detailed in appendix A. Here, |1s〉
is the single-photon Fock state of the mode u(x) of the
signal light. The external single-atom states |ψe,n,i(0)〉







and are properly normalized because u(x) and v(x) are
properly normalized plane waves. The N -atom states
|Ψe,n(0)〉 and |Ψr,n(0)〉 are singly excited Dicke states, in
which we omitted multiplication with the vacuum state
|0s〉 of the signal mode for brevity.
For later use, we introduce an operator T †i acting on
the external degree of the ith atom with position repre-
sentation
T †i (x) =
√
Vv(x). (8)
Hence Eq. (7b) can be rewritten as
|ψr,n,i(0)〉 = T †i |ψg,n,i(0)〉. (9)
As v(x) is a plane wave, T †i is unitary.
It is easy to show that with respect to the orthonormal
basis (|Ψg,n(0), 1s〉, |Ψe,n(0)〉, |Ψr,n(0)〉) of the 3d invari-
ant subspace, the atom-light interaction Hamiltonian Val
has the matrix representation
Val = h¯
 0 gR√N 0gR√N 0 12Ωc
0 12Ωc 0
 , (10)
where gR is the vacuum Rabi frequency of the signal
mode and Ωc the Rabi frequency of the EIT coupling
light.
Obviously, the N -atom state
|Dn〉 = cosϑ|Ψg,n(0), 1s〉 − sinϑ|Ψr,n(0)〉 (11)







is an eigenstate of Val. Hence, for signal light in vacuum
with Ωc 6= 0, one obtains ϑ = 0. If we were to extend our
formalism to a signal light pulse instead of a plane wave,
then ϑ = 0 would be the initial value before the pulse
enters the medium and the final value after the retrieved
pulse left the medium. Conversely, for a pulse inside
the medium with Ωc = 0 during the dark time between
storage and retrieval, one would obtain ϑ = π/2.
The state |Dn〉 is dark in the sense that it shows no
spontaneous emission when spontaneous emission into
modes orthogonal to u(x) is added to the model, because
〈ei|Dn〉 = 0 for all i. For 0 < ϑ < π/2 the state |Dn〉 de-
scribes a superposition of a photon and a copropagating
atomic excitation, which is why it is called dark polari-
ton. For ϑ = 0, however, it describes a single photon and
for ϑ = π/2 it describes the Dicke state |Ψr,n(0)〉, which
is commonly referred to as a spin wave.
The other two eigenstates of Val in Eq. (10) are bright
states because they rapidly decay by spontaneous emis-
sion into modes orthogonal to u(x). In our model, these
bright states which couple to u(x) never become popu-
lated because we will assume below that the population
adiabatically follows the dark state |Dn〉.
B. EIT-Based Storage and Retrieval
In an experiment, a signal light pulse of finite duration
is stored in an atomic medium of finite length. Aim-
ing at large storage efficiency would entail a nontrivial
treatment of the longitudinal wave function of the sig-
nal light pulse, in particular when entering and leaving
the medium. In addition, one would need to take into ac-
count the question whether the pulse fits into the medium
longitudinally and the issue of residual absorption be-
cause of imperfect EIT while the pulse propagates inside
the medium before storage and after retrieval. The resid-
ual absorption can be caused e.g. by dephasing or by the
nonzero frequency width of a light pulse with finite du-
ration. Such issues have been addressed in the literature
in detail, see e.g. Ref. [35]. We do not attempt to model
9these aspects here because these issues tend to affect the
efficiency in a way which is independent of the dark time.
Instead, to describe storage, we use a model quite sim-
ilar to Refs. [2, 3]. In this model, the medium is homo-
geneous along the z axis with a quantization length Lz.
Hence, the signal-light pulse cannot enter or leave the
medium and no spatial pulse compression occurs, which
drastically simplifies the model. The experimental ini-
tial situation with a light pulse outside the medium is
modelled by starting with a very large value of Ωc, which
results in ϑ ≈ 0. Along with this, the system is assumed
to be prepared in the dark state |Dn〉 = |Ψg,n(0), 1s〉.
Next, Ωc is ramped to 0 sufficiently slowly that the pop-
ulation adiabatically follows the dark state. After this
ramp, ϑ = π/2 so that the dark state has evolved into
|Dn〉 = |Ψr,n(0)〉, which means that storage in the form
of a spin wave has been achieved. The assumption of
adiabatic following means that no spontaneous emission
into modes orthogonal to u(x) occurs during storage.
As an aside, we note that in an experiment, the rota-
tion of ϑ occurs almost exclusively when the pulse enters
the medium. When the pulse is inside the homogeneous
part of the medium, typically ϑ ≈ π/2. The actual tem-
poral ramp of Ωc in the experiment changes ϑ only by a
small amount, bringing it all the way to π/2.
Now, we deviate from Refs. [2, 3]. We further simplify
the model by assuming that u(x) is a plane wave. As a
result, keeping track of the longitudinal properties of the
signal light becomes trivial.
We assume that the dark time t between storage
and retrieval is described by a time-evolution operator
Ud(t) = e
−iHdt/h¯, where the N -atom dark-time Hamilto-
nian Hd =
∑N
i=1Hd,i is a sum of single-atom Hamiltoni-
ans Hd,i of the form
Hd,i = Hg,i ⊗ |gi〉〈gi|+Hr,i ⊗ |ri〉〈ri|, (13)
where Hg,i and Hr,i are operators acting on the external
state of the ith atom. Hence, the atoms are noninter-
acting and the internal state of each atom is unchanged
during the dark time. We abbreviate
Ug,i(t) = e
−iHg,it/h¯, |ψg,n,i(t)〉 = Ug,i|ψg,n,i(0)〉,
(14a)
Ur,i(t) = e
−iHr,it/h¯, |ψr,n,i(t)〉 = Ur,i|ψr,n,i(0)〉. (14b)














Typically, the term Hd in the Hamiltonian will also be
present during storage and retrieval. But for simplicity,
we assume that the dynamics during storage and retrieval
are dominated by Val so that Hd has negligible effect
during storage and retrieval.
After the dark time, the EIT coupling light is turned
back on for retrieval. Ideally, this will cause directed re-
trieval of the photon into the original spatial mode u(x)
as a result of interference of light emitted from the large
number N of atoms [2, 3]. The write-read efficiency η is
the ratio of the average number of photons retrieved into
the original mode u(x) divided by the average number
of incoming photons before storage. Again, we neglect a
variety of experimental complications, e.g. the fact that
after the finite-duration signal light pulse resumes prop-
agation, it experiences some residual absorption before
propagating out of the finite-length medium. Instead, we
model the retrieval process by assuming that Ωc is slowly
ramped back up from zero, where ϑ = π/2, to a very
large value of Ωc, finally resulting in ϑ ≈ 0. We study
the final number of photons in the plane-wave mode
u(x) which remains inside the homogeneous medium and
does not experience absorption in our model because it
is monochromatic and meets the two-photon resonance
condition.
Hence, much like the storage process, we model the re-
trieval as an adiabatic passage, but now with ϑ evolving
back from π/2 to 0. For zero dark time, the considera-
tions can be restricted to the 3d invariant subspace given
by Eq. (6) and the retrieval is simply the time reversed
process of the storage. For nonzero dark time, however,
things become more complicated. If retrieval is success-
ful, then by definition the excitation reappears in the
mode u(x) of the signal light, which obviously implies
that all atoms are finally in internal state |g〉. But for
nonzero dark time it is not immediately clear, what the
final external N -atom state will be.
To include this aspect in our calculation, let Hext de-
note the Hilbert space containing all external N -atom
states. Note that the fact thatHext is a Hilbert space im-
plies that it contains product states and entangled states.
LetWu denote the subspace of spin-wave states obtained
when applying storage with mode function u(x) to Hext.
Let us temporarily assume that the state after the dark
time |Ψr,n(t)〉 is an element of Wu. Hence, there exists
an N -atom state |Ψ0〉 which would turn into |Ψr,n(t)〉
upon storage. As we treat the retrieval as the time re-
versed version of storage, it is now clear that the state
|Ψr,n(t)〉 causes retrieval with 100% efficiency into mode
u(x) with final atomic state |Ψ0〉. In this way, we found
the possibly nontrivial final N -atom state |Ψ0〉.
Now we turn to a general state |Ψr,n(t)〉 which does
not have to be an element of Wu. We use Pu to de-
note the orthogonal projector onto the subspace Wu and
use this to decompose this state into Pu|Ψr,n(t)〉 and
(1 − Pu)|Ψr,n(t)〉. As Pu|Ψr,n(t)〉 is an element of Wu
it causes retrieval into mode u(x) with perfect efficiency,
as explained above. Conversely, as (1 − Pu)|Ψr,n(t)〉 is
orthogonal toWu it does not couple to the mode u(x) for
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reasons discussed in appendix B. Hence, the efficiency is
ηn(t) = η0‖Pu|Ψr,n(t)〉‖2, (16)
where ‖...‖ denotes the norm of a vector and we included
a constant factor η0 with 0 ≤ η0 ≤ 1 which serves to
represent experimental imperfections during storage and
retrieval, such as the residual absorption discussed above.
In the following we always consider N ≫ 1, because this
is a necessary condition for making the directed emis-
sion dominate over spontaneous emission in random di-
rections.















= 〈ψg,n,i(0)|U †g,i(t)TiUr,i(t)T †i |ψg,n,i(0)〉. (18)
Note that Eq. (9) combined with 〈ψr,n,i(0)|ψr,n,i(0)〉 = 1
implies Rn,i(0) = 1 so that ηn(0)/η0 = 1. In addition,
the unitarity of Ti implies |Rn,i(t)|2 ≤ 1 for all times so
that ηn(t)/η0 ≤ 1 for all times.
















which turns out to be an element of Wu. It has the prop-
erty |Φn(t)〉 =
√
η0/ηn(t)Pu|Ψr,n(t)〉 for N ≫ 1. In the
language of quantum information processing, ηn(t)/η0 in
Eq. (19) is the fidelity of the states |Φn(t)〉 and |Ψr,n(t)〉.
The N -atom state |Ψr,n(t)〉 is obtained from the state
|Ψg,n(0), 1s〉 by storage followed by dark-time propa-
gation, whereas the N -atom state |Φn(t)〉 would be
obtained if the temporal order were reversed, namely
if the dark-time propagation were followed by stor-
age. Equation (18) features analogous quantities on the
single-particle level, because |ψr,n,i(t)〉 is obtained from
|ψg,n,i(0)〉 by storage followed by dark-time propagation,
whereas T †i |ψg,n,i(t)〉 would be obtained by dark-time
propagation followed by storage.
Equation (17) is immediately applicable to a gas of
noninteracting bosons at T = 0, because in that case one
obtains a pure BEC so that all atoms initially occupy the
same single-particle wave function. In this situation, we




C. Mixed Initial State
We now turn to a mixed initial state. We must average
η(t) =
∑
n Pnηn(t). For simplicity, we concentrate on
the simple case where the N -atom density matrix for the
initial state
ρN = ρ˜⊗ ρ˜⊗ · · · ⊗ ρ˜︸ ︷︷ ︸
N times
(22)
is the tensor product of N identical copies of a single-
atom density matrix ρ˜. As all atoms are initially in inter-
nal state |g〉, we obtain ρ˜ = ρ⊗ |g〉〈g|, where ρ describes







As we assumed that the particles are identical, Eq. (22)
holds if and only if all particles are uncorrelated, which is
the case, e.g. if ρN describes a noninteracting gas of iden-
tical particles in thermal equilibrium at a temperature far
above quantum degeneracy. In addition, as we assumed
that the particles are identical, we obtain Hg,i = Hg,1
and Hr,i = Hr,1 for all i. As a result, the problem fac-
torizes and all properties of the N -atom problem can be
expressed in terms of properties of only the first particle.
In this situation, we drop the index i from the notation,
writing e.g. Hg = Hg,1 and Rn(t) = Rn,1(t).
The fact that all properties of the N -atom problem can
be expressed in terms of the properties of only the first
particle drastically simplifies the problem. A straightfor-









This is a complex number, which we call the coherence.
Note that Rn(0) = 1 for all n implies
C(0) = 1 (26)





pn〈ψg,n(0)|U †g (t)T Ur(t)T †|ψg,n(0)〉
= tr(ρU †g (t)T Ur(t)T †). (27)
Before proceeding, we note for later use that if
T = 1, Hg = Hr, (28)
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then Eq. (18) obviously yields Rn(t) = 1 for all n, t and
we obtain η(t)/η0 = 1 for all t.
In addition, we note for later use that there is a number
of situations, in which the problem separates in Carte-
sian coordinates. Specifically, if Ug(p,x) = Ug,x(px, x)
Ug,y(py, y)Ug,z(pz, z) and an analogous statement holds
for Ur(p,x), v(x), and ψg,n(x, 0) for all n with prob-
abilities pn = pnxpnypnz , then according to Eq. (18)
Rnx,ny,nz(x) = Rnx,x(x)Rny ,y(y)Rnz ,z(z) and according











D. Same Ground-State Hamiltonian before and
during Dark Time
To further simplify the model, we assume that the ini-
tial N -atom density matrix ρN commutes with the dark-
time Hamiltonian Hg,i for the ith atom in internal state
|g〉
[Hg,i, ρN ] = 0 (30)
for all i. This equation holds e.g. in the frequently en-
countered situation where ρN is in thermal equilibrium
before storage and the ground-state Hamiltonian Hg,i is
identical before storage and during the dark time.
Eq. (30) implies that all the |ψg,n,i(0)〉 can be chosen
such that they are eigenstates of Hg,i. Let the corre-
sponding eigenvalues be denoted as Eg,n,i. This yields
|ψg,n,i(t)〉 = e−iEg,n,it/h¯|ψg,n,i(0)〉 (31)
so that Eq. (18) simplifies to
Rn,i(t) = e
iEg,n,it/h¯〈ψr,n,i(0)|ψr,n,i(t)〉. (32)




= |〈Ψr,n(0)|Ψr,n(t)〉|2 . (33)
The last equation has been used previously e.g. in Refs.
[13, 14, 22] without much justification.
A particularly simple example is obtained if addition-
ally the |ψr,n,i(0)〉 for all n are eigenstates of the dark-
time Hamiltonian Hr,i with eigenvalues Er,n,i. This
yields
|ψr,n,i(t)〉 = e−iEr,n,it/h¯|ψr,n,i(0)〉 (34)
so that Eq. (32) simplifies to
Rn,i(t) = e
i(Eg,n,i−Er,n,i)t/h¯〈ψr,n,i(0)|ψr,n,i(0)〉. (35)
As long as u(x) is a plane wave 〈ψr,n,i(0)|ψr,n,i(0)〉 = 1,
as discussed above.
E. Beyond a Plane-Wave Signal Light Field
The formalism discussed so far can be extended to situ-
ations in which the mode function u(x) of the signal light
is not a plane wave, as detailed in appendix C. Here, we
briefly summarize the central results of that treatment.
The quantities |ψg,n,i(t)〉, |ψr,n,i(t)〉, T †i , Rn,i(t), and
C(t) are still defined by Eqs. (7), (8), (14), (18), and
(25). But now the operator T †i is no longer unitary and
the single-particle state T †i |ψg,n,i(t)〉 which appears in
the definition (18) of Rn,i(t) is no longer properly nor-
malized. Instead, calculating its norm squared yields a
dimensionless real number





which describes how well the mode u(x) overlaps with the
atomic wave function ψg,n,i(x, t). Note that combination
with Eq. (9) yields 〈ψr,n,i(0)|ψr,n,i(0)〉 =Mn,i(0).







We turn to the uncorrelated, mixed state of Eq. (22). As
























3x̺g(x, t) = 1. Note that µ(0) = C(0)
according to appendix C.
If Eq. (30) holds, typically because the Hamiltonian
is identical before and after storage, then according to







and Eqs. (32) and (35) remain unchanged, now with
〈ψr,n(0)|ψr,n(0)〉 = Mn(0) according to the text below
Eq. (36).
12
F. Relation to DLCZ Sources and Ramsey
Spectroscopy
The central results of Secs. III B–III E also apply to
single-photon sources based on the DLCZ protocol [20].
This is because the write pulse of a DLCZ source, while
using a somewhat different mechanism, prepares the
Dicke state |Ψr,n(0)〉 of Eq. (6c). The subsequent time
evolution during the dark time and during the DLCZ
read pulse are largely identical to the dark time and the
retrieval in EIT-based storage and retrieval. Hence, pro-
cesses which cause the efficiency to decay as a function
of dark time affect DLCZ sources and EIT-based storage
and retrieval in the same way.
Furthermore, as shown in Ref. [30], an appropriately




which holds if ρ commutes with the dark-time Hamilto-
nian, see Eq. (30), or if v(x) is a plane wave. Combina-
tion with Eq. (41) or with Eqs. (24) and (26) yields
η(t)
η0
= V 2(t), (43)
which shows that the analysis of the processes which
cause the visibility in Ramsey spectroscopy and the effi-
ciency in EIT-based storage and retrieval to decay as a
function of dark time is identical, as long as they fit into
the model used here.
IV. APPLICATIONS OF THE MODEL
In this section, we apply the above model to a few
selected situations. The first situation, discussed in Sec.
IVA, deals with the decay of η caused by photon recoil
during storage combined with thermal atomic motion.
This situation is closely related to the spatial first-order
coherence function of the gas, as pointed out in Sec. IVB.
In Sec. IVC we use the Raman-Nath approximation to
derive an expression for the decay of η resulting if atoms
in states |g〉 and |r〉 experience different potentials Vg(x)
and Vr(x) during the dark time. In Sec. IVD, we apply
this expression to a situation in which both Vg(x) and
Vr(x) are harmonic and gravitational sag is taken into
account.
A. Photon Recoil and Thermal Motion
Here we discuss the decay of η caused by nonzero total
photon recoil h¯kR during storage combined with thermal
atomic motion at a temperature T far above quantum de-
generacy. For simplicity, we assume that the EIT signal
light mode u(x) is a plane wave. According to Eq. (25),
we only need to consider single-particle properties. The








where the normalization constant Z is the canonical par-
tition function and β = 1/kBT .









where p and m are the momentum and the mass of the
atom. We additionally assume that the single-particle
potentials vanish before and after storage




with wave vectors kn meeting periodic boundary con-
ditions are the eigenstates of the ground-state Hamil-
tonian before and after storage. The external states
ψr,n(x, 0) = e
i(kn+kR)·x/
√V created during storage are
eigenstates of the dark-time Hamiltonian so that Eqs.











n pn expresses the thermal average. For
high enough temperature T or for large enough quanti-
zation volume V , we approximate the parameter kn as

















n pn approximated as
∫
d3kp(k)
yields C(t) = e−ih¯k
2
Rt/2me−t
2/2τ2R so that Eq. (24) yields








where σv = h¯σk/m =
√
kBT/m is the 1d rms width
of the thermal velocity distribution. η(t)/η0 displays a
Gaussian decay with 1/e time τR. The expression for
τR can be interpreted as the condition that the typical
distance σvτR travelled because of thermal motion equals
the reduced wavelength λR/2π = 1/kR of the spin wave.
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B. Relation to the Spatial Coherence Function








where vR = h¯kR/m is the recoil velocity associated with
kR. This can be interpreted as the condition that the dis-
tance vRτR travelled because of the photon recoil equals
the coherence length lc = λdB/
√
2π = 1/σk of the gas.
The latter is obtained from the spatial first-order coher-
ence function g(1)(r) which has the property [36]
|g(1)(r)|2 = e−2pir2/λ2dB (52)
for a homogeneous, noninteracting gas with T far above
quantum degeneracy.
The appearance of g(1)(r) in this problem is not a co-





As discussed in Ref. [30], this holds for a noninteracting
thermalized gas with T = 0 or with T far above quan-
tum degeneracy, as long as the dark-time Hamiltonian
is purely kinetic and u(x) is a plane wave. It applies to
fermions as well as to bosons. In addition, we conjecture
that it might be a fairly good approximation at any tem-
perature. The idea that there is some relation between
η and spatial coherence has previously been discussed
qualitatively e.g. in Ref. [21]. But we are not aware of a
previous derivation of Eq. (53).
For Ramsey spectroscopy, the situation seems to be
similar. Photon recoil in a Ramsey experiment was used
e.g. in Ref. [37] to study the spatial coherence of a BEC.
But we are not aware of a previous derivation of the re-
lation
V (t) = |g(1)(vRt)| (54)
also derived in Ref. [30]. This holds for a noninteracting
gas as long as the dark-time Hamiltonian is purely kinetic
and u(x) is a plane wave. It applies to fermions as well
as to bosons and does not even require the gas to be
thermalized.
C. Raman-Nath Approximation
We turn to a situation in which atoms in states |g〉
and |r〉 experience different potentials Vg(x) and Vr(x).
In our experiment, these potentials are light shifts cre-
ated if the dipole trap is left on during the dark time,
but in general this could also be other potentials, e.g. in-
homogeneous Zeeman shifts. Even if both potentials are
approximated as harmonic, this is a nontrivial problem,
some parts of which have previously been addressed e.g.
in Refs. [15, 23–26, 38].
In principle, we could calculate C(t) using Eqs. (25)
and (32). However, the resulting calculation will typ-
ically become nontrivial because the time evolution of
|ψr,n(t)〉 is not given by a trivial phase factor as in Eq.
(34). Hence, while Eqs. (25) and (32) can be useful for
tackling the problem numerically, that approach will typ-
ically not produce a simple analytic result.
Instead, we consider Eq. (27) and apply the Raman-
Nath approximation [39] during the dark time. Con-
ceptually, this approximation means that we ignore the
distance which an atom travels during the dark time.
Technically, this approximation consists in replacing the
kinetic-energy operator by a constant real number during






× 〈ψg,n(0)|eiVgt/h¯T e−iVrt/h¯T †|ψg,n(0)〉, (55)
where Ekin,g,n and Ekin,r,n denote the kinetic energies
of states |ψg,n(0)〉 and T †|ψg,n(0)〉, respectively. The
remaining operators Vg, Vr, and T are diagonal in the









We assume that for those states |ψg,n(0)〉, which con-
tribute noticeably to the thermal average, we can ap-
proximate Ekin,g,n = Ekin,r,n because the typical kinetic
energy in state |g〉 exceeds other effects, namely the ki-
netic energy associated with the total photon recoil and
with the finite signal-beam waist because of the position-




with ̺g(x, t) from Eq. (40). The efficiency η(t) is calcu-
lated by inserting µ(t) from Eq. (39) and C(t) from Eq.
(57) into Eq. (38). The energy eigenstates of the poten-
tial Vg(x) no longer appear individually in Eqs. (39) and
(57). Instead, only ̺g(x, t) appears, thus often allowing
for a simple analytic solution.
D. Harmonic Potential and Gravitations Sag
We now apply the Raman-Nath approximation to a sit-
uation in which both potentials Vg(x) and Vr(x) can be
approximated as harmonic and in which Vg(x) is identi-
cal before and after storage and the system is in thermal
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equilibrium with T far above quantum degeneracy be-
fore storage. As previously discussed in Sec. II C, grav-
itational sag of the cloud in the trapping potential is a
crucial aspect because it causes the position dependence
of the differential light shift at cloud center to be linear,
which leads to much faster decay of the retrieval efficiency
compared to a purely quadratic differential potential.
We assume that both potentials Vg(x) and Vr(x) are
light-shift potentials created by a travelling Gaussian
light beam with wave vector along the z axis used for
dipole trapping the ground state. We obtain light-shift
potentials [41] Vj,light(x) = −αjI(x)/2ǫ0c, where αj is
the dynamical polarizability of state j ∈ {g, r}, I(x)
the trapping-light intensity, ǫ0 the vacuum permittiv-
ity, and c the vacuum speed of light. A harmonic ap-
proximation around the trap center yields Vj,light(x) =
Vj,0 + κj(x
2 + y2)/2, where Vj,0 = Vj,light(0) is the peak
value of the trapping potential, κj = −4Vj,0/w2t the
spring constant, and wt the beam waist of the dipole
trapping beam. Here, we neglected the divergence of the
Gaussian beam.
Adding the gravitation potential mgx, we obtain the
total potentials Vj(x) = κj [(x + xj,s)
2 + y2]/2, where
xj,s = mg/κj is the gravitational sag and we used an
interaction picture to reset the zero of energy for each
internal state individually. We now reset the coordinate









(x− x0)2 + y2
)
, (58b)
where x0 = xg,s − xr,s is the differential gravitational
sag. Note that an atom in state |r〉 localized at x = 0
experiences a force





We assume that before storage the system is in thermal
equilibrium at temperature T . This requires κg ≥ 0,
whereas κr may have either sign. We assume that T is







with σx = (βκg)
−1/2.





where w is the beam waist and VG = πw2Lz/2 a nor-
malization factor with the dimension of a volume. Here,
we consider a cuboidal quantization volume V with edge
lengths Lx, Ly, and Lz and assumed w ≪ Lx = Ly.
In addition, we neglected the divergence of the beam,
the curvature of the wave fronts, and the Gouy phase,
all based on the assumption that zR ≪ Lz, where
zR = ksw
2/2 is the Rayleigh length.
Using the Raman-Nath approximation (57) in this sit-































w21 |κg − κr|
. (64)
w1 is the radius of the part of the atom cloud which is
transferred to the state |r〉. If w and 2σx differ by a large
factor, then w1 equals the smaller of these quantities. For









Note that taking the finite value of w1 into account
is crucial here, because in the limit w1 → ∞, Eq. (65)
yields τκ → 0 and τF,1 → 0. To make this plausible, note
that coherent directed retrieval will be possible if the
momentum spread of a pure single-atom state |ψr,n(0)〉
is larger than the differential change in momentum expe-
rienced during the dark time in the presence of the po-
tential. Otherwise, the single-atom states |ψr,n(t)〉 and
T †|ψg,n(t)〉 have poor overlap in momentum space, caus-
ing Rn(t) and C(t) to vanish according to Eqs. (18) and
(25). For a finite w1, the position-momentum uncertainty
relation enforces a nonzero momentum spread 2h¯/w1 of
each state |ψr,n(0)〉, thus causing a nonzero time for the
decay of |C(t)|. Note that only the differential potential
Vr(x)−Vg(x) is relevant for the directed retrieval because
only this appears in Eq. (57). In an experiment, the fi-
nite value of w1 has contributions from the initial size
σx of the ground-state sample and from the transverse
beam profiles of the signal and coupling beams. In EIT
storage experiments, the signal beam waist typically is
the smallest of these length scales because otherwise one
cannot achieve high storage efficiency. Note that this is
why we approximate the coupling beam as a plane wave
throughout this work.
The Raman-Nath approximation is a good approxima-
tion as long as the distance which an atom travels dur-
ing the dark time is small. In a harmonic differential
potential, the dark time must be short compared to an




|κr − κg| . (66)
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In addition, the Raman-Nath approximation neglects the
distances travelled because of the initial thermal veloc-
ity, the net photon recoil, and the kinetic energy asso-
ciated with the finite signal-beam waist because of the
position-momentum uncertainty relation. This addition-
ally requires t≪ w1/2σv, t≪ w1/2vR, and t≪ mw21/4h¯.
If the gravitational sag is much smaller than the cloud
size xg,s ≪ w1/2, then the gravitational sag has negligi-
ble effect. In this case, the model can be simplified by
setting F = 0. In general, for F = 0 we would expect the
differential potential to excite the monopole mode, also
known as the breathing mode, of the atomic cloud. If
the spring constant should be negative, then the breath-
ing mode would have imaginary frequency correspond-
ing to exponential decay or growth instead of an oscilla-
tion. The short-time behavior of this is captured by the
Raman-Nath approximation.
For F = 0 Eq. (62), which relies on the Raman-Nath







A previous analysis of the F = 0 scenario by Kuhr et al.
[24] used a different approximation, which holds in a pa-
rameter regime different from ours and yields a different
result, as detailed in Ref. [30].
To make the decay time τκ from Eq. (64) appearing
in Eq. (67) plausible, we consider an atom in state |r〉
which has a certain momentum and a certain position
with y = 0 and arbitrary x at the beginning of the dark
time. According to Eq. (58), it experiences a differential
force along the x axis of
−∂x(Vr − Vg) = (κg − κr)x+ F (68)
with F from Eq. (59). After the dark time t, the differen-
tial atomic momentum has changed by (κg−κr)xt, where
we used F = 0 and assumed that x is unchanged because
of the Raman-Nath approximation. Equating the modu-
lus of this momentum change with the momentum width
2h¯/w1 of state |ψr,n(0)〉 and replacing x by the typical
value w1/2 yields t = τκ.
Conversely, if we assume that the gravitational sag is
much larger than the cloud size, then the harmonic part
of the differential potential has little effect and we expect
the differential potential to excite the dipole mode, also
known as the sloshing mode, of the atomic cloud. Again,
the short-time behavior of this is captured by the Raman-
Nath approximation.
The condition that the gravitational sag is much larger
than the cloud size w1/2 ≪ xg,s is equivalent to τF,1 ≪
τκ. This is plausible because, if the cloud size w1/2 is
much smaller than the gravitational sag xg,s, then the
atomic cloud in state |r〉 essentially experiences a con-
stant force F , i.e. the term ∝ x in Eq. (68) in negligible.
If we consider τF,1 ≪ τκ, then the initial decay of η(t)/η0
in Eq. (62) from unity to a value much smaller than unity










This is a good approximation except for the long-time
tail of the decay, which is often of little interest because
here η(t)/η0 ≪ 1 anyway.
To make the decay time τF,1 appearing in Eq. (69)
plausible, we consider an atom in state |r〉 which has a
certain momentum at the beginning of the dark time.
After the dark time, its momentum has changed by Ft.
Equating the modulus of this with the momentum width
2h¯/w1 of state |ψr,n(0)〉 yields t = τF,1.
For the parameters of our experiment, the gravita-
tional sag is larger than the size of the cloud so that the
linear potential dominates and the atoms hardly sample
the curvature of the differential potential. Hence, Eq.
(69) is applicable and the quadratic potential has neg-
ligible effect. Neglecting the quadratic potential from
the start drastically simplifies the original problem and
makes it possible to solve the problem analytically with-
out resorting to the Raman-Nath approximation. In par-
ticular, this allows it to take the two-photon recoil h¯kR
and the nonzero initial temperature T of the atomic cloud
into account, which we neglected in the Raman-Nath ap-
proximation. This is detailed in Ref. [30].
V. CONCLUSIONS
To conclude, we studied the dark-time decay of the
retrieval efficiency for light stored using Rydberg EIT.
We experimentally demonstrated a 1/e time of 30 µs in
free expansion at low atomic density and low tempera-
ture. Our experimental data, both inside the dipole trap
and in free expansion, agree well with a model which
we present and of which we showed that it bears analo-
gies to DLCZ single-photon sources and to the decay of
fringe visibility in Ramsey spectroscopy. We also exper-
imentally studied the decay of the degree to which the
retrieved light is coherent. The model suggests that the
trap-induced part of the decay of the retrieval efficiency
should become negligible when moving from the present
red-detuned 1064 nm dipole trap to a blue-detuned 532
nm dipole trap. This prediction is promising for future
experiments aiming for a Rydberg cavity gate.
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Appendix A: Atom-Light Interaction Hamiltonian
In this appendix, we present details regarding the
atom-light interaction Hamiltonian Val appearing in Eq.
(10). We assume that a signal (coupling) light field with
angular frequency ωs > 0 (ωc > 0) and single-photon
detuning ∆s = ωs − ωeg (∆c = ωc − ωre) is near res-
onant with the |g〉 ↔ |e〉 (|e〉 ↔ |r〉) transition with
dipole matrix element deg (dre) and atomic resonance
angular frequency ωeg (ωre). We describe the coupling
light field as a classical, plane wave with Ec(x, t) =
1
2Ec,0e
−iωct+ikc·x+c.c. with wave vector kc, complex am-
plitude Ec,0, and Rabi frequency Ωc = −dreEc,0/h¯.
The signal light field, however, must be quantized to
obtain a useful description of EIT-based storage because
it is crucial that an atomic excitation from state |g〉 to
|e〉 has a back action onto the signal light field, reduc-
ing its photon number by one. We include only a sin-
gle monochromatic optical mode of the signal field in
our model. The operator describing its electric field is
Eˆ(x) = Eˆ(+)(x) + H.c. where Eˆ(+)(x) = Eωs
√Vu(x)aˆs
would become the positive-frequency component if one
used the Heisenberg picture, Eωs =
√
h¯ωs/2ǫ0V is the
field amplitude, V the quantization volume, u(x) the




and aˆs the annihilation operator for a photon in this
mode with bosonic commutation relation [aˆs, aˆ
†
s] = 1.
Using Eωs one introduces the vacuum Rabi frequency
gR = −degEωs/h¯.
We use an interaction picture and the rotating-wave
approximation. We find that the Hamiltonian for the ith
atom contains a modified internal-energy term Hint,i =
h¯∆s|gi〉〈gi|− h¯∆c|ri〉〈ri| together with the potential Val,i









The total atom-light interaction Hamiltonian is Val =∑N
i=1 Val,i. Spontaneous emission from state |e〉 into
modes orthogonal to u(x) is not included in Val.
Had we considered a Λ-type level scheme instead of
the ladder-type level scheme, i.e. had state |r〉 an energy
lower than the energy of state |e〉, then we would have
to replace Ωc 7→ Ω∗c and along with it kc 7→ −kc and
∆c 7→ −∆c. Everything else would remain unchanged.
In the following we always assume that gR and Ωc are real
and that ∆s = ∆c = 0. Reference [3] uses the notation
Ω, where we use Ωc/2.
Appendix B: Retrieval Efficiency
In this appendix, we derive the central result (17)
for the retrieval efficiency. For brevity, we drop the
thermal averaging index n from the notation through-
out this appendix. We start by constructing an explicit
expression for the projector Pu. To this end, we con-
sider an orthonormal basis of external states of the ith
atom (|φ1,i〉, |φ2,i〉, |φ3,i〉, ...). Hence, the product states⊗N
i=1 |φji,i〉 form an orthonormal basis of the Hilbert
space Hext of all external N -atom states. Similarly, the
product states




form an orthonormal basis of the subspace of states with
one signal photon and zero atomic excitations. Like-
wise, the states |φji,i, ri〉
⊗N
i′=1,i′ 6=i |φji′ ,i′ , gi′〉 form an
orthonormal basis of the subspace of states with one Ryd-
berg excitation. Note that there are N options, which
atom i is excited. Since Ti is unitary, we can alterna-
tively use the states(




|φji′ ,i′ , gi′〉 (B2)
as an orthonormal basis of the subspace of states with one
Rydberg excitation. Again, there are N options, which
atom i is excited.
For a given u(x), each of the states |Φg,j1,j2,...,jN , 1s〉
has a 3d invariant subspace with a single excitation as-
sociated with it in analogy to Sec. III A. Within each of












|φji′ ,i′ , gi′〉.
(B3)
The states |Φr,j1,j2,...,jN 〉 form an orthonormal basis of




|Φr,j1,j2,...,jN 〉〈Φr,j1,j2,...,jN |. (B4)
Note that the dimension of the subspace Wu is a factor
of N smaller than the dimension of the subspace spanned
by the states in Eq. (B2) because among the N options,
which atom is excited, only one superposition is realized,
namely the symmetric Dicke state which couples to mode
u(x).
To determine the retrieval efficiency based on Eq.
(16), we first need to calculate Pu|Ψr(t)〉. We facili-
tate this calculation by choosing the orthonormal basis
(|φ1,i〉, |φ2,i〉, |φ3,i〉, ...) in a way that is adapted to the
problem. Specifically, we construct this basis such that
|φ1,i〉 = |ψg,i(t)〉 (B5)
and that Ti|ψr,i(t)〉 lies in the two-dimensional (2d) sub-
space spanned by |φ1,i〉 and |φ2,i〉. We denote the cor-
responding expansion coefficients as Ri(t) and Qi(t) de-
fined by
Ti|ψr,i(t)〉 = Ri(t)|φ1,i〉+Qi(t)|φ2,i〉. (B6)
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Note that this agrees with the definition of Ri(t) in Eq.
(18). In addition, as Ti is unitary and |ψr,i(t)〉 is properly
normalized
|Ri|2 + |Qi|2 = 1. (B7)


































































N maxi |Qi|2 = O( 1N ). As a result, the only term in
Pu|Ψr(t)〉 which gives a non-negligible contribution to
η(t) for N ≫ 1 comes from |Φr,1,...,1〉, which equals |Φ〉
in Eq. (20). This makes Eq. (19) plausible.
In principle, the state in Eq. (B9) is entangled and
it would remain entangled during the adiabatic passage
from ϑ = π/2 to 0, but for N ≫ 1 we find that Pu|Ψr(t)〉
is well approximated when keeping only one Dicke state
|Φr,1,...,1〉, which becomes a product state |Φg,1,...,1, 1s〉
during the adiabatic passage from ϑ = π/2 to 0. Hence,
as a byproduct of our calculation, we obtained the fi-
nal N -atom state after retrieval, at least for those cases
where retrieval occurs into mode u(x).
In our experiment, we use an optical fiber for trans-
verse mode selection of the retrieved light. However, we
do not select the longitudinal mode. Within our model,
this lack of longitudinal mode selection has no effect onto
the efficiency. To see this, we use that u(x) has a plane-
wave type dependence on z and assume that Vg(x) and
Vr(x) are independent of z. Hence, starting from thermal
equilibrium, the initial atomic wave function ψg,n,i(x, 0)
has a plane-wave type dependence on z. Hence, the lon-
gitudinal mode along z is unchanged when calculating
U †g,i(t)TiUr,i(t)T †i |ψg,i(0)〉, which is relevant for Eq. (18).
In essence, this reflects conservation of linear momentum
along z because the momentum added during the transi-
tion |g〉 → |r〉 is removed in the transition |r〉 → |g〉.
The following consideration will show why a state
orthogonal to Wu does not couple to the mode u(x).
We start by considering the state |Ψg(0), 1s〉 of Eq.
(6a). Taking photon recoil for a given u(x) into ac-
count, it is obvious that a transition of the ith atom
from internal state |gi〉 to |ri〉 must change its exter-
nal state from |ψg,i(0)〉 to |ψr,i(0)〉. When considering
N atoms, there is a corresponding N -dimensional sub-
space with one Rydberg excitation. It is spanned by
the orthonormal basis |ψr,i(0), ri〉
⊗N
i′=1,i′ 6=i |ψg,i′(0), gi′〉
with i ∈ {1, 2, . . . , N}. However, Val couples the mode
u(x) only to the symmetric Dicke state of Eq. (6c). The
(N − 1)-dimensional subspace orthogonal thereto does
not couple to the mode u(x). For an arbitrary initial
state, this statement generalizes to the fact that a state
orthogonal to Wu does not couple to the mode u(x).
The state after storage |Ψr(0)〉 is an element of Wu.
The dark-time evolution rotates this state inside the sub-
space spanned by the states in Eq. (B2). Whenever
η(t) < η0, this rotated state |Ψr(t)〉 has a nonzero com-
ponent orthogonal to Wu. When the coupling light is
turned back on for retrieval, this component causes spon-
taneous emission into modes orthogonal to u(x). The
fate of those excitations is beyond the scope of the present
paper. They are simply regarded as lost.
Appendix C: Beyond Plane Waves
In this appendix, we present details regarding the gen-
eralization beyond a plane-wave signal light field, which
was only briefly summarized in Sec. III E. The main dif-
ference will be the appearance of several nontrivial nor-
malization factors. Apart from that, the treatment is
largely analogous. The main reason for discussing this
aspect in an appendix is that the main text becomes
more transparent because the relevant physics is not ob-
scured by a lengthy discussion of all the normalization
factors.
We assume that the mode function is of the form
u(x) = u⊥(x, y)eiksz/
√
Lz, in which the longitudi-
nal mode function remains that of a plane wave but
there might be some nontrivial transverse mode function
u⊥(x, y), such as the Gaussian of Eq. (61). Hence, the
longitudinal properties of the signal light remain trivial.
We still define the single-particle states |ψe,n,i(0)〉 and
|ψr,n,i(0)〉 by Eq. (7). Hence, Eq. (9) still holds. But now
these single-particle states are no longer properly normal-
ized. Instead, calculating their norm squared yields the
dimensionless real number





which describes how well the mode u(x) overlaps with
the atomic wave function before storage ψg,n,i(x).
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Using these states, we can easily generalize two of the






















The only difference to Eq. (6) is the appearance of the
dimensionless normalization factor Nn(0) instead of the
atom number N . The definition of |Ψg,n(0), 1s〉 remains
unchanged. The N -atom states |Ψe,n(0)〉 and |Ψr,n(0)〉





which can be regarded as the effective number of atoms
coupled to the EIT signal light.
Compared to a plane wave u(x), the situation here is
conceptually a little more subtle because the 3d subspace
spanned by states (|Ψg,n(0), 1s〉, |Ψe,n(0)〉, |Ψr,n(0)〉) is
no longer invariant under application of the atom-light
interaction potential Val. This is because a transition
|g〉 → |e〉 is accompanied by multiplication with u(x)√V
whereas the reverse transition |e〉 → |g〉 is accompanied
by multiplication with u∗(x)
√
V. If and only if u(x) is
a plane wave, then these factors cancel which makes the
3d subspace invariant. As argued in appendix D, we can
safely ignore this subtlety and restrict our considerations
to only this 3d subspace.
The state after storage is again |Ψr,n(0)〉. The dark
time evolution proceeds as in the plane-wave case. In













Again, this differs from the plane-wave case only in the
normalization factor Nn(0). Note that the unitary time
evolution during the dark time implies that the norm
of each |ψr,n,i(t)〉 is time independent, which is why the
normalization factor Nn(0) appearing in |Ψr,n(t)〉 is also
time independent.
The retrieval is also treated as in the plane-wave case.
In particular, Eqs. (16) and (19) remain unchanged and














Again, the only difference to the plane-wave case is that
the single-atom state T †i |ψg,n,i(t)〉 is not normalized,






with the dimensionless real number





In the limit t → 0, the last three equations coincide
with Eqs. (C2b), (C3), and (C1). Hence Eq. (19) yields
ηn(0)/η0 = 1. In addition, note that 0 ≤ Mn,i(t) ≤ 1.
For the special case where u(x) or ψg,n,i(x, t) is a plane
wave, we obtain Mn,i(t) = 1 and if this applies to all i,
then Nn(t) = N .













and Eq. (18) remains unchanged. In particular, for t = 0
we combine Eqs. (9), (18), and (C1) to obtain
Rn,i(0) =Mn,i(0), (C9)
which again yields ηn(0)/η0 = 1.







We turn to the uncorrelated, mixed state of Eq. (22).
Wanting to average ηn(t) over n, we are facing the dif-
ficulty that in Nn(t) =
∑N
i=1Mn,i(t) the sum over i ap-
pears in the denominator in Eq. (C8). To solve this prob-
lem, we note that Nn(t) =
∑N
i=1Mn,i(t) for N ≫ 1 is the
sum over a large number N of uncorrelated random vari-








and the same standard deviation because the particles are
identical. The central limit theorem states that 1NNn(t)
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is a normally-distributed, random variable with mean
value µ(t) and a standard deviation of order O(N−1/2).
We consider N ≫ 1 and neglect this standard devia-
tion, i.e we replace Nn(t) by Nµ(t) and Nn(0) by Nµ(0).







where Eq. (25) remains unchanged. The quantities C(t)
and µ(t) are obtained from Rn(t) and Mn(t) by averag-
ing over n. Interestingly, if one illegitimately extrapo-
lated Eq. (C12), which applies for a mixed state at high
temperature, to a BEC at T = 0, one would obtain the
correct result Eq. (C10). Note that Eq. (C9) yields
C(0) = µ(0). (C13)
If Eq. (30) holds, i.e. typically because the Hamilto-
nian is identical before and after storage, then Mn,i(t) =






and Eqs. (25), (32), and (35) remain unchanged, now
with 〈ψr,n,i(0)|ψr,n,i(0)〉 =Mn(0) according to Eq. (36).
Appendix D: Non-Invariance of the Subspace
As mentioned in appendix C, if u(x) is not a plane
wave, then the 3d subspace spanned by the states
(|Ψg,n(0), 1s〉, |Ψe,n(0)〉, |Ψr,n(0)〉) is no longer invariant
under application of the atom-light interaction potential
Val. In this appendix, we argue why this is not a major
concern.
As an example, we consider application of Val to any
vector in this 3d subspace. This will create a vector in















with some normalization factor N
(1)
g,n,i(0). Applying Val
to any vector in this 4d subspace yields a vector in a 5d
subspace etc. In this way, we obtain an infinite hierarchy
of subspaces.
If we consider the 4d subspace rather than the 3d
subspace, then we obtain a negligible correction to the
final result ηn(t) of our calculation because the single-
atom state of only one atom in |Ψ(1)g,n(0), 1s〉 differs from
|Ψg,n(0), 1s〉. All other single-atom states are identical.
Assuming that the number of coupled atoms is large
Nn(0) ≫ 1, this difference has negligible effect. The
same applies if we extend the model to the 5d subspace




√Vu(xi)aˆs|ei〉〈gi| + H.c. becomes com-
parable to Nn(0).
Now, the number k of applications of Veg that we
need to consider is set by the duration ts of the stor-
age pulse. The typical value of k which needs to be
taken into account is twice the number of |g〉 ↔ |e〉
Rabi flops which the Bloch vector can undergo during
time ts. Let Θ =
√
Nn(0)gRts denote the pulse area.
Then the number of Rabi flops is Θ/2π. All states ob-
tained by a much larger number of applications of Veg
have negligible amplitude in the state after storage. To
achieve adiabatic following in the dark state during the
storage process, we need 1 ≪ Θ/π. But typically Nn(0)
is large enough that this leaves enough room to choose
ts such that 1 ≪ Θ/π ≪ Nn(0). We assume that such
a choice was made. Hence, it suffices to restrict k to
k ≈ Θ/π ≪ Nn(0). A similar argument applies to the
adiabatic passage during retrieval.
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1. Possible Reasons for the Offset in Fig. 2
Here, we list a few obvious candidates of physical ef-
fects that might, in principle, explain the offset observed
in Fig. 2 together with reasons why these candidates can
probably be excluded in our experiment. A possible de-
viation from the perfectly counterpropagating beam ge-
ometry would change the slope of the straight-line fit in
Fig. 2, not its offset. Differential light shifts should van-
ish because all light fields are off during the dark time.
Phase fluctuations of the EIT coupling light and homoge-
nous stray electric fields should not affect the dark-time
decay of η. Interactions of the Rydberg atom with a
surrounding ground-state atom can be excluded because
we experimentally verified that τ does not improve when
lowering the density of ground-state atoms even further.
After this qualitative discussion, we now turn to quan-
titative arguments. According to Eqs. (S63) and (S64),
the release of the atomic gas from a 2d harmonic trap
shortly before storage is expected to cause a decay of
η with 1/e time
√
e− 1 τrel ≈ 1.3 τrel where τrel =
w
√
m/kBT = 1.8 ms at T = 0.2 µK. In the zero-
temperature limit, Eq. (S62) yields τrel = τw = mw
2/h¯ =
88 ms. This decay is much too slow to explain the offset
observed in Fig. 2. The radiative 1/e population lifetimes
of the Rydberg states in a room-temperature environ-
ment are expected to range from 65 µs for the 50S state
to 130 µs for the 70S state [29]. According to Eq. (S8),
this causes an exponential decay of η(t) with the same
1/e time, which is too long to explain the offset observed
in Fig. 2. With an efficiency of η(0) of typically 10 to
20%, typically one incoming photon on average, and a
length of the medium of typically 0.4 mm, we expect the
probability that two Rydberg excitations are stored at a
relative distance short enough that they can significantly
interact with each other to be negligible.
Finally, any effects relating to Rydberg level shifts from
stray electric fields, interactions of a Rydberg atom with
another atom in the ground or Rydberg state, or the ra-
diative population lifetime of the Rydberg state should
all exhibit a strong dependence on n. But the experi-
mental data show no discernable dependence on n.
2. Photoionization by the Dipole Trapping Light
In principle, the faster decay of η in the presence of
the dipole trap observed in Fig. 3 could also be caused
by photoionization of the Rydberg state by the trapping
light. However, we will show now that this is not the case
for the parameters of our experiment.
According to Ref. [29] the photoionization cross sec-
tion decreases with increasing principal quantum num-
ber n and has a non-monotonic dependence on the or-
bital angular momentum with the maximum occurring
for D states. As fairly small electric fields might cause
mixing between orbital angular momentum states, we
use σ50D = 1.2 pm
2 [29] as a worst-case value for the
cross section which will drastically overestimate the ac-
tual 1064-nm photoionization cross section for the data
in Fig. 3. For the parameters of our 1064 nm dipole trap
with a trap depth of kB × 18 µK, we estimate that pho-
toionization alone should cause a 1/e lifetime of 1.3 ms
for population in the internal state |r〉. According to Eq.
(S8), η(t) should decay exponentially with the same 1/e
time. This effect is negligible in Fig. 3.
In principle, photoionization caused by the 532 nm
light sheets could also be relevant, despite the fact that
the atoms are located at positions where the intensity of
this light is small. To test this, we repeated the free-
expansion measurements of Fig. 3 with the 532-nm light
sheets on. This had no effect onto the observed 1/e de-
cay time showing that the 532 nm light sheets are not
the issue here.
3. Density Dependence of the Visibility
The measurement of the visibility in Fig. 4 differs from
Ref. [16] in a variety of aspects. For example, the atomic
density is much lower. The atomic ensemble is much
longer. The reference light is not stored in an atomic
ground-state memory. The data are taken after release
from the dipole trap. The EIT signal input light pulse
is longer. The intensity and beam waist of the EIT cou-
pling light are different. The principal quantum number
n = 70 differs slightly from n = 69 in Ref. [16]. We im-
proved the frequency locks for the lasers producing the
EIT signal and coupling light. In principle, the big im-
provement in the visibility measured in Fig. 4 compared
to Ref. [16] could depend on many of these aspects. We
will show now that the atomic density is crucial.
To this end, we measured the visibility as a function
of the peak atomic density for storage in the 70S state.
To change the density, we varied the separation of the
centers of the light sheets between 0.09 and 0.43 mm.
The atom number hardly varied, lying between 1.6× 105
and 2.0 × 105. The temperature was fixed at 0.6 µK.
Each light sheet was operated at a power between 190
and 250 mW. We estimate that this caused L to vary
between 0.05 and 0.39 mm. The dark time between stor-
age and retrieval was chosen to be 5 µs. This choice was
made because except for really low density, the retrieval
efficiency oscillates as a function of dark time because of
atom-atom interactions [13, 14]. For the 70S state the
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FIG. S1: Density dependence of the visibility for storage in
the 70S state. The experimental data were taken at a dark
time of t = 5 µs. Clearly, the visibility deteriorates for high
density.
first revival of the efficiency occurs for t = 5 µs.
Results are shown in Fig. S1. Clearly, the visibility
deteriorates when increasing the density. For compar-
ison, note that our measurements in Ref. [16] yielded
V = 66(2)% at a peak density of ̺0 ≈ 2 × 1012 cm−3,
which agrees fairly well with the data in Fig. S1. This
clearly shows that low atomic density is a necessary con-
dition for obtaining high visibility, as in Fig. 4.
II. Modelling Details
1. Decay of Coherence between the Rydberg and
Ground States
Here we consider a decay of the off-diagonal element




with rate coefficient γrg. This might be the result of
population decay or of dephasing. We study how this
causes a decay of η(t). For a somewhat related treatment
see e.g. Ref. [42].
To do so, we first rewrite this in terms of a quantum








k −A†kAkρ− ρA†kAk). (S3)
Here, the Ak are Lindblad operators and the γk decay
rate constants.
We first study dephasing. We assume that the sum
in Eq. (S3) contains N terms, one for each atom, with
Ai = |ri〉〈ri| and that all rate coefficients γi are identi-
cal. Comparison with Eq. (S2) yields γi = γrg. We ig-
nore that there might be other contributions to the time
evolution.
We abbreviate the N -atom state |Jn,i〉 = |ψr,n,i(0), ri〉⊗N
i′=1,i′ 6=i |ψg,n,i′(0), gi′〉. According to Eq. (6), the N -





Hence, the N -atom density matrix takes on the form
ρN (t) =
∑
n PnρN,n(t), where each component ρN,n(t)
separately evolves according to Eq. (S3) with the initial
condition ρN,n(0) = |Ψr,n(0)〉〈Ψr,n(0)|. One easily ob-
tains Ai|Jn,i′〉 = δii′ |Jn,i′〉. We combine this with Eq.
(S3) and A2i = A
†
i = Ai to obtain














which is, again, the fidelity of the initial and final state.












This is independent of n because the dephasing mecha-
nism acts only on the internal state, which is independent
of n. We neglect terms of order O(1/N) and perform




An analogous calculation for population decay can be
based on Ai = |fi〉〈ri|, where the population lost in state
|ri〉 reappears in a final internal state |fi〉, which might
equal |gi〉 or |ei〉 but is typically more likely to be yet
another internal state. In any case, for population de-
cay we assume 〈ri|fi〉 = 0. Combination with Eq. (S2)
again yields γi = γrg. In addition to the decay of ρrg,
this Lindblad operator causes decay of the population ρrr
according to
∂tρrr = −γrgρrr. (S9)
A calculation largely analogous to the above yields
∂t|Ji〉〈Ji′ | = γrg(δii′ |Fi〉〈Fi′ | − |Ji〉〈Ji′ |) (S10)
with the N -atom state |Fn,i〉 = |ψr,n,i(0), fi〉
⊗N
i′=1,i′ 6=i
|ψg,n,i′(0), gi′〉. This calculation also produces Eq. (S8).
2. Linear Potential and Finite Signal Beam Waist
For the parameters of our experiment, the gravita-
tional sag is larger than the size of the cloud so that the
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linear potential dominates and the atoms hardly sample
the curvature of the differential potential. Hence, Eq.
(69) is applicable and the quadratic potential has negli-
gible effect. Neglecting all quadratic terms in Eq. (58),
we obtain
Vg(x) = 0, Vr(x) = −F · x, (S11)
where F is a position-independent force.
The point which we address in the present section is
that neglecting the quadratic potential from the start
makes it possible to obtain an analytic solution without
resorting to the Raman-Nath approximation. In particu-
lar, this allows it to take the two-photon recoil h¯kR and
the nonzero initial temperature T of the atomic cloud
into account, both of which were neglected in the Raman-
Nath approximation.
As discussed in Sec. IVD, it is crucial that the finite
spatial size w1 of the cloud transferred to state |r〉 is taken
into account and that in an experiment, this is typically
dominantly limited by the signal beam waist w. Hence,
this situation is well approximated when assuming that
the atomic density distribution is homogeneous. That is
equivalent to neglecting the transverse trapping potential
before storage. Hence, the ground-state Hamiltonian is
identical before and after storage, i.e. Eq. (30) holds. As
a result, we can calculate η(t) from Eqs. (25), (32), and
(41). We assume that the signal beam has the Gaussian
transverse mode of Eq. (61).
As we neglect the trapping potential before storage,
the initial external states |ψg,n(0)〉 are the plane waves
of Eq. (47) with wave vector kn. But in contrast to
Sec. IVA |ψr,n(0)〉 is now not an eigenstate of Hr. In
momentum space, its time evolution can still be ex-
pressed relatively easily. This is because the Schro¨dinger
equation in momentum representation ih¯∂tψ(k, t) =
(h¯2k2/2m − iF · ∇k)ψ(k, t) with ∇k = (∂kx , ∂ky , ∂kz )
can be solved easily after changing coordinates from
(k, t) to (k − kF , t) with kF (t) = F t/h¯. This yields
ψ(k, t) = ψ(k−kF , 0) exp[−(k2− k ·kF + k2F /3)ih¯t/2m]
so that




−(k2−k·kF )ih¯t/2m+iϕF δkz ,νn,z+kF,z
× e−w2[(kx−νn,x−kF,x)2+(ky−νn,y−kF,y)2]/4, (S12)
where δi,j is the Kronecker symbol and we abbreviated
νn = kn + kR and ϕF = −h¯k2F t/6m. Note that we
explicitly use discrete values of kz here because of the
finite quantization volume.
For kF,z 6= 0 we obtain 〈ψr,n(0)|ψr,n(t)〉 = 0 in this
model because of the Kronecker symbol in Eq. (S12).
This is because the cloud transferred to state |r〉 does not
have a finite spatial size along z resulting in an infinitely
narrow initial momentum distribution along z. Hence,
we consider Fz = 0.
To simplify the notation and without loss of generality,
we rotate the coordinate system in the xy plane to obtain
Fy = 0. Based on the assumption that Lx = Ly are large,













Inserting this into Eqs. (25) and (32) yields C(t). The
sum over n is converted into an integral, as in Sec. IVA.






















































−w2 (k2R,y + (kR,x + kF,x)2)Re ζ − 1ζ
)
. (S17)
In many experiments, the temperature is high enough





















As an aside, we note that a special case of Eq. (S17)
with wσk ≫ 1 can be compared to the literature. To this


















with |ζ| from Eq. (S18). For the special case k2R,z ≪
k2R,x+k
2
R,y, Eq. (S19) was previously derived in Ref. [23].
Our experiment is performed in a different regime,
















with |ζ| from Eq. (S18). Here, we abbreviated τF =
2h¯/w|F |.
In our experiment, we additionally have τF ≪ w/σv
and τF ≪ 1/σvkR,z so that the dominant decay in Eq.











w|F | . (S21)
This reproduces Eqs. (63) and (69) with σx →∞ so that
w → w1.
The added value of this calculation compared to Sec.
IVD consist in not having to use the Raman-Nath ap-
proximation to arrive at Eq. (S21). In addition, the solu-
tion Eq. (S17) contains other limiting cases. For example,








with τw from Eq. (S14). To make this time scale plausi-
ble, we consider the momentum width 2h¯/w of the state
|ψr,n(0)〉. The typical distance travelled after the dark
time is 2h¯t/w. Equating this with the signal-beam rms
radius w/2 yields t = τw/4. This is the time scale on
which the atoms disperse out of the signal beam be-
cause of the kinetic energy associated with the position-
momentum uncertainty relation.
Another limit of Eq. (S17) is obtained if w/σv is the








The associated time scale obviously describes how atoms
leave the signal beam because of thermal motion.
3. Relation to the Result of Kuhr et al.
In this section, we discuss how Eq. (67) with τκ from
Eq. (64) relates to the result of Kuhr et al. [24]. The
conclusion will be that the Raman-Nath result (67) is ap-
plicable at high temperature, thus representing the semi-
classical limit, whereas the result of Kuhr et al. requires
|κg−κr|/κg ≪ 1 combined with an intermediate temper-
ature regime characterized by Eq. (S46). Note that Kuhr
et al. considered Ramsey spectroscopy, but as explained
above the treatment of Ramsey spectroscopy is largely
equivalent to EIT-based storage and retrieval.
Throughout this discussion, we assume that the photon
recoil kR vanishes and that the beam waist is infinite
w → ∞. The combination of these two assumptions is
equivalent to
T = 1. (S24)
In addition, we assume
h¯ωg ≪ kBT, (S25)
where ωg =
√
κg/m and ωr =
√
κr/m are the angu-
lar frequency of the harmonic potentials experienced by
atoms in states |g〉 and |r〉.
a. Approach of Kuhr et al.
Kuhr et al. [24] studied a 3d harmonic potential
whereas Eq. (67) applies to a 2d harmonic potential.
Hence, we start by generalizing the approach of Kuhr
et al. to d dimensions. In this process, we express their
approach in our formalism.
The basic assumption in the argument of Kuhr et al. is
that when making the transition from |g〉 to |r〉 the total






We will provide a justification for this assumption below.
Using T = 1 and approximating the Hamiltonians Hg
and Hr by their expectation values Eg,n and Er,n, Eq.






which is identical to the combination of Eqs. (25) and
(35) for EIT-based storage and retrieval.
Using h¯ωg ≪ kBT from Eq. (S25), we can approximate





















Here Γ denotes the gamma function. Obviously p(Eg) is
the thermal distribution of Eg for a d dimensional har-
monic trap.
As an aside, note that the replacement β → 1/2 would
convert p(Eg) into the χ
2 distribution with 2d degrees of
freedom. This is not a coincidence. The χ2 distribution





n where the Xn are uncorrelated ran-
dom variables which each have a standardized Gaussian
distribution, where standardized means zero mean value
and unit variance. The thermal distribution of the vari-










are uncorrelated and each have a standardized Gaussian
distribution. Here, j is the Cartesian coordinate index.
This is why p(Eg) is identical to a χ
2 distribution with
2d degrees of freedom when replacing β → 1/2.


















ωg − ωr . (S31)
Hence |C(t)|2 = (1 + t2/K2)−d. Following Kuhr et al.
we abbreviate η = (κg − κr)/κg. Assuming |η| ≪ 1, we
obtain (1 −√1− η)−1 ≈ 2/η so that
K ≈ 2τκ, τκ = βh¯ κg
κg − κr . (S32)
For d = 3, Eqs. (S30) and (S32) agree with the results of
Kuhr et al.
Note that the dependence of Eq. (S30) on d is an ex-
ample for the possibility to multiply 1d results to obtain
results for higher dimensions, see Eq. (29).
b. Raman-Nath Approach
To achieve a useful comparison with the Raman-Nath
based result Eq. (67) we generalize the Raman-Nath ap-
proach to d dimensions and restrict it to w → ∞. In







with τκ from Eq. (S32). Hence |C(t)|2 = (1+ t2/τ2κ)−d/2,
which agrees with Eqs. (64) and (67) with d = 2 and
w →∞. In Eq. (64) we used |κg−κr| instead of κg−κr to
make τκ positive but that is only a matter of convention
and not essential.
However, Eq. (S33) obviously differs from Eqs. (S30)
and (S32) obtained from the approach of Kuhr et al.
Hence, even after generalizing the two approaches to d
dimensions their results still do not agree with each other.
Interestingly, the 1/e decay times for |C(t)|2 obtained
from the two approaches tend to be fairly similar. Eqs.
(S30) and (S32) yield a 1/e time of 2τκ
√
e1/d − 1, whereas
Eq. (S33) yields τκ
√
e2/d − 1. For example, for d = 3 we
obtain 1.26τκ and 0.97τκ. For d = 2 or d = 1 the two 1/e
times are even more similar.
To reveal the origin of the difference between the two
approaches, we first present an alternative semiclassical
approach which will reproduce the Raman-Nath result.
We choose a formulation which makes the analogy to
our above formulation of the approach of Kuhr et al.
clear. For simplicity, we discuss the example of Ramsey
spectroscopy.
Our central assumption in this approach is that each
Ramsey pulse is so short that the position and the mo-
mentum of the atom cannot change during a pulse. Note
that this also makes use of our above assumption of zero
photon recoil, see Eq. (S24). We decompose the total
energies of the atom immediately before and after the
first pulse according to Eg,n = Ekin,g,n+Vg,n and Er,n =
Ekin,r,n + Vr,n into the kinetic parts Ekin,g,n and Ekin,r,n
and the potential parts Vg,n and Vr,n. The unchanged
atomic momentum implies Ekin,r,n = Ekin,g,n and the
unchanged atomic position implies Vr,n = Vg,nκr/κg. To-
gether this reads




Note how this differs from Eq. (S26).
The rest of the calculation is strictly analogous to the
above description of the approach of Kuhr et al. We
insert the resulting expressions for Eg,n and Er,n into
Eq. (S27), which again relies on T = 1. The kinetic
energies cancel, which is reminiscent of the Raman-Nath
approximation. Again, using h¯ωg ≪ kBT from Eq. (S25)






















Obviously p(Vg) is the thermal distribution of Vg for a d
dimensional harmonic trap. Note that the thermal dis-
tribution of the variable 2βVg is a χ
2 distribution with
d degrees of freedom. The difference in the numbers of
degrees of freedom compared to Eq. (S29) is easily under-
stood because Eg contains kinetic and potential energy
terms yielding a total of 2d terms, whereas Vg contains
only potential energy terms yielding a total of d terms.
The integral in Eq. (S35) is easily solved. It repro-
duces Eq. (S33). Hence, we re-derived the Reman-Nath
result Eq. (S33) with a method which is closely analo-
gous to our above description of the approach of Kuhr et
al. The difference boils down to starting from Eq. (S26)
versus starting from Eq. (S34). The rest of the method is
identical. While we presented a reasonable justification
for Eq. (S34), we have not yet presented any argument
supporting Eq. (S26).
c. Refinement of the Approach of Kuhr et al.
We will now give two arguments in support of the re-
sult of Kuhr et al. One will be a brief, intuitive but
rough argument. The other will be a solid mathematical
derivation, which will clarify in which parameter regime
the approach of Kuhr et al. is applicable,
For simplicity, we restrict the discussion to the 1d har-
monic potential. For higher dimensions one can use Eq.
(29). Let |χa,n〉 denote the nth energy eigenstate of a 1d
harmonic oscillator with oscillator length a =
√
h¯/mω.
The corresponding energy eigenvalues are h¯ω(n + 1/2).
Note that the oscillator lengths ag and ar for states |g〉
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and |r〉 typically differ. Let ∆a = ar − ag and assume
|∆a| ≪ ag.
We now give an intuitive but rough argument in sup-
port of Eq. (S26). Obviously if ∆a would vanish exactly,
then n would be conserved in the transition from |g〉 to
|r〉. If we postulate without much justification that the
conservation of n holds to a good approximation even for
small nonzero values of ∆a and use this to calculate the
energies Eg,n = h¯ωg(n+ 1/2) and Er,n = h¯ωr(n
′ + 1/2),
then we will immediately obtain Eq. (S26).
We now turn to a solid mathematical derivation of Eq.
(S30). It will reveal that the result of Kuhr et al. is
applicable in an intermediate temperature regime.
As we assumed T = 1 we obtain
|ψr,n(0)〉 = |ψg,n(0)〉 = |χag ,n〉. (S37)
This result is exact, unlike Eqs. (S26) and (S34) which are
obviously approximations because they describe classical
particles.
As the |χar ,n′〉 form an orthonormal basis of energy
eigenstates of Hr, we can expand |ψr,n(0)〉 in this basis












it(ωgn−ωrn′)|〈χag ,n|χar ,n′〉|2 (S39)
with C0 = e
it(ωg−ωr)/2, pn = (1 − q)qn, and q = e−βh¯ωg .
Hence, we need to determine |〈χag ,n|χar,n′〉|2.
Using standard methods, one can show that
∂a|χa,n′〉 =
√








From here, one easily obtains a similar expansion of
∂2a|χa,n′〉 in the orthonormal basis of the |χa,n〉. Com-
bining these results, we obtain the leading terms of the
Taylor series for |χag+∆a,n′〉 neglecting terms of order
O(∆a3). Inserting this series into |〈χag ,n|χag+∆a,n′〉|2
we obtain












We insert Eq. (S41) into Eq. (S39) and use the Kro-
necker symbols to collapse the sum over n′. Hence


























and used K from Eq. (S31).
As an aside, we consider the terms oscillating with
frequencies ±2ωr and note that higher-order terms not
shown here oscillate with integer multiples of these fre-
quencies. All these terms are caused by the monopole
mode with angular frequency 2ωr, also known as the
breathing mode, excited by the transfer to state |r〉 be-
cause of the different trapping frequencies [25]. This
breathing mode gives rise to collapse and revival of
|C(t)|2. This is not to be confused with the collapse and
revival of |C(t)|2 caused by the dipole mode with angular
frequency ωr, also known as the sloshing mode, created
even for ∆a = 0 by nonzero net photon recoil [15, 26] or
by creating the spin wave not in the trap center [25].
We use h¯ωg ≪ kBT from Eq. (S25) to obtain 1− q ≈


























The factor (1− it/K)−1 decays with a typical decay time
K. Throughout the rest of this section, we ignore the
long-time tail of this decay, i.e. we ignore times with t≫
K because there |C(t)/C(0)| ≪ 1. Combination with
βh¯ωg ≪ 1 from Eq. (S25) yields |ξ| ≪ 1. In particular,
this implies C0 = e



















If terms of order O(∆a2) are negligible, then Eq. (S45)
will reproduce Eq. (S30) with d = 1, which was the goal
of this calculation.
Since 1 ≤ |1−2i sin(2ωrt)| ≤
√
5 terms of orderO(∆a2)
are negligible in Eq. (S45) if and only if |∆a/agξ| ≪ 1. As
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we ignore the long-time tail t≫ K, we obtain |ξ| ≈ βh¯ωg
so that the condition is equivalent to |∆a|/ag ≪ βh¯ωg.
Combination with βh¯ωg ≪ 1 from Eq. (S25) yields
h¯ωg ≪ kBT ≪ h¯ωg ag|∆a| . (S46)
This defines an intermediate-temperature regime, in
which Eq. (S30) is applicable. Note that comparing the
leftmost and rightmost expressions in Eq. (S46) yields
|∆a|/ag ≪ 1, which is equivalent to |κg − κr|/κg ≪ 1.
Above Eq. (S37), we gave an intuitive but rough ar-
gument in support of Eq. (S26), which relies on the ap-
proximation that the quantum number n is conserved.
This requires the quantum states to be discrete. This is
not compatible with the high-temperature limit because
that can usually be derived without referring to the dis-
creteness of quantum states. This agrees with the fact
that the result holds only in the intermediate tempera-
ture regime of Eq. (S46). In the high-temperature limit,
the Raman-Nath result (S33) is applicable. The Raman-
Nath result does not rely on discrete quantum states, as
is obvious from Eq. (57).
4. Free Expansion from a Harmonic Trap
Another simple example is obtained when considering
free expansion from a harmonic trap. Before storage the
system is in thermal equilibrium in a trapping poten-
tial. After storage, the trap is off Vg(x) = Vr(x) = 0.
For simplicity, we consider a 1d model with a harmonic
potential along x before storage Vg,before(x) = mω
2x2/2
with angular trapping frequency ω. We assume that the
signal-beam profile along x is a Gaussian. We assume








where w is the beam waist and we consider a 1d ver-
sion of the quantization volume with length Lx ≫ w.
A generalization to higher dimensions using Eq. (29) is
straightforward.
a. Pure BEC
First, we consider a BEC at T = 0. As all atoms
initially occupy the same spatial wave function, we drop
the indices n, i from the notation. Free expansion of the
















is the harmonic-oscillator length. Similarly, after storage
at time t = 0, the normalized external state of the atoms



















where b0 = (2/w
2 + 1/a20)

















We obtain M(t) = Lx/
√
π[a20(1 + ω



































This time scale is plausible because the position-momen-
tum uncertainty relation implies that the finite initial
spatial size of the BEC a0 causes a 1d rms width of the
velocity distribution of h¯/
√
2ma0 for the atomic gases
in states |g〉 and |r〉. For t = τa, the typical distance
travelled because of this velocity during the dark time
equals w/
√
2 so that the atoms in states |g〉 and |r〉 have
reduced spatial overlap with the signal-beam mode u(x).
Note that in the limit w →∞ we obtain τa →∞ so that
there is no decay at all. This reflects the fact that in this
limit T = 1. Combined with Hg = Hr during the dark
time no decay is expected, as discussed in the context of
Eq. (28).





, w ≪ a0 (S55)
with τw = mw
2/h¯ from Eq. (S14). To compare with
the related Eq. (S22) note that the two results become
identical when taking into account that the 2d result Eq.
(S22) can be factored into 1d components according to
Eq. (29). This is interesting because Eq. (S55) applies to
a BEC, whereas Eq. (S22) was obtained by thermal aver-
aging at high temperature. However, as both results are
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obtained by assuming that the dominant kinetic energy
comes from the Gaussian waist, the relevant quantity is
identical for all initial states which contribute noticeably
to the thermal average so that the averaging has no ef-
fect. This explains why the thermal average yields the
same result as a BEC here.
b. Simplified Model for High Temperature
To obtain an approximate, simple, analytic model for
a gas with a temperature T far above quantum degener-
acy, we perform two steps in an ad hoc fashion. First,
we replace all complex quantities in Eq. (S51) by their
moduli, thus setting their phases to zero. Second, we ap-
ply the result to a situation with T far above quantum
degeneracy. The justification for this approach will come










with µ(t) from Eq. (39), ̺g(x, t) from Eq. (40) and
̺r(x, t) =
∑
n pn|ψr,n(x, t)|2/Mn(0), also normalized to∫
V d
3x̺g(x, t) = 1. For a pure BEC µ(t), ̺g(x, t),
and ̺r(x, t) would simplify to M(t), |ψg(x, t)|2, and
|ψr(x, t)|2/M(0), respectively, which suggests that we
picked appropriate generalizations when moving from
the pure BEC to a high-temperature gas. A corre-
sponding approximation neglecting phases for calculat-
ing µ(t) is not needed because µ(t) in Eq. (39) is
insensitive to phases anyway. If the signal beam is
a plane wave, Eq. (S56) will simplify to η(t)/η0 =
| ∫∞−∞ dx√̺g(x, t)̺r(x, t)|2, the 3d version of which was
previously used e.g. in Ref. [25].
This model only takes the decay of spatial overlap into
account. Depending on the physical effect under inves-
tigation, this can be a good or a terrible approximation.
For example, the decay of the retrieval resulting from
photon recoil combined with thermal atomic motion in
a homogeneous gas discussed in Sec. IVA of the paper
would not produce any decay of η(t) within this approx-
imation.
For a high-temperature gas released from a 1d har-



















2/2σ2r , σr(t) =
√





















This expression for σv,r takes into account that the finite
signal beam waist contributes to the momentum spread
of the atoms transferred to internal state |r〉 according














































If additionally σv ≪ h¯/mw, then τrel ≈ τw with τw from
Eq. (S14). In this limit, Eq. (S61) becomes identical
to Eq. (S55), i.e. the atoms disperse out of the signal
beam because of the kinetic energy associated with the
position-momentum uncertainty relation.




This time scale describes how atoms leave the signal
beam because of thermal motion. If the release occurs
from a 2d harmonic trap, then Eq. (29) is applicable,
















c. Numerical Calculation for High Temperature
To test whether Eq. (S56) is a good approximation, we
additionally perform a numerical calculation. Again, we
consider a 1d situation. We start by explicitly writing









dx1U(x, x1, t)ψg,n(x1, 0), (S66)
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where








is the position representation of the time-evolution op-
erator U(t) = exp(−ik2A/2) describing the dark time.
















dxv∗(x)U∗(x, x1, t)U(x, x0, t). (S70)
Using v(x) from Eq. (S47) we obtain



















































where Hn is a Hermite polynomial. We use that for
a, b, c ∈ C, n ∈ Z+0 with Re a > 0, c2 6= a (to prove
this, calculate ∂b and use mathematical induction with
respect to n combined with the recurrence relation and




































































































We expand Hn(x) =
∑n
r=0 dn,rx
r with coefficients dn,r

































































































)2, and ξ˜5 = ξ˜
∗
1 − ξ˜2.
As this expression for M(t) is difficult to evaluate for


















cients un,r and abbreviated ξ6 = 1 +
2a2
0
w2 and Un,r =
30
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FIG. S2: Release of a gas with a temperature far above quan-
tum degeneracy from a 1d harmonic trap. Numerical results
(dots) agree fairly well with Eq. (S60) of the simplified model
(lines). In the numerical calculation, the sums over n are
truncated to n ≤ 40.
un,r
d2r,0
(−4)r and used that for a, b ∈ C, n ∈ Z+0 with














which follows from Eq. (S78).
Eventually, we calculate η(t) from Eq. (38) using C(t)
from Eq. (25) and µ(t) from Eq. (39). In doing so, we
truncate the sums in Eqs. (25) and (39) to n ≤ nmax
with nmax = 40 and perform a numerically calculation.
Numerical results for different values of kBT/h¯ω and
w/a0 are shown in Fig. S2. Note that the condition
kBT/h¯ω ≫ 1 is necessary for T to be far above quan-
tum degeneracy. The result Eq. (S60) of the simplified
analytic model (lines) agrees fairly well with the numer-
ical results. Note that for the parameters shown in the
figure, Eq. (S60) is fairly well approximated by both the
middle and the rightmost expression in Eq. (S61).
In our experiment with T = 0.2 µK, ω/2π = 96 Hz,
and w = 8 µm, we obtain kBT/h¯ω ≈ 43 and w/a0 ≈
7.3, not too far from the values studied in Fig. S2. In
the numerical calculation, one should choose nmax such
that kBT/h¯ω ≪ nmax because states up to n ≈ kBT/h¯ω
are noticeably populated. When increasing nmax beyond
40, our numerical implementation not detailed here is
no longer stable, which is why we chose to restrict our
numerical calculations to kBT/h¯ω ≤ 20.
5. Ramsey Spectroscopy
Here, we show that the fringe visibility in an appro-
priately chosen Ramsey experiment is given by Eq. (42).
To this end, we consider Ramsey spectroscopy performed
on an ensemble of noninteracting atoms. This deals only
with single-atom effects and is therefore easy to model.
Throughout this appendix, we will use a notation which
is chosen to make the analogy to EIT-based storage and
retrieval obvious by often using the same symbols for
quantities which correspond to each other.
Ramsey spectroscopy can be implemented on a two-
level atom. We denote the ground and excited states
as |g〉 and |r〉. We assume that these states are con-
nected by an electric-dipole transition with matrix el-
ement drg and resonance angular frequency ωgr > 0,
which is driven by a classical electric field E(x, t) =
1
2E0
√Vv(x)e−iωRamt+ c.c., where ωRam > 0 is the angu-
lar frequency and E0 the complex amplitude. The spatial




where V is a quantization volume.
We denote the Rabi frequency as ΩR = −drgE0/h¯,
the detuning as ∆R = ωRam − ωrg, use an interaction
picture and the rotating-wave approximation and obtain
a Hamiltonian which contains a modified internal-energy
term Hint = h¯∆R|g〉〈g| together with the potential
VR =
1
2 h¯ΩRS†r +H.c., (S86a)
Sr = T ⊗ |g〉〈r|, T (x) =
√
Vv∗(x). (S86b)
Note that an analogous atom-light interaction potential
will be obtained for a two-photon transition if the in-
termediate state can be eliminated adiabatically because
of a large single-photon detuning. Another situation de-
scribed by an analogous potential is an rf transition be-
tween two atomic ground states connected by a magnetic-
dipole transition. In the latter two cases, it is quite pos-
sible that kR ·x is essentially constant across the sample,
which means that in these cases one can approximate
kR = 0.
Ramsey spectroscopy consists in preparing the atom in
the internal state |g〉, applying two light pulses separated
by a dark time t, and finally measuring the probability
Pr that the atom is found in state |r〉. The pulse area
Ξ = ΩRtp is typically chosen to be identical for both
pulses. tp is the duration of one pulse. Note that Ξ
might be complex.
We simplify the calculation by assuming that the Rabi
frequency ΩR is so large that all terms in the Hamiltonian
other than VR have negligible effect during each pulse. In
particular ∆R is assumed to have negligible effect during
the pulse. Hence, the time-evolution operator describ-
ing the effect of one pulse is Up = exp(−iVRtp/h¯) =
da(x)1 + [db(x)|r〉〈g| − H.c.] with coefficients da(x) =
cos |Ξ√Vv(x)/2| and db(x) = −i Ξv(x)|Ξv(x)| sin |Ξ
√Vv(x)/2|.
The appearance of the position-dependent mode function
v(x) inside the trigonometric functions makes it difficult
to draw analogies to EIT-based storage and retrieval.
But this expression can be much simplified if we con-
sider pulses which are short enough that |Ξ| ≪ 1, which
yields
Up = ca1+ cbS†r − c∗bSr, (S87)
where ca = 1, cb = −iΞ/2, and terms of order O(Ξ2)
were neglected.
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The appearance of a position dependence inside a
trigonometric function is also avoided if |v(x)|2 is inde-
pendent of x, which implies that the mode is a plane
wave. In that case, T is unitary and one finds that
Eq. (S87) still holds but now with ca = cos |Ξ/2| and
cb = −i Ξ|Ξ| sin |Ξ/2|. Specifically, for the much used
Ξ = π/2 we obtain ca = 1/
√
2 and cb = −i/
√
2. In the
following, we will assume that Eq. (S87) holds. Hence,
our formalism is applicable for an arbitrary mode func-
tion and small pulse area or for a plane-wave mode with
arbitrary pulse area.
Typical Ramsey experiments use Ξ = π/2 and a plane
wave, both to maximize the number of atoms transferred
for t = 0. But typical experiments on EIT-based storage
and retrieval use a signal beam waist much smaller than
the sample size to achieve high storage efficiency. To
clarify the connection to EIT-based retrieval, we keep the
possibility of a small signal beam waist in our calculation
by not making any assumptions about ca and cb.
During the dark time, the Rabi frequency vanishes and
other effects will dominate the dynamics. We assume
that the time evolution during the dark time is described
by Ud = exp(−iHdt/h¯) with a Hamiltonian of the form
Hd = (h¯∆R +Hg)⊗ |g〉〈g|+Hr ⊗ |r〉〈r|, (S88)
where Hg and Hr are operators acting on the exter-
nal atomic state. The term h¯∆R comes from Hint.
This implies Ud = Ug,∆ ⊗ |g〉〈g| + Ur ⊗ |r〉〈r|, where
Ug,∆ = exp(−i(h¯∆R+Hg)t/h¯) and Ur = exp(−iHrt/h¯).
Hence, the internal state is unchanged during the dark
time. The total time-evolution operator for the full se-
quence consisting of both pulses separated by the dark
time reads Ut = UpUdUp. With the initial popula-
tion in internal state |g〉 and with the quantity of in-
terest being the probability of finding the atom in the
final internal state |r〉, the only relevant part of Ut is
Urg = 〈r|Ut|g〉 = cacb(UrT † + T †Ug,∆), which is an op-
erator acting only on the external state. Note that Urg
is typically not unitary.
The initial external state is often a mixed state. This
state can generally be described by a density matrix ρ.
This can be diagonalized, yielding ρ =
∑
n pn|ψn〉〈ψn|,
where the |ψn〉 form an orthonormal basis of the exter-
nal states and the probabilities pn fulfill pn ≥ 0 with∑
n pn = 1. For a given external initial state |ψn〉, the
probability of finding an atom in internal state |r〉 at the
end of the sequence is Pr,n = ‖Urg|ψn〉‖2. This yields
Pr,n = |cacb|2
(
〈ψn|T T †|ψn〉+ 〈ψn|U †g,∆T T †Ug,∆|ψn〉
+2Re〈ψn|U †g,∆T UrT †|ψn〉
)
. (S89)
Next, we assume that
〈ψn|U †g,∆T T †Ug,∆|ψn〉 = 〈ψn|T T †|ψn〉 (S90)
holds for all n. Hence, averaging over n yields Pr =∑
n pnPr,n = 2|cacb|2[tr(ρT T †) + Re tr(ρU †g,∆T UrT †)].
There are two important scenarios where Eq. (S90) holds.
The first scenario is if v(x) is a plane wave because then
T is unitary. The second scenario is if the initial external
state described by ρ commutes with Hg
[Hg, ρ] = 0. (S91)
This will be true, e.g. if the initial state is in thermal
equilibrium and the Hamiltonians before and after the
first pulse are identical. Under this condition, we can
choose all the |ψn〉 such that they simultaneously diago-
nalize ρ and Hg. Hence, each appearance of Ug,∆ in Eq.
(S90) produces only a phase factor and the resulting two
phase factors cancel.
We rewrite the time-evolution operator Ug,∆ = U∆Ug
by splitting it into the trivial phase factor U∆ =
exp(−i∆Rt) and an operator Ug = exp(−iHgt/h¯) actu-






where we abbreviated a complex number
C(t) = tr(ρU †g (t)T Ur(t)T †). (S93)
This is identical to the definition of the coherence C(t)
for EIT-based storage and retrieval in Eq. (27).




[1 + V cos(∆Rt+ ϑ)], (S94)
where we abbreviated Pr,0 = 4|cacb|2C(0), used that
C(0) is always real, and abbreviated
V (t) =
∣∣∣∣C(t)C(0)
∣∣∣∣ , ϑ(t) = argC(t), (S95)
where arg z with −π < arg z ≤ π denotes the argu-
ment of a complex number z = |z|ei arg z. In a Ram-
sey experiment, one typically chooses ∆R so large that
C(t) varies slowly compared to ∆Rt. Hence, V and ϑ
have the interpretation of a slowly-varying fringe visibil-
ity V = max(Pr)−min(Pr)max(Pr)+min(Pr) and a slowly-varying phase shift
of the otherwise sinusoidal fringe pattern in Eq. (S94).
As the fringe visibility V is given by Eq. (S95) we de-
rived Eq. (42). Note that even if the external state is a
pure state, V (t) can be less than unity, e.g. if the photon
recoil transferred during the transition causes the ampli-
tude transferred into state |r〉 during the first pulse to
leave the finite-size sample during the dark time, see e.g.
Refs. [21, 37].
The result obtained here is fairly generic because only
few assumptions were needed to derive it. First, the time
evolution during each pulse is described by Eq. (S87),
second, the dark-time Hamiltonian has the form of Eq.
(S88), and, third, the mode function v(x) is a plane wave
or the initial external state ρ commutes with Hg, see Eq.
(S91).
32
6. Relation to the Spatial Coherence Function
a. Retrieval Efficiency
Here, we establish the relation between retrieval effi-
ciency and the first-order spatial coherence function. We
assume that the signal-light field is a plane wave and that
the Hamiltonian after storage contains only kinetic en-
ergy. However, we assume neither that the initial atomic
external states are product states nor that the atomic
sample is homogeneous. For most of the calculation, we
do not even assume that the system is thermalized before
storage.
To put things into perspective, we first rewrite some
of our previous results in terms of the operators












where T †e,i and T †c,i act on the external state of the ith
atom and have position representations
T †e,i(x) =
√
Vu(x), T †c,i(x) = eikc·x (S97)
in analogy to T †i in Eq. (8). Comparison with Eq. (A1)

























Here, applying the operator S†e (S
†
r) to |Ψg,n(0)〉 creates
a spin wave, i.e. a Dicke state, with exactly one excitation










where in the Heisenberg picture
Sr,i(t) = U †d(t)Sr,i(0)Ud(t) = |gi〉U †g,i(t)TiUr,i(t)〈ri|.
(S101)
Hence, Eq. (27) for the uncorrelated mixed state can be
written as






where ρ˜ = ρ ⊗ |g〉〈g| includes the internal state in the
single-atom density matrix as in Eq. (22). The factor of
N appearing in the expression with ρN comes from the
fact that according to Eq. (S96) Sr(t) and S
†
r(0) each
contain a sum over i combined with the fact that in the
resulting double sum all off-diagonal terms vanish and all
N diagonal terms are identical because the particles are
indistinguishable.
After rewriting these previous results, we now turn to
the relation to the spatial coherence function. To define
the spatial coherence function, we describe the atomic
state in second quantization., i.e. the field operator Ψˆj(x)
annihilates an atom in internal state j ∈ {g, e, r} at posi-





(3)(x − x′) and [Ψˆj(x), Ψˆj′ (x′)]± = 0. The up-
per (lower) sign in the commutator is applicable if the
atoms are fermions (bosons). In addition, [Ψˆj(x), aˆs] =
[Ψˆj(x), aˆ
†
s] = 0. The corresponding atom-number opera-
tors are Nˆj =
∫
d3xΨˆ†j(x)Ψˆj(x).
The first-order spatial coherence function is defined as
[36]
G(1)(x1,x2) = 〈Ψˆ†g(x1)Ψˆg(x2)〉 (S103)
with positions x1 and x2. It is often useful to decom-
pose these coordinates into the center-of-mass coordinate
x′ = (x1 + x2)/2 and relative coordinate x = x1 − x2.




d3x′〈Ψˆ†g(x′ + 12x)Ψˆg(x′ − 12x)〉. (S104)








We now turn to the Hamiltonian. We consider only
the special case where the signal-beam mode u(x) =
eiks·x/
√V is a plane wave so that v(x) = u(x)eikc·x =
eikR·x/
√V with kR = ks + kc. In second quantization,









d3xeikc·xiΨˆ†r(x)Ψˆe(x) + H.c. (S106)
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which are the second-quantization counterparts of the
operators S†e , S
†
c , and S
†
r of Eq. (S96).
We consider an initial pure state of the form
|χg,n(0), 1s〉 = |1s〉 ⊗ |χg,n(0)〉, (S108)
where |χg,n(0)〉 describes a state with exactly N atoms,
all initially in internal state |g〉, i.e.
Nˆg|χg,n(0)〉 = N |χg,n(0)〉, (S109a)
Nˆe|χg,n(0)〉 = Nˆr|χg,n(0)〉 = 0. (S109b)







These are properly normalized because u(x) is a plane
wave. If the initial N -atom state |χg,n(0)〉 happens to be
a product state, then the states |χg,n(0), 1s〉, |χe,n(0)〉,
and |χr,n(0)〉 simplify to the states in Eq. (6). It is
straightforward to show that the set of orthonormal N -
atom states |1s, χg,n(0)〉, |χe,n(0)〉, and |χr,n(0)〉 spans a
3d subspace, which is invariant under application of Vˆal.
Again, we model the storage process simply as an adia-
batic passage from |1s, χg,n(0)〉 to |χr,n(0)〉. We describe










which describes only kinetic energy as in Eq. (46).
Using a calculation in the momentum representation,
one finds that the spin-wave operator in the Heisenberg







where ωR = h¯k
2
R/2m is the recoil angular frequency.




















= |g(1)n (vRt)|2, (S115)
where the subscript n in g
(1)
n (vRt) refers to taking the
expectation values in G(1) and 〈Nˆg〉 in Eqs. (S104) and
(S105) with respect to |χg,n(0)〉. This result is immedi-
ately applicable to a gas at T = 0 and applies for fermions
as well as bosons.
For a mixed initial state with density matrix ρN =∑




















where g(1)(vRt) without a subscript refers to taking the
expectation values in G(1) and 〈Nˆg〉 in Eqs. (S104) and
(S105) with respect to ρN .
For T far above quantum degeneracy, however, Eq.











Combining this with Eqs. (24), (S104), (S105), (S109),




If the system is isotropic, e.g. because the atomic sample
is homogeneous, then |g(1)(x)|2 will depend only on |x|
and we obtain Eq. (53).
Based on the observation that Eq. (S119) holds for
thermalized states with high T and that the same equa-
tion holds for T = 0 as discussed above, we conjecture
that Eq. (S119) might be a fairly good approximation for
a thermalized non-interacting gas at any temperature.
b. Ramsey Spectroscopy
To discuss the relation between Ramsey spectroscopy
and the spatial coherence function, we also start by
rewriting the previous results on Ramsey spectroscopy
in terms of Sr. We use the time evolution Sr(t) from Eq.
34
(S101). Hence Eq. (S92), which is applicable because
u(x) is assumed to be a plane wave, is unchanged and
Eq. (S93) can be rewritten as Eq. (S102), again show-
ing the relation between Ramsey spectroscopy and the
efficiency in EIT-based storage and retrieval.
In second quantization, Eq. (S102) for C(t) again be-
comes Eq. (S118). Again, assuming that C(t) varies
slowly compared to ∆Rt, we obtain Eq. (S95). Com-
bining Eqs. (S95), (S104), (S105), (S109), (S113), and
(S118) and using C(0) = 1 because u(x) is a plane wave,
we obtain
V (t) = |g(1)(vRt)|. (S120)
