Abstract-The aim of this article is to inquire about historical development of criminal phenomena in England and Wales, and relationship between different crime rates, based on a set of English and Welsh historical data. This national-level study uses a dataset covering 103 years (1898-2001, with data of 1939 missing and not counted) and 50 attributes. The collected data are clustered with Self-Organizing Map (SOM) and the features are assessed using Scatter algorithm. Several machine learning methods are applied to verify the clustering result obtained by the SOM. Accuracy of 96.2% gained by one-vs-one least-squares support vector machines shows that the clusters obtained by the SOM are valid. The article is an exploratory application of the SOM in research of criminal phenomena through processing of multivariate data. The research showed that SOM was able to cluster efficiently the present data and to characterize these different clusters.
I. INTRODUCTION
In recent decades data mining has been an approach to research many major disciplines. Law, in the sense of a scientific field dealing with the topics related to branches of laws, is increasingly in quest of facilitation from data mining as well. Crime, as one of the most attractive research fields, requires processing of data on wide-ranging factors, including demographic, socio-economic, and historical indicators. Data mining, clustering and visualizing techniques, have broadly shown their practical value in a variety of domains, and can be considered to play an essential role in the study of crime. The self-organizing map, which employs an unsupervised learning approach to cluster and visualize data in accordance with patterns identified in a dataset, is a competent instrument meant for such data exploration. The interconnection between artificial intelligence and the study of crime makes an innovative study achievable.
In [1] and [2] , the Self-Organising Map (SOM), assisted with some additional data mining techniques, was applied in the research of crime based on international databases. The research, composed of a series of papers, dealt with the relationship between crime and demographic factors [3] , [4] , economic factors [5] , historical developments [6] , and that between a particular offence, homicide and its social context [7] . The suitability and the evidence of the performance of SOM in aforementioned studies convinced us to choose SOM as a main machine learning technique for this paper.
The time frame studied in this paper roughly covers the 20th century, during which some considerable stages could be marked in the world, particularly in the United Kingdom (UK): the First World War of 1914-18, the Great Depression of 1929-32, the end of the Second World War in 1945, Austerity of 1945-1950, beginning of the modernization of the UK in the 1950s and 1960s, transformation from welfare state to affluent society in the end of the 1940s to 1960s, as well as, however, loss of its position as a superpower, and final decolonization by the 1970s [8] , [9] , [10] , [11] , [12] . The global economy witnessed another decline in the 1970s, when the UK also suffered. The exploitation of coal, which triggered the industrial revolution two centuries ago, now gave way to gas and oil that was exploited from the North Sea, which created the financial basis for the new economic boom. A severe recession took place between 1990 and 1992, but the latter part of the 1990s witnessed a starting of a phase of continuous economic growth that lasted over one and half decade [13] .
When we talk about the UK, the European Union (EU) must be an inevitable topic potentially affecting every aspect of social lives, including crime. The British application to join the Common Market in 1961 and application to join the European Community in 1967 were both vetoed by French President Charles de Gaulle, whose absence led to the installation of the British membership of the Community in 1973, but with great division of public opinion [8] , [14] , [15] that triggered a referendum on 5 June 1975. The proposition to continue membership was passed with a substantial majority [15] . The Single European Act (SEA), the first major revision of the 1957 Treaty of Rome, was enacted into UK law in 1987. In 1992, the UK ratified the Maastricht Treaty, which transformed the European Community into the European Union.
The crime rate in Britain was in a process of lowering when the 20th century started. The worsening of economic situation during the Great Depression of the 1930s brought only a slight increase in crime [16] . During the first two decades of the 20th century, recorded crime in England and Wales (the numbers of Scotland and North Ireland are not included in the statistics) was on an average of 90,000 indictable offences each year, which increased to over 500,000 during the 1950s, with crime rate quadrupled from 250 crimes per 100,000 people in 1901 to 1,000 by 1950 [17] .
Since the late 1950s, both economy and crime of England and Wales were dominated by a sharp rise, a tendency even accelerated in the 1960s when crime doubled. Crime continued to rise for much of the latter half of the 20th century, with an average of over one million crimes recorded each year in the 1960s, two million during the 1970s, and 3.5 million in the 1980s [17] . The number of recorded crimes continued to increase, until it reached the 2003 peak of 6 million [17] . Similar to that in the United States, a steady decrease started after the crime climax of the early 2000s [6] .
While the total number of recorded crimes as well as crime rates were changing the same way, the different types of crimes could increase or decrease differently. One thing to mention is that, over the period, there were significant changes to the types of offences recorded as crime, and how they are counted [17] . Another thing to mention is that, while most kinds of recorded crime, with particularly steep falls in some offences such as burglary, new types of crime at different stages, such as those involving cars, motorcycles, and computers were increasing [17] .
This article endeavors to inquire about historical development of criminal phenomena in the England and Wales, and relationship between different crime rates, based on a set of English and Welsh historical data. An exploratory multivariate analysis of national-level crime rate data covering the years 1898-1938 and 1940-2001 was performed with SOM, refined by Scatter algorithm [18] . The year 1939 was excluded due to unavailability of data. The clustering result was assessed using several machine learning methods from baseline algorithms to state-of-the-art methods. In other words, our aim is to show the feasibility of SOM in the context of clustering historical data of England and Wales and to verify the clustering result using machine learning methods. The results show that SOM is able to form suitable clusters which are well separable in terms of classification and reflect well the historical facts.
The rest of the paper is organized as follows. Section II outlines briefly the SOM algorithm. In Section III we present an overview of the dataset and features. Moreover, we describe preprocessing of the data and SOM clustering, classification procedure and the parameter settings related to the classification methods tested. Section IV is for the classification results and Section V focuses on the discussion about crime in the English and Welsh history as seen in the SOM. Section VI concludes the paper and presents directions for future work.
II. SELF-ORGANISING MAP
Self-Organising Map [19] , [20] , [21] is an unsupervised artificial neural network algorithm introduced by Teuvo Kohonen. SOM differs from many other commonly used artificial neural networks by its structure. SOM does not have hidden layers such as multi-layer perceptrons [21] or radial basis function networks [21] have. Instead the main idea is to map continuous input space usually into 1D or 2D lattice in a topologically ordered way [21] . However, lattice can be higher dimensional than 1D or 2D. Lattice is constructed from a set of nodes and each one of them includes a weight vector. In SOM there is only the input layer and the whole lattice can be considered as an output layer. SOM algorithm has four main steps [21] : 1) Initialization of weight vectors.
2) Finding the winning neuron for the input vector.
3) Updating the weight vectors. 4) Repeating steps 2-3 until the number of iterations is met or map do not change. Assume that we have weight vectors w j (t) where the index j = 1, 2, . . . , M points out to a node in a lattice, M is the total number of nodes and t means the iteration round. Moreover, in the initialization step we have t = 0. Initialization of weight vectors is an important step since it effects on the convergence of map to a stabilized stage. Weight vectors can be initialized with random values [21] . However, it must be noticed that choosing "purely" random values for weight vectors may lead to a situation where the learning process is non-convergent or very slow. Hence, random values would be good to choose so that they represent quite closely the distribution of the input space.
The second step is actually the first step of the iterative learning process of SOM. We match the input vector x ∈ R n with all weight vectors and seek a node where the distance between weight vector and input vector is the smallest. In other words, we seek a winning neuron r(x) where
at the iteration round t [21] .
After finding the winning neuron r(x), we update the weight vectors for all neurons in a lattice as follows [21] :
where 0 < η(t) < 1 is a monotonically decreasing learning rate parameter and h j,r(x) (t) is a dynamically changing neighborhood function around the winning neuron r(x) [21] . Neighborhood function h j,r(x) (t) is again defined with the following way [21] :
is the Euclidean distance between the jth neuron in a lattice and the winning neuron r. In addition, for the σ(t) we have
where σ 0 user-defined parameter value and τ 1 is a time constant [21] . Learning rate parameter η(t) is again defined as follows [21] :
where τ 2 is another time constant.
III. DESIGN OF EXPERIMENTS

A. Dataset and features
The purpose of the current study was to inquire about the historical development of criminal phenomena in the United Kingdom, and the relationship between different crime rates, based on a set of English and Welsh historical data. The data used in this study covers a period of 103 years from year 1898 till 2001. However, the data of 1939 is missing. The years were selected based on the availability of data on their selected indicators.
A synopsis of all attributes that were used in this study is given in Table I where each one of the attributes is provided with an unique code "Xnumber". There are no commonly accepted abbreviations for the attributes so they are presented in complete form. The word "total" is used in the definition of an attribute when there are also sub-categories of the same attribute. This form of presentation is ordinarily used in statistics in England and Wales. All the 50 attributes concern crime rates with various perspectives. The selection of the contents of these indicators was principally based on availability of data. Overall, the dataset was composed of 105 rows and 50 columns. The difference why dataset has 105 rows and only 102 years are included can be explained by the fact that how the statistical methods have changed during the years 1 . Information about the most of the attributes was derived from the database of UK Home Office. 
B. Preprocessing and generating clusters
The first phase was to generate clusters from the collected data using SOM. For this purpose we used a software called Viscovery SOMine 6 [22] which applies SOM-Ward algorithm 3 [23] , [24] for generating clusters. Overall, 50 nodes were used in SOM and training parameter "Tension" was set to 0.5. SOM-Ward algorithm is not the only method which hierarchically clusters the SOM map and for more detailed discussion on this topic a reader can look at the article by Vesanto and Alhoniemi [25] . Missing values in a dataset were marked as "NaN". The SOMine software can automatically handle the missing values and generate a map from the given data. SOM was selected for this study due to its good performance in publications [1] , [2] , [3] , [4] , [5] , [6] , [7] .
The default value was to divide the map into seven clusters. However, we also tested the numbers of clusters from five to ten which are explained in detail as follows.
• Case 1 (seven clusters): With seven clusters, there formed a big group of years including the period from late 1890s to 1930s, with the exception of some separate years Cluster evaluation and the selection of the number of the clusters can be performed with various ways (for example, using intrinsic clustering measures such as silhouette or elbow methods). However, our approach is research interest based and established on historical and societal facts. Hence, in our study, it is preferable to have a separate cluster for the 1930s due to the fact that there was a significant event of crisis in economy and, thus, in the society in the Western world, including England and Wales. Thus, eight clusters in which the years of the 1930s were separated from those years before the 1930s, can better reflect our concern. Figure 1 presents the result where the instances have been grouped into eight clusters. Clusters are also presented in Table II. After finding the clusters, the second step in preprocessing was to process the possible missing values. The database where the data were collected did not provide all values for all attributes. Thus, missing values had to be imputed some way before machine learning methods could be applied to verify the obtained clusters. We used attribute means to replace the missing values. Overall, the missing values were occurred in attributes X6, X7, X10, X15, X19, X36, X42, X43, X44 X45 and X47 when following the notation of Table I . The respective number of missing values together with the proportion in percentage for the aforementioned Cluster 1={1898, 1899 , 1900 , 1901 , 1902 , 1903 , 1904 , 1905 , 1906 , 1907 , 1908 , 1910 , 1912 , 1913 , 1914 , 1916 , 1917 , 1920 , 1921 , 1922 , 1923} Cluster 2={1949, 1950 , 1951 , 1952 , 1953 , 1954 , 1955 , 1956 , 1957 , 1958 , 1959 , 1960 , 1961 , 1962 , 1963 , 1964 , 1965 , 1966 , 1967 , 1968} Cluster 3={1991, 1992 , 1993 , 1994 , 1995 , 1997 , 1997 /8, 1998 , 1998/9(nr), 1999/2000, 2000/01, 2001/02} Cluster 4={1925, 1926 , 1927 , 1928 , 1929 , 1930 , 1931 , 1932 , 1933 , 1934 , 1935 , 1936 , 1937 , 1938 , 1940} Cluster 5={1978, 1979 , 1980 , 1981 , 1982 , 1983 , 1984 , 1985 , 1986 , 1987 , 1988 , 1989 , 1990} Cluster 6={1969, 1970 , 1971 , 1972 , 1973 , 1974 , 1975 , 1976 , 1977} Cluster 7={1909, 1911 , 1915 , 1918 , 1919 , 1924} Cluster 8={1941, 1942 , 1943 , 1944 , 1945 , 1946 , 1947 features were: 4(3.81%), 15(14.29%), 2(1.90%), 1(0.95%), 11(10.48%), 4(3.81%), 2(1.90%), 18(17.14%), 28(26.67%), 4(3.81%) and 3(2.86).
The third step in preprocessing was to investigate the relevance of features. In other words, we searched for the possible redundant features which could be excluded from the dataset. There are several algorithms for feature importance evaluation available in the literature and we selected to use Scatter algorithm in this study. Scatter algorithm 4 is presented in detail in [18] so we do not review the algorithm here. One of the outputs of Scatter algorithm is separation power which measures the separability ("goodness") of an attribute compared to the rest of the attributes.
Since Scatter algorithm is a supervised algorithm, we needed the imputed and labeled version of the dataset. A commonly encountered process in data mining and machine learning when the dataset is not labeled, is to first cluster the dataset and then label the clusters obtained. We followed this process in our study. Hence, class label for an instance is determined based on the cluster to which it belongs. According to the separation power values given by the Scatter algorithm no attribute should be removed and the further processing of the data will be performed with all 50 attributes.
C. Classification and parameter settings
Our study is dichotomous from the methodological perspective. Firstly, with the help of SOM we examine the structure of collected data in order to find the natural clusters. Secondly, we verify, by means of machine learning methods, the results of SOM clustering. For the latter objective we selected a large collection of classification methods to be used in this study. More specifically, we tested the following methods: Linear Discriminant Analysis (LDA) [26] , Classification and Regression Tree (CART) [27] , Naïve Bayes (NB) [28] with and without kernel density estimation (KDE) [29] , Multinomial Logistic Regression (MNLR) [30] , [31] , k Nearest Neighbor method (KNN) [27] , [32] , Random Forests [33] and LeastSquares Support Vector Machines (LS-SVMs) [34] , [35] .
Some of the methods tested require parameter value testing. For CART there are two main parameters called "minparent" and "minleaf". Minleaf expresses the minimum number of leaf node instances whereas minparent describes the minimum number of branch node instances. For the minleaf parameter we used value of 1 and for minparent the values of 1 and 5 were tested. Both minparent values yielded the same results. Moreover, the best split attribute at each branch node was performed using interaction test [36] .
Naïve Bayes classifier was tested with and without KDE. When KDE was applied, we selected triangle kernel [29] to be used in this study. In the case of KNN we performed wide experiments. Firstly, we tested six distance measures (Chebychev, Manhattan, correlation, cosine, Euclidean and Spearman). Secondly, each one of the distance measures was further tested with the odd k values of k ∈ {1, 3, . . . , 15}. For Random Forests classifier the essential issue is the number of trees in a forest since Random Forests classification is an ensemble learning method. We decided to test the number of trees from 1 to 30.
Finally, we applied LS-SVMs in classification. Because originally LS-SVM is for binary classification tasks and our classification problem is a multi-class problem, we used onevs-one (OVO) [37] classification scheme together with majority voting method. In majority voting scheme each individual binary classifier gives a predicted class label for a test instance and the class which obtains the highest number of votes will be assigned for the final class label for a test instance. However, majority voting does not prevent the occurrence of possible ties. In this study we solved the ties with the following procedure: 1) Find out classes which occur in a tie.
2) Extract the corresponding training data from those classes.
3) Divide the interval [0, 1] into smaller non-overlapping segments with respect to the class sizes encountered in a tie. 4) Generate a random number from uniform distribution U (0, 1). 5) Decide the final class label based on the segment to which the random number belongs. In order to illustrate the procedure we present a simple example of it.
• Let there be a tie between two classes C 1 and C 2 .
• Let the class sizes of C 1 and C 2 be 40 and 60 in a training set.
• Now we divide the [0, 1] interval such a way that [0, 0. 4] belongs to class C 1 and interval (0.4, 1] is for class C 2 .
• If a random number s derived from a uniform distribution U (0, 1) belongs to segment [0, 0.4], final class label for the test instance will be C 1 and, otherwise, class label will be C 2 . The success of LS-SVMs is highly dependent on the parameter values selected. In our research we tested, altogether, five kernels (the linear, the quadratic, the cubic, the RBF and the Sigmoid). For the polynomial kernels we tested C ∈ {2 −12 3 (C, κ, δ) triplets. Verification of clustering (classification of clusters) was performed using the leave-one-out method with all classification methods tested. Before performing the leave-one-out procedure data used in classification was scaled to [−1, −1] using min-max scaling (also known as min-max normalization) [38] . If a method required parameter value search, we performed leave-one-out procedure with all parameter value(s) (combinations) and the optimal parameter value (combination) was selected based on the highest accuracy. Accuracy is here defined as the sum of diagonal elements of a confusion matrix divided by the sum of all elements of a confusion matrix. Besides accuracy, sensitivities (also known as true positive rate) are reported for all clusters (represent the classes in our study) in result tables. Table III presents the classification results when LDA, CART, NB and MNLR classifiers were applied to the imputed dataset. A clear exception in Table III results is NB when KDE was used. It obtained only 55.2% accuracy and the sensitivities are very low except with cluster 2 where 85.0% sensitivity was achieved. CART algorithm with different parameter settings yielded around 86% accuracy which is a good result. Furthermore, clusterwise sensitivities were mainly above 80.0% except with clusters 1 and 7. However, cluster 7 had only 6 instances and in classification tasks small classes may easily be lost. NB with Gaussian distribution assumption and MNLR both obtained around 90% accuracy. The difference between the results of these two methods was that NB gained 100.0% sensitivity in four clusters whereas MNLR had the similar results only with two clusters. The best result in Table III gave LDA having 95.2% accuracy which is a very good result. All clusters except the smallest one were well classified with LDA. Table IV shows the KNN results with various distance measures. All distance measures achieved good accuracies and the highest ones were obtained by Chebychev, Manhattan, correlation and Euclidean measures. Furthermore, the optimal k values were small in each case. Only values of 3, 5 and 7 occurred within the optimal parameter values. With the aforementioned measures 95.2% accuracy (the same as with LDA) was achieved. Clusters 3 and 5 were perfectly classified with Chebychev, Manhattan, correlation, and Euclidean measures. With cosine measure the results were also good and the difference with respect to accuracy was only around one percentage. A slightly larger decrease in results was gained with Spearman measure since 90.5% accuracy was achieved with it. However, this result is still a good one although it was the worst within Table IV results. A more detailed inspection reveals that the highest dispersion in sensitivities between different distance measures was in the case of cluster 7. The sensitivities varied between 0.0% and 50.0% interval. However, it must be noticed that this cluster is a small one having only six instances.
IV. CLASSIFICATION RESULTS
In Table V the results of Random Forest classifier and OVO-LS-SVMs are given. Overall, a good level in the results continued compared to Table IV results. Random Forest gained the lowest accuracy (89.5%) among the classification methods. Multi-class LS-SVM instead obtained 94.3%, 95.2% or 96.2% accuracies. Accuracy of 96.2% was the best one within the result tables. When considering the sensitivities more closely, it can be noticed that clusters 3, 4, 6 and 8 were the best classified clusters. Overall, it can be said that SOM-Ward algorithm is capable of finding good clusters for the current dataset which are well separable from the classification perspective.
For the results in Tables III-V the results of the Friedman test showed that there were significant (p < 0.05) differences in the median sensitivities of the classification methods. Only the best results from the nearest neighbor and least-squares support vector classification were included in the testing, because the results of these methods were very similar. Therefore, the tested methods were LDA, CART, both of the Naïve Bayes methods, MNLR, KNN (Euclidean distance and k = 5), Random Forest and LS-SVM RBF. As expected, the post hoc comparisons, with the significance level 0.05 adjusted with the Dunn-Bonferroni method, showed significant differences only between the worst method NB KDE and the other methods ({NB Normal, KNN, LDA, LS-SVM RBF }> NB KDE).
V. DISCUSSION: CRIME IN THE BRITISH HISTORY AS SEEN
IN THE SOM As we can observe from the figure of the SOM, the years between 1898 and early 1920s were clearly grouped in the same cluster (Cluster 1), with the exception of some years of the late 1910s and the early 1920s separated from this cluster and formed Cluster 7: 1909 Cluster 7: , 1911 Cluster 7: , 1915 Cluster 7: , 1918 Cluster 7: , 1919 Cluster 7: , and 1924 . The late 1920s, 1930s and starting of the 1940s were in Cluster 4. The period in this cluster ranges from the end of the First World War, through the Great Depression of the 1930s, to the start of the Second World War. The most years in the 1940s formed Cluster 8, which covers the period of the Second World War and its aftermath.
Cluster 2 swathes a long span of time, from the end of the 1940s, the 1950s, to the 1960s. This was the longest period of prosperity for the UK after the Second World War. The crime rate of the England and Wales underwent a process of gradual increase, slight decrease and then fast increase. During this period, Britain remained a European leader in both economic power and political influence, but a sudden reduction started [8] , [39] . Cluster 6 contains the end of the 1960s and most of the 1970s, among which are the economic crisis of the 1970s. This is also the time when the UK was accepted into the Economic Community. The end of the 1970s and the 1980s fall into Cluster 5, which spread another period of economic growth, but was shortly interrupted by two to three years in the beginning of the 1990s. Cluster 3 covers the years across the 1990s and the early 2000s, when the UK also enjoyed a continuous economic growth. Criminal phenomenon also had a steep increase and then surged to a historical peak.
On the surface, these clusters are well mosaiced into different stages of socio-historical development of England and Wales. Because of the high accuracy value in this study, it can Random Forest (#trees = 2) be confirmed from technical point of view that such a result of clustering of stages of development of criminal phenomena copes with socio-economic history as a whole. However, due to the limited scale of this study, indicators of socio-economic development were not included in the data, leaving a great potential for future work. Some of the iconic historical events could occur out of a sudden, such as the eruption of wars, occurrence of decline, introduction of new inventions and new products, etc. Its prelude could already be reflected in preceding years, while its postlude reflected in the following years as well. Situation of criminal phenomena would not generally change abruptly. However, over a long run, criminal phenomena would follow the tendency of social change. That also is reflected in the clusters generated above, that most clusters across a longer span of time than one year or several years when a historical event simply took place.
In recent years that were not covered by the data in this paper, there have been yet more significant events occurred in the UK, for example, the global economic crisis of 2008 also led to economic contraction of the UK, ending 16 years of continuous economic growth. A referendum on the UK's exiting the EU on 23 June 2016 put an end to the country's membership. All these affect short or long term development of the British society, ultimately on criminal phenomena as well. These subsequent happenings provide an opportunity for future research on the similar topic.
VI. CONCLUSIONS
In traditional way, because of technical limit, criminological research did not handle large-scale multidimensional data. This paper used national statistical data to study historical development of criminal phenomena in England and Wales. The self-organizing map was applied to facilitate multidimensional comparison, with the research objects, years, being classified into different clusters with convergent features.
To verify the results, a large number of methods were used, such as discriminant analysis, k-nearest neighbor classifier, naïve Bayes classification, decision trees, random forests and least-squares support vector machines. Findings of the study proved to be ideal to use the self-organizing map to support research on patterns of historical development of crime. Convenient visualization and easy interpretation facilitated practical division of stages. Using large scale data, the SOM requires for the well-framed data sets. Therefore, it is necessary to exploit high quality statistics, and thus acquisition and preparation for them might take noteworthy efforts. Another limit was that consistent and continuous official historical statistics, over decades, centuries or millennia did not exist. Traditionally, such a situation was remedied by application of qualitative methods. A conflict of ideas between qualitative and quantitative methods could occur when large data sets were dealt with. This posed the necessity for more future research. From the methodological point of view we will examine other clustering methods such as K-means [40] , K-means++ [41] or hierarchical clustering [42] together with different clustering evaluation measures in future for comparison. Hence, we will have even broader insight how other clustering methods will perform from clustering the historical data of England and Wales. Furthermore, we obtain wider perspective about the possible trends within clusters. By this means we will advance the research around the young research area of computational history.
ACKNOWLEDGMENT
The second author is thankful for the Finnish Cultural Foundation Pirkanmaa Regional Fund for the support.
