Variational structure of Luttinger-Ward formalism and bold diagrammatic
  expansion for Euclidean lattice field theory by Lin, Lin & Lindsey, Michael
Variational Structure of Luttinger-Ward Formalism and
Bold Diagrammatic Expansion for Euclidean Lattice Field Theory
Lin Lin1, 2, ∗ and Michael Lindsey1, †
1Department of Mathematics, University of California, Berkeley, California 94720, United States
2Computational Research Division, Lawrence Berkeley National Laboratory, Berkeley, California 94720, United States
The Luttinger-Ward functional was proposed more than five decades ago to provide a link between
static and dynamic quantities in a quantum many-body system. Despite its widespread usage, the
derivation of the Luttinger-Ward functional remains valid only in the formal sense, and even the
very existence of this functional has been challenged by recent numerical evidence. In a simpler and
yet highly relevant regime, namely the Euclidean lattice field theory, we rigorously prove that the
Luttinger-Ward functional is a well defined universal functional over all physical Green’s functions.
Using the Luttinger-Ward functional, the free energy can be variationally minimized with respect
to Green’s functions in its domain. We then derive the widely used bold diagrammatic expansion
rigorously, without relying on formal arguments such as partial resummation of bare diagrams to
infinite order.
The Luttinger-Ward (LW) formalism [1] is an impor-
tant component of the Green’s function theory of quan-
tum many-body physics. The LW functional Φ[G] is a
universal functional of the single-particle Green’s func-
tion G and depends only on the form of the many-body
interaction, rather than any external field acting on a
single particle. The LW functional provides a link be-
tween static and dynamic quantities, in the sense that
the Gibbs free energy Ω[G] can be expressed as a func-
tional of frequency-dependent G. The first derivative of
the LW functional gives the self-energy Σ[G] = δΦδG [G].
The physical Green’s function satisfies the Dyson equa-
tion, which describes the stationary points of the free
energy. In the perturbative regime, the LW formalism
provides the “bold diagrammatic expansion” [2] for both
Σ[G] and Φ[G] to all orders of diagrams, and thus reduces
the arbitrariness of the design of partially resummed per-
turbation theories. In the non-perturbative regime, the
LW formalism has been used to justify the dynamical
mean field theory (DMFT) [3, 4].
Despite its success in both physics and chemistry [5–
8], the LW formalism remains justified only in the formal
sense. This is a serious issue both in theory and in prac-
tice. In fact, even the very existence of the LW functional
is under debate, with numerical evidence to the contrary
appearing in the past few years for fermionic systems [9–
12]. One major difficulty lies in the fact that in quantum
many-body physics (fermionic or bosonic), G is a fre-
quency dependent quantity with complicated singularity
structures in the complex plane. Even the domain of the
functional Φ[G] is unknown, and this forbids any further
rigorous discussion of its properties.
In this Letter, we present the first rigorous theory of
the LW formalism in the context of the Euclidean lattice
field theory (such as the ϕ4 theory [13, 14]). In con-
trast to the quantum many-body setting, Euclidean lat-
tice field theories avoid a key theoretical challenge men-
tioned above in that the Green’s function, defined as
a two-point correlator function, has a clear domain as
the set of positive semi-definite matrices with dimension
equal to the size of the discretized system. Nonetheless,
there is an exact correspondence between the Feynman
diagrammatic expansion of lattice field theory and that
of quantum many-body physics [2, 13]. Hence lattice field
theory reveals valuable information such as the structural
properties of diagrammatic expansions.
For a general interaction form (not necessarily the
quartic interaction), we prove using Legendre duality
that there exists a universal functional of the Green’s
function, denoted F [G], which is defined via a con-
strained minimization problem similar in spirit to that
of the Levy-Lieb construction in density functional the-
ory [15, 16] at zero temperature and the Mermin func-
tional [17] at finite temperature, and further the “den-
sity matrix functional theory” developed in [18–20]. We
identify a natural one-to-one correspondence between the
interacting Green’s function G and the inverse G−10 of
the non-interacting Green’s function. The LW functional
Φ[G] is defined by subtracting a logarithmically divergent
component from F [G] . The functional derivative of the
LW functional defines the self-energy and is also univer-
sal. The free energy can be expressed variationally as
a minimum over all physical Green’s functions, and the
self-consistent solution of the Dyson equation yields its
global and unique minimizer. Finally, using the LW for-
malism for quartic interactions, we rigorously recover the
form of the bold diagrammatic expansion appearing in
the quantum many-body setting, without any reference
to the non-interacting Green’s function G0. This Letter
gives our main results and outlines of the proofs, and we
refer readers to an upcoming full length publication for
the rigorous presentation of the results [21].
After proper discretization, a Euclidean lattice field
theory can be described by the partition function
Z =
ˆ
Rn
e−
1
2x
TAx−U(x) dx. (1)
For instance, the partition function of a scalar ϕ4 theory
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2in a d-dimensional space is
Z =
ˆ
Dϕ(r)e−
´
Rd
1
2 |∇ϕ(r)|2+aϕ2(r)+uϕ4(r) dr. (2)
After discretizing the field ϕ(r) on a lattice of size n
with components denoted by {xi}ni=1, we can rewrite the
quadratic part in Eq. (2) by a quadratic form given by
a symmetric matrix A and the quartic part by a poly-
nomial U(x) as in Eq. (1). Here A can be associated
with the non-interacting Hamiltonian in quantum many-
body physics, and U with the interaction term. The
form in Eq. (1) is very general and can represent inter-
action terms that are quartic, beyond quartic, or even
non-polynomial in classical and quantum statistical me-
chanics (see e.g. [13, 22, 23]). In order for the integral
to be well defined, we assume that U(x) goes to infinity
faster than any quadratic function of x.
Let Sn, Sn+, and Sn++ denote respectively the sets of
symmetric, symmetric positive semidefinite, and sym-
metric positive definite n × n matrices, so Sn++ ⊂ Sn+ ⊂
Sn. Then the partition function Z in Eq. (1) can be
viewed as a functional of A ∈ Sn denoted by Z[A]. The
Gibbs free energy is defined as Ω[A] := − logZ[A], and
Ω[A] is strictly concave and C∞-smooth on Sn.
The derivative of Ω with respect to Aij defines the
two-point correlator, or the Green’s function
Gij := ∇ijΩ[A] = 1
Z[A]
ˆ
xixj e
− 12xTAx−U(x) dx. (3)
The matrix G ∈ Sn is the two-point correlator
with respect to the probability distribution ρ(x) =
e−
1
2x
TAx−U(x)/Z[A], and hence G ∈ Sn++. G is called the
interacting Green’s function, and if we set U(x) ≡ 0 we
obtain the non-interacting Green’s function G0 = A−1.
However, the non-interacting Green’s function G0 is only
well defined for A ∈ Sn++, while the interacting Green’s
function G is well defined for any A ∈ Sn owing to the
growth property of the interaction term U(x).
LetM be the space of probability density functions on
Rn with moments up to second order. Define G : M →
Sn++ by G(ρ) =
´
xxT ρdx, which maps a probability
density to a Green’s function in Sn++. On the other hand,
for any G ∈ Sn++, it is clear that the inverse mapping
G−1(G) is a non-empty set through the construction of a
Gaussian distribution. For general interaction U(x), our
main results are given in Theorem 1 and 2.
Theorem 1 (Variational structure). The Gibbs free en-
ergy can be expressed variationally via
Ω[A] = inf
G∈Sn++
(
1
2
Tr[AG]−F [G]
)
, (4)
where
F [G] := sup
ρ∈G−1(G)
[
S(ρ)−
ˆ
U ρdx
]
(5)
is the Legendre dual of Ω[A] with respect to the inner
product 〈A,G〉 = 12Tr[AG]. Here S : M → R is the
entropy and is defined as S(ρ) = − ´ ρ log ρdx. The
mapping G[A] := ∇Ω[A] is a bijection Sn → Sn++, with
inverse given by A[G] := ∇F [G].
Note that F depends only on G and, implicitly, on the
interaction U , but it is independent of the non-interacting
term A. In this sense, F is a universal functional of the
Green’s function G.
The last statement of Theorem 1 suggests that ∇F
(hence also F) should approach infinity as G approaches
the boundary of Sn++. Remarkably, we can explicitly
separate the part that accounts for the blowup of F at
the boundary. Consider the case in which U ≡ 0, and
F [G] = supρ∈G−1(G) S(ρ). The maximizer is attained by
the probability density corresponding to the Gaussian
distribution N (0, G). Hence
F [G] = 1
2
log ((2pie)n detG) =
1
2
Tr[log(G)] +
n
2
log(2pie),
(6)
which diverges logarithmically as G approaches the
boundary of Sn++. Subtracting away this singular part,
we define the Luttinger-Ward (LW) functional as
Φ[G] := 2F [G]−Tr[log(G)]−Φ0, Φ0 = n log(2pie). (7)
Theorem 2 (Luttinger-Ward functional). The LW func-
tional in Eq. (7) is universal, satisfies Φ[G] ≡ 0 for non-
interacting systems, and extends continuously up to the
boundary of Sn++. The self-energy functional is defined
as Σ[G] = ∇Φ[G] and is also universal. The solution of
the Dyson equation
G−1 = A− Σ[G] (8)
in Sn++ is the unique minimizer of the free energy in (4).
According to the preceding discussion, for A ∈ Sn++,
we have G0 = A−1, and the Dyson equation (8) can be
written equivalently as
G = G0 +G0Σ[G]G. (9)
This is the common starting point for deriving the Feyn-
man diagram expansion [2, 13] with propagator G0, i.e.
the “thin-line” (or “bare”) diagrammatic expansion. In
our setting, this expansion is meaningless when A /∈ Sn++,
since the corresponding partition function (1) diverges in
the non-interacting limit. On the other hand, the Dyson
equation in the form of (8) is more general and is valid
for any A ∈ Sn.
When the self-energy functional Σ[G] is known, Eq. (8)
can be solved to obtain G. On the other hand, Eq. (8)
can also be used in the reverse direction to compute Σ
once A and an approximation to G are available. This
is the approach taken in DMFT [3], which approximates
3Σ by solving a number of impurity problems on local
domains. This second use of the Dyson equation seems to
suggest that Σ depends on both G and A, though we have
claimed it to be a universal functional of G! However,
the one-to-one mapping between A and G furnished by
Theorem 1 resolves this paradox, and Σ[G] is indeed well
defined for the Euclidean lattice field theory. A similar
correspondence for many-body quantum systems is still
under debate [4, 9–12].
Though the dependence of the LW functional on the
interaction U was only implicit in the preceding discus-
sion, we may explicit consider this dependence, including
it in our notation as Φ[G;U ]. The same convention will
be followed for other functionals without comment. As
we shall see, unlike the functional F [G], which diverges
at the boundary of G, the LW functional Φ[G;U ] ex-
tends continuously to the boundary of G. This relates to
the possibility of establishing a diagrammatic expansion
Φ[G;U ] with respect to the interaction strength.
So far we have considered the LW formalism for any
interaction that satisfies a sufficient growth condition. In
order to draw a closer connection with the diagrammatic
expansion used in quantum many-body physics, we now
restrict our attention to the quartic interaction
U(x) =
1
8
n∑
i,j=1
vijx
2
ix
2
j . (10)
Here vij = vji is symmetric, and the symmetry fac-
tor 8 simplifies the counting when deriving diagram-
matic approximations. The interaction (10) can mimic
a short range interaction as well as a long range (such as
Coulomb) interaction in its second quantized form [2].
One can derive an exact correspondence between the
Feynman diagrammatic expansions in this lattice field
theory and those in condensed matter physics [13], ne-
glecting the particle-hole distinction.
For fixed interaction U and G ∈ Sn++, we may de-
fine a perturbative expansion of Φ[G; εU ] with respect to
the interaction strength ε. Theorem 3 shows that the
bold diagrammatic expansion of the LW functional at
G can be understood as the asymptotic series in ε for
the LW functional at G. The importance of this theo-
rem is to show that the bold diagrammatic expansion is
well defined without any reference to the non-interacting
Green’s function G0.
Theorem 3 (Bold diagrammatic expansion). For a gen-
eral interaction U , the Luttinger-Ward functional and the
self-energy have the following asymptotic series expan-
sions
Φ[G; εU ] =
∞∑
k=1
Φ(k)[G;U ] εk,Σ[G; εU ] =
∞∑
k=1
Σ(k)[G;U ] εk.
(11)
Moreover, for U of the form (10), the coefficients of the
asymptotic series satisfy
Φ(k)[G;U ] =
1
2k
Tr
[
GΣ(k)[G;U ]
]
, (12)
and Σ(k)[G;U ] consists of all one-particle irreducible
skeleton diagrams of order k.
Note that for the series in Eq. (11) to be asymptotic
means that the error of the N -th partial sum is O(εN+1)
as ε → 0. For concreteness, Fig. 1 gives the bold dia-
grammatic expansion for the self energy up to the second
order, where(
Σ(1)[G]
)
ij
=− 1
2
(∑
k
vikGkk
)
δij − vijGij ,
(
Σ(2)[G]
)
ij
=
1
2
Gij
∑
k,l
vikG
2
klvlj
+∑
k,l
vikGkjGklGlivjl,
and the U -dependence is determined by vij as in Eq. (10).
Compared to the Feynman diagrams for condensed mat-
ter systems, we find that not coincidentally, Fig. 1 (a),(b)
correspond to the Hartree and Fock exchange diagrams,
respectively, and (c),(d) correspond to the ring and
second-order exchange diagrams, respectively. The only
difference is that the lines in the diagrams of Fig. 1 do not
possess directions, due to the absence of any distinction
between creation and annihilation operators.
Figure 1. Bold diagrams for the first order (a-b) and second
order (c-d) contribution to the self energy for interaction of
the form (10).
Interestingly, the relation (12) was originally assumed
to be true to obtain a formal derivation of the LW func-
tional [1, 24]. Our proof here does not rely on such for-
mal manipulation, but instead only on the transforma-
tion rule (Proposition 4) below and the quartic nature of
the interaction U .
Finally we remark that certain properties in the Eu-
clidean setting, such as the concavity of the free energy
functional, can noticeably fail in the non-Euclidean set-
ting. Indeed, the original setting for the LW formalism is
a field theory described by the fermionic coherent state
path integral represented by Grassmann variables. The
free energy functional is non-concave and the induced
Legendre correspondence may not be one-to-one. This
leads to the failure of the LW formalism observed in [4, 9–
12], and the full picture of the LW functional remains to
be revealed. Intriguingly, the LW formalism may also be
4seen as an expansion of a static density matrix formal-
ism [17, 20], which itself does enjoy convexity properties,
and hence well-defined Legendre duality. However, the
density matrix formalism is not induced in the same way
by a field theory and does not enjoy even formally proper-
ties such as the diagrammatic expansion. The Euclidean
field theory setting can then be viewed as combining the
best of both worlds, in that it enjoys both the convex-
ity properties needed for the non-perturbative definition
of the Legendre dual functionals, as well as the formal
properties convenient for systematic approximation as in
diagrammatic expansions and DMFT.
This work also opens up several immediate research
directions. By making a connection between quantum
many-body physics and Euclidean lattice field theory,
it lowers the barrier for quantitatively assessing the ef-
fectiveness of bold diagrammatic schemes and other nu-
merical schemes based on many-body perturbation the-
ory such as the GW theory [25]. Possible topics to
be developed include the effectiveness of self-consistent
many-body perturbation theories and the effectiveness
of the vertex correction methods in the GWΓ theory.
Theoretical properties of impurity models and embed-
ding schemes, such as the dynamical mean field theory
(DMFT), can also be studied in the context of Euclidean
lattice field theory using the LW formalism.
Outline of the proof of Theorem 1: First, we reformu-
late the computation of the Gibbs free energy Ω[A] =
− logZ[A] as a minimization problem:
Ω[A] = inf
ρ∈M
[ˆ (
1
2
xTAx+ U(x)
)
ρdx− S(ρ)
]
. (13)
This is the classical Gibbs variational principle. Next, we
split the infimum in Eq. (13) as
Ω[A] = inf
G∈Sn++
(
1
2
Tr[AG] + inf
ρ∈G−1(G)
[ˆ
U ρdx− S(ρ)
])
,
(14)
Here we have used
´
xTAxρdx = Tr[G(ρ)A]. By in-
troducing the functional (5), we obtain the variational
formulation in (4). Now Eq. (4) means precisely that Ω
is the Legendre dual, or more precisely the concave con-
jugate of F with respect to the inner product 〈A,G〉 =
1
2Tr[AG] [26]. This is denoted by Ω = F∗.
One can further prove that F is concave on Sn++ and di-
verges to −∞ at the boundary of Sn++ [21, 26]. Based on
these facts, we have that F = F∗∗, i.e., F = Ω∗, so F and
Ω are concave duals of one another. Furthermore, it can
be shown using the strict concavity and C∞-smoothness
of Ω = F∗ that F is strictly concave and C∞-smooth on
Sn++.
The Legendre duality suggests that ∇F and ∇Ω are
inverses of one another, i.e., the mapping G[A] :=
∇Ω[A] is a bijection Sn → Sn++, with inverse given by
A[G] := ∇F [G]. Moreover, we remark that for any
G ∈ Sn++, the supremum in the definition (5) of F [G]
is uniquely attained at define the probability density
ρG(x) :=
1
Z[A[G]]e
− 12xTA[G]x−U(x). Q.E.D.
Outline of the proof of Theorem 2: The differentiability
of the LW functional on Sn++ directly follows from the
C∞-smooth property of F [G] on Sn++. Hence the self-
energy Σ[G] = ∇Φ[G] is well-defined on Sn++. Using the
LW functional, Eq. (4) can be written as
Ω[A] =
1
2
inf
G∈Sn
(Tr[AG]− Tr[log(G)]− Φ[G]− Φ0) ,
(15)
The Euler-Lagrange equation with respect to G gives the
Dyson equation (8), and the uniqueness of the solution
follows from that of the minimizer in Theorem 1.
We now establish that unlike F [G], which blows up at
the boundary of Sn++, the LW functional Φ[G] extends
continuously to the boundary of Sn++, so in fact the LW
functional is well-defined on Sn+. We first state a use-
ful property of the LW functional, which relates a basis
transformation of the Green’s function with a transfor-
mation of the interaction [26].
Proposition 4 (Transformation rule). Let G ∈ Sn++,
and let U be the interaction term. Let T denote an invert-
ible matrix in Rn×n, as well as the corresponding linear
transformation Rn → Rn. Then
Φ[TGT ∗;U ] = Φ[G;U ◦ T ].
Using the transformation rule, we only need to specify
a formula for computing Φ[G] for matrices of the form
G =
(
Gp 0
0 0
)
with Gp ∈ Sp++, p ≤ n. Indeed, any ma-
trix G ∈ Sn+ with rank p ≤ n can be represented as such
after an appropriate change of basis, so together with
the transformation rule, such a formula will pin down
the value of Φ[G] for all G ∈ Sn+.
Define a p-dimensional interaction Up : Rp → R by the
rule Up( · ) = U( · , 0). We prove that [21]
Φn [G;U ] = Φp [Gp;Up] . (16)
Here Φn and Φp are the LW functionals for the n-
dimensional and p-dimensional lattice field theories, re-
spectively. Q.E.D.
Outline of the proof of Theorem 3: For a given Green’s
function G and interaction U , for notational simplic-
ity we will omit the dependence on G and U from
the notation via the definitions Φ(ε) := Φ[G; εU ] and
Σ(ε) = Σ[G; εU ]. We first prove that [27] there exists an
asymptotic series of the form (11). We abbreviate the
notation for the series coefficients via Φ(k) := Φ(k)[G;U ]
and Σ(k) := Σ(k)[G;U ]. Here the superscript (k) is just a
notation and does not indicate the k-th order derivative.
5Theorem 3 then consists of identifying that these co-
efficients are given by the bold diagrammatic expansion
using G and U . Our strategy is to first evaluate the ex-
pansion for the self-energy and then pin down the coeffi-
cients for the LW functional by proving the relation (12).
Since the series expansion is only valid in the asymptotic
sense, for any finite ε we consider the truncation at finite
order N , which is denoted by Σ
(N)
(ε) :=
∑N
k=0 Σ
(k) εk.
Then we have Σ(ε)−Σ(N)(ε) = O(εN+1). Lemma 5 says
that Σ
(N)
(ε) can be identified as the exact self energy
with respect to a modified interaction term [26]:
Lemma 5. Σ
(N)
(ε) is the self-energy at G induced
by the modified interaction U (N)ε (x) := εU(x) +
1
2x
T
(
Σ(ε)− Σ(N)(ε)
)
x. In other words, Σ
(N)
(ε) =
Σ[G;U
(N)
ε ] is the exact self-energy corresponding to a
non-interacting Green’s function
G
(N)
0 (ε) :=
(
G−1 + Σ
(N)
(ε)
)−1
, (17)
and the interaction U (N)ε .
A difficulty in proving Theorem 3 is that, although
we wish to employ the technique that resums bare self-
energy diagrams to bold self-energy diagrams, Σ[G; εU ]
is defined without reference to any bare propagator.
Lemma 5 consists of identifying a bare propagator G(N)0
that can generate (up to negligible error) the bold prop-
agator G under the interaction εU .
Indeed, note that for any x, we have that U (N)ε (x) =
εU(x) + O(εN+1). For the purpose of this analysis,
O(εN+1) error should be thought of as negligibly small.
It can then be shown that Σ
(N)
(ε) = Σ˜(N)(ε)+O(εN+1),
where Σ˜(N)(ε) is the exact self-energy corresponding to
non-interacting Green’s function G(N)0 (ε) and interaction
εU , i.e., we can replace U (N)ε by εU with negligible effect
on the self-energy.
By summing Green’s function diagrams (with bare
propagator G(N)0 (ε) and interaction εU) up to the finite
order N , we define a resummed bold propagator that dif-
fers from G only by an error of O(εN+1). Then we may
employ the standard combinatorial argument that the
bold diagram expansion for the self-energy up to order
N accounts for all bare diagrams up to order N . It fol-
lows that Σ˜(N)(ε)—and hence also Σ
(N)
(ε)—is, up to an
error of O(εN+1), given by the bold diagram expansion
up to order N with bold line G and interaction εU . But
since this expansion and Σ
(N)
(ε) are both polynomials of
order N in ε, it follows that Σ
(N)
(ε) is exactly given by
the bold diagram expansion up to order N , as was to be
shown. All that remains for the proof of Theorem 3 is to
establish the relation (12). This formula is a consequence
of the transformation rule [26]. Q.E.D.
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