Network processors (NPs) are programmable multi-processor devices that offer both the flexibility and speed required for the network packet processing applications. Current NP systems do not simultaneously deal well with fluctuating workloads. Because of the traffic fluctuations inherent in packet networks, the workload on each pipeline stage in NP may vary significantly over time, thus affecting performance. One solution would be to change the code running at these stages so as to adapt to the fluctuations. Hence, the allocation of processors to pipeline stages needs to be adapted over time. Run-time adaptation is a potential solution to this problem. With run-time adaptation, the mapping of services to system resources can be dynamically adjusted based on the workload. Dynamically adapting processor allocations reduces the overall resource provisioning requirement for the system. This results in achieving robustness to traffic fluctuations. In this paper, we focus on reconfiguring the system based on the traffic fluctuation. To make decision about the deployment of code, the traffic is monitored and its statistic is maintained. Moreover, active network concept is used for reconfiguring the system, wherein the binary code is transferred to the NP through the SOAP protocol.
Introduction
Traditionally, most of the network core components have been implemented using application specific integrated chips (ASICs). These devices lack flexibility and enforce replacement of physical components in the network core whenever there is a protocol change or update. An alternative to these devices is the use of programmable processors as network core components [1, 2] . Although they provide flexibility, the problem with these general-purpose processors is their limitation in speed of processing the network packets on the fly. It is in this scenario that the network processors (NPs) have been introduced to provide both flexibility and speed.
NPs are multiprocessor devices designed for the efficient data-plane processing and control-plane processing in networking applications. They are programmable to offer the required flexibility in packet processing, and at the same time, they appropriately provide the necessary computing resources to meet the speed requirement constraints of the network protocols. Intel's IXA architecture provides the basis of a family of such NPs, of which the IXP2400 NP is considered here [3] .
The IXP2400 is an integrated NP, comprising a single X-Scale core processor, eight microengines (MEs), standard memory interfaces and high-speed bus interfaces. It is targeted at networking applications requiring a high degree of flexibility, programmability, scalability, performance and low power consumption. The unique architecture of the IXP2400 affords the user a highly concurrent packet processing model, while keeping the programming model simple. This is accomplished by providing many features in hardware that simplify the programming model. The IXP2400 allows the designer to implement in software, what was previously implemented in custom ASICs. This flexible, reprogrammable approach has many advantages, including faster development time, easier bug-fixes, the ability to add features to products after deployment in the field and the ability to conform to standards that are not yet finalised. The MEs are custom processors implemented specifically for networking applications. They are especially well suited to high-speed data manipulation and movement. The MEs, being fully programmable processors, are able to examine packet contents at all levels of the networking stack. This makes them suitable not only for layers 2 and 3 switching/forwarding, but also for applications that require deeper inspection and manipulation of packet contents. RISC machine (ARM) Version 5 architecture. The Intel X-Scale core initialises and manages the chip, and can be used for higher layer network processing tasks [6] .
• A high-performance, low-power, 32-bit embedded RISC processor.
• A 32-kB instruction cache and a 32-kB data cache.
• A 2-kB mini-data cache that facilitates transient data processing.
• Four outstanding-pending read requests before stalling the processor.
• New instructions sets.
• Performance monitor features.
• Joint test action group (JTAG)/boundary scan debug support.
Microengines
The MEs do most of the programmable per packet processing in the IXP2400. There are eight MEs, connected in two clusters of four ME. The MEs have access to all shared resources (static random access memory (SRAM), dynamic random access memory (DRAM), media switch fabric (MSF), etc.) as well as private connections between adjacent MEs (referred to as "next neighbors"). The ME provides support for software-controlled multi-threaded operation. Given the disparity in processor cycle times versus external memory times, a single thread of execution will often block waiting for the memory operation to complete. Having multiple threads available allows for threads to interleave operation -there is often at least one thread ready to run while others are blocked. This improves the usage of the ME resources [7] . Fig. 1 shows a simplified block diagram of the IXP2400 NP, which shows the six main functional units. The functional units are explored in [8, 9] .
Related Works
In current generation of network technology, the performance penalties are very severe due to poor resource allocation, especially when the traffic mix is non-uniform. NPs, one of the recent popular network devices, in spite of their immense computing power and abundant resources, are being underutilised, especially for common applications. In this paper, we proposed a system to develop a self-configurable environment for the Intel IXP2400 NP that would dynamically reconfigure its resources/services based on the traffic flows. For this, flow statistics is gathered by monitoring the traffic. These statistics are used for choosing the appropriate resources for the services being offered, i.e., dynamic deployment -reconfiguration.
Recently, several studies have been initiated in reconfiguration of NPs.
Kevin Lee and Geoffrey Coulson [10] , in their work, demonstrated the importance of the specialised software to support run-time reconfiguration that exploits the potential of NPs. They have focused mainly on the generic mechanism that can be potentially applied in all areas. They have used Intel IXP2400 as a representative of the state-of-the-art current generation of NPs. They also argue that a flexible run-time reconfiguration capability need not be bought at the expense of performance.
Troxel, et al. [3] have demonstrated the superior performance of enhanced NP over baseline NP for prioritised traffic that is non-uniform. In the baseline experiments, the ME pipelines were not reconfigurable. This type of system mimics the behaviour of today's NPs.
Some of their results are, as follows.
1. Dynamic configurations perform far better than baseline configurations when traffic patterns are not uniform due to the fact that dynamic configurations can reallocate MEs. Because of the imbalance of system resources, in baseline configurations, many processing clock cycles are wasted.
2. The decrease in performance incurred by using dynamic configurations when processing uniform traffic mixes is far less severe than the decrease in performance incurred by using a baseline configuration when processing non-uniform traffic.
This phenomenon is due to the fact that the baseline systems are only optimised for one traffic mixture and are therefore inadequately suited to process packets in other traffic mixtures. Kokku [11, 14, 15] have presented a new approach of delay-conscious processor allocation algorithm (PAL) for packet processing systems. PAL adapts the allocation of processors among packet processing services hosted by a system to minimise the number of packets that miss a configured delay bound. In their work, they address the question of adapting processor allocations dynamically in packet processing systems. They have identified that matching processor allocations to the processing demands for each service leads to system designs that are robust to traffic fluctuations; an adaptive system can allocate appropriate number of processors to each service even when the processing demands for a service exceed designtime expectations, as long as the cumulative processor demands across all services do not exceed the provisioning level. Moreover, by reducing the power consumed by idle processors (e.g., by turning off processors), an adaptive system can conserve energy.
The Intel IXP2400 NP Configurable Environment
This section gives the complete design details (high level and the detailed design) of the Intel IXP2400 NP [8, 12, 13] . Developing a self-configurable environment for the Intel IXP2400 NP that would dynamically reconfigure its resources is based on the results of monitoring traffic flows. For this, flow statistics is gathered by monitoring the traffic. At the same time, details of the unused hardware resources such as MEs are also maintained. These statistics will be used for choosing the appropriate resources for the services being offered, i.e., dynamic deploymentreconfiguration.
This system to be developed is a reconfigurable NP. This proposed system will provide the resources based on the network traffic for the purpose of reconfiguration. The network traffic is analysed using the monitoring module. The monitoring module will scrutinise the number of packets coming in and getting out of the packet processing system, using a counter. Based on the number of packets, the arrival rate and departure rate of the packets can be determined. The result of this monitoring module will be used for decision making, wherein the need for extra process is decided. This is done using the decision table and process table. The following modules will be used for this system as shown in Fig. 2. 1. Monitoring module monitors the incoming and outgoing packets. 2. Decision-making module decides whether to deploy the code or to stop the ME. 3. Dynamic deployment module dynamically deploys the code in the ME. 4. Active code transfer module parses the SOAP packet that comes from administrator. This packet contains the binary file for deployment.
Implementation
This section gives a detailed description about the implementation carried out in the paper. Development Environment: • ENP2611 chipset for Intel IXP2400 NP.
• Intel IXP2400 Developers Workbench.
• Microcode assembly language is used to implement the system. • X-Scale implementation -Embedded C programming language. Intel IXP2400 Developers Workbench is a simulation tool, which helps us to execute the ME code on it and get the performance measures for the application program. Later, the same application is ported onto the hardware. The execution of the code can be traced on an instructionby-instruction basis using the simulation tool. This helps in debugging the code as well as provides means to validate the code. There are provisions to watch the run-time values getting stored in various memory storage units like synchronous dynamic random access memory (SDRAM), 270 SRAM, scratch pad memory, local memory and ME registers.
Performance Evaluation
This section details the manner in which the baseline configurations are compared to the dynamic configurations.
The traffic trace taken from the network is classified into low (250 packets/s), moderate (450 packets/s) and high (950 packets/s) and the traffic mixture taken into low, moderate and high. In the traffic mixture, low traffic was maintained for first 10 s, then the traffic was increased to moderate for next 10 s and then the traffic was increased to high.
Traffic from Outside Network
We can generate network traffic and control it by eight MEs. Fig. 3 shows the network traffic from outside network. For the first 10 s, the network traffic is low and receives 250 packets/s. For the next 10 s, the network traffic is moderate and receives 450 packets/s. In the third 10 s, the network traffic is heavy and receives 950 packets/s. In this traffic, we use eight MEs. Three MEs can maintain low traffic. Moderate traffic can be maintained by four MEs, and if the network traffic is heavy, eight MEs can be used to maintain the traffic. 
NP without Dynamic Reconfiguration
In this section, we used only three MEs out of eight. When the traffic is generated (Section 5.1), it will be controlled by three MEs.
Mapping I
Here minimum resources (three MEs) have been provisioned for NP. And the monitoring interval is 0.5 s. The traffic mixture taken is low, moderate and high. So, when the workloads get increased (moderate traffic), the ME will not be able to process all the incoming packets; hence, the queue size gets increased abruptly and queue overflow takes place. Fig. 4 exhibits that for first 10 s, the traffic will be maintained. In the second and third 10 s, the traffic starts to increase and the intermediate queue of the MEs starts to overflow and drop the packets (as fewer MEs have been used for processing packets). 
Mapping II
Here four MEs have been provisioned for NP. The monitoring interval is 0.5 s. The traffic mixture taken is low, moderate and high. So, when the workload increased (high traffic), the ME will not be able to process all the incoming packets: hence, the queue size increases abruptly and queue overflow takes place as shown in Fig. 5 .
Mapping III
Here all the eight MEs have been provisioned for NP. The monitoring interval is 0.5 s. The traffic mixture taken islow, moderate and high. So, when the workload increased, the ME will be able to process all the incoming packets; hence, the queue overflow will not take place as shown in Fig. 6 . Figure 6 . Arrival rate and lagging packet in Mapping III.
NP with Dynamic Reconfiguration
Here, at initial stage, minimum resource will be provisioned for NP. When the traffic gets increased from low to medium, the minimum resource will not be able to manage the workload, so the queue length gets increased. The monitoring module, which monitors the packet rate from X-Scale core, deploys the code using run-time environment module to tolerate the moderate workload. Once again, heavy traffic is injected into the NP and the maximum resource will be provisioned to overcome the network traffic. Fig. 7 depicts that the MEs will be allocated based on the network traffic; the queue will not overflow, and at the same time, resource will not be underutilised. Figure 7 . Arrival rate and lagging packet in dynamic reconfiguration.
Conclusion and Future Work
In this paper, we have described the design and implementation of a dynamic reconfigurable system for Intel IXP2400 NP that can perform resource allocation at run time. This allows maximum utilisation of resources, whenever possible, in the steady state. In the baseline experiments (using the three mappings), the ME pipelines were not reconfigurable. This type of system does not utilise the full potential of today's NPs. The comparison of the baseline configuration with dynamically reconfigurable NP, as described in result, shows the superior performance of self-configurable NPs over baseline NPs.
Our future work is to develop an adaptive system for IPV6 services. Current NP systems do not simultaneously deal well with a variety of services. We propose to implement an adaptive system that automatically changes the mapping of IPV6 services to processors, and handles migration of services between different processor core types to match the needs.
