Abstract. We generalize Sudan's list decoding algorithm without multiplicity to evaluation codes coming from arbitrary order domains. The number of correctable errors by the proposed method is larger than the original list decoding without multiplicity.
Introduction
Høholdt et al. [6] proposed the new framework for algebraic code construction, which they called evaluation codes. Evaluation codes are defined by either generator matrices or parity check matrices. Evaluation codes defined by parity check matrices include many classes of algebraic codes, including generalized Reed-Muller, Reed-Solomon, and one-point geometric Goppa codes C Ω (D, G), and they provided lower bounds on the minimum Hamming distance and decoding algorithms in a unified manner, while relatively little work was done for evaluation codes defined by generator matrices in [6] . The framework of evaluation codes and order domains was later generalized by O'Sullivan [7] , Geil and Pellikaan [3] .
Andersen and Geil [1] studied the evaluation codes defined by generator matrices, which also include generalized Reed-Muller, Reed-Solomon, and one-point geometric Goppa codes C L (D, G), and they also provided lower bounds on the minimum Hamming distance in a unified manner. Their work [1] can be regarded as a generator matrix counterpart of [6] . In this paper we study evaluation codes defined by generator matrices.
On the other hand, Sudan [10] and Guruswami-Sudan [5] proposed the list decoding algorithms for Reed-Solomon and one-point geometric Goppa codes, and the latter method dramatically increased the number of correctable errors of the conventional bounded distance decoding algorithm, such as the BerlekampMassey algorithm. Following those work, Shokrollahi and Wasserman [9] generalized the Sudan method [10] to one-point geometric Goppa codes, and Pellikaan and Wu [8] generalized the Guruswami-Sudan method [5] to generalized ReedMuller codes as the first algorithm among three new list decoding algorithms in [8] . Augot and Stepanov [2] improved the estimation of error-correcting capability of the first algorithm in [8] .
However, up to now, nobody has successfully generalized the list decoding algorithms [10, 5] to evaluation codes from arbitrary order domains. The difficulty lies in the fact that existing methods [10, 5, 8] deal with codes coming from polynomial rings or their factor rings and utilize their polynomial structure such as the degree of a polynomial and the pole order of an algebraic function.
We will distill essential ingredients from Sudan's original decoding method [10] , which allow us to carry over it to evaluation codes from arbitrary order domains. After that, we examine the error-correcting capability of the proposed generalization when we apply it to generalized Reed-Muller and one-point geometric Goppa codes, and show that the proposed method can correct more errors than [9] and the first algorithm in [8] . We have to note that the proposed method usually cannot correct more errors than the Guruswami-Sudan method [5] with multiplicity.
The paper is organized as follows. In Section 2 we present the modified Sudan decoding algorithm without multiplicity. Our description does not require that the reader has any previous experience with order domains. Some knowledge about generalized Reed-Muller and one-point geometric Goppa codes should do. In Section 3 we study decoding of generalized Reed-Muller codes. We compare our findings to the results by the first algorithm of Pellikaan and Wu in [8] and by Augot and Stepanov in [2] . Then in Section 4 we apply our method to some codes coming from norm-trace curves.
Decoding of Order Domain Codes
In this section we state the modified decoding algorithm for a large family of codes defined from order domains. We provide translations into the case of generalized Reed-Muller codes and one-point geometric Goppa codes. Our presentation relies on [1, 3, 7] . 
Example 2. Let Q be a rational place of a function field in one variable over
is an order domain with a weight function given by ρ(f ) = −ν Q (f ). Clearly, in this case the value semigroup Γ is simply the Weierstrass semigroup corresponding to Q and the monomial ordering is the unique monomial ordering on N 0 .
For the code construction we will need a few results. 
A basis as in Theorem 1 is known in the literature as a well-behaving basis. In the remaining part of this section we will always assume that some fixed well-behaving basis has been chosen for the order domain under consideration.
where * denotes the componentwise multiplication of two vectors.
The class of codes E(λ) below includes as we shall recall generalized Reed-Muller codes as well as one-point geometric Goppa codes.
Definition 3. Consider an order domain R over F q and a corresponding mor-
Example 3. This is a continuation of Example 1. Consider
If we choose λ = (u, 0, . . . , 0) then E(λ) is simply the generalized Reed-Muller code RM q (u, m) no matter how the well-behaving basis for the order domain R = F q [X 1 , . . . , X m ] has been chosen. For simplicity we choose in this paper always the well-behaving basis B to be the set of monomials in X 1 , . . . , X m .
Example 4. This is a continuation of Example 2. Let {P 1 , . . . , P n } be rational places different from Q and consider the morphism ϕ :
We next consider some terminology from [1] . 
. , n recursively α(i) to be the smallest element in Γ that is greater than α(1), α(2), . . . , α(i−1) and satisfies
The first part of the following theorem plays a fundamental role in our modification of the Sudan decoding algorithm without multiplicity.
Example 5. The above bound gives the true minimum distances of generalized Reed-Muller codes and of Hermitian codes. For the case of one-point geometric Goppa codes the bound is an improvement to the usual bound by Goppa which states that the minimum distance of a one-point geometric Goppa code
ϕ). For high dimensions the inequality is in general sharp.
Theorem 2 suggests the following improved code construction.
Definition 6. Given any fixed basis
We have
The codesẼ(δ) are sometimes very much better than the corresponding codes E(λ). This is for instance the case for the improved generalized Reed-Muller codes known as hyperbolic codes (or Massey-Costello-Justesen codes). Regarding one-point geometric Goppa codes the picture very much relies on which particular curve we consider, but the improvement may also in this case be significant. The idea of controlling the minimum distance of a code by choosing the functions f λ to be used in the code construction in a clever way will be one of the main ingredients of our modified Sudan decoding algorithm without multiplicity.
We now describe the modified Sudan decoding algorithm without multiplicity for the codes E(λ) andẼ(δ). To ease notation we state the algorithm for a larger class of codes, namely for any code C of the form
The first part of the decoding algorithm is to find a proper interpolation polynomial Q(Z) with coefficients from the order domain R. To set up the decoding procedure for a given fixed code C we first need to describe sets from which we will allow the coefficients to be chosen. To this end consider the following definition.
Definition 7. Given a code C as above let E be some fixed value (representing the number of errors we would like to correct). For
where #L(E, s) > n. As indicated above the value E will be the number of errors we can correct and therefore we would of course like to find a large value of E such that the above condition is met. On the other hand the smallest value t such that
holds will to some extent reflect the complexity of the decoding algorithm. So in some situations it might be desirable to choose a smaller value of E than the largest possible one to decrease the complexity of the algorithm. Choosing parameters E and t and calculating the corresponding sets L(E, 0), . . . , L(E, t) is something that is done when setting up the decoding system. Hence, the complexity of doing this is not of very high importance. However, as we will demonstrate in the case of generalized Reed-Muller codes, there are often tricks to ease the above procedure. We are now able to describe the modified Sudan decoding algorithm without multiplicity. and detect all possible f ∈ R such that Z − f appears as a factor, which can be done by the method of Wu [11] .
Algorithm 1 Input: A code C as in (1), parameters E, t such that (4) is met and corresponding sets L(E, 0), . . . , L(E, t). A received word r
Step 3. Return {ϕ(f ) | f is a solution from step 2}.
Theorem 4. Algorithm 1 gives the claimed output.
Proof: Condition (4) ensures that the set of linear equations in step 1 has more indeterminates than equations. Therefore Q 0 , . . . , Q t as described in step 1 indeed do exist.
Consider any code word c. That is, let c = ϕ(f ) where f is of the form f = k v=1 β v f λv . From the conditions (2) and (3) we get that
holds and that
Assume now that c = ϕ(f ) is a code word within Hamming distance at most E from r. But then
Combining (5), (6) and (7) with the first part of Theorem 2 lead to the conclusion that ϕ( t s=0 Q s f s ) = 0 must hold, and Eq. (2) implies
That is, f is a zero of Q(Z). But order domains are integral domains and therefore Quot(R) is a field. It follows that Z − f divides Q(Z) ∈ Quot(R) [Z] . As the leading coefficient of Z − f is 1 we conclude that Q(Z) = (Z − f )K(Z) for some K(Z) with coefficients in R. Hence, indeed Z − f appears in the factorization in step 2 of the algorithm. Finally, as Q(Z) has degree at most t the list in step 3 is of length at most t.
Remark 1.
We have used the Hamming weight to ensure Q(Z) = 0 in the above argument. The conventional method [10, 9] used the degree of a polynomial and the pole order of an algebraic function to ensure Q(Z) = 0. The use of Hamming weight allows us to list-decode codes from any order domains.
The following example illustrates the nature of our modification.
Example 6. Consider a one-point geometric Goppa code E(η) where η < n. Let, g be the genus of the function field or equivalently let g = #N 0 \Γ . The set
is easily calculated and we have L (E, s) ⊆ L(E, s). Replacing L(E, s) with
L (E, s) in Algorithm 1 gives the traditional algorithm [9] without multiplicity for the one-point geometric Goppa code E(η). Hence, for one-point geometric Goppa codes the modified algorithm can correct at least as many errors as the original one and in cases where the sets L(E, s) are larger than the sets L (E, s) we will be able to correct more errors by the modified algorithm.
Generalized Reed-Muller Codes
In this section we consider the implementation of Algorithm 1 to the case of generalized Reed-Muller codes of low dimensions. Recall, from Example 1 that we have a weight function ρ :
is the leading monomial of F with respect to the monomial ordering from Example 1. Recall from Example 3 that we always choose the well-behaving basis B of F q [X 1 , . . . , X m ] to be simply the set of monomials in X 1 , . . . , X m . From Definition 4, for the weight function under consideration the σ function is easily calculated as follows σ ((i 1 , . . . , i m ) 
We get the following Lemma that significantly eases the job with finding L(E, s).
Lemma 1. Let u < q and consider the generalized Reed-Muller code RM
Proof: To see that (9) corresponds to (3) we observe that the σ function from this section is concave. The fact that (8) corresponds to (2) follows from similar arguments.
To decide how many errors our algorithm can correct we should according to (4) look for the largest possible E such that a t exists with t s=0 #L(E, s) > n = q m . Of course such an E can always be found by an extensive trial and error. For the case of m = 2 that is, codes of the form RM q (u, 2) we now give an approximative trial and error method that requires only few calculations. It turns out that this approximative method is actually rather precise.
For a fixed s the conditions to be satisfied are
We make the (natural) assumption
Equations (11) and (12) imply (10) which we therefore can forget about. When E < q, it is easy to lower-bound the number of solutions to (11) and (12). Under the assumption E ≥ q we now want to count the number of possible solutions to (11) and (12). The number of such solutions is bounded below by the area in the first quadrant of the points that are under both the curve
as well as are under the curve
By symmetry these two curves intersect in two points of the form (γ, γ). We have to use the point closer to the origin, which we calculate to be
Therefore (again by symmetry) the area is
A rougher but simpler estimate is found by approximating the above area with the area of the polygon with corners (0, 0),
. Here the second point is found by substituting l 1 = 0 in (14) and the fourth point is found by substituting l 2 = 0 in (13). The estimate can serve as a lower bound due to the fact that both functions in (13) and (14) are concave. The area of the polygon is found to be γ(q − (E/q) − su). Whether we use the first estimate or the second estimate we would next like to know the largest value of t such that L(E, t) = ∅. But this is easily calculated from the requirement γ ≥ 0 implying t = (q − (E/q))/u . Combining the above results with Theorem 4 we get.
Proposition 1.
Consider the code RM q (u, 2) with u < q. For E ≥ q Algorithm 1 can correct at least E errors if the following holds
Corollary 1.
Augot and Stepanov in [2] gave an improved estimate of the sum of multiplicities in terms of the total degree of a multivariate polynomial as follows The above bound is better than the combination of Lemmas 2.4 and 2.5 in [8] .
As noted by Augot and Stepanov Theorem 5 allows us to use more monomials in the first list decoding algorithm in [8] , and the resulting decoding algorithm has the larger error-correcting capability.
The error correcting capability of the modified list decoding algorithm with Theorem 5 is compared with ours and the original Pellikaan-Wu. The multiplicity used in Augot and Stepanov's estimate is 10. E P W , E P W A , E ours are the error correcting capability of the original Pellikaan-Wu, Augot-Stepanov, and our method, respectively. Finally, E P W A1 respectively E P W A2 are the error correcting capability of the Augot-Stepanov modified the Pellikaan-Wu algorithm when multiplicity is 1 respectively 2. q = 16, m = 2, n = 256. Remark 2. The authors of the present paper have done a lot of computer experiments regarding the error correcting capability of the proposed decoding method for generalized Reed-Muller codes. In all of these experiments we were able to correct as many errors as Remark 2.1 in [8] guarantees Pellikaan-Wu algorithm (with multiplicity) to be able to.
One-Point Geometric Goppa Codes
As already mentioned our proposed decoding algorithm applies among other things to one-point geometric Goppa codes. In this section we will be concerned with codes defined from the norm-trace curve introduced in [4] . These are defined by the polynomial X 
where P 1 , . . . , P q 2r−1 , P ∞ are the rational places of the corresponding function field and P ∞ is the unique place among these with ν P∞ (x) < 0. We do not go into detail with how to implement the proposed algorithm but present only some examples.
Example 7.
In this example we consider the norm-trace curve corresponding to q = 2 and r = 6. These are of length n = 2 11 . In the table below s is the value used in (15) whereas E our is the error correcting capability of the proposed method and E GS1 is the error correcting capability of Sudan's algorithm [10] without multiplicity. By 900-929 we indicate that maximal performance is a number between 900 and 929. With multiplicity, Guruswami-Sudan's algorithm [5] Example 8. In this example we consider the norm-trace curve corresponding to q = 3 and r = 3. These are of length n = 3 5 . In the table below s is the value used in (15) whereas E our is the error correcting capability of the proposed method and E GS1 is the error correcting capability of Sudan's algorithm [10] without multiplicity. With multiplicity, Guruswami-Sudan's algorithm [5] 
