A feasibility study on Ferroelectric Shadow SRAMs (FE-SRAMs) was performed using circuit simulations. To take into account design constraints set by the cell transistor variability, a simple operation margin search algorithm was proposed and used, which requires only pass/fail information from multiple transient simulations. It was found that stable dynamic recall operations can be achieved by using small enough ferroelectric capacitors, and that non-volatile write energy of well below 10 fJ/bit can be expected, adding minimal area penalty and performance degradation to the base SRAM cell. Scalability to advanced technology nodes is also anticipated. The results show that the FE-SRAM would be an ideal non-volatile memory solution for ultra-low power applications, such as sensor networks powered by energy harvesting.
I. INTRODUCTION
It has long been discussed that wirelessly connected sensor networks powered by energy harvesting (EH) would be a possible enabler of new smart applications [1] . EH is realized by collecting energy from various sources in environment, such as light, mechanical vibration, and radio wave. Availability of EH powered sensor devices, which do not need battery replacement, will greatly facilitate realization of large scale wireless sensor networks, since battery replacement will be a major obstacle for such applications. However, there is a drawback of EH that the power supply is unstable. It may be occasionally lost, or even only available for a limited range of time. Therefore, to avoid the loss of information during power down, some nonvolatile (NV) memory function will be essential. However, embedded Flash memories [2] , [3] , which require very high voltage for non-volatile writing, are not suitable for achieving ultra-low power operations [4] . To overcome the limitations of Flash memories, various alternatives, such as magneto-resistive random access memory (MRAM), phasechange random access memory (PRAM), and resistive random access memory (RRAM), have been extensively studied [4] - [7] . Recently, MRAM is gaining the lead for the next generation low power embedded NV memory [8] - [10] . However, it is still not clear if these alternatives are ideal for EH applications. For example, reported MRAMs still consume relatively large energy (around 1 pJ/bit or more) for current-driven writing. Therefore, it is considered that, to realize EH sensor networks, an even lower power NV memory solution should be explored.
In this work, as a candidate for such an ultra-low power embedded NV memory, a Ferroelectric Shadow SRAM (FE-SRAM) [11] - [15] was studied. A typical FE-SRAM cell is composed of a base CMOS SRAM cell circuit and two or more additional ferroelectric (FE) capacitors. While an FE-SRAM normally functions as an ordinary volatile SRAM, the contents can be preserved during power down, by using simple "store" and "recall" operations, as detailed later. Therefore, it can pretend as if it were a true non-volatile working RAM. Unfortunately, though FE-SRAMs attracted much attention in around year 2000, their widespread use was not realized. It is considered that a major reason for this was the difficulty of scaling down conventional FE materials, due to the difficulty of etching, and poor compatibility with CMOS fabrication processes. However, now that Hafniumbased FE materials have been discovered [16] - [18] , which are scalable and CMOS process friendly, the possibility of FE-SRAMs should be reconsidered.
It should be pointed out that, to assess the feasibility of FE-SRAMs, variability-aware design optimization is essential. It is well known that scaled SRAMs must be carefully designed, so that they can tolerate around ±6σ (six times the standard deviation) range of transistor random variability. As for FE-SRAMs, design constraints will be also imposed by the variability, which will directly impact their usefulness and performance via the required capacitor size. Large additional capacitors will negatively impact the energy consumption and operation speed. Therefore, in this paper, a methodology for FE-SRAM variability design is first proposed. Then, the feasibility of FE-SRAMs will be discussed based on the optimization results. This paper is an extended version of the presentation in [19] .
II. SIMULATION METHODS

A. CIRCUIT SIMULATION MODELS
The FE-SRAM cell examined in this work is shown in Fig. 1 [14] , [15] . It comprises a normal six transistor SRAM cell, and four FE capacitors connected to the internal storage nodes V1 and V2 (6T4C cell). Two additional signal lines (plate lines) Vp1 and Vp2 are also provided. The arrows in Fig. 1 show the directions of polarization when the cell memorizes a state corresponding to V1=high and V2=low during power down. All the directions will be reversed if the opposite state is memorized. Fig. 2 shows a typical control sequence for the FE-SRAM. To wake up the FE-SRAM, a recall operation is performed, by (a) raising Vp1, and then (b) the cell power supply Vcc. This transfers the memory from the capacitors to the SRAM latch circuit. Then, normal operation follows, in which Vcc is kept high, and the cell operates as a normal volatile SRAM cell. When the cell power needs to be turned off, a store operation is performed, by (d) moving up, and (e) down the voltage of both Vp1 and Vp2. This polarizes the capacitors according to the sate of the latch, and hence, the memory is transferred from the SRAM latch to the capacitors. Then, (f) the power supply can be turned off. In this way, the memory can be preserved during power down by simple manipulation of the voltages of Vp1, Vp2, and Vcc. It is mentioned here that the polarization reversal of the ferroelectric capacitors is induced only by the store and recall operations. No reversal occurs during the normal operation, except for the very first opposite state write after recalling [15] . This will greatly relieve the requirements for endurance, which is a major reliability concern for the Hf-based ferroelectric capacitors [20] .
To perform circuit simulations of the above operations, a FE capacitor model is required. In this work, a traditional Preisach model of hysteresis [21] was implemented in commercial circuit simulators, by using a Verilog-A code. Instead of adopting a simplification in [22] , [23] , the original form of the model was straightforwardly used as in [24] . Since a large number of simulation runs are necessary for variability design, the code was carefully optimized [25] , so that sufficient speed can be obtained. As a result, the simulation time for the 6T4C cell was suppressed to 2∼3 times that of a normal 6T SRAM cell. The model parameters were extracted from measured 10 nm thick Hf 0.5 Zr 0.5 O 2 (HZO) capacitor polarization vs. voltage (P-V) curves ( Fig. 3 ) [26] , and horizontally scaled by a factor of 0.4. That is, a 4 nm FE film was assumed to match a 1.2 V power supply voltage. Switching delay model of the FE material [27] was taken into account, though it was turned off unless otherwise noted. FE-SRAM models for the simulations were formed by attaching FE capacitors of various sizes to a 6T SRAM cell net list based on a low standby power 65nm technology. The gate length and width were set to 76 nm and 120 nm, respectively, for all the six cell transistors. Gate and junction parasitic capacitances were taken into account, assuming a 1.2µm × 0.48µm thin cell [28] layout ( Fig. 4 ). Scalability to more advanced technology nodes was considered separately. The base cell was properly designed in advance to have sufficient stability margin for normal read/write operations. Only variability of cell transistors was considered here, since no data were available for the capacitor variability.
B. VARIABILITY DESIGN METHOD
Among the operations in Fig. 2 , the focus of the variabilityaware design will be on the recall step, since it is sensitive to the cell transistor mismatch [15] . Fig. 5 shows typical simulated voltage and polarization waveforms during the recall operation, starting from the initial polarization state shown in Fig. 1 . As shown in Fig. 3 , FE capacitance is larger when biased in (b) reverse direction than (a) forward direction. Therefore, V1 rises faster than V2 by the Vp1 ramping, since C 11 /C 12 > C 21 /C 22 ; during this, C11 supplies larger amount of charge to the floating V1 by polarization reversal. The small V 1 -V 2 is then amplified by the cell itself, which acts as a sense amplifier activated by the rising Vcc, and the SRAM cell state is recovered. Any variability of the cell transistors will result in input offset of the sense amplifier, and may cause failure of this process.
As for ordinary SRAM variability design, which is already well established, various metrics relevant to cell operations, such as static noise margin (SNM), N-curve current, and trip point voltages, can be used [29] - [31] . However, this approach cannot be easily applied to FE-SRAM recall operations, since the failure is governed by transient effects. Therefore, we propose a simple numerical method that does not rely on any such stability metrics. Fig. 6 schematically shows the principle of the method, which utilizes the concept of a Most Probable Failure Point (MPFP) [32] . Let us denote normalized threshold voltage (V TH ) deviations of n transistors in a circuit
where V TH,i and σ i are the V TH deviation from the mean, and V TH standard deviation, respectively, for the i-th transistor. The number of transistors is not fixed to six for generality, since applicability of this method is not limited to 6T SRAMs. Since random V TH variation is usually normally and independently distributed, x i will follow the standard normal distribution N(0,1), and the joint probability density function p of the statistical variables x i takes on a simple form
(
Let us also consider a space that is spanned by x i . Fig. 6 shows such a space for n = 2, for graphical explanation. In this space, an equi-probability surface of (2) is given by a hypersphere centered at the origin (indicated by a shaded circle). Also, a hypersurface that determines the pass/fail boundary of the circuit operation is believed to exist in this space. The operation margin can be approximately determined by finding the closest point of the latter surface to the origin, which is the MPFP; the distance between the origin and MPFP equals the normalized margin M. The problem to be solved can be rephrased as follows: find a direction vector u(|u| = 1) that minimizes a target function f (u), where f (u) is the length of a line segment as defined in Fig. 6 . If f (u) is given, this reduces to a simple non-linear optimization problem. However, here, f (u) is unknown. Therefore, we propose to combine non-linear optimization with simple binary search. In the proposed algorithm, the unknown function f (u) is calculated from multiple pass/fail transient simulation results, each time the trial direction u is updated by the search algorithm, by performing a binary search along the radial direction (i.e., u direction). This algorithm generates a continuous metric f (u) numerically by itself. Therefore, there is no need to prepare any special continuous metric like SNM. Since only discrete pass/fail information is required, this method is applicable to various circuits and failure modes as long as the circuits pass/fail behavior can be expressed as a function of normally distributed random variables.
III. SIMULATION RESULTS
A. RECALL STABILITY MARGIN
Using the method described above, the normalized margin M was systematically calculated. The total capacitor area per side A = A 1 + A 2 , and the ratio R = A 1 /(A 1 + A 2 ) were varied to find out the optimized design, where A 1 and A 2 are the areas of the capacitors connected to Vp1 and Vp2, respectively. R = 0 and R = 1 cases were included to fully cover both 6T4C and 6T2C cells. Vp1 and Vcc rise times (Tr 1 and Tr 2 defined in Fig. 2) were also varied as parameters. It was assumed that the word line Vwl is fixed to zero during the recall operations. Therefore, only the pullup (p1, p2) and pull-down (d1, d2) transistor variability was considered (i.e., n = 4; the MPFP search was done in the four-dimensional space). Fig. 7 shows calculated margin M for Tr 1 = Tr 2 = 10 ns at a temperature of 125 • C, varying both A and R. It can be seen that, by using an area of only A = 0.01µm 2 , combined with appropriate R values, nearly 8σ margin can be achieved. This is much smaller than the maximum area that can be accommodated in the 0.576µm 2 cell (A = 0.13µm 2 , see Fig. 4 ), and could even fit in a contact hole. Fig. 8 shows the temperature dependence. M is degraded by raising the temperature. Therefore, in this subsection, worst case 125 • C results for M are shown except Fig. 8 . Fig. 9 shows M obtained by replacing the cell transistors used in Fig. 8 (V TH ∼ 0.5V at 25 • C) by those with lower V TH (∼0.4V). The other conditions are the same as Fig. 7 . In reality, lowering V TH of bulk transistors will improve the transistor variability because of reduced substrate doping, and hence, reduced random dopant fluctuation. However, for obtaining Fig. 9 , the variability of the transistors was kept the same, to decouple the effects of variability change. The results show that higher V TH is favorable for increasing M. Fig. 10 shows dependence of M on Vp1 rise time Tr 1 . A = 0.01µm 2 . M is degraded if the Vp1 ramping speed is reduced. This shows that Vp1 and Vp2 waveforms must be carefully controlled to achieve stable FE-SRAM operations. In this paper, Tr 1 = 10ns was selected as a default. This is because this speed can be realized by using small width driver transistors, and would be a reasonable choice for balancing the area penalty and performance. Fig. 11 shows the effects of ferroelectric material delay on M. Here, the delay model of the Preisach hysteresis [24] was turned on, setting the characteristic delay time τ to a constant of 10ns. Tr 1 is set to 1ns, to be sufficiently shorter than τ . Comparing Figs. 7, 10 and 11, it can be seen that the material delay will degrade M, similarly to decreasing Vp1 rise time. This shows that the relatively slow switching reported for Hfbased materials [33] , [34] is a concern, and that development of a fast switching FE material is very important for realizing FE-SRAMs.
B. ENERGY AND DELAY
Next, cell level energy consumption and delay of the FE-SRAM cells were evaluated, varying the FE capacitor sizes. Fig. 12 shows charge consumption necessary for the store and recall operations. The charge can be translated into energy by multiplying it by 1.2 V. The vertical straight line is provided to indicate the condition of A = 0.01µm 2 addressed above. To obtain these results, the voltages of Vcc, Vp1, and Vp2 were driven according to the sequence in Fig. 2 , using a simple driver circuit with current integration function shown in Fig. 12 . The word line Vwl was kept grounded. It should be mentioned here that, as pointed out in [14] , history effects exist in FE-SRAMs. The store energy depends on whether an FE-SRAM cell has experienced an opposite state write or not before the store operation, after the last recall operation. More energy is consumed in the former case, since polarization reversal of the FE capacitors is involved. In any case, if A = 0.01µm 2 , the energy required for the store and recall operations is impressively low 6 fJ/bit or less. This is more than two orders smaller than the cell level write energy of a typical embedded MRAM cell.
During the normal SRAM operations, the FE capacitors will negatively impact the performance, primarily by increasing the energy consumption and delay of write operations. Fig. 13 shows the charge consumption for opposite state write. Here, Vwl was driven by a piece-wise linear functions, and the charge flow through the other terminals (mostly via Vcc and the bit lines Vb1 and Vb2) was obtained. Again, there is the history effect. Considering that SRAM cells usually consume energy on the order of several hundreds of fJ/bit or more in total for volatile read and write [35] , [36] (this includes activation of long bit lines and word lines, and peripheral circuitry), the increment of the less than 5 fJ/bit at A = 0.01µm 2 is considered negligible. Fig. 14 shows internal opposite state write delay. The delay is defined as the period between the time at which Vwl reaches 0.6 V and that at which the internal node voltage switching from low to high reaches 90 % of 1.2 V. The delay increment at A = 0.01µm 2 is on the order of 0.1 ns. This would be also negligible for ultra low power applications, where relatively slow clock frequencies around 100 MHz or less are used.
The above results show that the negative effects of the FE capacitors are approximately linearly dependent on their size and that use of as small as possible FE capacitors while securing variability margin is important for achieving good FE-SRAM performance. The results also show that, by properly sizing the FE capacitors, extremely small store/recall energy and almost negligible impact on normal SRAM operations can be expected.
IV. DISCUSSION
A. INTERPRETATION OF RESULTS
In this subsection, the physics behind the simulation results will be discussed. An interesting point that was found by the simulations is that M tends to be maximized when R is much less than 0.5, unless A is very small. This is contrary to what is expected from a simple capacitor network model shown in Fig. 15 . Here, the ferroelectric capacitors are represented by equivalent linear capacitors for simplification. If no net charge is present in the floating nodes, the node voltages v 1 and v 2 are given by v
where a>1 is reverse-over-forward capacitance ratio, and x is top-over-bottom capacitor area ratio (i.e., A 1 /A 2 ). From (3), it can be easily confirmed that v 1 -v 2 is maximized when x = 1. Therefore, if only the capacitance matching is considered, R = 0.5 (i.e., A 1 = A 2 ) should be the optimum choice. To find out the reason for this discrepancy, V1 and V2 waveforms during Vp1 ramping were examined (Fig. 16 ). As R increases from 0.1 to 0.5, both V1 and V2 are raised higher due to the increased coupling to Vp1. However, for the cases of R = 0.2 and 0.5, turn-around of V1 and V2 occurs during the Vp1 ramping. This pseudo-latching behavior is caused by the leakage modulation of the cross-coupled transistors. Fig. 16 shows that, if R is too large, a ceiling is hit which is set by the leakage, and the charge induced by the FE capacitors is wasted. This shows that transistor leakage is playing a major role, in addition to the capacitive effects. The above interpretation can be further supported by the behavior of MPFP. Fig. 17 shows direction vector (i.e., u in Fig. 6 ) coordinates of MPFPs vs. R. This figure indicates that, when R = 0, failures caused by the combination of low p1 V TH (weak p1) and high p2 V TH (strong p2) are most likely to occur. That is, the pFET mismatch will dominate the failure. However, when R>0.1, on the contrary, nFET mismatch will dominate. This can be understood by considering the fact that higher V1 and V2 voltages make nFETs more conductive, while pFETs less conductive, through the gate voltage modulation. While R is small, V1 and V2 are kept low, and pFET leakage dominates. As R increases, V1 and V2 rises, and nFET leakage dominates. As for the very small A = 0.001µm 2 case in Fig. 7 , the optimum R becomes larger than 0.5. This change of the behavior would be explained by the fact that the capacitances of the capacitors and cell transistors become comparable. The storage node (V1 or V2) capacitance to ground of the base SRAM cell during Vp1 ramping, where all the terminals except Vp1 are grounded, was estimated to be 0.37fF per side. On the other hand, the capacitance of a 0.001µm 2 capacitor is around 0.2fF on average (from Fig. 3 , noting that the thickness was scaled by 0.4). Therefore, even if R = 1, the effective capacitance ratio 0.2/(0.2 + 0.37) = 0.35 still remains below 0.5.
Next, the origin of the rise time dependence shown in Fig. 10 is examined. The recall waveforms for different rise time values are compared in Fig. 18 . Time is normalized, so that all the waveforms can be overlaid. It can be seen that the ceiling voltage increases as the ramping speed of Vp1 increases. This can be explained as follows. The ceiling voltage is determined by the competition between capacitive current and leakage current. The leakage current is actually transistor subthreshold current, and is exponentially dependent on the storage node (i.e., gate) voltages. On the other hand, the capacitive current C × dV/dt is proportional to the Vp1 ramping speed. Since the ceiling voltage is reached when the leakage exceeds the capacitive current, the voltage will increase logarithmically with the ramping speed. This explains why M logarithmically increases with the ramping speed in Fig. 10 . The same explanation can be also applied to the logarithmic dependence of M on capacitor area A, as is seen in Fig. 7 , since capacitive current is proportional to the capacitor area, as well as dV/dt. M degradation by raising temperature (Fig. 8 ) or lowering V TH (Fig. 9 ) can be also explained by the increase of the leakage current.
B. SCALABILITY PROJECTION
Finally, the scalability of FE-SRAMs to beyond 65nm node was estimated. For this purpose, theoretical projection based on a simple model was adopted to obtain transparent results. The model is based on a logarithmic M vs. A dependency as shown in Fig. 19 . Here, M is maximized by independently optimizing R for each A = A 1 + A 2 value. In obtaining Fig. 19 , realistic transistor variability model parameters (i.e., Avt values [37] ) used so far were replaced by those obtained by an ideal random dopant fluctuation model [38] , to take into account improvement in later technology generations. As a result, M in Fig. 19 is larger than Fig. 7 . Based on Fig. 19 and the 
is assumed, where k is the scaling factor, and r is a variability factor. In the right hand side of (4), A is multiplied by k. This is because the leakage current will decrease in proportion to 1/k (or channel width), which is equivalent to enlarging A. The ratio r was introduced to take into account the variability improvement achieved by adopting newer technologies. It was set to unity for poly-Si/SiON, 0.67 for high-k/metal gate (HK/MG), and 0.48 for FinFET or fully depleted silicon on insulator (FDSOI) technologies. It is assumed that the gate work function of the HK/MG devices is shifted closer to Silicon mid-gap, and the channel doping concentration is reduced. For dopant-less channel FinFET or FDSOI devices, a fixed Avt/ √ 2 value of 1 mVµm is assumed. Fig. 20 shows calculated A = A 1 + A 2 necessary for achieving M = 8.0 vs. k, and also allowable A 1 + A 2 vs. k set by the cell area limitation. A stricter than 6σ criteria, i.e., 8σ , is chosen here to leave some room for additional variability. As transistors are scaled down, variability increases in proportion to k ∝ 1/ √ LW and the necessary A 1 + A 2 exponentially increases. At the same time, the allowable maximum A 1 +A 2 decreases in proportion to 1/k 2 . Beyond the intersections of these two curves, the SRAM cell cannot provide enough area for the required capacitors, if planar capacitors are used. At the intersections, 65 nm divided by k equals 33, 23 and 17 nm for poly-Si/SiON, HK/MG and FinFET/FDSOI, respectively. Fig. 20 shows that the FE-SRAM would be scalable to advanced technology nodes.
V. CONCLUSION
Feasibility of Hf-based FE-SRAMs was studied, taking into account variability design optimizations. For this purpose, a simple and efficient method of operation margin estimation was proposed and used. It was found that stable FE-SRAM operation is possible by using sufficiently small FE capacitors. The physics that determine the stability were also discussed in detail. The results suggest that FE-SRAMs are feasible, and scalable to advanced technology nodes, on condition that a sufficiently fast switching FE material is available.
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