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ABSTRACT
Given an embedding φ : M → RN of a closed, compact manifold into N -dimensional
Euclidean space, we aim to perform gradient flow of a penalty function P : Emb(M,RN )→
R in the space Emb(M,RN ) to find an ideal manifold embedding. We study the computation
of the gradient for a penalty function that contains both a curvature and distance term.
We also find a lower bound for how long an embedding φ(M) will remain in the space
of embeddings when moving in a fixed, normal gradient direction. Finally, we study the
distance penalty function in a special case in which we can prove short time existence of
the flow using the Cauchy-Kovalevskaya Theorem.
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Chapter 1
Introduction
A standard problem in data analysis and machine learning is determining how to approx-
imate a finite fixed set of points in Euclidean space RN with a k-dimensional manifold.
One approach is to fit the set with a manifold that passes through every point, but as is
more commonly seen with points in the plane, this approach has problems of “over-fitting.”
Additionally, such a manifold will have high curvature. Another approach is to use a mani-
fold with no curvature (i.e. a plane in R3) which intuitively will increase the distance from
the manifold to the set of points. This prompts the question of what is meant by an ideal
manifold embedding.
To be more precise, given a fixed set of points S = {xi}i∈I ∈ RN , we want to approximate
S with an embedded k-dimensional manifold. The manifold will be denoted M , and its
embedded image will be φ(M) ∈ RN for some smooth embedding φ ∈ Emb(M,RN ). A
best approximation to S, or an ideal manifold embedding, will minimize a combination of
the curvature of φ(M) and its distance from the set S. Therefore evaluating the quality
of a given embedding φ requires a penalty function P , which will be a function of φ and
will incorporate both a curvature and a distance term. A φ, if it exists, that minimizes this
function will be our optimal embedding. We examine the penalty function given by
P (φ) =
∫
M
|R(φ(m))|2dvolM +
∑
i
∫
M
d2(φ(m), xi)dvolM
2where R(φ(m)) is the Riemann curvature tensor evaluated at φ(m) ∈ φ(M) and d(φ(m), xi)
is the Riemannian distance from φ(m) to the closest point xi ∈ S (m is a point in the initial
manifold M). Here the curvature and distance terms are weighted equally but coefficients
can be added to emphasize one feature over the other. It should be noted that for points in
φ(M) with more than one closest point in S, the gradient of the penalty function can have
problems of smoothness, but we are assuming for now that no such points exist. In order
to minimize this function we must compute the negative gradient (vector) Zφ = −∇Pφ
of the penalty function at a point φ, and flow in this direction from φ towards a critical
point (a critical embedding in the space of embeddings). Although negative gradient flow
guarantees movement towards a critical point, we leave it as a future direction to determine
if the critical point is in fact a local/ global minimum or another type of critical point.
Chapters 2 and 3
Chapters 2 and 3 investigate the curvature penalty term Pc only (the first term in P (φ)).
The gradient of the distance penalty term is considered in detail in Chapter 5. To compute
the gradient of the curvature term Zc = ∇Pc at an embedding φ0 ∈ Emb(M,RN ), we fix
a direction vector ~X ∈ Tφ0Emb(M,RN ) (note that ~X is a vector field along φ(M) ∈ RN ).
We know that the gradient is governed by the equation:
d(Pc)φ0(
~X) = 〈∇Pc(φ0), ~X〉 =
∫
M
∇Pc(φ0) · ~XdvolM
where the integrand uses the Euclidean dot product in RN . (Note that this is the L2
gradient, as the standard L2 inner product is used in the computation. Also the dvol
volume element is a function of the embedding φ because it uses the metric g which is the
induced metric of RN onto φ(M)). Additionally, we know that for a parameterized curve
in φs ∈ Emb(M,RN ), where s belongs to an interval around 0 such that φs(0) = φ0 and
3dφs
ds |s=0 = ~X, we have
d(Pc)φ0(
~X) =
dPc
ds
|s=0 = d
ds
|s=0
∫
M
|R(φs(m))|2dvolM
=
∫
M
d
ds
|s=0|R(φs(m))|2dvolM +
∫
M
|R(φs(m))|2 d
ds
|s=0dvolM (1)
If we can arrange the results of this computation into the form
∫
M f · ~XdvolM then we can
conclude that ∇Pc = f . This computation is handled in Chapter 2. While known tech-
niques can be used for the second term in (1), the first term and in particular the integrand
d
ds |s=0|R(φ(m))|2 had not been explicitly computed prior to this.
Adding the assumption that the initial manifold M has a boundary gives the next set of
computations in Chapter 3 for the boundary terms of the final gradient expression derived
in Chapter 2.
Chapter 4
In carrying out a gradient flow analysis in the space of smooth embeddings Emb(M,RN ), we
are ultimately interested in how long continuous flow exists, how to determine if we are ap-
proaching a global minimum φ (as opposed to a local minimum), time estimates for the flow
and other related questions. These questions are complicated by the fact that Emb(M,RN )
is open in the space of all smooth maps C∞(M,RN ) (considered in the Fre´chet topology).
This suggests that gradient flow can flow “out of the space” of embeddings by, for example,
two image points coinciding (which would make the embedding no longer injective). From a
programming standpoint though, gradient flow will be done in discretized time steps. This
means that the gradient vector will be explicitly computed at a point φ ∈ Emb(M,RN ).
φ(M) will then be allowed to travel in the direction of this fixed vector field for a fixed
short period time after which a new gradient vector will be computed etc. In the second
project we quantify the short period of time for which φ(M) can move in its fixed gradient
4direction while remaining an embedding in RN (this requires checking immersion and in-
jective conditions). This work is based on Milnor’s set up of focal points and manifolds in
Euclidean space in Morse Theory [5]. It is important to note that his work depends on the
vector field’s being normal to φ(M) at every point. For this reason, Chapter 4 will start
with a proof of a condition on the penalty function that will guarantee its gradient being
normal to φ(M) (namely that the penalty function is diffeomorphism invariant).
This project uses applications of the -neighborhood theorem, a quantitative version of the
inverse function theorem and Milnor’s work on critical and focal points.
Chapter 5
Chapter 5 investigates the distance penalty term Pd =
∫
M d
2(φ(m), xi)dvolM from the
original penalty function. Rosenberg’s former work treated the computation of the gradient
in three different ways (holding the volume form constant, projecting the gradient onto
normal directions and varying the volume form). We want to investigate existence of flow
in the case of embedding a circle into R2, where the set S consists of the origin only. Each
of the three computations gives rise to a different coupled PDE (〈dφ1dt , dφ
2
dt 〉 = −gradPd(φ)
). To be consistent with the way we compute the gradient of the curvature term, we are
first interested in the case of the varying volume form. Unfortunately this leads to a second
order, nonlinear PDE to which we can’t apply any standard PDE techniques. However
when we consider the distance term with fixed volume element dvol and project its gradient
onto normal directions we get a first order, analytic nonlinear PDE to which we can apply
the Cauchy-Kovalevskaya theorem to conclude short time existence of the flow. The project
rigorously applies the proof of the theorem to our set up and extracts a lower bound on
existence for a short time solution.
The final component of the project is the extension of the example to all simple closed
curves in R2.
5A discussion of future directions is included in Concluding remarks.
Note: Chapter 2 consists of Steve Rosenberg’s notes written before my contributions to
this project. My contribution begins on page 21 with the general computation of the adjoint
operator on 2-tensors. Appendix C, or the computation of the distance penalty gradient
terms is also from Steve’s previous work.
Chapter 2
Gradient Computation
As stated in the introduction, we are interested in a penalty function that involves both a
distance and a curvature term:
P (φ) =
∫
M
|R(φ(m))|2dvolM +
∫
M
d2(φ(m), xi)dvolM
In this chapter (based on computations done by Steve Rosenberg) we compute the gradient
of only the curvature term:
Pc(φ) =
∫
M
|R(φ(m))|2dvolM
Important Note: Throughout Chapters 2 and 3, integrals will be written (for ease of
notation) as above, taken over M with the volume form also being denoted on M . It is
crucial to note that what is actually meant is
Pc(φ) =
∫
φ(M)
|R(φ(m))|2dvolgφ
where gφ is the metric induced from RN onto the embedded image, φ(M). Let φ : M → RN
be an embedding of a fixed closed manifold M into RN . N = φ(M) has the induced metric
gφ from RN , so this induces a metric on M . We want to vary the embedding in the direction
of a vector field X along φ(M), so Xm ∈ Tφ(m)RN for m ∈ M . Note, with this set up, the
7pull back of the tangent bundle TRN |φ(M) on φ(M) ⊂ RN is given by:
φ∗TRN |m∈M = Tφ(m)RN
(Thus X ∈ Γ(φ∗TRN ).) We want to understand the variation of the total curvature function
Pc(φ) =
∫
M
|R(φ(m))|2dvolM =
∫
M
RijklRijkl dvolM
in the direction X. In particular, we want the gradient of this function on the set of all
embeddings Emb(M,RN ), namely a formula of the form
δXPc(φ) = dPcφ(X) =
∫
M
〈X,Z〉dvolM , i.e. ∇Pc(φ) = Z ∈ Γ(φ∗TRN ). (2.1)
Note that 〈X,Z〉 = X ·Z is just the dot product of vectors in RN , so usually we’ll just write
X · Z.
The tangent space TφEmb(M,RN ) = Γ(φ∗TRN ) in some Sobolev or Fre´chet topology
has L2 inner product
g′φ(Y, Y
′) = 〈Y, Y ′〉φ =
∫
M
Yφ(m) · Y ′φ(m)dvolM (m).
We consider the function
Pc : Emb(M,RN )→ R, Pc(φ) =
∫
M
|Rφ|2dvolM , (2.2)
where Rφ is the curvature tensor of gφ, and the norm |Rφ|2 is calculated in the metric gφ.
We want to write
dPcφ(X) = g
′
φ(X,Zφ) =
∫
M
X · Zφ dvolM
for some Zφ ∈ TφEmb(M,RN ), in which case Zφ = grad(C) is the gradient vector field for
8C.
To make the setup precise, we want to do all the calculations on M. Now φ∗gφ is a
metric on M , which we just denote by gφ. Similarly, we can pull Rφ back to
m ∈M 7→ Rijkl(φ(m))φ−1∗ ∂i ⊗ φ∗dxj ⊗ φ∗dxk ⊗ φ∗dxl,
which we just denote by Rφ. In this notation, |Rφ|2 = |Rφ|2gφ is the same in the old or the
new notation, so the integral in (2.2) is unchanged.
Let TM = TM⊗T ∗M⊗3, so (the pullback) Rφ ∈ Γ(TM ). LetM = M×Emb(M,RN )→
RN . As φ varies, this produces a section R ∈ Γ(pi∗TM → M), where pi : M → M is the
projection.
M has the metric
h(m,φ) =
gφ(m)
g′φ
 ,
which is in block form but is not a product metric. The associated LC connection ∇h on
M is given by the six term formula
〈∇h
X˜
Y˜ , Z˜〉 = X˜〈Y˜ , Z˜〉h + Y˜ 〈X˜, Z˜〉h − Z˜〈X˜, Y˜ 〉h (2.3)
+〈[X˜, Y˜ ], Z˜〉h + 〈[Z˜, X˜], Y˜ 〉h − 〈[Y˜ , Z˜], X˜〉h
for X˜, Y˜ , Z˜ ∈ TM. Writing X˜ = X1 + X2 with X1 ∈ TM,X2 ∈ TEmb(M,RN ) and
similarly for Y˜ , Z˜, we see that for each m ∈M,φ ∈ Emb(M,RN ),
∇h|T (M×{φ}) = ∇φ, ∇h|T ({m}×Emb(M,RN )) = ∇′,
where ∇′ is the LC connection associated to g′. ∇h extends to tensor bundles over M; in
particular, expressions like ∇hR = ∇hR(m,φ) make sense. This will be used starting in
(2.11).
92.1 The basic variational formula
To begin the gradient computation, we have
δXPc(φ) =
∫
M
δX〈R,R〉dvol +
∫
M
|R|2δXdvol. (2.4)
Note: δX is explained in Appendix A.
2.2 The Computation Terms
The second term on the RHS of (2.4) is treated in Summary dvol in (2.8). The first term
on the RHS of (2.4) is treated starting with (2.12). It involves five terms: the first term on
the RHS of (2.12) breaks into six terms, which are treated in Summary AI – AVI and
whose computations are covered in sections 2.5 and 2.6. The other four terms on the RHS
of (2.12) are treated in Summary CII – CV in section 2.4.
2.3 The term δXdvol in (2.4)
As in [4, p.7] let ω be the one-form on φ(M) defined by ω(Y ) = X · Y for Y ∈ T (φ(M)).
By pullback, we can consider ω to be a one-form on M . Then
δXdvol = −X · Tr II dvol + d ∗ ω,
where ∗ is the Hodge star, d = dM and Tr II is defined in Appendix A. Therefore
∫
M
|R|2δXdvol =
∫
M
|R|2(−X · Tr II dvol + d ∗ ω)
=
∫
M
(−X · |R|2Tr II)dvol−
∫
M
d|R|2 ∧ ∗ω (2.5)
=
∫
M
(−X · |R|2Tr II)dvol−
∫
M
〈d|R|2, ω〉dvol.
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Here by Stokes’ Theorem,
∫
M |R|2d ∗ ω = −
∫
M d|R|2 ∧ ∗ω and
∫
M α ∧ ∗β =
∫
M 〈α, β〉dvol,
which is valid on any Riemannian manifold. Focusing on the last term in (2.5), we get
d|R|2 = d〈R,R〉 = 2〈∇R,R〉, (2.6)
where we consider R ∈ Γ(TM ). Note that 〈∇R,R〉 ∈ Ω1(M). Also, the standard index
lowering isomorphism α : TxM¯ → T ∗xM¯ on any Riemannian manifold M¯ is given by X 7→
X[ = 〈X, ·〉, so for our case M¯ = RN , we get ω = X[. Thus the last term in (2.5) is
∫
M
〈d|R|2, ω〉dvol = 2
∫
M
〈
〈∇R,R〉, X[
〉
dvol (2.7)
= 2
∫
M
〈
〈∇R,R〉], X
〉
dvol,
where α−1(c) = c]. Combining (2.5) – (2.7) gives
Summary dvol:
∫
M
|R|2δXdvol =
∫
M
〈
−|R|2Tr II− 2〈∇R,R〉], X
〉
dvol. (2.8)
2.4 The term δX〈R,R〉 in (2.4), part I.
Preliminary calculation: Let (xi) be local coordinates on U ′ ⊂ M . In detail, we have a
diffeomorphism α : U → U ′, U ⊂ Rk. Then φ induces φ ◦ α, and tangent spaces to φ(U ′)
have basis (φ ◦ α)∗(∂/∂xi), where ∂/∂xi are the standard tangent vectors in Rk. We have
(φ ◦ α)∗
(
∂
∂xi
)
=
∂(φ ◦ α)
∂xi
=
∂φ
∂xi
= φi,
where the last two terms are usual definitions (i.e. derivatives are taken component wise in
11
the φ vector). Thus in these coordinates,
gij = gij,φ = gφ(∂i, ∂j) = φ
∗g(∂i, ∂j) = g(φ∗∂i, φ∗∂j) = φ∗∂i · φ∗∂j = φi · φj . (2.9)
We remind ourselves that φi means (∂/∂x
i)(φ ◦ α).
For ε ≈ 0, φε : M → RN , φε(m) = φ(m) + εXφ(m) is also an embedding, so Nε = φε(M)
is still diffeomorphic to M . Thus if {xi} are local coordinates on M near m, the tangent
space Tφε(m)Nε is spanned by
{
∂φε
∂xi
}
=
{
∂φ
∂xi
+ ε
∂X
∂xi
}
.
Thus in these coordinates
δXgij =
d
dε
|
ε=0
(
∂φε
∂xi
· ∂φε
∂xj
)
=
∂X
∂xi
· ∂φ
∂xj
+
∂X
∂xj
· ∂φ
∂xi
def
= Xi · φj +Xj · φi, (2.10)
where · is the dot product of vectors in RN .
Now we begin the calculation of the first term on the RHS of (2.4).
For the first term on the RHS of (2.4), R = Rφ is a tensor on M involving only M
coordinates but depending on φ. Thus
δX〈R,R〉g = δX〈R,R〉gφ = X〈R,R〉h = 2〈∇hXR,R〉h. (2.11)
Note that X is in TφEmb(M,RN ). The point is that (2.11) avoids differentiating the metric
– there is no term of the form δXg. Now
∇hXR = (δXRijkl)∂i ⊗ dxj ⊗ dxk ⊗ dxl +Rijkl(∇hX∂i)⊗ dxj ⊗ dxk ⊗ dxl
+Rijkl∂i ⊗ (∇hXdxj)⊗ dxk ⊗ dxl +Rijkl∂i ⊗ dxj ⊗ (∇hXdxk)⊗ dxl
12
+Rijkl∂i ⊗ dxj ⊗ dxk ⊗ (∇hXdxl). (2.12)
We will compute the first term 〈(δXRijkl)∂i ⊗ dxj ⊗ dxk ⊗ dxl, R〉 in sections 2.5 and
2.6, which are summarized in Summary AI – AVI. Now, we will compute the other four
terms on the RHS, which are summarized in Summary CII- CV.
To compute the second term on the RHS of (2.12), we have
2〈∇hX∂i, ∂a〉h = X〈∂i, ∂a〉h + ∂i〈X, ∂a〉h − ∂a〈X, ∂i〉h
+〈[X, ∂i], ∂a〉h + 〈[∂a, X], ∂i〉h − 〈[∂i, ∂a], X〉h (2.13)
= X〈∂i, ∂a〉h = X〈∂i, ∂a〉g = X(gia)
= Xi · φa +Xa · φi,
where we have used (i) 〈X, ∂i〉h = 〈X, ∂a〉h = 0, (ii) [X, ∂i] = [X, ∂a] = 0 (since we can
extend X ∈ TφEmb(M,RN ) to a vector field on M which is independent of m ∈ M), (iii)
[∂i, ∂a] = 0, and (iv) (2.10) for the final line. Thus the contribution of the second term on
the RHS of (2.12) to (2.11) is1
〈2Rijkl(∇hX∂i)⊗ dxj ⊗ dxk ⊗ dxl, Rabcd∂a ⊗ dxb ⊗ dxc ⊗ dxd〉g
= Rijkl(Xi · φa +Xa · φi)Rabcdgjbgkcgld
= Rrjklg
riXi · φaRabcdgjbgkcgld +RijklXa · φigarRrbcdgjbgkcgld
= 〈dX, 〈R, 〈dφ,R〉1〉234〉+ 〈dX, 〈〈dφ,R〉1, R〉234〉
= 2〈dX, 〈R, 〈dφ,R〉1〉234〉
= 2〈X,−div(〈R, 〈dφ,R〉1〉234)〉,
where dφ = ∇φ just as a matter of notation/convenience, and in the last line we have
switched R from a (4,0) tensor to a (3,1) tensor. To review the notation: 〈dφ,R〉1 means
1Here we use 〈gradf, Y 〉 = 〈f,−divY 〉 for a function f and a vector field Y .
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the pairing of dφ with the first = upper index in R, leaving a (3,0) tensor; 〈R, 〈dφ,R〉1〉234
is the pairing of this (3,0) tensor with the last three indices of the (4,0) tensor R, leaving a
(1,0) tensor; in the last line, we consider 〈R, 〈dφ,R〉1〉234 as a (0,1) tensor (with one upper
index i).
Recall that for a vector field Y = Y r∂r,
div Y =
1√
det(g)
∂r
(√
det(g)Y r
)
Summary CII: The second term on the RHS of (2.12) contributes
−2〈X,div(〈R, 〈dφ,R〉1〉234)〉 = −2
〈
X,
1√
det(g)
∂r
(√
det(g)RrjklφaR
a
bcdg
jbgkcgld
)〉
= −2
〈
X,
1√
det(g)
∂r
(√
det(g)RrjklφiR
ijkl
)〉
to (2.11).
For the third term on the RHS of (4.3), we note that
〈∇hXdxj , ∂i〉+ 〈dxj ,∇hX∂i〉 = X〈dxj , ∂i〉 = 0 =⇒ 〈∇hXdxj , ∂i〉 = −〈dxj ,∇hX∂i〉.
For ∇hX∂i = Aki ∂k, we have
Aki gkb = 〈∇hX∂i, ∂b〉 =
1
2
(Xi · φb +Xb · φi) =⇒ Aki =
1
2
gbk(Xi · φb +Xb · φi),
so
∇hXdxj = 〈∇hXdxj , ∂r〉dxr = −〈dxj ,∇hX∂r〉dxr
= −〈dxj , 1
2
gsk(Xr · φs +Xs · φr)∂k〉dxr
= −1
2
gsj(Xr · φs +Xs · φr)dxr.
14
Thus the contribution of the third term on the RHS of (2.12) to (2.11) is
〈2Rijkl∂i ⊗ (∇hXdxj)⊗ dxk ⊗ dxl, Rabcd∂a ⊗ dxb ⊗ dxc ⊗ dxd〉g
= Rijklgia(−gsj(Xr · φs +Xs · φr))grbRabcdgkcgdl
= 〈dX,−〈〈dφ,R〉2, R〉134〉+ 〈dX,−〈〈dφ,R〉2, R〉134〉
= −2〈X,−div(〈〈dφ,R〉2, R〉134)〉.
Summary CIII: The third term on the RHS of (2.12) contributes
2〈X,div(〈R, 〈grad(φ), R〉2〉134)〉
= 2
〈
X,
1√
det(g)
∂r
(√
det(g)Rijklgiag
sjφsg
rbRabcdg
kcgld
)〉
= 2
〈
X,
1√
det(g)
∂r
(√
det(g)RijklφjR
rkl
i
)〉
to (2.11).
The fourth and fifth terms on the RHS of (2.12) are similar to the previous term.
Summary CIV + CV: The fourth and fifth terms on the RHS of (2.12) contribute
2〈X,div(〈R, 〈grad(φ), R〉3〉124) + div(〈R, 〈grad(φ), R〉4〉123)〉
= 2
〈
X,
1√
det(g)
∂r
(√
det(g)Ri kj lφkR
jrl
i
)〉
+2
〈
X,
1√
det(g)
∂r
(√
det(g)Ri ljkφlR
jkr
i
)〉
to (2.11).
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We show that the terms integrated against X in CII, CIII, CIV, CV are all the same,
by showing that the curvature expressions are equal.
Lemma 1. RrjklφiR
ijkl = Rij klφjR
rkl
i = R
i k
j lφkR
jrl
i = R
i l
jkφlR
jkr
i .
Proof. The second, third and fourth curvature terms in the Lemma equal the first curvature
term, since
RijklφjR
rkl
i = R
ji
klφiR
rkl
j = R
ij
klφiR
r kl
j = R
ijklφiR
r
jkl,
Ri kj lφkR
jrl
i = R
k i
l jφiR
lrj
k = R
i k
j lφiR
rj l
k = R
ijklφiR
r
jkl,
Ri ljkφlR
jkr
i = R
k i
lj φiR
ljr
k = R
i k
j lφiR
rj l
k = R
ijklφiR
r
jkl.
Noting that the CII contribution comes with a minus sign, we get:
Summary CII – CV: The second, third, fourth and fifth terms on the RHS of (2.12)
contribute
4
〈
X,
1√
det(g)
∂r
(√
det(g)RrjklφiR
ijkl
)〉
to (2.11).
This concludes the contribution of δX〈R,R〉, except for the first term in (2.12), which
will be treated next.
2.5 The term δX〈R,R〉 in (2.4), part II.
We next compute δXR
i
jkl from (2.12). The useful formula is the Corollary given in (2.25),
and the coordinate free version is Thm. 1.
To compute δXR, we certainly need to understand δX∇. The difference of connections
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on M is tensorial, so δX∇ ∈ Λ1(M,Hom(TM)) is also tensorial. We have
(δX∇)∂k∂l = δX(∇∂k∂l) = (δXΓrkl∂r) = Γ˙rkl∂r
for ease of notation (where Γ˙ refers to a derivative in the X direction). As before, for the
vectors X,φ ∈ RN , set
Xa =
(
. . . ,
∂Xi
∂xa
, . . .
)
, φb =
(
. . . ,
∂φi
∂xb
, . . .
)
,
as vectors in RN . For δXgij = ˙gij , (2.10) becomes
δXgij g˙ij = Xi · φj +Xj · φi. (2.14)
Then
2Γ˙rkl = δX [g
rm(∂lgmk + ∂kgml − ∂mgkl)]
= −grag˙abgbm(∂lgmk + ∂kgml − ∂mgkl) + grm(∂lg˙mk + ∂kg˙ml − ∂mg˙kl)
= −2gra(Xa · φb +Xb · φa)Γblk (2.15)
+2gra(Xa · φkl +Xkl · φa),
where (A−1)· = −A−1A˙A−1 for an invertible matrix A.
More notation: X is an RN -valued function on M , so it has a vector-valued Hessian
Hess X = ∇dX ∈ Γ(T ∗M ⊗ T ∗M)N .
dφ is a vector-valued one-form on M , and so has the corresponding RN -valued vector field
(dφ)] = grad(φ).
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Definition 1.
grad(φ) ·Hess X ∈ Γ(TM ⊗ T ∗M ⊗ T ∗M) = Γ(Hom(TM ⊗ TM, TM))
is the tensor product of grad(φ) = (dφ)] with Hess X followed by taking the dot product in
the Rn variables.
Lemma 2. For A,B ∈ TmM ,
(δX∇)AB = (grad(φ) ·Hess X + grad(X) ·Hess φ)(A,B)
= grad(φ) · (Hess X(A,B)) + grad(X) · (Hess φ(A,B)),
where on the left hand side B is extended arbitrarily to a vector field near m.
Note that the RHS is the dot product of an RN -valued tangent vector with an RN -valued
function, and so is a tangent vector to M .
Proof. We have
grad(φ) · (Hess X(∂k, ∂l)) = graφa∂r · ∇dX(∂k, ∂l)
= graφa∂r · (∂kdX −XbΓbksdxs)(∂l)
= graφa∂r · (Xkl −XbΓbkl)
= [graφa · (Xkl −XbΓbkl)]∂r
This equals two of the terms on the RHS of (2.15). Similarly, the other two terms in (2.15)
equal grad(X) · (Hess φ(∂k, ∂l)). Thus
(δX∇)∂k∂l = grad(φ) · (Hess X(∂k, ∂l)) + grad(X) · (Hess φ(∂k, ∂l))
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Since both sides of this equation are tensorial, the same expression holds for general tangent
vectors A,B.
We now calculate the variation of the curvature tensor in invariant terms.
Our conventions:
R(∂k, ∂l)∂j = (∇k∇l−∇l∇k)∂j = Rijkl∂i,with Rijkl = ∂kΓilj−(k ↔ l)+ΓrljΓikr∂i−(k ↔ l).
Theorem 1. We have
δXR(∂k, ∂l)∂j =
(
Hess X(·, ∂k)] ·Hess φ(∂l, ∂j)− (k ↔ l)
−grad(X) · 〈grad(φ), R(∂k, ∂l)∂j〉
)
+ (X ↔ φ). (2.16)
Here (k ↔ l) refers to the previous term, and (X ↔ φ) refers to the previous three
terms.
Proof. δXR
i
jkl is the i
th component of
(δXR)(∂k, ∂l)∂j = δX(∇k∇l∂j − (k ↔ l)−∇[∂k,∂l]∂j)
= (δX∇)k∇l∂j +∇k(δX∇)l∂j − (k ↔ l),
since [∂k, ∂l] = 0. By Lemma 2,
(δXR)(∂k, ∂l)∂j = grad(φ) ·Hess X(∂k,∇∂l∂j) + grad(X) ·Hess φ(∂k,∇∂l∂j)
+∇k(grad(φ) ·Hess X(∂l, ∂j)) +∇k(grad(X) ·Hess φ(∂l, ∂j))
−(k ↔ l). (2.17)
(Here (k ↔ l) refers to the previous four terms.)
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We now work in normal coordinates at a point, where gab = δab, ∂igab = Γ
s
lj = 0 and
e.g. Hess X(∂k, ∂l) = Xkl. The second term on the RHS of (2.17) contains
Hess φ(∂k,∇∂l∂j) = ΓsljHess φ(∂k, ∂s) = 0
at this point. Thus the second and sixth term vanish. By symmetry in φ,X, the first and
fifth terms also vanish.
The fourth term in normal coordinates equals
∇k(grad(X) ·Hess φ(∂l, ∂j)) = ∇k(graXa∂r)φlj + grad(X) · ∂k(∇dφ(∂l, ∂j)). (2.18)
For the first term on the RHS of (2.18), only graXakφlj∂r survives, which we allow ourselves
to write as Xakφlj∂a. The last term in (2.18) is
Xa∂a · ∂k(∇dφ(∂l, ∂j)) = Xa∂a(∂k(∇(φbdxb)(∂l, ∂j))) (2.19)
= Xa∂a(∂k(∂sφbdx
b ⊗ dxs(∂l, ∂j)− φbΓbcddxc ⊗ dxd(∂l, ∂j)))
= [Xa(φkjl − φb∂kΓblj)]∂a.
Thus the fourth term and the eighth term in (2.17) equal
[Xakφlj +Xaφkjl −Xaφb∂kΓblj − (k ↔ l)]∂a
= [Xakφlj −Xalφkj −XaφbRbjkl]∂a. (2.20)
The RHS of (2.20) in more invariant terms is
[Hess X(∂a, ∂k)·Hess φ(∂l, ∂j)−Hess X(∂a, ∂l)·Hess φ(∂k, ∂j)]∂a−grad(X)·φbRbjkl. (2.21)
Note that
φbR
b
jkl = dφ(R(∂k, ∂l)∂j) = 〈grad(φ), R(∂k, ∂l)∂j〉, (2.22)
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and Hess X(∂r, ∂k) ·Hess φ(∂l, ∂j)gra∂a is dual to the one-form
A 7→ Hess X(A, ∂k) ·Hess φ(∂l, ∂j). Thus the first term in (2.21) is
Hess X(∂r, ∂k) ·Hess φ(∂l, ∂j)gra∂a = [Hess X(·, ∂k) ·Hess φ(∂l, ∂j))]] (2.23)
= Hess X(·, ∂k)] ·Hess φ(∂l, ∂j).
Therefore, (2.21) becomes
Hess X(·, ∂k)] ·Hess φ(∂l, ∂j)− (k ↔ l)− grad(X)〈grad(φ), R(∂k, ∂l)∂j〉. (2.24)
The third and seventh term give the same as (2.24) with (X ↔ φ). This proves (2.16).
Here is the variation of the curvature in (non-normal) coordinates. In local coordinates,
Corollary 1.
δXR
i
jkl =
(
gia(Xak +XrΓ
r
ak)(φlj + φsΓ
s
lj)− (k ↔ l)− giaXaφbRbjkl
)
+(X ↔ φ). (2.25)
Proof. For a one-form ω, ω] = giaω(∂a)∂i. Thus
Hess X(·, ∂k)] ·Hess φ(∂l, ∂j) = [giaHess X(∂a, ∂k) ·Hess φ(∂l, ∂j)]∂i.
Also, Hess X = ∇dX = ∇(Xrdxr) = Xrpdxr ⊗ dxp +XsΓsrpdxr ⊗ dxp, so
giaHess X(∂a, ∂k) ·Hess φ(∂l, ∂j)) = gia(Xak +XrΓrak)(φlj + φsΓslj).
The third term on the RHS of (2.25) is in (2.22).
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2.6 The term δX〈R,R〉 in (2.12), part III.
The final term we need to compute is
(A) = (δXR
i
jkl)R
jkl
i ,
which comes from the first term on the RHS of (2.12). Recall that we want to write
(A) = 〈X,Z〉 (2.26)
for some RN -valued vector Z.
By Theorem 1, (A) involves six pieces, the first of which is
AI = 〈girHess (X)(∂r, ∂k) ·Hess (φ)(∂l, ∂j)∂i⊗ dxk ⊗ dxl ⊗ dxj , Rabcd∂a⊗ dxb⊗ dxc⊗ dxd〉,
which equals
〈Hess (X)(∂i, ∂k) ·Hess (φ)(∂l, ∂j)dxi⊗dxk⊗dxl⊗dxj , Rabcddxa⊗dxb⊗dxc⊗dxd〉, (2.27)
which equals
Hess (X)(∂i, ∂k) ·Hess (φ)(∂l, ∂j)giagkbglcgjdRabcd
= Hess (X)(∂i, ∂k) ·Hess (φ)(∂l, ∂j)Riklj
= 〈Hess (X)(∂i, ∂k)dxi ⊗ dxk,Hess (φ)(∂l, ∂j)Rabcdgclgdjdxa ⊗ dxb〉 (2.28)
= 〈Hess (X)(∂i, ∂k)dxi ⊗ dxk,Hess (φ)(∂l, ∂j)R ljab dxa ⊗ dxb〉
= 〈Hess (X), 〈Hess (φ), R〉34〉,
where the last line is defined by the line above it.
Denoting 〈Hess (X), 〈Hess (φ), R〉34〉 by (AI), we have (omitting the integration over
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M)
(AI) = 〈∇dX, 〈Hess (φ), R〉34〉
= 〈X, δ∇∗〈Hess (φ), R〉34〉 (2.29)
= 〈X,−div[(∇∗〈Hess (φ), R〉34)]]〉
To write the last line above in coordinates we first look at the computation of ∇∗ on a
general two tensor:
Letting ω = ωidx
i and β = βabdx
a ⊗ dxb we have
〈∇ω, β〉 =
〈
∇(ωidxi), βabdxa ⊗ dxb
〉
=
∫ 〈
d(ωi)⊗ dxi + ωi ⊗∇dxi, βabdxa ⊗ dxb
〉
dvol
=
∫ 〈
∂ωi
∂xj
dxj ⊗ dxi − Γijkωidxj ⊗ dxk, βabdxa ⊗ dxb
〉
dvol
=
∫ 〈
gradωi, βabg
magib∂m
〉
dvol−
∫
ωiΓ
i
jkg
jagkbβabdvol
= −
∫ 〈
ω, gezdiv(βabg
mageb∂m)dx
z
〉
dvol−
∫
ωiΓ
i
jkg
jagkbβabdvol
= −
∫
〈ω, gezdiv(βme∂m)dxz〉dvol−
∫
ωiΓ
i
jkβ
jkdvol
= −
∫
〈ω, gezdiv(βme∂m)dxz〉 dvol−
∫ 〈
ω,Γujkβ
jkguqdx
q
〉
dvol
=
∫ 〈
ω, [−gezdiv(βme∂m)− Γujkβjkguz]dxz
〉
dvol
And therefore for a general 2-tensor βabdx
a ⊗ dxb we have
∇∗β = [−gezdiv(βme∂m)− Γujkβjkguz]dxz
Returning to the computation of the last line in (2.34) we can start by writing 〈Hess (φ), R〉34
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in coordinates:
〈
Hess(φ)(∂l, ∂j)dx
l ⊗ dxj , Rabcddxa ⊗ dxb ⊗ dxc ⊗ dxd
〉
34
= Hess(φ)(∂l, ∂j)Rabcdg
lcgjddxa ⊗ dxb
= Hess(φ)(∂l, ∂j)R
lj
ab dx
a ⊗ dxb
⇒ βme = Hess(φ)(∂l, ∂j)Rmelj
Applying ∇∗ to this 2-tensor we have:
∇∗ 〈Hess(φ), R〉34 = [−gezdiv(Hess(φ)(∂l, ∂j)Rmelj∂m)− ΓunkHess(φ)(∂l, ∂j)Rnkljguz]dxz
= [−gezdiv([φlj − φrΓrlj ]Rmelj∂m)− Γunk[φlj − φrΓrlj ]Rnkljguz]dxz
= [−gea 1√
detg
∂m([φlj − φrΓrlj ]Rmelj
√
detg)−
... Γunk[φlj − φrΓrlj ]Rnkljgua]dxa
= [−gea 1√
detg
([φlj − φrΓrlj ]∂m(Rmelj
√
detg))
− 1√
detg
(
(φljm − φrmΓrlj − φr∂m(Γrlj))Rm lja
√
detg
)
−Γunk[φlj − φrΓrlj ]Rnkljgua]dxa
Thus
[∇∗ 〈Hess(φ), R〉34]] = gaz[−gea
1√
detg
([φlj − φrΓrlj ]∂m(Rmelj
√
detg))
− 1√
detg
(
(φljm − φrmΓrlj − φr∂m(Γrlj))Rm lja
√
detg
)
−Γunk[φlj − φrΓrlj ]Rnkljgua]∂z (2.30)
And finally
−div
(
[∇∗ 〈Hess(φ), R〉34]]
)
=
1√
detg
∂z
(
gaz
[
gea
1√
detg
([φlj − φrΓrlj ]∂m(Rmelj
√
detg))
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+
1√
detg
(
(φljm − φrmΓrlj − φr∂m(Γrlj))Rm lja
√
detg
)
+Γunk[φlj − φrΓrlj ]Rnkljgua
]√
detg
)
=
1√
detg
∂z
([ 1√
detg
([φlj − φrΓrlj ]∂m(Rmzlj
√
detg))(
(φljm − φrmΓrlj − φr∂m(Γrlj))Rmzlj
)
(2.31)
+Γznk[φlj − φrΓrlj ]Rnklj
]√
detg
)
Summary AI: The contribution of (AI) to the RHS of (2.26) is given by
〈
X,
1√
detg
∂z
([
1√
detg
([φlj − φrΓrlj ]∂m(Rmzlj
√
detg))
+
(
(φljm − φrmΓrlj − φr∂m(Γrlj))Rmzlj
)
+ Γznk[φlj − φrΓrlj ]Rnklj
]√
detg
)〉
The second term in (A) is
(AII) = 〈Hess (X)(∂i, ∂l) ·Hess (φ)(∂k, ∂j)dxi ⊗ dxk ⊗ dxl ⊗ dxj ,
Rabcddx
a ⊗ dxb ⊗ dxc ⊗ dxd〉 (2.32)
where k and l have been switched from their positions in AI.
Lemma 3. When taking the inner product of two 4-tensors, switching two indices i and j
in one is equivalent to switching the same two indices, in the other.
Proof. Let A = Aikljdx
i ⊗ dxk ⊗ dxl ⊗ dxj and R = Rabcddxa ⊗ dxb ⊗ dxc ⊗ dxd. Then we
have (without loss of generality):
〈
sij(A), R
〉
=
〈
sij(Aikljdx
i ⊗ dxk ⊗ dxl ⊗ dxj), Rabcddxa ⊗ dxb ⊗ dxc ⊗ dxd
〉
=
〈
Aikljdx
j ⊗ dxk ⊗ dxl ⊗ dxi, Rabcddxa ⊗ dxb ⊗ dxc ⊗ dxd
〉
= AikljRabcdg
jagkbglcgid
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= AikljRdcbag
jdgkbglcgia
=
〈
Aikljdx
i ⊗ dxk ⊗ dxl ⊗ dxj , Rdbcadxa ⊗ dxb ⊗ dxc ⊗ dxd
〉
=
〈
A, sij(R)
〉
and the same proof will apply to any choice of indices i and j.
Because AII is constructed from AI by switching the k and l indices in the first entry of
(2.16), this is equivalent to switching the middle indices in the curvature tensor in AI’s
final form. However, there is a caveat to this approach. We know the curvature tensor
R = Rabcddx
a ⊗ dxb ⊗ dxc ⊗ dxd satisfies the following properties:
Rabcd = −Rbacd, Rabcd = −Rabdc, Rabcd = Rcdab (2.33)
However, performing one of these operations followed by a switch in R’s indices is not
equivalent to merely switching R’s indices because:
Rabcd = −Rbacd 23−→ −Rbcad
is not the same as:
Rabcd
23−→ Racbd
because −Rbcad 6= Racbd
In our case this means that in order to apply Lemma 3 in the construction of AII, we
cannot first use (2.33) on the entries in AI.
With this restriction in mind, we can construct AII simply by switching the second and
third indices on the curvature tensor terms as they appear in AI. Therefore:
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Summary AII: The contribution of (AII) to the RHS of (2.26) is given by
〈
X,
1√
detg
∂z
([
1√
detg
([φlj − φrΓrlj ]∂m(Rmlzj
√
detg))
+
(
(φljm − φrmΓrlj − φr∂m(Γrlj))Rmlzj
)
+ Γznk[φlj − φrΓrlj ]Rnlkj
]√
detg
)〉
.
By Theorem 1, the third term in (A) is
(AIII) = −〈grad(X)〈grad(φ), Rijkl∂i〉dxj ⊗ dxk ⊗ dxl, Rabcd∂a ⊗ dxb ⊗ dxc ⊗ dxd〉
= −〈grad(X)〈grsφs∂r, Rijkl∂i〉dxj ⊗ dxk ⊗ dxl, Rabcd∂a ⊗ dxb ⊗ dxc ⊗ dxd〉
= −〈grad(X), φiRijklRabcdgjbgkcgld∂a〉
= −〈grad(X), φiRijklRajkl∂a〉
= 〈X,div(φiRijklRajkl∂a)〉 (2.34)
=
〈
X,φiR
i
jklR
ajkl 1√
det g
∂a
√
det g + ∂a(φiR
i
jklR
ajkl)
〉
.
Summary AIII: The contribution of (AIII) to the RHS of (2.26) is given by
(AIII) =
〈
X,φiR
i
jklR
ajkl 1√
det g
∂a
√
det g + ∂a(φiR
i
jklR
ajkl)
〉
. (2.35)
The term (AIV) in Theorem 1 equals (AI) with some indices switched. Specifically, we
must have (i↔ l) and (k ↔ j). Using Lemma 3 we know that switching these two pairs of
indices is equivalent to switching both the first and third, as well as the second and fourth
indices of the curvature tensor terms in AI. However:
Rabcd
s13−−→ Rcbad s
24−−→ Rcdab = Rabcd
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where the last equality is from (2.33). Therefore AIV’s contribution is identically equal to
AI’s and we have:
Summary AIV: The contribution of (AIV) to the RHS of (2.26) is given by
〈
X,
1√
detg
∂z
([
1√
detg
([φlj − φrΓrlj ]∂m(Rmzlj
√
detg))
+
(
(φljm − φrmΓrlj − φr∂m(Γrlj))Rmzlj
)
+ Γznk[φlj − φrΓrlj ]Rnklj
]√
detg
)〉
.
The fifth term (AV) in Theorem 1 is
〈Hess (φ)(∂i, ∂l) ·Hess (X)(∂k, ∂j)dxi ⊗ dxk ⊗ dxl ⊗ dxj , Rabcddxa ⊗ dxb ⊗ dxc ⊗ dxd〉
which amounts to a reordering of the original iklj indices to kjil and an analogous switch on
R’s indices takes abcd to bdac. However by the (2.33) identities we know that Rbdac = Racbd
which is the same reordering that we performed to construct AII from AI. Therefore, AV’s
contribution is identically equal to AII’s and we have:
Summary AV: The contribution of (AV) to the RHS of (2.26) is given by the inner product
of X with AV which equals
〈
X,
1√
detg
∂z
([
1√
detg
([φlj − φrΓrlj ]∂m(Rmlzj
√
detg))
+
(
(φljm − φrmΓrlj − φr∂m(Γrlj))Rmlzj
)
+ Γznk[φlj − φrΓrlj ]Rnlkj
]√
detg
)〉
.
For the sixth term in (A), we note that the fourth line in (2.34) equals XaφiR
i
jklR
ajkl.
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The sixth term in (A) equals
−〈grad(φ)〈grad(X), R(∂k, ∂l)∂j〉R〉
= 〈grsφr∂s ⊗XiRijkldxj ⊗ dxk ⊗ dxl, Rabcd∂a ⊗ dxb ⊗ dxc ⊗ dxd〉
= grsφrgsaXiR
i
jklR
a
bcdg
jbgkcgld
= grsφrgsaXiR
i
jklR
ajkl (2.36)
= φiXaR
a
jklR
ijkl
= φiXaR
ajklRijkl
= (AIII)
Thus the contribution from (AIII) and (AVI) are equal.
Summary AIII + AVI: The contribution of the third term (AIII) and the sixth term
(AVI) to the RHS of (2.26) are equal, so by Summary AIII these two terms contribute
(AIII) + (AVI) = 2
〈
X,φiR
i
jklR
ajkl 1√
det g
∂a
√
det g + ∂a(φiR
i
jklR
ajkl)
〉
. (2.37)
2.7 The gradient of C(φ) =
∫
M
|R|2dvol
We can now combine Summary dvol, Summary AI – AVI, Summary CII – CV to
produce the gradient of Pc(φ) =
∫
M |R|2dvol.
Proposition 1. Let φ = (φ1, . . . , φN ) : M → RN be an embedding. The gradient vector
field for
∫
φ(M) |R|2 dvol at φ ∈ Emb(M,RN ) is the RN -valued vector field (Z1, . . . , ZN ) on
M with α component
Zα = 4
1√
det(g)
∂r
(√
det(g)Rrjklφ
α
i R
ijkl
)
(CII− CV)
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+2
1√
det(g)
∂z
([
1√
det(g)
([φαlj − φαr Γrlj ]∂m(Rmzlj
√
det(g)))
+
(
(φαljm − φαrmΓrlj − φαr ∂m(Γrlj))Rmzlj
)
+Γznk[φ
α
lj − φαr Γrlj ]Rnklj
]√
det(g)
)
(AI + AIV)
−2 1√
det(g)
∂z
([
1√
det(g)
([φαlj − φαr Γrlj ]∂m(Rmlzj
√
det(g)))
+
(
(φαljm − φαrmΓrlj − φαr ∂m(Γrlj))Rmlzj
)
+Γznk[φ
α
lj − φαr Γrlj ]Rnlkj
]√
det(g)
)
(AII + AV)
+2φαi R
i
jklR
ajkl 1√
det g
∂a
√
det g + 2∂a(φ
α
i R
i
jklR
ajkl) (AIII) + (AVI)
−|R|2(Tr II)α − 2〈∇R,R〉],α. (dvol)
We can simplify Prop. 1 by combining (AI + AIV) and (AII + AV) using the Bianchi
identity:
Rmzlj −Rmlzj = Rmzlj +Rmljz = −Rmjzl = Rmjlz.
This gives:
Zα = 4
1√
det(g)
∂r
(√
det(g)Rrjklφ
α
i R
ijkl
)
(CII− CV)
+2
1√
det(g)
∂z
([
1√
det(g)
([φαlj − φαr Γrlj ]∂m(Rmjlz
√
det(g)))
+
(
φαljm − φαrmΓrlj − φαr ∂m(Γrlj)
)
Rmjlz
+Γznk[φ
α
lj − φαr Γrlj ]Rnjlk
]√
det(g)
)
(AI + AII + AIV + AV)
+2φαi R
i
jklR
ajkl 1√
det g
∂a
√
det g + 2∂a(φ
α
i R
i
jklR
ajkl) (AIII) + (AVI)
−|R|2(Tr II)α − 2〈∇R,R〉],α. (dvol)
This can be further simplified. Let δ denote the term in the line (CII – CV) above without
the coefficient 4. Similarly, let β + γ denote the two terms on the line (AIII) + (AVI) with
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the index a replaced with r and without the coefficient 2. Since RrjklR
ijkl = RijklR
rjkl, we
get δ = β+ γ. Thus the two lines (CII – CV), (AIII) + (AVI) combine to give 6δ. Thus the
previous equation gives:
Theorem 2. Let φ = (φ1, . . . , φN ) : M → RN be an embedding. The gradient vector field
for
∫
φ(M) |R|2 dvol at φ ∈ Emb(M,RN ) is the RN -valued vector field (Z1, . . . , ZN ) on M
with α component
Zα = 6
1√
det(g)
∂r
(√
det(g)Rrjklφ
α
i R
ijkl
)
(CII− CV)
+2
1√
det(g)
∂z
([
1√
det(g)
([φαlj − φαr Γrlj ]∂m(Rmjlz
√
det(g)))
+
(
φαljm − φαrmΓrlj − φαr ∂m(Γrlj)
)
Rmjlz
+Γznk[φ
α
lj − φαr Γrlj ]Rnjlk
]√
det(g)
)
(AI + AII + AIV + AV)
−|R|2(Tr II)α − 2〈∇R,R〉],α. (dvol)
Chapter 3
Boundary Terms
The computation of the gradient of the curvature penalty term ∇Pc = ~Z in Chapter 2 as-
sumes the initial manifold M doesn’t have a boundary. In the case of embedding a manifold
with boundary (e.g. embedding a solid ball into RN ), the following gives the computation
of all missing boundary terms from the second chapter. Following the structure of Theorem
2 (end of Chapter 2) we need to compute boundary terms for terms dvol, CII -CV, and
AI-AVI. Note that although terms AIII and AVI were combined in the final form of
Theorem 2, these boundary terms are treated explicitly in this chapter.
1. dvol Boundary Term:
(original boundaryless expression given in (2.8))
Coordinate-free expression:
From Stokes’ Theorem we have
∫
M
d(|R|2 ∧ ∗ω) =
∫
∂M
|R|2 ∧ ∗ω =
∫
M
d|R|2 ∧ ∗ω +
∫
M
|R|2 ∧ d ∗ ω
⇒
∫
M
|R|2 ∧ d ∗ ω =
∫
∂M
|R|2 ∧ ∗ω −
∫
M
d|R|2 ∧ ∗ω
⇒
∫
∂M
|R|2 ∧ ∗ω
is the final boundary term.
In coordinates:
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We need to compute ∗ω where ω is a one-form on φ(M) that acts as follows:
ω(Y ) = 〈X,Y 〉RN = X · YRN = (ProjTφ(m)φ(M)X) · YRN = 〈ProjX,Y 〉gφ
where XTφ(m)RN and Y Tφ(m)φ(M) and ’Proj’ is the RN orthogonal projection of Tφ(m)RN
to Tφ(m)φ(M) .
We will denote X’s projection onto the tangent space of φ(M) by X˜. Because we are using
the induced metric on Tφ(m)φ(M), the inner product of vectors is the same as the Euclidean
dot product. In the following computations it should be noted that in some cases X˜’s in-
dices range from 1 to k (when treated in Tφ(m)φ(M) ) and in others from 1 to N (when
treated in Tφ(m)RN ).
In coordinates we have:
ω = gijX˜
idxj
and
∗dxj =
√
detgM (−1)j−1dx1 ∧ · · · ∧ ˆdxj ∧ · · · ∧ dxk
⇒ ∗ω = ∗(gijX˜idxj) = gijX˜i(∗dxj) = gijX˜i(
√
detgM (−1)j−1dx1 ∧ · · · ∧ ˆdxj ∧ · · · ∧ dxk)
On ∂M we have dxk = 0 so pulling ∗ω onto the boundary gives:
i∗(∗ω) = i∗(gijX˜i
√
detgM (−1)j−1dx1 ∧ · · · ∧ ˆdxj ∧ · · · ∧ dxk)
= gikX˜
i(
√
detgM (−1)k−1dx1 ∧ · · · ∧ dxk−1)
(3.1)
Substituting (3.1) into the original boundary term
∫
∂M |R|2 ∧ ∗ω we have:
∫
∂M
|R|2 ∧ (gikX˜i
√
detgM (−1)k−1dx1 ∧ · · · ∧ dxk−1)
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=
∫
∂M
|R|2gijgjrgrkX˜i
√
detgM (−1)k−1dx1 ∧ · · · ∧ dxk−1
=
∫
∂M
|R|2gijgjrgrkX˜i
√
detgM√
detg∂M
(−1)k−1dvolg∂M
=
∫
∂M
〈
X˜, |R|2
√
detgM√
detg∂M
(−1)k−1glrgrk∂l
〉
gφ
dvol∂M
=
∫
∂M
〈
X˜, |R|2
√
det gM√
det g∂M
(−1)k−1∂k
〉
gφ
dvol∂M =
∫
∂M
X˜·(|R|2
√
det gM√
det g∂M
(−1)k−1∂k)dvol∂M
=
∫
∂M
X · (|R|2
√
det gM√
det g∂M
(−1)k−1∂k)dvol∂M
But seeing that (−1)k−1∂k is the inward pointing normal vector on ∂M which we denote as
ν we have:
Final boundary term:
∫
∂M
X · (|R|2
√
det gM√
det g∂M
ν)dvol∂M
2. CII boundary term:
Coordinate-free Expression:
Note, we are treating the term 2〈dX, 〈R, 〈dφ,R〉1〉234〉 on page 12, where we know:
〈dX, 〈R, 〈dφ,R〉1〉234〉 = 〈gradX, 〈R, 〈dφ,R〉1〉]234〉
Furthermore, by the divergence theorem on Riemannian manifolds we have (for general X,
T ):
∫
M
N∑
α
〈gradXα, Tα〉dvolg = −
∑
α
∫
M
Xα · divTαdvolg +
∑
α
∫
∂M
Xα 〈Tα, ν〉g dvol∂M
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where ν is the inward pointing normal vector on ∂M . By the fact that in our case
Tα = 〈R, 〈dφα, R〉1〉]234 = 〈gradφα, 〈R,R〉234〉]
substituting this into the boundary expression above we get the coordinate-free boundary
term:
2
∑
α
∫
∂M
Xα
〈
〈gradφα, 〈R,R〉234〉] , ν
〉
dvolg
where
〈R,R〉234 = RrjklRabcdgjbgkcgld∂r ⊗ ∂a
In coordinates:
Expanding the boundary term from above gives:
∑
α
∫
∂M
Xα 〈Tα, ν〉g dvolg∂M =
∑
α
∫
∂M
Xα
〈
T i,α∂i, ν
j∂j
〉
g
dvol∂M
=
∫
∂M
∑
α
XαgijT
i,ανjdvol∂M (3.2)
where, using the fact that Tα = T i,α∂i = g
riTαr ∂i, in the last term above we have:
gijT
i,ανj = gijg
riTαr ν
j = Tαj ν
j
⇒ (3.2) =
∫
∂M
X · (gijT i,lνj∂l)(N)dvol∂M =
∫
∂M
X · T ljνj∂ldvol∂M (3.3)
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Letting Saj = RjqklR
a
bcdg
qbgkcgld we have
Tαj ν
j = Saj φ
α
aν
j = RjqklR
a
bcdg
qbgkcgldφαaν
j
⇒ (3.3) =
∫
∂M
X · (RjqklRabcdgqbgkcgldφaνj)dvol∂M
where φa = (φ
1
a, · · · , φNa )
Final CII boundary term: 2
∫
∂M X · (RjqklRabcdgqbgkcgldφaνj)dvol∂M
3. CIII boundary term:
Working from the top of page 14 in Chapter 2:
In coordinates:
〈
2Rijkl∂i ⊗ (∇hXdxj)⊗ dxk ⊗ dxl, Rabcd∂a ⊗ dxb ⊗ dxc ⊗ dxd
〉
g
= Rijklgia(−gsj(Xr · φs +Xs · φr))grbRabcdgkcgdl
= −
N∑
α=1
RijklR
a
bcdgiag
sjXαr φ
α
s g
rbgkcgld −
N∑
α=1
RijklR
a
bcdgiag
sjXαs φ
α
r g
rbgkcgld (3.4)
Just looking at the first sum in the line above and letting
Ssb = RajklR
a
bcdg
sjgkcgld
Tαb = S
s
bφ
α
s
and recalling that the k-component vector Tα is defined as:
Tα = T r,α∂r = g
brTαb ∂r
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we have:
−
N∑
α=1
RijklR
a
bcdgiag
sjXαr φ
α
s g
rbgkcgld = −
N∑
α=1
RajklR
a
bcdg
sjXαr φ
α
s g
rbgkcgld =
−
N∑
α=1
Xαr g
rbTαb = −
N∑
α=1
Xαr T
r,α = −
N∑
α=1
gpig
irXαr T
p,α
= −
N∑
α=1
〈
girXαr ∂i, T
p,α∂p
〉
= −
N∑
α=1
〈gradXα, Tα〉
Integrating the last term gives:
−
∫
M
N∑
α=1
〈gradXα, Tα〉 dvolg =
∑
α
∫
M
Xα · divTαdvolg −
∑
α
∫
∂M
Xα 〈Tα, ν〉g dvolg∂M
where ν is the inward pointing normal vector on ∂M . Expanding the boundary term gives:
−
∑
α
∫
∂M
Xα 〈Tα, ν〉g dvolg∂M = −
∑
α
∫
∂M
Xα
〈
T p,α∂p, ν
i∂i
〉
g
dvol∂M
= −
∑
α
∫
∂M
XαgpiT
p,ανidvol∂M (3.5)
Recall that gpiT
p,ανi = gpig
bpTαb ν
i = Tαi ν
i so we have:
⇒ (3.5) = −
∫
∂M
X · gpiT p,ανi∂αdvol∂M = −
∫
∂M
X · (Tαi νi∂α)dvol∂M (3.6)
and because Tαi ν
i = Ssi φ
α
s ν
i = RajklR
a
icdg
sjgkcgldφαs ν
i
⇒ (3.6) = −
∫
∂M
X ·RajklRaicdgsjgkcgldφs 3i dvol∂M
where φs = (φ
1
s, · · · , φNs ).
Final CIII boundary term: −2 ∫∂M X ·RajklRabcdgsjgkcgldφsνbdvol∂M
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(where factor of 2 is from two terms in (3.4))
Coordinate-free Expression: −2∑α ∫∂M Xα 〈〈gradφα, 〈R,R〉〉] , ν〉 dvolg
Using the definition of Tαb above we can define the one-form T
α
b dx
b on φ(M) for which
Tα is the corresponding vector field. If we define
〈R,R〉 = Ssb∂s ⊗ dxb = RajklRabcdgsjgkcgld∂s ⊗ dxb
then
Tαb dx
b = RajklR
a
bcdg
sjgkcgldφαs dx
b = (〈R,R〉)sbφαs dxb
=
〈
gijφαi ∂j , RajklR
a
bcdg
sjgkcgld∂s
〉
dxb = 〈gradφα, 〈R,R〉〉b dxb
= 〈gradφα, 〈R,R〉〉
⇒ Tα = 〈gradφα, 〈R,R〉〉]
and substituting into the boundary term gives:
−2
∑
α
∫
∂M
Xα 〈Tα, ν〉g dvolg∂M = −2
∑
α
∫
∂M
Xα
〈
〈gradφα, 〈R,R〉b〉] , ν
〉
dvolg
4. CIV boundary term:
In coordinates: A similar computation to term CIII gives:
−2 ∫∂M X ·RajklRabcdgjbgldgskφsνcdvol∂M
Coordinate-free Expression: −2∑α ∫∂M Xα 〈〈gradφα, 〈R,R〉〉] , ν〉 dvolg
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with
〈R,R〉 = RajklRabcdgjbgldgsk∂s ⊗ dxc
5. CV boundary term:
In coordinates: A similar computation to term CIII gives:
−2 ∫∂M X ·RajklRabcdgjbgkcgslφsνddvol∂M
Coordinate-free Expression: −2∑α ∫∂M Xα 〈〈gradφα, 〈R,R〉〉] , ν〉 dvolg
with
〈R,R〉 = RajklRabcdgjbgkcgsl∂s ⊗ dxd
Final Contribution of CII-CV Boundary Terms
Note: CIV and CV boundary terms are equal by the following computation:
It suffices to show that RajklR
a
bcdg
jbgldgskνc = RajklR
a
bcdg
jbgkcgslνd from the integrands
of CIV and CV respectively:
RajklR
a
bcdg
jbgldgskνc = R saj lR
aj l
c ν
c = R sajl R
ajl
cν
c c→d= R sajl R
ajl
dν
d
l→k
= R sajk R
ajk
dν
d = RajklR
a
bcdg
jbgkcgslνd
as required.
Similar computations show CII = CIII = CIV = CV (in boundary terms disregarding coef-
ficients for the moment). The coefficient on the CII boundary term is 2 but the coefficient
on CIII- CV’s boundary terms is -2, giving a final contribution from the CII - CV boundary
terms of:
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−4
∫
∂M
X · (RjqklRabcdgqbgkcgldνj(φa))dvol∂M
= −4
〈
X,RjqklR
a
bcdg
qbgkcgldνj(φa)
〉
where the above expression is taken from the CII boundary term.
Therefore the αth component of the C terms’ gradient vector field is:
Y α(C) = −4RjqklRabcdgqbgkcgldφαaνj
6. AI boundary terms:
In (2.29) we had the equality:
〈∇dX, 〈Hess(φ), R〉34〉 = 〈X, δ∇∗ 〈Hess(φ), R〉34〉
Two boundary terms emerge in this equality, the first of which comes from applying the ∇∗
adjoint operation and the second from applying δ.
6a. First AI boundary term:
We will first compute the general formula for the ∇∗ operator on a 2-tensor and then apply
it to our case.
In coordinates:
In general, for a co-vector γ and 2-tensor β we have 〈∇γ, β〉 = 〈γ,∇∗β〉. With
γ = γidx
i and β = βabdx
a ⊗ dxb we have:
〈∇γ, β〉 =
∫
M
〈
∇(γidxi), βabdxa ⊗ dxb
〉
dvol
=
∫
M
〈
d(γi)⊗ dxi + γi∇(dxi), βabdxa ⊗ dxb
〉
dvol
where we will only get a boundary term taking derivatives off of γi in the first term. Ex-
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panding the first term in the sum above gives:
∫
M
〈
d(γi)⊗ dxi, βabdxa ⊗ dxb
〉
dvol =
∫
M
〈
∂q(γi)dx
q ⊗ dxi, βabdxa ⊗ dxb
〉
dvol
=
∫
M
∂q(γi)g
qagibβabdvol =
∫
M
〈
grad(γi), βabg
magib∂m
〉
dvol
= −
∫
M
γidiv(βabg
magib∂m)dvol +
∫
∂M
γi
〈
βabg
magib∂m, ν
〉
dvol∂M
= −
∫
M
〈
γidx
i, gezdiv(βabg
mageb∂m)dx
z
〉
dvol +
∫
∂M
γi
〈
βabg
magib∂m, ν
〉
dvol∂M
= −
∫
M
〈
γ, gezdiv(βabg
mageb∂m)dx
z
〉
dvol +
∫
∂M
γi
〈
βabg
magib∂m, ν
〉
dvol∂M
giving us a final boundary term in coordinates for general co-vector γ and 2-tensor β by
the second term in the line above.
Adapting the general formula above for ∇∗ to this case we have that γ is dX and β
is 〈Hess(φ), R〉34 = Hess(φ)(∂l, ∂j)R ljab dxa ⊗ dxb ⇒ βab = Hess(φ)(∂l, ∂j)R ljab = [φαlj −
φαr Γ
r
lj ]R
lj
ab . The boundary term from above becomes:
∫
∂M
γi
〈
βabg
magib∂m, ν
〉
dvol∂M =
∑
α
∫
∂M
Xαi
〈
[φαlj − φαr Γrlj ]R ljab gmagib∂m, ν
〉
dvol∂M
=
∑
α
∫
∂M
〈
gradXα,
〈
[φαlj − φαr Γrlj ]R ljab gmagpb∂m, ν
〉
∂p
〉
dvol∂M
= −
∑
α
∫
∂M
Xαdiv(
〈
[φαlj − φαr Γrlj ]R ljab gmagpb∂m, ν
〉
∂p)dvol∂M
=
∫
∂M
X · Y dvol∂M
where Y α = −div(
〈
[φαlj − φαr Γrlj ]R ljab gmagpb∂m, ν
〉
∂p)
6b. 2nd AI boundary term:
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The second AI boundary term also comes from the (2.29) equality:
〈∇dX, 〈Hess(φ), R〉34〉 = 〈X, δ∇∗ 〈Hess(φ), R〉34〉
this time from the application of the δ adjoint operator.
In general for a function f we have:
〈df, ω〉 =
∫
M
〈df, ω〉dvolg =
∫
M
〈5f, α−1(ω)〉
g
dvolg
= −
∫
M
f · div(α−1(ω))dvolg +
∫
∂M
f
〈
α−1(ω), ν
〉
dvol∂M
=
∫
M
fδ(ω)dvolg +
∫
∂M
f
〈
α−1(ω), ν
〉
dvol∂M
= 〈f, δ(ω)〉+ boundary term
In our case f is the αth component of X and ω is the αth component of ∇∗ 〈Hess(φ), R〉34.
Substituting these into the boundary term and summing over α gives the coordinate-free
expression above.
In coordinates:
∫
∂M
f
〈
α−1(ω), ν
〉
dvol∂M =
∑
α
∫
∂M
Xα
〈
α−1(∇∗ 〈Hess(φ), R〉34), ν
〉α
dvol∂M
=
∑
α
∫
∂M
Xα
〈
[∇∗ 〈Hess(φ), R〉34]], ν
〉α
dvol∂M =
∫
∂M
X · Y
where
Y α =
〈
[∇∗ 〈Hess(φ), R〉34]], ν
〉
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=
〈
gaz
[
− gea 1√
detg
([φαlj − φαr Γrlj ]∂m(Rmelj
√
detg))
− 1√
detg
(
(φαljm − φαrmΓrlj − φαr ∂m(Γrlj))Rm lja
√
detg
)
− Γunk[φαlj − φαr Γrlj ]Rnkljgua
]
∂z, ν
〉
g
7a. 1st AII boundary term
In coordinates:
By the argument given in Lemma 3 (Chapter 2) we know that AII’s boundary terms can
be constructed from AI’s by switching the middle two indices on the curvature tensor R
terms. Therefore the contribution of the first AII boundary term is:
−
∫
∂M
X · Y dvol∂M
where Y α = −div(
〈
[φαlj − φαr Γrlj ]R l ja b gmagpb∂m, ν
〉
∂p) and the minus sign is from the AII
term being subtracted in Theorem 1 (Chapter 2), flipping the sign of the boundary compo-
nent.
7b. 2nd AII boundary term:
Similarly the second AII boundary term is constructed by switching the curvature R term
indices on the second AI boundary term. The contribution of this term is:
−
∫
∂M
X · Y
where
Y α =
〈
[∇∗ 〈Hess(φ), R〉34]], ν
〉
=
〈
gaz
[
− gea 1√
detg
([φαlj − φαr Γrlj ]∂m(Rmlej
√
detg))
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− 1√
detg
(
(φαljm − φαrmΓrlj − φαr ∂m(Γrlj))Rml ja
√
detg
)
− Γunk[φαlj − φαr Γrlj ]Rnlkjgua
]
∂z, ν
〉
g
and we again have the sign flipped on the boundary component.
8. AIII and AVI boundary term:
In the computation of AIII in (2.39) (Chapter 2), a boundary term emerges in the equality:
−
〈
grad(X), φiR
i
jklR
ajkl∂a
〉
=
〈
X,div(φiR
i
jklR
ajkl∂a)
〉
In particular we have:
−
〈
grad(X), φiR
i
jklR
ajkl∂a
〉
= −
∫
M
〈
grad(X), φiR
i
jklR
ajkl∂a
〉
dvol =
−
(
−
∑
α
∫
M
Xαdiv(φαi R
i
jklR
ajkl∂a)dvol +
∑
α
∫
∂M
Xα
〈
φαi R
i
jklR
ajkl∂a, ν
〉
dvol∂M
)
giving a boundary term contribution from AIII and AVI of:
−2
∫
X · Y dvol∂M
where Y α =
〈
φαi R
i
jklR
ajkl∂a, ν
〉
9a. 1st AIV boundary term:
By the argument given after (2.40), AIV’s first boundary term is the same as AI’s first
boundary term: ∫
∂M
X · Y dvol∂M
where Y α = −div
(〈
[φαlj − φαr Γrlj ]R ljab gmagpb∂m, ν
〉
∂p
)
9b. 2nd AIV boundary term:
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Similarly the 2nd AIV boundary term is the same as the second AI boundary term:
∫
∂M
X · Y
where
Y α =
〈
[∇∗ 〈Hess(φ), R〉34]], ν
〉
=
〈
gaz
[
− gea 1√
detg
([φαlj − φαr Γrlj ]∂m(Rmelj
√
detg))
− 1√
detg
(
(φαljm − φαrmΓrlj − φαr ∂m(Γrlj))Rm lja
√
detg
)
− Γunk[φαlj − φαr Γrlj ]Rnkljgua
]
∂z, ν
〉
10a. 1st AV boundary term:
The first AV boundary term is the same as the first AII boundary term (see argument
given after (2.40)):
−
∫
∂M
X · Y dvol∂M
where Y α = −div(
〈
[φαlj − φαr Γrlj ]R l ja b gmagpb∂m, ν
〉
∂p)
10b. 2nd AV boundary term:
Similarly, the second AV boundary term is the same as the second AII boundary term:
−
∫
∂M
X · Y
where
Y α =
〈
[∇∗ 〈Hess(φ), R〉34]], ν
〉
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=
〈
gaz
[
− gea 1√
detg
([φαlj − φαr Γrlj ]∂m(Rmlej
√
detg))
− 1√
detg
(
(φαljm − φαrmΓrlj − φαr ∂m(Γrlj))Rml ja
√
detg
)
− Γunk[φαlj − φαr Γrlj ]Rnlkjgua
]
∂z, ν
〉
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Final Contribution of the A Boundary Terms
The α-th component of the A terms’ boundary gradient vector field is:
Y α(A) = −2div(
〈
[φαlj − φαr Γrlj ]R ljab gmagpb∂m, ν
〉
∂p)
+2
〈
gaz
[
− gea 1√
detg
([φαlj − φαr Γrlj ]∂m(Rmelj
√
detg))
− 1√
detg
(
(φαljm − φαrmΓrlj − φαr ∂m(Γrlj))Rm lja
√
detg
)
− Γunk[φαlj − φαr Γrlj ]Rnkljgua
]
∂z, ν
〉
+2div(
〈
[φαlj − φαr Γrlj ]R l ja b gmagpb∂m, ν
〉
∂p)
−2
〈
gaz
[
− gea 1√
detg
([φαlj − φαr Γrlj ]∂m(Rmlej
√
detg))
− 1√
detg
(
(φαljm − φαrmΓrlj − φαr ∂m(Γrlj))Rml ja
√
detg
)
− Γunk[φαlj − φαr Γrlj ]Rnlkjgua
]
∂z, ν
〉
−2
〈
φαi R
i
jklR
ajkl∂a, ν
〉
Proposition 2. Let φ = (φ1, . . . , φN ) : M → RN be an embedding where M is closed
with boundary. The gradient vector field for
∫
φ(M) |R|2 dvol at φ ∈ Emb(M,RN ) has the
RN -valued vector field (Z1, . . . , ZN ) given in Theorem 2 and the RN valued boundary terms
(Y 1, . . . , Y N ) with α component:
Y α = (|R|2
√
det gM√
det g∂M
ν)α − 4RjqklRabcdgqbgkcgldφαaνj
−2div(
〈
[φαlj − φαr Γrlj ]R ljab gmagpb∂m, ν
〉
∂p)
+2
〈
gaz
[
− gea 1√
detg
([φαlj − φαr Γrlj ]∂m(Rmelj
√
detg))
− 1√
detg
(
(φαljm − φαrmΓrlj − φαr ∂m(Γrlj))Rm lja
√
detg
)
− Γunk[φαlj − φαr Γrlj ]Rnkljgua
]
∂z, ν
〉
+2div(
〈
[φαlj − φαr Γrlj ]R l ja b gmagpb∂m, ν
〉
∂p)
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−2
〈
gaz
[
− gea 1√
detg
([φαlj − φαr Γrlj ]∂m(Rmlej
√
detg))
− 1√
detg
(
(φαljm − φαrmΓrlj − φαr ∂m(Γrlj))Rml ja
√
detg
)
− Γunk[φαlj − φαr Γrlj ]Rnlkjgua
]
∂z, ν
〉
−2
〈
φαi R
i
jklR
ajkl∂a, ν
〉
Chapter 4
Normal Gradient Flow and Estimate for Flow in
Fixed Direction
In this chapter we discuss the case of a gradient vector field being normal to φ(M) at every
point (M is assumed to be closed). We first characterize when the gradient vector field
∇Pφ is normal; namely that the penalty function P : Emb(M,RN )→ R is invariant under
diffeomorphism of φ(M). We then give an explicit estimate, in terms of φ(M), for how long
the embedding φ can flow in a fixed, normal gradient direction and remain in the space
of embeddings. It is important to note that Emb(M,RN ) is open in the space of all maps
from M to RN in both the Ck and C∞ topologies.
4.1 Condition for Normal Gradient Vector Field
In this section, we prove an infinite dimensional analogue of the standard finite dimensional
result that gradient vectors are perpendicular to level surfaces.
In the following theorem we use the gradient of the penalty function ∇P , which is
defined with respect to the L2 inner product on TφC
∞(M,RN ). For X ∈ TφEmb(M,RN ),
the gradient is characterized by
dPφ(X) = 〈∇Pφ, X〉 =
∫
φ(M)
∇P ·Xdvol
where the volume form is induced from RN and we are using the Euclidean dot product.
∇P being pointwise normal to φ(M) means that ∇Pφ(m) ·Xφ(m) = 0 for all φ(m) ∈ φ(M).
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Theorem 3. For a penalty function P : Emb(M,RN ) → R, and fixed φ ∈ Emb(M,RN ),
the gradient ∇P will be normal to φ(M) for each m ∈ M if and only if P is invariant
under diffeomorphisms α : φ(M) → φ(M), that are in the path component of the identity
in Diff(φ(M)), i.e. P (α(φ(M))) = P (φ(M)).
Proof. (⇐) Assume P (α(φ(M))) = P (φ(M)) where α : φ(M)→ φ(M) is a diffeomorphism
that is generated from the flow of a time independent vector field on φ(M). We know that
∇Pφ ⊥L2 Xφ for all Xφ that are tangent to the level set containing φ ∈ Emb(M,RN ).
Claim: All vector fields Yφ ∈ Γ(Tφ(M)) lie tangent to the level set of φ ∈ Emb(M,RN ).
Proof of Claim: For Yφ ∈ Γ(Tφ(M)) we have an associated flow along φ(M) given by
αY,t : φ(M)→ φt(M)
αY,t(φ(m)) = φt(m)
and ˙αY,tφ(m) = Yφ(m). Furthermore αY,t : φ(M) → φt(M) is a diffeomorphism for all t.
Therefore we can say
DφP (Y ) =
d
dt
|t=0P (φt) = d
dt
|t=0P (αY,t(φ)) = 0
where we have used the assumption and the fact that αt(φ) = φt.
We conclude that ∇Pφ ⊥L2 Yφ for all vector fields Yφ ∈ Γ(Tφ(M)) and therefore that
Yφ lies tangent to φ’s level set in Emb(M,RN ). We now need to show that ∇Pφ(φ(m)) ⊥
Yφ(φ(m)) pointwise.
Fix φ(m0) ∈ φ(M) and a vector Q(φ(m0)) ∈ Tφ(m0)φ(M). Choose a sequence of smooth
functions fk : φ(M) → R such that
∫
φ(M) fkdvol = 1, suppfk ⊂ Bk(φ(m0)) ∩ φ(M) and
k → 0 (Here, Bk(φ(m0)) is the ball of radius k centered at φ(m0)). Define vector fields
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Yk on φ(M) by
Yk(φ(m)) = fk(φ(m)) ·Q(φ(m0)).
Then we have
0 = lim
k→0
〈∇Pφ, Yk〉 = limk→0〈∇Pφ, fk ·Q(φ(m0))〉
= lim
k→0
∫
φ(M)
∇Pφ(φ(m)) · fkQ(φ(m0)) = ∇Pφφ(m0) ·Q(φ(m0)).
Therefore ∇Pφ ⊥ Yφ pointwise.
(⇒) Assume that ∇Pφ(m) ⊥ φ(M) for all φ(m) ∈ φ(M). This is equivalent to saying
∇Pφ(m) ⊥ Yφ(m) at each point φ(m) ∈ φ(M) for all vector fields Y ∈ Γ(Tφ(M)). This gives
d
dt
|t=0P (φt) = 0, φ˙t|t=0 = Y,
which means that moving in the direction of the flow αY,T generated by a fixed vector field
Y is equivalent to moving along a level set in Emb(M,RN ). Because flows generated in this
way are diffeomorphisms of φ(M) we can conclude that
P (αY,t(φ(M))) = P (φ(M))
for all α, t, Y .
4.2 An Estimate for Flows in Normal Gradient Directions
The above result gives a condition for determining if the gradient vector field generated by
a penalty function is normal at every point in φ(M). In the case where this is true, we
would next like to consider how far φ(M) can move in a fixed normal gradient direction
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while remaining an embedding. The next set of results gives an explicit estimate for the
lower bound of this flow.
3.1 Notation and Definitions
•  is the size of a neighborhood around φ(M) in which each point has a unique clos-
est point in φ(M). The existence of this neighborhood for M closed is guaranteed by the
-Neighborhood Theorem [3]. It is given explicitly in Lemma 6 in the proof of Theorem 5.
• We will use two sets of coordinates on RN . Standard coordinates will be denoted
(x1, . . . , xN ). We will also be representing points in φ(M) and in a small neighborhood
around φ(M) as elements of the normal bundle Nφ(M). In coordinates they will be given as
(q1, . . . , qk, r1, . . . , rN−k) where the first k components are manifold coordinates and the last
N−k are coordinates for the normal space. These will be referred to as normal coordinates.
For q ∈ φ(M), its representation is (q1, . . . , qk, 0, . . . , 0). For w = (q1, . . . , qk, r1, . . . , rN−k)
inside a small neighborhood of φ(M), q = (q1 · · · qk, 0 · · · 0) is w’s closest point in φ(M) and
(0, · · · , 0, r1, · · · rN−k) = w − q ∈ Nφ(M).
• A vector in Nqφ(M) will be denoted as either t~v(q) (where ~v is unit length- this notation is
generally used when referring to a fixed normal vector field) or as riwi(q) where the vectors
{wi} are an orthonormal spanning set of the normal space at q. There are N − k vectors
{wi}, each with N coordinates (note this can only be done locally).
• For φ(M) ⊂ RN , the map E : Nφ(M)→ RN acts by E(q, r) = q + r (sending points to
the end of perpendicular vectors in the normal bundle over φ(M)). It is given explicitly by:
E((q1, · · · , qk, r1, · · · , rn−k)) = (x1(q) + riw1i (q), · · · , xN (q) + riwNi (q))
= (φ1(q) + riw1i (q), · · · , φN (q) + riwNi (q)),
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where the domain is in normal coordinates and the range is in standard coordinates. Points
e = qe + re for which the Jacobian of the E map isn’t full rank (at the point (qe, re)) are
defined as ‘focal points.’ [5]
• The inclusion map φ(M) → RN takes points (q1, · · · , qk) 7→ (x1(~q), · · · , xN (~q)). It is a
standard result that the first fundamental form in the direction ~v is the matrix with entries
(gij) =
(
∂~x
∂qi
· ∂~x
∂qj
)
(Euclidean dot product) and the second fundamental form is the matrix
with entries (~v ·~lij) where ~lij is the normal component of the vector ∂2~x∂qi∂qj and ~v is a fixed
unit normal vector field. • In choosing coordinates that make the first fundamental form
the identity matrix, the eiqenvalues p1, · · · , pk of the second fundamental form are called
the ‘principal curvatures’ at q = φ(m) ∈ φ(M). Considering the normal line l = q + t~v
extending from q ∈ φ(M) (~v is a fixed unit normal vector at q) we have the proposition [5, p.
34]:
Proposition 3. The focal points of ([φ(M)], q) along l are precisely the points q + p−1i ~v,
where 1 ≤ i ≤ k, pi 6= 0
• K = max
φ(m)∈φ(M)
pφ(m) where pφ(m) is the largest eigenvalue of (~rφ(m) · lij) evaluated at
q = φ(m) ∈ φ(M) and r is a unit length normal vector in the normal bundle Nφ(m)φ(M).
• δ is chosen such that for dRN (x, y) < δ (x, y ∈ φ(M)) we know x+ rixwi(x) 6= y + riy(y)
for |rx| < δ and |ry| < δ. It is defined explicitly after the proof of Lemma 6.
Note: The next two theorems are stated in terms of unit length normal vector fields on
φ(M). The Euler class of the normal bundle is the obstruction to the existence of such a
vector field. If this class is nonzero, we apply the theorem to vector fields where each vector
has length at most one.
Theorem 4. Let ~v be a normal vector field of length at most one along φ(M) ⊂ RN and 
be as defined above. φt(M) = {φ(m) + t~v : m ∈M} is immersed in RN for t < .
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Proof. We want to show that the map M → φt(M) is an immersion for t < , but because
φ(M) is assumed to be embedded in RN it suffices to show that the map F : φ(M)→ φt(M)
(where for q ∈ φ(M), F (q) = q + ~tv(q)) is an immersion. We want to consider φt(M) as
sitting in an open subset of RN that we can identify with the normal bundle over φ(M).
In particular, the -Neighborhood Theorem [3] gives that on a compact, manifold without
boundary in RN , φ(M) in our case, there exists a sufficiently small  such that for each
point w in Y – the set of points in RN a distance less than  from the manifold– there is a
unique closest point q in φ(M). Furthermore w − q ∈ Nqφ(M). We can diffeomorphically
identify points in Y  with elements in Nφ(M) as follows:
w 7→ (w − q)q
where q is w’s unique closest point in φ(M). When considering the case of our fixed vector
field t~V along φ(M) as a section of the normal bundle we get the following coordinate
representation of this section:
φ(m) + ~tv(φ(m)) 7→ (q1, · · · , qk, tv1(q), · · · , tvN−k(q))
where now the vector components are function of q. Therefore the map:
F : φ(M)→ φt(M) ⊂ Y 
has the normal coordinate representation:
(q1, · · · , qk) 7→ (q1, · · · , qk, tv1(q), · · · , tvN−k(q))
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the differential of which is given by:
DF (q) =

∂q1(q)
∂q1
· · · ∂q1(q)
∂qk
...
...
∂(tv)n−k(q)
∂q1
· · · ∂(tv)n−k(q)
∂qk
 =

1 · · · 0
...
...
0 · · · 1
...
...
∂(tv)n−k(q)
∂q1
· · · ∂(tv)n−k(q)
∂qk

which has rank k, showing that the map taking φ(M) → φt(M) is an immersion for t <
.
Next, we would like to show that φt is injective, which along with its being an immersion
(Theorem 4) and the assumption that M is compact is enough to conclude that φt is an
embedding. While Theorem 4 showed that φt is an immersion for t ≤ , Theorem 5 will
show injectivity for t ≤ t∗. Lemma 5 (included in the proof of Theorem 5) shows that
t∗ ≤ . Therefore the final theorem showing φt is an embedding is on the interval t ≤ t∗.
The statement of Theorem 5 uses the new value δ which is defined explicitly after the
proof of Lemma 6. Recall that δ is chosen such that for dRN (x, y) < δ (x, y ∈ φ(M)) we
know x + rixwi(x) 6= y + riywi(y) for |rx| < δ, |ry| < δ (note that the definition applies to
general vectors in Nφ(M), as opposed to the fixed normal vector field ~v).
Theorem 5. Let ~v be a normal vector field of length at most one along φ(M) ⊂ RN Let
t∗ = min{K−1, δ/3}. Then φt : M → RN given by m 7→ φ(m) + ~tv(φ(m)) is an embedding
for t ≤ t∗.
Proof. It should be noted that we are interested in the injectivity of the map φt : M → RN
defined above, but because φ(M) is embedded in RN it suffices to show that F : φ(M) →
φt(M) is injective for t ≤ t∗.
To view F as a map acting on open subsets of RN we define the function Ht from
Y −t → Y , the set of points a distance − t and  from φ(M) in RN respectively. Setting
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pi : Y  → φ(M) with pi(w) the closest point in φ(M) to w we can define:
Ht(w) = w + ~tvpi(w).
Note that Ht|φ(M) = F .
We continue the proof with a series of Lemmas.
Lemma 4. DHt(q0) is invertible for w = q0 ∈ φ(M)
Proof. For Ht : Y
−t → Y  via w 7→ w + ~tv(pi(w)) its normal coordinate representation
(explained in proof of Theorem 4) is given by:
(q1, · · · , qk, r1, · · · , rN−k) 7→ (q1, · · · , qk, r1 + tv1(pi(q)), · · · , rn−k + tvN−k(pi(q)))
where it should be noted that the ri’s are independent of coordinates but the vi(q)’s are the
coordinates for the fixed vector field along φ(M) which depend on q. For w = q0 ∈ φ(M)
the differential of the Ht map (taken in coordinates) is given by:
DHt(w)
=

∂q1(~q,0)
∂q1
· · · ∂q1(~q,0)
∂qk
∂q1(~q,0)
∂r1
· · ·
...
...
∂qk(~q,0)
∂q1
· · · ∂qk(~q,0)
∂qk
∂qk(~q,0)
∂r1
· · ·
∂(r1+tv1(q))(~q,0)
∂q1
· · · ∂(r1+tv1(q))(~q,0)
∂qk
∂(r1+tv1(q))(~q,0)
∂r1
· · ·
...
...
∂(rn−k+tvn−k(q))(~q,0)
∂q1
· · · ∂(rn−k+tvn−k(q))(~q,0)
∂qk
∂(rn−k+tvn−k(q))(~q,0)
∂r1
· · ·

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=

1 · · · 0 0 · · · 0
...
...
0 · · · 1 0 · · · 0
∂(tv1(q))(~q,0)
∂q1
· · · ∂(tv1(q))(~q,0)
∂qk
1 · · · 0
...
...
∂(tvn−k(q))(~q,0)
∂q1
· · · ∂(tvn−k(q))(~q,0)
∂qk
0 · · · 1

This matrix is invertible for all t so we can conclude that there exists a ball Bδq0Ht
of radius
δq0Ht around q0, on which Ht is a diffeomorphism.
Let δHt = minq0
δq0Ht . Although DHt is invertible for all time (the size of the neighborhood
will change according to t), we must have t <  for Ht to be defined. Therefore t is less than
 and we can say: For x, y ∈ φ(M) with dRN (x, y) < δHt , we have x+ ~tv(x) 6= y + ~tv(y) for
t < , and we can show injectivity:
Lemma 5. Ht|φ(M) is injective for t < t∗ = min{, δHt3 }.
Proof. Assume instead that there exists some x, y ∈ φ(M) such that x+ ~tv(x) = y + ~tv(y)
and t < t∗. We know by assumption that dRN (x, y) > δHt . Therefore:
δHt < dRN (x, y) = |x− y|
= |x− (x+ ~tv(x)) + (x+ ~tv(x))− y|
= |x− (x+ ~tv(x)) + (y + ~tv(y))− y|
≤ |x− (x+ ~tv(x))|+ |(y + ~tv(y))− y|
= |~tv(x)|+ |~tv(y)| = 2|t| < 2|t∗|
≤ 2δHt/3
which is a contradiction.
We now must compute  (the size of the neighborhood around φ(M) within which each
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point has a unique closest point in φ(M)). Lemma 6 again uses δ which is defined explicitly
following the proof. Recall: δ is chosen such that for dRN (x, y) < δ (x, y ∈ φ(M)) we know
x+ rixwi(x) 6= y + riywi(y) for |rx| < δ and |ry| < δ
Lemma 6. We may take  = min{K−1, δ/3} where |rx| < δ and |ry| < δ.
Proof. Suppose there exists w ∈ Y  such that there are two closest points x, y ∈ φ(M).
Then we can write w = x+ rixwi(x) = y+ r
i
ywi(y) where |rx| <  and |ry| < . We know by
assumption that dRN (x, y) > δ and we have a similar proof as in Lemma 5:
δ < dRN (x, y) = |x− y|
= |x− (x+ rixwi(x)) + (x+ rixwi(x))− y|
= |x− (x+ rixwi(x)) + (y + riywi(y))− y|
≤ |x− (x+ rixwi(x))|+ |(y + riywi(y))− y|
= |rixwi(x)|+ |riywi(y)|
= |rx|+ |ry| < 2 ≤ 2δ/3
which is a contradiction.
We will obtain δ in the following way: Recall E : Nφ(M) → RN acts on points in the
normal bundle over φ(M) by (q, r) 7→ q+r. Here we will be considering the compact subset
of Nφ(M) which consists of vectors ~r such that |r| ≤ .999K−1. In coordinates, recall E is
given by:
E((q1, · · · , qk, r1, · · · , rn−k)) = (x1(q) + riw1i (q), · · · , xN (q) + riwNi (q))
= (φ1(q) + riw1i (q), · · · , φN (q) + riwNi (q)).
Fix q0 = (q
1
0, · · · , qk0 , 0, · · · , 0) ∈ φ(M). For a point (q0, r0) in the fiber over q0 we know
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that DE(q0, r0) is invertible (see proof of Proposition 3) and therefore there is a ball of
radius δ(q0,r0) around (q0, r0) on which E is a diffeomorphism. Because the fiber over q0 is
compact, we can let δq0 = minr0
δ(q0,r0) > 0.
Consider the set
Aq0 = {q ∈ φ(M) : dRN (q, q0) < δq0/2}.
Then E is a diffeomorphism on the subset of Nφ(M) given in normal coordinates by
Bq0 = {(q1, · · · , qk, r1, · · · , rn−k)| |r| < δq0/2, (q1, · · · , qk, 0, · · · , 0) ∈ Aq0}
as follows: For (q1, r1) ∈ Bq0 :
|(q1, r1)− (q0, 0)| = |(q1, r1)− (q1, 0) + (q1, 0)− (q0, 0)|
< |(q1, r1)− (q1, 0)|+ |(q1, 0)− (q0, 0)|
= |r1|+ |(q1, 0)− (q0, 0)|
< δq0/2 + δq0/2 = δq0 .
Therefore for (q1, r1), (q2, r2) ∈ Bq0
(
(q1, r1) 6= (q2, r2)
)
we know (q1, 0), (q2, 0) ∈ Aq0 and
E((q1, r1)) = q1 + r
i
1wi 6= q2 + r12w1 = E((q2, r2)).
We let
δ = inf
q0
δq0/2.
We can now say that for x, y ∈ φ(M) and dRN (x, y) < δ we have x+ rixwi(x) 6= y+ riywi(y)
for |rx| < δ and |ry| < δ by construction.
It remains to compute δ(q0,r0) explicitly, from which we can get δ with the method de-
scribed above (Recall, δ(q0,r0) is the radius around (q0, r0) on which E is a diffeomorphism).
We will compute δ(q0,r0) using a quantitative version of the Implicit Function Theorem
(adapted to the Inverse Function Theorem case), given as a proposition below. The formu-
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lation of the theorem, along with its proof is in Appendix B.
For G ∈ C1(R2N ,RN ), let (q0, y0) ∈ R2N satisfy G(q0, y0) = 0. For fixed γ > 0 let
Vγ = {(q, y) ∈ R2N : |q − q0| ≤ γ, |y − y0| ≤ γ}. In the case where G(q, y) = E(q) − y,
the following theorem is the adaptation of the Implicit Function Theorem to the Inverse
Function Theorem (here the matrix norm ||A|| is the sup norm over the entries):
Proposition 4. Assume that ∂qG(q0, y0) is invertible and choose δ
0 > 0 such that
sup(q,y)∈Vδ0 ||1 − [∂qG(q0, y0)]−1∂qG(q, y)|| ≤ 1/2. Let Bδ0 = sup(q,y)∈Vδ0 ||∂yG(q, y)|| and
M = ||∂qG(q0, y0)−1||. Let δ1 = (2MBδ0)−1δ0 and Γδ1 = {y ∈ Rm : ||y − y0|| < δ1}. Then
in the case that G(q, y) = E(q) − y, the solutions to G(q, y) = 0(⇒ E(q) = y) in the set
{(q, y) : ||q − q0|| < δ0, ||y − y0|| < δ1} are given by (E−1(y), y). Alternatively, E is a
diffeomorphism on E−1(Bδ1(y0)) ∩Bδ0(q0).
We will apply the proposition to E : Nφ(M) → RN . Specifically, in applying the
proposition we have ((q0, r0), y0) as a base point (as opposed to simply writing (q, y) as in
the proposition statement, we will write ((q, r), y) to emphasize use of normal coordinates),
we have G((q, r), y) = E(q, r)− y and G((q0, r0), y0) = 0 (⇒ E((q0, r0)) = y0). Therefore:
∂(q,r)G((q0, r0), y0) = DE(q0, r0) =

∂φ1(q0,r0)
∂q1
+ ri
∂w1i (q0,r0)
∂q1
· · · w1n−k(q0)
...
...
∂φN (q0,r0)
∂q1
+ ri
∂wNi (q0,r0)
∂q1
· · · wNn−k(q0)

which is invertible for |r| < K−1 as required by the proposition’s assumption. Again,
our goal is to get a δ(q0,r0) neighborhood around (q0, r0) on which E is a diffeomorphism.
Following the proposition’s steps we have:
Step 1:
Bδ0
(q0,r0)
= sup((q,r),y)∈V
δ0
(q0,r0)
||∂yG((q, r), y)||
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= sup((q,r),y)∈V
δ0
(q0,r0)
||∂y(E(q, r)− y)||
= sup((q,r),y)∈V
δ0
(q0,r0)
∥∥∥∥∥∥∥∥∥∥

−1 0 0
...
...
0 −1

∥∥∥∥∥∥∥∥∥∥
= 1,
Step 2:
M = ||∂(q,r)G((q0, r0), y0)−1|| = ||DE(q0, r0)−1||.
Using Cramer’s rule and the matrix adjugate to invert DE(q0, r0), we have
(DE(q0, r0)
−1)(j,z) =
1
det(DE(q0, r0))
(−1)(z+j)DE(q0, r0)∗(j,z)
where DE(q0, r0)
∗
(j,z) is the (j, z)th minor of DE(q0, r0), or the determinant of the (n−1)×
(n − 1) matrix constructed by deleting the jth row and zth column of DE(q0, r0), which
gives an explicit way to compute M above.
Step 3:
We want to compute δ0(q0,r0) such that sup((q,r),y)∈Vδ0
(q0,r0)
||1−[DE(q0, r0)]−1DE(q, r)|| ≤ 1/2.
Since this expression doesn’t rely on y, we need δ0(q0,r0) such that for |(q, r)| < δ0(q0,r0) ⇒
||1− [DE(q0, r0)]−1DE(q, r)|| ≤ 1/2. To do this we can consider a first order Taylor series
expansion of DE(q, r) around (q0, r0). (Note: the j index in the second matrix below refers
to coordinates in RN , not an exponent.) We have:
DE(q, r)
=

∂φ1(q0,r0)
∂q1
+ ri
∂w1i (q0,r0)
∂q1
· · · w1N−k(q0)
...
...
∂φN (q0,r0)
∂q1
+ ri
∂wNi (q0,r0)
∂q1
· · · wNN−k(q0)

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+

N∑
j=1
R
(1,1)
j (q, r)(z − zo)j · · ·
N∑
j=1
R
(1,N)
j (q, r)(z − zo)j
...
...
N∑
j=1
R
(N,1)
j (q, r)(z − zo)j · · ·
N∑
j=1
R
(N,N)
j (q, r)(z − zo)j

=

∂φ1(q0)
∂q1
+ ri0
∂w1i (q0)
∂q1
· · · w1N−k(q0)
...
...
∂φN (q0)
∂q1
+ ri0
∂wNi (q0)
∂q1
· · · wNN−k(q0)

+

N∑
j=1
R
(1,1)
j (q, r)(z − zo)j · · ·
N∑
j=1
R
(1,N)
j (q, r)(z − zo)j
...
...
N∑
j=1
R
(N,1)
j (q, r)(z − zo)j · · ·
N∑
j=1
R
(N,N)
j (q, r)(z − zo)j

where z − zo = (q1 − q10, · · · , qk − qk0 , r1 − r10, · · · , rn−k − rN−k0 ). We have a uniform bound
on the error term given by:
|R(l,m)j (q, r)| ≤ max
{∣∣∣∣∂fml ((q, r))∂zj
∣∣∣∣ : 1 ≤ j ≤ N, r ≤ .999K−1, q ∈ φ(M)} def= G(m,l)
For (l,m) with 1 ≤ l ≤ N and 1 ≤ m ≤ k, fml = ∂φ
m(q)
∂ql
+ ri
∂wmi (q)
∂ql
. For (l,m) with
1 ≤ l ≤ N and k + 1 ≤ m ≤ N , fml = wlm(q).
Plugging the above sum for DE(q, r) in the expression ||1− [DE(q0, r0)]−1DE(q, r)|| we
see that the first term cancels with the identity matrix and we are left with:
∥∥∥∥∥∥∥∥∥∥∥∥
[DE(q0, r0)]
−1

N∑
j=1
R
(1,1)
j (q, r)(z − zo)j · · ·
N∑
j=1
R
(1,N)
j (q, r)(z − zo)j
...
...
N∑
j=1
R
(N,1)
j (q, r)(z − zo)j · · ·
N∑
j=1
R
(N,N)
j (q, r)(z − zo)j

∥∥∥∥∥∥∥∥∥∥∥∥
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=
∥∥∥∥∥∥∥∥∥∥∥∥

([DE(q0, r0)]
−1)(1,p)
N∑
j=1
R
(p,1)
j (q, r)(z − zo)j · · ·
...
([DE(q0, r0)]
−1)(N,p)
N∑
j=1
R
(p,1)
j (q, r)(z − zo)j · · ·
...

([DE(q0, r0)]
−1)(1,p)
N∑
j=1
R
(p,N)
j (q, r)(z − zo)j
...
([DE(q0, r0)]
−1)(N,p)
N∑
j=1
R
(p,N)
j (q, r)(z − zo)j
 ‖
≤
∥∥∥∥∥∥∥∥∥∥∥∥

([DE(q0, r0)]
−1)(1,p)δ0(q0,r0)
N∑
j=1
R
(p,1)
j (q, r) · · ·
...
([DE(q0, r0)]
−1)(N,p)δ0(q0,r0)
N∑
j=1
R
(p,1)
j (q, r) · · ·
...

([DE(q0, r0)]
−1)(1,p)δ0(q0,r0)
N∑
j=1
R
(p,N)
j (q, r)
...
([DE(q0, r0)]
−1)(N,p)δ0(q0,r0)
N∑
j=1
R
(p,N)
j (q, r)
 ‖
≤
∥∥∥∥∥∥∥∥∥∥

([DE(q0, r0)]
−1)(1,p)δ0(q0,r0)NG
(p,1) · · · ([DE(q0, r0)]−1)(1,p)δ0(q0,r0)NG(p,N)
...
...
([DE(q0, r0)]
−1)(N,p)δ0(q0,r0)NG
(p,1) · · · ([DE(q0, r0)]−1)(N,p)δ0(q0,r0)NG(p,N)

∥∥∥∥∥∥∥∥∥∥
(4.1)
Letting δ0(q0,r0) =
1
2max
(l,m)
([DE(q0,r0)]−1)(l,p)NG(p,m)
we have that the last term in (4.1) does
not exceed 1/2, as each entry has absolute value less than 1/2 by construction.
Step 4: Now that we have a value for δ0(q0,r0) we can compute δ
1
(q0,r0)
as in the statement
of Proposition 4 by:
δ1(q0,r0) = (2MBδ0(q0,r0)
)−1δ0(q0,r0) = (2M)
−1δ0(q0,r0)
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where the last equality is from Step 1 and M is computed in Step 2.
Step 5: By Proposition 4 we know E is a diffeomorphism on
P(q0,r0) = E
−1(Bδ1
(q0,r0)
(y0)) ∩Bδ0
(q0,r0)
(q0, r0).
In particular, we need a ball of radius δ(q0,r0) around (q0, r0) on which E is a diffeomorphism.
First, we need a δ3(q0,r0) such that for
|(q, r)− (q0, r0)| < δ3(q0,r0) ⇒ |E(q, r)− E(q0, r0)| = |E(q, r)− y0| < δ1(q0,r0)
We can again compute this δ3(q0,r0) using a Taylor series expansion of E around (q0, r0). We
have
E(q, r) = E(q0, r0) +
(∑
j
R1j (q, r)((q, r)− (q0, r0))j , · · · ,
∑
j
RNj (q, r)((q, r)− (q0, r0))j
)
where we have bounds on the error terms given by:
|Rpj (q, r)| ≤ max
{∣∣∣∣∂(φp + riwpi )(q, r)∂zj
∣∣∣∣ : 1 ≤ j ≤ N, q ∈ φ(M), r ≤ .999K−1} def= Gp
Then we have
|E(q, r)− E(q0, r0)|2
= |(∑
j
R1j (q, r)((q, r)− (q0, r0))j , · · · ,
∑
j
RNj (q, r)((q, r)− (q0, r0))j
)|2
=
N∑
p=1
(
∑
j
Rpj (q, r)((q, r)− (q0, r0))j)2 =
N∑
p=1
|
∑
j
Rpj (q, r)((q, r)− (q0, r0))j |2
≤
N∑
p=1
∑
j
|Rpj (q, r)((q, r)− (q0, r0))j |2 ≤
N∑
p=1
∑
j
|Gp((q, r)− (q0, r0))j |2
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≤
N∑
p=1
∑
j
|Gpδ3(q0,r0)|2 = (δ3(q0,r0))2
N∑
p=1
∑
j
|Gp|2 = N(δ3(q0,r0))2
N∑
p=1
|Gp|2.
Therefore
|E(q, r)− E(q0, r0)| ≤ δ3(q0,r0)
√√√√N N∑
p=1
|Gp|2,
and letting δ3(q0,r0) = δ
1
(q0,r0)
/
(√
N
N∑
p=1
|Gp|2
)
gives the required radius. We finally set
δ(q0,r0) = min{δ3(q0,r0), δ0(q0,r0)}
Returning to the statement in Lemma 5, we had: Ht|φ(M) is injective for t < t∗ =
min{, δHt3 } = min{K−1, δ/3,
δHt
3 }. By definition we know that for x, y ∈ φ(M) and
dRN (x, y) < δ we have x + r
i
xwi(x) 6= y + riywi(y) (where |rx| < δ and |ry| < δ). How-
ever, we also have that for x, y ∈ φ(M) satisfying dRN (x, y) < δHt , x + ~tv(x) 6= y + ~tv(y)
for t <  < δ. Therefore we can say that δ < δHt . This is because our specific vector field
t~v gives a particular set of ri’s at each point, allowing for a larger diffeormorphic neighbor-
hood around the base point than a neighborhood that works for all set of ri’s. Therefore
we have Ht|φ(M) is injective for t < t∗ = min{, δHt3 } = min{K−1, δ3 ,
δHt
3 } = min{K−1, δ3}
as required.
We have shown that φt is an injective immersion for t ≤ t∗ (by the fact that t∗ ≤ ).
Since M is compact φt is an embedding.
This concludes the proof of Theorem 5.
Chapter 5
Distance Penalty Function: A Special Case
We would like to study gradient flow in the case of a simple example, where we can ex-
plicitly compute the flow, or at least determine its existence with the use of standard PDE
techniques. We will embed a circle into R2 and examine its flow in approximating the fixed
set of data points consisting only of the origin.
Furthermore, because of the computational complexity of the curvature term, this chapter
will only treat the distance penalty term, restated below. In particular, we will consider
three variations of the computation of its gradient vector field and their resulting flows. It
should be noted that the second case is a projection of the first case onto normal directions
and is therefore no longer the gradient, but is of interest in light of the findings in Chapter
4.
Let M = S1, N = 2 and the collection of fixed points to be approximated (S = {xi} in
the Introduction) consist only of the origin. With this set up, we are considering negative
gradient flow in the space Emb(S1,R2). The initial embedding φ0 will be a circle centered
on the y-axis:
φ0(θ) = (cos(θ), sin(θ)− k)
We would like to look at the negative gradient flow of the distance penalty function
Pd(φ) =
∫
S1
d2(φ(m), xi)dvolS1
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under three variations of the gradient computation. The computation of the gradient in the
following three cases is given in Appendix C.
5.1 CASE 1: Holding the volume element constant in the gradient com-
putation
Holding the volume element constant means we are considering the volume form on S1 as
opposed to the induced volumed form on φ(S1). Treating the volume in this way for the
gradient calculation gives a gradient flow of (See Appendix C):
gradP (φ(m)) = 2φ(m)
which in general is non-normal to points in φ(S1). With the set up and initial conditions
above we have the system:
d
dt
φt(θ) = −gradP (φ) = −2φt(θ)
φ0(θ) = (cos(θ), sin(θ)− k)
for fixed k ∈ Z. Consider the flow
φt(θ) = (cos(θ)e
−2t, (sin(θ)− k)e−2t)
Then we have
d
dt
φt(θ) = (−2cos(θ)e−2t,−2(sin(θ)− k)e−2t)) = −2φt(θ)
with the required initial condition.
NOTE: It is clear that the flow φ(θ) exists for all time but we need to check that it is
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also an embedding for all time. We want to see if there exists a time t where:
φt(θ1) = (cos(θ1)e
−2t, (sin(θ1)− k)e−2t) = (cos(θ2)e−2t, (sin(θ2)− k)e−2t) = φt(θ2)
For this to be the case we would have:
cos(θ1) = cos(θ2)⇒ θ1 = ±θ2
and
sin(θ1) = sin(θ2)
which with the restriction about means θ1 = θ2. Therefore the flow φt(θ) is an embedding
for all time.
Below we can see the progression of the initial embedding at four times (with k set to 4):
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5.2 CASE 2: Projecting Case 1 Gradient Flow Onto Normal Directions
In this case we will study the projection of Case 1’s gradient vector field onto normal
directions. While this new vector field on φ(S1) will no longer be gradient flow, it is
computationally worthwhile to study from a PDE perspective, especially in light of Chapter
4’s findings. The gradient flow from Case 1 given by
gradP (φ)(m) = 2φ(m)
is in general not normal to point in φ(M). Adding in the term (see Appendix C):
−2
k∑
r,l=1
N∑
j=1
grlφ(m)j
∂φ(m)j
∂yl
∂r
will result in a vector field that projects the gradient flow’s component functions onto their
normal directions. It should be noted that the term above is for a general embedding into
RN and will be adapted to our case below.
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With the same initial embedding and set up as in Case 1, we would like to write the
new gradient equation as an explicit coupled system of PDE’s. In other words we want to
write ∂φ(t,θ)∂t = −gradP (φ) as a two component function of φ1, φ2 and their derivatives of θ
and t.
Term 1:
2φ = 2(φ1, φ2)
by the setup.
Term 2: The manifold coordinates (r, l indices) consist only of θ in our case and j = 1, 2.
Therefore the term reduces to:
−2
k∑
r,l=1
N∑
j=1
grlφ(m)j
∂φ(m)j
∂yl
∂r = −2(gθθφ1∂φ
1
∂θ
+ gθθφ2
∂φ2
∂θ
)
∂
∂θ
(5.1)
We need to write ∂∂θ as a two component vector in R
2, where we are specifically considering
the pushforward of ∂∂θ under the map φ : S
1 → R2. Therefore
φ∗(
∂
∂θ
) =
∂φ1
∂θ
∂x +
∂φ2
∂θ
∂y
Note that: gθθ = 1/gθθ, where
gθ,θ =
∂φ
∂θ
· ∂φ
∂θ
= (
∂φ1
∂θ
)2 + (
∂φ2
∂θ
)2 = |∂φ
∂θ
|2
and therefore gθθ = 1/|∂φ∂θ |2. Substituting back into (5.1) we have:
−2(gθθφ1∂φ
1
∂θ
+ gθθφ2
∂φ2
∂θ
)
∂
∂θ
=
(−2φ1
|∂φ∂θ |2
∂φ1
∂θ
+
−2φ2
|∂φ∂θ |2
∂φ2
∂θ
)(
∂φ1
∂θ
,
∂φ2
∂θ
)
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=
(
−2φ1(∂φ1∂θ )2 − 2φ2 ∂φ
1
∂θ
∂φ2
∂θ
|∂φ∂θ |2
,
−2φ1 ∂φ1∂θ ∂φ
2
∂θ − 2φ2(∂φ
2
∂θ )
2
|∂φ∂θ |2
)
Putting the two terms together we have a final coupled system:
∂φ(t, θ)
∂t
=
(∂φ1(t, θ)
∂t
,
∂φ2(t, θ)
∂t
)
= −
(
2φ1 +
−2φ1(∂φ1∂θ )2 − 2φ2 ∂φ
1
∂θ
∂φ2
∂θ
|∂φ∂θ |2
, 2φ2 +
−2φ1 ∂φ1∂θ ∂φ
2
∂θ − 2φ2(∂φ
2
∂θ )
2
|∂φ∂θ |2
)
Each component in the vector field has the physical interpretation of projecting −2φi onto
the normal direction at φ(m) ∈ φ(M), making the gradient flow normal at every point. We
can represent this system in matrix form:
 ∂φ1∂t
∂φ2
∂t
 = 2|∂φ∂θ |2
 φ1 ∂φ1∂θ φ2 ∂φ1∂θ
φ1 ∂φ
2
∂θ φ
2 ∂φ2
∂θ
 ∂φ1∂θ
∂φ2
∂θ
− 2
 φ1
φ2

φ(θ, 0) = (φ1(θ, 0), φ2(θ, 0)) = (cos(θ), sin(θ)− k)
This is a first order fully nonlinear system in (φ1, φ2), as the first order term is squared. We
would like to apply the Cauchy-Kovalevskaya theorem [1] to the system, which gives a power
series solution with a radius of convergence r in the (θ, t) domain (r to be determined). The
full text of the theorem, as written in Evans’ Partial Differential Equations [1], is given in
Appendix D. Obtaining a value for r will give us a time interval on which the solution is
defined. The theorem requires the system to contain analytic functions of ~φ, have analytic
Cauchy data specified on an analytic, noncharacteristic hypersurface and be quasilinear.
The hypersurface Γ in our case is the 1-dimensional hyperplane in R2 given by t = 0 on
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which we have the above boundary conditions. The hypersurface is noncharacteristic for
the PDE if the coefficient of the highest order derivative in t (in our case the coefficient of
∂φ
∂t ) is nonzero for all values of its arguments. Because the coefficient of this term is 1 in our
case, this condition is trivially satisfied. We need to make two adjustments to the system
to transform it to a quasilinear system with analytic Cauchy data that is identically 0 on
Γ.
Step 1: Transforming to Quasilinear System
Folland’s treatment of the Cauchy-Kovalevskaya theorem in Introduction to Partial Dif-
ferential Equations [2] contains a method for transforming a fully nonlinear system to a
quasilinear system, after which we will revert back to the set up of Evans’ proof. The goal
is to end up with the system in the form:
∂t~Y = Aθ(θ, t, ~Y )∂θ~Y +B(θ, t, ~Y )
~Y (θ, 0) = ~Φ(θ)
where Y, B and Φ are vector valued, A is matrix valued and where the system is now
quasilinear in Y’s entries. The full text of the transformation method is given in Appendix
D. In our case, α (the multi-index in the spatial variables used in Folland) is a single index
(our only spatial variable is θ), j is the order of derivatives in t and k = 1 (first order
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system). This gives the following entries for ~Y :
~Y =

~y00
~y10
~y01
 =

φ1
φ2
∂φ1
∂θ
∂φ2
∂θ
∂φ1
∂t
∂φ2
∂t

which will make the system above six dimensional:

∂tφ
1
∂tφ
2
∂2θtφ
1
∂2θtφ
2
∂2ttφ
1
∂2ttφ
2

= Aθ(θ, t, ~Y )

∂θφ
1
∂θφ
2
∂2θθφ
1
∂2θθφ
2
∂2θtφ
1
∂2θtφ
2

+B(θ, t, ~Y )
with initial conditions:
y00(θ, 0) = φ(θ, t) = (cosθ, sinθ − k)
y10(θ, 0) =
∂φ
∂θ
(θ, 0) =
∂φ0
∂θ
(θ) = (−sinθ, cosθ)
y01(θ, 0) =
∂φ
∂t
(θ, 0) =
(
−2φ10 +
2φ10(
∂φ10
∂θ )
2 + 2φ20
∂φ10
∂θ
∂φ20
∂θ
|∂φ0∂θ |2
,−2φ20 +
2φ10
∂φ10
∂θ
∂φ20
∂θ + 2φ
2
0(
∂φ20
∂θ )
2
|∂φ0∂θ |2
)
= (−2 cos θ + 2 cos θ(− sin θ)2 + 2(sin θ − k)(− sin θ)(cos θ),
−2(sin θ − k) + 2 cos θ(− sin θ)(cos θ) + 2(sin θ − k)(cos θ)2)
= (−2 cos θ + 2 sin2 θ cos θ − 2 sin2 θ cos θ + 2k sin θ cos θ,
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−2 sin θ + 2k − 2 sin θ cos2 θ + 2 sin θ cos2 θ − 2k cos2 θ)
=
(−2 cos θ + 2k sin θ cos θ,−2 sin θ + 2k − 2k cos2 θ)
We need to compute the Aθ(θ, t, ~Y ) matrix and the B(θ, t, ~Y ) vector, which require com-
puting ∂
2φ1
∂θ∂t ,
∂2φ2
∂θ∂t ,
∂2φ1
∂t2
and ∂
2φ2
∂t2
(the first two components of ∂t~Y , or 〈∂φ1∂t , ∂φ
2
∂t 〉, are given
by the original system):
1)
∂2φ1
∂θ∂t
= ∂θ
(
− 2φ1 + 2φ
1(∂φ
1
∂θ )
2 + 2φ2 ∂φ
1
∂θ
∂φ2
∂θ
|∂φ∂θ |2
)
= −2∂φ
1
∂θ
+
2|∂φ∂θ |2
(∂φ1
∂θ (
∂φ1
∂θ )
2 + 2φ1 ∂φ
1
∂θ
∂2φ1
∂θ2
)− 2φ1(∂φ1∂θ )2(2∂φ1∂θ ∂2φ1∂θ2 + 2∂φ2∂θ ∂2φ2∂θ2 )
|∂φ∂θ |4
+
2|∂φ∂θ |2
(∂φ2
∂θ
∂φ1
∂θ
∂φ2
∂θ + φ
2(∂
2φ1
∂2θ
∂φ2
∂θ +
∂φ1
∂θ
∂2φ2
∂2θ
)
)− 2φ2 ∂φ1∂θ ∂φ2∂θ (2∂φ1∂θ ∂2φ1∂θ2 + 2∂φ2∂θ ∂2φ2∂θ2 )
|∂φ∂θ |4
= −2∂φ
1
∂θ
+
2|∂φ∂θ |2
(
(∂φ
1
∂θ )
3 + 2φ1 ∂φ
1
∂θ
∂2φ1
∂θ2
)− 2φ1(∂φ1∂θ )2(2∂φ1∂θ ∂2φ1∂θ2 + 2∂φ2∂θ ∂2φ2∂θ2 )
|∂φ∂θ |4
+
2|∂φ∂θ |2
(
(∂φ
2
∂θ )
2 ∂φ1
∂θ + φ
2(∂
2φ1
∂2θ
∂φ2
∂θ +
∂φ1
∂θ
∂2φ2
∂2θ
)
)− 2φ2 ∂φ1∂θ ∂φ2∂θ (2∂φ1∂θ ∂2φ1∂θ2 + 2∂φ2∂θ ∂2φ2∂θ2 )
|∂φ∂θ |4
2)
∂2φ2
∂θ∂t
= ∂θ
(
− 2φ2 + 2φ
1 ∂φ1
∂θ
∂φ2
∂θ + 2φ
2(∂φ
2
∂θ )
2
|∂φ∂θ |2
)
= −2∂φ
2
∂θ
+
2|∂φ∂θ |2
(
(∂φ
2
∂θ )
3 + 2φ2 ∂φ
2
∂θ
∂2φ2
∂θ2
)− 2φ2(∂φ2∂θ )2(2∂φ2∂θ ∂2φ2∂θ2 + 2∂φ1∂θ ∂2φ1∂θ2 )
|∂φ∂θ |4
+
2|∂φ∂θ |2
(
(∂φ
1
∂θ )
2 ∂φ2
∂θ + φ
1(∂
2φ2
∂2θ
∂φ1
∂θ +
∂φ2
∂θ
∂2φ1
∂θ2
)
)− 2φ1 ∂φ2∂θ ∂φ1∂θ (2∂φ2∂θ ∂2φ2∂θ2 + 2∂φ1∂θ ∂2φ1∂θ2 )
|∂φ∂θ |4
3)
∂2φ1
∂t2
= ∂t
(
− 2φ1 + 2φ
1(∂φ
1
∂θ )
2 + 2φ2 ∂φ
1
∂θ
∂φ2
∂θ
|∂φ∂θ |2
)
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= −2∂φ
1
∂t
+
2|∂φ∂θ |2
(∂φ1
∂t (
∂φ1
∂θ )
2 + 2φ1 ∂φ
1
∂θ
∂2φ1
∂θ∂t
)− 2φ1(∂φ1∂θ )2(2∂φ1∂θ ∂2φ1∂θ∂t + 2∂φ2∂θ ∂2φ2∂θ∂t )
|∂φ∂θ |4
+
2|∂φ∂θ |2
(∂φ2
∂t
∂φ1
∂θ
∂φ2
∂θ + φ
2(∂
2φ1
∂θ∂t
∂φ2
∂θ +
∂φ1
∂θ
∂2φ2
∂θ∂t )
)− 2φ2 ∂φ1∂θ ∂φ2∂θ (2∂φ1∂θ ∂2φ1∂θ∂t + 2∂φ2∂θ ∂2φ2∂θ∂t )
|∂φ∂θ |4
4)
∂2φ1
∂t2
= ∂t
(
− 2φ2 + 2φ
1 ∂φ1
∂θ
∂φ2
∂θ + 2φ
2(∂φ
2
∂θ )
2
|∂φ∂θ |2
)
= −2∂φ
2
∂t
+
2|∂φ∂θ |2
(∂φ2
∂t (
∂φ2
∂θ )
2 + 2φ2 ∂φ
2
∂θ
∂2φ2
∂θ∂t
)− 2φ2(∂φ2∂θ )2(2∂φ2∂θ ∂2φ2∂θ∂t + 2∂φ1∂θ ∂2φ1∂θ∂t )
|∂φ∂θ |4
+
2|∂φ∂θ |2
(
∂φ1
∂t
∂φ2
∂θ
∂φ1
∂θ + φ
1(∂
2φ2
∂θ∂t
∂φ1
∂θ +
∂φ2
∂θ
∂2φ1
∂θ∂t )
)
− 2φ1 ∂φ2∂θ ∂φ
1
∂θ (2
∂φ2
∂θ
∂2φ2
∂θ∂t + 2
∂φ1
∂θ
∂2φ1
∂θ∂t )
|∂φ∂θ |4
Our matrix system then becomes:

∂tφ
1
∂tφ
2
∂2θtφ
1
∂2θtφ
2
∂2ttφ
1
∂2ttφ
2

= Aθ(θ, t, ~Y )

∂θφ
1
∂θφ
2
∂2θθφ
1
∂2θθφ
2
∂2θtφ
1
∂2θtφ
2

+B(θ, t, ~Y )
= A(θ, t, Y )

∂θφ
1
∂θφ
2
∂2θθφ
1
∂2θθφ
2
∂2θtφ
1
∂2θtφ
2

+

−2φ1
−2φ2
0
0
−2∂φ1∂t
−2∂φ2∂t

The rows of the A matrix are given by:
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A1,i =
(
2φ1 ∂φ
1
∂θ
| ∂φ
∂θ
|2
2φ2 ∂φ
1
∂θ
| ∂φ
∂θ
|2 0 0 0 0
)
A2,i =
(
2φ1 ∂φ
2
∂θ
| ∂φ
∂θ
|2
2φ2 ∂φ
2
∂θ
| ∂φ
∂θ
|2 0 0 0 0
)
A3,i =
(
−2 + 2(
∂φ1
∂θ
)2+2( ∂φ
2
∂θ
)2
| ∂φ
∂θ
|2 0
4φ1 ∂φ
1
∂θ
+2φ2 ∂φ
2
∂θ
| ∂φ
∂θ
|2 +
−4φ1( ∂φ1
∂θ
)3−4φ2( ∂φ1
∂θ
)2 ∂φ
2
∂θ
| ∂φ
∂θ
|4
)
...
(
−4φ1( ∂φ1
∂θ
)2 ∂φ
2
∂θ
−4φ2 ∂φ1
∂θ
( ∂φ
2
∂θ
)2
| ∂φ
∂θ
|4 +
2φ2 ∂φ
1
∂θ
| ∂φ
∂θ
|2 0 0
)
A4,i =
(
0 −2 + 2(
∂φ2
∂θ
)2+2( ∂φ
1
∂θ
)2
| ∂φ2
∂θ
|2
−4φ2( ∂φ2
∂θ
)2 ∂φ
1
∂θ
−4φ1 ∂φ2
∂θ
( ∂φ
1
∂θ
)2
| ∂φ
∂θ
|4 +
2φ1 ∂φ
2
∂θ
| ∂φ
∂θ
|2
)
...
(
4φ2 ∂φ
2
∂θ
+2φ1 ∂φ
1
∂θ
| ∂φ
∂θ
|2 +
−4φ2( ∂φ2
∂θ
)3−4φ1( ∂φ2
∂θ
)2 ∂φ
1
∂θ
| ∂φ
∂θ
|4 0 0
)
A5,i =
(
2 ∂φ
1
∂θ
∂φ1
∂t
+2 ∂φ
2
∂θ
∂φ2
∂t
| ∂φ
∂θ
|2 0 0
)
...
(
0
4φ1 ∂φ
1
∂θ
+2φ2 ∂φ
2
∂θ
| ∂φ
∂θ
|2 +
−4φ1( ∂φ1
∂θ
)3−4φ2( ∂φ1
∂θ
)2 ∂φ
2
∂θ
| ∂φ
∂θ
|4
−4φ1( ∂φ1
∂θ
)2 ∂φ
2
∂θ
−4φ2 ∂φ1
∂θ
( ∂φ
2
∂θ
)2
| ∂φ
∂θ
|4 +
2φ2 ∂φ
1
∂θ
| ∂φ
∂θ
|2
)
A6,i =
(
0
2 ∂φ
2
∂θ
∂φ2
∂t
+2 ∂φ
1
∂θ
∂φ1
∂t
| ∂φ2
∂θ
|2
0
)
...
(
−4φ2( ∂φ2
∂θ
)2 ∂φ
1
∂θ
−4φ1 ∂φ2
∂θ
( ∂φ
1
∂θ
)2
| ∂φ
∂θ
|4 +
2φ1 ∂φ
2
∂θ
| ∂φ
∂θ
|2
4φ2 ∂φ
2
∂θ
+2φ1 ∂φ
1
∂θ
| ∂φ
∂θ
|2 +
−4φ2( ∂φ2
∂θ
)3−4φ1( ∂φ2
∂θ
)2 ∂φ
1
∂θ
| ∂φ
∂θ
|4
)
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Now our system is first order quasilinear in the entries of ~Y (i.e. the components of the A
matrix and B vector are explicit analytic functions in ~Y ’s entries).
Step 2: Transforming System to have Analytic Cauchy Data that is Identi-
cally 0 on Γ
Cauchy data for a k-th order quasilinear system consists of derivatives up to order k − 1
of the solution defined on the boundary Γ in the normal direction (to Γ at each x ∈ Γ ).
Evans’ [1] definition of Cauchy data is given in Appendix D. In our case Γ = t = 0, but
because k = 1, the Cauchy data consists only of initial data for the system defined at t = 0.
The set up requires Cauchy data to be identically 0 on Γ, or ~Y |t=0 = 0, but we know from
the computation of the vector of initial conditions above that this is not the case. We can
adjust the system by defining
Ψ =

ψ1
ψ2
ψ3
ψ4
ψ5
ψ6

= Y − Y0 =

φ1 − φ10
φ2 − φ20
∂φ1
∂θ − ∂φ
1
∂θ |t=0
∂φ2
∂θ − ∂φ
2
∂θ |t=0
∂φ1
∂t − ∂φ
1
∂t |t=0
∂φ2
∂t − ∂φ
1
∂t |t=0

=

φ1 − cos θ
φ2 − (sin θ − k)
∂φ1
∂θ + sin θ
∂φ2
∂θ − cos θ
∂φ1
∂t − (−2 cos θ + 2k sin θ cos θ)
∂φ2
∂t − (−2 sin θ + 2k − 2k cos2 θ)

⇒

φ1
φ2
∂φ1
∂θ
∂φ2
∂θ
∂φ1
∂t
∂φ2
∂t

=

ψ1 + cos θ
ψ2 + sin θ − k
ψ3 − sin θ
ψ4 + cos θ
ψ5 − 2 cos θ + 2k sin θ cos θ
ψ6 − 2 sin θ + 2k − 2k cos2 θ

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With this substitution in the system from Step 1, it is clear that we will have a quasilinear
first order system in the entries of Ψ with Cauchy data that is identically zero on Γ (Ψt=0 =
0). Note: to align with Evans’ proof we have n = 2 (number of domain variables ((x1, x2) =
(θ, t)), m = 6 (number of Ψ components) and Ψ = 0 when t = 0 for all values of θ. With
this second adjustment our system is:
∂t~Ψ = A˜θ(θ, t, ~Ψ)∂θ~Ψ + B˜(θ, t, ~Ψ)
~Ψ(θ, 0) = 0
where the A˜ matrix and B˜ vector contain analytic functions in the entries of Ψ, θ and t.
Step 3: Applying Cauchy-Kovalevskaya Theorem
Our system now satisfies the conditions of the Cauchy-Kovalevskaya Theorem as written in
Evans, where the radius of convergence r in the (θ, t) domain ((15) in Appendix D) will be
extracted from the proof. The first part of the proof demonstrates how to compute each
term of the power series solution:
~Ψ =
∑
α
Ψα(θ, t)
α =
∑
α
Dαψ(0)
α!
(θ, t)α
Note: this will technically be a six component vector solution, each component of which is
a power series. We are only interested in the first two components. Step 2 of Evans’ proof
(Appendix D) finds a radius of convergence on which every function in both the A˜ matrix
and B˜ vector converges. Consider the entry A˜11 under the change of variables made in Step
2 above:
A˜11 =
2φ1 ∂φ
1
∂θ
|∂φ∂θ |2
=
2(ψ1 + cos θ)(ψ3 − sin θ)
(ψ3 − sin θ)2 + (ψ4 + cos θ)2
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=
2(ψ1ψ3 − ψ1 sin θ + ψ3 cos θ − cos θ sin θ)
(ψ3 − sin θ)2 + (ψ4 + cos θ)2
Because this is a rational function in the components of Ψ with trigonometric coefficients,
it is analytic for all ψ, θ in its domain. To determine a |ψ| range on which the denominator
is nonzero we have:
(ψ3 − sin θ)2 + (ψ4 + cos θ)2 = (ψ3)2 − 2ψ3 sin θ + sin2 θ + (ψ4)2 + 2ψ4 cos θ + cos2 θ
= 1 + (ψ3)2 + (ψ4)2 + 2(ψ4 cos θ − ψ3 sin θ)
This will be greater than zero when 1 + (ψ3)2 + (ψ4)2 > −2(ψ4 cos θ − ψ3 sin θ) and in
particular when 1 > −2(ψ4 cos θ − ψ3 sin θ). But because −4|ψ| < 2(ψ4 cos θ − ψ3 sin θ) ⇒
−2(ψ4 cos θ − ψ3 sin θ) < 4|ψ|, fixing 0 < |ψ| < 14 guarantees this condition.
We can see that all entries of A˜ and B˜ are similar rational functions with either |∂φ∂θ |2 or
|∂φ∂θ |4 in the denominator and therefore their power series also converge on the same |ψ|
range. In particular we can say the component functions are analytic when |Ψ| < 14 .
To mimic Step 2 of Evans’ proof, we can also say the component functions of the A˜
matrix are analytic when |ψ| + |θ| < 14 = s. But in reality the component functions are
analytic whenever |ψ| < 1/4, for all θ. Steps 4 through 6 in Evans’ proof show that the
power series solution converges by constructing a new system (with a A˜∗ matrix and B˜∗
vector in our setup), whose power series solution Ψ∗ converges and “majorizes” the original.
A definition for “majorize” is given in Appendix D. This proves that the original power series
solution converges by Lemma (i) (Appendix D- first part of Lemma entitled Majorants)).
To get a system that majorizes the original, we know that the power series expansion of
all component functions A˜ij , B˜q for (0 < i, j, q < 6) converge for (Ψ, θ) such that |(Ψ, θ)| <
s
2 =
1
8 . This is by the fact that
|(Ψ, θ)| < s
2
⇒ s ≥ 2|(Ψ, θ)| = 2
√
(ψ1)2 + · · ·+ (ψ6)2 + θ2 ≥
√
(ψ1)2 + · · ·+ (ψ6)2 + |θ|
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≥ |Ψ|+ |θ|
Again this is done to exactly match Evans’ set up in Lemma (ii) in Appendix D. Choosing r
such that 0 ≤ r√7 ≤ 18 (or r ≤ 18√7 ) we can apply Lemma (ii) to each component function
of the system to get a majorizing system:
∂t ~Ψ∗ = A˜∗θ(θ, t, ~Ψ)∂θ ~Ψ∗ + B˜∗(θ, t, ~Ψ)
where each component of both the A˜∗ matrix and B˜∗ vector is:
A˜∗ij = B˜∗q =
Cr
r − (ψ1 + · · ·+ ψ6)− (θ)
for 0 ≤ i, j, q ≤ 6. Note that this system will majorize the original for |(ψ, θ)| ≤ r√
7
so in
particular it will majorize the original for |Ψ|+ |θ| < r√
7
(|θ| can range between 0 and r√
7
).
This uses the fact that |(Ψ, θ)| < |Ψ| + |θ|, written to match the last line of Evans 243,
according to the proof of Lemma (ii). Additionally C is chosen to be
C = max{Cij , Cq}
0 ≤ i, j, q ≤ 6 where the Cij , Cq’s are chosen as in the proof of Lemma (ii) for each of the
component functions in A˜∗ and B˜∗. The majorizing system is then (by Evans page 244):
∂t ~Ψ∗ =
Cr
r − (ψ1∗ + · · ·+ ψ∗6)− θ
(∑
l
Ψl∗θ + 1
)
for |(θ, t)| < r√
7
with solution:
Ψ∗ = v∗(1, 1, 1, 1, 1, 1)
v∗(θ, t) =
1
12
(
r√
7
− θ −
√
(
r√
7
− θ)2 − 24C r√
7
t
)
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which is analytic (for |(θ, t)| < r√
7
) and for (θ, t) such that the quantity under the square
root is positive. This gives an additional constraint on (θ, t):
(
r√
7
− θ)2 > 24C r√
7
t⇒ t <
√
7( r√
7
− θ)2
24C
Because 0 < |θ| < r√
7
, t approaches 0 as |θ| approaches r√
7
. Taking a compact interval
around θ = 0 gives a region on which solutions exist for positive time. For example we can
restrict the interval to |θ| < r7 , with the smallest value of t occurring at θ = r7 . This gives a
lower bound for t in this compact interval around θ = 0. We can get a similar interval for
all θ ∈ [0, 2pi], and because S1 is compact we can take the minimum time interval across
the circle for short time existence of the solution everywhere.
We have therefore shown with the application of the Cauchy-Kovalevskaya Theorem that
for the vector field constructed through projecting the Case 1 gradient onto normal direc-
tions, a solution for the flow (towards the origin) exists for short time.
Step 4: Special Case k=0
Recall that the original system
∂φ(t, θ)
∂t
=
(
∂φ1(t, θ)
∂t
,
∂φ2(t, θ)
∂t
)
=
(
−2φ1 + 2φ
1(∂φ
1
∂θ )
2 + 2φ2 ∂φ
1
∂θ
∂φ2
∂θ
|∂φ∂θ |2
,−2φ2 + 2φ
1 ∂φ1
∂θ
∂φ2
∂θ + 2φ
2(∂φ
2
∂θ )
2
|∂φ∂θ |2
)
had initial conditions: φ(θ, 0) = (cos θ, sin θ−k). Setting k = 0 means our initial embedding
is the unit circle centered at the origin.
We can compute the solution by computing the power series given in the Cauchy-
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Kovalevskaya theorem. We will compute:
(φ1(θ, t), φ2(θ, t)) = (
∑
α
φ1α(θ, t)
α,
∑
α
φ2α(θ, t)
α)
where φiα =
Dαφ1(0)
α! . We can explicitly compute the φ
1 series as follows:
To have Cauchy data that is identically zero when t = 0 we make a similar adjustment as
in Step 2 above. We can define:
(ψ1, ψ2) = (φ1 − φ1|t=0, φ2 − φ2|t=0) = (φ1 − cos θ, φ2 − sin θ)
and we will therefore be computing Taylor coefficients in ψ around (θ, t) = (0, 0).
α = (n, 0) terms (n derivatives in θ and 0 in t):
D(n,0)ψ1(0)
n!
=
∂nφ1
∂θn
(0, 0)− ∂
nφ10
∂θn
(0) = 0
α = (n, 1) terms (n derivatives in θ and 1 in t):
D(0,1)ψ1(0)
1!
=
∂φ1
∂t
(0, 0)− ∂φ
1
0
∂t
(0) =
∂φ1
∂t
(0, 0) = −2φ10(0) = −2 cos(θ)|0
Note: If we just consider summing the power series solution over the α = (n, 1) terms we
have:
∑
n
D(n,1)ψ1(0)
n!1!
θnt =
t
1!
∑
n
D(n,1)ψ1(0)
n!
θn =
t
1!
∞∑
n=0
−2D
(n)(cos θ)
n!
(0)θn
where the summation is the Taylor series around θ = 0 of −2 cos θ so that the last term
above is simply equal to t1!(−2 cos θ).
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α = (n, 2) terms (n derivatives in θ and 2 in t):
D(0,2)ψ1(0)
2!
=
1
2!
(∂2φ1
∂2t
(0, 0)− ∂
2φ10
∂2t
(0)
)
=
1
2!
(∂2φ1
∂2t
(0, 0)
)
=
−2
2!
∂φ1
∂t
(0, 0)
=
−2
2!
(−2 cos(θ)|0) = 4
2!
cos θ
Again, if summing the power series solution only over the α = (n, 2) terms we have:
∑
n
D(n,2)ψ1(0)
n!2!
θnt2 =
t2
2!
∑
n
D(n,2)ψ1(0)
n!
θn =
t2
2!
∞∑
n=0
4
D(n)(cos θ)
n!
(0)θn
where the last summation is the Taylor series around θ = 0 of 4 cos θ so the right hand term
equals t
2
2! (4 cos θ).
It is clear from here that summing the power series solution over all α = (n,m) is:
ψ1(θ, t) =
∑
α
Dαφ1(0)
α!
=
∞∑
m=1
∞∑
n=0
D(n,m)φ1(0)
n!m!
=
∞∑
m=1
tm
m!
(−2)m cos θ
= cos θ
∞∑
m=1
(−2t)m
t!
= (e−2t − 1) cos θ
⇒ ψ1(θ, t) = e−2t cos θ − cos θ = φ1 − φ1t=0 = φ1 − cos θ
⇒ φ1(θ, t) = e−2t cos θ
.
We can similarly compute that φ2(θ, t) = e−2t sin θ giving a final solution to the system:
φ(θ, t) = (e−2t cos θ, e−2t sin θ)
Note that this solution matches the solution in Case 1 (holding the volume element constant
in gradient computation) with k = 0, which suggests that the system in this special case
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reduces to φ(θ, t) = (−2φ1,−2φ2) for all t. In this case the correction term that projects
(−2φ1,−2φ2) onto normal directions vanishes because the vector field is already normal to
the initial embedding when k = 0.
5.3 CASE 3: Gradient flow with varying volume element
Finally, we want to compute the gradient of the distance penalty function:
P (φ) =
∫
φ(S1)
d2(φ(m), xi)dvolφ(S1)
now allowing the volume element to vary. This means that the volume form is the induced
volume form on φ(S1). The gradient vector field for the general case is then given by (see
Appendix C):
gradP (φ)(m) = 2φ(m)− d2(φ(m), xi)TrII − 2
k∑
r,l=1
N∑
j=1
grlφ(m)j
∂φ(m)j
∂yl
∂r
where the first and third term were adapted to our example in Case 2 and the middle term
becomes:
Middle Term:
d2(φ(m), xi)TrII = |φ|2Bφ(m)(∂θ, ∂θ) = |φ|2
(∇R2∂θ ∂θ)N
where
(∇R2∂θ ∂θ)N refers to taking the normal component of the given vector field (∇R2∂θ ∂θ)N
and B : Tφ(m)φ(S
1) × Tφ(m)φ(S1) → Nφ(m)φ(S1) is the trace of the second fundamental
form (bilinear) (See Appendix A for definition). Because the trace acts on an orthonormal
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field (and our ∂θ = φ∗(∂S
1
θ )) we must actually compute:
|φ|2(∇R2∂θ
|∂θ |
∂θ
|∂θ|
)N
= |φ|2( 1|∂θ|∇R2∂θ ∂θ|∂θ|)N = |φ|2
(
1
|∂θ| [
1
|∂θ|∇
R2
∂θ
∂θ + d(
1
|∂θ|)(∂θ)∂θ]
)N
(5.2)
= |φ|2
(
1
|∂θ|2∇
R2
∂θ
∂θ
)N
= |φ|2
(
1
|∂φ∂θ |2
∇R2∂θ ∂θ
)N
where the second to last term above is from the fact that we are projecting a tangential
vector into the normal space. Considering now only ∇R2∂θ ∂θ we have:
∇R2∂θ ∂θ = ∇R
2
∂θ
(
∂φ1
∂θ
∂x +
∂φ2
∂θ
∂y
)
=
∂φ1
∂θ
∇R2∂θ ∂x + d(
∂φ1
∂θ
)(∂θ)∂x +
∂φ2
∂θ
∇R2∂θ ∂y + d(
∂φ2
∂θ
)(∂θ)∂y
= d(
∂φ1
∂θ
)(∂θ)∂x + d(
∂φ2
∂θ
)(∂θ)∂y (5.3)
(the last equality is by the fact that ∇R2∂θ ∂x = ∇R
2(
∂φ1
∂θ
∂x+
∂φ2
∂θ
∂y
)∂x = ∂φ1∂θ ∇R2∂x ∂x+ ∂φ2∂θ ∇R2∂y ∂x =
0 under the R2 metric.) Continuing from (5.3) we have:
d(
∂φ1
∂θ
)(∂θ)∂x + d(
∂φ2
∂θ
)(∂θ)∂y = ∂θ(
∂φ1
∂θ
)dθ(∂θ)∂x + ∂θ(
∂φ2
∂θ
)dθ(∂θ)∂y
=
∂2φ1
∂θ2
∂x +
∂2φ2
∂θ2
∂y
Substituting back into (5.2) for the final term we have:
|φ|2
(
1
|∂φ∂θ |2
∇R2∂θ ∂θ
)N
= |φ|
(
1
|∂φ∂θ |2
(
∂2φ1
∂θ2
∂x +
∂2φ2
∂θ2
∂y)
)N
= |φ|2ProjNormal
(
1
|∂φ∂θ |2
∂2φ1
∂θ2
,
1
|∂φ∂θ |2
∂2φ2
∂θ2
)
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= |φ|2
(
1
| ∂φ
∂θ
|2
∂2φ1
∂θ2
, 1| ∂φ
∂θ
|2
∂2φ2
∂θ2
)
·
(
−∂φ2∂θ , ∂φ
1
∂θ
)
(
−∂φ2∂θ , ∂φ
1
∂θ
)
·
(
−∂φ2∂θ , ∂φ
1
∂θ
) (−∂φ2
∂θ
,
∂φ1
∂θ
)
= |φ|2
− 1| ∂φ
∂θ
|2
∂2φ1
∂θ2
∂φ2
∂θ +
1
| ∂φ
∂θ
|2
∂2φ2
∂θ2
∂φ1
∂θ
(∂φ
2
∂θ )
2 + (∂φ
1
∂θ )
2
(
−∂φ
2
∂θ
,
∂φ1
∂θ
)
= |φ|2
(
∂2φ1
∂θ2
(∂φ
2
∂θ )
2 − ∂2φ2
∂θ2
∂φ1
∂θ
∂φ2
∂θ
|∂φ∂θ |4
,
−∂2φ1
∂θ2
∂φ2
∂θ
∂φ1
∂θ +
∂2φ2
∂θ2
(∂φ
1
∂θ )
2
|∂φ∂θ |4
)
Recall that the gradient equation is:
∂φ(t, θ)
∂t
=
(
∂φ1(t, θ)
∂t
,
∂φ2(t, θ)
∂t
)
= −gradP (φ)
Combining with the first and third term from Case 2 we have a final gradient vector field:
∂φ(t, θ)
∂t
= 〈∂φ
1(t, θ)
∂t
,
∂φ2(t, θ)
∂t
〉 = −gradP (φ)
−
(
2φ1 − |φ|2
∂2φ1
∂θ2
(∂φ
2
∂θ )
2 − ∂2φ2
∂θ2
∂φ1
∂θ
∂φ2
∂θ
|∂φ∂θ |4
+
−2φ1(∂φ1∂θ )2 − 2φ2 ∂φ
1
∂θ
∂φ2
∂θ
|∂φ∂θ |2
,
2φ2 − |φ|2−
∂2φ1
∂θ2
∂φ2
∂θ
∂φ1
∂θ +
∂2φ2
∂θ2
(∂φ
1
∂θ )
2
|∂φ∂θ |4
+
−2φ1 ∂φ1∂θ ∂φ
2
∂θ − 2φ2(∂φ
2
∂θ )
2
|∂φ∂θ |2
)
This is a second order nonlinear PDE with initial conditions given on a noncharacteristic
hypersurface, which prevents the direct application of the Cauchy-Kovalevskaya theorem. It
is left as a future direction of the project to investigate applying advanced PDE techniques
to this second order system.
5.4 Generalizing to Simple Closed Curves
Instead of using the initial condition of embedding a circle centered on the y axis, we would
like to consider the initial condition of starting with any simple closed curve. We will
assume the curve is regular, so its tangent vector will never vanish. More precisely we want
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to investigate the same set up under the three cases of gradient computations with initial
condition:
φ0(θ) = (φ
1(θ, 0), φ2(θ, 0))
where θ ∈ [0, 2pi] and (φ1(0, 0), φ2(0, 0)) = (φ1(2pi, 0), φ2(2pi, 0)), but where this property
does not hold for any other a 6= b ∈ [0, 2pi]. Note that in the general case we are still
embedding a one dimensional manifold M into R2 and denoting M ’s coordinate chart
parameter as θ. Therefore ∂∂θ ’s pushforward under φ is still
φ∗(
∂
∂θ
) =
∂φ1
∂θ
∂x +
∂φ2
∂θ
∂y
Case 1: Holding the volume element constant in the gradient computation
Because the computation of the gradient terms does not depend on choice of initial condi-
tions, holding the volume element constant still gives grad(φ(m)) = 2(φ(m)− xi) and with
the same set up as above:
d
dt
φt(θ) = −gradP (φ) = −2φt(θ)
φ0(θ) = (φ
1(θ, 0), φ2(θ, 0)
so that the flow
φt(θ) = (φ
1(θ, 0)e−2t, φ2(θ, 0)e−2t)
satisfies the gradient expression.
Case 2: Projection of Case 1 Onto Normal Directions gradient written as a matrix
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system is the same as before, now with arbitrary initial conditions:
 ∂φ1∂t
∂φ2
∂t
 = 2|∂φ∂θ |2
 φ1 ∂φ1∂θ φ2 ∂φ1∂θ
φ1 ∂φ
2
∂θ φ
2 ∂φ2
∂θ
 ∂φ1∂θ
∂φ2
∂θ
− 2
 φ1
φ2

φ(θ, 0) = (φ1(θ, 0), φ2(θ, 0))
We made two major transformations to the system to get a form to which we could apply
the Cauchy-Kovalevskaya theorem. Changing the system into a quasilinear system did not
rely on choice of initial conditions (y00, y10, y01 initial data can be left as arbitrary with no
effect on the process), nor did the change of variables performed to get analytic Cauchy
data. In Step 3 of this case, applying the theorem required getting a radius of convergence
for the entries of the A˜ and B˜ matrices, and more specifically finding a |ψ| range on which
each entry’s denominators were non-zero. This computation was tailored to the specific
initial data but can be generalized as follows:
Note that for general initial conditions we still use the same change of variables to obtain
the A˜, B˜ matrices:
Ψ =

ψ1
ψ2
ψ3
ψ4
ψ5
ψ6

= Y − Y0 =

φ1 − φ10
φ2 − φ20
∂φ1
∂θ − ∂φ
1
∂θ |t=0
∂φ2
∂θ − ∂φ
2
∂θ |t=0
∂φ1
∂t − ∂φ
1
∂t |t=0
∂φ2
∂t − ∂φ
1
∂t |t=0

and therefore the denominators of A˜ and B˜’s entries are:
|∂φ(θ)
∂θ
|2 = (∂φ
1(θ)
∂θ
)2 + (
∂φ2(θ)
∂θ
)2 = (ψ3 +
∂φ10(θ)
∂θ
)2 + (ψ4 +
∂φ20(θ)
∂θ
)2
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= (ψ3)2 + (ψ4)2 + (
∂φ10(θ)
∂θ
)2 + (
∂φ20(θ)
∂θ
)2 + 2(ψ3
∂φ10(θ)
∂θ
+ ψ4
∂φ20(θ)
∂θ
)
which is greater that zero when
−2(ψ3∂φ
1
0(θ)
∂θ
+ ψ4
∂φ20(θ)
∂θ
) < (ψ3)2 + (ψ4)2 + (
∂φ10(θ)
∂θ
)2 + (
∂φ20(θ)
∂θ
)2
Let K1 = infθ|∂φ0(θ)∂θ | and K2 = supθ{|
∂φ10(θ)
∂θ |, |
∂φ20(θ)
∂θ |} and consider |ψ| < K14K2 . Then we
have:
4K2|ψ| < K1 ⇒ −2(ψ3∂φ
1
0(θ)
∂θ
+ ψ4
∂φ20(θ)
∂θ
) < K1
< (
∂φ10(θ)
∂θ
)2 + (
∂φ20(θ)
∂θ
)2 < (ψ3)2 + (ψ4)2 + (
∂φ10(θ)
∂θ
)2 + (
∂φ20(θ)
∂θ
)2
as required, where the inequality after the follows from
−2(ψ3∂φ
1
0(θ)
∂θ
+ ψ4
∂φ20(θ)
∂θ
) < 2|ψ3∂φ
1
0(θ)
∂θ
+ ψ4
∂φ20(θ)
∂θ
|
< 2(|ψ||∂φ
1
0(θ)
∂θ
|+ |ψ||∂φ
2
0(θ)
∂θ
|) < 4|ψ|K2 < K1
With a |ψ| range on which the entries of A˜ and B˜ are analytic, the rest of the proof goes
through the same way and we can conclude existence of short time flow. NOTE: K1 > 0
by the assumption that the curve is regular.
Case 3: Varying volume form
The same problems (mentioned in Case 3 of the previous example) arise in applying known
PDE techniques to a second order nonlinear PDE.
Chapter 6
Conclusions
The work in this dissertation can be continued in a variety of future directions. One viable
open problem is to prove existence of short time gradient flow for the full penalty function
P (including both its distance and curvature terms):
P (φ) =
∫
M
|R(φ(m))|2dvolM +
∑
i
∫
M
d2(φ(m), xi)dvolM
We examined the existence of the gradient flow for the distance term for a simple example
in Chapter 5. However, recall that the gradient of the curvature term is given at the end of
Chapter 2. It is a fourth order nonlinear equation, to which many standard PDE techniques
do not apply. One may be able to start by showing the existence of the short time flow for
a simple example and generalizing from there.
Similarly, one can attempt to derive a lower bound for gradient flow for the distance penalty
term for the general case, as opposed to only studying the example given in Chapter 5.
Another set of open questions arises when considering approximating more than one point
in RN (recall that the simple example in Chapter 5 studied flow towards the origin). Issues
of discontinuity can arise in the computation of the gradient vector field when points on
φ(M) have more than one closest point in the fixed data set in RN .
There are several big-picture questions to be addressed as well, such as deciding on the most
appropriate topology on Emb(M,RN ) as well as determining how to evaluate if negative
gradient flow moves towards a local or global minimum or another type of critical point.
Appendix A
Geometry Terms and Definitions
• The Riemannian Curvature Tensor R:
The Riemannian curvature tensor is used to determine when a neighborhood of a Rie-
mannian manifold, M admits a distortion free map to RN with the standard metric. In
particular, when R = 0 in a neighborhood of a point m ∈ M , a (possibly different) neigh-
borhood of m will have such a distortion free map. The curvature tensor is given by:
R = Rijkl∂xi ⊗ dxj ⊗ dxk ⊗ dxl ∈ T 31
(where T 31 denotes curvature tensor of type (1,3) and R
i
jkl is defined below).
• Christoffel Symbol:
Christoffel symbols are a central component of the integrability condition for when a man-
ifold admits a distortion free map to RN (referred to in definition above). It is given by:
Γijk =
1
2
gil
(
∂gkl
∂xj
+
∂gjl
∂xk
− ∂gjk
∂xl
)
• The Symbol Ri jkl:
Rijkl =
∂Γijk
∂xl
− ∂Γ
i
jl
∂xk
+ ΓsjkΓ
i
sl − ΓsjlΓisk
• The Symbol δX :
Recall that for penalty function P : Emb(M,RN )→ R, we derived the gradient vector field
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Z = ∇P (φ0) at a fixed embedding φ0 in the direction X, by the following:
d
ds
|s=0P (φs) = D ~XP (φ0) = 〈X,∇P (φ0)〉
where X ∈ Tφ0Emb(M,RN ) and φs is a parameterized curve in Emb(M,RN ). The tangent
vector of the curve φs at φ0 is X. In the left hand term,
d
ds can be replaced with the symbol
δX , which denotes taking a derivative with respect to s in the X direction.
• Levi-Civita connection: The Levi-Civita connection is the generalization to Rieman-
nian manifolds (M, g) of taking the derivative of a vector field in TM in the neighborhood
of a point with respect to another fixed vector field. Its formal definition is given by [6]:
Definition 2. Let (M, g) be a Riemannian manifold. Define ∇ : TM ⊗ Γ(TM) →
Γ(TM), (x⊗X)→ ∇vX, by the conditions:
(i) ∇∂j∂k = Γijk∂i
(ii) ∇λvX = λ∇vX and ∇v+wX = ∇vX +∇wX
(iii) ∇v(fX) = f∇vX + df(v)X, for all smooth f : M → R
• For a k-dimensional manifold embedded in RN , the inclusion map φ(M) → RN takes
points (q1, · · · , qk) 7→ (x1(~q), · · · , xN (~q)). It is a standard result that the first fundamental
form is the matrix with entries (gij) =
(
∂~x
∂qi
· ∂~x
∂qj
)
(Euclidean dot product) and the second
fundamental form in the direction ~v is the matrix with entries (~v ·~lij) where ~lij is the normal
component of the vector ∂
2~x
∂qi∂qj
.
• Trace of Second Fundmental Form, TrII:
The trace of the second fundamental form, denoted TrII at a point q ∈ φ(M) is given by:
TrII =
k∑
i=1
B(ei, ei)
where {ei}i are basis vectors of Tqφ(M) and Bq is a symmetric bilinear map of Tqφ(M)→
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Nqφ(M) that acts by:
BX,Y = (∇RNX Y )⊥
for any X,Y ∈ Tqφ(M), where Z⊥ refers to projecting Z onto its normal component and
where ∇RN is the Levi-Cevita connection in RN .
Appendix B
This quantitative version of the Implicit Function theorem and its variation of standard
proof techniques is by Carlangelo Liverani:
Let n,m ∈ N and F ∈ C1(Rn+m,Rm) and let (x0, λ0) ∈ Rm × Rn such that F (x0, λ0) = 0.
For each δ > 0 let Vδ = {(x, λ) ∈ Rm+n : ||x− x0|| ≤ δ, ||λ− λ0|| ≤ δ}.
Quantitative Implicit Function Theorem:
Theorem 6. (Quantitative Implicit Function Theorem) Assume that ∂xF (x0, λ0) is in-
vertible and choose δ > 0 such that sup(x,λ)∈Vδ ||1 − [∂xF (x0, λ0)]−1∂xF (x, λ)|| ≤ 1/2.
Let Bδ = sup(x,λ)∈Vδ ||∂λF (x, λ)|| and M = ||∂xF (x0, λ0)−1||. Set δ1 = (2MBδ)−1δ and
Γδ1 = {λ ∈ Rn : ||λ − λ0|| < δ1}. Then there exists g ∈ C1(Γδ1 ,Rm) such that all the
solutions of the equation F (x, λ) = 0 in the set {(x, λ) : ||λ− λ0|| < δ1, ||x− x0|| < δ} are
given by (g(λ), λ). In addition, ∂λg(λ) = −(∂xF (g(λ), λ))−1∂λF (g(λ), λ)
Proof: Set A(x, λ) = ∂xF (x, λ),M = ||A(x0, λ0)−1||.
We want to solve the equation F (x, λ) = 0. Let λ be such that ||λ − λ0|| < δ1 ≤ δ.
Consider Uδ = {x ∈ Rm : ||x− x0|| ≤ δ} and the function Ω : Uδ → Rm defined by
Ωλ(x) = x−A(x0, λ0)−1F (x, λ).
For x ∈ U(λ), F (x, λ) = 0 is equivalent to x = Ωλ(x).
Next,
||Ωλ(x0)− Ωλ0(x0)|| ≤M ||F (x0, λ)|| ≤MBδδ1
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In addition, ||∂xΩλ|| = ||1−A(x0, λ0)−1A(x, λ)|| ≤ 1/2. Thus
||Ωλ(x)− x0|| ≤ 1
2
||x− x0||+ ||Ωλ(x0)− x0|| ≤ 1
2
||x− x0||+MBδδ1 ≤ δ
The existence of x ∈ Uδ such that Ωλ(x) = x follows by the Fixed Point Theorem. We have
therefore obtained a function g : Γδ1 = {λ : ||λ−λ0|| ≤ δ1} → Rm such that F (g(λ), λ) = 0.
It remains to prove regularity. Let λ, λ′ ∈ Γδ1 . From above we have
||g(λ)− g(λ′)|| ≤ 1
2
||g(λ)− g(λ′)||+MBδ|λ− λ′|
This yields the Lipschitz continuity of the function g. To obtain the differentiability we
note that, by the differentiability of F and the above Lipschitz continuity of g, for h ∈ Rn
small enough,
||F (g(λ+ h), λ+ h)− F (g(λ), λ) + ∂xF [g(λ+ h)− g(λ), h] + ∂λF (g(h), h)|| = o(||h||)
Since F (g(λ+ h), λ+ h) = F (g(λ), λ) = 0 we have
lim
h→0
||h||−1||g(λ+ h)− g(λ) + [∂xF (g(h), h)]−1∂λF (g(h), h)|| = 0,
which concludes the proof.
Appendix C
Computation of the distance penalty function under three variations (computations by Steve
Rosenberg):
Recall, the distance penalty function is given by:
Pd(φ) =
∑
i
∫
M
d2(φ(m), xi)dvolM
(where S = {xi}i is the set of fixed points we are approximating in RN . To compute
the gradient of this function at a point φ0 ∈ C∞(M,RN ), we can consider a fixed vector
X ∈ Tφ0C∞(M,RN ) and we know:
d(Pd)φ0(
~X) = 〈∇Pd(φ0), ~X〉 =
∫
M
∇Pd(φ0) · ~XdvolM
Additionally, we know that for a parameterized curve in φ(s) ∈ C∞(M,RN ), where s belongs
to an interval around 0 such that φ(0) = φ0 and
dφ
ds |s=0 = ~X, we have
d(Pd)φ0(
~X) =
dPd
ds
|s=0 = d
ds
|s=0
∫
M
d2(φ(m), xi)dvolM
= δX
∫
M
d2(φ(m), xi)dvolM (6.1)
If we can arrange the results of this computation into the form
∫
M f · ~XdvolM then we can
conclude that ∇Pd = f .
Case 1: Hold Volume Form Constant
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Note: If there is more than one data point in S then all of the following terms should be
summed over i:
δXPd(φ) =
d
d
∣∣∣∣
=0
p2(φ+ X) =
∫
M
d
d
∣∣∣∣
=0
[
(φ(y)k + Xk − xki )2 dvol(y)
]
= 2
∫
M
∑
k
(φ(y)k − xki )Xk dvol(y) = 2
∫
M
(φ(y)− xi) ·X dvol(y)
⇒ ∇Pd(φ(y)) = 2(φ(y)− xi)
Case 2: Projecting Case 1 Onto Normal Directions
The gradient computed in Case 1 is not necessarily normal to φ(M) at all points. However,
consider the modified gradient flow ∇Pˆd from Case 1 given by:
∇Pˆd(φ(y)) = 2(φ(y)− xi)− 2
k∑
r,l=1
N∑
j=1
grl(φ(y)j − xji )
∂φ(y)j
∂yl
∂r (6.2)
The computation of the second term in this expression is made explicit in Case 3. For now,
set φ(y) = v, u = φ(y) − xi. Then ∂v/∂yl = ∂l in this notation. The two terms above
satisfy:
(u− grl(u · ∂l)∂r) · ∂s = u∂s − grl(u · ∂l)grs = u · ∂s − u · ∂s = 0
Therefore letting ∇Pˆd be the expression in (6.l) gives a vector field that is normal at every
point in φ(M), but is not technically a gradient flow. Its translation into a first order
quasilinear PDE in Chapter 5 makes it a worthwhile object of study because we are able to
apply the Cauchy- Kovalevskaya Theorem.
Case 3: Varying Volume Form
We now compute the full gradient ∇Pd of the distance penalty function with varying volume
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form. In this scenario, the volume form uses the induced metric from RN :
δXPd(φ) =
d
d
∣∣∣∣
=0
Pd(φ+ X) =
∫
M
d
d
∣∣∣∣
=0
[
(φ(y)k + Xk − xki )2 dvol(y)
]
= 2
∫
M
∑
k
(φ(y)k − xki )Xk dvol(y) +
∫
M
d2(φ(y), xi)δXdvol(y)
= 2
∫
M
(φ(y)− xi) ·X dvol(y) +
∫
M
d2(φ(y), xi)(−X · Tr II dvol(y) + d ∗ ω)
= 2
∫
M
(φ(y)− xi) ·X dvol(y)−
∫
M
d2(φ(y), xi)Tr II ·X dvol(y)
−
∫
M
grad(d2(φ(y), xi)) ·X dvol(y)
= 2
∫
M
(φ(y)− xi) ·X dvol(y)−
∫
M
d2(φ(y), xi)Tr II ·X dvol(y)
−
∫
M
k=dim(M)∑
r,l=1
grl∂ld
2(φ(y), xi)
 ∂r ·X dvol(y)
= 2
∫
M
(φ(y)− xi) ·X dvol(y)−
∫
M
d2(φ(y), xi)Tr II ·X dvol(y)
−2
∫
M
∑
r,l
grl
N∑
j=1
(φ(y)j − xji )
∂φ(y)j
∂yl
·Xr dvol(y)
Thus
∇(Pd)φ(y) = 2(φ(y)− xi)− d2(φ(y), xi)Tr II− 2
k∑
r,l=1
N∑
j=1
grl(φ(y)j − xji )
∂φ(y)j
∂yl
∂r
∈ Γ(φ∗TRN ) = TφEmb(M,RN )
Note that TrII is perpendicular to φ(M), so by Case 2, ∇Pd is perpendicular to φ(M).
Appendix D
1) Definition of Cauchy data, as given on page 233-234 of Evans [1]:
Given the kth order quasilinear PDE:
∑
|α|=k
aα(D
k−1u, . . . , u, x)Dαu+ a0(Dk−1u, . . . , u, x) = 0 (6.3)
in some open region U ⊂ Rn. Let us assume that Γ is a smooth, (n − 1)-dimensional
hypersurface in U , the unit normal to which at any point x0 ∈ Γ is ν(x0) = ν = (ν1, . . . , νn).
Let g0, . . . , gk−1 : Γ→ R be k given functions. The Cauchy Problem is then to find a function
u solving (6.1), subject to the boundary conditions:
u = g0,
∂u
∂ν
= g1, . . . ,
∂k−1
∂νk−1
= gk−1
on Γ. We say that the above equations prescribe the Cauchy data g0, . . . , gk−1 on Γ.
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2) Full text of Cauchy-Kovalevskaya Theorem in Evans [1] page 239-244:
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102
103
104
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3) Definition of majorize and Lemmas (i) and (ii) from Evans [1]:
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4) Folland’s [2] adjustment of the original Cauchy problem to a quasilinear system:
After a change of coordinates, we can assume the Cauchy problem takes the form:
∂kt u = G(x, t, (∂
α
x ∂
j
t u)|α|+j≤k,j<k) (1.24)
∂jt u(x, 0) = φj(x) (0 ≤ j < k)
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The main result is the following existence theorem:
Theorem 7. If G,φ0, . . . , φk−1 are analytic near the origin, there is a neighborhood of the
origin on which the Cauchy problem (1.24) has a unique analytic solution.
The following theorem gives the method of adjusting (1.24) to a first order, quasilinear
system:
108
and the initial conditions are
a)yαj(x, 0) = ∂
α
xφj(x) (j < k)
b)y0k(x, 0) = G(x, 0, (∂
α
xφj(x))|α|+j≤k,j<k)
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