The analysis of the ECG can bene t from the wide availability of computing technology as far as features and performances as well. This paper presents some results achieved by carrying out the classi cation tasks of a possible equipment integrating the most common features of the ECG analysis: arrhythmia, myocardial ischemia, chronic alterations. Several ANN architectures are implemented, tested, and compared with competing alternatives. Approach, structure, and learning algorithm of ANN were designed according to the features of each particular classi cation task. The trade{o between the time consuming training of ANNs and their performances is also explored. Data pre-and post-processing e orts on the system performance were critically tested. These e orts' crucial role on the reduction of the input space dimensions, on a more signi cant description of the input features, and on improving new or ambiguous event processing has been also documented. Finally, the algorithm assessment was done on data coming from all the currently available ECG databases.
these areas of cardiac pathology.
Presently many factors seem to combine and give a new momentum to research and development in Electrocardiography:
Ambulatory monitoring of the Electrocardiogram (ECG) has established its role in many circumstances, particularly as a detector of rare episodes, and for therapeutic control. Such circumstances, occurring in the various classes of myocardial ischemia and in arrhythmia, have shown the improvement derived from such a dynamical approach;
The increasing availability of low cost high performance computing technology encourages to improve the Electrocardiography by o ering a reliable and comprehensive solution to the automatic diagnosis of the ECG.
The rising cost of health care asks basically for reducing the circumstances when the admission of patients to hospitals is recommended. Here a new approach to the design of portable devices for ambulant subjects can help in making patient less hospital dependent.
Thus designing a low cost, high performance, simple to use, and portable equipment for Electrocardiography, o ering a combination of diagnostic features, seems to be a goal highly worthwhile. Such an equipment should embed and integrate several techniques of data analysis, such as: signal processing, pattern detection and recognition, decision support, and human computer interaction.
The literature in this topic reports several approaches to classi cation, including Bayesian 1] and heuristic approaches 2], expert systems 3] and Markov models 4]. In general past approaches, according to published results, seem to su er from common drawbacks that depend on high sensitivity to noise and unreliability in dealing with new or ambiguous patterns.
Arti cial Neural Networks (ANN) have been often proposed as tools for realizing classi ers able to deal even with non linear discrimination between classes and to accept incomplete or ambiguous input patterns.
Recently the connectionist approach has also been applied to the ECG analysis with promising results 5] automatic ECG analyzer covering the most important areas of ECG analysis would produce a tool able of reducing medical dependence in low risk condition, like in patients with moderate ischemia or arrhythmia or for early diagnosis through such a self-monitoring technique. In this work the role of ANN has been widely explored in order to de ne the procedures for ECG pattern classi cation well suited to carry out a reliable engine for an equipment integrating such features like arrhythmia classi cation, ischemia detection, and recognition of chronic myocardial diseases. Particular care has been given to pre-processing techniques, because quality of signal entering the classi er is an essential determinant of the nal quality of the classi cation.
As far as the quality of the performances, we are faced with a basic problem: a theory of the Electrocardiography is lacking, that is no de nite evidence may be claimed about the correspondence between an ECG sign in a particular subject and its pathophysiological meaning. The only reference we have to assess the quality of an equipment are the recommendations of speci c authorities, generally inviting to evaluate the systems on widely available databases. Thus we have validated our algorithms on the above mentioned ECG databases 10] 11] 1].
The paper presents the three modules we have developed and their validation. The di erences of the methods to be used for carrying out the classi ers, suggest of dealing separately with the three topics, summarized as follows:
An ANN structured as an autoassociator is implemented to perform the arrhythmia detection, because of its capability of rejecting unknown or ambiguous patterns. For this purpose two uncertainty criteria are introduced and evaluated.
Both a static and a recurrent ANN's approach are implemented in several architectures for detecting ischemic episodes. While the rst approach features an easier learning process, the second one is able to learn the input signal evolution even on a reduced training set. The trade{o between performance and computational costs is investigated for both approaches.
DRAFT
Recognition of chronic myocardial diseases required a three step procedure. The parameters chosen for analyzing the ECG have been fuzzy processed by a layer of Normalized Radial Basis Functions (NRBF) and then have been analyzed by a neural network; nally a pruning technique is applied to reduce the network size and to improve its generalization capability.
Since the evaluation methods have the same background in all the modules, a paragraph on some aspect of ECG signal analysis and testing introduces general de nitions and criteria.
II. The ECG analysis ECG signal is the manifestation on the body surface of the myocardium electrical activity, which appears as an almost periodic signal. Each cardiac pathology a ects permanently or temporarely, completely or partially, the ECG basic waveform ( g. 1).
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A set of algorithms for signal conditioning, QRS complex detection ( g. 1), delineation and measurement of wave amplitude, duration, and area, are usually adopted to perform the appropriate parameter extraction for the proposed ECG interpretation task. The cardiac pathology whose presence can be assessed by means of ECG analysis consists mainly of arrhythmia, ischemia, and some chronic cardiac diseases.
To these groups of diseases correspond three types of independent ECG databases, developed to allow 
The percentage of uncertain beats, when uncertain beats can be de ned, is calculated as: 
and the error index p (e) is de ned as:
A feature common to the modules and vital to the quality of the global system is the synchronization with the cardiac beat, obtained through the detection of the QRS complex. In fact correct detection of the QRS is the key for the reliable measurement of the parameters to be used for further analysis 7] . Our The sample input sequence starts at the beginning of the QRS complex and includes a 150 ms time window, where the beat morphology is supposed to be adequately described. m RR (q) for the beat q is de ned as:
where RR(q) represents the R-R interval before the current beat q ( g. 1), n is set to 20; the RR(q) of the arrhythmic beats are excluded from eq. (7).
The inclusion of arrhythmic beats in eq. 7 does not change dramatically the performance either of the DRAFT ANN system or of the traditional classi er, but a ects it in presence of runs of such arrhythmic beats. In this case the reference condition would be completely changed and the system would be fed with incorrect information.
The randomness of the occurrence of arrhythmic beats suggests that a static analysis, based only on the features of the current beat, might be appropriate. The high intra-and inter-patient variability of the beat shape suggests an approach that takes the patient as a reference of him /her-self. Therefore the rst 15% of each ECG record is used to build the training set, and the remaining part for testing.
A common drawback of arrhythmia classi ers is their trend to misclassify new or ambiguous beats. Among the possible alternatives 7], the structure of the arrhythmia detector that resulted best suited to solve the problem was an autoassociator, because of its intrinsic capability to reject unknown patterns 14].
It is trained with the Back Propagation (BP) algorithm 15] to reproduce the beat shape as the output pattern. A class code is assigned to each beat and is added as a supplementary part to the output layer ( g. 2).
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The very desirable property of rejecting ambiguous ECG beats, when the output pattern is not recognized as a proper beat is then achieved according to two uncertainty criteria.
The rst one rejects all the classes which are not represented within the training set and which have a After several experiments 7] threshold 1 has been set to 0:1 and threshold 2 to 0:6.
The rst uncertainty criterion showed to be successful in rejecting beats not included in the training set and having a characteristic morphology, like the ventricular ectopic beats (V), junctional beats (J), ventricular escape beats (p), some cases of aberrated beats (a), and others. For example, when a training set with only normal (N) and supraventricular ectopic beats (S) is used, the V beats will be rejected (Tab.
The second criterion is less e ective so that only very premature S beats are rejected. For example only 7% of S beats are refused, when the training set is composed of V and N beats (Tab. I). The e ect of each one of the two uncertainty criteria, used separately, is shown in Table I for di erent composition of the training set, fN,Sg, fN,Vg, fN,S,Vg. An example with a training set comprehensive of all the most important output classes is also reported (Tab. I).
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A comparison with a more traditional arrhythmia classi er has been performed without using the uncertainty management (Fig. 3) . A clustering method based on the median algorithm is adopted, because it produced the best classi cation rates out of a group of the most used arrhythmia classi ers 7]. The non linear ANN's processing might be able of discriminating the ST changes related with myocardial ischemia, but the large variety of topological architectures and learning paradigms makes the choice hard.
On one side the static approach leads to systems with reduced dimensions and with a fast learning process.
On the other side Recurrent Neural Networks (RNN) are supposed to be able of capturing data dynamics. 
where w j(l);0 represents the threshold value of the activation functions of the neuron j (l) and w j(l);h(k) the connection weight between the neurons j (l) in the layer l and h (k) in the layer k.
The number of cross-connections in the recurrent layer is a critical parameter to be carefully chosen, especially when the number of NRBF units is high. Here the number of NRBF units is xed to be 21.
Due to the large number of constraints, the training process can not be extensive and the KLN's results are very sensitive to noise.
A criterion about the minimum duration of an ischemic episode is always applied to the system output, as The ECG analysis is performed on 37 average simple and composite ECG measurements plus some data from patient history, as age and sex. A random set of 2446 patients has been selected from the CSE database 1] for the learning phase of the ANNs, and the remaining 820 cases have been used for testing, i.e. evaluation of the system performance.
Since the input parameters result from an average process, they do not carry de ned information, but can point to overlapped diagnostic classes. Thus, a level of linguistic description, able to describe these imprecise medical concepts, is adopted to pre-process the data and is performed by applying a layer of are derived from the statistics of the training set, i.e. the estimated mean and standard deviation of the input parameter x j in the diagnostic class h.
The outputs of the NRBF nodes represent the membership-degrees to some linguistic terms, and are fed into a classical feed-forward two-layer sigmoidal neural network ( g. 6).
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The resulting hybrid system is considered as in the same connectionist framework and the BP algorithm is modi ed to allow the training of all the parameters. Because of the system high dimension, a pruning Such a detailed linguistic description of the input space makes the task of the upcoming neural network easier, since it represents almost all the diagnostic knowledge in a way close to the physician reasoning.
Moreover the combination of the two learning processes leads to a more representative abstraction of the input data.
The average sensitivity and speci city, calculated rst for each class over all the database cases and then over all the diagnostic classes, are used to characterize the system performance.
|-table II |-
The NRBF pre-processing and the modi ed BP algorithm e ectively improve the performance of the nal system. In table II the classi cation task shows to be more reliably performed when the NRBF DRAFT pre-processing is applied and the NRBF parameters are trained. The pruning procedure improved the performance of 2% in sensitivity and allowed a reduction of 37% of the network weights and of 24% of the network nodes when both NRBF parameters and weights are trained. The obtained results are comparable with those from the best known ECG classi cation algorithms 1].
VI. Discussion
A. ANN vs. traditional classi ers
Looking globally at the diagnostic performance issue, it may be stated that ANNs o er a promising alternative to current techniques.
The ANN structured as an autoassociator exhibits better performances than traditional clustering algorithms in arrhythmia classi cation. Its capability of building non linear separation surfaces in the input space results in a more reliable classi cation of supraventricular arrhythmia (Fig. 3) . The autoassociator learns autonomously how to weight the beat prematurity measure. That is in contrast with the clustering method, where the de nition of the corresponding logic rules is more time consuming.
The comparison between the recurrent and static ANN's approach in ischemia detection does not show appreciable di erence, in terms of sensitivity and PPA, even though the static approach should be preferred because of its faster training process. The missing property of learning signal dynamics is balanced by the chance of a more representative training set.
Comparing the neural approach with the traditional threshold based algorithm, we can notice an improvement in the number of rejected artifacts as the PPA percentage indicates (Fig. 5 ). In addition, it has to be remarked that the performance of the threshold criterion is strongly dependent on the quality and the reliability of the previous QRS detection. The ANN's systems, on the contrary, analyzes the whole ST segment, reducing in that way such dependency on the reliability of the QRS detector.
All the ANN based ischemia detectors reach the performance of an expert 10] and are able to recognize
ST episodes with such a low amplitude that they are not even annotated in the database. It is interesting to note that the medical expertise translated into the neural structure produces just a bad copy of the traditional rule based ischemia detectors. So a set of few free parameters left for training leads to a nal DRAFT KLN too sensitive to noise and unable to generalize to new examples even if slightly di erent from the theoretical ST changes.
The neuro-linguistic system adopted for recognition of chronic myocardial diseases reaches performances just comparable with those of traditional ECG classi ers. That is basically due to the low diagnostic information contents of the ECG for detecting chronic pathologies, since infarctions and hypertrophies, especially the ones with old origin, can show up with a not standard ECG wave-shape depending on the patient's clinical history.
B. Post-and pre-processing techniques
Due to the biological nature of the ECG signal, the case of new or unknown events is quite frequent and has to be taken into account even more when the analysis is patient-dependent, as in the case of arrhythmia analysis. In this case it is impossible to nd examples of all the possible diagnostic classes in the rst minutes of the patient record. Then the probability of nding new or ambiguous events during the analysis increases dramatically.
The proposed combination of the ANN approach with uncertainty criteria enhances the capability of uncertainty management of the neural approach. These uncertainty criteria lead to a very high rejection rate of unknown or ambiguous events and very good performances with a global error close to 0 (Tab.I).
Even though possible, it would be useless to include all the ECG arrhythmic classes in the training set, since the consequent high dimension would not allow the training process to converge to an adequate error value. According to the high reliability of the uncertainty management proposed for arrhythmia analysis, it would be more convenient to de ne some main diagnostic classes and to analyze the uncertain beats by means of di erently trained sub-systems.
Not all the reduction techniques are useful to reduce the redundancy of the input data, because of possible cancelling of diagnostic information. For example, the minimum mean squared error criterion adopted in the signal reconstruction does not guarrantee to save low energy ECG waves, potentially with high discriminating power. For this reason the PCA, adopted in the ischemia detector with satisfactory results, is not suitable to other classi cation tasks, since it optimizes mean squared error so disregarding potentially DRAFT useful diagnostic information.
The choice of an adequate pre-processing technique represents a crucial point in every ECG analyzer design, but even more in ANN's systems. A very accurate description of the input space makes all the classi cation much more accurate. That makes the training process easier and improves the system performance.
The relevance of an accurate pre-processing is obvious when designing the ischemia detector. The high dimension of the input space and the large variety of ischemic episodes and artifacts required a dramatic reduction of the problem dimension. The PCA allowed to reduce each input vector from 40 components to the rst 4 PCs, and then to train even a static ANN's structure with sequences of data from a very extensive training set.
In the recognition of chronic myocardial diseases, the NRBF linguistic pre-processing allows a more detailed description of the input features, an easier and faster learning process, and nally a possible interpretation of the network decisions.
A nal comment should be made concerning real time use of portable equipments. In this case the training may be inaccurate or very complex because of the unpredictability of the real time events. Solutions allowing to adapt the system parameters should be devised.
VII. Conclusions
Several ANN's structures combined with di erent pre-and post-processing techniques are designed and evaluated for arrhythmia classi cation, ischemia detection, and recognition of chronic myocardial diseases.
The capability of uncertainty management of an ANN structured as an autoassociator is deeply investigated in arrhythmia classi cation. Static and recurrent ANN's approaches are implemented and compared in several architectures for detecting ST changes related with myocardial ischemia. The role of di erent techniques to reduce the input dimension is discussed. Linguistic data pre-processing are introduced for recognizing chronic myocardial diseases. A pruning technique is applied to reduce the system dimension and to improve its generalization capability as well.
Every ANN has been tested and compared with the most common traditional ECG analyzers on appro-DRAFT priate databases. Thus based on the results, the ANN's approach shows to be capable of dealing with the ambiguous nature of the ECG signal.
The crucial role of data pre-and post-processing comes out, either for reducing the input space dimension or for more appropriately describing the input features. 
