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Abstract
We evaluate the second-generation Intel Xeon Phi coprocessor based on the Intel Many Integrated Core (MIC) ar-
chitecture, aka the Knights Landing or KNL, for simulating neutrino oscillations in (core-collapse) supernovae. For
this purpose we have developed a numerical code XFLAT which is optimized for the MIC architecture and which can
run on both the homogeneous HPC platform with CPUs or Xeon Phis only and the hybrid platform with both CPUs
and Xeon Phis. To efficiently utilize the SIMD (vector) units of the MIC architecture we implemented a design of
Structure of Array (SoA) in the low-level module of the code. We benchmarked the code on the NERSC Cori su-
percomputer which is equipped with dual 68-core 7250 Xeon Phis. We find that compare to the first generation of
the Xeon Phi (Knights Corner a.k.a KNC) the performance improves by many folds. Some of the problems that we
encountered in this work may be solved with the advent of the new supernova model for neutrino oscillations and the
next-generation Xeon Phi.
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1. Introduction
At the end of its life, the core of a massive star collapses under its own gravity to a neutron star or black hole,
and the rest of the star explodes as a (core-collapse) supernova (see, e.g., Ref. [1] for a review). Supernovae1 are
essential to the chemical evolution of the universe. They enrich the interstellar medium with heavy elements which
are synthesized during the stellar evolution and explosion. It is in the ashes of numerous supernovae that our solar
system was born.
A gigantic amount of the gravitational binding energy (∼ 3 × 1046 J) of the stellar core is released during the
collapse. Because the nascent neutron star formed at the center of the supernova is so dense (& 1014 g cm−3) that
almost all particles including photons are trapped within it. The vast majority of the energy (∼ 99%) is carried
away by a group of nimble particles called neutrinos (ν) which have no electric charge and interact very weakly with
ordinary matter. Neutrinos have three species or “flavors”: electron (e), muon (µ) and tau (τ) flavors (which are named
after their weak-interaction partners). One of the recent major breakthroughs in particle physics is the discovery that
neutrinos of different flavors can transform or “oscillate” into each other while they propagate in space, a quantum
phenomenon known as neutrino oscillations (see, e.g., Ref. [2] for a review). The knowledge of exactly how neutrinos
oscillate in the supernova environment is an important and yet missing piece in the puzzle of how supernovae explode
and what elements are produced in such environment. This knowledge is also essential to the correct interpretation of
the neutrino signals from future galactic supernovae [3].
Although the supernova envelope is essentially transparent to neutrinos, the refractive indices of the neutrinos in
matter are flavor dependent and are also different from those in vacuum. In addition, there are ∼ 1058 neutrinos emitted
Email address: duan@unm.edu (Huaiyu Duan)
1The phrase “supernova” in this article refers exclusively to the core-collapse supernova. There are also type Ia supernovae which do not emit
substantial amount of neutrinos.
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Figure 1: Geometry of the (neutrino) bulb model. Because of the spherical symmetry around the center of the supernova and the axial symmetry
around the radial (z) direction, a neutrino beam is uniquely determined by its emission angle ϑR on the surface of the neutron star (of radius R). The
polar angle ϑ(r) which the neutrino beam makes with the z direction at point P depends on the distance r of P from the center of the supernova.
The azimuthal angle ϕ around the z axis (not shown) is also needed to describe the direction of the neutrino beam in the extended bulb model which
does not have the axial symmetry around the z axis.
from the neutron star (of radius 10 − 60 km) in just tens of seconds. These neutrinos form a dense neutrino medium
surrounding the neutron star which can potentially oscillate collectively as a whole (see, e.g., Ref. [4] for a review).
The full information of the flavor oscillations of this neutrino medium can be achieved by solving a seven-dimensional
quantum kinetic equation (with one temporal dimension, three spatial dimensions and three momentum dimensions)
which is such a challenging task that this equation itself was obtained only recently [5]. Almost all the existing work
on supernova neutrino oscillations is based on a much simplified model known as the (neutrino) bulb model with
only one spatial dimension and two momentum dimensions [6]. Neutrino oscillations in the bulb model are described
by millions of coupled nonlinear equations which can be solved numerically on a computer cluster. Because each
additional dimension can easily increase the computation load by a few magnitudes, solving the full seven-dimensional
model demands computation resources which are available only on next-generation supercomputers.
Some of the next-generation supercomputers are expected to employ the Intel Many Integrated Core (MIC) ar-
chitecture. The MIC architecture can significantly boost parallel computation with its many simple x86-like cores
and wide (512-byte) SIMD (i.e. same instruction, multiple data) vector units. The first generation Intel Xeon Phi
coprocessor based on MIC known as the Knights Corners or KNC can achieve a peak performance of more than 1
teraFLOPS for double precision calculations. Because MIC supports both standard programming languages (C, C++
and Fortran) and standard parallel programming interfaces (such as OpenMP and MPI), it is possible to maintain the
same code base for both MIC and CPU based supercomputers or even the hybrid supercomputers with both CPUs and
MIC-based coprocessors.
In this work we evaluate the MIC for simulating neutrino oscillations in supernovae. In Section 2 we describe
the physics of the bulb model used for the simulation. In Section 3 we outline the numerical implementation of
the bulb model and highlight the major optimization of XFLAT for the MIC architecture. In Section 4 we present
the performance benchmarks of XFLAT on the Stampede supercomputer at the Texas Advanced Computing Center
(TACC) with various configurations. In Section 5 we discuss the advantages and issues with the (current-generation)
Xeon Phi and conclude this work.
2. Neutrino oscillations in the extended bulb model
In the bulb model it is assumed that both the neutrino emission and the supernova environment are stationary
because the evolution timescale of the supernova is much longer than that of neutrino oscillations. It is further
assumed that the supernova is spherically symmetric around its center so that only radius r or the distance from the
center of the supernova is needed to describe the spatial coordinate the neutrino. All the neutrinos are emitted from
the surface of the spherical neutron star of radius R and stream through the supernova envelope with the speed of
light c without hindering. The neutrino emission in the bulb model is assumed to be axially symmetric around the
radial direction. Therefore, the propagation direction of a neutrino beam is uniquely determined by its emission angle
ϑR = ϑ(R) on the surface of the neutron star or, equivalent, by the polar angle ϑ(r) between the propagation direction
of the neutrino and the radial direction (see Fig. 1).
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The flavor quantum state of a neutrino or antineutrino (i.e. the antiparticle of the neutrino) in the bulb model is
described by a multi-component complex wavefunction
ψνα (E, vˆ; r) =
(
a
b
)
or ψν¯α (E, vˆ; r) =
(
a¯
b¯
)
, (1)
where α is the initial flavor of the neutrino at radius R, E is the energy of the neutrino, and vˆ is the unit vector along
the propagation direction of the neutrino. As in Ref. [6] we assume a flavor mixing between two flavors e and x only,
where νx is a linear combination of νµ and ντ. Generalization to the three-flavor mixing can also be done [7, 8]. In
Eq. (1) a and b are the amplitudes of the neutrino to be in the e and x flavors, respectively, and, therefore, |a|2 and |b|2
give the probabilities for the neutrino to be detected in the corresponding flavors.
The flavor content of the neutrino medium can solved from the Schro¨dinger equation
i cosϑ ∂rψνα (E, vˆ; r) = Hψνα (E, vˆ; r) = [Hvac(E) + Hmat(r) + Hνν(vˆ; r)]ψνα (E, vˆ; r), (2a)
i cosϑ ∂rψν¯α (E, vˆ; r) = H¯ψν¯α (E, vˆ; r) = [Hvac(E) − Hmat(r) − H∗νν(vˆ; r)]ψν¯α (E, vˆ; r), (2b)
where ∂r is the partial differentiation with respect to r, Hvac is the standard vacuum Hamiltonian, and Hmat and Hνν
are the matter and neutrino potentials, respectively. Here we have adopted the natural units with both the (reduced)
Planck constant ~ and the speed of light c equal to 1. In the two-flavor mixing scenario the vacuum Hamiltonian
Hvac(E) =
∆m2
4E
(− cos 2θv sin 2θv
sin 2θv cos 2θv
)
(3)
depends on the neutrino energy E and two key parameters of neutrino mixing: the mass-squared difference ∆m2 and
the vacuum mixing angle θv [2]. The matter potential is
Hmat(r) =
√
2GFne(r)
(
1 0
0 0
)
, (4)
where GF ≈ 1.166 × 10−5 GeV−2 is the Fermi coupling constant for the weak interaction, and ne(r) is the electron
number density at radius r. The difficulty of solving Eq. (2) stems from the neutrino potential
Hνν(vˆ; r) =
√
2GF
2piR2
∑
α′
∫ 1
0
d(cosϑ′)
∫ ∞
0
dE′ (1 − vˆ · vˆ′)Fα′ (E′; vˆ′; r), (5)
which couples the flavor evolution of all the neutrinos and antineutrinos. In the above equation
1 − vˆ · vˆ′ = 1 − cosϑ cosϑ′, (6)
and
Fα(E, vˆ; r) =
Lνα
〈Eνα〉
fνα (E) [ψνα (E, vˆ; r)ψ
†
να
(E, vˆ; r)] − Lν¯α〈Eν¯α〉
fν¯α (E) [ψν¯α (E, vˆ; r)ψ
†
ν¯α
(E, vˆ; r)]∗, (7)
where L, 〈E〉 and f (E) are the energy luminosities, average energies and normalized energy distribution functions of
the correspond neutrinos and antineutrinos on the surface of the neutron star.
It has been shown recently that the axial symmetry of the neutrino flavor wavefunction around the radial direction
can be broken spontaneously by collective neutrino oscillations [9, 10]. In this case it seems natural to generalize
the bulb model to the extended bulb model in which vˆ is determined by both the azimuthal angle ϕ around the radial
direction and the polar angle ϑ. Correspondingly, one should make the replacements
1 − vˆ · vˆ′ −→ 1 − [cosϑ cosϑ′ + sinϑ sinϑ′(cosϕ cosϕ′ + sinϕ sinϕ′)], (8)∫ 1
0
d(cosϑ′) −→ 1
2pi
∫ 2pi
0
dϕ′
∫ 1
0
d(cosϑ′) (9)
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in Eq. (5). However, we note that the extended bulb model is not a self-consistent model because it is not possible to
maintain the (spatial) spherical symmetry about the center of the neutron star without the (directional) axial symmetry
around the radial direction. Nevertheless, because of the lack of a better model, we will use the extended bulb in our
evaluation of the MIC architecture.
We note that the neutrino potential Hνν(vˆ; r) in Eq. (5) is the same for all the neutrinos with the same propagation
direction vˆ and does not depend on the energy E of the neutrino. Further, in the extended bulb model the same few
weighted integrals are needed in computing Hνν(vˆ; r) for all neutrino beams:
Φ1(r) =
∑
α
∫ 1
0
d(cosϑ)
∫ 2pi
0
dϕ
∫ ∞
0
dE Fα(E, vˆ; r), (10a)
Φc(r) =
∑
α
∫ 1
0
d(cosϑ) cosϑ
∫ 2pi
0
dϕ
∫ ∞
0
dE Fα(E, vˆ; r), (10b)
Φsc(r) =
∑
α
∫ 1
0
d(cosϑ) sinϑ
∫ 2pi
0
dϕ cosϕ
∫ ∞
0
dE Fα(E, vˆ; r), (10c)
Φss(r) =
∑
α
∫ 1
0
d(cosϑ) sinϑ
∫ 2pi
0
dϕ sinϕ
∫ ∞
0
dE Fα(E, vˆ; r). (10d)
This observation simplifies the numerical implementation greatly.
3. Numerical implementation
We developed a C++ code XFLAT largely based on the algorithm explained in Ref. [11]. Here we highlight the
modifications and optimization for the MIC architecture [12].
3.1. Utilization of Xeon Phi
The first generation Xeon Phi KNC is in the form of coprocessor or accelerator packaged as a PCIe card. The
second generation Xeon Phi is or will be in both forms of processor and coprocessor. Even though KNC works as an
add-on accelerator, it supports the native mode in which it runs its own OS and can function as an independent MPI
node. In implementing XFLAT we decided to take advantage of the similarities of the x86 and MIC architectures and
created a single code base which can be compiled and run on both architectures. When MPI is enabled, a separate
MPI task is run on each CPU and Xeon Phi accelerator which we now loosely refer to a “computing unit”. In each
MPI task OpenMP threads employed to exploit the multi-processing power of each computing unit.
3.2. Discretization and data structure
In XFLAT a group or “beam” of neutrinos with the same propagation direction vˆ and initial particle identity (i.e. νe,
νx, ν¯e or ν¯x) is described by an NBeam object.2 For the two-flavor mixing scenario an NBeam object consists of 4 floating
point arrays, ar[E CNT], ai[E CNT], br[E CNT] and bi[E CNT], which are the real and imaginary components
of the neutrino wavefunctions of the neutrinos in the beam [see Eq. (1)]. For simplicity we have discretized the
continuous energy distributions or energy spectra of the neutrino into energy bins of equal energy intervals, and E CNT
is the total number of energy bins.
The flavor quantum state {ψνα (E, vˆ; r), ψν¯α (E, vˆ; r)} of the neutrino medium at radius r is represented by a three di-
mensional object array NBeam[THETA CNT][PHI CNT][PARTICLE CNT], where THETA CNT, PHI CNT and PARTICLE CNT
are the numbers of polar angle (ϑ) bins, azimuthal angle (ϕ) bins and initial particle identities, respectively. The con-
tinuous neutrino flux distribution in the polar angle ϑ and azimuthal angle ϕ is discretized as equal-sized bins of
u = sin2 ϑR and ϕ within ranges u ∈ [0, 1] and ϕ ∈ [0, 2pi), respectively. We chose this discretization scheme be-
cause, if the overall neutrino flux is uniform in terms of the differential solid angle d(cosϑ) dϕ, it will also be (almost)
uniform in terms of du dϕ at r  R.
2We use the phrase “object” in a broad sense which can refer to either a class or an instance of the class in C++.
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In XFLAT the first dimension (in polar angle ϑ) of the NBeam array is actually divided into several sections each of
which is located in the memory of a separate compute device (i.e., a CPU or Xeon Phi accelerator). The number of
polar angle bins, THETA CNT LOCAL, on each device depends on its relative computing capability.
3.3. SoA data structure and SIMD parallelization
The NBeam object in XFLATuses a Structure-of-Arrays (SoA) arrangement. In contrast Ref. [11] defines the NBeam
object as an Array of Structures (AoS). In the AoS arrangement an NBeam object consists of an array PSI[E CNT].
Each element of this array is an object PSI which represents the wavefunction of a single neutrino and consists of 4
floating point numbers, ar, ai, br and bi.
The Intel Xeon Phi accelerator is capable of performing same instructions on multiple data (SIMD) simultane-
ously. The SoA implementation of the NBeamobject in XFLAT facilitates the SIMD parallelization provided by the
MIC architecture.
3.4. Numerical algorithm and parallelization
XFLAT solves Eq. (2) as an initial condition problem with initial conditions
ψνe (E, vˆ; r = R) = ψν¯e (E, vˆ; r = R) =
(
1
0
)
, ψνx (E, vˆ; r = R) = ψν¯x (E, vˆ; r = R) =
(
0
1
)
. (11)
The basic algorithm that evolves the neutrino wave function over a small radial step δr is [6]
ψν(E, vˆ; r + δr) = exp(−iH δl)ψν(E, vˆ; r) (12a)
=
1
λ
(
λ cos(λδl) − ih11 sin(λδl) −ih12 sin(λδl)
−ih∗12 sin(λδl) λ cos(λδl) + ih11 sin(λδl)
)
ψν(E, vˆ; r), (12b)
where δl = δr/ cosϑ, h11 and h12 are the diagonal and off-diagonal elements of the total Hamiltonian H, respectively,
and λ =
√
h211 + |h12|2. On top of this algorithm XFLAT uses a modified mid-point integration solver with adaptive
step-size control [11].
XFLAT implements a parallel version of the above algorithm which utilizes all three levels of parallelism provided
by the MIC architecture, i.e., SIMD within an thread, OpenMP threads within a compute device and MPI among
different compute devices (see Fig. 2).
In computing the neutrino potential Hνν [see Eqs. (5) and (9)] the innermost integral over the neutrino energy in
Eq. (10) is performed by a for loop with the OpenMP SIMD directive.
is computed by the summation or integration of the contributions from all neutrino beams [see Eqs. (5) and (9)].
This summation is carried out by using all three levels of parallelism provided by the MIC architecture. At the top
level the whole range of the polar angle ϑ is broken down into several sections, and the At the lowest level the
summation over neutrino energy bins is performed inside each OpenMP thread by using the OpenMP SIMD directive.
This corresponds to the innermost integral over the neutrino energy in (10). in Eqs. (5), (10) and (12).
However, this Array-of-Structure (AoS) design does not work well with the SIMD units on MIC or the modern
CPUs (see, e.g., [13]). Instead, we adopt a Structure-of-Array (SoA) design and define four arrays in each NBeam ob-
ject: ar[E], ai[E], br[E] and bi[E], which represent the real and imaginary parts of the upper and lower components
of the wavefunction in Eq. (1). The omp simd pragma is then used to instruct the compiler to vectorize the code so
that the procedure in Eq. (12) can be applied to multiple neutrino wavefunctions (8 for KNC and 4 for the E5-2869
Xeon CPU) simultaneously through the SIMD units (see Fig. ??).
XFLAT adopts a dual-layer modular design (see Fig. 3). The lower-level module defines the NBeam object. On
top this module are three modules which operate closely with each other and carry out different tasks:
• The Physics Module describes the physics and geometry of the supernova model and provides the methods for
computing the matter potential Hmat and the neutrino potential Hνν.
• The Numerical Module implements a modified midpoint method described in Ref. [11] to solve the differential
equation (2).
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//Compute Hamiltonian for each beam
#pragma omp parallel for
for (theta : LOCAL_THETA_CNT) {
  for (phi : PHI_CNT) {
    for (par : PARTICLE_CNT) {
      idx = (theta*PHI_CNT+phi)*PARTICLE_CNT+par;
      nbeam[idx].calcESum(...);
    }
    ...
  }
  ...
}
MPI_Allreduce(..., MPI_SUM);
...
//Evolve wave function over a small step
#pragma omp parallel for
for (theta : LOCAL_THETA_CNT) {
  for (phi : PHI_CNT) {
    for (par : PARTICLE_CNT) {
      idx = (theta*PHI_CNT+phi)*PARTICLE_CNT+par;
      nbeam[idx].evolveBins(...);
    }
  }
}
//Compute Hamiltonian for each beam
#pragma omp parallel for
for (theta : LOCAL_THETA_CNT) {
  for (phi : PHI_CNT) {
    for (par : PARTICLE_CNT) {
      idx = (theta*PHI_CNT+phi)*PARTICLE_CNT+par;
      nbeam[idx].calcESum(...);
    }
    ...
  }
  ...
}
MPI_Allreduce(..., MPI_SUM);
...
//Evolve wave function over a small step
#pragma omp parallel for
for (theta : LOCAL_THETA_CNT) {
  for (phi : PHI_CNT) {
    for (par : PARTICLE_CNT) {
      idx = (theta*PHI_CNT+phi)*PARTICLE_CNT+par;
      nbeam[idx].evolveBins(...);
    }
  }
}
OpenMP within Compute DeviceSIMD within Thread
//Compute Hamiltonian for each beam
#pragma omp parallel for
for (theta : LOCAL_THETA_CNT) {
  for (phi : PHI_CNT) {
    for (par : PARTICLE_CNT) {
      idx = CALC_IDX(); //compute beam index
      nbeam[idx].calcESum(...);
    }
    ...
  }
  ...
}
MPI_Allreduce(..., MPI_SUM);
...
//Evolve each beam over a small step
#pragma omp parallel for
for (theta : LOCAL_THETA_CNT) {
  for (phi : PHI_CNT) {
    for (par : PARTICLE_CNT) {
      idx = CALC_IDX(); //compute beam index
      nbeam[idx].evolveBins(...);
    }
  }
}
MPI a
cross
 Comp
ute De
vices
//Evolve each energy bin over
//a small step
NBeam::evolveBins(...) {
  ...
  #pragma omp simd
  for (E : E_CNT) {
    ...
  }
  ...
}
//Complete integral over energy bins
NBeam::calcESum(...) {
  ...
  #pragma omp simd reduction(+:...)
  for (E : E_CNT) {
    ...
  }
  ...
}
Figure 2: The evolveBins method of the NBeam object which evolves the wavefunctions in the neutrino beam for a small radial step by using the
procedure described in Eq. (12). The omp simd pragma instructs the compiler to generate a vectorized code which utilizes the SIMD units on MIC.
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Figure IV-2. High level hierarchical illustration of the available modules in the application framework. 
As is illustrated in Figure IV-2, the software framework architecture is of dual-layer design. The upper layer 
which is responsible for general portions of the code including the numerical, physics, and I/O modules, 
and the lower layer which is responsible for per particle calculations such as computing neutrino 
evolution. In this manner, if the particles in the simulation are required to be replaced by other particle 
categories, only the lower module has to be swapped with another one, or if the geometrical physics of 
the simulation has to be changed, the only affected module is the physics module in the upper layer. The 
modularity of the code dictates that each module encapsulates all of its internal data and structures and 
communicates with other modules via only a few Application Programming Interface (API) functions. This 
requirements guarantees that by swapping modules the functionality of the entire framework is not 
affected. 
The program initially allocates a one-dimensional NBeam class array (the neutrino beams) in main memory. 
The length of this array is determined by the number trajectories along different directions, such as the 
zenith direction (the theta angle) and the azimuth direction (the phi angle). For the reason that the 
number of neutrino beams could easily be too high for complicated geometries, the computations have 
to be completed in parallel on high performance computing environments such as supercomputers. 
Therefore this array is normally distributed over multiple nodes on a supercomputer. The MPI functions 
are employed for communications across nodes, as MPI is the de facto standard for internode 
communications on supercomputers. Commonly, one MPI process on each hardware component is 
sufficient. The hardware component can be either a CPU socket or the Intel MIC card. Having higher 
number of MPI processes per component is likewise possible, yet typically no improvement in the 
performance is seen, besides it may result in increasing the MPI communications overhead as well. In 
addition, the number of communicating points in the code has to be minimized so as to keep the MPI 
overhead reduced. Consequently, in the code there are only three main MPI function calls in which at the 
first one, nodes exchange the result of the background neutrino-neutrino partial integral in order to make 
the final summation result available on every node. At the second point, they exchange their local 
maximum error in order to find the global maximum error among all beams. Finally at the third point, the 
root node sends a few global variables such as the next predicted radius or the termination conditions to 
all of the nodes.  
NBeam Module
Physics Module Numerical 
Module
I/O Module
Energy 
Module
Global 
Settings
Parser Class
(Schrödinger eq. solver) (NetCDF) 
𝜓𝜈[𝐸] ≡  (𝑎0𝑏0) , (𝑎1𝑏1) , (𝑎2𝑏2),... [Energy spectra] 
Figure 3: The dual-layer design of XFLAT. The NBeam module on the lower-level implements an array of the wavefunctions of the neutrinos with
the same initial flavor and propagation direction. It adopts the SoA (Structure of Array) data structure to utilize efficiently the SIMD units on
MIC. The upper-level modules implement the physics and geometry of the supernova model, the numerical algorithm for solving the Schro¨dinger
equation and the data I/O, respectively. They adopt the AoS (Array of Structure) data structure and are designed to be flexible.
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• The I/O Module performs data input and output by using the netCDF library [14].
Unlike the NBeam Module which is optimized for the SIMD units by with the SoA data structure, the three upper-
level modules use the AoS design to take advantage of the Object-Oriented Programming (OOP) paradigm of C++.
For example, the Physics Module defines the NBGroup object which include all the neutrino beams and is essentially
an array of NBeam objects.
As in Ref. [11] each of the four modules of XFLAT is carefully crafted to be independent of the internal details
of other modules. For example, we have implemented the Physics Modules for both the bulb model and the extended
bulb model. One can use XFLAT to carry out the calculations for either model by choosing the appropriate Physics
Module without modifying the rest of the code.
XFLAT uses all the three levels of parallelism provided by MIC. At the top level the MPI is used to divide the full
NBeam array of the NBGroup object into subarrays and assign them to different MPI processes or ranks on the available
compute devices (CPUs and/or Xeon Phis). XFLAT utilizes the native mode of the Xeon Phi coprocessor such that
each Xeon Phi runs an independent MPI process and is treated as an “ordinary” CPU compute node except with more
cores and wider SIMD units. At the middle level the operations on the subarray of NBeam objects is carried out in
parallel on the many cores (and hyperthreads) on the CPU or Xeon Phi via OpenMP. At the bottom level the operations
on the individual neutrino wavefunctions inside each NBeam object are performed in parallel on the SIMD units using
the omp simd pragma. For example, the integration over energy E in Eq. (10) is carried out within each thread using
the SIMD units with the omp simd reduction pragma, and the integration over angles ϑ and ϕ is performed first
inside each MPI process using OpenMP with the omp parallel for reduction pragma and then across the MPI
processes with the MPI Allreduce function call.
We validate XFLAT by comparing its results for the bulb model and the extended bulb model for the scenarios
where the axial symmetry around the radial direction is not broken. We also compare its results for the bulb model
with those in the literature [12]. In Fig. 4 we show the results of the bulb model computed using XFLAT using
the same neutrino mixing parameters and the so-called “single-split spectra” in Ref. [15]. The results produced by
XFLAT agree very well with those in Ref. [15] which are based on a numerical code developed independently at the
Northwestern University [16].
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Figure 4: Top left: The initial number fluxes of the neutrino in the electron (νe, dashed curve) and the other flavor (νx, dotted curve) in some
arbitrary units on the surface of the neutron star and the νe flux at r = 250 km as functions of neutrino energy E in the bulb model as computed by
XFLAT. Bottom left: The absolute difference between the νe fluxes at r = 250 km between the XFLAT result and that of the “SS spectra” case in
Ref. [15]. Right: Neutrino survival probability Pee = |ae |2 (represented by the color scale) at r = 250 km in the bulb model computed by XFLAT
as a function of the neutrino energy E and emission angle ϑR on the surface of the neutron star.
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4. Performance analysis
We analyze the performance of XFLAT on the KNL nodes of the Cori supercomputer at NERSC (see Table ??
for its hardware specifications). Double precision was used exclusively in all floating point calculations. For all
the benchmarks reported here XFLAT was compiled with the Intel C++ compiler (v18.0.3) with flags -O3 -openmp
-xMIC-AVX512. One XFLAT process was run on each KNL. Each process was run with 272 OpenMP threads to fully
utilize its hyperthreading capability. For MPI-enabled benchmarks the Intel MPI library 2018 was used. Unless stated
otherwise, all the calculations are for a “standard problem”
Table 1: The hardware specifications of the compute nodes of the Cori supercomputer [17].
Component Specifications
CPU 1× Knights Landing 7250 (68 cores, 272 threads) @1.4GHz
Memory 96GB (6× 16GB) DDR4 @2400MHz
MCDRAM 16GB on-package, high-bandwidth memory
4.1. Single-node performance
We first benchmarked the raw performance of KNL on a single compute node for double precision multiply/add
floating point operations (left panel in Fig. 5). Since, XFLAT extensively employs transcendental functions, we also
benchmarked the performance of KNL for sin/cos, and exponent, respectively (right panel in Fig. 5). In the innermost
loop of the benchmark kernels simple floating point operations are performed on an array or vector of double-precision
(DP) floating-point numbers. The widths of the vectors are chosen to be a multiple of that of the SIMD registers of the
computing component (512 bits or 8 DP for the Xeon Phi). We changed the length of the most inner loop from 8 (23)
to 1024 (210). The same vector operations are repeated 10 million times in the middle loop to maintain data locality in
the processor’s cache. In the outermost loop all of the hardware threads are utilized to achieve the best performance.
As it is noticeable, the performance improved by increasing the vector width in the beginning, however, it dropped
sharply by going beyond 64 in both plots. Part of the reason might be due to the internal caching mechanism that
works well up to the size of 512 bytes. Similar results has been reported on KNC[? ].
Next, we benchmarked XFLAT on a single KNL using two different memory mode. The MCDRAM on KNL
can work on three different configurations: Cache mode, Flat mode, and Hybrid mode. In Cache mode MCDRAM
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Figure 6: Left: The KNL memory modes (image courtesy of NERSC). Right: The timing of XFLAT (calculating 100 radial steps) for the Flat and
the Cache memory mode.
acts as a cache layer between the processor’s internal last level cache and DRAM. In Flat mode the MCDRAM acts
as a software regular memory residing in the same address space as DRAM. In the Hybrid mode MCDRAM is the
combination of the former two modes (part cache and part memory).
As shown in right panel of Fig. 6 the run times of these tests scale approximately linearly with problem size. Also
the performance of Flat mode is slightly better, however, it requires that the application explicitly allocates memory on
the second NUMA domain, since in the Flat mode the MCDRAM memory is shown as the second NUMA domain.
In addition, the last two data points show that the memory footprint of XFLAT was too high (>16 GB) to fit into
MCDRAM in the Flat mode.
4.2. Multi-node performance
We benchmarked XFLAT on multiple compute nodes. For the multi-node benchmarks we fixed the number of
azimuth bins to 10 and number of energy bins to 100, then increased the number of polar angle bins in the “standard
problem” from 10, 000 to 30, 000. The number of nodes were also varied from 2 to more than 32 nodes. In each of
the tests we ran XFLAT without any disk I/O for approximately 100 seconds and computed the number of calculated
steps per second. All the benchmarks were performed with MCDRAM configured in Cache mode. In the left panel of
Fig. 7 the performance of XFLAT is shown as a function of number of compute nodes. The benchmarks were repeated
for 10, 000, 20, 000, and 30, 000 polar angles. These benchmarks show that the performance of XFLAT scales well
and if there are enough jobs (i.e. polar angle bins), the scalibility is almost linear. The reason for the step pattern in
the plot is due to having a load imbalance among threads/cores on KNL, as discussed in [? ]. So the reason for the
poor scaling behavior is because the 272 hardware threads of the Xeon Phi cannot not be fully utilized for the studied
problem size when many compute nodes are used. For example, in the test with 10, 000 polar angles on 18 compute
nodes each Xeon Phi process received almost 555(≈ 10, 000/18) polar angle bins, which is just a few more than twice
the 272 threads available on the Xeon Phi. As a result, the OpenMP parallel for loop iterated three times in each step
with most of the threads idle in the last iteration. When 20 compute nodes were used, however, each Xeon Phi process
received 500 polar angle bins, and the computation for these angle bins was completed in two iterations by employing
most of the threads. For low amount of load the performance of XFLAT does not increase much when more compute
nodes are used because there is not enough load on each Xeon Phi (and consequently on each thread).
In the right panel of Fig. 7 the performance of XFLAT is shown as a function of load (i.e. polar angle bins) on
various multi-node configurations. As one may notice again, distributing the load on many number of nodes will
result in load imbalance on KNL’s threads.
Fig. 8 shows the scalibility and saturation point of XFLAT. In the left panel, one can see the scalibility of the
application for three different polar angle loads on up to 256 compute nodes. It is noticeable that by going to more
compute nodes, the performance peaks and then drops, since there is not enough load (low number of polar bins).
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Adding each compute node result in increase the communications overhead to the system, however, individual threads
do not have enough compute load to process. In the right panel, the number of nodes is fixed to between 48 and 256,
but the load (number of polar bins) varies from 10k to 30k. For each node configuration, the performance is steady
until reaching a critical point, then drops to the next level. This behavior is also due to the load imbalance on each
KNL’s threads which is caused by the change in the number of polar bins. The performance drop points for the run
with 128 and 256 nodes only happen by going beyond 30k polar angle bins (not shown here).
Fig. 9 depicts the full range of our benchmarks starting from 10, 000 polar bins to 30, 000 with 2, 000 incremental
steps. It can be concluded that for a low amount of load, increasing the number of nodes does not result in perfor-
mance improvement, since each hardware thread may not receive enough bins to keep the hardware fully loaded. For
example, for the run with 10k polar bins, by going beyond 20 nodes the performance does not improve due to the
same reason. On the contrary, the benchmark with 30k polar bins scale well even beyond 30 nodes. As a result, it
is very important to choose the right number of compute node so that the load can distribute on all hardware thread
evenly.
5. Discussion and summary
In this work we explore the Intel MIC architecture by developing and benchmarking an astrophysical simulation
code, XFLAT, which compute neutrino oscillations in supernovae. Our study is based on the extended (supernova
neutrino) bulb model and the algorithm outlined in Ref. [11]. To fully utilize the SIMD units on the MIC architecture
we have changed the low-level module, i.e. the NBeam module describing the neutrino beam, from the AoS layout to
the SoA layout. This approach boosts the performance on both the MIC and CPU alike because modern CPUs also
have SIMD units albeit with smaller widths than those on the MIC. We have applied three levels of parallelization in
XFLAT: MPI for the inter-CPU/MIC parallelization, OpenMP for intra-CPU/MIC parallelization, and SIMD for the
most fine-grained parallelization within each core.
We benchmarked XFLAT on the Stampede supercomputer which is equipped with the first-generation Xeon Phi
or KNC. Our tests show that XFLAT achieves a speedup of 2.5–2.9 on a single Xeon Phi relative to a single 8-core
E5 Xeon CPU, although the Xeon Phi on the Stampede has a peak performance approximate 6 times that of the CPU.
We note that, however, the performance of the floating point operations on the Xeon Phi depends on both the size of
the omp for simd loop and the nature of the operations. For example, the performance of the double-precision exp
function on the KNC is approximately 4 times of that on the CPU [19]. The Xeon CPU has large caches per core than
the KNC which may have also play a role in our performance tests.
In Fig. 10 we compare the speedup of XFLAT on Stampede due the Xeon Phis with those in applications for the
critical Ising model (CIM [20]), quantum chemistry (QC1 [21] and QC2 [22]), thermo-hydrodynamics (TH [23]),
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experimental high-energy physics (HEP [24]), molecular visualization (MV [25]), molecular dynamics (MD [26]),
dynamics of astrophysical objects (DAO [27]), protein database search (PDS [28]), synthetic aperture radar (SAR
[29]) and microscopic image analysis (MIA [30]). In presenting this comparison we plot the speedups because of the
Xeon Phi versus the peak performance ratio between the Xeon Phi and CPU or
ξ =
PMIC
PCPU
, (13)
where
Pdevice = (width of the SIMD unit per core) × (number of cores per device) × (device clock rate). (14)
It seems that most of the applications achieve a speed up of ξ/2 or less.
We have adopted the native mode of the Xeon Phi hoping that the same code can run on both the CPU and the
MIC. However, because the I/O performance of the KNC is very poor compared to the CPU, we have to implement
different I/O modules for the MIC and the CPU so that the CPU writes the data on behalf the Xeon Phi to the disk.
In multi-node tests we found that it was more difficult to fully utilize the computing capability of the Xeon Phi
than that of the CPU because the Xeon Phi has many more but less powerful cores than the CPU. Further, it can also
be a challenge to maintain the load balance in a heterogeneous environment where both the CPU and Xeon Phi are
employed. There can be a significant drop in the performance of the Xeon Phi when the number of jobs on the device
is slightly more than a multiple of the number of its hardware threads (∼ 240).
It has recently been shown that the spherical symmetry and stationary assumption employed in the extended bulb
model could be broken spontaneously by neutrino oscillations [31, 32]. As a result, simulations in full 7-dimensional
supernova models (with 1 temporal, 3 spatial and 3 momentum dimensions) must be performed in order to study the
real impacts of neutrino oscillations on supernova physics. This paradigm shift implies a dramatic increase of several
orders of magnitude in computational intensity which can be a good fit for the next-generation MIC supercomputers.
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