Reverse time migration produces an image by crosscorrelating the solution of the wave equation solved forward in time with the wave equation solved backwards in time. Solution of the wave equation can be computationally prohibitive for large subsurface regions. Therefore one typically combines a finite difference discretization of the wave equation with a parallel computing paradigm such as domain decomposition. Operator or subgrid upscaling is an alternate technique which produces a coarse scale solution of the wave equation that captures fine scale information. In the computationally intensive part of the algorithm one achieves ideal speedup without ghost cell allocation or communication. In this work we show the first images from reverse time migration (RTM) combined with operator upscaling. These upscaled images capture essentially the same velocity heterogeneities as RTM using the full fine grid solution.
INTRODUCTION
Seismic imaging and inversion are processes that involve repeated solution of the wave equation. For large simulation domains the solution of the wave equation can be prohibitively expensive and memory intensive. One of the most popular techniques for fast and accurate solution of the wave equation is domain decomposition or data parallelism applied to a finite difference discretization of the wave equation (see Pacheco (1997) ; Minkoff (2002) ). This approach involves splitting up the total simulation domain into subdomains which are solved on different processors of a parallel machine. Grid information along subdomain boundaries must be shared between neighboring processors for the wave equation to be solved in each subdomain. This allocation of "ghost cells" on subdomain boundaries adds to memory requirements, and the communication required between processors is often the bottleneck in achieving perfect speedup in such simulations. As an alternative to this technique, Minkoff and her group have proposed and extensively studied a multiscale wave equation solution technique referred to as subgrid or operator upscaling which captures most of the fine grid solution details on a coarser domain (Vdovina et al. (2005) ; Korostyshevskaya and Minkoff (2006) ; Vdovina and Minkoff (2008) ; Vdovina et al. (2009) ). The method does not require the domain have periodic boundary conditions nor does it assume an explicit scale separation (both common assumptions in homogenization theory, see Bensoussan et al. (1979); Bergman et al. (1985) ; Allaire (1992) ). Numerical upscaling techniques have been studied most intensively for fluid flow (Chen et al. (2003) ; King and Williams (1996); Christie (1996) Gibson et al. (2014) ).
Reverse time migration (RTM) cross correlates the solution of the wave equation from the physical sources with a back propagated wave field generated at the receivers. The source for the back propagated wave is the residual or difference between the measured or recorded data and the simulated wave field McMechan (1988, 1991) ; Chattopadhyay and McMechan (2008) ). Reflector locations are highlighted by this cross-correlation process. We present here the first results combining RTM with operator upscaling. Our forward wave field results from solving the wave equation using a parallel operator upscaling algorithm which does not require communication between processors and hence exhibits nearly ideal speedup without the usual i/o bottleneck of data parallelism.
THE OPERATOR UPSCALING ALGORITHM FOR ACOUSTICS
In this work we will focus on acoustics. However, the operator upscaling algorithm has also been analyzed in the context of flow (Arbogast et al. (1998) ; Arbogast and Bryant (2002) ; Arbogast (2003 Arbogast ( , 2004 ) and 3D elastic wave propagation (Vdovina et al. (2009) ). Our ultimate goal is to obtain a coarse solution (with fewer unknowns) which captures fine grid heterogeneities in the medium. Unlike traditional upscaling algorithms for fluid flow in which fine grid permeability is often averaged over a coarse block, the operator upscaling algorithm does not explicitly average any of the input parameters in the model (e.g., sound velocity or density in acoustics) but rather returns a coarse grid solution that captures small-scale heterogeneous features. In this particular 2D implementation we write the wave equation as a first order system in space by relating the gradient of pressure to a new unknown which is acceleration. The domain is decomposed into coarse and fine grid blocks with pressure living entirely on the fine grid and acceleration (a vector quantity) living on both the fine and coarse grid edges (see Figure 1) . The upscaled quantity in this implementation is coarse acceleration. We note that other implementations are possible in which both pressure and acceleration are upscaled. In fact in Vdovina et al. (2009) all 6 unknown quantities are upscaled for the 3D velocity-displacement version of the elastic wave equation.
We now present the method. Let Ω be a two-dimensional domain with boundary Γ. We consider the acoustic wave equation in Ω written as a first-order system for acceleration v and pressure p:
Here c is the sound velocity, ρ is the density, and f is the source of acoustic energy.
The upscaling method was originally formulated in the context of the mixed finite element method applied to the flow equations (Arbogast et al. (1998) ). Hence we begin by writing the system in variational form. In Vdovina et al. (2005) we describe how we exploit the equivalence between lowest order mixed finite elements and cell-centered finite differences to reduce the expensive part of the algorithm to a finite difference calculation typically used for solution of the wave equation. Nonetheless, we begin our description of the method by rewriting the system in weak form as follows:
for all u ∈ H 0 (div; Ω) and w ∈ L 2 (Ω).
The pressure space W is the space of piecewise discontinuous constant functions on the fine grid with nodes at the centers of the cells. We decompose acceleration into coarse and fine grid components v = v c + δ v. Both the coarse and fine grid spaces for acceleration consist of piecewise linear vector functions living on the edges of the grid blocks (see Figure 1 ). The upscaling process consists of two steps. First, we restrict to the subgrid test functions in System (1) and use the above decomposition to obtain a series of subgrid problems, one for each coarse grid block:
Coarse grid Subgrid
for all δ u ∈ δV , w ∈ W . The values of v c are unknown at this stage, so we find the solution to the subgrid problem as a function of the coarse unknowns. Note, that the pressure is completely determined by System (2).
As stated above, Step 1 is the most computationally expensive part of the algorithm in that we must still solve for most of the original unknowns in the fine grid problem. However, two observations make this step cheap and ideally parallel. First, our choice of basis functions for pressure and acceleration allows us to solve this matrix system using explicit finite differences (Russell and Wheeler (1983) ). Second, in
Step 1 of the algorithm we impose an important simplifying condition on the space δV , namely, δ u · ν = 0 on the boundary of each coarse element.
This is the only simplifying assumption in the definition of our method. It allows us to decouple the subgrid problems coming from different coarse-grid cells and is the reason why there is no communication between processors in the expensive first part of the algorithm. In fact,
Step 1 is embarrassingly parallel!
The second step of the upscaling process uses δ v and p to determine v c ∈ V c through solution of the upscaled coarse equation:
for all u c ∈ V c . Note that this portion of the process is fast as there are many fewer coarse grid unknowns than fine grid unknowns.
The problem is solved sequentially in time. We use secondorder finite differences to approximate the time derivative in (2). First, we find the pressure on the current time level using the velocities and pressure from the previous time levels. Then we solve (2) and (3) for the subgrid and coarse velocities. The process then repeats for the next time step.
In the following table (reprinted from Vdovina et al. (2005)) we show a timing study for a numerical example with 3600 × 3600 fine grid blocks and 36 × 36 coarse grid blocks. The example was run for 20 time steps. Only the fine (or subgrid) solve (Step 1 of the algorithm) was parallelized.
Step 2 (the coarse grid solve) was not parallelized; however, the coarse grid costs are insignificant compared to the cost of solving the subgrid problems. We note that we achieve essentially ideal (linear) speedup of the expensive part of the algorithm (the subgrid solve) with no communication between processors. On a single processor the cost of the upscaling is the same as solving the problem using standard finite differences. 
REVERSE TIME MIGRATION USING UPSCALING
As a starting point for imaging we employ the reverse time migration (RTM) method together with solution of the wave equation using operator upscaling. Our algorithm proceeds as follows:
1. Solve the forward problem using upscaling to obtain pressure p.
2. Calculate the residual p res (x r , x s ,t, c) := p(x r , x s ,t, c)− p obs (x r , x s ,t). where p obs is the measured data.
3. Using this residual, back propagate the wave using upscaling to obtain φ :
4. Cross correlate p and φ via
to produce an image.
A NUMERICAL EXAMPLE
We will compare a reverse time migrated (RTM) image with upscaling against an RTM image without upscaling on a synthetic numerical experiment. The true image has a homogeneous background with velocity of 2500 m/s. We superimpose on this homogeneous background a series of diffractors with differing orientations and shapes. The diffractors all have higher velocities than the background medium with velocities ranging from 2700-3000 m/s. The density is assumed constant with a value of 1 g/cm 3 . The domain contains 3000 × 3000 fine grid blocks (with mesh spacing of 1 m in x and z). We used 1000 receivers and 30 sources. Figure 2 shows the true image. The receivers are shown as a red horizontal bar located at 1500 m depth. The sources are shown as a yellow horizontal bar at the same depth as the receivers.
As our initial guess for migration we used the constant background velocity of 2500 m/s. For both the forward and backward solves we ran 5000 time steps with a time step size of .0001 s. The physical source is a Ricker wavelet in time convolved with a Gaussian function in space. We will show two sets of results. The first set comes from solving the wave equation without upscaling (the full fine grid solution). The second is the same experiment using upscaling. In the case of upscaling, we group together 10 fine blocks in x and 10 in z so that each coarse block contains 100 fine grid blocks. Figure 3 shows the back propagated wave without upscaling at the final time. The back propagated wave with upscaling at this same time is shown in Figure 4 . In the interest of efficiency, the cross-correlation is calculated using the trapezoid rule for integration with dt = .005 s. Thus every 50th time step is used in the cross correlation integral (sum). While a more sophisticated method such as checkpointing (Symes (2007) ) is preferable, this simple integration scheme is enough for us to assess the accuracy of the upscaling method for imaging. Independent experiments were run for each of the 30 sources and the resulting images were summed to produce the final image. Figure 5 is a zoomed-in view of the subset of the domain which we targeted for imaging. We are in the process of incorporating NPML boundary conditions into our numerical upscaling algorithm (see Cummer (2003) ; Hu and Cummer (2004); Hu et al. (2007) ). However, for the experiments shown here we have chosen to use a large enough domain that we avoided artificial reflections from the computational domain boundaries. Figure 6 shows the cross-correlated image resulting from the full fine grid solution of the wave equation. Figure 7 shows the cross-correlated image gotten from using upscaling. In both of these figures the true solution (yellow diffractors) and image (light blue) are plotted together so that we see that both methods locate the diffractors in our target zone. The quality of the RTM results from the upscaled solution of the wave equation are remarkably similar to the image without upscaling. Clearly using more sources would improve the quality of the image. However, as a comparison between using upscaling and not, this small number of sources suffices. the method is that in the first step (subgrid solve) we assume the coarse blocks are independent of neighboring coarse blocks so that the method exhibits ideal speedup with no communication between processors. Using upscaling as the wave equation solver for RTM, we see that the resulting images are remarkably similar to the images from the full fine grid solution of the wave equation. In future we plan to incorporate absorbing boundary conditions into the code and to test the algorithm on more realistic images and with differing amounts of upscaling.
