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For the Tricomi equation with Dirichlet boundary conditions, we study the
relationship between singularites at the boundary and singularities in the interior
of a bounded planar region with smooth non-characteristic boundary. Necessary
and sufficient conditions for interior smoothness are stated in terms of microlocal
regularity at the boundary and are proven via known microlocal propagation of
singularities results along the generalized bicharacteristic flow. In particular, a
trapped gliding ray phenomenon at parabolic boundary points is demonstrated
under a sharp geometric hypothesis, which provides a microlocal explanation for
the possibility of having only isolated singularities at the boundary, which is a
question left open in the work of Morawetz. Q 1996 Academic Press, Inc.
1. INTRODUCTION
In this work, an investigation is begun into the well posedness for weak
solutions to the Dirichlet problem on V a bounded open region in R2 with
 .smooth boundary ­ V. That is, a solution u s u x, y is sought for the
problem
yu q u s f on V 1.1 .x x y y
<u s g , 1.2 .­ V
which is connected to perturbation problems in models of transonic fluid
w x  .flow, as considered by Morawetz 19 . The equation 1.1 is of mixed type
and has long been associated with transonic flow, where u may be thought
of as a stream function or a perturbation velocity potential and the source
f and boundary data g are to be specified. The equation is elliptic for
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y ) 0, hyperbolic for y - 0, and parabolic for y s 0, an interface called
the sonic line as it separates regions of subsonic and supersonic flow. It is
 .well known that the equation 1.1 yields a well posed problem if g is
prescribed only on suitable portions of the boundary, a study initiated by
w xTricomi 25 and continued by numerous authors; a nice summary can be
w x w xfound in 18 and extensive references in 2, 7, and 12 .
The situation of interest concerns an V which intersects both the elliptic
2  . 4 2  .region R s x, y : y ) 0 and the hyperbolic region R s x, y :q y
4y - 0 . In order to prescribe the boundary data g on all of ­ V, one must
permit the solution to be singular, the presence of a hyperbolic region
w x yields uniqueness results of the following kind, due to Morawetz 18 see
w x.also 21 . For certain regions V with smooth boundary, if u has piecewise
continuous first order derivatives in V and u is continuous up to the
boundary, then u will be identically zero if it vanishes on the part of the
boundary in the elliptic region as well as the portion of the boundary in
2 3r2 . < <  . 4the hyperbolic region with a characteristic gap x, y : x y x F yy0 3
removed. That is, solutions with this regularity are uniquely prescribed by
their values on only a portion of the boundary. Hence, for classical
 .  .solutions the boundary value problem 1.1 ] 1.2 is overdetermined. On
the other hand, under certain conditions on ­ V, one can find weak
solutions to the closed Dirichlet problem if one admits strong enough
 .singularities at a parabolic boundary point a, 0 g ­ V, as in the work
w xof 19 .
Unfortunately, such existence results established indirectly through a
priori estimates from the uniqueness theorems require what one should
regard as unnecessary restrictions on the shape of the boundary. For
w x  .example, the results of 19 require that the elliptic boundary ­ V sq
2  . 2­ V l R is starlike and that the hyperbolic boundary ­ V s ­ V l Rq y y
 .is given by a graph y s f x where f has exactly one critical point. It is
 .expected that no restriction on ­ V is necessary since P is elliptic there,q
 .and that ­ V only needs to be non-characteristic for P as P isy
w xhyperbolic there. Morawetz has provided a rationale 18 for believing that
the Dirichlet problem for the Tricomi equation on a general non-char-
acteristic domain should be well posed in a weak sense provided that there
are sufficiently strong singularities present at the parabolic boundary
points. The thinking is that the characteristic gaps in the hyperbolic
boundary, which carry the overdetermined data for classical solutions, can
be ``marched'' to the parabolic boundary points. This conjecture lies at the
heart of the present investigation and is connected to the desire to
establish a singular infinitesimal perturbation theory which contracts a
w xshock to sonic point on the airfoil as proposed by Guderley 7 and
w xexplained by Morawetz 18]20 . As a result, it is natural to ask for which
non-characteristic domains it is possible to find solutions whose necessary
THE TRICOMI EQUATION 273
singularities reside only at parabolic boundary points. It should be noted
 .  . w xthat the technical condition i of formula 2 in 19 precludes a smooth
non-characteristic boundary at the parabolic points, so the class of do-
w xmains in the present work is complementary to those of 19 .
The present work successfully removes the unnatural assumptions on
the boundary geometry for the purposes of analyzing the interior regular-
ity. We are able to describe in a simple and sharp way which domains allow
for isolated singularities at the parabolic boundary points without disturb-
ing the interior regularity. First, we show that if there are interior singular-
ities present then there must be singularities located at the microlocally
hyperbolic portion of the boundary and vice versa. This is the hyperbolic
detection and generation result, Theorem 3.1 of Section 3, which follows
from the interior propagation of singularities theorem for the real princi-
pal type Tricomi operator as well as the reflection of singularities at
hyperbolic boundary points. Second, if the interior unit normal at a
parabolic boundary point is directed into the hyperbolic region, then a
singularity present at such a boundary point will be propagated into the
interior. This is the main point of Theorem 5.1. In the case of interest, this
w xis a diffractive effect and follows from the main result of Hormander 10 .È
Third, if the interior unit normal at a parabolic boundary point is directed
into the elliptic region, then a singularity present at such a boundary point
cannot propagate into the interior. This is a trapped gliding ray phe-
nomenon and is described in Proposition 5.3 and the discussion following
it. This also provides the microlocal explanation for the possible presence
of isolated singularities at parabolic boundary points. This ray trapping can
be considered as a lack of a real principal type character at the boundary
and is why the present problem falls outside of the explicit scope of such
w xgeneral works as 17, 15 , although the general phenomena is mentioned in
w xSection 24.3 of 9 . It should be noted that while the present results are
stated in the C` category for simplicity, the methods yield microlocal
Sobolev space versions with microlocal energy estimates which should be
useful in subsequent parts of the well posedness investigation. Section 2
provides some necessary microlocal analysis background which is provided
as a service to nonspecialist, and our treatment emphasizes concrete
coordinate based notions which hopefully makes the present work more
accessible to those nonspecialists with an interest in mixed type equations.
In particular, the mixed type character of the problem requires most of the
known propagation of singularities machinery, and as such provides an
excellent example on which to learn the theory.
As a final introductory remark, it is worth noting that much of the work
on mixed type boundary value problems predates the introduction of the
w xtheory of microlocal analysis, which was initiated by Hormander 8 andÈ
w xSato 22 in the late 1960s and developed in large measure to precisely
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analyze the possible presence and strength of singularities in the solutions
to partial differential equations. Hence, the present work can be regarded
as a natural attempt to revisit this classical problem armed with tools
constructed for precisely such purposes. Related investigations have been
w xcarried out for different boundary value problems by Groothuizen 6 and
w xGramchev 5 .
2. MICROLOCAL ANALYSIS BACKGROUND
Microlocal analysis has its roots in a refinement of the notion of singular
support of a distribution which is accomplished with the aid of Fourier
analysis. In its most elegant form, it lifts the analysis from local neighbor-
hoods of the coordinate space into sections of the cotangent bundle over
the coordinate space; that is to say that the basic objects transform under
coordinate changes as objects living in the cotangent bundle. The notions
being coordinate independent allows one the freedom to rely on conve-
w xnient coordinate formulations as in 10 , which for the present purposes
will yield the clearest treatment. Note will be made of the invariant notions
as needed.
2.1. Interior Singularities
n Ç n n  4  .In what follows, let V be an open set in R , R the set R _ 0 , D9 V
` .the space of distributions on V, and C V the space of smooth compactly0
supported functions. The miroclocal description of interior singularities is
given terms of the wave front set, which is based on the following simple
 . `  .idea. If u g D9 V is smooth near x s x and f g C with f x / 0,0 0 0
then fu will be a compactly supported distribution whose Fourier trans-$
 . .form fu j is well defined and will decay rapidly in the sense of
Ç nSchwartz in all directions j g R if the support of f is contained in a
neighborhood of smoothness for u. Hence, if u is not smooth at x , then0$
 . .there will be at least one vector j for which fm lj fails to decay0 0
 .rapidly as 0 - l ª `. The wa¨e front set WF u of u o¨er x is the set of0
all such bad directions as the support of f shrinks to x ; that is, all0
localized Fourier transforms fail to decay rapidly in these directions.
Ç n .Letting x run over all points in V defines WF u ; V = R . From this0
definition it follows that
u g C` V m WF u s B 2.1 .  .  .
Ç n   ..and that if p is the projection from V = R onto V, then p WF u s
 .sing supp u , the singular support of u.
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For the purposes of proving regularity theorems, the following equiva-
 . m n.lent definition is very convenient. Let a x, j g S V = R be a stan-
 . `dard symbol of type 1, 0 ; that is, a g C and for all multi-indices a and
b there exist constants C such that for large jab
< <my aa b< < < <D D a F C 1 q j . 2.2 . .j a a b
The corresponding pseudodifferential operator A is defined by
ynr2 i x?jAu s a x , D u s 2p e a x , j u j dj , 2.3 .  .  .  .  .ÃH
where D s iy1­ . Let a be the principal symbol of a, which is to say thatx x m
a is smooth, homogenous in j of degree m, and differs from a by anm
my 1 n.  .  .element in S V = R . One can show that WF Au ; WF u and that
WF u ; WF Au j S , 2.4 .  .  .
where S is the characteristic set of A, which is defined by
Ç nS s Char a s x , j g V = R N a x , j s 0 , 2.5 .  .  . 4m m
 .  .  .An equivalent definition of WF u is then x , j f WF u if and only if0 0
for some m
'a g Sm with a x , j / 0 and a x , D u g C` V . 2.6 .  .  .  .m 0 0
 .In particular, one needs only to find a x, j with support in some small
Ç n .conic neighborhood of x , j , which is a neighborhood in V = R that is0 0
Ç nstable under multiplication by l ) 0 in the fiber R . The definition is
independent of the order m, and the choice m s 0 is often convenient.
The possible locations of interior singularities to a partial differential
 .equation Pu s f g D9 V are then described in the manner above. Let
 . a `P s  a x D be a linear differential operator with C coefficients< a < F m a x
 .  . awhose principal symbol is p x, j s  a x j . Then the microlocal< a <sm a
 .  .  .elliptic regularity theorem, given by formula 2.4 , is WF u ; WF f j
Char p. In addition, if the principal symbol p is real valued, then one has
the interior propagation of singularities theorem which states that
WF u _ WF f is invariant under the Hamiltonian flow of H . 2.7 .  .  .p
In local coordinates, the Hamiltonian vector field is defined by
n ­ p ­ ­ p ­
H s y , 2.8 .p ­ x ­j ­ x ­jj j j jjs1
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Ç n  .  ..and so the flow is given by the integral curves x t , j t in V = R of the
Hamiltonian system
x t s = p x t , j t .  .  . .Ç j 2.9 . Ç w xj t s y = p x t , j t .  .  . .x
  .  ..  .  .with an initial condition x 0 , j 0 s x , j such that p x , j s 00 0 0 0
and j / 0. The principal symbol is a conserved quantity of the flow and0
hence vanishes identically along these curves, which are called the null
bicharacteristics of P. They project down onto the curves classically known
 .  .as characteristics. This result means that if x , j starts out in WF u _0 0
 .  .WF f , then all covectors along the flow remain in WF u until such time
 .as they encounter WF f .
It is worth mentioning that propagation of singularities theorems are
usually proved in one of two ways. Either by careful constructions of
solutions modulo smooth function parametrices, which are typically some
.sort of Fourier integral operator and subsequent hard analysis of the
mapping properties of these approximate inverses or by indirect microlocal
energy estimates. This latter approach relies on hard estimates like the
sharp Garding inequality and the characterization of the wave front set inÊ
terms of pseudodifferential operators, and requires the existence of certain
microlocally elliptic operators which are used in an argument of bootstrap-
ping microlocal Sobolev regularity. In particular, it might be stressed that
this technique does not show directly that singularities propagate but
rather shows the logical contrapositive in terms of a microlocal propaga-
tion of regularity.
2.2. Extendible Distributions and Non-Characteristic Boundaries
For V a bounded open region with smooth boundary, in order to discuss
weak solutions to boundary value problems a well defined notion of
restrictions of distributions to the boundary is needed. One such frame-
 . work involves the extendible distributions, denoted by D9 V see Ap-
w x.pendix B.2 of 9 . The notion is based on the following half-space model.
n  4Let R s x N x ) 0 and define the space of restrictions of smooth func-q 1
tions by
` n ` n
nC R s f N f g C R , 2.10 .  . .  4q N Rq
nand the space of smooth functions with compact support in R :q
` n ` n nÇC R s f g C R N supp f ; R . 2.11 .  .  . 4 .0 q 0 q
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` n.Equip this latter space with its induced topology from C R . The space0
of extendible distributions on Rn is the set of all linear continuous function-q
als on this space; i.e.,
X
n ` nÇD9 R s C R , 2.12 . .  .q 0 q
where the prime indicates the topological dual. Now, the desired distribu-
tion space on V is obtained by patching together local models near each
boundary point v g ­ V by introducing coordinates near v such that ­ V
 4is given by x N x s 0 with V corresponding to a subset of the half space1
n ` 4  .R s x N x ) 0 . The same local patching defines the space C V , aq 1
space of functions smooth in a neighborhood of V.
We turn now to the notion of ­ V non-characteristic for a given linear
partial differential operator P. In the invariant setting, this means that
<p / 0 2.13 .ÇN *­ V .
Ç .  .  .where N* ­ V is the conormal bundle to ­ V and N* ­ V s N* ­ V _ 0,
where 0 is the zero section. If ­ V is given locally near x g ­ V as a level0
 .surface F x s c, then the condition ­ V being non-characteristic for P at
x means:0
p x , dF x / 0. 2.14 .  . .0 0
One importance of the non-characteristic hypothesis is the following result
of Petree and Hormander on partial hypoellipticity at the boundary.È
n .Assume that ­ V is non-characteristic for P and that u g D9 R satisfiesq
` ny1 .  .Pu g C V ; then in any coordinate system x , x9 g R = R about1 q
v g ­ V,
` ny1u g C R , D9 R . 2.15 .  . .q
 k .The importance for boundary value problems is that ­ u will be wellt <­ V
 ny1.defined as a distribution in D9 R , for every k g N.
2.3. The Wa¨e Front Set at the Boundary
For M a smooth manifold with smooth boundary, the invariant descrip-
w xtion originates from the totally characteristic calculus of Melrose 15, 16 .
nFor our purposes, M s V with V an open bounded region in R with
smooth boundary, that is assumed to be non-characteristic with respect to
some given linear partial differential operator P. This yields a much
simplified coordinate based formulation which agrees with the invariant
one because the residual terms of the totally characteristic calculus vanish,
w x w xas sketched by Hormander in 10 , with details in 9 . Let V be given locallyÈ
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 4near some boundary point by x N x G 0 so that locally ­ V is given by1
 4x N x s 0 . The non-characteristic hypothesis implies that, near the given1
boundary point, all level sets x s c are non-characteristic for the given P1
 .cf. Lemmas 2.1 and 4.3 .
m ny1 .  .  .In all that follows, let a x, j 9 g S V = R , with j 9 s j , . . . , j ,2 n
 .be a standard pseudodifferential symbol of type 1, 0 , whose associated
 .operator a x, D9 is properly supported in V; such an operator is called a
tangential pseudodifferential operator. Because of the non-characteristic
` .  .hypothesis, if u g D9 V has Pu g C V then there are no interior
singularities near the boundary with j 9 s 0 and hence one knows that
WF a x , D9 u ; WF u 2.16 .  .  . .
and
WF u ; WF a x , D9 u j x , j N x , j 9 g Char a , 2.17 4 .  .  .  .  . . m
the point being that, over the interior and near the boundary, the normal
 .  w x.direction along x may be effectively ignored cf. Theorem 18.1.36 of 9 .1
 .One then defines the boundary wa¨e front set WF u as a subset ofb
Ç n Ç ny1w x w x  .V = R j ­ V = R in the following way. Over the interior, WF ub
 .  X X .  .agrees with WF u , and at the boundary one says that x , j f WF u if0 0 b
and only if
X Xm ny1 `'a g S V = R with a 0, x , j / 0 and a x , D9 u g C V . .  .  . . m 0 0
2.18 .
Ç Ç .  .The invariant description makes WF a subset of T* V j T* ­ V , ab
notation we will adopt in later sections. With respect to this definition, one
has the property
`u g C V m WF u s B 2.19 .  .  .b
 .  .  w x.and the formulas 2.16 and 2.17 generalize to cf. Theorem 18.3.32 of 9
WF a x , D9 u ; WF u l U, 2.20 .  .  . . << ­ V­ Vb b
Ç ny1where U is a closed cone in ­ V = R such that a is of order y` in a
ny1 ny1Ç .conic neighborhood of ­ V = R _ U in V = R , and
WF u ; WF a x , D9 u j x9, j 9 N 0, x9, j 9 g Char a . 4 .  .  .  . .< <­ V ­ Vb b m
2.21 .
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` .Now, if one considers solutions to Pu g C V supplemented with
` .u g C ­ V , where ­ V is non-characteristic for P, one has the general-<­ V
 .ization of the microlocal elliptic regularity theorem of formula 2.4 in the
form
ÄWF u ; S , 2.22 .  .b
Ä Äwhere S is the compressed characteristic set of P, defined by S s S, and< V
Ä ÇS s x9, j 9 g T* ­ V N p 0, x9, j , j 9 s 0 for some j g R . .  .  . 4<­ V 1 1
2.23 .
 .  .  .The containment 2.22 must add on WF f and WF g if f and g areb
not smooth.
2.4. Microlocal Classification of Boundary Points
In all that follows, P will now be a second order operator, and ­ V will
be non-characteristic for P. One has a generalized bicharacteristic flow on
` `Ä  .  .  .S, which contains WF u if Pu g C V and u s g g C ­ V , asb <­ V
w x w xdescribed in 17 and 9 . The character of this flow near the boundary
depends critically on the microlocal form of each boundary point. The
simplest way to describe their microlocal classification is to first introduce
a special coordinate system near each boundary point, which simultane-
ously straightens the boundary and decouples the tangential derivatives of
P from the normal derivatives. These coordinates are a symplectic version
w xof geodesic normal coordinates as described in Corollary C.5.3 of 9 . This
result will be recorded in the following form.
`LEMMA 2.1. Let p be a real ¨alued C quadratic form on T*V for V an
open bounded region. Let ­ V be smooth and non-characteristic for p. Then
near each v g ­ V there exists a neighborhood U and local coordinates
 .x , . . . , x such that1 n
 4­ V l s x N x s 0 2.24 .1
and
p x , j s j 2 y r x , j 9 , j 9 s j , . . . , j . 2.25 .  .  .  .1 2 n
One can construct such coordinates explicitly starting from choosing U
to be the short time H flow off of a neighborhood of the zero section ofp
 .N* ­ V . We will do precisely this in Lemma 4.3 for the Tricomi operator.
With respect to this canonical form for the principal symbol, one sees
that the generalized characteristic variety at the boundary is given by
ÄS s x9, j 9 N r x9, j 9 G 0 2.26 4 .  .  .<­ V 0
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 .  .where r x9, j 9 s r 0, x9, j 9 , since there will be real roots of p precisely0
under this condition on r . The classification is then given in terms of this0
function r in the following way.0
DEFINITION 2.2. For P any second order partial differential operator
with smooth coefficients and real principal symbol p on a domain V with
boundary ­ V that is smooth and non-characteristic for P, one defines the
elliptic, hyperbolic, and glancing sets by
E s x9, j 9 N r x9, j 9 - 0 2.27 4 .  .  .0
H s x9, j 9 N r x9, j 9 ) 0 2.28 4 .  .  .0
and
G s x9, j 9 N r x9, j 9 s 0 2.29 4 .  .  .0
ÄThe elliptic set is disjoint from S at the boundary and there are no null
bicharacteristics arriving at these points. The hyperbolic set lies over
boundary points with exactly two distinct real roots j s "r1r2 for the1 0
principal symbol, and null bicharacteristics which approach at these points
do so transversally in T*V and are reflected according to a microlocal
version of geometrical optics. The glancing set lies over points at which
incoming null bicharacteristics approach tangentially in T*V and the
order and convexity properties of this tangency are of critical difference
for the singularity propagation results. In the single order tangency case,
which is described by
r x9, j 9 s 0, but ­ r / 0, 2.30 .  . .0 x < x s01 1
the glancing set splits into two pieces according to the sign of ­ r near thex1
 .  .point in question. The diffracti¨ e set G has x9, j 9 with 2.30 andd
­ r 0, x9, j 9 ) 0, 2.31 .  . .x1
and represents the bicharacteristically convex case, while the gliding set Gg
 .  .has x9, j 9 with 2.30 and
­ r 0, x9, j 9 - 0, 2.32 .  . .x1
and represents the bicharacteristically concave case. One is advised to
w xconsult 1, 13, 23 .
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3. HYPERBOLIC EFFECTS
In this section we will demonstrate that any interior singularities of the
Dirichlet problem for the Tricomi equation must be detected by the
presence of singularities at the hyperbolic portion of the boundary. Con-
versely, we will show that singularities present at the hyperbolic portion of
the boundary are sources for interior singularities. In all that follows, we
will replace the Tricomi operator P s y­ 2 q ­ 2 by its negative P s yD2x y x
q D2 so that its symbol will have the form p s yj 2 q h 2; this does noty
affect the results and saves some minus signs in the symbolic calculations.
The result is the following theorem.
THEOREM 3.1. Let V be an open bounded region with smooth boundary
­ V that is non-characteristic for the Tricomi operator P s yD2 q D2. As-x y
 .sume that u g D9 V is a solution to the Dirichlet problem
`Pu s f g C V 3.1 .  .
u s g g D9 ­ V 3.2 .  .<­ V
 . ` .with WF g l H s B. Then u g C V if and only if
WF u l H s B, 3.3 .  .Ç<  .T * ­ Vb
Ç  .where H ; T* ­ V is the microlocally hyperbolic portion of the boundary and
 .WF u is the boundary wa¨e front set.b
Proof. As a first remark, we note that with respect to the standard
coordinates p s yj 2 q h 2 is a strictly hyperbolic symbol over all points
2’with y - 0, since it has two distinct real roots h s " y yj . Hence, one
need not appeal to the special coordinate systems to conclude that all
Ç  .covectors in T* ­ V over such points belong to H.
 .Now, by the elliptic regularity theorem 2.4 , since one knows that in the
` .interior Pu s f g C V , we have
WF u ; Char p. 3.4 .  .
As a result, there can be no interior singularities in the elliptic region
V s V l R2 where y ) 0. Consequently, if V is isolated within theq q 2 ` .elliptic region, i.e., V l R s B, then u g C V . Moreover, in such ay
case, any smooth ­ V will be non-characteristic for P and there are no
hyperbolic boundary points. Hence, the interesting case does concern V
which intersects both R2 and R2 .q y
 .In this case, 3.4 tells us that any interior singularity must reside in
2
V l R , the union of the hyperbolic portion and the parabolic segment.y
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`  .If we assume that u f C , then there will be a point x , y , j , h g0 0 0 0
 .  .WF u with x , y g V and y F 0, and by the invariance under the H0 0 0 p
 .  .flow x , y , j , h must stay in WF u as long as it stays in the interior of0 0 0 0
V. The path of this point under the flow is given by:
3 2¡x t s y2r3 j t q 2j h t q 2 y j t q x .  .0 0 0 0 0 0
2y t s y j t q 2h t q y .  .0 0 0~ 3.5 .
j t s j . 0
2¢h t s yj t q h , . 0 0
 . 2 2which is the solution to the Hamiltonian system 2.9 for p s yj q h
2  .  .’with h s " y y j . By analyzing the functions y t and y9 t for both0 0 0
positive and negative times, one sees that corresponding outgoing or
 .incoming null bicharacteristic starting at x , y , j , h will escape to0 0 0 0
infinity along a curve with negative y-coordinate, unless contained by ­ V.
 .Hence, they must eventually strike the boundary at a point with y t - 0,
Ç  .where t is the collision time. Such a point lifts into H ; T* ­ V . Hence
we have a limit point in H on a singularity bearing bicharacteristic, but as
 .  .WF u is a closed set which agrees with WF u on the interior, this limitb
 .point must be in WF u . This shows thatb
WF u / B « H l WF u / B. .  .b
 .Conversely, if we assume that H l WF u / B, then one can show thatb
 .WF u contains both the bicharacteristic arriving at the collision and the
 .reflected one. Hence WF u / B. This argument is not novel and can be
w x w xfound in 10 with details in 9 .
We close this section with a few remarks on the hyperbolic effects in
order to facilitate our discussion of the glancing effects. While it is true
 .that the interior propagation result 2.7 follows on general grounds
because p is real, there are explicit representations of an interior
parametrix as a Fouier]Airy integral operator and analysis of the resulting
w xmapping properties as described in Groothuizen 6 . Moreover, the fact
that the null bicharacteristics of p are not locally trapped over compact
sets follows from the fact that p s yj 2 q h 2 is of real principal type in the
interior in the sense that the differential dp of p and the canonical one
form a s j dx q hdy are linearly independent on the characteristic set
 w x.Char p cf. Section 6.3 of 3 .
In order to prove that singularities do propagate from hyperbolic bound-
Ä .ary points, one attempts to show that if 0, j g H and if the correspond-2
Ä .  .ing null bicharacteristic arc g issuing from 0, j is not in WF u , thenq 2
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Ä .  . 0, j f WF u . This is the method of Hormander cf. Theorem 24.2.1 ofÈ2 b
w x.  .  .9 . The key points are that the strict hyperbolicity near x , x s 0, 01 2
allows for two things. First, one can factor P into products of two first
order pseudodifferential operators
P s D y L x , x , D . .1 q 1 2 2
= D y L x , x , D q v x , x , D .  . .1 y 1 2 2 1 2 2
Äs D y L x , x , D . .1 y 1 2 2
3.6 .
= ÄD y L x , x , D q v x , x , D , .  .Ä .1 q 1 2 2 1 2 2
Ä 1r2with the principal symbols of L , L being "r , and the remainders v," "
v being smoothing operators. Second, one can find two operators Q andÄ
ÄQ which commute modulo smoothing operators with D y L and D y1 q 1
ÄL , respectively, that are non-characteristic along the arc g and smooth-y q
ing outside of a small closed conic neighborhood g . This involves solvingq
a sequence of transport equations for an asymptotic expansion of the
Äsymbols of Q and Q, the top order term reflecting the transport of the
principal symbols q and q along the Hamiltonian flow of the factorsÄ
1r2  .  .j " r . Using the commutation property, the formulas 2.20 and 2.21 ,1
 .and results on first order operators one can show that ¨ s Q D y L u1 y
`Ä Ä .  .  .and ¨ s Q D y L u are in C V . Finally, one picks any a x, j whichÄ 1 q 2
Ä .is non-characteristic at 0, j and has small cone support near g , where2 q
Ä Ä . .Q and Q are non-characteristic. The difference a x, D L y L u2 q y
` Ä .belongs to C , and this operator is non-characteristic at 0, 0, j since its2
1r2  .  .principal symbol is 2 ar . Hence we have the result by 2.20 and 2.21 .
4. CLASSIFICATION OF PARABOLIC
BOUNDARY POINTS
We would like to determine conditions under which the Dirichlet
problem can have singularities at the parabolic boundary points without
creating interior singularities under the hypotheses that the boundary is
smooth and everywhere non-characteristic for the Tricomi operator. This
will be done by first finding the canonical form by the construction of
geodesic normal coordinates and then deriving conditions that determine
what types of glancing phenomena are possible.
We first note the following consequence of the non-characteristic hy-
 .pothesis at the parabolic points. If A x, y s c gives a local defining
 . 2 2function near x, y for ­ V which is non-characteristic for P s yD q D ,Ä Ä x y
then
22y F q F / 0. 4.1 .  . .x y
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2 .This implies that at points with y s 0 one has F x, 0 / 0, and hence, byÄ Äy
the implicit function theorem, near this point ­ V is given as a graph
 .y s f x for some function f. In terms of this local graph f , there are only
 .two possibilities for the interior unit normals to ­ V at x, 0 ; namely,Ä
2’n s f 9 x ,1 f 9 x q 1 4.2 .  .  . .Ä Äe
and
2’n s f 9 x ,y 1 f 9 x q 1, 4.3 .  .  . .Ä Äh
which point into the elliptic region V s V l R2 and hyperbolic regionq q
V s V l R2 respectively. It turns out that the microlocal form of they y
 .  .parabolic boundary points depends only on whether 4.2 or 4.3 holds.
We introduce the following definition for convenience.
DEFINITION 4.1. We will call a boundary point v g ­ V glancing if it is
the projection of a point in the glancing set G. Similarly, we will refer to v
as a gliding point or a diffractive point if it is the projection of a point in
the gliding set G or the diffractive set G .g d
PROPOSITION 4.2. Let ­ V be non-characteristic for the Tricomi operator
 .near the parabolic point v s x, 0 g ­ V.Ä
 .i If the interior unit normal points into the elliptic half space, then
v is a gliding point.
 .ii If the interior unit normal points into the hyperbolic half space,
then v is a diffracti¨ e point.
In particular, the non-characteristic hypothesis implies that the glancing
set is composed of points with simple bicharacteristic tangency; that is,
G s G j G . The proof of the proposition follows easily from the follow-g d
ing lemma in which a precursor to the symplectic version of geodesic
normal coordinates is constructed.
LEMMA 4.3. Let ­ V be non-characteristic for the Tricomi operator near
 .the parabolic point v s x, 0 and let the local defining function for theÄ
 .boundary be y s f x . Then the change of local coordinates
x , y s F x , x , F x , x , 4.4 .  .  .  . .1 1 2 2 1 2
with
2 33 2F x , x s " x f 9 x y 2 x f 9 x . 2 x f x f 9 x q x .  .  .  .  .1 1 2 1 2 1 2 1 2 2 23
4.5 .
and
22F x , x s yx f 9 x " 2 x q f x 4.6 .  .  .  .2 1 2 1 2 1 2
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gi¨ es V near v as x ) 0 and transforms the Tricomi form p s yj 2 q h 21
into the quadratic form
2
q x , j s g x , j j q a x , j y r x , j , 4.7 .  .  .  .  . .1 2 2
 .  .where a s r s 0 at v s x , x s 0, 0 and g / 0 near v. The upper signs1 2
 .correspond to the elliptic pointing normal 4.2 and the lower signs to the
 .hyperbolic pointing normal 4.3 .
Proof of the Lemma. The coordinate change is nothing other than the
 .time-1 H flow off of an e neighborhood of the zero section of N* ­ Vp
near v g ­ V. The differing signs result from choosing the intitial data so
that the flow moves into the interior of V. In the elliptic pointing case, for
example, one uses the data
x , y , j , h s x , f x ,y e f 9 x , e , 4.8 .  .  .  . .0 0 0 0 0 0 0
  ..where x parametrizes the boundary by x , f x and e scales the0 0 0
interior normals. Note that along this flow the conserved value of p will be
2w  .  ..2 xe f x f 9 x q 1 . If one substitutes this data into the general solu-0 0
 .tion formulas 3.5 , sets t s 1, and then renames x s x y x and x s e ,Ä2 0 1
 .  .  .one obtains 4.5 and 4.6 for this case. For x s 0, one has x, y s1
  ..x , f x , with x parameterizing the boundary. For x fixed, the flow is2 2 2 2
  ..the transport along the flow from x , f x a ``distance'' x . In addition,2 2 1
the principal symbol being a conserved quantity of this ``normal'' flow
ensures that the level sets of x will remain non-characteristic.1
Next, one sees that the coordinate change transforms the Tricomi form
p into
a11 2 2 2 2q x , j s j q a ra j y a y a a ra j , 4.9 .  .  . .  . .1 12 11 2 12 11 22 11 22D
< . <where D is the Jacobian determinant ­ Fr­ x and the a are the entriesi j
of the symmetric transformation matrix given by the formulas:
2 2a s F ­ F q ­ F 4.10 .  .  .11 2 2 2 2 1
a s a s yF ­ F ­ F y ­ F ­ F 4.11 .  .  .  .  .12 21 2 1 2 2 2 1 1 2 1
2 2a s F ­ F q ­ F . 4.12 .  .  .22 2 1 2 1 1
 .Here ­ F s ­ F r­ x . This is the form advertised in 4.7 with:j k k j
g s a rD2 4.13 .11
a x , x , j s a ra j 4.14 .  .  .1 2 2 12 11 2
y12 2 2r x , x , j s a a y a a j . 4.15 .  . .  .1 2 2 11 12 11 22 2
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We note that D / 0 near v since the coordinate change is a local
 .  .diffeomorphism given by an H flow. At x , x s 0, 0 , the formulasp 1 2
 .  .4.5 and 4.6 yield
F s 0, ­ F s 0, ­ F s "2, ­ F s 1, ­ F s f 9 x , 4.16 .  .Ä2 1 1 1 2 2 1 2 2
and hence D2 s 4, a s 1, and a s a s a s 0. It follows that g, a, r11 12 21 22
are all well defined near v and that a and r vanish at v. This completes
the proof of the lemma.
 .  .Proof of the Proposition. In order to apply the definitions 2.30 ] 2.32
directly, one needs to complete the construction of the geodesic normal
coordinates, which involves one last coordinate substitution which begins
with choosing
y s x and h s j q a x , j . 4.17 .  .1 1 1 1 2
 4  4Since y , h s y1, where f , g s H g is the Poisson bracket, y and h1 1 f 1 1
start a symplectic coordinate system which may be completed by the
 .Darboux theorem to give coordinates y , y , h , h based at the origin1 2 1 2
which satisfy the canonical commutation relations cf. Theorem 21.1.6 of
w x .9 for example . With respect to these coordinates, the boundary is given
locally by y s 0, the parabolic boundary point v has coordinates1
 .  .  .y , y s 0, 0 , and the quadratic form q takes the form q y, h sÄ1 2
 .w 2  .4g y, h h q r y , y , h . That r is independent of h follows from theÄ Ä Ä1 1 2 2 1
observation that 0 s H r s H r. Now, since g s g (F, where F is theÄ Äx y1 1
coordinate change, we have g / 0 near the origin and hence it does notÄ
affect the characteristic set, only parameters along the bicharacteristic
flow, and we may assume g ' 1 without loss of generality in the remainder
of the discussion.
 .  .   .  ..Now, since r y , h s r 0, y , h s r 0, x 0, y , h , j 0, y , hÄ Ä0 2 2 2 2 2 2 2 2 2 2
will vanish at y s 0, it remains to check the signs of the y derivatives of2 1
 .  .r at y , y s 0, 0 . An application of the chain rule plus formulasÄ 1 2
 .  .  .  .4.10 ] 4.12 , 4.15 , and 4.16 yield
­ r ­ rÄ
s 4.18 .
­ y ­ x  .  . .  .1 1 x , x s 0, 0y , y s 0, 0 1 21 2
 .and so the glancing phenomena over v is carried by r x , x , j which is1 2 2
 .  .  .given by 4.15 . It only remains to apply the definitions in 2.31 and 2.32
<  .to check that the sign of ­ r is negative positive when the normal isx s0x 11
 .  .n n for which the above formulas have the upper lower signs. Ae h
two-page but straightforward calculation yields
­ r
2s .j , 4.19 .2­ x  .  .1 x , x s 0, 01 2
which confirms the claim of the proposition.
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5. GLANCING EFFECTS
Having classified the microlocal type of parabolic boundary points, we
turn to the question of whether singularities may be allowed at such points
without disturbing the interior regularity. We assume in what follows that
the domain V overlaps the sonic line, or at least touches it as a boundary
point, so that there are glancing points to consider. We also assume that
the boundary data are smooth for simplicity. Using the propagation of the
w xsingularities theorem of Hormander 9, Theorem 24.4.1 at diffractiveÈ
boundary points, we have the following necessary condition for interior
smoothness.
THEOREM 5.1. Let V be a bounded open region with smooth boundary
­ V that is non-characteristic for the Tricomi operator P s yD2 q D2. As-x y
 .sume that u g D9 V is a solution to the Dirichlet problem
`Pu s f g C V 5.1 .  .
u g C` ­ V . 5.2 .  .<­ V
Assume that there is a co¨ector g with
g g WF u l G . 5.3 .  .b
` .If u g C V then g g G .g
In particular, this means that if one desires to have a singularity at a
parabolic boundary point while retaining interior smoothness, the interior
unit normal needs to point into the elliptic half space.
 .Proof. If not, g g WF u l G since G s G j G by Propositionb d d g
 .4.2. Hormander's theorem now applies to say that WF u contains theÈ b
Ä .generalized bicharacteristic of p through g , where g s 0, j in the2
coordinates of Lemma 4.3. The key point here is that one need only use
 .the hypothesis that ­ rr­ x ) 0 at the diffractive point g which starts1
the outgoing bicharacteristic. In particular, one can show cf. Lemma
w x.24.3.4 of 9 that this bicharacteristic must lie over the interior away from
 .g . This follows form observing that ­ rr­ x G c ) 0 in a conic neighbor-1
Ä .hood of 0, 0, 0, j and hence Hamilton's equations for the bicharacteris-2
tic include
Çj s ­ rr­ x ) 0 x s 2j ,Ç1 1 1 1
 .  . 2with x 0 s 0. Hence x t G ct . Of course, we know explicitly that this1 1
bicharacteristic away form the boundary is a curve over the hyperbolic
interior, which eventually strikes the boundary at a hyperbolic boundary
point, in accordance with the hyperbolic detection part of Theorem 3.1.
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The hard part comes in trying to overcome the fact that the principal
 1r2 . 1r2 .symbol, which still factors into j y r j q r over the hyperbolic1
interior, has a degeneracy at the gliding points. Through very careful
microlocal energy estimates, Hormander is able to overcome this byÈ
adapting his commutator method to allow for this less generous situation.
The key ingredients are a lemma on square roots which uses the diffractive
condition in a strong way, and an estimate which tracks through the
subprincipal symbol and yields the favorable signs sharp for GardingÊ
inequality approaches to the bootstrapping of microlocal regularity. This
w xapproach has its roots in the work of Ivrii 11 .
It should be remarked that the Hormander result is needed as theÈ
Tricomi operator fails to satisfy certain technical conditions at parabolic
boundary points that have been exploited by various authors in approaches
to diffractive boundary value problems. In particular, for the Tricomi
operator, all points in G are degenerate diffracti¨ e points in the sense ofd
w xMelrose 13 . As a result, one cannot appeal to the Melrose parametrix
construction, which involves a reduction to a standard model in the
non-degenerate case by the careful control of the symplectic geometry of
w xglancing hypersurfaces as carried out in 14 . This failure is one of
dimension in that there are no glancing hypersurfaces in a contact mani-
 w x.fold of dimension 3 cf. 14, Lemma 5.5 . It is also true that at glancing
points the Tricomi operator fails to be of real principal type at the boundary
w x w xin the sense of Melrose 15 and Melrose and Sjostrand 17 . This propertyÈ
is even weaker than the non-degeneracy property and its failure has the
same symplectic consequences. We record these observations in the follow-
ing proposition, which includes the relevant definitions in the invariant
language.
PROPOSITION 5.2. Let V be a bounded region with smooth non-character-
istic boundary ­ V for the Tricomi operator P, with principal symbol p.
Ç  .Assume that there is a g g G ; T* ­ V . Then:d
 .i The restriction of p to the fiber of T*V containing the lift of g<­ V
is stationary.
 .  .ii The restrictions of dp and a to ­ T*V are linearly dependent in
the fiber of Char p o¨er g , where a is the canonical one form on the
symplectic manifold T*V.
 .Proof. With respect to the coordinates x , x , j , j of Lemma 4.3,1 2 1 2
Ä .  .we can assume that g s x , j s 0, j and that p takes the form2 2 2
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w  .x2  .j q a x , x , j y r x , x , j , where a and r are given by formulas1 1 2 2 1 2 2
 .  .  .  .4.14 and 4.15 , and r x , j s r 0, x , j has the explicit form0 2 2 2 2
r x , j s f x j 2 , 5.4 .  .  .0 2 2 2 2
with
24 f x q 4 f x f 9 x .  .  .2 2 2 5.5 .f x s , .2 21 q f x f 9 x .  .2 2
where f is a local defining function for the boundary near the parabolic
 .  .boundary point in question. In particular, f 0 s 0, so that f 0 s 0.
 .  .With respect to these coordinates, since a s 0 at x , x s 0, 0 and1 2
 .j s 0 in the fiber of Char p over g , the claim ii becomes dr and j dx1 0 2 2
 .are linearly dependent at x s 0. But by the formula 5.4 , we see that2
dr x , j s f9 x j 2dx q 2j f x dj , 5.6 .  .  .  .0 2 2 2 2 2 2 2 2
 .  .  .where f 0 s 0 and f9 0 s 4 f 9 0 , which proves the claim. For the claim
 .i , the fiber differential of p is
­ a
d p s 2 j q a x , x , j dj q dj y ­ r dj , 5.7 .  . .j , j 1 1 2 2 1 2 j 21 2 2 /­j 2
 .  .which when evaluated at the fiber over g means that x , x s 0,0 , so1 2
 . .  .that a s 0 and that j s 0. Since ­ r 0, 0, j s 2f 0 j , one sees that1 j 2 22
 .5.7 vanishes, which completes the proof.
Returning to the consequences of Theorem 5.1, we remark that it is
possible to have a boundary singularity as an element of G , withoutg
disturbing the interior regularity. This is a trapped gliding ray phenomenon
as supported by the following proposition.
PROPOSITION 5.2. O¨er all gliding points g g G for a non-characteristicg
  ..boundary for the Tricomi operator, the gliding ¨ector field in T T* ­ V is
radial at g if the boundary is trans¨ ersal the sonic line at g and ¨anishes at g
if the boundary is tangential to the sonic line at g .
 .  .Proof. Let the boundary point have coordinates x , x s 0, 0 in2 2
accordance with Lemma 4.3. In these coordinates, the gliding vector field
has the form
­ r ­ ­ r ­0 0yH s y , 5.8 .r0 ­ x ­j ­j ­ x2 2 2 2
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 .where r s r 0, x , j and takes the same form as that given by formulas0 2 2
 .  .  .5.4 and 5.5 . Consequently, yH s 4 f 9 0 ­r­j , which does vanish ifr 20
 .f 9 0 s 0 and gives a nonvanishing vector field in the fiber direction if
 .f 9 0 / 0. Such a vector field is called radial, which completes the proof.
The gliding vector field generates the mechanism for transporting singu-
larities through the gliding set. The gliding rays are the integral curves in
Ç  .T* ­ V of this vector field which start at a gliding point. In the transveral
case, the integral curve stays trapped over the parabolic boundary point, its
path being a dilation in the fiber. In the tangential case, the ray is static
over the point in question. Thus, in the case of an elliptic pointing normal
at a parabolic boundary pont, singularities may be located there without
 w x.propagation because of this trapped ray phenomenon cf. 9, p.434 . We
also note that the static ray case includes a Dirichlet problem for which
the boundary agrees with the sonic line over some interval, with the
interior lying on the elliptic side. Such gliding points will belong to the
w xhypoelliptic set as pointed out in Section 3 of 10 .
We close by stating a natural condition which ensures that all parabolic
points are gliding points and hence singularities may be found there
without disturbing the interior regularity.
PROPOSITION 5.4. Let V be a bounded open region which o¨erlaps both
the elliptic and hyperbolic half planes whose boundary ­ V is a simple smooth
cur¨ e that is non-characteristic for the Tricomi operator. If the set of parabolic
points of V is an inter¨ al, then the parabolic points are gliding.
 .Proof. Let the parabolic interval be given in x, y coordinates by
 .a - x - a , and so the parabolic points are v s a , 0 for j s 1, 2.1 2 j j
Assume that v is diffractive, and so the interior unit normal points into1
 .  .the hyperbolic half plane and is given by 4.3 . it follows that f 9 a ) 0 in1
such a case and hence there are points on ­ V in the hyperbolic half-plane
whose x-coordinates are less than a . The region being bounded, there1
must be a lower bound on this coordinate and hence there is a point at
which the normal points in the x-direction. At such a point the principal
symbol evaluated at this conormal will be yy h 2 - 0. The principal0 0
w  .x2 .symbol evaluated at the conormal over v is 1r f 9 a q 1 ) 0, and1 1
hence by the continuity of the symbol on the cosphere bundle it must
vanish at some conormal to the boundary in between.
Remark 5.5. The naturality of the interval assumption comes from the
transonic flow problem, where a single sonic line interface is being
modeled. The important point here is that, if the region is of mixed type
and the interface is an interval, the only assumption made was the
non-characteristic hypothesis which is a natural one from the point of view
of partial differential equations. No other geometric assumptions are
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needed. In particular, there can be an arbitrarily large number of critical
points in the hyperbolic boundary. The following example has three.
EXAMPLE 5.6. Let ­ V be given in polar coordinates as the limacËon
r s 3 q 2 sin u . 5.9 .
This is a smooth non-characteristic curve which satisfies the hypothesis of
Proposition 5.4.
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