ABSTRACT Shot boundary detection is essentially to detect the position of frames where the shot changes. It has been actively studied in video analysis and management for convenience, which becomes a key technique with the rapid proliferation of rich and diverse videos. With respect to the complex characteristics of different shots in varying length and content variation property, in this paper we present a two stage method for shot boundary detection (TSSBD) which distinguishes abrupt shot by fusing color histogram and deep features, and locate gradual shot changes with C3D-based deep analysis. Abrupt shot changes are detected firstly as it occurs between two frames, which divides the complete video into segments containing gradual transitions; Over these video segments, gradual shot change detection is implemented using 3D-convolutional neural network, which classifies clips into specific gradual shot change types; Finally, an effective merging strategy is proposed to locate positions of gradual shot transitions. The experimental analysis illustrates that the proposed progressive method is capable of detecting both abrupt shot transitions and gradual shot transitions accurately.
I. INTRODUCTION
With the rapid proliferation of multimedia and network techniques, a lot of video content is shared on the Internet, which makes rapid video understanding and content-based video retrieval become great challenges. To provide the user's desired video content with high efficiency, the fundamental manner is to construct data structure for the unstructured video sequence. Generally, a top-down multi-level structure model has been applied to hierarchically represent video structure. The video layer combined by different scenes is the top layer; The second layer is the scene layer, which is composed of some similar and related shots; a shot layer comes at the third level, which involves of a few frames; The last layer is the frame layer, which is the basis of the video.
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A set of consecutive frames taken by the same camera is called a video shot. Shot boundary detection, as a basic technique would impact the performance of its further applications, such as video retrieval and video semantic analysis. Shot boundary detection (SBD), also called shot transition detection, has been widely investigated in video content analysis problems. Shot transition refers to the transformation from a set of consecutive video frames to another set of video frames. Form of shot transitions can be commonly categorized into two main groups: abrupt shot transition and gradual shot transition. Gradual transition can be further classified into dissolve, swipe, fade in and fade out. Examples of shot transition types are provided in Fig. 1 . As observed in Fig. 1 , an abrupt shot (2nd row) changes rapidly between two frames, while gradual shots (3rd-5th rows) occur continuously in several frames.
In recent years, research on SBD has made great progress, especially in abrupt shot change detection. Considering the inherent characteristic hidden in abrupt shot that two nearby changing frames have great dissimilarity in content, conventional approaches preferred to detect abrupt transition by extracting features between two frames and measuring the similarity between features for abrupt detection. Compared with abrupt transition, gradual transition appears to be more complex since a gradual shot transition includes continuous multi-frames, and there are certain changes between successive frames. Most current SBD technique relied on handmade features greatly. The pixel comparison method [1] is one of the simplest SBD methods, and is used as the theoretical basis by many other algorithms. By comparing the density or color difference between nearby video frames, the target is to compare the aggregation of pixel differences with the predefined threshold. Intuitively, this kind of methods is not suitable for detecting the movement of cameras and objects. Therefore, [2] employed a 3 × 3 filter to smooth the image of corresponding frames and counted the number of pixels whose pixel difference is greater than the threshold. Block-based comparison [3] , using global information, improves the robustness of object and camera motion compared to pixel difference comparison. When the shot changes, the edge information of the frames between different shots will also change. Zabih et al. proposed using Edge Change Ratio to detect shot boundary [4] . Edge features are not suitable when edges are blurred. But they are promoted as a complement to other features in some studies because edge features are not sensitive to changes in other features. Kim and Heng succeeded in avoiding shot boundary detection errors caused by the flash by adding edge features, and did not significantly increase calculation times [5] , [6] . Inter-frame difference detection methods based on color histograms are often used in shot boundary detection algorithms [7] . Zhang et al. [2] compared the two kinds of methods of pixel values based and histogram based ones which found that the histogram based ones could satisfies the high calculation speed and high precision of video shot edge detection.
Ueda [8] proofed color histogram change rate can also be used for shot boundary detection in order to measure the difference between two video frames. Authors in [9] proposed to leverage x 2 histogram to compare color histogram difference between two adjacent frames to enhance the inter-frame difference of cut frames. Since histogram based method was not able to involve details of images, [10] used block histogram to make up for the lack of local information. Illumination variation tends interfere with shot boundary detection, which motivated [11] to compare adjacent frames to alleviate the problem. Some studies have shown that Manhattan distance and Euclidean distance can be used to calculate the distance between histograms simply and efficiently [12] . Zuzana [13] used the mutual information between two frames to represent the similarity of the two frames. The larger the mutual information, the more similar the two frames are. Some researchers use clustering based approach, k-means clustering was used by Xu [14] in the shot detection algorithm. Han [15] used techniques Fuzzy c-means clustering to detect abrupt shot change and Gaussian Weighted Housdorff Distance and edge count ratio to detect gradual shot change.
The above-mentioned methods mainly employ the frame difference between adjacent frames to detect boundaries, which can detect abrupt shot very well. However, there are still some difficulties in the detection of gradual shot, because the difference between gradual shot is not very apparent and the correlation between frames in the gradual shot is not considered. The dual threshold method [16] was a typical method of shot detection that requires two predetermined thresholds to be set. However, there is a major problem that is extremely difficult to locate the starting point of the gradual shot, at this point, the basic principle of the optical flow method is proposed. The principle behind it is that there is no optical flow when the gradual shot occurs, and the motion of the camera should be suitable for a certain type of optical flow [17] [18] . This method is able to achieve excellent detection performance, however, its calculation process is quite VOLUME 7, 2019 FIGURE 2. Framework of the proposed shot boundary detection method with feature fusion and spatial-temporal convolutional neural networks.
complicated. [19] proposed a video shot boundary detection technique based on segment selection and singular value decomposition (SVD) and pattern matching. In this work, the adaptive threshold is used to calculate the position of the boundary and the length of the gradual transition, and most of the non-transition frames are discarded. Yuan et al. [20] adopted a supervised method, a support vector machine is trained to classify different types of shot boundaries with extracted features.
At present, different from the above learning techniques, deep neural networks have received attention in various fields. Compared to traditional methods, it is greatly improved in terms of efficiency and accuracy. However, to our knowledge relatively there are few studies apply deep networks to the field of shot boundary detection. [21] proposed a new SBD framework based on representative features extracted from CNN to achieve excellent accuracy. [22] introduced a CNN architecture with fully convolutional layers allowing for shot detection at more than 120× real-time. [23] proposed DeepSBD model for shot boundary detection and build two large datasets at the same work, however, they did not distinguish the specific gradual shot types. Inspired by these works, we attempts to investigate SBD of abrupt shots and gradual shots with histogram based strategy and C3D deep model to respectively leverage their corresponding characteristics in shot boundary detection.
In this work, We adopt a hierarchical structure to detect abrupt shot changes and gradual shot changes. The abrupt shots are firstly separated from the whole video with a feature fusing strategy. Then, C3D deep model is constructed to extract spatial and temporal features of video clips and distinguish shot types of dissolve, swipe, fade in and fade out, and normal respectively. The main contributions of this work are as follows:
• Considering different traits of abrupt shot transitions and gradual shot transitions, a two stage method was proposed to distinguish this two kinds of transitions individually.
• Synchronized feature extraction with C3D model help to significantly distinguish different gradual shot types from video segments.
• We further develop a post processing strategy to well locate positions of gruadual shots.
II. TWO STAGE SHOT BOUNDARY DETECTION
In this section, we describe the two stage method in details.
As depicted in Fig. 2 , proposed TSSBD method performs to detect shot boundary in a hierarchical way of detecting abrupt and gradual shot boundaries, respectively. A method that fuse blocked color histogram and deep features is applyed firstly to detect abrupt shot boundaries, which simultaneously help to separate the whole video. Then, a 16-frames sliding window is employed to go over the videos with 87.5% overlap and fed into C3D model. C3D model here plays to classify clips into shot type of dissolve, swipe, fade in/out, and normal with extracted spatial-temporal features. Finally, a post-processing method is presented to locate shot boundaries of gradual shots in the whole video effectively.
A. ABRUPT SHOT DETECTION
Considering frame size imbalance and distinct changing character of abrupt shots against the gradual shots, in this work we intuitively construct a feature fusion module for detecting abrupt shot change firstly and then distinguishing the others.
1) FEATURE EXTRACTION
Reference [24] has investigated the use of features in 50 literature related to shot boundary detection. Statistical results indicate that color histogram is the most commonly used feature representation, with 56% utilization rate. Thus, we employ histogram in abrupt shot detection. To make up for the lack of spatial structure in histogram, we divide the image into blocks. Each sub-block is represented as a 72-dimensional histogram vector. We divide the image into nine sub-blocks, the lengths and widths of all pictures are tailored with a ratio of 1:2:1, and each sub-block is given different weighting coefficients. The weighted matrix W is:
However, block histogram can make up for the lack of spatial structure to some extent, different block strategy will produce different results. Xu et al. [21] used CNN to extract image features to detect abrupt shot change which achieved competitive results. Inspired by this article, we also extract CNN features as a measure of abrupt shot detection. We train Alexnet with ImageNet dataset and extract 4096 dimensional feature vector of Fc6 layer as image s deep feature.
2) WEIGHTED INTERFRAME DIFFERENCE COMPUTATION
Firstly, we need to adopt an appropriate distance measurement. Actually, researches in similar domains have demonstrate that the simple Manhattan or Euclidean distance metric is highly effective. Thus, we use Euclidean distance for measuring frame difference.
For color features, the histogram difference of the corresponding sub-blocks of adjacent matrices is:
Block(H ki ) represents the color histogram information of the i−th sub block of frame k, and BlockDiff ki represents the histogram inter frame difference of the i−th sub block of frame k. Therefore, the histogram difference D H (k, k + 1) between frame k and frame k + 1 is shown in Eq. 2.
For CNN feature, if C k is used to represent feature of frame k, then D C (k, k + 1) can be expressed as:
Then the weighted similarity between frame k and frame k+1 is:
The selection of α will be discussed in the experimental section.
3) ADAPTIVE THRESHOLD
The inter-frame difference of abrupt shot change is often significantly higher than that of non-shot position, but the inter-frame difference of different videos may vary according to the content of the video itself. Therefore, artificial thresholds may not be fully applicable to all videos. Therefore, thresholds are acquired adaptively according to the mean of inter-frame difference in one shot. TotalFrameDiff k in the current shot can be written as:
Then the adaptive threshold T in the shot is:
Good results can be obtained when the range of β is 5-10.
4) FLASH DETECTION MODULE
When the brightness of flash happens in a shot, the interframe difference is almost located to the position where an abrupt shot change occurs. Therefore, the false detection caused by the flash often occurs in the detection process. Usually, the frame difference before and after the position of the flash is approximately equal to the frame difference without transition, while in an abrupt shot transition, the distance is large. Assuming that the potential transition frame is k, first define a window with size of 2(N+1) frames centered on k, we believe that the k frame is caused by the false detection caused by flash if:
5) LARGE MOTION DETECTION MODULE
The motion of a large object and the shaking of the camera are similar to that of a gradudal shot transition, which usually lasts for several frames, and the frame difference at the location where these situations occur is often equal to a value less than T. Assuming that the potential transition frame is k, the frame difference of adjacent frame in the window is calculated from the center k to both ends, we believe that the k frame is caused by the false detection caused by large motion if:
where
and j ranges from k-N to k+N and j = k. We set N to 8 in both flash detection module and large motion detection module.
B. GRADUAL SHOT CHANGE DETECTION 1) PRE-PROCESSING
As the entire video has been separated into segments, We create 16−frame sliding windows with 87.5% overlap over these segments. the IOU with groundtruth is calculated using these windows. If IOU is greater than 0.7, set the label of the window as one of three types of gradual shot transition; if IOU is less than 0.3, set the label of the window to 0; We discard widows which IOU greater than 0.3 but less than 0.7. For a groundtruth, if no window is larger than 0.7 with its IOU, the label of the window s with the greatest overlap will be set to one certain type of gradual shot transition, VOLUME 7, 2019 provided that the IOU of the video segment s and groundtruth is larger than 0.5. Training convolutional neural networks requires largescale data, it is not fully enough to use only the images in the database for training. Therefore, training data need to be processed to achieve data expansion and improve the training and detection results. In this regard, we do flip, mirror and flip + mirror operations on FOI and OTH types, which account for a relatively small proportion, so as not only to prevent network over-fitting, but also to improve training results. In addition, As shown in Fig. 3 and Fig. 4 , flash and motion of large objects cases may affect the results to some degree. Hence, we add some samples of flash and motion of large objects to the non-transition category in the training set.
2) C3D BASED GRADUAL SHOT DETECTION
Most existing works for gradual shot detection are mainly based on hand crafted features. The low level visual features are not able to describe high level semantics fully. Researchers prefer to use deep neural network to extract features, as deep features can represent the information of data according to the task itself. While achieving amazing results, researchers are not required to have a deeper theoretical knowledge of the field. Features of gradual shot transition that need to be extracted are relevant in times, which makes the performance dependent on the extracted temporal features more on the SBD task. Therefore, we utilize C3D model to extract spatial-temporal features automatically for shot categorization.
Compared with 2D CNN, 3D CNN not only divides video into frames, but also applies convolution kernel to both spatial domain and temporal domain. Integrating both spatial and temporal features helps promote feature description ability in SBD. As depicted in Fig. 5 , the C3D architecture includes 8 convolution layers, 5 pooling layers, 2 fully connection layers for spatial-temporal feature learning, and 1 softmax layer to perform shot type classificaiton. The number of convolution kernels is adopted as 64, 128, 256 × 2, 512 × 2, and 512 × 2. The optimal size of the convolutional kernel is 3 × 3 × 3. Following 1 convolutional layer, the feature maps are downsampled by 1 pooling layer to gradually merge the features. In this paper, the kernel size of the convolutional layer from the second to the fourth are 2 × 2 × 2, while that of the first and the fifth layer is 1×2×2. Therefore, the temporal domain information in the network could be preserved as much as possible. With several convolutional and pooling layers, the feature map is integrated into a 4096−dimensional feature vector containing high-level semantic shot information for shot categorization with softmax layer.
3) MAJORITY-VOTING STRATEGY
We apply the proposed TSSBD on both trimmed video segments and untrimmed video segments. For trimmed segments, we treat the SBD problem as video classification, which categorize video clips to one of 4 specific categries. For untrimmed segments, We proposed majority voting strategy for further locating the shot boundaries of gradual shots, which is illustrated in Fig. 6 . We visualize the output of softmax layer to perform gradual shot categorization every 16 frames and get the predicted label. Then each frame is assigned the same label as the video clip. Since the overlap of the 16-frame clip is 0.875, there will be up to eight prediction labels per frame. we take the category with the maximum count as the frame shot category to locate shot boundaries.
4) GAP FILLING
After merging, each frame would be assigned to a gradual shot category indicating whether the frame is part of a corresponding gradual shot transition. Ideally a sequence of frames that are part of a same gradual shot transition type represents a complete gradual shot transition. However, there could be misclassified shot categorizations to make the shot prediction not convincing. We further add a Gap Filling to finetune the possible misclassified frames. The Gap Filling is used by concatenating sequences which belongs to a gradual transition but are separated by some relatively individual transition frames. If the length of individual short transition frames is not in proper shot sizes, they would also be classified as a single gradual shot transition. The idea of gap filling is that usually two gradual shot transitions do not occur too close to each other. Therefore, if two gradual shot transitions are only N frames apart, they probably belong to one shot. In Fig. 7 , an example of gap filling is provided. In the figure, a sequence of gradual shot transition frames is interrupted by three non shot transition frames, those non-shot transition frames are merged as a part of gradual shot transition. Experiments show that the optimal detection results can be obtained when N is set to 8.
We summarize the proposed two stage shot boundary detection (TSSBD) for SBD in Alg. 1.
III. EXPERIMENTAL ANALYSIS A. TRECVID DATASET
The experiment was conducted on TRECVID dataset, which was applied to NIST Institute. The content of the dataset is rich and varied, including sports programs, news reports and TV series, etc. What more, the type of shot transition is complex. We collected all the SBD related dataset from the year 2003 to 2007 and use TRECVID 2005 as testing set and the others as training set. We use the standard TRECVID evaluation metrics: one-to-one match if the predicted boundary has at least 1 frame overlapped with the ground truth. The performance of abrupt shot algorithm is compared with blocked histogram method, C3D based method and HSV+DPHA method. The performance of gradual shot change algorithm is further compared with several state−of−the−arts including LSTM, DeepSBD, etc. We evaluate performance of different algorithms using precision (P), recall (R) and F-score (F). Step 1. A method of fusing blocked color histogram and CNN feature is proposed for abrupt shot change detecting by measuring interframe similarity and separate X into S;
Step 2. Deep C3D model is utilized for classifying fixed input video segment into one of three types of gradual shot transitions plus normal type;
Step 3. The video is sampled to 16 frames by conducting overlapped sliding windows, and the classification results are obtained by using the trained model;
Step 4. The majority voting strategy is used to obtain frame-level labels;
Step 5. Gap filling is built to merge neighboring gradual shot transitions which are close to each other and get the result G.
B. IMPLEMENTATION DETAILS
The proposed framework is built on the deep learning model of C3D using caffe. The whole network is trained from scratch. We set mini-batch size as 10 video clips, base learning rate to 1 × 10 −4 , momentum to 0.9, weight decay to 5 × 10 −5 , and maximum number of training iterations to 60000. The learning rate is divided by 10 every 10000 iterations. All experiments are conducted on Nvidia Titan X GPU with Intel(R) Xeon(R) CPU E5-2683 v3 @ 2.00GHz, running a Ubuntu 14.04 LTS environment and python 2. Table 1 . Experimental results show that while α varies from 0.1 to 0.9, the precision increases and the recall decreases. When the value of α is set to 0.4, the F score is 0.935, reaching the highest point.
In order to demonstrate the superiority of our method, the proposed algorithm is compared with blocked HSV histogram, C3D based algorithm and HSV+DPHA algorithm. The comparison results are shown in Table 2 . Through weighted block HSV and CNN features, this algorithm is superior to single feature algorithm in the case of reasonable weight coefficients; although the algorithm based on C3D can detect abrupt shot and gradual shot synchronously, the result is not robust enough; the method based on block histogram + perceptual hash review can improve the recall rate to a certain extent, but the hash algorithm review will produce some false detection cases, compared with this algorithm, our method can better solve the false detection situation caused by the review.
D. GRADUAL SHOT DETECTION
For gradual shot change detection, We use TRECVID 2005 as testing set which is not included in the training set, the others are used for training. The data set is sample-equalized and the ratio is roughly 3:1:1. Table 3 is data distribution of the data set. The results of the shot detection on trimmed videos are shown in Table 4 . Experimental result indicate that the proposed TSSBD method can effectively extract and identify different gradual shot transition types. Average accuracy of four categories is 0.932.
Further, we tested on untrimmed videos of TRECVID 2005. The result is counted in Table 5 .
To present our results more intuitively, Fig. 8 visualizes two randomly selected video clips. In both cases, A and B belong to the same shot transition process, but are predicted to be two separate shot change events. Segment C in both events is the result of post-processing. The redundant prediction video segments can be merged effectively by frame fusion and gap filling post-processing, which improves the accuracy of the algorithm.
Under the same data set, we compare the results with other algorithms. The experimental results are shown in Table 6 . The best result of TRECVID contest [26] uses support vector machine classifiers (SVMs) to help detect either cuts or gradual transitions and the detected result is 0.786. In comparison, the proposed TSSBD method extracts the deep features that combine relationships between frames through convolutional neural network, which improves the result by about 0.1; Compared with the results of another deep learning model LSTM which uses two-stage method, TSSBD increases the accuracy by 0.194; DeepSBD [23] also uses C3D network as baseline network to classify non-transition, abrupt shots and gradual shots. However, Our method first identifies abrupt shots that lack time-domain correlation by using fusing method, which improves the result by 0.05.
IV. CONCLUSION
In this paper, we have proposed a progressive shot boundary detection method with feature fusing for shot filtering and C3D based gradual shot detection. The proposed method employs CNN+HSV method to filter abrupt shot from the whole video. By using weighted CNN distance and HSV distance, the shortcomings of single feature are remedied on spatial visual contents for abrupt detection. This hierarchical abrupt and gradual shot detection manner effectively avoids the disturbance caused by the abrupt shots which extremely lack of temporal correlation. In addition, C3D model performs to extract temporal features and distinguish different forms of gradual shot transitions with a majority voting strategy. Furthermore, gap filling conducts to effectively distinguish shot types of frames and locate shot boundaries. The experiments are conducted on TRECVID data set and the performance indicates that the proposed TSSBD method achieves apparent improvement in both abrupt shot change detection and gradual shot change detection.
