In geometric range searching, algorithmic problems of the following type are considered.
and Mehlhorn [1984] ; a recent one is Mulmuley [1993] . Useful survey papers can be found in Path [ 1993] and Goodman et al. [1991] . The subject of computational geometry is the design and analysis of efficient algorithms for computing various properties and parameters of finite configurations of geometric objects. The last sentence may sound rather cryptic, and the reader can get a better picture from several examples of simple problems studied in computational geometry:
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Given an n-point set P in the plane (or in a Euclidean space of dimension d),l find a pair of points of P with smallest distance.
Given n segments in the plane, compute the number of their intersections. the problems are considered in fixed dimension, and an infinite precision model of computation is used.
Dimension and Hidden Constants
The original problems in computational geometry were formulated in the plane or in three-dimensional space. While generalizations to arbitrary dimension are also studied, we almost always assume that the dimension is quite small, say at most 10, wh~le the number of objects (points, segments, etc.) Mulmuley [1989; 1991a; 1991b ], Seidel [ 1991a 1991b] , and others. In most cases, randomized algorithms are simpler, more effective, and easier to implement than deterministic ones. For most cases, problem-deterministic algorithms with a similar or only slightly worse asymptotic complexity were found (e.g., Chazelle and Friedman [1990], Matou; ek [1990; 1991a] , Chazelle [1993a; 1993b] Wh, mplex = the set of all (closed) simplices m R'. g~~ll = the set of all (closed') balls in Rd.
Further, let P be a given n-point set in R~. One of the geometric range-searching problems is the following:
Design an efficient algorithm, which, for a given range R c=, finds the number of points of P lying in R.
If the set P and the range R were given together, and the problem finished by determining the number ]P n Rl, it would be simplest to go through all points of P one by one and count those lying in R. In fact, in such a situation we can hardly do anything better, In our problem, however, the point set P is given in advance, and we can prepare some auxiliary information about it and store it in a suitable data structure.
Then Indeed, let rr. and rr~denote the search paths for a and b, respectively, and let x be the node where they branch. Then for every node u q rr~lying below x and such that the next node of m-~is the left son of u, we take the right subtree of u, and it will define one of the canonical intervals.
We proceed symmetrically for the portion of n-~below x, obtaining the desired decomposition. Thus, to answer the query, it remains to sum the precomputed weights of the canonical intervals in the decomposition.
Note that this does not use the weight subtraction, so that we can find, e.g., the point of maximum weight in a given interval. [Chazelle et al. 1992] .
Approximately Linear Storage
Here we assume that the set P is chosen randomly, by n independent random draws from the uniform distribution in the unit square. (We consider the planar case first.) We say t = [6], and we cover the unit square by a t x t square grid, each grid square having side l\t (see Figure  1 ). With high probability, almost every grid square then contains only a small number of points of P (bounded by a constant).
Let R be a given halfplane. We note that the boundary line h of R intersects at most 2 t squares of the grid. (If its slope is at most 1, then it intersects at most 2 squares in every column, and for slope > 1, we apply a similar argument with rows.)
For the squares intersected by h we go through all the points of P lying in them, It 1s easy to check that for any point g and a nonvertical hne h, q hes on h ff the point~(h) lies on the hne Y(q).
Moreover, q hes above h lff~(h) hes above 9(q). 
It is thus required that in using the generators of the scheme one express the weight of any set Q G~, and this expression must be of the same form for any choice of weights of the points of P. to define that the geometric range-searching problem with the point set P, set of ranges~, and with weights from (S, +) has query complexity at least t in the arithmetic model for storage m if there is no (t -1, m) scheme for (P, 9), where Y is as in (2) Chazelle and Rosenberg [ 1991] ). Now that we have clarified all these definitions, we can state the main result [Chazelle 1989 ].
THEOREM 3.1 (CHAZELLE). Let (S, +) be a faithful semigroup. Then for any fixed dimension d and parameters n, m there exists an n-point set P c R d such that the simplex range-searching problem with point set P, weights from S, and storage at most m has query complexity at least (for d > 3), resp., at least (4) (5) for d = 2 in the arithmetic model.
In fact, the proof of this theorem gives somewhat stronger results. First of all, P is not an artificially constructed pathological set. Rather it is sufficient to choose it randomly from the uniform distriution in the unit cube; we obtain a "hard" set with high probability.
Also the hard query simplex need not be chosen in any special way. The proof uses, instead of simplices, so-called slabs, which are the parts of space bounded by two parallel hyperplanes.
The proof shows that for a randomly chosen slab of a suitable width (among the slabs intersecting the unit cube) the query complexity is at least that shown by the lower bound formulas.
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In this sense, (4) and (5) Chazelle has shown that for a suitably chosen set P in the unit cube, the volume of the convex hull of each k-tuple is at least proportional to k/n for any k > c log n, with a sufficiently large constant c. In other words,
for k z c log n. This is essentially a result about uniform distribution of the set P, stating that no k-tuple is too clustered (in the sense of volume). If (6) could also be proved for smaller k, an improvement of (4) We will explain the idea in a simple form for halfplane range searching.
Let P be an n-point set in the plane. For simplicity we assume that n is of the form 4h and that P is in general position. Let /'0 be an arbitrarily chosen line halving P ( n /'2 points lie below /0 and n/2 points above /~ For the halfplace R, the regions bounded by thick lines are processed as wholes.
larly for the set P CI A,. This recursive construction terminates after reaching small-enough sets, say one-point ones. To answer a query with a halfplane R, we start in the root of the partition tree. We find the region missed by the boundary of R, and we process it immediately (ignoring it if it lies outside R, otherwise storing its weight to a global variable for accumulating the total weight). For the remaining three regions, we proceed similarly in the corresponding three sons of the root. When we reach a leaf of the partition tree with a trivially small set, we process the point stored there directly.
If l"(n) denotes the query time for an n-point set, we get the recurrence 7'(4k) < c + 3T(4~-1),
with an initial condition T(l) < C, where C denotes a suitable constant. This gives a bound T(4~) = 0(3k ), Both the construction and the analysis can be extended to an arbitrary value of n, and we obtain T'(n) = O(rz1°g13) = 0(n0792)-a significantly sublinear function indeed. It is easy to verify that the data structure described occupies 0(n) space only.
The partition tree defined above can also be used for answering triangular range queries.
The query-answering algorithm is very similar. In a current node of the partition tree, we process the regions missed by the boundary of the query triangle m directly (since they lie completely inside a or completely outside u), and for regions intersected by the boundary of w we proceed recursively in the appropriate sons of the current node. We cannot argue here that in every node the recursion visits at most three of its sons. But we note that o is an intersection of three halfplanes, and it is not difficult to see that any node of the partition tree visited by the query-answering algorithm for the triangle a will also be visited when answering the query with at least one of the three halfplanes, Thus the query time for triangles is of the same order as the query time for halfplanes.
Easy Improvements and Generalizations of Partition Trees
The idea of a partition tree is simple but by no means obvious. Improving the con- arises by projecting the mass from the halfspace above S into S in direction of -u, and similarly~; arises by projecting the mass from the lower halfspace along + u, The hyperplane S can be identified with Rd -1, and thus the points C( NJ), C( p;) = S are defined.
A key claim Yao and Yao prove by topological means is that there exists v such that C( K:) and C( W;) coincide. For such a U, we set C(~) = C( wJ) and rI(/J)= su{x+tu; t>o, Gm(~;)}u{x-tu;t >0,
This finishes the definition of the partition; it turns out that C(p) and 11(~) are unique.
Moreover, the partition defines 2~regions, each containing 2 'd fraction of the total mass, and that each hyperplane avoids at least one of the regions.
All This notion is worth explaining, Consider a point set P in the plane and some spanning tree T on P, i.e., a graph-theoretic tree having P as its vertex set. We say that a halfplane R crosses an edge {u, v} of T, if IR n {u, u}I = 1.
The crossing number of T with respect to the halfplane R is the number of edges of T crossed by R, and the crossing number of T is the maximum of crossing numbers of T with respect to all halfplanes.
Let T be a spanning tree on P with a (possibly small) crossing number~. For simplicity, let us assume moreover that T is a path. (From Let P be an n-point set in Rd (d > 2), r be a parameter, 1 < r s n/2. Then there exists a simplicial partition for P satisfying n/r < IP, I <2 n/r for every class P, (thus with O(r) classes) and with crossing number
The crossing number in this result is asymptotically optimal. Matousek [ 1992b] also gives an algorithm for constructing such a simplicial partition, with O(n log r) running time for sufficiently small r (r < n P for a certain small constant~=~(d) > 0).
Construction of Simplicial Partitions
The construction is based on an application of cuttings.
( This gives us the total weight w, of the hyperplanes from H \ H, lying above q, and it remains to determine the total weight of hyperplanes of H, above q. This is computed by a recursive application of the same method on the subtree corresponding to 1-1,. In this way we reach a leaf of the tree after O(log n ) steps, and we process the several hyperplanes stored there directly.
Let us look at the space requirements of this data structure.
The space S(n) needed for n hyperplanes can be bounded using the recurrence relation S(n) S Crd + CrdS(n/r).
The resulting bound is S(n) = O(nd+ '), For instance, consider the convex hull of n points in R 3. This is a convex polyhedron with 0(n) vertices, edges, and facets, and some vertices can have degrees close to n. If we keep inserting and deleting such vertices, it seems impossible to maintain an explicit representation of the convex hull (e.g., as a planar graph) in time substantially smaller than n for one operation.
For these reasons, among others, several authors investigated dynamic data structures under the assum~tion that the update sequence is random-in a suitably defined sense, and obtained very good update times for this case; see Mulmuley [ 1991c; 1991d] Let S={sI,..., s~} be a set of segments in the plane. We want to construct a data structure that quickly computes the number of segments of S intersected by a query line h. We permit roughly linear space for the data structure. Let a,, b, be the endpoints of the segment Si. A denotes the set of all a, and B the set of all bt. We consider computing the number of s, such that aJ is above h and bi below h. The opposite case is solved symmetrically, and the case of vertical query lines can be treated separately. Let us consider some partition tree for the set A; for certainty, let it be the partition tree based on simplicial partitions from Theorem 4.1, with r being a large constant, Using such a partition tree we can determine, in roughly 6 time, the number of points of A in the halfplane R above h. This does not solve our problem yet, but we look more closely at how the answer is obtained from the partition tree. The weight of every point from A n R is accounted for in some of the visited nodes of the tree. In each such node we find the simplices of the corresponding simplicial partition lying completely inside R, and the weights of their respective classes are accounted for as wholes.
For each node of the partition tree, let us call the classes of the simplicial partition stored there the canonical sets. We see that the partition tree provides a partition of the set A n R into roughly A canonical sets of various sizes. The total number of canonical sets in the partition tree is O(n), and the sum of their sizes is easily estimated to be O(n log n). For our problem with segments, we augment the partition tree for the set A as follows. For every canonical set M c A we create a partition tree for the set M' = {b,; at = M}, and we store it with the corresponding node of the partition tree for A. Another system %'(P) of subsets of P, the so-called canonical subsets, is defined, and a rule is given how to express each range R q Y as a disjoint union of canonical sets from '%(P). Let us call this pair, the set system 27(P) plus the rule how to decompose sets of 9, a decomposition scheme for (P, P In the data structure for halfspace range searching with logarithmic query time explained in Section 5, each node of the tree defines canonical subsets corresponding to simplices of the cutting stored in it. If the node corresponds to a subset G of hyperplanes, and A, is one of the simplices in its cutting, then the corresponding canonical subset is formed by all the hyperplanes of G lying completely above A,. Any range, which is the set of hyperplanes lying above a query point, can be expressed as a disjoint union of O(log n) canonical sets. For our subsequent development it is necessary that a decomposition scheme operate not only on the system ( P,.9 ) itself, but also on systems induced by subsets of P. This means that for a subset P' c P, we also have a decomposition scheme for (P', {P' f' R; R @@}). This is usually trivially true for geometric problems, since if we can build a decomposition scheme for a set, we can also build one for its subset. Such a decomposition scheme will be called a hereditary one. Now let P be a set of basic objects (not necessarily points; in the initial example of this section these would be the segments).
Let @l, Yz be two set systems on P, and suppose that we have a decomposition scheme~1 for (P, @'l) and a hereditary decomposition scheme~z for (P, .9Z ). In the example with segments, @l would be all subsets of the form {s, E P; al E H] for some halfplane El, and similarly~z = {s, = P; b, c H} for some halfplane H. The decomposition scheme for (P, @l) is given by building the partition tree on the set A of the a,-endpoints, and the decomposition scheme for (P, @z) by a partition tree on the b,- n Rz q Y, we first decompose, using SZl, the set RI G @l into canonical subsets Cl, C'z, . . . ,Cn~%l(P). Then for each C,, we consider the decomposition scheme f32 operating on the subsystem of @2 induced by C,, and decompose the set C, n Rz into canonical sets C,l, C,z, . . . ,C,h q %Z(C, ). Let us consider the example with disks, wherẽ (xl, x,, al, a,, a,) =a~-(xl -al)z -(x2 -a2)2 = a; -a! -al + 2a1x1
+ 2a2x2 -x; -x;.
We define a mapping q: R2 -R4 by 2). A key propp(xl, X2) = (xl, X2, x;, X2 erty of this mapping is the following. For every disk C = C(al, az, as) there exists a halfspace H = H(al, az, a3) in R4 such that C = p-l(H) or, in other words, the points of the plane mapped bỹ into the halfspace H are exactly those of the disk C. It is easy to see that a suitable halfspace is H = {(tl, tz, t~, t4) = iR4; 2a1t1 + 2aztz -t~-t~+ a: -a? -al > O}. A mapping q with the abovedescribed property is called a linearization. A linearization allows us to transform the disk range-searching problem in the plane with a point set P to the halfspace range-searching problem in R 4 with the point set 9(P).
The Figure  4 ). From this point of view it is natural to add still more degrees of freedom to the query object, at most all d degrees of freedom, and look for some extremal position. Such a situation is shown in Figure  4 
