Event-based communication is used in different domains including telecommunications, transportation, and business information systems to build scalable distributed systems. Such systems typically have stringent requirements for performance and scalability as they provide business and mission critical services. While the use of event-based communication enables loosely-coupled interactions between components and leads to improved system scalability, it makes it much harder for developers to estimate the system's behavior and performance under load due to the decoupling of components and control flow. We present an overview on our approach enabling the modeling and performance prediction of event-based system at the architecture level. Applying a model-to-model transformation, our approach integrates platform-specific performance influences of the underlying middleware while enabling the use of different existing analytical and simulation-based prediction techniques. The results of two real world case studies demonstrate the effectiveness, practicability and accuracy of the proposed modeling and prediction approach.
Approach
Our integrated approach for modeling event-based interactions in componentbased architectures for quantitative system evaluations [17] combines two aspects: i) the identification and implementation of meta-model elements required for modeling event-based communication at the architecture level, and ii) the design and realization of a two-step model-to-model transformation integrating platform-independent and platform-specific aspects of event-based communication into the prediction model. As an example of a representative mature meta-model for component-based software architectures, we consider the Palladio Component Model (PCM) [3] . PCM is accompanied with different analytical and simulative analysis techniques, e.g., [3, 14, 13] enabling quality predictions at system design time. Similarly to most component metamodels for component-based architecture, PCM, in its original version did not provide support for modeling event-based communication. Performance predictions are only possible using workarounds as demonstrated in [18] . The modeling effort incurred by this workaround approach is very high and provides limited flexibility to evaluate different design alternatives.
Modeling Event-based Interactions
Modeling event-based communication at the architecture level requires new meta-model elements. We identified the required elements enabling the modeling of event-based interactions. We initially started our work with elements enabling the modeling of direct point-to-point connections (illustrated in Figure 1(a) ). These first extensions [23, 22] include event ports as well as connectors between those ports and elements to describe the processing of events and the event itself as a first class entity. Enabling the modeling of publish/subscribe communication requires additional elements representing objects like the event channel (see Figure 1 (b)). Our final model, presented in [21, 17] , supports point-to-point as well as publish/subscribe communication
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2-Step Refinement Transformation
The two-step transformation (illustrated in Figure 2 ) refines the event-based connections between components as envisioned in [20] . The transformation is partitioned into a platform-independent and a platform-specific part. In the first part, the new elements are transformed to a set of elements, following a generic event processing chain. In the second step, platform-specific components located in a separate middleware repository are woven into the final model. Due to this separation, the influence of using different middleware systems can be analyzed by simply selecting another middleware repository and the system itself can be modeled independent of the underlying middleware.The transformation allows the modeling of event-based communication at the architetcure-level using the introduced meta-model elements while still supporting all existing prediction techniques such as simulation [3] , LQNs [13] or QPNs [14] . Figure 3 illustrates the result of the refinement transformation when applied to a direct point-to-point connection. An platform-independent event processing chain in form of several components is integrated. These components represent different steps in the middleware's event processing:
• SourcePort Interaction between source component and middleware.
• DistributionPreparation Processing within the middleware done once per event (e.g., marshaling before the distribution).
• EventDistribution Splitting the control flow and distributing the events to all sinks.
• EventSender Processing within the middleware that per connected sink (e.g., communication handshake).
• EventReceiver Receiver-side event processing within the middleware library (e.g., receiving from the middleware server).
• SinkPort Pass event to the receiving component.
The platform-independent components do not include any platform- specific resource demands. In order to enable the integration of platformspecific resource demands and behavior descriptions, each component includes a required interface that can be used to connect additional components described as part of a platform-specific middleware repository. The second transformation step interweaves these components into the model and automatically deploys them on the same container the belonging platform-independent component is deployed on. The transformation is implemented as QVT-O script [10] and fully integrated into the automated performance prediction process within the PCM workbench [19] .
Evaluation
In order to provide a comprehensive evaluation of our approach, we selected two representative real-world system from different application domains and covering most aspects of event-based systems. The first case study, described in [24] , is based on a distributed traffic-monitoring system developed at the University of Cambridge [2] and built on top of the distributed peer-to-peer middleware SBUS [8] . In addition to the prediction accuracy, we evaluated the adaptability of the model to reflect architectural changes and deployment variations, which are typical for distributed event-based systems. The SPECjms2007 benchmark, our second case study [21] , is a supply chain management system representative of real-world industrial applications built on top of a centralized message-oriented middleware. The different interactions exercise a complex transaction mix including point-to-point and pub-lish/subscribe communication [25] . The results of our evaluation [17] demonstrate that our approach reduces the modeling efforts by more than 80% compared to the use of workarounds. The effort to reflect system variations and different deployment options in the architecture level models is less than 30 minutes. In both case studies, the detailed evaluation of the prediction accuracy shows that the prediction error, compared to measurements on the running system, is less than 20% in most cases. This is a more than acceptable accuracy for design-time performance analysis [15] .
Conclusion and Outlook
We presented an overview on our research results enabling the modeling of event-based interactions at the architecture-level for performance predictions. These results cover i) a modeling approach for event-based communication at the architecture level exemplarily implemented based on PCM, ii) a two-step transformation approach enabling the performance prediction of the system including the consideration of platform-specific middleware influence factors, and iii) a detailed evaluation of our approach based in two real-world case studies representing different domains of event-based systems. Our research results form the basis for several areas of future work. The presented approach requires the existence of a platform-specific middleware repository. The Performance Cockpit approach [27] uses automated experiments to derive parameterized resource demands for components. As a next step, we plan to define a set of experiments that allow us to automatically derive the middleware repository using the Performance Cockpit. Our current and future research focuses on the idea to make architecture-level performance models usable at run-time. The Descartes Research Group [1] is working on enhancing design-time models to capture dynamic aspects of the environment and making them an integral part of the system [11] . Currently, we work on the integration of our extensions into the Descartes meta-model [4] to enable the runtime management of event-based systems.
