2 Chain graphs (CG) use undirected and directed edges to represent both structural and associative dependences. Like acyclic directed graphs (ADGs), the CG associated with a statistical Markov model may not be unique, so CGs fall into Markov equivalence classes, which may be superexponentially large, leading to unidentifiability and computational inefficiency in model search and selection. Under the Andersson-Madigan-Perlman (AMP) interpretation of a CG, each Markov-equivalence class can be uniquely represented by a single CG, the AMP essential graph, that can be used for efficient inference and model search and selection. Here the graphical structure of an AMP essential graph is studied in detail. This structural information will be useful for algorithmic construction of the essential graph.
Introduction.
In a graphical Markov model, the nodes of the graph represent the variables of a multivariate statistical distribution and the edges represent possible dependences. Chain graphs (CG) (≡ adicyclic graphs), which may have both undirected and directed edges, were introduced by Lauritzen, Wermuth, and Frydenberg [LWF] to represent dependences that may be both associative and directional. D. R. Cox (1999) stated that chain graphs represent "a minimal level of complexity needed to model empirical data." See Lauritzen (1996) , Andersson, Madigan, Perlman [AMP] (2001) and Andersson, Perlman [AP] (2004, 2005) for references to CG models.
The LWF Markov property for CGs is an extension of the Markov properties of both acyclic directed graphs (ADG ≡ DAG) and undirected graphs (UG). [AMP] (1996, 2001) proposed an alternative Markov property for CGs that also extends the ADG and UG properties but that more closely retains the recursive character of ADG models. Furthermore, AMP Markov equivalence of CGs (see below), as for ADGs, is determined by their triplexes, which have three vertices, whereas LWF Markov equivalence of CGs is determined by their complexes, which may have arbitrarily many vertices. Also see Levitz, Perlman, Madigan [LPM] (2001) and Drton, Eichler (2005) . [AP] (2004, 2005) showed that the AMP essential graph G * does indeed provide a unique representative for [G]: G * is itself a CG (i.e., is adicyclic) and G * ∈ [G] . They showed that if G is itself an ADG D or is AMP Markov equivalent to D then G * = D * , and also obtained a characterization of those directed graphs that can occur as AMP essential graphs. They concluded by obtaining a complete graphical characterization of general AMP essential graphs -cf. Theorem 6.1 below.
In this paper we apply this characterization to derive some interesting graphical properties of AMP essential graphs. An essential graph G * , being a chain graph itself, consists of arrows and lines and has no semi-directed cycles (see Section 2 for terminology). As explained in Section 3, the arrows and lines of G * are each of two types, called strong and weak, and the fine structure of G * is highly dependent on the interrelations among these types.
In Section 4 we discuss the local configurations of strong/weak arrows/lines in G * , in particular the result (Proposition 4.2) that each arrow in G * must be well protected. More stringent conditions for the well protection of weak and strong arrows of G * are given in Propositions 4.3 and 4.4 respectively. Section 4 concludes with two results on the relation between AMP and ADG essential graphs.
The possible configurations of the strong lines of G * are particularly interesting. For example, [AP] (2004 [AP] ( , 2005 showed that if G * is connected, undirected, and consists only of strong lines, then it must contain a chordless cycle. In Section 5 we show that if, in addition, G * contains at least one vertex outside this cycle, it must contain at least one other chordless cycle. For a general AMP essential graph G * , [AP] (2004, 2005) showed that each strong chain component of G * must contain either a chordless undirected cycle or a biflag. In Section 6 we present three propositions that together show that if, in addition, G * contains at least one vertex outside this cycle or biflag, then it contains at least one other such cycle, biflag, or 3-halfbiflag. A proposed algorithm for constructing G * from G is described in Section 7.
Lastly, we remark that, because G ∞ is defined with respect to LWF Markov equivalence rather than AMP equivalence, it need not reduce to D * when G = D, an ADG. For example, if G is the first CG (an ADG) in Figure 1 then G = G * but G ∞ replaces one arrow → by a line . Similarly, for the second CG G in Figure 1 , two arrows are replaced by lines in G ∞ . In fact, even if G (and therefore G ∞ ) is a completely undirected graph, G * may possess essential arrows -see Figure 2 . Thus, if an arrow in a CG graph is interpreted as indicating a causal relationship, the AMP essential graph may represent, more completely than G ∞ , the set of causal relationships.
2. Graphical terminology. We review some graph-theoretic terminology given more fully in, e.g., Cowell et al. (1999) , [AMP] (2001) , and [LPM] (2001) . Additional terminology and notation will be introduced as needed.
A graph G is a pair (V, E), where V is a finite set of vertices and E ⊆ {(v, w) ∈ V × V | v ̸ = w} is a set of edges, i.e., a set of ordered pairs of distinct vertices. An edge (v, w) ∈ E whose opposite (w, v) ∈ E is called an undirected edge and appears as a line v-w in our figures; in the text we write v-w ∈ G. An edge (v, w) ∈ E whose opposite (w, v) / ∈ E, is called a directed edge and appears as an arrow v → w in our figures; in the text we write v → w ∈ G. A graph with only undirected edges is called an undirected graph (UG). A graph with only directed edges is a directed graph (≡ digraph). Only simple graphs are considered, that is, graphs without loops or multiple edges between any pair of vertices.
If G ≡ (V, E) and G ′ ≡ (V, E ′ ) are two graphs with the same vertex set V , we say that G is larger than G ′ (and G ′ is smaller than G), denoted by
The center of G is the intersection (possibly empty) of all its cliques, and is itself complete.
If
where "cl" abbreviates "closure".
Let a, b be distinct vertices of G. We write
For k ≥2 the vertices {v 1 , . . . , v k−1 } ≡ π • are called the interior vertices of π. For two disjoint nonempty subsets A, B ⊂V , we say that π is a path from
A directed graph with no directed cycles is an acyclic digraph (ADG ≡ DAG). A chain graph (CG) is an adicyclic graph, that is, contains no semi-directed cycles. Any induced subgraph of an adicyclic graph is adicyclic. UGs and ADGs are special cases of CGs.
Let a, b, c be distinct vertices of
..,c k } having one of the four forms indicated in Figure 3b .
For either of the two types of k-biflag, the chordless undirected path C ≡ (c 1 , . . . , c k ) is the biflag chain.
The 3-halfbiflag (a; c 1 , c 2 , c 3 ] in G is the induced subgraph obtained either by adding the arrow a → c 1 to the 3-biflag [a; c 1 , c 2 , c 3 ] or, equivalently, by deleting vertex b and the edges b → c 2 , b → c 3 from the 3-biflag [a, b; c 1 , c 2 , c 3 ]. Again C ≡ (c 1 , c 2 , c 3 ) is called the biflag chain. We say that G contains the 3hbiflag [(a; c 1 , c 2 , c 3 ] to signify that G contains either the 3-biflag [a; c 1 , c 2 , c 3 ] or the 3-halfbiflag (a; c 1 , c 2 , c 3 ].
A UG G is connected if either |V | = 1 or for every pair {v, w} ⊆ V there is a path between v and w in G.
The maximal connected subsets of V are called the connected components of G, and V is the disjoint union of these connected components.
Let G ≡ (V, E) be a UG and A, B two nonempty subsets of V . A set S V separates A and B in G if there exists no path between A and B that bypasses S. (The empty set separates A and B iff A and B lie in distinct connected components of G.)
An undirected graph G is chordal (≡ decomposable) if it contains no chordless cycles. The edges of a chordal UG G ≡ (V, E) can be assigned a perfect orientation (i.e., acyclic with no immoralities) by the Maximum Cardinality Search (MCS) algorithm (cf. Blair, Payton (1993, Theorem 2.5 
al. (1999, §4.4) ). MCS begins by assigning the number 1 to an arbitrary vertex of G, then assigning the numbers 2, . . . , |V | consecutively to the remaining vertices, each time selecting the vertex with the most previously numbered neighbors in G, breaking ties arbitrarily. The edges of G are then oriented in accordance with this numbering. This numbering is called perfect because this orientation can be shown to be perfect. Furthermore, if A ⊆ V is complete, MCS can begin at any v ∈ A and visit all vertices in A before visiting any vertex in V \ A. Thus, any edge a v ∈ G with a ∈ A and v ∈ V \ A can be oriented by MCS as a → v.
Let G be a chain graph. The set of chain components of the CG G, denoted by Ξ ≡ Ξ(G), is the set of connected components ξ of the graph obtained by removing all arrows from G. 
3. The essential graph for an AMP chain graph model. In this paper G 0 ≡ (V, E 0 ) denotes a fixed but arbitrary chain graph and G its AMP Markov equivalence class, that is, the collection of all CGs G ≡ (V, E) such that P(G) = P(G 0 ), where P(G) is the set of all multivariate probability distributions that satisfy the AMP Markov property specified by G. AMP Markov equivalence is characterized as follows:
Theorem 3.1.
[AMP] (2001): Two chain graphs with the same vertex set are Markov equivalent iff they have the same skeleton and same triplexes.
[AP] (2004, 2005) have shown (see Theorem 3.2 below) that G is uniquely represented by its AMP essential graph, now denoted as G * rather than G * 0 as in Section 1, in order to emphasize its dependence on G.
Definition 3.1. The AMP essential graph G * ≡ (V, E * ) determined by G is a graph with the same skeleton as
Thus, the line a b ∈ G * iff either: a b ∈ G for all G ∈ G, in which case it is called a strong line and denoted as a s b, or: a → b ∈ G and a ← b ∈ G ′ for some G, G ′ ∈ G, in which case it is called a weak line and denoted as a w b. In these two cases, a is a strong (resp., weak) neighbor of b. An arrow a → b ∈ G * is called strong and denoted as a s → b if it occurs in each G ∈ G; otherwise it is called weak and denoted as a
In the AMP essential graph a → b ← c, both arrows are weak, while in a b c both lines are weak. Other examples of strong/weak arrows/lines Theorem 3.2.
[AP] (2004, 2005) : G * is adicyclic and G * ∈ G. Therefore G * uniquely represents G:
We conclude this section with a result that is useful for characterizing and enumerating AMP essential graphs.
. . , n, V = V 1∪ · · ·∪V n , and E 0 = E 0,1∪ · · ·∪E 0,n . Let G and G i denote the AMP Markov equivalence classes containing G 0 and G 0,i , respectively.
Then G is an AMP essential graph iff each G i is an AMP essential graph, i = 1, . . . , n.
Proof. (a) follows directly from Theorem 3.1 and Definition 3.1, while (b) follows directly from (a) and Definition 3.1.
4. Local properties of AMP essential graphs. We review several results about the possible local configurations of strong/weak arrows/lines in G * ≡ (V, E * ), then strengthen some of these in Propositions 4.3 and 4.4. Finally we review the relation between AMP and ADG essential graphs. (2004, 2005) : A biflag or chordless undirected cycle occurs in G * iff it occurs in at least one G ∈ G, in which case it occurs in all G ∈ G. Thus, if an arrow occurs in a biflag in G * or some G ∈ G then it must be strong, while if a line occurs in some biflag or chordless undirected cycle in G * or in some G ∈ G then it must be strong.
The converse to the last statements are not true. Strong arrows not occurring in biflags appear in Figures 4(1) and 5(1)-(5), while each line in the undirected AMP essential graphs in Figure 8 is strong, but those marked with asterisks do not occur in any biflag or chordless undirected cycle.
A (2004, 2005) :
The configuration a s b w c cannot occur as an induced or noninduced subgraph in G * .
Lemma 4.3b immediately implies that G * has no mixed chain components:
Proposition 4.1.
[AP] (2004, 2005) :
(a) Every nontrivial chain component of G * is either strong or weak.
In fact, G * ξ must contain either a chordless undirected cycle or a biflag.
The lines marked by asterisks in Figure 8 show that not every line in a strong chain component need be contained in a biflag or chordless cycle. Further properties of strong chain components appear in Sections 5 and 6.
The next three results describe the local configurations of arrows in G * .
Definition 4.1. Let G * ≡ (V, E * ) be an AMP essential graph. An arrow a → b ∈ G * is well protected in G * if it occurs in at least one of the eight configurations shown in Figure 6 as an induced subgraph of G * . Proof. The impossibility of (iv) is establishing by noting that if (iv) occurs as an induced subgraph of G * with a → b weak, then ∃ G ∈ G such that a b ∈ G. Since at least one of the other two arrows in (iv) must also occur in G and G must have the same triplexes as G * , a contradiction is easily reached. The impossibility of (vii) follows from Lemma 4.1.
The examples in Figure 4 show that each of the six configurations (i), (ii), (iii), (v), (vi), (viii) is required for the well protection of some weak arrow in some G * .
Proposition 4.4. Each strong arrow in an AMP essential graph G * is well protected in G * by at least one of the seven configurations (i), (ii), (iii), (iv), (v), (vii), or (viii) in Figure 6 . Each of the seven configurations (i), (ii), (iii), (iv) (v), (vii), and (viii) is required for the well protection of some strong arrow in some G * .
Proof. Assume that some strong arrow a
is strong, replacing it by a b must either (1) destroy a triplex, (2) create a triplex, or (3) create a semi-directed cycle. We shall show that this leads to a contradiction.
Case (1) (2) can occur only if a chordless 2-dipath d → a s → b occurs in G * for some d, but this contradicts the assumed non-occurrence of (i).
Case (3) can occur only if some semi-directed path
occurs as a subgraph of G * . By the non-occurrence of (ii), or by Lemma 4.1 and the non-occurrence of (vii), necessarily a
occurs as a subgraph of G * . First, (α) cannot occur by the non-occurrence of (iii). Next, if (β) occurs then a d k−1 must be strong by Lemma 4.3b (recall that c s a ∈ G * ), but this contradicts the non-occurrence of (v).
Finally, assume that (γ) occurs. By the assumed non-occurrence of a s → b in configuration (viii) in G * , the line d k−1 b must be weak. Thus ξ(b), the chain component of G * that contains b, is nontrivial and weak, so by Lemma
The former contradicts the non-occurrence of (iii) while the latter contradicts the non-occurrence of (v).
If l ≥ 3 then either (a ≡ e 0 ) ̸ · · ·e l−1 in G * , which would contradict the non-occurrence of a s → b in configuration (ii), or else a···e l−1 ∈ G * . By the adicyclicity of G * and the existence of the path (a ≡ e 0 ) ⇒ e 1 ⇒ · · · ⇒ e l−1 in G * , necessarily a ⇒ e l−1 ∈ G * . But a → e l−1 ∈ G * contradicts the non-occurrence of (iii), while if a e l−1 ∈ G * then a s e l−1 ∈ G * (since d s a ∈ G * ), which contradicts the non-occurrence of (v).
Thus each strong arrow in G * must be well protected, either by (i), (ii), (iii), (v), (vii), (viii) or by (iv). The necessity of each of these seven configurations for the well protection of strong arrows is illustrated by the AMP essential graphs in Figures 4(1), 4(2), 4(3), 4(5), 4(7), 4(8), and 4(4), resp. The examples in Figure 5 show that each of the seven configurations (i), (ii), (iii), (iv) (v), (vii), and (viii) is required for the well protection of some strong arrow in some G * .
By Lemma 3.6b of [AP] (20004, 2005) both arrows in (v) and (viii) must be strong or both weak. The example in Figure 5 (4) (resp., Figure 7) shows that if the strong line in (v) (resp., (viii)) is replaced by a weak line, then it can occur in G * that one arrow is strong and the other weak.
determined by D and showed that it uniquely represents D. For ADGs, the ADG and AMP definitions of essential graph are identical: Proposition 4.5.
[AP] (2004, 2005) : G contains some ADG D 0 iff G * has no biflags and all its chain components are chordal. In this case G * = D * .
Theorem 4.1. [Characterization of directed AMP essential graphs, [AP] (2004 [AP] ( , 2005 ]: A directed graph G is an AMP essential graph iff it is acyclic and each arrow is protected in G, i.e., occurs in one of the configurations (i), (ii), or (iii) as an induced subgraph of G. Thus, the class of directed AMP essential graphs coincides with the class of directed ADG essential graphs.
Characterization of fully undirected AMP essential graphs.
Because the well-protected configurations (v), (vi), (vii), and (viii) in Definition 4.1 involve strong lines, the local characterizations of the arrows of an AMP essential graph G * given in Propositions 4.2, 4.3, and 4.4 in turn require a characterization of the strong lines of G * . By Lemma 4.2, any line in a chordless undirected cycle or biflag must be strong, but G * may contain other strong lines as well (see Figure 8 ). Because (Proposition 4.1b) the strong chain components of G * are distinguished from the weak chain components by the presence of at least one chordless cycle or biflag and the latter involves at least one arrow, the strong lines cannot be determined in an entirely intrinsic way. A characterization (necessarily non-intrinsic) of the strong chain components of G * is contained in the characterization of general AMP essential graphs in Theorem 6.1.
In this section, we begin with the simpler case of a fully undirected AMP essential graph G * ≡ (V, E * ). By Proposition 4.1a, every nontrivial connected component ξ of G * is either strong or weak. By Proposition 3.1b, we may characterize the nontrivial connected components of G * separately, and therefore may assume that G * itself is connected and nontrivial. In this case G * consists either of all weak lines, in which case it is called weak, or all strong lines, in which case it is called strong. Theorem 5.1 presents a complete characterization of strong connected undirected AMP essential graphs, while Proposition 5.1 exhibits a key feature of such graphs, namely the presence of multiple chordless cycles. Weak connected undirected AMP essential graphs are characterized in Theorem 5.2.
Some additional terminology is required for Sections 5 and 6. Let G ≡ (V, E) be an undirected graph. For any nonempty A ⊆ V , a vertex v / ∈ A is called a covering neighbor (covering parent) of A if v is a neighbor (parent) of each a ∈ A, while v / ∈ A is called a noncovering neighbor (noncovering parent) of A if v is a neighbor (parent) of at least one a ∈ A but fails to be a neighbor (parent) of at least one other a ′ ∈ A. The set of covering neighbors (covering parents) of A is denoted by cnb G (A) (cpa G (A)). The set of noncovering neighbors of A is denoted by ncnb G (A)). Note that nb
Theorem 5.1. [Characterization of strong connected undirected AMP essential graphs] Let G ≡ (V, E) be a nontrivial connected undirected graph. The following three conditions are equivalent: S1: G is a strong connected undirected AMP essential graph.
S2: For any complete subset A V such that K ≡ cnb G (A) is nonempty, let K 1 , . . . , K r be the connected components of G K . Then for each q = 1, . . . , r, nb G (K q ) \ A ̸ = ∅.
S3: For any connected subset K V such that A ≡ cnb G (K) is nonempty and complete, ncnb G (K) is also nonempty.
Property S3 implies that no vertex of G is simplicial, so G contains at least one chordless cycle.
Proof. S1 =⇒ S2: Suppose that G ≡ G * is a strong connected undirected AMP essential graph. Let H be the graph obtained from G * by replacing the lines a c by a → c for every (a, c) ∈ A× K q . Since G * is undirected it has no triplexes, so this replacement cannot destroy any triplexes in G * , nor can it create any immoralities in H since A is complete. If nb G * (K q ) \ A = ∅, neither would any flag or semi-directed cycle be created in H, so H ∈ G but contains at least one arrow, contradicting the assumption that G * is strong.
S2 =⇒ S3: Assume that G satisfies S2. Let K V be a connected subset such that A ≡ cnb G (K) is nonempty and complete. Then
S3 =⇒ S1: Assume that G satisfies S3. Let G be the AMP Markov equivalence class containing G. We must show that G = {G} (so G = G * ), or equivalently, that no H ∈ G contains an arrow.
Suppose to the contrary that some H ∈ G contains at least one arrow a → b. Here G and H have the same skeletons and, since G is undirected, H contains no triplexes. Choose a → b ∈ H so that b is maximal w.r.to the pre-ordering induced on V by H, that is, there exists no semi-directed path in H that begins at b. Let ξ(b) ∈ Ξ(H) be the unique chain component of H (possibly trivial) that contains b and let A = nb G (ξ(b)) (so a ∈ A). For any 
is connected and H has no flags. Thus A = cnb G (ξ(b)), which in turn implies that A is complete, since H has no immoralities. Therefore by S3, ncnb G 
Finally, if G satisfies S3, then for each v ∈ V , apply S3 with K = {v} to see that v is not simplicial. By Dirac's Lemma (cf. Blair, Payton (1993, Lemma 2.2)), every nontrivial chordal graph contains at least one simplicial vertex, so G cannot be chordal, hence G contains at least one chordless cycle. (That G contains a chordless cycle also follows from S1 and Proposition 4.1b.)
In Property S2, it is not possible to replace "any complete subset A" by "any clique A". This is seen by taking G to be simply an undirected triangle.
If G * is a strong connected undirected AMP essential graph, then G * must contain at least one chordless cycle. To indicate the possible complexity of such G * , we will show that unless G * consists exactly of a single chordless cycle, it must contain at least two chordless cycles (Proposition 5.1).
Lemma 5.1. For any complete subset A V of the strong connected undirected AMP essential graph G * ≡ (V, E * ), let V 1 , . . . , V r be the connected components of G * V \A . Then for each q = 1, . . . , r, G * A∪Vq contains at least one chordless cycle C q . Since C q cannot lie entirely within A, if r ≥ 2 then G * must contain at least two chordless cycles.
Proof. If G * A∪Vq were chordal, then since A is complete, MCS can be applied to obtain a perfect orientation H ′ of G * A∪Vq that visits every vertex in A before visiting any vertex in V q . Thus a → v ∈ H ′ whenever a v ∈ G * with a ∈ A and v ∈ V q . Let H ′′ be the graph obtained from H ′ by replacing every arrow a → a ′ such that a, a ′ ∈ A by a a ′ . Then H ′′ is an adicyclic graph with no triplexes. Finally, let H be the graph obtained from G * by replacing its subgraph G * A∪Vq by H ′′ . Then H is adicyclic and has no triplexes, so H ∈ G, contradicting the assumption that G * is strong.
If G * is a strong connected undirected AMP essential graph that does not consist solely of a single chordless cycle, Lemma 5.1 does not guarantee the existence of a second chordless cycle in G * . This can be seen by the graph in Figure 8b , where r = 1 for every complete subset A ⊆ V . However, Proposition 5.1 below does provide this guarantee.
(a) Assume that (V \W ) ̸ = ∅. Let V 1 , . . . , V r be the connected components of G V \W and let A q = nb G (V q ) (⊆ W ), q = 1, . . . , r. If A q is not complete, then G W∪Vq contains a chordless cycle C q such that C q ∩ V q ̸ = ∅.
(b) Assume that K ̸ = ∅ and is not complete. Then for each non-adjacent pair v, v ′ ∈ K and non-adjacent pair c
Proof. (a) First suppose ∃ an adjacent pair x y ∈ A q such that x v y does not occur as a subgraph of G for any v ∈ V q . Since x, y ∈ A q , there exist v, w ∈ V q (necessarily distinct) such that x v and y w but x ̸ · · ·w and y ̸ · · ·v. Let π(v, w) be a connecting path between v and w in G Vq of minimal length (therefore chordless), then choose v * , w * ∈ V q such that π(v * , w * ) has minimal length over all such pairs v, w. Then
(This argument does not require that A q not be complete.)
In the rest of the proof of (a), therefore, we may assume that ( * ) for each adjacent pair x y ∈ A q , ∃ v ∈ V q such that x v y occurs as a subgraph of G. Set K q = A q ∩ K and L q = A q ∩ C, so A q = K q∪ L q . Note that A q is not complete iff either K q or L q is not complete. The following three cases are exhaustive (but not disjoint):
Case 1: K q is not complete. Here ∃ x, y ∈ K q and v, w ∈ V q such that x and y are non-adjacent, v x, and w y (possibly v = w). Let π(v, w) be a minimal-length connecting path (therefore chordless) between v and w in G Vq , then choose v * , w * ∈ V q such that π(v * , w * ) ≡ (v * ≡ z 0 , z 1 , . . . , z d ≡ w * ) has minimal length d ≥0 over all such pairs v, w. By minimality, z l ̸ ···x for 1 ≤ l ≤ d and z l ̸ ···y for 0
. Let π(v, w) be a connecting path of minimal length ≥0 (therefore chordless) between v and w in G Vq , then choose v * , w * ∈ V q such that π(v * , w * ) has minimal length over all such pairs v, w. It is readily verified that
Case 3: L q = C. Here ∃ three consecutive vertices in C, say c 1 , c 2 , c 3 , and by ( * ) ∃ v, w ∈ V q (possibly v = w, cf. Fig. 8b ) such that c 1 v c 2 w c 3 occurs as a subgraph. Let π(v, w) be a minimal-length connecting path (hence chordless) between v and w in G Vq , then choose v * , w * ∈ L q such that π(v * , w * ) has minimal length (≥0) over all such pairs v, w. If π • (v * , w * ) = ∅ then C q ≡ (c 1 , v * , w * , c 3 , . . . , c k , c 1 ) is a chordless cycle in G W∪Vq .
If π • (v * , w * ) ̸ = ∅ then π(v * , w * ) = (v * ≡ x 0 , x 1 , . . . , x t ≡ w * ) for some t ≥ 2. Consider the cycle C q ≡ (c 1 , π(v * , w * ), c 3 , . . . , c k , c 1 ). This cycle is chordless unless ∃ s ∈ {1, . . . , t − 1} and i ≡ i(s) ∈ {3, . . . , k, 1} such that x s c i . Either x s ̸ ···c 1 or x s ̸ ···c 3 (or both). Suppose wlog that x s ̸ ···c 1 and let p be the smallest s ∈ {1, . . . , t − 1} such that x s has the preceding properties. Then ∃ j ∈ {3, . . . , k} such that x p c j and x p ̸ ···c l for j < l ≤ j. In this case, therefore,
(b) This is immediate (cf. Figure 8d ).
Proposition 5.1. Let G * ≡ (V, E * ) be a strong connected undirected AMP essential graph, so G * contains a chordless cycle C. If C ̸ = V then G * contains at least one other chordless cycle.
More precisely, let K = cnb G (C), L = ncnb G (C), and W = C∪K, so (V \ C) = (V \ W )∪K ̸ = ∅. If K ̸ = ∅ then either L ̸ = ∅, or K ̸ = ∅ and is not complete. Thus either (V \ W ) ̸ = ∅, or K ̸ = ∅ and is not complete.
(b) Assume that K ̸ = ∅ and is not complete. Then for each non-adjacent pair v, v ′ ∈ K and non-adjacent pair
Proof. If K ̸ = ∅ and is complete, then Property S3 for G * with (K, Figures 8c,e ), consider the connected graph H q ≡ G * Aq∪Vq . The following three cases are exhaustive and disjoint.
Case 1: H q is not chordal. Here the result is immediate.
Case 2: H q is chordal and contains at least two cliques. Here H q must contain at least two extremal cliques, say C 1 and C 2 (cf. Cowell et al. (1999, Corollary 4.7, p.54) ). For i = 1, 2 let Y i denote the union of all cliques of H q except C i , and set S i = Y i ∩ C i ̸ = ∅. By the definition of an extremal clique,
. By completeness and extremality, however, cnb Hq (C 1 \Y 1 ) = S 1 and ncnb Hq (C 1 \Y 1 ) = ∅, so cnb G * (C 1 \Y 1 ) = S 1 and ncnb G * (C 1 \Y 1 ) = ∅. On the other hand, since (C 1 \Y 1 ) V is connected and S 1 ≡ cnb G * (C 1 \ Y 1 ) is nonempty and complete, apply Property S3 with
Case 3: H q is chordal and contains only one clique, i.e.,
Theorem 5.2.
[Characterization of weak connected undirected AMP essential graphs] A nontrivial connected undirected graph G is a weak connected undirected AMP essential graph iff it is chordal.
Proof. This follows immediately from Propositions 4.1b and 4.5, and Theorem 4.1 of [AMP] (1997).
6. Characterization of general AMP essential graphs. The results of the preceding section are now extended to general AMP essential graphs G * ≡ (V, E * ). Theorem 6.1 presents a complete characterization of general AMP essential graphs, while Propositions 6.1, 6.2, and 6.3 demonstrate a key feature of the strong chain components, namely the presence of multiple chordless cycles and/or biflags and/or 3-hbiflags.
Lemma 6.1. [AP] (2004 [AP] ( , 2005 : Let G ≡ (V, E) be a chain graph, ξ ∈ Ξ(G) a nontrivial chain component, andξ = cl G (ξ) ≡ ξ∪pa G (ξ). The following two properties of Gξ are equivalent:
S: For every complete subset α ξ in G ξ such that κ ≡ cnb G ξ (α) is nonempty, let κ 1 , . . . , κ r denote the connected components of G κ . Then for each q = 1, . . . , r, either
S ′ : For every connected subset κ ξ such that α ≡ cnb G ξ (κ) is nonempty and complete, either
Remark 6.1. If ξ ∈ Ξ(G) is a nontrivial chain component such that ξ = ξ (i.e, pa G (ξ) = ∅), then S ≡ S2 and S ′ ≡ S3 for Gξ = G ξ . Lemma 6.2.
[AP] (2004, 2005) : Let σ be a strong chain component of the AMP essential graph G * and letσ = cl G * (σ) ≡ σ∪pa G * (σ). Then G * σ satisfies Property S ≡ S ′ . If in additionσ = σ (i.e, pa G * (σ) = ∅), then G * σ ≡ G * σ contains multiple chordless cycles.
Remark 6.2. If σ is a strong chain component of G * , the necessary conditions S ≡ S ′ satisfied by G * σ need not imply that G * σ itself satisfies the necessary and sufficient conditions S2 ≡ S3 of Theorem 5.1. For example, the undirected graph G in Figure 2 occurs as the single (strong) chain component G * σ in the AMP essential graph in Figure 9 , but is not a strong undirected AMP essential graph by itself. As a simpler example, any chordless undirected path occurs as the single (strong) chain component of a biflag, but is not a strong undirected AMP essential graph by itself since it does not contain a chordless cycle.
Definition 6.1. Let G ≡ (V, E) be a chain graph and let Ξ s (G) denote the set of nontrivial chain components ξ of G such that Gξ contains at least one chordless undirected cycle or flag. Call a line a b ∈ G strong in
Thus, for each ξ ∈ Ξ w (G), Gξ contains no chordless undirected cycle or flag. Definition 6.2. An arrow a → b ∈ G is well protected in G if it occurs in at least one of the eight configurations in Figure 6 as an induced subgraph of G, where s is now defined as in Definition 6.1.
By Proposition 4.1b, these definitions of strong/weak lines in G and wellprotected arrows in G agree with the previous definitions when G ≡ G * is an AMP essential graph.
Theorem 6.1. [Characterization of general AMP essential graphs, [AP] (2004 [AP] ( , 2005 ]: A graph G ≡ (V, E) is an AMP essential graph, i.e., G = G * for some AMP Markov equivalence class G, if and only if G satisfies the following three conditions: G1: G is a chain graph, i.e., is adicyclic.
G2: For each ξ ∈ Ξ s (G), Gξ satisfies Property S ≡ S ′ .
G3: Each arrow in G is well protected in G.
The necessity of Condition G2 is demonstrated by the graph G in Figure  2 and the upper graph G ∞ in Figure 1 . The necessity of G3 is demonstrated by the graph consisting of a single arrow. For comparison with Theorem 6.1, the characterization of ADG essential graphs in Theorem 4.1 of [AMP] (1997) can be stated as follows: G is an ADG essential graph iff it satisfies conditions G1, G2 ′ : Ξ s (G) = ∅, and G3.
The structure of a strong chain component σ of G * is now considered in further detail in the following three propositions, illustrated by Figures 8, 9 , and 10. By Proposition 4.1b, G * σ contains either a chordless undirected cycle or a biflag. In view of Proposition 5.1 it might be expected that unless G * consists exactly of a single chordless cycle or a single biflag, then G * σ must contain either a/another chordless undirected cycle and/or a/another biflag. This is not quite the case, however, for a third possibility can arise, namely, a 3-halfbiflag -see Figures 10c,e,k. Proposition 6.1. Let σ be a strong chain component of the AMP essential graph G * such that G * σ contains a chordless cycle C ≡ (c 0 , c 1 , . . . , c k ≡ c 0 ) (k ≥4). If C ̸ = σ then either G * σ contains another chordless cycle, or else G * σ contains a 3-hbiflag whose biflag chain is not a subset of C. More precisely, let κ = cnb G * σ (C), λ = ncnb G * σ (C), ω = C∪κ, so (σ \ C) = (σ \ ω)∪κ ̸ = ∅. For any α ⊆ σ letᾱ = α∪pa G * (α). Let ν be the center of G * κ . (a) Assume that (σ \ ω) ̸ = ∅. Let σ 1 , . . . , σ r be the connected components of G * σ\ω and define α q = nb G * σ (σ q ) (⊆ ω), q = 1, . . . , r. Then for each q, either
Thus across both cases, C q ̸ ⊆ C and Under the stronger assumption that ν ̸ = ∅ and (σ \ ω) = ∅, for each v ∈ ν, G * ω contains either a 3-hbiflag [(t; c i , v, c j ] with c i , c j a nonadjacent pair in C, or a 3-hbiflag [(t; u, v, w] 
Thus, in all cases the biflag chain ̸ ⊆ C.
Proof. (a) If α q is not complete, apply Lemma 5.2a with G = G * σ to conclude that (i) holds.
Next, suppose that α q is complete. Let ν q denote the center of the connected graph H q ≡ G * αq∪σq . The following three cases are exhaustive (but not necessarily disjoint).
Case 1: H q is not chordal. Here (i) holds.
Case 2: H q is chordal and contains at least two cliques. As in Case 2 of the proof of Proposition 5.1a, H q must contain at least two extremal cliques, say χ 1 and χ 2 . Arguing as in that proof, there exists an extremal clique χ such that (χ \ η) ⊆ σ q , ψ = cnb G * σ (χ \ η), and ncnb G * σ (χ \ η) = ∅, where η denotes the union of all cliques of H q except χ, and ψ = η ∩ χ ̸ = ∅. For any such extremal clique χ, since (χ \ η) σ is connected and ψ is nonempty and complete, apply Property S ′ with G = G * , ξ = σ, and (κ, α) = (χ \ η, ψ) to see that G * αq∪σq contains a flag t q → v q w q with v q ∈ ψ ⊆ α q∪ σ q and w q ∈ (χ \ η) ⊆ σ q . Since (η \ χ) ̸ = ∅, ∃ u q ∈ (η \ χ) ⊆ α q∪ σ q such that u q v q and u q ̸ ···w q , so [(t q ; u q , v q , w q ] is a 3-hbiflag in G * αq∪σq that satisfies (ii). Case 3: H q is chordal and α q ⊆ ν q . (This includes that case that H q is chordal and contains only one clique, i.e., α q∪ σ q ≡ ν q is complete.) Here σ q is connected, α q = cnb G * σ (σ q ), α q is nonempty and complete, and nb G *
If v q = c i ∈ C then G * ω∪σq contains at least one of the 3-hbiflags
If v q ∈ κ then, since w q / ∈ κ, ∃ c j ∈ C such that c j ̸ ···w q . In this case G * ω∪σq contains the 3-hbiflag [(t q ; c j , v q , w q ], so again (ii) is satisfied.
an adjacent pair in C, and w q ∈ ξ q ; or (iii) Gω∪ξ q contains a biflag [a; c 1 , . . . , c i , x 1 , . . . , x n , c j , . . . , c k ] (or [a, b; c 1 , . . . , c i , x 1 , . . . , x n , c j , . . . , c k ]) with (x 1 , . . . , x n ) ⊆ ξ q .
(b) Assume that κ ̸ = ∅ and is not complete. Then for each non-adjacent pair v, v ′ ∈ κ and non-adjacent pair
Proof. (a) First suppose ∃ an adjacent pair x y ∈ α q such that x v y does not occur as a subgraph of G ξ for any v ∈ ξ q . With the obvious notational changes, argue as in the proof of Lemma 5.2a to obtain a chordless cycle C q that satisfies (i). (This does not require that α q not be complete.)
In the rest of the proof of (a), therefore, we may assume that ( * ) ∀ adjacent pairs x y ∈ α q , ∃ v ∈ ξ q such that x v y occurs as a subgraph of G ξ . Set κ q = α q ∩ κ and λ q = α q ∩ C, so α q = κ q∪ λ q . Note that α q is not complete iff either κ q or λ q is not complete. The following three cases are exhaustive (but not disjoint):
Case 1: κ q is not complete. Argue as in Case 1 of the proof of Lemma 5.2a to obtain a chordless cycle C q that satisfies (i). (Note that (b) also applies in this case.)
Case 2: λ q is not complete and ∃ a non-adjacent pair c i , c j ∈ λ q (j − i ≥2) such that c l / ∈ λ q for i < l < j. Argue as in Case 2 of the proof of Lemma 5.2a to conclude that (i) holds.
Case 3: λ q is not complete and ∃ w q ∈ ξ q such that w q has a pair of nonadjacent neighbors in λ q , say c i , c j with j − i ≥2. Select i, j to maximize j − i (≥2) among all such pairs c i , c j , that is, among all pairs such that c i w q and c j w q .
If c l ̸ · · ·w q for some l ∈ {i + 1, . . . , j − 1} then for some i ′ , j ′ such that
. . , c j ′ , w q ) is a chordless cycle that satisfies (i).
If c l ···w q (necessarily c l w q by adicyclicity) for all l ∈ {i + 1, . . . , j − 1} then, since w q / ∈ κ, necessarily either (1) 
If (1) holds and a···w q (and b···w q ), so a → w q (and b → w q ) by adicyclicity, then [a; c 1 , . . . , c i , w q , c j , . . . , c k ] (or [a, b; c 1 , . . . , c i , w q , c j , . . . , c k ]) is a biflag that satisfies (iii).
If (2) holds, a similar argument applies.
Case 4: λ q is not complete and Cases 2 and 3 fail. Thus:
(α) λ q = {c m , c m+1 , . . . , c n } for some m < n with n − m ≥2;
(β) no v ∈ ξ q has non-adjacent neighbors in C, so each v ∈ ξ q has either 0, 1, or 2 (necessarily adjacent) neighbors in C.
By (α) there exists a consecutive triple (c i−1 , c i , c i+1 ) ⊆ λ q . By ( * ) there exist v, w ∈ ξ q such that c i−1 v c i and c i w c i+1 occur as subgraphs; by (β), v ̸ = w. Let π(v, w) be a connecting path between v and w in G ξq of minimal length (hence chordless), then choose (v * , w * ) ∈ ξ q such that π(v * , w * ) ≡ (v * ≡ x 0 , ..., x d ≡ w * ) has minimal length d (≥1) over all such pairs v, w.
If d ≥2 and c i ̸ ···x l for some 1 ≤ l ≤ d− 1, then for some 1 ≤ l ′ < l < l ′′ ≤ d, C q ≡ (c i , x l ′ , . . . x l . . . , x l ′′ , c i ) is a chordless cycle that satisfies (i).
Thus we may assume that either d = 1, or d ≥ 2 and c i x l for all 1 ≤ l ≤ d− 1, so c i x l for all x l ∈ π(v * , w * ). By the minimality of π(v * , w * ), either c i−1 ̸ ···x l or c i+1 ̸ ···x l (or both). If a ̸ ···x l (or b ̸ ···x l ) for some x l ∈ π(v * , w * ), then either [(a;
is a 3-hbiflag that satisfies (ii).
If a···x l (and b···x l ) for all x l ∈ π(v * , w * ), so a → x l (and b → x l ) by adicyclicity, then [a; c 1 , ..., c i−1 , π(v * , w * ), c i+1 , . . . , c k ] (or [a, b; c 1 , ..., c i−1 , π(v * , w * ), c i+1 , . . . , c k ]) is a biflag that satisfies (iii).
(b) This is immediate.
Proposition 6.2. Let σ be a strong chain component of the AMP essential graph G * such that G * σ contains a k-biflag [a; c 1 , . . . , c k ] of type one (or [a, b; c 1 , . . . , c k ] of type two) with biflag chain C ≡ (c 1 , . . . , c k ). Assume that k ≥ 3. If C ̸ = σ then either G * σ also contains a chordless cycle, or else G * σ contains another biflag or a 3-hbiflag where in either case the biflag chain is not a subset of C.
More precisely, let κ = cnb G * σ (C), λ = ncnb G * σ (C), ω = C∪κ, so (σ \ C) = (σ \ ω)∪κ ̸ = ∅. For any α ⊆ σ letᾱ = α∪pa G * (α). Let ν be the center of G * κ . (a) Assume that (σ \ ω) ̸ = ∅. Let σ 1 , . . . , σ r be the connected components of G * σ\ω and let α q = nb G * σ (σ q ) (⊆ ω), q = 1, . . . , r. Then for each q, either
Thus, across all four cases, C q ̸ ⊆ C and
(b) Assume that κ ̸ = ∅ and is not complete. Then for each non-adjacent pair v, v ′ ∈ κ and non-adjacent pair c i , c j ∈ C, G * ω contains a chordless
Also, if a ̸ · · ·v then for l = 2, . . . , k − 1, G Under the stronger assumption that ν ̸ = ∅ and (σ\ω) = ∅, the conclusion holds for every v ∈ ν, with the additional possibility that G
Proof. (a) If α q is not complete, apply Lemma 6.3a with G = G * and ξ = σ to comclude that (i), (ii), or (iii) holds.
Case 2: H q is chordal and contains at least two cliques. Apply the argument in Case 2 of the proof of Proposition 6.1a to see that (ii) holds.
Case 3: H q is chordal and α q ⊆ ν q . (This includes that case that H q is chordal and contains only one clique, i.e., α q∪ σ q ≡ ν q is complete.) As in Case 3 of the proof of Proposition 6.1a, ncnb G * σ (σ q ) = ∅, so apply Property S ′ with (κ, α) = (σ q , α q ) to deduce that G * αq∪σq contains a flag t q → v q w q with v q ∈ α q ⊆ ω ≡ C∪κ and w q ∈ σ q .
If v q = c i ∈ C with 2 ≤ i ≤ k− 1 then since w q ∈ σ q and |α q ∩C| ≤ 2, either w q ̸ ···c i−1 or w q ̸ ···c i+1 , hence G * ω∪σq contains at least one of the 3-hbiflags [(t q ; c i−1 , c i , w q ] or [(t q ; c i+1 , c i , w q ], so (ii) is satisfied.
If v q = c k then t q ̸ = a and, since α q ∩ C is complete, w q ̸ · · ·c k−2 . If w q ̸ ···c k−1 then G * ω∪σq contains the 3-hbiflag [(t q ; c k−1 , c k , w q ] so (ii) is satisfied. If w q ···c k−1 then w q c k−1 by adicyclicity, hence if also a ̸ ···w q then G * ω∪σq contains the 3-hbiflag [(a; c k−2 , c k−1 , w q ] and (ii) is satisfied. If a···w q then a → w q by adicyclicity, so G * ω∪σq contains the 2-biflag [(t q , a; c k , w q ] so (iv) is satisfied. Similarly, (ii) or (iv) is satisfied if v q = c 1 , but here a must be replaced by b if the assumed k-biflag is of type two.
If v q ∈ κ then, since w q / ∈ κ, ∃ c i ∈ C such that c i ̸ ···w q . In this case G * ω∪σq contains the 3-hbiflag [(t q ; c i , v q , w q ], so again (ii) is satisfied.
(b) Apply Lemma 6.3b with G = G * and ξ = σ. (Furthermore, if G * κ is not chordal, it must contain yet another chordless cycle C ′′ ̸ = C ′ such that C ′′ ̸ ⊆ C, hence so does G * ω .) (c) Note that ω \ ν is connected, ν = cnb G * σ (ω \ ν) (by the definition of the center), ν is nonempty and complete, and ncnb G * σ (ω \ ν) = ∅ by the assumption that ν = nb G * σ (ω \ ν). Therefore by Property S ′ with (κ, α) = (ω \ν, ν), G * ω contains a flag t → v w with v ∈ ν and w ∈ (ω \ν) ≡ C∪(κ\ν). (2) If a ̸ ···v (or b ̸ ···v) then t ̸ = a. If w = c i ∈ C and a → c i then G * ω contains the 2-biflag [a, t; c i , v].
(ii) G * αq∪σq contains a 3-hbiflag [(t q ; u q , v q , w q ] with biflag chain C q ≡ (u q , v q , w q ) such that w q ∈ σ q .
Thus, across both cases, C q ̸ ⊆ C and C q ̸ = C q ′ if q ̸ = q ′ .
(b) Assume that (σ \ ω) = ∅ (so κ ̸ = ∅) and ν = ∅. Let κ 1 , . . . , κ r denote the connected components of G * κ . Then for each q = 1, . . . , r, G * ω contains a 3-hbiflag [(t q ; u q , c i , v q ] with v q ∈ κ q .
(c) Assume that (σ \ ω) = ∅ (so κ ̸ = ∅) and ν ̸ = ∅. Then for every v ∈ ν, G * ω contains either a 3-biflag [t; u, v, w] with u, w ∈ (κ \ ν), or a 2-biflag [a, t; w, v], [b, t; w, v] , [a, t; v, w], or [b, t; v, w] 
Proof. (a) First suppose ∃ an adjacent pair x y ∈ α q such that x v y does not occur as a subgraph of G * σ for any v ∈ σ q . With the obvious notational changes, argue as in the proof of Lemma 5.2a to obtain a chordless cycle C q that satisfies (i).
In the remainder of the proof of (a), therefore, we may assume that ( * ) ∀ adjacent pairs x y ∈ α q , ∃ v ∈ σ q such that x v y occurs as a subgraph of G * σ . Set κ q = α q ∩ κ and λ q = α q ∩ C, so α q = κ q∪ λ q . By ( * ) and the fact that σ q ⊆ (σ \ κ), λ q ̸ = C ≡ (c 1 , c 2 ), so λ q = ∅, {c 1 }, or {c 2 }. Clearly α q is not complete iff κ q is not complete. In this case, argue as in Case 1 of the proof of Lemma 5.2a to conclude that (i) holds.
Suppose now that α q is complete. Let ν q denote the center of the connected graph H q ≡ G * αq∪σq . The following three cases are exhaustive (but not necessarily disjoint).
Case 3: H q is chordal and α q ⊆ ν q . (This includes that case that H q is chordal and contains only one clique, i.e., α q∪ σ q ≡ ν q is complete.) Suppose that λ q ⊆ {c 2 }, so w ̸ · · ·c 1 for any w ∈ σ q . As in Case 3 of the proof of Proposition 6.1a, ncnb G * σ (σ q ) = ∅, so apply Property S ′ with (κ, α) = (σ q , α q ) to deduce that G * αq∪σq contains a flag t q → v q w q with v q ∈ α q ⊆ {c 2 }∪κ and w q ∈ σ q . Thus, [(t q ; c 1 , v q , w q ] is a 3-hbiflag that satisfies (ii). The argument when λ q ⊆ {c 1 } is similar.
(b) Because C is complete and (nb G * σ (κ q ) \ C) = ∅ (since (σ \ ω) = ∅), Property S with (α, κ) = (C, κ) implies that G * contains a flag t q → c i v q , i = 1 or 2, and v q ∈ κ q . Since ν = ∅, ∃ u q ∈ κ such that u q ̸
