The eigenvalues of the matrices that occur in certain nite-dimensional interpolation problems are directly related to their well-posedness, and strongly depend on the distribution of the interpolation knots, that is, on the sampling set. We study this dependency as a function of the sampling set itself, and give accurate bounds for the eigenvalues of the interpolation matrices. The bounds can be evaluated in as few as four arithmetic operations, and so they greatly simplify the assessment of sampling sets regarding numerical stability. The accuracy and usefulness of the bounds are illustrated with examples.
In this paper we give accurate bounds for the eigenvalues of the interpolation matrices, the simplest of which can be found in O(1) time, using only four arithmetic operations. Even the more complex can be found in O(n) time. This dramatically simpli es the assessment of the sampling sets in this class of interpolation problems, yielding precise, quantitative numerical stability measures. It also explains the striking staircase-like behavior of the eigenvalues, illustrated in Figs. 1{2. The paper closes with a few examples and applications that demonstrate the e ectiveness and accuracy of the bounds.
II. Results
We work in C N , and thus all signals considered are vectors in N-dimensional space. A signal is bandlimited if its discrete Fourier transform has a proper subset of zero samples. A sampling set U is a subset of f0; 1; : : : ; N ? 1g with 0 < n < N distinct elements, U = fi 0 ; i 1 ; : : : ; i n?1 g:
The nite-dimensional band-limited interpolation problem consists in restoring the samples x i (i 2 U) of a band-limited discrete signal, using the remaining ones. It is known 18] that the problem can be reduced to the equation u = Su + h; (1) where u is the n 1 vector of unknown samples, the n 1 vector h depends only on the known samples, and S is a n n matrix. If the nonzero harmonics of the signal are numbered a through b, the elements of S are (2) when p 6 = q. The diagonal elements S ii are (b?a+1)=N. This quantity can be interpreted as a normalized bandwidth, and will be denoted by B from now on.
Note that S is hermitian. The most important special case is that of low-pass signals, band-limited to 2m + 1 nonzero harmonics, which is obtained by setting a = ?m and b = m.
The quadratic form associated with S is We use the notation
where
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We are interested in S and its eigenvalues as functions of the sampling set U. To emphasize this we write S(U) whenever convenient, or, even more explicitly, S(fi 0 ; i 1 ; : : : ; i n?1 g). Thus, for example, S(f0; 3; 8g) is the 3 3 matrix which arises in the recovery of samples x 0 ; x 3 and x 8 of a band-limited signal.
It is a consequence of (3) that the eigenvalues of S are nonnegative. In fact, since the N N ltering matrix B = S(f0; 
has eigenvalues = 0 or = 1 only, S, being a n n principal submatrix of B, has all its eigenvalues in the interval 0; 1]. This follows straightforwardly, for example, from the interlacing inequalities 21].
It is also known (see 18]) that I ? S is nonsingular if the density of the known samples (N ? n)=N exceeds the bandwidth B = (b ? a + 1)=N of the data, and if B has contiguous eigenvalues (this is the case for low-pass and high-pass signals, for example).
We now proceed to study the dependence of the eigenvalues of S(U) upon the sampling set U. 
The simplest possible structure for U is considered in the following theorem, where, as usual, bxc denotes the largest integer smaller than or equal to x, and dxe denotes the smallest integer greater than or equal to x. But the smallest and largest eigenvalues of S are respectively equal to the minimum and maximum values assumed by x T Sx, subject to kxk = 1.
The bounds can be found in negligible time (they require only a total of four arithmetic operations, including the rounding operation and the computation of B). Nevertheless, as the examples subsequently given will con rm, they are quite accurate, and can be combined with those of Theorem 1.
We now turn to arbitrary sampling sets.
Theorem 3: Let U n = fi 0 ; i 1 ; : : : ; i n?1 g and U n?1 = fi 0 ; i 1 ; : : : ; i n?2 g. Denote by S n and S n?1 the n n and (n ?1) (n ?1) interpolation matrices associated with the sampling sets U n and U n?1 , respectively. Then, 0 (S n?1 ) ? kvk (S n ) 0 (S n?1 ) + kvk; (7) where the vector v is de ned by Note that kvk can be computed using O(n) operations.
This result is useful for sampling sets which can be expressed as U = U 1 U 2 , where U 1 is of the type addressed by Theorem 2 and U 2 is arbitrary. The simplest possible case arises when U 2 has a single element (consider, for example, U = f0; 4; 12; 17g). In these cases, the theorem can be directly applied.
If U 2 has more than one element the theorem may be applied once for each element. Proof: Select, from the equations (7), the one which corresponds to 0 (S n?1 ) = B. The number of missing samples, and consequently the order of the matrices, varies among the gures. The set of missing samples, in the case of Fig. 1 , has the following 20 elements, U 1 = f0; 3; 9{21; 33{45; 51{69; 75g: The notation a{b stands for fa; a + 3; a + 6; : : : ; bg. The set of missing samples to which Fig. 2 Theorem 2 cannot be applied to U 3 since the greatest common divider of the elements of U 3 is unitary.
Therefore, the bounds depicted in Fig. 3 are those that follow from Theorem 3.
In the last example, depicted in Fig. 4 , the element 50, added to the set U 2 , caused the greatest common divider to drop from 4 to 2. Thus, Theorem 2 may still be applied, although with k = 2 instead of k = 4. It is of course also possible to apply Theorem 3 as well, and, in fact, the bounds depicted are the intersection of the two.
IV. Applications
A. Estimating the optimum relaxation parameter Equation (1) can be solved to the desired accuracy using iterative techniques, whose performance generally depends on the value of a relaxation parameter. The explicit expression for the optimum value of the parameter in the nite-dimensional Papoulis-Gerchberg algorithm is given in 15].
Unfortunately, the computation of the optimum value of the relaxation parameter often depends on knowing the eigenvalues of certain matrices, either the iteration matrices themselves, or some other closely related matrix. For ill-posed or large problems, determination of the eigenvalues may be di cult or time-consuming. On the other hand, iteration with a sub-optimum relaxation parameter may yield comparatively low convergence rates.
The bounds given in this paper can be used to nd approximate values for the eigenvalues of the iteration matrices of some of the iterations discussed in 18], or to estimate the condition number of the matrix S in (1) . This gives a quantitative measure of the feasibility of the reconstruction problem itself, with an extra bonus: the approximations to the eigenvalues may lead to near optimum relaxation parameters.
Consider, for example, the iterative method x i+1 = (Sx i + h) + (1 ? )x i ; (9) which is equivalent to x i+1 = (1 ? )I + S]x i + h: We write S = (1? )I+ S. When = 1 the method reduces to direct iteration of (1), which, as shown in 18], is equivalent to the Papoulis-Gerchberg algorithm. What is the value of which maximizes the convergence rate of (9)? Let and v be an eigenvalue and the corresponding eigenvector of S. Note that 1 ? + is an eigenvalue of S , corresponding to the same eigenvector. Thus, an eigenvalue of S is mapped into an eigenvalue f ( ) = 1 ? + of S . The function jf ( )j is sketched in Fig. 5 for several values of .
Values of in the range (0; 1) slow the convergence rate relatively to = 1, whereas values in (1; 2) may or may not improve it. If the iteration converges for = 1 it will converge for any other in 0; 2], but this is not necessary for convergence. When > 2 the iteration may or may not converge.
The asymptotic convergence rate of the method is dictated by the magnitude of the largest eigenvalue of S , that is, by its spectral radius. The smaller the spectral radius, the faster the asymptotic convergence rate. The value of which minimizes the magnitude of the largest eigenvalue of S is given by the condition f ( max ) = ?f ( min ). Thus, the optimum value of is given by opt = 2 2 ? max ? min : (10) This requires knowledge of the extreme eigenvalues of S. In problems where the iterative method is a realistic alternative to direct inversion of I ? S, nding the eigenvalues is likely to be a computationally demanding task. Even when the non-iterative method can be applied, the iterative method allows for the inclusion of other possibly non-linear constraints into the solution process, in a very straightforward way.
The results given in this paper yield approximate values for the eigenvalues, and consequently for the optimum value of , with negligible computational requirements.
For example, assume that N = 300 and n = 30. The sampling set is assumed to be U 2 , for which k = 4. These are the same values that lead to Fig. 2 . Let the data be low-pass with m = 100 nonzero harmonics, which means that B = (2m + 1)=N = 0:67. By Theorem which is correct to two decimal places (the optimum value is approximately 2.66668).
The error evolution of the algorithm (9) for several values of is depicted in Fig. 6 . The set of missing samples is U 2 .
The estimated values for are useful and sometimes quite close to the optimum values. This con rms the potential usefulness of the theoretical results presented in this paper for the computation of the optimum relaxation factors in this type of iterative reconstruction techniques.
B. Estimating the minimum interleaving factor
Consider the transmission of a sampled signal packet by packet through a transmission channel (for example, the Ethernet). The recovery of lost or delayed packets can be accomplished using interpolation methods similar to those studied in this paper, but the question of stability is critical. Interleaving the samples among the packets helps to minimize the impact of lost packets, but leads to delays that increase proportionally to the interleaving factor. Our results help in predicting the minimum interleaving factor.
Suppose (1) have to be solved for the vector of unknown samples u, but in general h is only approximately known (due to noise or poor estimation of the bandwidth B).
The bounds predicted by the theorem are 0 and 1, respectively, suggesting a large condition number for the matrix S, and consequently low noise immunity. This is demonstrated in Fig. 7 when S is a 8 8 matrix, that is, for as few as n = 8 unknown samples.
The same happens when k = 3, but it is readily seen that when k = 4 1 2 min max 3
;
ensuring a condition number lower than 1.5. Under exactly the same conditions the interpolation of n = 200 samples can be carried out with much better results (Fig. 8) . The total normalized error is now due to 200 samples instead of 8, but even so it is ve times lower than in the previous case.
V. Conclusion
The eigenvalues of a class of interpolation matrices depend very strongly upon the sampling set involved. We have been able to explain this dependence and to supply bounds for the eigenvalues. The bounds are accurate and easy to nd, and explain the striking staircase-like behavior of the eigenvalues as a function of the number of nonzero harmonics.
The stability of the reconstruction problem, and therefore the feasibility of the non-iterative solution, critically depends upon the distribution of the missing samples. The results given help in evaluating the possibility of successful non-iterative interpolation. When the non-iterative method is not suitable, or when other possibly non-linear constraints are involved, it might be preferable to use iterative methods. In that case, the results help in estimating the convergence rates of the methods.
We suggested that the transmission or archival of data might be best accomplished by interleaving the samples. This maps the interpolation problem that results from the loss of a contiguous block of samples into a well-posed problem, which can be readily analyzed using the results given. Another possible application is the estimation of the optimum relaxation constants for iterative interpolation methods of minimum dimension and for the discrete Papoulis-Gerchberg algorithm. 
