Abstract-This work presents a mathematical framework for the development of efficient algorithms for cyclic convolution computations. The framework is based on the Chinese Reminder Theorem (CRT) and the Winograd's Minimal Multiplicative Complexity Theorem, obtaining a set of formulations that simplify cyclic convolution (CC) computations. In particularly, this work focuses on the arithmetic complexity of a matrix-vector product when this product represents a CC computational operation or it represents a polynomial multiplication modulo the polynomial z N -1, where N represents the maximum length of each polynomial factor and it is set to be a power of 2. The proposed algorithms are compared against existing algorithms developed making use of the CRT and it is shown that these proposed algorithms exhibit an advantage in computational efficiency. They are also compared against other algorithms that make use of the Fast Fourier Transform (FFT) to perform indirect CC operations, thus, demonstrating some of the advantages of the proposed development framework.
I. INTRODUCTION
In digital signal processing, the design of fast and computationally efficient algorithms has been a major focus of research activity. The objective, in most cases, is the design of algorithms and their respective implementation in a manner that perform the required computations in the least amount of time. In order to achieve this goal, parallel processing has also received a lot attention in the research community [1] .
This paper summarizes the main properties of the CC, or the polynomial multiplication modulo the polynomial z N -1, when they are represented by a vector-matrix multiplication operation using a circulant matrix [2] .
Direct computation of a matrix-vector product takes 2 N complex multiplications; however, by exploiting the special structure of a circulant matrix, the computational effort could be substantially decreased for large matrices. One approach is to use the fast Fourier transform (FFT), which makes possible to compute a matrix-vector product in In the present work the CRT and the Winograd's theorem are used for the formulation of new and computationally efficient algorithms for matrix-vector products when they represent cyclic convolution operations. The mappings of the resulting operations onto signal flow diagrams that imply parallel computation are also remarked.
This document is organized as follows. First, mathematical foundations needed for the study of algorithms to compute the discrete convolution are summarized. Second, an identification is established between products of polynomials and the convolution operation. Third, the algorithm development for the basic problem of the multiplication of a circulant matrix by a vector, using the conceptual framework developed in the two previous sections, is explained. The section also presents several signal flow diagrams that may be implemented in diverse architectures by means of very large scale integration (VLSI) or very high speed integrated circuits hardware description language (VHDL) [3] - [8] . Conclusions, contributions, and future development of the present work are then summarized. 
II. THEORETICAL FRAMEWORK

A. Discrete Linear Convolution
A block diagram representing a basic discrete system is depicted in Figure 1 below. A discrete system is defined here as an entity which acts, transforms, or operates on a input signal, termed the input signal in order to produce another signal, termed the output signal [9] . An important class of discrete systems is linear and shift-invariant systems known as discrete filters. A discrete filter is uniquely described by its impulse response signal, denoted by [ ], h n n Z , where Z is the set of integers. A discrete filter's impulse response is obtained as a resulting output signal when the input to the filter is a delta function [ 
Figure 1
The set of all discrete complex signals of the type [ ], x n n Z becomes a linear space denoted by ( ) [10] . There are many operations that can be used as a multiplication operation in 2 ( ) l Z . One of the most useful multiplication operations utilized is the cyclic convolution operation modulo N . In the next section this cyclic convolution operation is introduced along with some of its most important properties. In addition, the cyclic convolution operator is also described as a cyclic finite impulse response (FIR) system. Combining these two attributes allows for a deeper study of the properties of the cyclic convolution operator. A formal discussion follows, arriving at a matrix representation of a cyclic convolution operation [11] . 
B. Periodic or Cyclic Convolution
where the set of scalars
actually represents the vector coordinates of the given signal
, with respect to the standard basis set. The signal k h T can be written as follows:
Thus, the following formulation may be obtained
It is important to point out that the expression
represents the action of the cyclic shift operation over an the k -th element of the ordered standard basis set. This operator action is formally defined as follows:
which we will omit most of the time for better readability.
Next, the matrix H N formally is defined as follows:
The matrix H N , thus, have the following form 0 3 2 1 3 0 1 2
Notice that the columns of H N are formed by cyclic shifted versions of the coordinate vector representation of the signal h with respect to the standard basis set; that is, the matrix H N can be written as the following ordered action of the cyclic shift operator:
To describe in more details how the matrix H N , representing the system T h , is obtained, the action of the operator over an element of the standard basis is formulated as follows:
Evaluating this expression at different values of k Z N results in the following set of identities:
Rewriting these identities in array form results in:
is obtained as follows:
The linearity condition of the LSI-FI systems over the linear space 
, where
This last expression in coordinates notation with respect to the standard basis results in the following expression: 
Extracting the f from the above, results in the following matrix-vector representation 0 0 ,0 0 ,
produces the following expression for the matrix-vector formulation of the cyclic convolution operation: 
The cyclic convolution operation can now be formulated at the vector space or linear space level as follows:
For the rest of this section a slight change of notation is utilized to conform a more common notation in the area of discrete signal processing. In this context, an input to an LSI-FIR filter is normally denoted with the symbol x , while the output is denoted by the symbol y . The finite sequence representing the impulse response function of the LSI-FIR filter is usually denoted by the symbol h .
Consider the N equations for cyclic convolution: If the matrix A is of size N N and each row is the preceding row circularly rotated right, then the matrix A is termed circulant [12] . The matrix representation of the CC is a circulant matrix.
D. The Discrete Fourier Transform (DFT)
Given a discrete signal 2 ( ) N x l Z , then the discrete Fourier transform (DFT) pair is established as follows:
Here, N is the number of samples in one period of and X[k] are the DFT's of y , h , and x , respectively. Thus, an alternative formulation of the CC is as follows: 
G. The Chinese Remainder Theorem (CRT).
Optimal algorithms for one dimensional cyclic convolution have been constructed by Winograd [6] by means of the CRT. Consider the expression for polynomial multiplication modulo a polynomial:
The polynomial product can be reduced to the following product of polynomial of smaller degree:
, and the total product can be reconstructed using the Chinese Remainder Theorem (CRT) [7] by:
The polynomials ) (z R i are defined as:
In [5] is demonstrated that the products ) (z y i are disjoint. It is also proved that if optimal algorithms for the products ) (z y i exist, then the algorithm together with the polynomial reductions modulo ) (z p i and the CRT reconstruction form an overall optimal algorithm for the computation of the cyclic convolution [8] .
III. ALGORITHM DEVELOPMENT
This section shows the process to obtain recursive algorithms in order to perform the polynomial product of length N modulo the polynomial .
Straightforward computation is done by means of 4 multiplications and 2 sums. Winograd in [6] , [7] shows that, for computing this matrix-vector product, the following algorithm can be used with only 2 multiplications and 6 sums: : where , . (2) In the reduction of the algorithm's complexity in terms of multiplications, it is not necessary to take into consideration the multiplications by 2 1 , 1 and 1 . They are elements of the field of constants or ground set G , which will be in the field of complex numbers [6] , [7] . The following observation can be made: the constants employed in this algorithm are the roots of unit of the polynomial algorithm for performing cyclic convolution and the approach using the DFT is now evident, since the constants used in both algorithms are the same.
The following figure shows, through a numerical example, how the first algorithm can be mapped into a parallel hardware structure: . It is necessary only one stage to multiply the sequences and it is of size N , which is the limit established by the Winograd theorem. Now, increasing the order of the polynomials to the next power of two, which is It has the same properties as shown in (2); thus, it can be computed using 2 multiplications and 6 sums. For 2 m , a similar procedure is followed: 
The computations of the matrix sums Now, the mathematical foundation for the algorithm is described by means of a general example; consider
for the polynomials:
The above product can be computed, by direct computation, using 16 multiplications and 12 sums. By means of the Chinese remainder theorem this polynomial product can be realized following three steps:
1) The two polynomials are divided way long division by the roots of the monic polynomial ) ). An advantage of the present algorithm, is that it does not need a stage of bit reversal operation. For this reason, this will improve the time necessary to realize the convolution operation with respect to the radix 2 and radix 4 FFT approaches. This is due to the fact that they need to do twice this process (at the beginning and in the post Haddamard multiplication) in order to obtain the output data in the required organized manner. 
IV. CONCLUSION
This document presents a novel algorithm for the fast and efficient computation of the CC with minimal mathematical complexity, based on the product of a circulant matrix by a vector, and the use of the CRT.
The principal goal was to obtain a recursive algorithm, easy to implement, with the advantage of not needing to realize the polynomial divisions by the roots of unity in order to obtain less number of multiplications. The algorithm was also compared with the algorithm that uses the Fourier transform approach and the present algorithm has the comparative advantage that it does not require to realize the bit reversal operation in order to exhibit an inplace computation.
This work changes the conceptual framework of the computation of the CC using the FFT and locates it in a structure of minimum mathematical complexity. The algorithm obtained is limited to polynomials with length a power of 2, and its flow diagram suggests the possible use of Kronecker or Tensor products as a tool to improve their performance by means of parallel processing.
Future work includes the use of the methodology employed here for the problem of 2 dimensional cyclic convolution operations, and the mapping to parallel hardware structure by use of VHDL and low power complex multiplication operations.
