Abstract-New bounds on the rate of non-binary codes and non-binary constant weight codes are derived. The asymptotic forms of these bounds outperform known bounds in a wide range of distances. The method is based on analysis of subsets in products of Hamming and Johnson association schemes.
I. INTRODUCTION
Evaluation of the maximum possible size of codes with a given minimum distance is a fundamental question in coding theory. Although it has been investigated for a few decades, there are still large gaps between lower and upper bounds on the maximum size. To formalize the problem, let Σ q := {0, 1, 2, . . . , q − 1} be an alphabet of size q. A code of length n is a subset of Σ The rate of a code C is R(C) := 1 n log q |C|. A code C is said to be a constant weight code if all the codewords in C have the same Hamming weight, i.e., the same number of nonzero symbols. The relative weight of C is the code's weight divided by its length. Throughout the paper, for two functions f and g we say that f (n) = o(g(n)), f (n) g(n), f (n) g(n), and f (n) g(n) if lim n→∞ f (n) g(n) is 0, 1, ≥ 1, and ≤ 1, respectively. The entropy function is H q (x) := x log q (q − 1) − x log q x − (1 − x) log q (1 − x) .
We proceed to an overview of the known bounds on the rate of codes and constant weight codes. Denote
Let C be a code with relative weight ω and relative distance δ. The best known upper bound on the asymptotic rate of non-binary constant weight codes is due to Aaltonen [2] . If δ ≥
2−qω
q−1 ω then the asymptotic rate is zero. Otherwise we have,
where the minimum is taken over all η and ξ such that
This bound shall be called the first linear programming bound for constant weight codes. Using Elias-Bassalygo type arguments, an upper bound on the rate of a code C with relative distance δ is obtained [2] :
This bound shall be called the second linear programming bound, whereas the first linear programming bound is [1] 
The bounds (8) and (9) coincide for distances close to (q − 1)/q, otherwise the second bound is better. We note that the term R LP CW 1 in (8) can be replaced by any upper bound on the rate of constant weight codes. For small alphabet sizes, (8) is the best known bound on the rate of (binary and non-binary) codes. Starting from q = 7, there is an increasing range of distances for which (8) admits an improvement [8] ,
This bound is obtained by use of a generalization of the well-known shortening method. Shortening bounds are often recursive, and indeed, the term R LP 2 in (10) can be replaced by any upper bound on the rate of non-binary codes. The shortening bound is the best known bound for δ <
The discussion above emphasizes the effectiveness of the linear programming approach. This method regards the problem of finding maximum codes' sizes as an extremum problem in association schemes. A code can be regarded as a subset of the Hamming scheme. A linear program for optimizing on the size of subsets in association schemes was introduced by Delsarte [6] . A feasible dual solution to the program yields the first linear programming bound [11] . Binary constant weight codes are subsets of the Johnson scheme, and a bound on their size can be derived in a way analogous to the Hamming scheme [11] . Deriving analogous bounds for nonbinary constant weight codes is much more difficult. These codes are subsets of a scheme which is a product of the Hamming scheme and the Johnson scheme. The problem was resolved by Aaltonen [2] , who proposed a general method to handle products of association schemes and derived the first linear programming bound for non-binary constant weight codes.
A code C of length n is said to be a doubly constant weight code if all its codewords have weight w 1 in the first n 1 coordinates and weight w 2 in the last n 2 = n−n 1 coordinates, for some n 1 , w 1 , and w 2 . If C also has minimum distance d, then we say that C is an (n 1 , w 1 , n 2 , w 2 , d) code. In this paper we derive a linear programming bound on the rate of doubly constant weight codes. These codes are regarded as subsets of products of the Hamming and Johnson schemes, and a feasible dual solution to the linear program is derived using the method introduced in [2] . We then use Elias-Bassalygo type arguments to obtain new bounds on the rate of non-binary codes and constant weight codes.
The paper is organized as follows. In Section II we provide the results from [2] relevant to this work. The new bound for doubly constant weight codes is presented in Section III. The new bounds on non-binary codes and constant weight codes are derived and compared to existing bounds in Section IV.
II. THE NON-BINARY JOHNSON SCHEME
This section provides an exposition of the results of [2] . Let (X, R) be a symmetric association scheme, and let Q be the corresponding set of orthogonal polynomials, i.e., the set of second eigenvalues of the scheme. Assume that N and P are sets of indices such that R = {R i } i∈N and Q = {Q s } s∈P . For the sake of clarity, we first demonstrate these terms in the Hamming scheme H q (n). For this scheme we have X = Σ n q and N = P = {0, 1, 2, . . . , n}. The set of relations R consists of the relations
The corresponding set of orthogonal polynomials is the set of Krawtchouk polynomials
Let D be a subset of Delsarte [6] showed that D-cliques satisfy a certain set of linear constraints, implying a linear program that maximizes M (D). Feasible dual solutions for the program provide upper bounds on M (D). This is formalized as follows. Since the polynomials in Q form an orthogonal basis of the set of polynomials with degrees in P , any polynomial f : N → R with degree in P has a unique expansion of the form f (i) = s∈P f s Q s (i). The following theorem is central in the linear programming method.
Theorem 1: Let D be a subset of N containing 0 and let f : N → R be a polynomial with the unique expansion
Then
We proceed to the definition of the non-binary Johnson scheme J q (n, w) = (X, R), which corresponds to non-binary constant weight codes of length n and weight w. The set X is the set of all the vectors with weight w in Σ n q . In order to define the set of relations R, we first define N and P to be The polynomial f from Theorem 1 is a feasible dual solution to the relevant linear program. The best feasible dual solutions for the Hamming scheme and the binary Johnson scheme were given in [11] . These solutions cannot be easily generalized for the non-binary Johnson scheme: This scheme is a product of two schemes, resulting in two-variables polynomials, while the solutions in [11] are one-variable polynomials.
In other words, the set of indices N in J q (n, w) consists of pairs of integers, while the approach in [11] assumes that it is a set of integers.
A method to obtain analogous solutions to the dual program of any association scheme was introduced in [2] . We state the relevant results for the non-binary Johnson scheme, and refer the reader to [2] for much more general results. We shall need the following properties of the polynomials Q r,s (i, j), that can be verified from known properties of the Krawtchouk and Hahn polynomials [6] :
where
The numbers v x,y and µ r,s are the relative valencies and the multiplicities of J q (n, w), respectively. For 
By (17) and (19), it can be readily seen that
The following theorem summarizes the results from [2] relevant for this work. We assume that 2 ≤ w ≤ n − 2, which guarantees the existence of (k, h) ∈ P satisfying
Theorem 2: For any (k, h) ∈ P, k = ξn, h = ηn satisfying (4)- (6) with ω = w/n, there exist a set ∅ = L ⊆ P and a parameter (a, b) ∈ N such that:
1) The polynomial
meets all the conditions of Theorem 1 for
where p 1 (n) is a polynomial in n, i.e.,
where p 2 (n) is a polynomial in n. By Theorem 1 and standard estimates, we obtain an asymptotic bound on the rate of constant weight codes with relative weight ω and relative distance δ,
for ξ, η satisfying (4)-(6). This is the first linear programming bound for constant weight codes (3).
We note that the polynomial f (x, y), defined in (24), is similar to the polynomials defined in [11] for the binary Hamming and Johnson schemes. Indeed, for the binary Hamming scheme, the polynomial from [11] is
where µ i = n i . Thus we have,
A comparison of (24) with (28) reveals two differences, in addition to the difference in the number of variables. The first difference is the term 4µ 2 k (k+1) 2 that appears in (28). However, it is easy to see that a non-negative factor does not affect the feasibility of the polynomial nor the resulting bound. The second difference is the summation range L that appears in (24), and is related to the special structure of the non-binary Johnson scheme as a product of the Hamming scheme and the binary Johnson scheme.
III. NON-BINARY DOUBLY CONSTANT WEIGHT CODES
In this section we derive a linear programming bound on the rate of (n 1 , w 1 , n 2 , w 2 , d) codes. We consider the scheme J q (n 1 , w 1 ) × J q (n 2 , w 2 ) = (X, R) defined as follows.
it,jt } it,jt∈Nt , with the corresponding sets of indices N t and P t , orthogonal polynomials
xt,yt , and multiplicities µ
i2,j2 . The corresponding set of orthogonal polynomials is
r2,s2 (x 2 , y 2 ), and the multiplicities are µ r1,s1,r2,s2 = µ (4)- (6) with ω t = w t /n t . Then there exist a set ∅ = L ⊆ P and a parameter (
where ν = n 1 /(n 1 + n 2 ).
By (25) and (29),
and the asymptotic bound on M (D) follows.
We obtain the following bound on the rate of doubly constant weight codes.
Theorem 4: Let C be an (n 1 , w 1 , n 2 , w 2 , d) code. Denote n = n 1 +n 2 , w = w 1 +w 2 , ν = n 1 /n, ω = w/n, ϕ = w 1 /n, and δ = d/n. Then
where the minimization is over all δ 1 , δ 2 such that νδ
IV. NON-BINARY CODES AND CONSTANT WEIGHT CODES
In the previous section we derived a linear programming bound on the rate of doubly constant weight codes. A new bound on the rate of constant weight codes is derived using the following Elias-Bassalygo argument (see [9] for this claim stated a little differently).
Lemma 1: Let C be a constant weight code of length n, weight w, and minimum distance d. Denote by M (n 1 , w 1 , n 2 , w 2 , d) the maximum size of an (n 1 , w 1 , n 2 , w 2 , d) code. Then for any n 1 , w 1 , n 2 = n − n 1 , and w 2 = w − w 1 , we have
Asymptotically, this becomes the following bound on the rate of constant weight codes with relative weight ω and relative distance δ.
where the minimization is over all ν and ϕ such that 0 ≤ ϕ ≤ ν and 0 ≤ ω − ϕ ≤ 1 − ν. We note that the bound R LP CW 2 (q, ω, δ) is valid also for binary codes, and improves upon R LP CW 1 (q, ω, δ). Numerical calculations indicate however that it is not better than the best known asymptotic bounds for binary constant weight codes [9] , [11] .
Replacing the term R LP CW 1 (q, ω, δ) in (8) by R LP CW 2 (q, ω, δ), we derive a new bound on the rate of non-binary codes, This bound improves upon the other bounds for a wide range of alphabets, starting from q = 4. Comparison of the various bounds for q = 16 is given in Table I . Every upper bound on the rate of codes can be regarded as an upper bound on the minimum distance, as a function of the rate. Table II compares these bounds for R = 0.5, which is the rate of self-dual codes.
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