Abstract. We consider an optimal investment/consumption problem to maximize expected utility from consumption. In this market model, the investor is allowed to choose a portfolio which consists of one bond, one liquid risky asset (no transaction costs) and one illiquid risky asset (proportional transaction costs). We fully characterize the optimal trading and consumption strategies in terms of the solution of the free boundary ODE with an integral constraint. We find an explicit characterization of model parameters for the well-posedness of the problem, and show that the problem is well-posed if and only if there exists a shadow price process. Finally, we describe how the investor's optimal strategy is affected by the additional opportunity of trading the liquid risky asset, compared to the simpler model with one bond and one illiquid risky asset.
Introduction
In the seminar papers [25, 26] , Merton formulated and solved the optimal investment and consumption problem in the continuous-time stochastic control framework. Under the assumption that the risky asset price process is a geometric Brownian motion and the investor has a CRRA (constant relative risk aversion) utility function, Merton proved that it is optimal to invest a constant proportion of wealth in the risky asset. Since then, the dynamic optimal investment/consumption problems have been studied by many researchers, and the results extend to very general situations (e.g., [18, 19, 22, 21, 15] ), under the simplifying assumption of no transaction costs (perfect liquidation).
One type of generalization of these problems is to consider transaction costs which are levied on each transaction. Constantinides and Magill [24] assumed proportional transaction costs in the model of [26] . They intuited that the optimal strategy is to keep the proportion of wealth invested in the risky asset in an interval, by trading the risky asset in a minimal way. Davis and Norman [9] proved this intuition by formulating the HJB (Hamilton-Jacobi-Bellman) equation. Shreve and Soner [29] subsequently complemented the analysis of [9] , by removing various technical conditions and using the technique of viscosity solutions to clarify the key arguments. Since the solution of the HJB equation is not explicit, except the case of no transaction costs case, the asymptotic analysis for small transaction costs has been also studied (for a single risky asset case, e.g., see [29, 16, 2, 11, 6] ).
The market model in Davis and Norman [9] and Shreve and Soner [29] consists of a single risky asset. Even though the natural extension is to consider a model with multiple risky assets, it is known that transaction costs models with multiple assets are notably harder to analyze than a model with a single risky asset. Consequently, most of the existing results are limited to models with a single risky asset.
For the multiple-asset models, Akian et al. [1] prove that the value function is the viscosity solution of the variational inequality. Liu [23] considers the model with exponential utility and independent Brownian motions: In this special case, the multiple-asset problem can be decomposed into a set of the single risky asset problems. Muthuraman and Kumar [27] develop a numerical method to solve the multiple-asset problem. Chen and Dai [5] characterize the shape of the notrading region in the model with two risky assets. Bichuch and Shreve [4] prove an asymptotic expansion for small transaction costs, in the market with two futures. Possamai et al. [28] prove an asymptotic expansion for small transaction costs for general Markovian risky asset processes. Because fully rigorous characterization of the optimal strategies is unknown in the models with multiple assets ([23] is an exception), these papers [1, 27, 5, 4, 28] focus on asymptotic analysis or some characteristics of the no-trading region.
In this paper, we consider an optimal investment/consumption problem in the market which consists of one bond, one liquid risky asset and one illiquid risky asset. The investor need to pay proportional transaction costs for trading the illiquid asset, but the other risky asset is perfectly liquid. To study this problem, we employ the shadow price approach used in [17, 11, 7, 10, 6, 13, 3] . The shadow price approach amounts to construct the most unfavorable frictionless market, where the asset price processes lie between the bid and ask prices of the original market. After proving that the constructed frictionless market produces the same expected utility as the original market, we obtain the expressions of the optimal strategies and value function by solving the optimization problem in the frictionless market.
1
For CRRA utility functions and infinite time horizon, we fully characterize the value function and the optimal trading/consumption strategies in terms of the solution of a free boundary ODE. We also provide an explicit equivalent condition of the model parameters for the finiteness of the value function (well-posedness of the problem), and prove that there exists a shadow price process if and only if the problem is well-posed. The approach of this paper is close to that of [7] , but the structure of the ODE turns out to be more complicated in the current model with the liquid risky asset.
2
Due to the complicated nature of the problem, the asymptotic analysis for small transaction costs is useful to understand the optimal behavior. Comparing our model with the model without the liquid risky asset, we explain how the investor's optimal trading strategy for the illiquid asset is affected by the additional opportunity of trading the liquid risky asset. Also, we describe how the optimal trading strategy for the liquid risky asset is affected by the presence of the illiquid asset, compared to the frictionless Merton problem.
Our model is similar to the models in [8, 3, 14] . Dai et al [8] consider a model with a finite horizon and position constraints, and they characterize the trading boundaries. Guasoni and Bichuch [3] consider the problem of maximizing the long-term growth rate. Under the assumption of small transaction costs, they solve the problem using the shadow price approach, and prove an asymptotic expansion result. In parallel with our work, Hobson et al. [14] recently consider a similar problem as in this paper and solve the problem by studying the HJB equation of the primal optimization problem. They also provide an explicit characterization of the well-posedness of the problem. 1 Our analysis does not rely on the dynamic programming principle or the technique of viscosity solutions as in [29, 4] . 2 To be specific, the form of the ODE in [7] is g (x) = P (x,g(x)) Q(x,g(x)) , ( where Q(x, y), P (x, y), A(x, y), B(x, y), C(x, y) are quadratic in x and y. This paper is technically more involved, because the form of the ODE in (1.2) is more complicated than (1.1), and we also need to determine which of ODE to choose in (1.2) for various parameter conditions. See Section 6 for details.
The remainder of the paper is organized as follows: Section 2 describes the model. In Section 3, we explain shadow price approach, and heuristically derive a free boundary ODE from the property of the shadow price process. In Section 4, we state and prove the main results: The expression of the optimal strategy and value function, the existence of a shadow price process, and the criteria for the well-posedness of the problem are given. Section 5 describes some properties of optimal strategy and provides intuitive explanations for them. Finally, Section 6 is mainly devoted to prove the existence of a smooth solution to the free boundary ODE with an integral constraint.
The Model
The market model we consider consists of one zero-interest bond 3 and two risky assets, whose price processes S (1) and S (2) are given by
Here, B (1) and B (2) are standard Brownian motions with correlation ρ ∈ (−1, 1), and the parameters µ i and σ i are positive constants. The information structure is given by the augmented filtration generated by B (1) and B (2) . We assume that S (2) can be traded without transaction costs, but proportional transaction costs are imposed whenever an investor trades S (1) . We call S (1) an illiquid asset and S (2) a liquid asset. To be specific, there are constants λ > 0 and λ ∈ (0, 1) such that the investor pays S
(1)
for one share of the illiquid asset, but only gets S
for one share of the illiquid asset. Let the investor initially hold η 0 shares of the bond, η 1 shares of illiquid asset, and η 2 shares of liquid asset. As notation, let the triple (ϕ
t ) represents the number of shares in the bond and two risky assets at time t, and let c t be the consumption rate. In order to incorporate the possibility of the initial jump, we distinguish (ϕ
0 ). The processes are right-continuous after that. We set (ϕ
C is a set of nonnegative, right-continuous, and locally integrable optional processes, such that c ∈ C if there exist right-continuous optional processes (ϕ (0) , ϕ (1) , ϕ (2) ) which satisfy the following three conditions: (i) ϕ (1) is of finite variation a.s.
(ii) (Admissibility) Liquidated value is always nonnegative, i.e.,
(iii) (Budget constraint) The consumption stream is financeable, i.e.,
where (ϕ
t ) ↓ are the cumulative number of illiquid asset bought and sold up to time t.
For the initial admissibility, we assume that Our goal is to analyze the optimal investment and consumption problem:
where the constant δ is the impatience rate. For convenience, let q := p/(1 − p).
Remark 2.2. The optimization problem (2.4) is ill-posed (i.e., produces infinite value) for some parameter conditions:
, then the value of the optimization problem without trading the illiquid asset is infinity (see Theorem 2.1 in [9] ).
, then the value of the optimization problem without trading the liquid asset is infinity (see Proposition 6.1 in [7] ).
1+q are covered by the result of [7] regarding the single risky asset case:
. If there is no transaction costs, then it is optimal to hold 0 shares of S (1) . This implies that the optimal strategy in the original transaction costs model never trade the asset S (1) , and the problem is reduced to the frictionless model with S (2) only. (2) Suppose that µ 2 = ρσ 1 σ 2 1+q . One can check that the ODE in our model reduces to the ODE in the single risky asset model in [7] . See Appendix for details and financial interpretation.
Based on Remark 2.2 and Remark 2.3, we impose the following standing assumption throughout the rest of the paper.
Assumption 2.4. The parameters of the optimization problem satisfy the following conditions:
and µ 2 = ρσ 1 σ 2 1+q .
Heuristics with shadow price process
In this section, we explain so called shadow price approach in this context, and heuristically derive a free boundary ODE from the desired property of the shadow price process.
3.1. Shadow price approach. In the shadow price approach (see [17, 11, 7, 10, 6, 3] ), the original transaction cost problem is solved by constructing a suitable frictionless (i.e., no transaction costs) market model. We first define the set of consistent price processes, and a set of financeable consumptions in the frictionless market, in Definition 3.1. Then the definition of the shadow price process is given in Definition 3.3. 
(2) For eachS ∈ S, C(S) is a set of financeable consumptions in the frictionless market with risky assetsS and S (2) . To be specific, the set C(S) is defined as a set of nonnegative, locally integrable progressively measurable processes c, such that c ∈ C(S) if there exist progressively measurable processes (ϕ (0) , ϕ (1) , ϕ (2) ) which satisfy the following two conditions: (i) (Admissibility) Total wealth (W for notation) is always nonnegative, i.e.,
(ii) (Budget constraint) The consumption stream is financeable, i.e.,
The connection between the original transaction cost problem and the collection of frictionless problems is described in the following proposition. It is a simple translation of Proposition 2.2 in [7] . Proposition 3.2. The following two statements hold.
(1) For eachS ∈ S,
(2) GivenS ∈ S, letĉ ∈ C(S) solve the frictionless optimization problem, i.e.,
with (φ (0) ,φ (1) ,φ (2) ) which satisfies the budget constraint (3.3). Assume that (i)φ (1) is a right-continuous process of finite variation, (2) are continuous processes except a possible initial jump at t = 0−. Thenĉ ∈ C, andĉ solves the original optimization problem (2.4), i.e.,
Proof.
(1) For any c ∈ C, there exists (ϕ (0) , ϕ (1) , ϕ (2) ) which satisfies (2.3).
where the inequality is due toS ∈ S. Then the integration-by-parts formula produces
Therefore, if we defineφ (0) as
t ,
t . Therefore, c ∈ C(S) and the inclusion C ∈ C(S) finishes the proof of (1).
(2) Let (φ (0) ,φ (1) ,φ (2) ,ĉ) satisfies the assumptions in the proposition. Then by (3.3) and the integration-by-parts formula,
Hence (2.3) is satisfied, andĉ ∈ C. Then (3.4) and (3.5) imply (3.6).
Definition 3.3. IfS ∈ S satisfies following equality, thenS is called a shadow price process:
Proposition 3.2 (2) implies that we can solve the original transaction costs problem by solving the frictionless problem with shadow price process, and Proposition 3.2 (1) says that the shadow price process can be characterized as the solution of the following minimization problem: 
for some processes m, s 1 , s 2 . Then the state price density process H (see, e.g., Remark 5.8, p. 19 in [20] ), in the market with stock pricesS and S (2) , satisfies the stochastic differential equation 10) where the functions θ 1 and θ 2 are defined as
Since the frictionless market model with stock pricesS and S (2) is complete, the standard duality theory can be applied (see, e.g., Theorem 9.11, p. 141 in [20] ): 12) where q = p/(1 − p). Consequently, we may rewrite (3.8) as
with
14)
The formal HJB equation for (3.14) has the following form:
where (with
To incorporate the requirement Y t ∈ [y, y], we turn off the diffusion (s 1t = s 2t = 0) whenever Y t reaches the boundary y or y, and let the drift be the inward direction. By observing the form of the minimizer in (3.15), we infer that the boundary condition would be
To handle this infinite boundary condition and reduce the order of the differential equation, we change variable. Let x = −w (y) and define the function g : [x, x] → R as g(x) = w(y), with x = −w (y) and x = −w (y). With x and g, (3.15) is written as
(3.17) and the relation dy/dx = −g (x)/x produce a boundary condition and an integral constraint:
x dx = y − y. Since x and x are not predetermined, (3.18) together with (3.19) is a free boundary problem with an integral constraint.
Remark 3.4. The purpose of this section is only to derive the free boundary problem which we analyze rigorously in the next section: The arguments in this section is heuristic and not rigorous.
The results
In this section, we first present the existence result for the solution of the free boundary problem that we derived in the previous section. Then we construct the candidate shadow price processS using the solution of the free boundary problem. In Lemma 4.4, we solve the optimization problem for the market with the candidate shadow price process. In Theorem 4.5, we verify thatS is indeed the shadow price process by checking the conditions in Proposition 3.2 (2), and conclude that the optimal solution in Lemma 4.4 also solves the original transaction cost problem (2.4). Finally, we provide explicit characterization of the well-posedness of the problem in Theorem 4.7.
4.1. Construction of the shadow price. The proofs of results related to the free boundary problem are postponed to Section 6 due to their technical nature. Proposition 4.1. Assume that the model parameters satisfy one of the following conditions:
where c * is a constant explicitly defined in Definition 6.4.
Then, there exist constants x, x and a function g ∈ C 2 [x, x] that satisfy following conditions:
where the functions α, β, γ are given in (3.11) and (3.16).
The following boundary/integral conditions are satisfied:
x dx = ln(
, and g (x) + 1
Proof. See Section 6.
We need the next corollary to construct the shadow price process.
(2) Letα,β,γ,θ 1 ,θ 2 : [x, x] → R be the composition of the functions α, β, γ, θ 1 , θ 2 of (3.16) and (3.11) with the optimizersm,ŝ 1 ,ŝ 2 of (4.1). For instance,α(x) := α(m(x),ŝ 1 (x),ŝ 2 (x)). Then the following functions are Lipschitz on [x, x]:
(1) (4.1) is a simple optimization of a quadratic function. By Proposition 4.1 (4) and (5), we can see that the first order condition produces the minimizer as follows:
.
The form ofŝ 1 (x) andŝ 2 (x) above, and the observation
, show that the functions in (4.3) are Lipschitz on [x, x], by Proposition 4.1 (4) . (3) The appropriate version of the Envelope Theorem (see, e.g., Theorem 3.3, p. 475 in [12] ) or the direct computation produces (4.4).
We construct the shadow price process using the solution (g, x, x) of the free boundary problem in Proposition 4.1. As a preliminary, we define the functions f, ξ, r :
where y = ln(1 − λ) and y = ln(1 + λ). Then e f (x) = (1 + λ) and e f (x) = (1 − λ). Let the constant x ∈ [x, x] be defined bŷ
a solution to r(x) = 0, otherwise.
Consider the following reflected (Skorokhod-type) SDE on the interval [x, x]: (2) implies that the coefficients of the above SDE are Lipschitz on [x, x] . Therefore, the classical result of [30] is applicable: (4.8) has a unique solution (X, Φ) such that Φ is a continuous process of finite variation and satisfies
(4.9)
We define the process (candidate shadow price process)S as
The intuition is following: In Section 3, we change variable (y, w) to (x, g), and they satisfy dy/dx = −g (x)/x and −w (y) = x, which implies y = f (x). Also in Section 3, the shadow price process has the form of S (1) t e Yt . 4.2. Verification argument. In this subsection, we verify that the processS in (4.10) is indeed a shadow price process. First, we study properties ofS.
(1) Proposition 4.1 (5) implies that f is a monotonically decreasing function. Hence y ≤ f (x) ≤ y, which implies S
where the dt term is simplified by (4.4), and the reflection term (
x dΦ t ) vanishes because of g (x) = g (x) = 0 and (4.9). Ito's formula forS t = S (1) t e f (Xt) , together with (2.1) and (4.12), produces (4.11).
In the frictionless market with (S, S (2) ), the state price density processĤ is given by
Consider the optimization problem in the frictionless market (S, S (2) ):
In the next lemma, we characterize the value and the optimal strategy for (4.14).
Lemma 4.4.
(1) LetS andĤ be as in (4.10) and (4.13). Then
(2) In (4.15), the optimal wealthŴ and the optimal investment/consumption (φ (0) ,φ (1) ,φ (2) ,ĉ) can be written as following: 16) where the functions
(4.17)
(1) We first prove the following equality:
Using Ito formula and (4.4), we have 19) where the reflection term vanishes because of g (x) = g (x) = 0 and (4.9). Observe that the stochastic exponential E(qθ·B),
t ), is a martingale sinceθ is bounded. LetB (1) ,B (2) be defined bȳ
Sinceθ 1 andθ 2 are bounded on [x, x], by Girsanov's theorem,B (1) andB (2) are Brownian motions on [0, t] under the measureP t , defined by dP t = E(qθ · B) t dP. Then,
Here the first equality uses Ito formula and (4.1), and the second equality holds because B
(1) t and B (2) t are Brownian motions under the measureP t and the integrands are bounded. The third equality is due to (4.13) and dP t = E(qθ · B) t dP.
We have two cases to consider, p > 0 and p < 0. (i) In case p > 0: Since g(x) is positive (see Proposition 4.1 (4)), (4.20) implies that
Hence, there exists a sequence (t n ) n∈N with t n → ∞ such that E[e −(1+q)δtnĤ −q tn ] → 0. Since g is bounded, we have
tn g(X tn )] → 0 as t n → ∞ Therefore, we take limit t n → ∞ in (4.20) and conclude (4.18).
(ii) In case p < 0: From the form of the function α in (3.16) and q < 0, we haveα > (1 + q)δ. Since g is bounded,
Let t → ∞ in (4.20), we conclude (4.18). Therefore, we conclude that (4.18) holds for all cases. Now the standard duality theory for complete market model (see, e.g., Theorem 9.11, p. 141 in [20] ) 4 implies that 22) and the optimal consumptionĉ isĉ
By (4.18) and (4.22), we obtain (4.15).
(2) Obviously,Ŵ t > 0 for t ≥ 0. Since we have (4.23) and (4.18), it is enough to check the budget constraint in Definition 3.1 (2) . It can be written as
Using Ito formula with (4.13), (4.19), (4.11), (4.17) and (4.1), one can check that the budget constraint holds (the computation is rather long and tedious but elementary, so it is omitted).
Now we are ready to state our main result. In Theorem 4.5, we verify that the processS in (4.10) is indeed a shadow price process. Consequently, the optimal trading/consumption strategy (φ (0) ,φ (1) ,φ (2) ,ĉ) of the frictionless problem (4.14) also satisfies (2.2) and (2.3), andĉ ∈ C is the optimizer of (2.4). Theorem 4.5. (Existence of the shadow price) Under the assumptions in Proposition 4.1, the processes (φ (0) ,φ (1) ,φ (2) ,ĉ) in (4.16) solves (2.4). In other words, (φ (0) ,φ (1) ,φ (2) ,ĉ) satisfies the conditions in Definition 2.1 (thereforeĉ ∈ C), and
Indeed,S is a shadow price process.
Proof. By Lemma 4.4, we already know that (φ (0) ,φ (1) ,φ (2) ,ĉ) is the optimal solution of (3.5). Therefore, we only need to check that (φ (0) ,φ (1) ,φ (2) ,ĉ) satisfies the assumptions in Proposition 3.2 (2). Then, the result of Proposition 3.2 completes the proof of this theorem. Let's first consider the initial jump. We need to show that the assumption (iii) in Proposition 3.2 (2) is satisfied at t = 0, which can be written aŝ
4 For the application of Theorem 9.11 in [20] , one need to check Assumption 9.9 in [20] . In the current setup, Assumption 9.9 amounts to E[ In (4.17), we can simplify π 1 (x) as π 1 (x) = x qg(x) by using expressions in (4.5). Then r(x) in (4.6) can be written as r(x) = η 1 e f (x) S (1) 0 − ξ(x)π 1 (x). Now we can see why we definedx ∈ [x, x] as (4.7). The three possibilities are described below:
(4.26)
Obviously (4.26) implies (4.25), and we conclude that the assumption (iii) in Proposition 3.2 (2) is satisfied at t = 0. By Proposition 4.1 and the form of π 1 , we observe thatφ
. With (4.11), (4.8), (4.24) and (4.19), Ito formula produces (after a long but straightforward computation)
(4.27) (4.27) and (4.9) implies that the assumptions (i) and (iii) in Proposition 3.2 (2) are satisfied.
Since the assumption (iv) is obvious, it remains to check the assumption (ii) in Proposition 3.2 (2). This amounts to prove that
Using Proposition 4.1 (4) and (5), we obtain following inequalities:
(4.29)
: By Proposition 4.1 (1) and (3), we have π 1 (x) > 0, soφ
where we use e −f (x) = 1/(1 − λ). Hence (4.28) holds.
• In case µ 1 <
: By Proposition 4.1 (1) and (3), we have π 1 (x) < 0, soφ
(1) t < 0 and
where we use e −f (x) = 1/(1 + λ). Hence (4.28) holds. We showed that (φ (0) ,φ (1) ,φ (2) ,ĉ) satisfies the assumptions in Proposition 3.2 (2), and the proof is completed by the result of Proposition 3.2.
Remark 4.6. In Theorem 4.5, we do not have a smallness assumption of the transaction cost parameters λ and λ.
4.3.
Well-posedness of the problem. The result in the previous subsection allows us to explicitly characterize when the optimal investment and consumption problem (2.4) is well-posed (i.e., the value is finite). Recall that Assumption 2.4 is the standing assumption in this paper, and if Assumption 2.4 (1) is violated, then the problem is ill-posed (see Remark 2.2). (1) The optimization problem (2.4) is well-posed, i.e.,
(2) There exists a shadow price process.
(3) The model parameters satisfy one of the following three conditions:
Remark 4.8. Theorem 4.7 provides an explicit characterization of the well-posedness of the problem, in the sense that the constant c * is given by a closed form in terms of the model parameters. [14] also provides a well-posedness criteria by analyzing the HJB equation of the primal optimization problem.
Discussion on optimal strategy
The expression (4.16) enables us to extract more information about how the transaction costs affect the optimal investment/consumption strategy. For convenience, in this section, we set λ = 0 and λ = λ, and only consider the specific case of Assumption 5.1. This assumption means that the proportion of the wealth invested in the illiquid asset should be positive. Other cases can be analyzed similarly.
Assumption 5.1. In this section, we assume that the following inequalities hold.
We first find more explicit characterization for the optimal investment in the illiquid asset.
Corollary 5.2. In (2.4), it is optimal to minimally trade the illiquid asset S (1) in such a way that the proportion of investment in the illiquid asset is within the interval [π 1 , π 1 ], i.e.,
where π 1 , π 1 ∈ R have explicit expressions in terms of g, x, x in Proposition 4.1,
Proof. We can easily transform
Direct computation produces following inequality:
where we use the result in Proposition 4.1 (4) . Therefore, we have
, t ≥ 0, and the result follows.
To observe the effect of the transaction costs, we remind the case of λ = 0, which is the classical Merton problem. When λ = 0, it is well known that (cf. [26] ) the optimal proportion of the investment and consumption are given by
) .
(5.
3)
The following observations describe some properties (and intuitive explanations) of the optimal strategy for illiquid asset trading, liquid risky asset trading, and consumption. Mathematics for the observations is sketched in Appendix.
Observations: Assume that the transaction costs λ > 0 is small enough.
1. The no-trading region described in Corollary 5.2 is wider than the no-trading region in the model without the liquid risky asset.
5 Indeed, the model without the liquid risky asset is studied in [6] and the width of the no-trading region is approximately
where π M (Merton proportion) is the proportion of wealth invested in the illiquid asset. In our model with the liquid risky asset, the width of the no-trading region is approximately
which is bigger than the previous width, as long as the Merton proportions in two models agree, i.e., π M = π M 1 . One possible explanation for this effect is following. Intuitively, the no-trading wedge is determined to minimize (trading costs due to rebalancing) + (reduction of the value for not rebalancing).
The additional opportunity of investment in the liquid risky asset increases the volatility of the total wealth, and induces more trading costs due to more frequent rebalancing. Consequently, the no-trading region becomes wider to mitigate the trading costs. 2. We compare the liquid risky asset trading strategies in our model and in the model without transaction costs (λ = 0) in (5.3). By this way, we can observe how the existence of the transaction costs on one asset may affect trading strategy of the other asset (still liquid).
When ρ > 0 and the illiquid asset proportionφ
resp.), the liquid risky asset proportionφ
is smaller (bigger, resp.) than π M 2 . When ρ < 0 and the illiquid risky asset proportion is close to π 1 (π 1 , resp.), the liquid risky asset proportion is bigger (smaller, resp.) than π M 2 . The intuition for this effect is following. Consider the case of ρ > 0. When the illiquid asset proportion is larger than the desired proportion, the investor is overexposed to the risk factor of the illiquid asset. Since ρ > 0, by reducing the proportion of the liquid risky asset, the exposure to the risk factor of the illiquid asset can be reduced accordingly. Similar explanation can be applied to other cases. 3. The consumption rate proportionĉ
is always bigger than c M . One possible explanation for this effect is that the transaction costs makes the investment less attractive, and consequently, induces the increase of earlier consumptions. Also, when the illiquid asset proportion is close to π 1 , the consumption rate proportion is larger than the situation when the illiquid asset proportion is close to π 1 . A simple explanation for this effect is that the investor can increase (decrease, resp.) the illiquid asset proportion by increasing (decreasing, resp.) consumption.
proofs
This section is devoted to the proof of Proposition 4.1 and Theorem 4.7. We split the proof of Proposition 4.1 into five propositions which take care of different parameter regimes as following.
• Proposition 6.2: 0 < p < 1,
• Proposition 6.6: 0 < p < 1,
• Proposition 6.7: 0 < p < 1 and µ 1 <
• Proposition 6.8: p < 0 and µ 1 >
• Proposition 6.9: p < 0 and µ 1 <
We provide detailed proof for Proposition 6.2 and Proposition 6.6. Proofs for the other cases are similar, hence we omit some of the details. Finally, the proof of Theorem 4.7 is given at the end of this section.
We first define notation for convenience. Using the expression (4.5) of optimizers, we rewrite (4.1) as
where
As notation, let ∆ x be a discriminant of quadratic equation with respect to x, i.e.,
Constants y C , x D , y D , x M and y M are defined as 
we solve these equations for δ and x and obtain
Substitute these expressions for δ and x, we obtain
Therefore, C(x, y) = 0, which is a contradiction.
(ii) In case y = −
, we substitute this expression for y and obtain
Therefore, C(x, y) = 0, which is a contradiction. 
Hence B(x, y) 2 − 4A(x, y)C(x, y) can be zero only when x = 0 or x = x D . We have
and observe that 2δ(1 + q) 2 − qσ 2 1 and 2q(1 + q)σ 1 µ 2 − ρσ 2 (2δ(1 + q) 2 + qσ 2 1 ) cannot be zero at the same time because µ 2 = ρσ 1 σ 2 1+q . Now we conclude that (x, y) :
In the proof of (2), we can see that (i) if x = x D , then B(x, y) 2 − 4A(x, y)C(x, y) ≥ 0, (ii) if x = 0 or x = x D , then there is no solution to B(x, y) 2 − 4A(x, y)C(x, y) = 0. Therefore, to prove (3), it is enough to show that the coefficient of y 2 in B(x, y) 2 − 4A(x, y)C(x, y) is positive for any x = 0. Indeed, the coefficient of y 2 in B(x, y) 2 − 4A(x, y)C(x, y) can be written as a sum of squares:
, then Proposition 4.1 holds.
Proof. We observe that A, B, C are quadratic in x, y. The level curve C = 0 is an ellipse, because 
and 0
and 1+q 2q A = 0 :
and 1+q q
We observe that
where we use the Cauchy-Schwarz inequality. By this observation and Lemma 6.1 (1), the quadratic curves A = 0, B = 0, C = 0 are as in Figure 1 . Using the observation that the coefficients of y 2 in A, B, C are all negative, we partition the ellipse as
Claim 1: For any a ∈ R such that 0 < a < x M , there exist a constant b a > a and a function
(6.4)
Here, y = Γ(x) is the equation for the upper part of the ellipse C = 0.
(Proof of Claim 1): The function F is continuous and nonnegative on Ω 2 ∪Ω 3 ∪Ω 4 . By the Peano existence theorem, starting from (a, Γ(a)), we can evolve the above ODE to the right (see Figure  1) until (x, g a (x)) reaches the boundary of Ω 2 ∪ Ω 3 ∪ Ω 4 . Indeed, the curve (x, g a (x)) is inside of Ω 2 ∪ Ω 3 ∪ Ω 4 for x > a close enough to a, because Γ (a) > 0 and g a (a) = F (a, Γ(a)) = 0. Let the equation of the upper curve of ∂Ω 1 ∩ ∂Ω 2 be l(x). Observe that (a, g a (a)) is above the curve ∂Ω 1 ∩ ∂Ω 2 , i.e., g a (a) > l(a) (see Figure 1 ). Define b a > a as
Since F ≥ 0 on Ω 2 ∪Ω 3 ∪Ω 4 , lim x↑ba g a (x) exists. Suppose that lim x↑ba g a (x) = l(b a ). The definition of b a implies that g a (x) > 0 for a < x < b a , and we observe that −B+ √ B 2 − 4AC = 0 on ∂Ω 1 ∩∂Ω 2 . Then, we produce
where we use LHospital's Rule and concavity of the curve l(x). This is a contradiction, and we conclude that
(End of the proof of Claim 1).
y). Solving this equation
for y, we obtain
Direct computation produces
And the point (x 0 , g a (x 0 )) is on one of the two lines in (6.5). We also check that 
. This is a contradiction because
The line segment y = x q connecting (0, 0) and (x D , y D ) is below the line y = L(x). Therefore, (x 0 , g a (x 0 )) cannot be on this line segment, neither. Now we reach the contradiction. (End of the proof of Claim 2).
. Considering Lemma 6.1 (2) and (3), we can include the set {(x, g a (x)) : x ∈ [a, b a ]} by a compact set in R 2 where F is uniformly Lipschitz. Then the uniqueness is from PicardLindelf theorem. Since
(End of the proof of Claim 3). x dx. Then G has the following properties:
(Proof of Claim 4): (i) Suppose that g a (·) is tangent to the ellipse C = 0 at x = b a . Since g a (b a ) = 0, the only possibility is (b a , g a (b a ) 
q(1+q) < 0. This observation implies that g a (x) > Γ(x) for x < x M close enough to x M , which is a contradiction. Therefore, g a is not tangent to C = 0 at x = b a , and by the implicit function theorem and the continuity of g a with respect to the initial data (see, e.g., Theorem VI., p 145 in [31] ), the map a → b a is continuous.
Since the map a → b a is continuous, G is continuous on a ∈ (0, x M ) by the dominated convergence theorem.
(ii) The ellipse C = 0 has the biggest y value at x = x M . Since g a increases and g a (b a ) = 0, we have b a ≥ x M and lim a↑x M b a = x M . Since |g a | ≤ 1 q , the dominated convergence theorem produces
We observe that Γ k (x) is well-defined for small enough k and x, and Γ k (x) < Γ(x) for x > 0 and k > 0, in the intersection of their domains. Also, Γ 0 (x) = Γ(x) and Γ 0 (0) =
Since Γ k (x) is jointly continuous for small enough x and k, there exists > 0 such that
We define h(x) := x + Γ(x)−Γ (x) . Since Γ (0) = Γ(0), we have lim x↓0 h(x) = 0. Hence, there exists a > 0 such that 0 < h(x) < for their x ≤ a . Let a ∈ (0, a ) be fixed. Suppose that g a (x) > Γ (x) for x ∈ [a, h(a)]. Then, the definition of the level curve Γ implies that g a (x) < on [a, h(a)], but this is a contradiction:
Now we take the limit a ↓ 0 and obtain the result:
(End of the proof of Claim 4).
By Claim 4 and the intermediate value theorem, we can choose
We set x = a, x = b a and g = g a . Then, x, x and g satisfy followings:
Here we have g (x) = 0 because C(x, Γ(x)) = 0.
Claim 5: g has the following properties:
(Proof of Claim 5): (i) and (ii) are obvious from the construction.
(iv) Obviously, g(x) − xg (x) = g(x) > 0. Suppose that there exists x 0 ∈ [x, x] such that g(x 0 ) − x 0 g (x 0 ) = 0. We set k = g (x 0 ) and g(x 0 ) = kx 0 . Then, F (x 0 , kx 0 ) = k can be rewritten as
Observe that 1 − kq > 0 by Claim 2. Then the above equality is a contradiction because Finally, the definition of F and Claim 5 imply that g (x) = F (x, g(x)) solves (6.7). Also, Claim 5 implies Proposition 4.1 (4) and (5).
Out next task is to study the case of δ ≤
, then the optimization problem is well-posed even with zero transaction costs. In case δ ≤
, it turns out that the size of the transaction costs should be large enough to ensure the existence of the solution of the free boundary ODE.
Before we prove Proposition 6.6, we do some preliminary analysis. For convenience, we define the functions K, Q 0 , Q 1 , Q 2 and Q 3 by
To study the level curve K(x, y, k) = 0, we define T u and T d by
To describe limiting behaviors of T u and T d , we define l u and l d by
The following technical lemma is useful for the proof of Proposition 6.6.
. Let F be as in Proposition 6.2, i.e., .
(1) Q 2 (k) is quadratic in k and Q 2 (k) = 0 has two distinct non-negative real roots. We define k * as the smaller root of Q 2 (k) = 0.
There exists a constant c > 0 such that for all x > c and 0 ≤ k < k * the following inequalities hold:
2 ) > 0, the equation Q 2 (k) = 0 has two distinct roots. To show that these roots are non-negative, it is enough to check that
Also observe that Q 2 (0) is linear in δ and
Therefore, Q 2 (0) < 0 under the assumption of
and observe that Q 1 (k) ≥ 0 for 0 ≤ k ≤ k 1 , where
Observe that
and this implies that k * < k 1 . We conclude that Straight-forward computations show that y = T u (x, k) and y = T d (x, k) are the solutions of
(4) By the same way as in the proof of Lemma 6.1, we can check that for 0
At x = 0, we compare the slopes of level curve {(x, y) : C(x, y) = 0} with
Combine the above observation with part (2) and (3) of this lemma, we conclude that (x, y) :
Now assume that k > k * . In the proof of part (1), we observe that for any small enough > 0,
The last set above is part of an ellipse (because Q 2 (k * + ) < 0), which is bounded. Since > 0 can be chosen arbitrary small, we conclude the boundedness for k > k * .
, it is enough to show that for 0 ≤ k ≤ k * ,
To deal with the first inequality, we observe that Q 4 (k) is quadratic in k and
where k 1 be as in the proof of part (2) above. Then Q 4 (k) = −4q(1 + q)(2δσ 2 2 − qµ 2 2 ) < 0 implies that Q 4 (k) > 0 for 0 ≤ k ≤ k 1 . Since k 1 > k * , we obtain the first inequality in (6.13) .
To show the second inequality, we define Q 6 (k) as
Since k * < 1 q (this can be seen in the proof of part (1)), it is enough to show that Q 6 (k) > 0 for 0 ≤ k ≤ k * . We can check that Q 6 (k) is a cubic polynomial in k, Q 6 (k * ) > 0, Q 6 (0) > 0 and Q 6 (0) < 0. Furthermore, direct computation shows that Q 6 (0) ≤ 0 implies that Q 6 (0) < 0. Considering possible shapes of a graph of cubic polynomial, we conclude that Q 6 (k) > 0 for 0 ≤ k ≤ k * . Consequently, the second inequality in (6.13) holds.
(6) The convergences can be shown by a straightforward calculation.
In part (6), the direct computation also yields that the convergence lim x→∞
. This observation, together with part (5), implies that there exists > 0 and c > 0 such that
. Also, we observe that for k ∈ [0, k * ) and x > 1,
where consts are generic constants independent of x and k. Now we obtain the first inequality in (6.12) by choosing c large enough. The second inequality can be shown in the same way.
Now we define the constant c * = c * (µ 1 , µ 2 , σ 1 , σ 2 , δ, p, ρ) to describe the well-poseness.
Definition 6.4. The constant c * is defined as following:
where k * is as in Lemma 6.3 (1).
Remark 6.5. By Lemma 6.3 (6) and (7), we observe that
Hence c * is well-defined. And c * ≥ 0, because for k
We are ready to prove Proposition 6.6. The main idea for the proof is similar to that of Proposition 6.13 in [7] .
and c * < ln Proof. By the same way as in Claim 1 in the proof of Proposition 6.2, we can show that for 0 < a < ∞, there exists a function g a : [a, b a ] → R such that g a (x) = F (x, g a (x)) and g a (a) = Γ(a) with b a := inf{x > a : C(x, g a (x)) = 0}, where F and Γ are as in (6.4) . Since the level curve C = 0 is hyperbola (due to the condition δ ≤ 
(6.14)
Suppose that g a (x m ) = T u (x m , k m ). By (6.14), g a and T u (·, k m ) should tangent at x = x m , i.e.,
. This lead to the following contradiction:
where the last inequality is due to (6.14) . By the same way, the case of g a (x m ) = T d (x m , k m ) also ends up with a contradiction. x dx. Then G has the following properties:
(Proof of Claim 3): The proof of part (i) and (iii) are same as that of the proof of Claim 4 in Proposition 6.2. To prove part (ii), we define x u (a) and x d (a) as
See Figure 2 for the illustration. Lemma 6.3 (4) implies that x u and x d are well-defined and a < x u (a) < x d (a) < b a . Claim 1 implies that g a (x) strictly increases for x ∈ (a, x u (a)] and strictly decreases for x ∈ [x d (a), b a ). Therefore, there exists the inverse function
. Then, we observe that
, where the second equality can be obtained by differentiating the first equality. By changing variable as x = I a (k),
where the convergence is justified by Lemma 6.3 (6) and (7) and the observation lim a→∞ I a (k) = ∞. By the same way, we can check that
Therefore, to complete the proof of (ii), it remains to prove that lim a→∞
x dx = 0. Proposition 6.3 (5) and (6) implies that there exists > 0 and x > 0 such that
x > x . By Lemma 6.3 (4), we can find a > 0 such that g a (x) < k * + for a > a and Proof. Considering the quadratic curves A = 0, B = 0, C = 0, we define the region Ω (see Figure  3) by Ω := {(x, y) : x < 0, C(x, y) ≥ 0, B(x, y) > 0, A(x, y) > 0}.
As in Proposition 6.2 and Proposition 6.6, we can prove that there exist x < x < 0 and g ∈ C 2 ([x, x]) such that g (x) = F (x, g(x)), g (x) = 0, g (x) = 0, Note that F is different from F in Proposition 6.2, but the analysis is almost same. Also we can prove the following properties of g by the same way as in Proposition 6.2: (i) g(x) > 0 and g (x) < 0 for x ∈ [x, x].
(ii) g (x)/x > 0 for x ∈ (x, x). Proof. Since p < 0, we have q < 0, 1 + q > 0, x M > 0, y M < 0.
By the same way as in Proposition 6.2, we can show that the level curve C = 0 is a hyperbola, and the quadratic curves A = 0, B = 0, C = 0 are as in Figure 4 (we choose the lower curves of the hyperbola). Also, .
In fact, y = Γ(x) is the equation of the lower curve of the hyperbola C = 0. We observe that Γ (x) > 0 for 0 < x < x M , Γ (x) < 0 for x > x M and lim x→∞ Γ(x) = −∞. Using this observation, we can prove Claim by the same way as in Proposition 6.2.
Again, as in Proposition 6.2, there exist 0 < x < x and g ∈ C 2 ([x, x]) such that g (x) = F (x, g(x)), g (x) = 0, g (x) = 0, 17) and g satisfies the following properties: (i) g(x) < 0 and g (x) > 0 for x ∈ [x, x].
(ii) g (x)/x > 0 for x ∈ (x, x). Proof. By the same way as in Proposition 6.8, we can show that the quadratic curves A = 0, B = 0, C = 0 are as in Figure 5 . The region Ω is defined as Ω := {(x, y) : x < 0, y < 0, C(x, y) ≥ 0, B(x, y) > 0, A(x, y) > 0}.
As in Proposition 6.8, we can prove that there exist x < x < 0 and g ∈ C 2 ([x, x]) such that g (x) = F (x, g(x)), g (x) = 0, g (x) = 0, (6.4) . Since Γ is strictly increasing, the value is strictly increasing on a. But the value of the optimization problem should be strictly decreasing over λ (higher transaction cost term reduce the value). Therefore, we conclude that λ(a) should be a strictly decreasing function of a, so is G(a).
(End of the proof of Claim).
In the proof of Claim above, we further observe that the value of the optimization problem with transaction costs λ(∞) := lim a→∞ λ(a) should be infinity, because lim a→∞ Γ(a) = ∞. Since lim a→∞ G(a) = c * = ln and c * ≥ ln 1+λ 1−λ . This is contrapositive of (1) ⇒ (3).
Remark 6.10. Claim in the proof of Theorem 4.7 can be extended to other parameter conditions. This means that in Proposition 4.1, the solution g and the free boundaries x and x are unique.
