Abstract-A novel implementation of the perfectly matched layer (PML) absorber for the alternating-direction implicit finite-difference time-domain method is proposed and implemented. It is shown that, compared to the traditional PML implementation, the performance of the proposed PML is more efficient for large Courant numbers.
I. INTRODUCTION
T HE ALTERNATING-DIRECTION implicit finite-difference time-domain (ADI-FDTD) method [1] - [4] is an attractive alternative to the standard FDTD due to its unconditional stability with moderate computational overhead. The ADI-FDTD can be particularly useful for problems involving devices with fine geometric features that are much smaller than the wavelengths of interest. In order to be applied for unbounded domain problems, the ADI-FDTD requires the use of appropriate absorbing boundary conditions, such as the perfectly matched layer (PML) [5] - [8] . The PML has been first extended to the ADI-FDTD method in [9] , where it has been shown that while the PML can still provide very small reflections at small Courant numbers, its performance deteriorates for large Courant numbers.
Because the ADI-FDTD method is most necessary for large (greater than unity) Courant numbers (as long as the accuracy of the results is not impacted by the potential increase on the time step truncation error [4] ), a PML implementation that does not deteriorate for large Courant numbers is highly desirable. In this letter, we introduce a novel PML implementation for the ADI-FDTD for this purpose. For simplicity, we consider a twodimensional (2-D) TE problem, but the basic approach equally applies to the three-dimensional (3-D) problem.
II. ADI-FDTD UPDATE EQUATIONS WITH PML
In the split-field PML formulation [5] , the , , and field components satisfy the following relations: 
In the ADI-FDTD method, the update at each time step is divided into two sub-steps. First, assuming that is computed implicitly at the time step
, (1)- (4) are discretized as [2] , [9] (5) (6) (7) (8) where the superscripts denote time steps. The eight coefficients , , , , , , , and depend on the local PML conductivities or , as made explicit in the next section. Substituting (5), (7), and (8) (9) with where it is clear that the left-hand side (LHS) of (9) forms a tridiagonal matrix, and the associated linear system can be solved with complexity [1] . In the second sub-step, the fields at the time step are obtained. The discretized equations are [2] , [9] (10) with
III. PML IMPLEMENTATIONS FOR ADI-FDTD

A. Traditional Scheme
In the usual PML implementation for the ADI-FDTD [9] , the coefficients , , , , , , , and are written as (11) where , is the time step and is the cell size. These coefficients are obtained by assuming a central differencing approximation in time for the LHS involving the conduction terms in (1)-(4) .
We simulate the radiation of a point source in free space using this algorithm. The whole computation domain, including the PML region, contains 42 42 cells with an uniform cell size equal to 1.33 mm. Ten layers of PML are used in both and directions with a conductivity profile [5] given by where is the thickness of the PML absorber and represents the interface to free space. The conductivity is determined as in [9] . The excitation is located at the center of the computation region. The observation point is located ten cells away from the source and one cell away from the PML interface. The source is differentiated Gaussian pulse with both central frequency and half bandwidth equal to 3.175 GHz, applied to the component. Fig. 1 shows the reflection error from the PML, defined as where is the Courant number defined by , and is the phase velocity. in the equation above is the reference value calculated in a grid large enough so that any reflection from the boundary is causally isolated.
From Fig. 1 , we observe that for small Courant numbers, the PML works well and the largest reflection error is about 75 dB. However, for large Courant numbers, the performance gets progressively worse. For , the largest reflection error is about 35 dB. This agrees with previous findings reported in [9] .
B. Proposed Scheme
In the improved PML implementation, either forward or backward differencing approximation is used instead for the LHS of (1)-(4) in order to be collocated in time with their respective RHS. In the first sub-step, the following set of coefficients is used:
(12) In the second substep, a different set of coefficients is used (13) Fig. 2 shows the relative reflection error from this proposed PML from the same problem as before. We observe that the proposed new PML has a similar performance as the traditional one for small Courant numbers and it barely deteriorates for large Courant numbers. In particular, an improvement of more than 40 dB in the maximum reflection error is obtained for Courant factor , compared to Fig. 1 . For this spatial cell size, proper care should be exercised when interpreting results for even larger Courant numbers. In the example above, the reflection can reach 60 dB with and other parameters being the same. This is not caused by a larger per se, but instead because the resulting time step is closer to the Nyquist limit of the source pulse and increasingly larger than the average relaxation time inside the PML. By decreasing the cell size , about the same reflection level as in Fig. 2 could be achieved with , provided that the same physical PML thickness is used. It should also be pointed out that the truncation error of the ADI-FDTD is [1] , [4] . Finally, we have also tested the implementation of PML-ADI-FDTD schemes with exponential differencing in time [5] , but did not observe any significant improvement in the PML performance (the largest reduction on the reflection error in our tests was at and within 3 dB).
IV. CONCLUSION
In this letter, we have introduced an improved implementation of the PML absorbing boundary condition for the ADI-FDTD method. The proposed PML relies on successively applying forward and backward differencing in time for the conduction terms in the ADI-FDTD update. Compared to the traditional PML implementation, the performance of the proposed PML is more efficient for large Courant numbers.
