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Zusammenfassung
Das Ziel der vorliegenden Bachelorarbeit war es, Softwarewerkzeuge zu entwickeln und zu
evaluieren, um den Nutzer beim Erkennen von zeitlichen Vera¨nderungen in Satellitendaten
zu unterstu¨tzen. Dazu wurden zwei Prototypen entwickelt, einer zur Change Detection
in Satellitenbildern und einer zur Change Detection in Ho¨henfeldern.
Der Prototyp zur Change Detection in Satellitenbildern wurde mit HTML und
JavaScript entwickelt. Die Satellitenbilder erha¨lt die Anwendung vom MapServer, einem
auf Geodaten spezialisierten Webservice. Mit dem Prototypen konnte ein Sandsturm in
den Bilddaten der HRSC-Kamera der Mars Express Mission gefunden werden.
Der Hauptteil der Arbeit bescha¨ftigt sich mit der Change Detection in den Ho¨henfeldern
von Satellitenbildern. Der dafu¨r entwickelte Prototyp stellt die Ho¨henfelder in einer in-
teraktiven 3D-Szene dar. Die Anwendung ist mit C++ und OpenGL entwickelt und
erha¨lt die Satellitendaten ebenfalls vom MapServer. Zur Unterstu¨tzung des Nutzers bei
der Erkennung von zeitlichen Vera¨nderungen, wurden verschiedene statische sowie eine
dynamische Visualisierungsmethode entwickelt. Zur Evaluierung des Prototypen wur-
den bekannte Verdickungen des isla¨ndischen Dyngjujo¨kull-Gletschers mit verschiedenen
Visualisierungsmethoden nachgewiesen.
Abstract
The aim of the present bachelor thesis was to develop and evaluate software tools to
support the user in the detection of temporal changes in satellite data. Two prototypes
have been developed for this purpose. One for change detection in satellite images and
the other for change detection in heightfields in satellite images.
The prototype for change detection in satellite images was developed with HTML and
JavaScript. The application receives the satellite images from the MapServer which is
a web service specialized in geodata. The prototype was able to detect changes in the
image data. Specifically a sandstorm was found in the HRSC data acquired by the Mars
Express Mission.
The main part of the bachelor thesis deals with the change detection in the elevation data
of satellite images. The prototype developed for this purpose visualizes the heightfields
in an interactive 3D scene. The application is developed with C++ and OpenGL and
receives the satellite data from the MapServer. To support the user in the recognition of
temporal changes, different static and dynamic visualization methods have been developed.
For the evaluation of the prototype the well-known thickening of the Dyngjujo¨kull glacier
has been observed with different visualization methods.
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1 Einleitung
1.1 Umfeld
Bei der vorliegenden Arbeit handelt es sich um eine Bachelorarbeit zur Erlangung des
”Bachelor of Engineering“in der Studienrichtung Informationstechnik. Das Studium wurdean der Dualen Hochschule Baden-Wu¨rttemberg (DHBW) in Mannheim in Kooperation mit
dem Deutschen Zentrum fu¨r Luft- und Raumfahrt e.V. (DLR) absolviert. Die Praxisphasen
wurden am DLR Standort Braunschweig in der Gruppe Interaktive Visualisierung der
Einrichtung Simulations- und Softwaretechnik durchgefu¨hrt.
Das DLR ist das Forschungszentrum Deutschlands fu¨r die Luft- und Raumfahrt. An 20
Standorten wird in den Bereichen Luftfahrt, Raumfahrt, Energie, Verkehr und Sicherheit
geforscht und entwickelt. Zudem ist das DLR fu¨r die Planung und Umsetzung der
deutschen Raumfahrtaktivita¨ten verantwortlich[1].
Die Aufgaben der DLR-Einrichtung Simulations- und Softwaretechnik teilen sich
in die Bereiche Forschung und Entwicklung auf dem Gebiet von Software-Engineering-
Technologien sowie die Anwendung und Bereitstellung dieser Software auf. Themenschwer-
punkte sind aktuell Softwareentwicklung fu¨r verteilte und mobile Systeme, Software fu¨r
eingebettete Systeme, Visualisierung und High Performance Computing[2]. Der Ar-
beitsschwerpunkt der Gruppe Interaktive Visualisierung liegt in der Untersuchung und
Integrierung von interaktiven Visualisierungsaspekten.
Die 2009 gegru¨ndete DHBW ist die erste und einzige staatliche duale Hochschule in
Deutschland. An neun Standorten und in Kooperation mit u¨ber 9.000 Unternehmen
bietet die DHBW Studienga¨nge in den Bereichen Wirtschaft, Technik und Sozialwesen an.
Mit u¨ber 34.000 Studenten ist die DHBW die gro¨ßte Hochschule Baden-Wu¨rttembergs[3].
1.2 Motivation
Weltweit gibt es eine Vielzahl von Weltraummissionen im Bereich der Erdbeobachtung,
Fernerkundung oder auch Planetenforschung. Diese Missionen produzieren riesige Daten-
mengen von Satellitenbildern. Vor allem fu¨r die Erde und den Mars gibt es viele Bilder, die
u¨ber Jahre hinweg aufgenommen worden sind und sich teilweise oder komplett u¨berlagern.
Das Erkennen von Vera¨nderungen in der Struktur oder Textur der Oberfla¨chen kann zu
wertvollen Ergebnissen fu¨hren. Die Struktur von Oberfla¨chen ist das Relief, also die Form
des Gela¨ndes. Die Textur ist das reine Bild der Oberfla¨che, hier ko¨nnen zum Beispiel die
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Vegetation oder Wolken erkannt werden, da nur die Farbinformationen betrachtet werden.
Mittels Vorher-Nachher Aufnahmen lassen sich die Ausmaße von Naturkatastrophen
abscha¨tzen, Landschaftsvera¨nderungen feststellen oder auch mo¨gliche Landepla¨tze auf
anderen Planeten selektieren.
Die automatische Erkennung solcher Vera¨nderungen ist jedoch a¨ußerst kompliziert.
Die einzelnen Bildaufnahmen lassen sich nur schwer vergleichen, da sie sich ha¨ufig sehr
stark voneinander unterscheiden. Dies ist vor allem durch unterschiedliche Licht- und
Schatten-Verha¨ltnisse, verschiedene Aufnahmewinkel oder auch Wolken bedingt.
Um dieses Problem zu lo¨sen kann auf Visual Analytics gesetzt werden. Visual Analytics
ist ein Ansatz, der die Fa¨higkeit des Menschen schnell Muster und Trends visuell zu
erfassen mit den Sta¨rken der automatischen Datenanalyse kombiniert.
1.3 Ziel der Arbeit
Im Rahmen der Bachelorarbeit sollen Softwarewerkzeuge entwickelt und evaluiert werden,
um Vera¨nderungen in Satellitenbildern zu erkennen. Besonderer Wert soll dabei auf die
Visualisierung von Vera¨nderungen in Ho¨henfeldern gelegt werden. Die zentrale Frage der
Bachelorarbeit lautet: ”Mit welchen Methoden lassen sich Vera¨nderungen in der Struktur(und Textur) von Oberfla¨chen visualisieren?“
1.4 Gliederung der Arbeit
Die vorliegende Arbeit teilt sich grob in fu¨nf Bereiche auf:
• Grundlagen: Hier werden Visual Analytics und die Echtzeitvisualisierung von Ter-
raindaten na¨her erla¨utert. Daru¨ber hinaus werden die beno¨tigten und verwendeten
Softwarewerkzeuge zur Entwicklung der Prototypen erkla¨rt.
• Entwicklung eines Prototyps zur Change Detection in Satellitenbilder:
In diesem Kapitel wird ein Prototyp zur Erkennung von Vera¨nderungen in Satel-
litenbildern als Einstieg in die Change Detection entwickelt. Die Anwendung soll
in der Lage sein, dem Nutzer beim Erkennen von zeitlichen Vera¨nderungen in der
Textur von Oberfla¨chen zu unterstu¨tzen.
• Entwicklung eines Prototyps zur Change Detection in Ho¨hendaten: Dies
wird der Hauptteil der Bachelorarbeit. In diesem Kapitel wird der Prototyp zur
Erkennung von zeitlichen Vera¨nderungen in Ho¨hendaten implementiert. Dafu¨r
werden verschiedene Visualisierungsmethoden entwickelt die den Nutzer beim
Erkennen von Vera¨nderungen unterstu¨tzen sollen. Der Nutzer soll mit der Oberfla¨che
interaktiv in 3D interagieren ko¨nnen.
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• Ergebnisse und Ausblick: Im abschließendem Kapitel werden die in der Bache-
lorarbeit erreichten Ergebnisse zusammengefasst. Es wird außerdem ein Ausblick
gegeben welche Aufgaben im Rahmen der Bachelorarbeit nicht durchgefu¨hrt werden
konnten und wie die Entwicklung der Prototypen in Zukunft fortschreiten soll.
3
2 Grundlagen
Im folgendem Kapitel werden die Grundlagen von Visual Analytics, Echtzeitvisualisie-
rungen von Terraindaten und den verwendeten Softwarewerkzeugen na¨her betrachtet.
2.1 Visual Analytics
In der heutigen Zeit haben wir einen drastischen Anstieg von Datenmengen zu verzeichnen.
Aufgrund der sich immer verbessernden Speichermo¨glichkeiten und der Vereinfachung
des Erzeugens und Sammeln von Daten a¨nderte sich der Umgang mit diesen. Wa¨hrend
die Mo¨glichkeiten zum Sammeln von Daten schnell ansteigen, wachsen die Mo¨glichkeiten
der Verarbeitung dieser Daten langsamer. Schon heute wird ein Großteil der Daten ”roh“,also ohne Filterung und Verbesserung, gespeichert. Dieser Informationsu¨berfluss kann
dazu fu¨hren, dass sich in ungeeigneten Daten verloren wird. Solche Daten sind zum
Beispiel:
• irrelevant zur Erledigung der Aufgabe
• unsachgema¨ß verarbeitet
• unsachgema¨ß pra¨sentiert[4].
An dieser Stelle setzt Visual Analytics mit dem Ziel an, aus großen und komplexen
Datensa¨tzen Erkenntnisse zu gewinnen. Dabei wird auf eine Kombination der Kreativita¨t,
Flexibilita¨t sowie dem Hintergrundwissen von Menschen mit der enormen Speichermen-
ge und Rechenleistung von Computern gesetzt. Mit visuellen Schnittstellen kann der
Menschen mit der Analyse interagieren und ist so in der Lage, komplexe Probleme dem
Computer sachkundig abzunehmen.
Der Prozess von Visual Analytics verbindet automatische und visuelle Analyseme-
thoden in Verbindung mit menschlicher Interaktion. Abbildung 2.1 zeigt den Prozess
mit den verschiedenen Abschnitten (durch Ovale dargestellt) und U¨berga¨ngen (durch
Pfeile dargestellt). Bevor die Daten verarbeitet werden ko¨nnen, mu¨ssen sie vorverarbeitet
werden (Data). Anschließend entscheidet der Analyst, ob zuerst automatische (Models)
oder visuelle (Visualization) Analysemethoden angewendet werden. Wenn zuerst die
automatische Analyse angewendet wird, wird Data-Mining verwendet, um Modelle aus
den Originaldaten zu gewinnen. Sobald ein Modell vorhanden ist, kann der Analyst
dieses evaluieren und weiter verfeinern, indem er die Parameter anpasst oder andere
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Algorithmen anwendet. Der sta¨ndige Wechsel der beiden Methoden ermo¨glicht die konti-
nuierliche Verfeinerung und Verifizierung der Ergebnisse. Wenn zuerst die visuelle Analyse
angewendet wird, muss der Analyst seine Hypothese von einer automatischen Analyse
besta¨tigen lassen[5].
Die Vorgehensweise orientiert sich dabei an dem Paradigma: ”Analyse First – Showthe Important – Zoom, Filter and Analyse Further – Details on Demand“1.
Quelle: http://www.visual-analytics.eu/wp-content/uploads/visual-analytics-process12.png
Abbildung 2.1: Visual Analytics Prozess
2.1.1 Grundlagen der optischen Wahrnehmung
”Der wichtigste Sinn des Menschen ist der Sehsinn, der Mensch ist ein ’Augentier’. [Es]gelangen 80% aller Informationen u¨ber die Augen ins Gehirn.“2 Change Detection ist eine
Fa¨higkeit, die Vera¨nderungen erkennen la¨sst. Dies ist eine Fa¨higkeit die fu¨r den Menschen
u¨berlebensnotwendig ist. Zum Beispiel im Straßenverkehr mu¨ssen Postions-, Richtungs-
und Geschwindigkeitsvera¨nderungen sofort wahrgenommen werden, um schnellstmo¨glich
auf einzelne Ereignisse reagieren zu ko¨nnen. Dadurch, dass dies auch im Alltag eine große
Rolle spielt, ist der Mensch, im Gegensatz zu Computern, sehr gut im Erkennen von
Vera¨nderungen[6].
1D. A. Keim, F. Mansmann, J. Schneidewind, J. Thomas, H. Ziegler: Visual analytics: Scope and
challenges. Visual Data Mining, 2008, S. 82.
2M. Dahm: Grundlagen der Mensch-Computer-Interaktion, 2005, S. 41.
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Dafu¨r gibt es mehrere Gru¨nde:
• Hintergrundwissen: Wenn ein Mensch zwei Bilder miteinander vergleicht, ver-
wendet er sein Hintergrundwissen, um nach erwarteten Vera¨nderungen zu suchen.
Ungewohnte oder unerwartete Objekte fallen einem Menschen meist direkt auf.
• Flexibilita¨t: Unterschiedliche Beleuchtungssta¨rken, Aufnahmewinkel, Schatten
oder Sto¨rungen, wie Wolken, schra¨nken einen Menschen in der Vera¨nderungserkennung
nicht ein (solange sie keine relevanten Bereiche verdecken). Fu¨r einen Computer
ist es schwierig zwischen realen Vera¨nderungen der Oberfla¨che und Sto¨rungen zu
unterscheiden, da Vergleiche meist nur pixelweise unternommen werden.
• U¨bung: Wie schon eingangs erwa¨hnt, spielt die Vera¨nderungserkennung im All-
tag fu¨r den Menschen eine große Rolle. Er ist von Geburt an darauf trainiert
Vera¨nderungen zu erkennen und zu deuten.
2.1.2 Change Detection in Satellitenbildern
Satellitenbilder sind Bilder von der Erde oder anderen Planeten, die mit Hilfe von Fer-
nerkundungsverfahren von Satelliten erstellt werden. Sie ko¨nnen mittels verschiedener
Sensoren erstellt werden. Beispiele hierfu¨r sind Multispektralkameras, Thermalbild-
kameras oder Radarsysteme. Deren unterschiedliche Daten ko¨nnen anschließend fu¨r
verschiedene Forschungszwecke genutzt werden.
Mittels Multispektralkameras werden multispektrale Bilder aufgenommen, das sind
Bilder welche Informationen u¨ber reflektierende oder emittierende elektromagnetische
Strahlung unterschiedlicher Wellenla¨ngen enthalten. Meist werden Sensoren genutzt, die
blaues, rotes und infrarotes Licht aufnehmen. Bei den Fernerkundungsmissionen Land-
sat [7] werden Multispektralbilder aufgenommen, die fu¨r verschiedene wissenschaftliche
Zwecke verwendet werden (siehe Abbildung 2.2). Beispiele fu¨r solche Forschungen sind
Vera¨nderungen in der Oberfla¨che, wie Entwaldung [8], Sta¨dtewachstum [9] oder Glet-
scherschmelzen [10]. Diese ko¨nnen aufgrund der hohen Genauigkeit der Bilder erkannt
werden.
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Quelle: https:
//www.nasa.gov/sites/default/files/images/330946main_landsat_art_guinea_lrg_full.jpg
Abbildung 2.2: Landsat Satellitenbild:
Dieses Multispektralbild wurde von der Kamera des Landsat-7 Satelliten in Guinea-Bissau
aufgenommen. Das Bild wurde mittels Sensoren fu¨r die Farben rot, blau und infrarot am 12.
Januar 2000 erstellt.
Thermalbildkameras a¨hneln herko¨mmlichen Kameras, empfangen jedoch Infrarotstrah-
lung. Die Bilder werden in vielen verschiedenen Bereichen verwendet, so finden sich
Anwendungen zum Beispiel in der Medizin (fu¨r diagnostische Zwecke), bei der Feuerwehr
(Aufspu¨ren von Brandherden) oder im Milita¨r (Beobachtung/Aufkla¨rung bei schlechter
Sicht oder Dunkelheit). Thermale Satellitenbilder ko¨nnen unter anderem zur Untersu-
chung von Erdbeben verwendet werden[11]. In dieser Studie wurden Thermalbilder vor,
wa¨hrend und nach Erdbeben in China und Japan zwischen 1997 und 1999 miteinander
verglichen, um die Erdbeben zu untersuchen. Hierbei wurde festgestellt, dass die Tem-
peratur bereits 6-24 Tage (in China) beziehungsweise 7-10 Tage (in Japan) Anomalien
aufwies. Die Bilder wurden von einem Satelliten der National Oceanic and Atmospheric
Administration (NOAA) erstellt. Ein solches Satellitenbild ist in Abbildung 2.3 zu sehen.
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Quelle: http://spaceref.com/earth/
thermal-satellite-imagery-shows-variations-across-northeastern-united-states.html
Abbildung 2.3: Thermalsatellitenbild:
Dieses Satellitenbild wurde vom NOAA/NASE Soumi NPP Satelliten aufgenommen. Es zeigt
die Oberfla¨chentemperaturen an der US-amerikanischen Ostku¨ste. Die blauen und weißen
sind die ka¨ltesten, die gelben die wa¨rmsten Gebiete. Die Aufnahme entstand am 13.9.2016.
Bei Radarsystemen wird die zu beobachtende Oberfla¨che mittels elektromagnetischer
Wellen abgetastet. Radaraufnahmen besitzen gegenu¨ber Kameras, die mit sichtbarem
Licht arbeiten, mehrere Vorteile. Die Aufnahmen sind unter anderem leicht interpretierbar.
Außerdem ko¨nnen die Aufnahmen unabha¨ngig von der Beleuchtung erstellt werden, ebenso
spielt die Witterung keine Rolle, da die Mikrowellen nicht von Wolken oder a¨hnlichen
Sto¨rfaktoren beeinflusst werden. TerraSAR-X ist ein deutscher Erdbeobachtungssatellit,
der in einer Kooperation zwischen dem DLR und Airbus Defence and Space entstanden
ist. Die Aufnahmen weisen eine sehr hohe Auflo¨sung (1 m bei einer Szenegro¨ße von 10 km
x 5 km) auf, ein von TerraSAR-X aufgenommenes Bild ist in Abbildung 2.4 zu sehen[12].
Aufgrund der hohen Auflo¨sung eignen sich die Bilder fu¨r verschiedene Anwendungsfa¨lle,
so ko¨nnen unter anderem Schiffe u¨berwacht werden[13]. Die Bilder eignen sich auch
fu¨r Change Detection Ansa¨tze, so ko¨nnen die Ausmaße von U¨berflutungen in urbanen
Gegenden abgescha¨tzt werden[14].
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Quelle: http://www.dlr.de/dlr/desktopdefault.aspx/tabid-10387/#gallery/333
Abbildung 2.4: TerraSAR-X Aufnahme:
Dieses Satellitenbild wurde vom TerraSAR-X Satelliten aufgenommen. Auf dem Bild ist die
Straße von Gibraltar abgebildet. Die weißen Stellen repra¨sentieren Schiffe. Das Bild wurde
am 9.7.2007 mit einer Auflo¨sung von 3 m aufgenommen.
2.1.3 Visualisierung von topografischen Vera¨nderungen
Mo¨glichkeiten der Visualisierung von topografischen Vera¨nderungen zu entwickeln und
zu evaluieren soll der Schwerpunkt dieser Arbeit sein. Fu¨r die Visualisierung von
Gela¨ndevera¨nderungen gibt es verschiedene Mo¨glichkeiten. Das Verwenden von prozedura-
len Texturen vereinfacht das Erkennen ungemein. Diese Texturen ko¨nnen unterschiedliche
Formen annehmen.
Drei Beispiele sind im folgenden aufgelistet und in Abbildung 2.5, im Vergleich zum
Terrain ohne daru¨ber liegende Texturen (l.), abgebildet:
• Gitternetz: U¨ber das Terrain wird eine Gitterstruktur gelegt, die Gitter passen
sich der Gela¨ndeneigung in Relation zum Betrachter an. In Abbildung 2.5 ist das
Gitternetz das zweite Bild von links.
• Ho¨henlinien: Ho¨henlinien oder auch Niveaulinien symbolisieren Punkte auf glei-
cher Ho¨he in einem Gela¨nde. Meist werden verschiedene Linienarten benutzt, es
wird zum Beispiel jede fu¨nfte oder zehnte Linie hervorgehoben, um die Ho¨he besser
ermitteln zu ko¨nnen. In Abbildung 2.5 ist das Gitternetz das zweite Bild von rechts.
• Farbskala: Bei der Verwendung einer Farbskala werden die einzelnen Punkte auf
einer Ho¨he in einer Farbe eingezeichnet. Dadurch ergibt sich ein durchga¨ngiger
Farbverlauf, der entweder die verschiedenen Helligkeitsstufen einer Farbe darstellen
oder auch den Regenbogenverlauf annehmen kann. In Abbildung 2.5 wird die
Farbskala im rechten Bild verwendet.
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Quelle: Effectiveness of Structured Textures on Dynamically Changing Terrain-like Surfaces [15]
Abbildung 2.5: Verschiedene Arten von Terrain Visualisierungen:
In dieser Abbildung sind verschiedene Visualisierungsmo¨glichkeiten von Terrain dargestellt.
Von links nach rechts: Standardterrain ohne Visualisierung, Gitternetz, Ho¨henlinien und
Farbskala.
Verschiedene wissenschaftliche Studien haben sich schon mit dem Thema der Visua-
lisierung von topographischen Vera¨nderungen bescha¨ftigt, um herauszufinden, welche
Texturunterstu¨tzung Vera¨nderungen am besten erkennen la¨sst[15] [16] [17]. Gitternetze
und Ho¨henlinien gelten als die effektivsten Visualisierungsmo¨glichkeiten.
Sweet und Ware [16] fanden 2004 heraus, dass Gitternetze effektiver sind als Ho¨henlinien.
Weiterhin stellten sie fest, dass nicht nur die Textur die Erkennung von Vera¨nderungen
beeinflusst, sondern auch der Blickwinkel des Betrachters. In manchen Blickwinkeln
eignen sich Ho¨henlinien besser als Gitternetze. In der Studie wurden jedoch nur die
statische Terraina¨nderung betrachtet. Das bedeutet es wurden nur zwei einzelne Bilder
verglichen auf denen Terraina¨nderungen vorkamen, jedoch nicht der Verlauf zwischen
dieser A¨nderung.
Butkiewicz und Stevens untersuchten 2016 die dynamische Vera¨nderung von Gela¨nde[15].
Bei der dynamischen Vera¨nderung muss neben der Unterstu¨tzung sichergestellt werden,
dass kleine A¨nderungen aufgrund der sich sta¨ndig wechselnden Szene nicht u¨bersehen
werden. In der Studie wurde festgestellt, dass Ho¨henlinien fu¨r dynamische Szenen am
effektivsten sind.
2.2 Echtzeitvisualisierung von Terraindatensa¨tzen
2.2.1 Datensa¨tze
Die beiden Prototypen sollen die Change Detection von Satellitendaten in verschiedenen
Datensa¨tzen implementieren. Zur Evaluierung und zu Testzwecken der Anwendung
wurden die Datensa¨tze von ArcticDEM[18] und die der HRSC[19] ausgewa¨hlt, da diese
jeweils eine hohe Auflo¨sung besitzen und zudem frei verfu¨gbar sind. Der ArticDEM
Datensatz wurde bei der Entwicklung des Prototyps zur Change Detection in Ho¨hendaten
verwendet, der HRSC Datensatz bei der Entwicklung des Prototyps zur Change Detection
in Satellitenbildern.
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ArcticDEM
ArcticDEM ist ein Projekt, dass es sich zur Aufgabe gemacht hat ein hochauflo¨sendes
und hochqualitatives digitales Oberfla¨chenmodell der Arktis aufzunehmen. Dieses Modell
wird mittels Stereo-Satellitenbildern erstellt. Das Projekt ist eine Initiative der National
Science Foundation (NSF) und der National Geospatial-Intelligence Agency (NGA). Die
NSF ist eine US-amerikanische Beho¨rde deren Aufgabe es ist, Forschung und Bildung
auf allen Feldern der Wissenschaft finanziell zu unterstu¨tzen[20]. Sie ist vergleichbar mit
der Deutschen Forschungsgemeinschaft. Die NGA ist die US-Beho¨rde fu¨r milita¨rische,
geheimdienstliche und kommerzielle kartografische Auswertungen und Aufkla¨rung[21].
Das Projekt wurde mit dem Zweck geschaffen hochauflo¨sende Terraindaten entfernter
Regionen aufzunehmen und die Mo¨glichkeiten der Technologie aufzuweisen um solche
große Datenmengen zu verarbeiten. Weiterhin liefert es eine Lo¨sung fu¨r die Notwendigkeit
topografische Vera¨nderungen genau messen zu ko¨nnen. Nach Ablauf des Projektes soll
jede Landfla¨che no¨rdlich des 60. Breitengrades sowie das komplette Territorium von
Gro¨nland, Alaska sowie die Kamtschatka-Halbinsel erfasst werden[18].
Die Bilder haben eine Auflo¨sung von rund 0,5 m. Zur Erstellung der Daten wurde
das panchromatische Band der WorldView-1, WorldView-2 und WorldView-3 Satelliten
verwendet. Panchromatische Aufnahmen weisen eine Empfindlichkeit im Bereich des sicht-
baren Lichtes auf, jedoch ohne Differenzierung einzelner Spektralbereiche. Die World-View
Satelliten sind kommerzielle Erdbeobachtungssatelliten der US-Firma DigitalGlobe[22].
High Resolution Stereo Camera
Die High Resolution Stereo Camera (HRSC) ist Deutschlands wichtigster Beitrag zu Mars
Express. Mars Express ist eine Weltraummission der Europa¨ischen Weltraumorganisation
(ESA). Die Sonde wurde am 2. Juni 2003 gestartet und ist die erste europa¨ische Mission
zum Mars. Ziel ist es auf dem Mars nach Spuren von Wasser und Anzeichen von Leben
zu suchen[23].
Die HRSC wurde vom DLR entwickelt und soll die Oberfla¨che des Mars hochauflo¨send in
3D und Farbe aufnehmen. Mit den Bildern sollen Fragen zur geologischen und klimatischen
Geschichte des Planeten gekla¨rt werden. Zusa¨tzlich besitzt die HRSC noch einen Super
Resolution Channel (SRC), mit diesem ko¨nnen Aufnahmen mit einer Auflo¨sung von bis
zu 2-3 m pro Pixel erstellt werden. Das Mars Express Raumschiffe fliegt in ho¨her Ho¨he
von mindestens 270 km u¨ber den Mars und nimmt dabei Bildstreifen in einer Breite
von 52 km und einer La¨nge von mindestens 300 km auf. Die La¨nge ist dabei von der
Datenspeicher- und U¨bertragungskapazita¨t abha¨ngig. Der SRC erstellt 2,3 km x 2,3 km
große Bilder in der Mitte der Bildstreifen. Mit den Streifen soll so nach und nach die
komplette Oberfla¨che des Mars aufgenommen werden[19].
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2.2.2 MapServer
Der MapServer [24] ist ein Open Source Mapserver-Projekt der Open Source Geospatial
Foundation (OSGeo). Mapserver sind Server, die auf Geodaten spezialisierte Webser-
vices anbieten. Sie werden auch Geodienste genannt und dienen zur Verarbeitung von
Kartenausschnitten und ortsbezogenen Informationen. Der MapServer ist konform zu
den OGC-Standards und implementiert Web Coverage Service (WCS), Web Feature
Service (WFS), Web Map Service (WMS) und Sensor Observation Service (SOS). Die
OGC-Standards werden vom Open Geospatial Consortium (OGC) entwickelt mit dem
Ziel, im Bereich der raumbezogenen Informationsverarbeitung allgemeingu¨ltige Standards
festzulegen, um Interoperabilita¨t zu erreichen.
Der MapServer wurde 1994 von der University of Minnesota, in Zusammenarbeit mit
der NASA, vero¨ffentlicht, mit dem Ziel die von der NASA erstellten Satellitenbilder der
O¨ffentlichkeit zuga¨nglich zu machen. Die Software ist plattformu¨bergreifend und in der
Programmiersprache C geschrieben, mittels der Mapscript-Schnittstelle jedoch auch in
anderen Sprachen wie Java, Python oder PHP verfu¨gbar.
2.2.3 Terrain Renderer
Der Terrain-Renderer ist ein Datenmanagement- und Computergrafikwerkzeug, das im
DLR in der Einrichtung Simulations- und Softwaretechnik zum Einsatz kommt. Er
ermo¨glicht es riesige Ho¨henfelddatensa¨tze von Planeten interaktiv zu erkunden. Dies wird
unter anderem fu¨r geologische Studien benutzt. Aktuell befindet sich der Terrain-Renderer
in der zweiten Version (Next Generation Terrain-Renderer). In Abbildung 2.6 ist die
Erde im Terrain-Renderer dargestellt.
Abbildung 2.6: Terrain-Renderer
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Das Ziel ist es, das Gela¨nde von Planeten hochaufgelo¨st und interaktiv zu rendern.
Die Planeten bestehen dabei aus verschiedenen Satellitenbildern in unterschiedlichen
Auflo¨sungen, meist sind es mehrere tausend Bilder. Diese riesigen Datenmengen, meist
mehrere hundert Gigabytes, ko¨nnen nicht gleichzeitig auf dem Computer dargestellt wer-
den. Aus diesem Grund wird eine sogenannte Level of Detail (LOD)-Struktur verwendet.
Sie passt die Auflo¨sung der einzelnen Bilder der aktuell fu¨r den Nutzer sichtbaren Szene
an, ist er nah am Planeten, erho¨ht sich die Auflo¨sung, ist er weiter entfernt, verringert sie
sich wieder. Dabei werden die Bilder auf ein Gitternetz projiziert, hierfu¨r wird Healpix
verwendet.
Healpix [25] ist ein von der NASA entwickeltes Prinzip, dabei la¨sst sich eine Kugel
in zwo¨lf anna¨hernd gleich große Vierecke teilen, welche sich wiederum rekursiv vierfach
unterteilen lassen. Eine solche Healpix Kugel ist in Abbildung 2.7 zu sehen.
Quelle: HEALPix — a Framework for High Resolution Discretization, and Fast Analysis of Data Distributed
on the Sphere[25]
Abbildung 2.7: Healpix Gitternetz:
Eine mit Healpix unterteilte Kugel. Die gesamte Kugel la¨sst sich in 12 Vierecke unterteilen,
wobei jedes davon rekursiv 4 Kinder hat. So la¨sst sich eine Kugel nur in Vierecken darstellen.
2.2.4 Pipeline zur Echtzeitvisualisierung von Terraindatensa¨tzen
In Abbildung 2.8 ist die Pipeline zur Echtzeitvisualisierung von Terraindatensa¨tzen von
der Aufnahme der Bilder im Satelliten bis zur Darstellung in der Anwendung zu sehen.
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Abbildung 2.8: Pipeline der Terraindatensa¨tze:
In der Abbildung ist die Pipeline zur Darstellung von Terraindatensa¨tzen zu sehen. Die
Pipeline reicht von der Aufnahme der Bilder vom Satelliten (links) bis zur Darstellung in der
Anwendung (rechts).
Im linken Teil der Abbildung 2.8 werden die Bilder vom Satelliten aufgenommen. Der
Beobachtungssatellit umkreist dabei den Planeten in seiner Umlaufbahn und erstellt
Bilder von dem Gebiet unter sich. Auf diese Art und Weise entstehen die typischerweise
la¨nglichen Satellitenbilder (bei der HRSC 52 km Breite und mindestens 300 km La¨nge,
siehe 2.2.1). Die damit erstellten Datensa¨tze werden anschließend vorprozessiert, dabei
werden die Daten mit dem Softwaretool gdal [26] optimiert. Die Daten werden vom
MapServer verwaltet, welcher fu¨r die Reprojektion und Komposition verantwortlich ist.
Diese Daten werden auf dem Cache des Servers zwischengespeichert. Die Anwendung stellt
u¨ber das Netzwerk Anfragen an den MapServer nach Bildern innerhalb zweier gewa¨hlter
Koordinaten, der Bounding Box. Der MapServer antwortet mit einer JSON-Datei welche
Informationen zu den Bildern im gewa¨hlten Bereich entha¨lt. Diese ko¨nnen anschließend
von der Anwendung heruntergeladen werden, alle heruntergeladenen Bilder werden lokal
von der Anwendung gecacht.
2.3 Programmierwerkzeuge
Im folgenden werden die verschiedenen Softwarewerkzeuge vorgestellt die bei der Imple-
mentierung der Prototypen verwendet wurden.
2.3.1 Programmierung von Webseiten
In der modernen Webentwicklung haben die Webtechniken Hypertext Markup Language
(HTML), Cascading Style Sheets (CSS) und JavaScript jeweils eine bestimmte Rolle (siehe
Abbildung 2.9). Dies entspricht dem Prinzip der Trennung von Zusta¨ndigkeiten. HTML
organisiert die Struktur der Webseite, CSS das Design und JavaScript die Interaktion.
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Quelle: https://wiki.selfhtml.org/wiki/Datei:HTML-CSS-JS.svg
Abbildung 2.9: Programmierung von Webseiten:
Die Grafik zeigt die Trennung von Zusta¨ndigkeiten in der Programmierung von Webseiten.
HTML
HTML ist eine Dokumentbeschreibungssprache, die beschriebenen Dokumente bilden
die Grundlage des Internets. Ein HTML-Dokument entha¨lt den Text einer Website
und zusa¨tzlich HTML-Kommandos (Tags, Marken) zu seiner Formatierung, Bilder oder
Querverweise auf andere Dokumente (Hyperlinks). Browser fu¨hren die Kommandos aus
und zeigen die HTML-Seite an. HTML wurde entwickelt, um Forschungsergebnisse des
CERN zwischen ihren Standorten auszutauschen, da es nicht mo¨glich war, Informationen
auf digitalem Weg einfach, schnell und strukturiert zwischen mehreren Personen zu
verschicken. 1992 erschien die erste Version der HTML-Spezifikation.
CSS
Die Gestaltung einer Website erfolgt meist mittels CSS. CSS ist ein sogenannter lebender
Standard, das bedeutet er wird ebenso wie HTML besta¨ndig vom World Wide Web
Consortium (W3C) weiterentwickelt. CSS wurde entwickelt, um das Design einer Website
von seinen Inhalten zu trennen.
JavaScript
JavaScript ist eine Skriptsprache, die entwickelt wurde, um in Webseiten Benutzerinterak-
tionen auszuwerten, Inhalte zu vera¨ndern, nachzuladen oder zu generieren. Die Sprache
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wurde 1995 von Netscape entwickelt und findet heutzutage auch außerhalb von Browsern
Anwendung, zum Beispiel in Microcontrollern. Die Sprache wurde urspru¨nglich unter dem
Namen LiveScript entwickelt, 1996 jedoch in JavaScript umbenannt, um die Popularita¨t
von Java zu nutzen.
2.3.2 C++
C++ ist eine objektorientierte Programmiersprache, die von Bjarne Stroustrup als
Erweiterung zur Programmiersprache C entwickelt wurde. Bei der Objektorientierung
wird ein System durch das Zusammenspiel kooperierender Objekte beschrieben. Die
Sprache wird seit 1979 entwickelt und wurde 1985 kommerziell vero¨ffentlicht[27]. Seit
dem wird sie kontinuierlich weiterentwickelt und befindet sich aktuell in der Version
C++14. Aufgrund der vielen Einsatzmo¨glichkeiten za¨hlt C++ heute zu den am meisten
verwendeten Programmiersprachen (Platz 3 auf dem TIOBE Index August 2017[28]).
Einer der gro¨ßten Vorteile ist, dass der u¨bersetzte Code als sehr schnell gilt, da C++
eine strikt standardisierte Sprache ist. Die Standardisierung erlaubt es Annahmen u¨ber die
Semantik des Codes zu treffen, um u¨berflu¨ssige Aufrufe wegzuoptimieren. Im Gegensatz zu
anderen Programmiersprachen kompiliert der Compiler direkt in Maschinencode. Dadurch
werden Geschwindigkeitsvorteile gegenu¨ber anderen Sprachen erreicht, im Gegensatz zu
Java (Platz 1 auf dem TIOBE Index August 2017) wird der Code nicht in einer virtuellen
Maschine ausgefu¨hrt[29].
Der Prototyp zur Change Detection in Ho¨hendaten (siehe 4.3) wird in C++ program-
miert.
2.3.3 OpenGL
OpenGL steht fu¨r Open Graphics Library, was auf deutsch Offene Grafikbibliothek
bedeutet. Es ist eine Programmierschnittstelle, die die Entwicklung von 2D- und 3D-
Grafikprogrammen unterstu¨tzt. Die Software ist in der Programmiersprache C geschrieben
und ist sowohl programmiersprachen- als auch plattformunabha¨ngig. Die erste Version
wurde 1992 von Mark Segal und Kurt Akeley verfasst, seitdem wird OpenGL weiterent-
wickelt. Seit 2006 wird es von der Khronos Group weiterentwickelt, die aktuelle Version
ist 4.6, welche am 30. Juli 2017 vero¨ffentlicht wurde[30].
OpenGL wurde als Zustandsautomat entworfen, dies bedeutet das Parameter nicht
bei jedem Funktionsaufruf u¨bergeben werden mu¨ssen. Dadurch bleiben sie aktiv bis ein
neuer Zustand gesetzt wird. Farben werden zum Beispiel nur einmal festgelegt und nicht
fu¨r jeden Vertex neu gesetzt. Fu¨r die Verwendung dieses Designs gibt es mehrere Gru¨nde.
Jede A¨nderung eines Zustandes ha¨tte eine aufwendige Reorganisation der Grafikpipeline
zur Folge (siehe Abbildung 2.10). Daru¨ber hinaus mu¨ssen manche Zusta¨nde selten,
beziehungsweise nie neu gesetzt werden. Fu¨r den Programmierer wa¨re es mit einem
erheblichen Mehraufwand verbunden, wenn alle Parameter fu¨r jeden Vertex neu gesetzt
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werden mu¨ssen. Ein großer Vorteil von OpenGL ist die Erweiterbarkeit. Grafikhersteller
ko¨nnen die Zustandsmaschine um eigene Zusta¨nde erweitern[31].
Quelle: https://upload.wikimedia.org/wikipedia/commons/5/54/3D-Pipeline.png
Abbildung 2.10: OpenGL Pipeline:
Zuerst werden die Vertexdaten der Primitiven und Darstellungslisten berechnet, dies geschieht
durch verschiedene Transformationen. In OpenGL gibt es aktuell drei Primitive. Primitive sind
einfache geometrische Formen, die als Grundfla¨chen verwendet werden. Diese sind Punkte,
Linien sowie Dreiecke. Anschließend werden sie zu Fragmenten gerastert. Fragmente sind
Pixeldaten welche zusa¨tzliche Informationen wie zum Beispiel Texturkoordinaten beinhalten.
Im letzten Schritt werden die Daten aus dem Frame Buffer geladen und auf dem Bildschirm
dargestellt.
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3 Entwicklung eines Prototyps zur Change
Detection in Satellitenbildern
Zuerst sollte ein Prototyp implementiert werden, welcher die Erkennung von Vera¨nderungen
in Satellitenbildern unterstu¨tzen sollte. Dafu¨r waren vier Arbeitsschritte notwendig. Zu-
erst sollten die Anforderungen festgehalten werden, danach musste ein Konzept erarbeitet
werden. Im Anschluss daran sollte der Prototyp implementiert werden. Im letzten Schritt
sollten die erzielten Ergebnisse evaluiert werden.
3.1 Anforderungen
Im ersten Schritt sollten die Anforderungen an den Prototypen festgelegt werden. Der
Prototyp sollte dazu in der Lage sein den Nutzer bei der Erkennung von Vera¨nderungen
in der Textur von Satellitenbildern zu unterstu¨tzen. Um Vera¨nderungen in den Satel-
litenbildern zu bemerken schickt der Nutzer eine Anfrage an den MapServer, um alle
Bilder innerhalb eines bestimmten lokalen (Bounding Box) und temporalen Bereiches zu
erhalten. Im Standardanwendungsfall wird er anschließend mit einem Slider alle Bilder
von alt nach neu betrachten und nach A¨nderungen suchen, dabei wird er einzelne Bilder
genauer vergleichen. Wenn er interessante Stellen gefunden hat wird er die Bounding
Box verfeinern, um die Stellen genauer untersuchen zu ko¨nnen. Die entsprechenden
Anforderungen an den Prototypen lauten:
• Dynamisches Laden von Satellitenbildern: Die Anwendung soll die Satelliten-
bilder von einer Schnittstelle beziehen ko¨nnen. Diese Schnittstelle soll Datensa¨tze
verschiedener Quellen zur Verfu¨gung stellen. Die Datensa¨tze sollen dabei mit
mo¨glichst geringem Implementierungsaufwand ausgetauscht werden ko¨nnen.
• Unterschiedliche Gewichtung der einzelnen Bilder: Der Nutzer sollte die
Mo¨glichkeit haben die einzelnen Satellitenbilder mit einer unterschiedlichen Ge-
wichtung in die Szene einfließen zu lassen. Damit soll sichergestellt werden, dass es
mo¨glich ist, jedes Bilder mit jedem zu vergleichen.
• Unterstu¨tzung des Standardanwendungsfalls: Es sollte fu¨r den Nutzer mo¨glichst
einfach und intuitiv sein, die ha¨ufigste Bedienweise der Anwendung durchzufu¨hren.
In dieser werden alte Bilder mit den neuen Bildern u¨berlagert.
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• Konfigurationsmo¨glichkeiten: Der Nutzer soll die Szene u¨ber verschiedene Kon-
figurationsmo¨glichkeiten beeinflussen ko¨nnen.
• Entwicklung einer wiederverwendbaren GUI: Die zu entwickelnde Benutze-
roberfla¨che sollte so erstellt werden, dass sie in der zweiten Aufgabe (siehe 4.3)
wiederverwendet werden kann. Daru¨ber hinaus muss die Benutzeroberfla¨che dazu
in der Lage sein, die vorherigen Anforderungen zu erfu¨llen.
3.2 Konzept
Im zweiten Schritt der Entwicklung des Prototyps wurde das Konzept erarbeitet um die
Anforderungen zu erfu¨llen.
Dynamisches Laden von Satellitenbildern
Zuerst wird das dynamische Laden der Satellitenbilder betrachtet. Damit der Imple-
mentierungsaufwand beim Austausch der Datensa¨tze mo¨glichst gering bleibt, soll eine
Schnittstelle verwendet werden, die die Daten zur Verfu¨gung stellt. Hierfu¨r wird der
MapServer verwendet (siehe 2.2.2). Dieser stellt einen Webservice zur Verfu¨gung, mit
welchem die einzelnen Datensa¨tze geladen werden ko¨nnen. Wenn die Datensa¨tze anschlie-
ßend ausgetauscht werden sollen, sind lediglich geringe A¨nderungen in der Anwendung
notwendig. Es muss die URL bei der Serveranfrage angepasst werden sowie in einigen
Fa¨llen der JSON Parser, welcher beno¨tigt wird, um die einzelnen Anfragen genauer
aufzuschlu¨sseln.
Unterschiedliche Gewichtung der einzelnen Bilder
Um jedes Bild mit jedem zu vergleichen, ist es notwendig die Transparenz jedes einzel-
nen Bildes anpassen zu ko¨nnen. Damit dies ermo¨glicht wird, sollen alle Bilder in dem
angefragtem Bereich in einer Liste mittels einer kleinen Vorschau dargestellt werden.
Neben dieser Vorschau sollte zusa¨tzlich das Aufnahmedatum stehen, um den Zeitpunkt
der Vera¨nderung herauszufinden. Zur Vera¨nderung der Transparenz dieses Bildes erha¨lt
jedes Listenelement einen Slider.
Unterstu¨tzung des Standardanwendungsfalls
Beim Standardanwendungsfall werden die alten Bilder mit dem jeweils neuerem u¨berlagert.
Um das mo¨glichst einfach zu gestalten, soll ein großer Slider verwendet werden. Dieser
entha¨lt fu¨r jedes in der Szene vorkommendes Bild eine Position und u¨berlagert alle a¨lteren
Bilder mit dem aktuellem Bild der aktuellen Position. Neben diesen Slider soll noch ein
zweiter Slider implementiert werden, der das aktuell ausgewa¨hlte Bild in der Zeitspanne
zwischen dem a¨ltestem und neustem Bild einordnet.
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Konfigurationsmo¨glichkeiten
Um die Szene zu beeinflussen, sollen verschiedene Einstellungsmo¨glichkeiten implementiert
werden. Es soll die Mo¨glichkeit gegeben werden die Satellitenbilder zeitlich zu filtern.
Außerdem soll es mo¨glich sein, eine neue Bounding Box zu definieren, um einen anderen
Ausschnitt aus den Daten zu sehen.
Entwicklung einer wiederverwendbaren GUI
Zur Entwicklung der Benutzeroberfla¨che soll auf die Sprachen HTML und JavaScript
zuru¨ckgegriffen werden. Mittels dem Toolkit ViSTA ko¨nnen HTML-Seiten als Benutzero-
berfla¨che verwendet werden. Da der in Kapitel 4 zu entwickelnde Prototyp eine a¨hnliche
GUI besitzen soll, kann so garantiert werden, dass die GUI wiederverwendbar ist. Um
die oben beschriebenen Anforderungen zu erfu¨llen, wurde ein Mockup erarbeitet. Dieser
ist in Abbildung 3.1 zu sehen.
Abbildung 3.1: Mockup des Prototyps zur Change Detection in Satellitenbildern
Das Fenster wurde in zwei Bereiche unterteilt, links die Steuerung und rechts die aus
den Satellitenbildern zusammengesetzte Szene. Im linken oberen Bereich befindet sich
ein Formular, in diesem la¨sst sich die Bounding Box festlegen und die Bilder lassen
sich nach Zeitraum filtern. Es werden nur Bilder in der Szene angezeigt, die zwischen
dem Start- und Enddatum aufgenommen wurden. Im unteren Bereich in der Steuerung
befindet sich eine Liste. In dieser werden alle Bilder in einer kleinen Vorschau angezeigt,
die sich innerhalb der Bounding Box und der Zeitspanne zwischen Start- und Enddatum
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befinden. Daneben befindet sich das Aufnahmedatum sowie ein Slider der die Transparenz
der Bilder steuert. Im rechten Bereich des Fensters befinden sich zwei Slider sowie die
verschiedenen Bilder der Szene. Die beiden Slider besitzen fu¨r jedes Bild eine Position,
beim unteren Slider sind diese gleichma¨ßig verteilt. Sie sind beide miteinander verknu¨pft,
wenn ein Slider bewegt wird, bewegt sich der andere mit. Beim oberen Slider sind die
einzelnen Positionen mit den zugeho¨rigen Bildern relativ zum Aufnahmedatum verteilt.
U¨ber den Slidern wird die Szene dargestellt, neue Bilder u¨berlagern a¨ltere Bilder, wenn
ihre Transparenz nicht reduziert wird.
3.3 Implementierung
Im na¨chsten Schritt musste das Konzept umgesetzt und der Prototyp implementiert
werden. Hierfu¨r wurde zuerst die GUI implementiert. Die Textfelder sind Standard
HTML Inputs. Der Liste wird jeweils ein Element hinzugefu¨gt, welches ein Bild fu¨r
die Vorschau, ein Text fu¨r das Datum sowie einen Slider (range) fu¨r die Transparenz
entha¨lt. Alle zu ladenden Bilder werden in einem Container absolut u¨bereinander platziert.
Dadurch wird jeweils das Bild in der unteren Schicht sichtbar, wenn die Transparenz des
u¨berlagernden Bild verringert wird. Sowohl die kleinen Slider, als auch die großen Slider
unter dem Container, sind noUiSlider [32]. noUISlider sind ebenso wie range HTML5
Slider, bieten zusa¨tzlich jedoch noch diverse Mo¨glichkeiten, den Slider zu designen. Zum
Design der u¨brigen Elemente wird das MaterializeCSS [33] verwendet, da in der Terrain-
Rendering Software ebenfalls auf dieses Framework gesetzt wird. Das Material Design
wurde urspru¨nglich von Google entwickelt und gestaltet.
Abbildung 3.2: Sequenzdiagramm der Anwendung-MapServer Kommunikation
Die im folgenden beschriebene Anwendung-MapServer-Kommunikation ist in Abbildung
3.2 dargestellt. Nach einem Klick auf den SUBMIT -Button wird zuerst ein URL gebaut.
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Dieser entha¨lt eine WFS-Anfrage an den MapServer, in dieser muss der Datensatz
angegeben werden, welcher angefragt werden soll, sowie die Bounding Box. Mittels jQuery
wird anschließend eine WFS-Anfrage an den MapServer geschickt. Dieser antwortet
mit einer JSON-Datei, welche alle Footprints in diesem angefragtem Bereich entha¨lt.
Footprints sind die Metainformationen der Bilder, sie enthalten die Umrisse des Bildes
sowie weitere Informationen wie Aufnahmezeitpunkt, Name oder Aufnahmeort. Mit den
in der JSON-Datei hinterlegten Bildnamen werden einzelne WMS-Anfragen fu¨r jedes
Bild an den MapServer gestellt. Die Bilder werden sortiert, um das Start- und Enddatum
des Datensatzes zu bestimmen. Fu¨r jedes Bild wird der Container anschließend erweitert
und es wird ein neuer Eintrag in der Liste hinzugefu¨gt.
Um die Benutzung der Anwendung fu¨r den Nutzer zu erleichtern, ist in der rechten
oberen Ecke die aktuelle Mausposition u¨ber der Szene in geographischen Koordinaten
angegeben. Zusa¨tzlich wird das zugeho¨rige Bild in der Szene farblich hervorgehoben wenn
sich der Mauszeiger u¨ber dem zugeho¨rigen Listenelemente befindet. Dies ist, neben der
fertigen Anwendung, in Abbildung 3.3 zu sehen.
Im Laufe der Programmierung des Prototyps wurde geringfu¨gige A¨nderungen an der
Benutzeroberfla¨che vorgenommen. Die Liste mit den einzelnen Bildern befindet sich
nicht mehr unter dem Formular, sondern rechts daneben. Dies hat mehrere Gru¨nde.
Wenn die Liste weiterhin unter dem Formular liegen wu¨rde, mu¨ssten die Bilder in dem
Container entweder gro¨ßer angefragt oder skaliert werden. Das gro¨ßere Anfragen wu¨rde
darin resultieren, dass das Laden der Seite deutlich mehr Zeit in Anspruch nimmt. Beim
Skalieren wu¨rden die einzelnen Bilder verzerrt werden. Außerdem mu¨sste die Liste in der
La¨nge geku¨rzt werden.
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Abbildung 3.3: Prototyp zur Change Detection in Satellitenbildern:
3.4 Evaluierung der Ergebnisse
Der Prototyp war nach der Implementierung dazu in der Lage, Satellitenbilder in ei-
nem bestimmten lokalen und temporalen Bereich vom MapServer anzufragen und sie
u¨bereinander gelagert in einem Bild-Container darzustellen. Um dem Nutzer bei der
Erkennung von Vera¨nderungen in den Bilddaten zu unterstu¨tzen, kann die Transparenz
jedes Bildes beliebig konfiguriert werden.
Anschließend an die Implementierung sollte evaluiert werden, inwieweit der Prototyp
dem Nutzer bei der Erkennung von Vera¨nderungen unterstu¨tzt. In dem verwendeten
Datensatz der HRSC gestaltete sich das Erkennen von Terraina¨nderungen als schwierig, da
fu¨r geringe Vera¨nderungen die Auflo¨sung, fu¨r große Vera¨nderungen der Aufnahmezeitraum
zu gering ist. Der Prototyp ermo¨glicht es jedoch Wetterereignisse wie zum Beispiel
Sandstu¨rme auf dem Mars zu erkennen.
Im Sommer 2011 wurden mit der HRSC Sandstu¨rme in Arcadia Planitia aufgenom-
men[34]. Arcadia Planitia ist eine von Lavastro¨men durchflossene Ebene auf dem Mars.
Zur Evaluierung sollte im Prototypen die Region angefragt und der Sandsturm gefunden
werden. Nach der ersten großen Anfrage der Region, wurde der Bildbereich nach und
nach verfeinert, in Abbildung 3.4 ist der Sandsturm auf dem rechten Bild zu sehen. Das
entsprechende Bild in der Szene wurde hervorgehoben.
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Abbildung 3.4: Sandsturm in Arcadia Planitia:
Auf dem rechten Bild ist der Sandsturm auf der entsprechenden Satellitenaufnahme her-
vorgehoben. Im Gegensatz zum linken Bild werden kleinere Krater im unteren Bildbereich
u¨berlagert. Ebenso ist die wellenfo¨rmige Struktur des Sturmes erkennbar.
Der Prototyp eignet sich also durchaus zum Erkennen von Vera¨nderungen in Satel-
litenbildern. Im HRSC-Datensatz ko¨nnen so Sandstu¨rme und andere Wetterereignisse
gefunden werden. Die Erkennung von Terraina¨nderungen stellte sich aufgrund der geringen
Auflo¨sung als schwierig heraus.
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4 Entwicklung eines Prototyps zur Change
Detection in Ho¨hendaten
Im na¨chsten Schritt sollte der Prototyp zur Change Detection in Ho¨hendaten entwickelt
werden. Dieser Bereich soll den gro¨ßten Teil der Bachelorarbeit einnehmen. Um den
Nutzer bei der Erkennung von Vera¨nderungen mo¨glichst gut zu unterstu¨tzen, sollten
verschiedene Visualisierungsmethoden erarbeitet werden. Dafu¨r waren vier Arbeitsschritte
notwendig. Zuerst sollten die Anforderungen definiert und anschließend das Konzept
erarbeitet werden. Dann sollte der Prototyp implementiert und zum Abschluss evaluiert
werden.
4.1 Anforderungen
Der Prototyp soll den Nutzer dabei unterstu¨tzen, Vera¨nderungen in Ho¨hendaten zu
erkennen. Im Zuge dessen sollten verschiedene Visualisierungsmethoden erarbeitet werden.
Die Anforderungen an solch einen Prototypen lauten:
• Rendern des Terrains: Die wohl wichtigste Aufgabe des Prototyps ist es, das
Terrain zu rendern. Unter Rendern versteht man die Erzeugung eines Bildes aus
Rohdaten, zum Beispiel aus geometrischen Beschreibungen. Die Ho¨hendaten der
einzelnen Bilder sollten mittels OpenGL in 3D in die Szene u¨bertragen werden, so
dass es mo¨glich wird, das Gela¨nde interaktiv zu erkunden.
• Anpassung der Benutzeroberfla¨che des vorherigen Prototyps: Eine Anfor-
derung des Prototyps zur Change Detection in Satellitenbildern (siehe 3.1) war es
die Benutzeroberfla¨che so zu entwickeln, dass sie in dieser Aufgabe wiederverwen-
det werden kann. Dadurch, dass die Anwendung nun aber nicht mehr 2D-Bilder,
sondern 3D-Ho¨hendaten anzeigen sollte, mussten einige A¨nderungen in der GUI vor-
genommen werden. Die Benutzeroberfla¨che sollte im Vordergrund stehen, wa¨hrend
die 3D-Szene im Hintergrund gerendert wird. Da zusa¨tzlich verschiedene Visua-
lisierungsmethoden entwickelt werden sollten, ist eine zusa¨tzliche Anpassung der
Benutzeroberfla¨che notwendig.
• Entwicklung verschiedener Visualisierungsmethoden: Um Ho¨hena¨nderungen
in den Terraindaten mo¨glichst effektiv zu erkennen, sollten verschiedene Visua-
lisierungsmethoden entwickelt werden. Hierbei sind verschiedene statische oder
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dynamische Methoden denkbar. Die verschiedenen Methoden sollen im Konzept
(siehe 4.2) herausgearbeitet werden und danach implementiert werden (siehe 4.3).
• Konfigurationsmo¨glichkeiten: Hierbei sind zwei verschiedene Fa¨lle zu betrach-
ten. Die Szene sollte hinsichtlich der Position oder dem Aufnahmedatum der
einzelnen Bilder anpassbar sein. Die Visualisierungsmethoden sollten konfigurierbar
sein, um mo¨glichst gute Ergebnisse in verschiedenen Gebieten auf der Erde oder
anderen Planeten zu gewa¨hrleisten.
• Erfu¨llung der weiteren Anforderungen aus 3.1: Der Prototyp sollte ebenfalls
die noch fehlenden Anforderungen aus 3.1 unterstu¨tzen. Dazu geho¨rt das dynamische
Laden der Satellitendaten, die unterschiedliche Gewichtung der Bilder sowie die
Unterstu¨tzung der Standardanwendungsfa¨lle.
4.2 Konzept
Im na¨chsten Schritt sollte das Konzept erarbeitet werden um die Anforderungen an den
Prototypen zu erfu¨llen.
Rendern des Terrain
Das Terrain in 3D zu rendern ist die wohl wichtigste Aufgabe des Prototyps. Die fertige
Anwendung soll aus insgesamt drei C++ Klassen, einer UserInterface-, DataManager-
und ChangeDetection-Klasse, sowie der in HTML und JavaScript programmierten Be-
nutzeroberfla¨che bestehen.
Die UserInterface-Klasse soll das Window erstellen und die Integration der HTML/Ja-
vaScript Benutzeroberfla¨che in die Anwendung implementieren. Um Informationen zwi-
schen der C++ Anwendung und der Benutzeroberfla¨che auszutauschen, mu¨ssen verschie-
dene Callbacks implementiert werden.
Der DataManager soll die Verwaltung der beno¨tigen Satellitendaten implementieren.
Er erha¨lt von dem UserInterface alle beno¨tigten URLs der einzelnen Satellitenbilder in
einem String. Der DataManager ist fu¨r das Parsen der URLs sowie den Download der
Bilder verantwortlich. Die Bilder werden dabei im geo Tagged Image File Format (geo-
TIFF) empfangen. geoTIFF ist ein Bildformat indem eine Georeferenz, zusa¨tzlich zu den
sichtbaren Rasterdaten, in die Bilddatei eingebettet wird. Ebenso wird im DataManager
das Caching implementiert.
Die Klasse ChangeDetection soll das Rendering des Terrain implementieren. Um das
Terrain zu rendern, werden die Pixel der einzelnen Satellitenbilder durchiteriert und es
wird die Ho¨he aus ihnen entnommen. Diese soll anschließend in 3D mit OpenGL gerendert
werden. Die zu entwickelnden statischen und dynamischen Visualisierungsmethoden
werden ebenso in der ChangeDetection-Klasse implementiert.
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Die Benutzeroberfla¨che registriert die Benutzereingaben und die Interaktion mit den
einzelnen Bedienungselementen und u¨bertra¨gt diese Daten an die C++ Anwendung. Sie
stellt eine Anfrage an den MapServer nach den Footprints der Bilder, die sich innerhalb
der vom Nutzer gewa¨hlten Bounding Box befinden. Die entsprechenden URLs werden an
das UserInterface weitergereicht.
Anpassung der Benutzeroberfla¨che des vorherigen Prototyps
Die gro¨ßte A¨nderung der Benutzeroberfla¨che ist notwendig, da die Szene nun in 3D
gerendert wird und nicht mehr nur 2D-Bilder angezeigt werden. Der in 3.3 verwendete
Container fu¨r die Bilder wird nicht mehr beno¨tigt, da die Szene in 3D hinter der GUI
gerendert wird.
Um die Visualisierungsmethoden zu benutzen, musste die Oberfla¨che der Anwendung
angepasst werden. Unter der Liste mit den einzelnen Bildern, sollte eine eine zweite Liste
mit den verschiedenen Visualisierungsmo¨glichkeiten entstehen. Diese sollten sich mittels
Checkboxen Ein- und Ausschalten lassen. Um weitere Konfigurationsmo¨glichkeiten zu
ermo¨glichen, befindet sich nun außerdem ein SETTINGS-Button in der Anwendung.
Dieser o¨ffnet ein Menu¨, in dem die Visualisierungsmethoden angepasst werden ko¨nnen.
Der HIDE-Button soll es ermo¨glichen, die Benutzeroberfla¨che auszublenden und das
Terrain im Vollbildmodus anzuzeigen. Weitere Buttons die im Laufe der Implementierung
erforderlich sind, sollen neben dem SETTINGS/HIDE-Button platziert werden.
Das Mockup fu¨r die Benutzeroberfla¨che ist in Abbildung 4.1 zu sehen.
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Abbildung 4.1: Mockup des Prototyps zur Change Detection in Ho¨hendaten
Entwicklung verschiedener Visualisierungsmethoden
Die Entwicklung der Visualisierungsmethoden soll den Hauptteil der Arbeit einnehmen.
Die Visualisierungsmethoden sollen sich in zwei verschiedene Gruppen aufteilen lassen,
statische und dynamische Visualisierungsmethoden. Die statischen Methoden sind dabei
unabha¨ngig von dem zuletzt betrachtetem Satellitenbild. Die dynamischen Methoden
machen jeweils Unterschiede, zwischen dem aktuell betrachtetem Bild zu den vorherigen
in der Szene deutlich.
Bei den statischen Methoden sollen zuerst die implementiert werden, die sich in der
Grundlagenrecherche als besonders geeignet herausstellten (siehe 2.1.3). Hierzu za¨hlt unter
anderem Implementierung einer Farbskala, die die Pixel je nach Ho¨he unterschiedlich
einfa¨rbt, sowie die Verwendung eines Gitternetzes. Da es sich um eine dynamische
Vera¨nderung des Gela¨ndes handelt, sollen auch Ho¨henlinien implementiert werden, da
sie sich laut Butkiewicz und Stevens [15] als am effektivsten bewiesen haben. Weitere
mo¨gliche statische Methoden sollen im Laufe der Implementierung erarbeitet werden.
Bei den dynamischen Methoden soll zuerst eine Methode entwickelt werden, die die
Unterschiede des aktuell beobachtetem Bild zu allen vorherigen Bildern verdeutlichen soll.
Weitere mo¨gliche dynamische Methoden ko¨nnen im Laufe der Implementierung erarbeitet
werden.
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Konfigurationsmo¨glichkeiten
Um die Szene anpassen zu ko¨nnen, soll es wie in 3.3 ein Formular geben, in dem die
Bounding Box sowie das Start- und Enddatum festgelegt werden ko¨nnen. Um die einzelnen
Visualisierungsmethoden anzupassen, soll sich nach dem Klick auf den SETTINGS-Button
im Mockup 4.1 ein neues Formular o¨ffnen. In diesem sollen die Methoden angepasst
werden, zum Beispiel kann hier der Abstand zwischen Ho¨henlinien oder den Linien im
Gitternetz festgelegt werden.
Erfu¨llung der weiteren Anforderungen aus 3.1
Es wird auf die gleiche Anwendung-MapServer Architektur (siehe Abbildung 3.2) gesetzt,
um die Satellitendaten dynamisch zu laden. Der einzige Unterschied besteht im Laden
der einzelnen Ho¨henfeldern aus den Satellitenbildern, dies soll jetzt in der C++ An-
wendung stattfinden. JavaScript fragt lediglich die Footprints im ausgewa¨hlten Bereich
an und u¨bermittelt anschließend die URLs zu den einzelnen Bildern. Beim Austausch
von Datensa¨tzen muss nur der MapServer-Request in der GUI angepasst und einzelne
A¨nderungen am JSON-Parser vorgenommen werden.
Um die Ho¨henfelder in der Szene mit unterschiedlichem Gewicht einzubringen, erha¨lt
jedes Ho¨henfeld einen Slider mit dem die Gewichtung festgelegt wird. Der Wert bestimmt,
mit welcher Prozentzahl es in die vorhandene Szene gemixt wird.
Um den Standardanwendungsfall zu unterstu¨tzen, werden die gleichen zwei Slider
wie bei der Implementierung des vorherigen Prototyps verwendet (siehe 3.3). Neue
Ho¨henfelder u¨berlagern dabei die alten komplett.
4.3 Implementierung
Die Hauptaufgabe war nun den Prototypen nach dem Konzept und konform zu den
Anforderungen zu implementieren. Hierfu¨r waren fu¨nf Arbeitsschritte vorgesehen:
1. Entwicklung der Benutzeroberfla¨che
2. 3D-Rendering der Ho¨hendaten eines Satellitenbildes
3. 3D-Rendering mehrerer Ho¨henfelder
4. Entwicklung statischer Visualisierungsmethoden
5. Entwicklung dynamischer Visualisierungsmethoden
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4.3.1 Entwicklung der Benutzeroberfla¨che
Da es eine Anforderung in 3.1 war, die GUI mo¨glichst wiederverwendbar zu entwickeln,
mussten nur kleine Anpassungen vorgenommen werden. Der Container fu¨r die Bilder
wurde entfernt, es wurde eine zweite Liste fu¨r die Visualisierungsmethoden und Buttons
zum Verstecken der GUI sowie fu¨r die Einstellungen hinzugefu¨gt. Die Pra¨sentation der
Daten findet nicht mehr in der Benutzeroberfla¨che statt, sondern komplett im Hintergrund
dieser. Die Liste zum Ein- und Ausschalten der Methoden entha¨lt jeweils fu¨r jede Methode
eine eigene Checkbox. Beim Design wurde das Material-Design verwendet, welches auch
schon im vorherigen Prototyp benutzt wurde.
Die Benutzeroberfla¨che ist in insgesamt fu¨nf Bereiche (siehe Abbildung 4.2) aufgeteilt.
Abbildung 4.2: Benutzeroberfla¨che des Prototyps:
In der Abbildung ist die Benutzeroberfla¨che des Prototyps zu sehen. Im unteren rechten
Bildbereich ist eine leere gerenderte Szene zu sehen.
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• Bereich 1: U¨ber die Felder Latitude min, Latitude max, Longitude min und Longi-
tude max wird die Bounding Box festgelegt. U¨ber die Felder Startdate und Enddate
wird die Zeitspanne festgelegt, in welcher die Bilder aufgenommen worden sind.
Nach Klick auf den SUBMIT -Button wird mittels JavaScript der URL gebaut, um
die Bilder, die innerhalb der Bounding Box liegen, auf dem MapServer anzufragen.
Der MapServer liefert als Antwort eine JSON-Datei, die Informationen zu Bildern
im angefragten Bereich entha¨lt. Anschließend werden diese Bilder zeitlich geordnet
und Bilder die außerhalb des Start- und Enddatums liegen aussortiert. Alle noch re-
levanten Bilder werden nun an die in Bereich 2 liegende Liste u¨bergeben. Die URLs
der Bilder werden mittels eines Callbacks von JavaScirpt an die UserInterface-Klasse
der C++ Anwendung u¨bergeben.
• Bereich 2: Die in Bereich 2 liegende Liste entha¨lt alle Ho¨henfelder, die innerhalb
der Bounding Box und zwischen dem Start- und Enddatum liegen. Es gibt fu¨r
jedes Ho¨henfeld einen Eintrag, dieser entha¨lt eine Vorschau, das Aufnahmedatum
und einen Slider. Der Slider bestimmt das Verha¨ltnis, mit welchem das Ho¨henfeld
und die vorherige Szene gemixt werden. Wenn die einzelnen Slider bewegt werden,
wird u¨ber einen Callback die ID und der Wert des Sliders an die C++ Anwendung
u¨bergeben.
• Bereich 3: Der dritte Bereich entha¨lt zwei Slider. Mit diesen Slidern wird die in den
Anforderungen geforderte Unterstu¨tzung des Standardanwendungsfalls erfu¨llt. Die
Slider enthalten alle relevanten Ho¨henfelder, im unteren Slider sind sie gleichma¨ßig
verteilt und im oberen relational zum Aufnahmedatum. Es werden alle Ho¨hendaten
der Satellitenbilder bis zur aktuellen Position der Slider gerendert, neuere Bilder
u¨berlagern dabei die a¨lteren.
• Bereich 4: In Bereich 4 befinden sich verschiedene Checkboxes fu¨r die einzelnen
Visualisierungsmethoden. Diese sind als Kippschalter (toggle switches) designt.
Wenn die Stellung des Schalters gea¨ndert wird, wird die neue Schalterstellung an
die C++ Anwendung u¨bergeben.
• Bereich 5: Im fu¨nften Bereich befinden sich zusa¨tzliche Buttons. Der HIDE-Button
macht die komplette Benutzeroberfla¨che unsichtbar, um die gerenderte Szene in
Vollbild anzuzeigen. Dies wird u¨ber die jQuery-Methode $.hide() erreicht, nach
erneuten Klick auf den Button die GUI durch $.show() wieder sichtbar gemacht.
U¨ber den SETTINGS-Button wird ein neues Formular geo¨ffnet. In diesem ko¨nnen
die Parameter der einzelnen Visualisierungsmethoden angepasst werden.
4.3.2 3D-Rendering der Ho¨hendaten eines Satellitenbildes
Das 3D-Rendering der Ho¨hendaten findet komplett in der C++ Anwendung statt. Die
C++ Anwendung besteht aus den UserInterface, DataManager und ChangeDetection
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Klassen. In der Main-Methode wurde als erstes ein neues VistaSystem initialisiert. ViSTA
ist eine Software-Toolkit, welches wissenschaftliche Anwendungen mit Methoden und
Techniken der Visualisierung unterstu¨tzen soll. ViSTA ermo¨glicht es auch einer Szene
sogenannte VistaGuiItems hinzuzufu¨gen, diese ko¨nnen auch HTML-Dokumente sein. U¨ber
diese Funktion wird die mit HTML entwickelte GUI der Anwendung hinzugefu¨gt. In diesen
VistaGuiItems ko¨nnen Callbacks registriert werden. Ein solcher Callback wird in der
UserInterface-Klasse auf die JavaScript Methode SubmitClicked() registriert, die Methode
wird nach einem Klick auf den SUBMIT -Button aufgerufen. Wenn der Callback ausgelo¨st
wird, wird aus der Benutzeroberfla¨che ein langer String an die Main-Methode u¨bergeben.
Dieser entha¨lt alle URLs zu den Satellitenbildern aus den die Ho¨hendaten entnommen
werden, jeweils durch einen Seperatorzeichen getrennt. Die URLs ko¨nnen nicht in einer
Liste u¨bergeben werden, da es nur mo¨glich ist, Strings, Doubles und Boolsche Variablen
zu u¨bermitteln. Mit diesem URL wird eine neue Instanz der ChangeDetection-Klasse
initialisiert.
Im Konstruktor der ChangeDetection-Klasse wird zuerst der lange URL-String in
eine Liste mit allen Strings zerlegt. Da zuerst nur ein einziges Bild gerendert werden
sollte, war es nur notwendig, das erste Element der Liste herunterzuladen, dieses wurde
mittels cURLpp [35] geladen. cURLpp ist ein C++ Wrapper fu¨r libcURL [36], welches
eine Bibliothek zum Herunter- und Hochladen von Daten ist. Um den Vertex-Buffer
zu binden, wird anschließend eine Struktur angelegt, diese hat die gleiche Gro¨ße wie
die vom MapServer angefragten Bilder, 500 mal 500 Pixel. Die Ho¨hendaten werden
als 2D-Textur auf die Grafikkarte geladen, um sie dort zu rendern. Um diese Textur
zu erstellen, wird durch jedes Pixel des heruntergeladenen geoTIFF-Bildes iteriert und
die Ho¨he in diesem Pixel einem C++ Vektor hinzugefu¨gt. U¨ber den OpenGL Befehl
glTexImage2D() wird die Textur fu¨r das Shader-Programm lesbar. Die Do()-Methode der
ChangeDetection Klasse wird jeden Frame aufgerufen. Mittels GLSL-Uniforms wird die
Textur dem Shaderprogramm u¨bergeben und auf die GPU geladen.
Im Vertex-Shader wird zuerst der Normalenvektor jedes Pixels bestimmt, dieser wird
im Vertex-Shader fu¨r die Berechnung des Lichteinfalls beno¨tigt. Der Normalenvektor wird
durch das Kreuzprodukt der direkten Nachbarn bestimmt. Außerdem wird die genaue
Position des Pixels im Raum berechnet. Der Normalenvektor und die Position werden
an den Fragment-Shader u¨bergeben. In diesem wird nur der Lichteinfall in der Szene
berechnet, um das Gela¨nde gut sichtbar zu machen und nicht nur in einer Farbe zu
rendern.
Das gerenderte Bild ist in Abbildung 4.3 zu sehen.
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Abbildung 4.3: In 3D gerendertes Ho¨henfeld:
In dieser Abbildung ist ein Ausschnitt des Gebietes rund um den Jakobshavn Gletscher
in Gro¨nland zu sehen. An den komplett glatten Stellen im linken Bildbereich sind keine
Satellitendaten vorhanden.
4.3.3 3D-Rendering mehrerer Ho¨henfelder
Nachdem ein Ho¨henfeld gerendert werden konnte, sollte die Anwendung dahingehend
angepasst werden, dass nun auch mehrere Ho¨henfelder in einer Szene gerendert werden
ko¨nnen. Hierfu¨r mussten mehrere A¨nderungen im Quellcode vorgenommen werden. Statt
eines Ho¨henfeldes, werden nun alle aus der URL-Liste heruntergeladen.
Hier wurde schnell festgestellt, dass der Download aller Bilder einer Szene bei jedem
Programmstart sehr lange dauern kann. Aus diesem Grund wurde Caching implementiert.
Um auch Bilder aus Anfragen mit unterschiedlichen Bounding-Boxes u¨ber verschiedene
Starts der Anwendung hinweg zu cachen, werden die Bilder mit der jeweiligen URL als
Dateinamen gespeichert.
Da nun mehrere Bilder auf die Grafikkarte geladen werden mu¨ssen, reicht eine 2D-
Textur nicht mehr aus. Da jedoch im OpenGL-Standard festgelegt ist, dass das Laden
von nur minimal 16 2D-Texturen gleichzeitig unterstu¨tzt werden muss [37], ist es nicht
mo¨glich jedes Bild als eine 2D-Textur auf die Grafikkarte zu laden. In manchen Anfragen
ko¨nnen deutlich mehr als 16 Bilder pro Region verfu¨gbar sein.
Stattdessen wird ein 2D-Textur-Array verwendet. Wie beim Rendern eines Ho¨henfelds
(siehe 4.3.2) wird zuerst der Vertex-Buffer gebunden, dies jedoch nun fu¨r alle Ho¨henfelder
und nicht nur fu¨r eins. Es wird ebenso durch die einzelnen Pixel des geoTIFF-Bildes
iteriert, um die Ho¨he zu bestimmen. Die Ho¨henfelder werden jedoch nicht mehr durch den
Befehl glTexImage2D() fu¨r den Shader lesbar gemacht, sondern durch glTexSubImage3D().
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glTexSubImage3D() redefiniert zusammenha¨ngende Teilregionen einer 3D- oder 2D-Array-
Textur. Es wird in dem 2D-Array fu¨r jedes Bild eine neue Ebene mit den Ho¨henwerten
definiert. Dieses 2D-Array wird u¨ber GLSL-Uniforms an den Vertex-Shader u¨bergeben.
Zusa¨tzlich zu dem 2D-Array wird nun jedoch auch ein Array, bestehend aus floats, an
den Shader u¨bergeben. Dieses entha¨lt die Prozentanteile der Ho¨henfelder, wie stark sie
in die Szene mit eingerechnet werden. Der Prozentanteil wird durch die einzelnen Slider
fu¨r die Ho¨henfelder bestimmt (siehe Abbildung 4.2, Bereich 2).
Mit einer for-Schleife wird durch jede Ebene dieses 2D-Array iteriert. Dabei wird
die Position (newPositon) und der Normalenvektor (newNormal) jedes Pixel mit allen
vorherigen (position und normal) mit dem jeweiligen prozentualem Anteil (opacity [level])
interpoliert (siehe Listing 4.1). Pixel an denen keine Ho¨hendaten vorhanden sind, werden
nicht betrachtet. So wird die Szene nach und nach aufgebaut.
Listing 4.1: Mixen des aktuellen Ho¨henfelds mit allen vorherigen
p o s i t i o n = mix ( po s i t i on , newPosit ion , opac i ty [ l e v e l ] ) ;
normal = mix ( normal , newNormal , opac i ty [ l e v e l ] ) ;
Die Position und der Normalenvektor werden anschließend an den Fragment-Shader
weitergegeben, in diesem mussten keine A¨nderungen vorgenommen werden. In Abbildung
4.4 sind insgesamt 14 gerenderte Ho¨henfelder zu sehen.
Abbildung 4.4: In 3D gerenderte Ho¨henfelder:
In dieser Abbildung ist ein Ausschnitt des Gebietes rund um den Jakobshavn Gletscher in
Gro¨nland zu sehen. Insgesamt sind 14 verschiedene Ho¨henfelder fu¨r die Berechnung dieses
Bildes verwendet worden. Die glatten Stellen in Abbildung 4.3 wurden von neueren Bildern
u¨berlagert und Datenfehler im vorderen Bereich entfernt.
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4.3.4 Entwicklung statischer Visualisierungsmethoden
Der Prototyp ist in der Lage Anfragen an den MapServer zu stellen, anschließend die
angefragten Satellitendaten herunterzuladen und die Ho¨hendaten mit unterschiedlichen
Gewichtungen zu rendern. Um nun zeitliche Vera¨nderungen im Gela¨nde zu erkennen,
sollten statische Visualisierungsmethoden entwickelt werden.
Gitterlinien
Nach den Ho¨henlinien gelten die Gitterlinien nach Butkiewicz und Stevens [15] als effek-
tivste Visualisierungsmethode zur Change Detection von sich dynamisch vera¨ndernden
Terrain. Sie sollten als erstes implementiert werden. Hierfu¨r soll alle x Pixel sowohl
auf der La¨nge, als auch auf der Breite eine Linie gezogen werden. X wird dabei vom
Nutzer bestimmt und la¨sst sich u¨ber den SETTINGS-Button konfigurieren, der Wert
wird mittels GLSL-Uniforms an den Fragment-Shader u¨bergeben. Die Berechnung der
Linien ist jedoch aufwendiger als vermutet, da keine absoluten Werte fu¨r die Linienbreite
festgelegt werden ko¨nnen, da es beim Herauszoomen aus der Szene zu Darstellungsfehlern
kommt. Diese treten auf weil die Gesamtszene eine Gro¨ße von 500 mal 500 Pixel aufweist,
die Linienbreite aber in Bildschirmpixel angegeben wird und nicht in der Gro¨ße der Szene.
Wenn die Szene sehr klein wird, fa¨rben die Linien diese komplette schwarz.
Aus diesem Grund muss ein anderer Ansatz gewa¨hlt werden. Die Implementierung der
Breitenlinien ist in Listing 4.2 angegeben. Zur Berechnung dieser muss die Entfernung
(dis) zwischen der Position (position.x) und dem Linienintervall (interval) relativ zum
Bildschirm berechnet werden. Die Farbe des Pixels (pixelColor) wird anschließend als
Farbverlauf zwischen weiß und schwarz bestimmt. Umso na¨her das Pixel an dem Lini-
enursprung liegt, desto dunkler wird es. Die Berechnungen werden anschließend ebenso
fu¨r die La¨ngenlinien durchgefu¨hrt. Die gerenderten Gitterlinien sind in Abbildung 4.5 zu
sehen.
Listing 4.2: Berechnung der Gitterlinien
f loat d i f = mod( p o s i t i o n . x , i n t e r v a l ) ;
f loat d i f I n v = d i f > h ∗ 0 .5 ? h − d i f : d i f ;
f loat dx = fwidth ( vPos i t i on . x ) ;
f loat d i s = clamp ( d i f I n v / dx , 0 . 0 , 1 . 0 ) ;
p i x e lC o l o r = p ix e lC o l o r − mix ( vec3 ( 0 . 0 ) , vec3 ( 1 . 0 ) , 1 − d i s ) ;
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Abbildung 4.5: Gerendertes Gitternetz:
In dieser Abbildung ist ein Ausschnitt des Gebietes rund um den Jakobshavn Gletscher
in Gro¨nland mit gerenderten Gitterlinien zu sehen. Die Gitterlinien werden alle 15 Pixel
gezeichnet.
Ho¨henlinien
Nach den Gitterlinien sollten die Ho¨henlinien als statische Visualisierungsmethode imple-
mentiert werden. Im Gegensatz zu den Gitterlinien, wird das Intervall der Ho¨henlinien
nicht in Pixeln angegeben sondern Metern. Das Intervall la¨sst sich ebenfalls nach Klick
auf SETTINGS-Button konfigurieren. Die Berechnung der Ho¨henlinien gleicht dabei der
Berechnung der Gitterlinien. Statt dem x-Wert der Position wird jedoch der y-Wert (die
Ho¨he) gewa¨hlt. Die Ho¨henlinien sind in Abbildung 4.6 zu sehen.
Abbildung 4.6: Gerenderte Gitterlinien:
In dieser Abbildung ist ein Ausschnitt des Gebietes rund um den Jakobshavn Gletscher in
Gro¨nland mit gerenderten Ho¨henlinien zu sehen. Die Ho¨henlinien werden alle 30 m gezeichnet.
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Regenbogenskala
Nach den Gitterlinien und den Ho¨henlinien sollte im na¨chsten Schritt eine Regenbogens-
kala implementiert werden. Dabei sollten die einzelnen Ho¨henebenen jeweils in einer
Farbe mit einem durchgehenden U¨bergang eingefa¨rbt werden. Die Ho¨hen sollen dabei
von rot u¨ber gelb, gru¨n, tu¨rkis, blau nach magenta eingefa¨rbt werden. Dabei sind die
tiefsten Punkte rot und die ho¨chsten Punkte magenta gefa¨rbt. Die Berechnungen fu¨r
einen geradlinigen Farbverlauf sind in Listing 4.3 angegeben. Da die Extremwerte der
Ho¨he des Terrains nicht im Shader berechnet werden ko¨nnen, mussten diese vorher von
der CPU berechnet werden und u¨ber GLSL-Uniforms an den Fragment-Shader gegeben
werden.
ratio ist das Verha¨ltnis zwischen der Ho¨he des Pixels und der maximalen Ho¨he des
Gela¨ndes. Wenn die Ho¨he im unteren Fu¨nftel der maximalen Gesamtho¨he liegt, (ratio
<0.2 ), geht die Farbe des Pixels mit steigender Ho¨he von rot (vec3(1, 0, 0)) in orange
(vec3(1, 1, 0 ) u¨ber. Wenn die Ho¨he im zweiten Fu¨nftel der maximalen Gesamtho¨he liegt,
nimmt der rote Farbkanal mit steigender Ho¨he wieder ab und die Farbe geht von orange
in gelb u¨ber. Auf diese Art und Weise wird das komplette Farbspektrum des Regenbogens
aufgebaut. Eine Ausnahme bildet die Ho¨he 0, bei dieser wird das Pixel in grau gerendert,
um Datenlu¨cken oder die Meeresfla¨che zu visualisieren.
In der Abbildung 4.7 ist das Terrain in Regenbogenfarben gerendert.
Listing 4.3: Berechnung der Pixelfarbe bei der Regenbogenskala
1 i f ( r a t i o < 0 .2 && r a t i o != 0) {
2 value = ( 1 . 0 / max) ∗ (h ∗ 5 ) ;
3 c o l o r = vec3 (1 , va lue , 0 ) ;
4 } else i f ( r a t i o >= 0.2 && r a t i o < 0 . 4 ) {
5 value = 1 − ( ( 1 . 0 / max) ∗ ( ( h − max / 5 . 0 ) ∗ 5 . 0 ) ) ;
6 c o l o r = vec3 ( value , 1 , 0 ) ;
7 } else i f ( r a t i o >= 0.4 && r a t i o < 0 . 6 ) {
8 value = ( 1 . 0 / max) ∗ ( ( h − 2 ∗ ( max / 5 .0 ) ) ∗ 5 . 0 ) ;
9 c o l o r = vec3 (0 , 1 , va lue ) ;
10 } else i f ( r a t i o >= 0.6 && r a t i o < 0 . 8 ) {
11 value = 1−((1.0 / max) ∗ (h − 3 ∗ ( max / 5 .0 ) ) ∗ 5 . 0 ) ;
12 c o l o r = vec3 (0 , va lue , 1 ) ;
13 } else i f ( r a t i o >= 0.8 ){
14 value = ( 1 . 0 / max) ∗ (h − 4 ∗ ( max / 5 .0 ) ) ∗ 5 . 0 ;
15 c o l o r = vec3 ( va lue , 0 , 1 ) ;
16 } else i f ( r a t i o == 0) {
17 c o l o r = vec3 ( 0 . 5 ) ;
18 }
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Abbildung 4.7: Gerenderte Regenbogenskala:
In dieser Abbildung ist ein Ausschnitt des Gebietes rund um den Jakobshavn Gletscher in
Gro¨nland zu sehen. Auf der linken Seite ist das Terrain mit Schattierungen gerendert, auf der
rechten Seite ohne.
Differenzkarte und Histogramm
Als na¨chste Visualisierungsmethode war eine Differenzkarte sowie ein Histogramm der
Differenzen angedacht. Mit der Differenzkarte sollten interessante Regionen hervorgeho-
ben werden, dies sind Regionen, in denen besonders viele A¨nderungen auftreten. Um
solche Regionen zu finden, werden die Ho¨henunterschiede der einzelnen Pixel zwischen
aufeinanderfolgen Ho¨henfeldern addiert. Das Histogramm soll die Ha¨ufigkeitsverteilung
der addierten Ho¨hendifferenzen visualisieren. Anhand dieser Verteilung soll der Nutzer
nachvollziehen ko¨nnen, welche Ho¨hendifferenzen durch fehlerbehaftete Satellitendaten
nicht korrekt sind.
Um die Differenzkarte zu erstellen, werden die Ho¨henunterschiede pixelweise im Vertex-
Shader berechnet. Dabei wird zu der gesamten Ho¨hendifferenz die absolute Differenz,
zwischen der Ho¨he des aktuellen Pixels und der Ho¨he des letzten Pixels, addiert. Die
maximale und minimale Ho¨hendifferenz wird vorher auf der CPU berechnet und u¨ber
Uniforms an den Fragment-Shader u¨bergeben. Sie wird beno¨tigt, um einen Farbverlauf
zwischen niedrigen und hohen Differenzen zu erzeugen. Pixel mit wenig Vera¨nderungen
werden gru¨n angezeigt, Pixel mit vielen Vera¨nderungen rot.
Um das Histogramm anzuzeigen, wurde ein HISTOGRAM -Button in die Benutzero-
berfla¨che integriert. Nach einem Klick auf diesen wird mittels D3.js ein Histogramm der
Ho¨hendifferenzen erzeugt. D3.js [38] ist eine JavaScript-Softwarebibliothek zum Erzeugen
von dynamischen und interaktiven Datenvisualisierungen. Das findet komplett in der
GUI statt, die einzelnen Ho¨hendifferenzen werden, im Gegensatz zur Differenzkarte, auf
der CPU berechnet. U¨ber die Methode CallJavascript() werden die Differenzen an die
Benutzeroberfla¨che geschickt und dort verarbeitet.
Da in den Datensa¨tzen gro¨ßere Fehler, als anfangs vermutet, vorhanden waren, musste
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dem Histogramm noch eine Funktion zum Ausblenden von Werten hinzugefu¨gt werden. So
waren in manchen Pixeln Ho¨henunterschiede von u¨ber 400 m pro Bild vorhanden, obwohl
in mehr als 98% der Bildern diese maximal 10 m pro Bild betrugen. Aufgrund dessen
waren keine Farbunterschiede zwischen den gu¨ltigen Stellen erkennbar. Um minimale
und maximale Differenzen festzulegen, wurde ein Slider implementiert. Alle Werte die
außerhalb dieses Sliders liegen, werden blau gefa¨rbt. In Abbildung 4.8 ist links das
Histogramm und rechts die Differenzkarte abgebildet.
Abbildung 4.8: Histogramm und Differenzkarte:
Auf der linken Seite der Abbildung ist das Histogramm der Ho¨hendifferenzen zu sehen, in der
Mitte die Differenzkarte mit gerendertem Terrain und auf der rechten Seite die Differenzkarte
ohne gerendertem Terrain. Die Erho¨hung auf der rechten Seite im Histogramm sind alle Pixel
die Ho¨henunterschiede von mehr als 30 m haben. Die roten Stellen in der Differenzkarte
weisen besonders viele Ho¨hena¨nderungen auf. An den blauen Stellen sind entweder keine
Werte vorhanden oder die Ho¨hendifferenzen liegen außerhalb des gewa¨hlten Bereiches im
Histogramm (0 bis 30 m).
Differenzkarte mit Trends
Mit der entwickelten Differenzkarte war es nun fu¨r den Nutzer mo¨glich, interessante
Stellen schnell zu finden. Diese Visualisierung zeigt jedoch nur Stellen an, an denen viele
Vera¨nderungen auftreten. Damit kann keine Aussage getroffen werden ob das Terrain an
dieser Stelle wa¨chst, sinkt oder eventuell sogar stagniert.
Um diese Trends zu erkennen, sollte noch noch eine zweite Differenzkarte implementiert
werden. In dieser sollten Erho¨hungen des Gela¨ndes gru¨n und Senkungen rot gefa¨rbt werden.
Umso ho¨her oder tiefer die Vera¨nderungen sind, desto sta¨rker sollten die Pixel in der
jeweiligen Farbe eingefa¨rbt werden. Um den Trend der Vera¨nderungen zu erfassen, mussten
im Vertex-Shader die einzelnen Ho¨hendifferenzen zwischen den Ho¨henfeldern addiert
werden. Wenn viele Ho¨hendifferenzen auftreten, insgesamt die Ho¨he des Pixels aber weder
stark steigt oder sinkt, sollen die Pixel weiß gefa¨rbt. Wenn wenig Differenzen auftreten
sollen die Pixel schwarz gefa¨rbt werden. Die Berechnung der absoluten Ho¨hendifferenzen
konnte aus der einfach Differenzkarte u¨bernommen werden.
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Die Berechnungen fu¨r die endgu¨ltige Pixelfarbe finden im Fragment-Shader statt und
sind in Listing 4.4 zu sehen. In Zeile 1 wird u¨berpru¨ft, ob die addierten, absoluten
Ho¨henunterschiede (difAbs) innerhalb der durch den Slider im Histogramm definierten
Grenzen (difMin und difMax) liegen, wenn nicht, wird das Pixel direkt in blau gerendert.
dif ist die aufaddierte Ho¨hendifferenz des Pixels, wenn diese positiv ist, werden gru¨n
(vec3(0,1,0)) und weiß (vec3(1)) zur Festlegung der Pixelfarbe linear interpoliert. Umso
gro¨ßer dif ist, desto sta¨rker wird der gru¨ne Anteil in der Pixelfarbe. Wenn dif negativ ist,
werden rot und weiß linear interpoliert. In Zeile 8 wird die erstellte Farbe dann noch einmal
mit schwarz interpoliert. Umso geringer die aufaddierten, absoluten Ho¨henunterschiede
zwischen den einzelnen Bilder sind, desto dunkler wird das Pixel.
In Abbildung 4.9 ist die Differenzkarte mit Trends dargestellt.
Listing 4.4: Berechnung der Differenzkarte mit Trends
1 i f ( di fAbs > difMin && difAbs < difMax ) {
2 f loat range = difMax − difMin ;
3 i f ( d i f > 0) {
4 c o l o r = mix ( vec3 ( 1 ) , vec3 ( 0 , 1 , 0 ) , d i f / range ) ;
5 } else {
6 c o l o r = mix ( vec3 ( 1 ) , vec3 ( 1 , 0 , 0 ) , abs ( d i f ) / range ) ;
7 }
8 c o l o r = mix ( vec3 ( 0 ) , co lo r , di fAbs / range ) ;
9 } else {
10 c o l o r = vec3 ( 0 , 0 , 1 ) ;
11 }
Abbildung 4.9: Differenzkarte mit Trends:
In der Abbildung ist die Differenzkarte mit den Trends zu sehen. Auf der linken Seite wurde
es mit Terrain gerendert und auf der rechten Seite ohne. Man kann in der Karte erkennen,
dass sich das Terrain im linken oberen Bereich deutlich sta¨rker vera¨ndert als im Rest des
Bildes. Dies wird anhand der helleren Farbto¨ne sichtbar.
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4.3.5 Entwicklung dynamischer Visualisierungsmethoden
Bei der Vera¨nderungserkennung sind besonders die Vera¨nderungen des Ho¨henfeldes inter-
essant, welches sich aktuell im Fokus befindet. Ho¨henfelder sind im Fokus, wenn ihr Anteil
in der Szene als letztes gea¨ndert wurde. Dies ist immer dann der Fall, wenn der Slider des
Bildes in der Liste oder der Hauptslider bewegt wird. Wenn der Hauptslider bewegt wird,
ist das Bild an der eingestellten Sliderposition im Fokus. In dieser Visualisierungsmethode
sollen die Vera¨nderungen vom Ho¨henfeld, welches sich aktuell im Fokus befindet, zum
Rest der Szene verdeutlicht werden.
Dabei werden alle Pixel eingefa¨rbt, bei denen sich die Ho¨he des Bildes im Fokus um
mehr als einen bestimmten Wert, im Vergleich zum Rest der Szene, a¨ndert. Dieser Wert
wird vom Nutzer in den Einstellungen der Anwendung festgelegt. Falls das Pixel ho¨her
liegt wird es gru¨n gefa¨rbt, wenn es tiefer liegt rot.
Die Visualisierungsmethode ist in Abbildung 4.10 zu sehen.
Abbildung 4.10: Ho¨henvera¨nderungen des Bildes im Fokus:
In dieser Abbildung ist ein Ausschnitt des Gebietes rund um den Jakobshavn Gletscher
in Gro¨nland zu sehen. Die rot markierten Bereichen verlieren an Ho¨he, wa¨hrend die gru¨n
markierten Bereiche an Ho¨he gewinnen.
4.4 Evaluierung der Ergebnisse
Der Prototyp war nach der fertigen Implementierung in der Lage geoTIFF-Bilder vom
MapServer zu laden und die Ho¨hendaten dieser in 3D zu rendern. Um das Entdecken
von Vera¨nderungen im Terrain fu¨r den Nutzer zu erleichtern, wurden statische und eine
dynamische Visualisierungsmethoden entwickelt. Im letzten Schritt der Entwicklung sollte
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Prototyp getestet werden.
Um den Prototyp zu testen, wurde eine Region auf der Erde ausgewa¨hlt, in der bekannte
Ho¨henvera¨nderungen vorkommen. Hierfu¨r wurde das Gebiet Dyngjujo¨kull ausgewa¨hlt.
Dyngjujo¨kull ist Teil des Vatnajo¨kull, dem gro¨ßten Gletscher Islands. Diese Region wurde
ausgewa¨hlt, da in dieser Region die Ho¨henunterschiede von L. Foresta, N. Gourmelen, F.
Pa´lsson, P. Nienow, H. Bjo¨rnsson und A. Shepherd mit Daten des CryoSat-2 ermittelt
wurden [39]. CryoSat-2 ist ein Forschungssatellit der ESA zur Beobachtung der Eismassen
auf der Erde. Die Ho¨henvera¨nderung in Dyngjujo¨kull zwischen 2010 und 2015 ist in
Abbildung 4.11 zu sehen.
Quelle: Surface elevation change and mass balance of Icelandic ice caps derived from swath mode CryoSat-2
altimetry [39]
Abbildung 4.11: Ho¨henunterschiede am Vatnajo¨kull:
In der Abbildung sind die Ho¨henunterschiede am Vatnajo¨kull zwischen 2010 und 2015 zu
sehen. Die roten Stellen sind Ho¨henverringerungen um bis zu 3 m pro Jahr und die blauen
Erho¨hungen um bis zu 3 m pro Jahr. Zur Evaluierung wurde die Region Dyngjujo¨kull (Dy)
ausgewa¨hlt. In Dyngjujo¨kull in der Ho¨henregion um 1000 m schmilzt der Gletscher, in ho¨heren
Regionen wa¨chst der Gletscher.
Auffa¨llig in Dyngjujo¨kull ist, dass in der Region um 1000 m der Gletscher schmilzt und
an Ho¨he verliert. In den ho¨heren Regionen kommt es zu einer Gletscherverdickung, hier
steigt die Ho¨he jedes Jahr um bis zu 3 m an. Diese Gletscherverdickungen sollten mit
dem Prototypen entdeckt werden. Hierfu¨r wurde eine Teilregion (64.775°N , -17.031°W
/ 64.878°N, -16.816°W) des Gletschers angefragt. Im ersten Schritt wurden mittels der
Differenzkarte mit Trends geschaut, in welcher Region welche Vera¨nderungen vorliegen.
Mit dieser Visualisierungsmethode wurden in der ho¨heren Region des Ausschnittes positive
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Gela¨ndevera¨nderungen gefunden. Die Differenzkarte ist in Abbildung 4.12 zu sehen.
Abbildung 4.12: Differenzkarte am Dyngjujo¨kull:
In der Differenzkarte werden Gletschererho¨hungen verdeutlicht, diese sind gru¨n eingefa¨rbt.
Die Vera¨nderungen sind jedoch nur relativ gering, aus diesem Grund ist das gru¨n sehr dunkel
gehalten. In der flachen Region vor der Kante finden kaum A¨nderungen statt.
Im na¨chsten Schritt sollten diese Erho¨hungen mittels der anderen Visualisierungsme-
thoden gefunden werden. Zuerst sollten die Erho¨hungen mit den Ho¨henlinien gefunden
werden. Die Vera¨nderungen finden dabei im Zeitraum zwischen Februar 2013 und No-
vember 2015 statt. In der Abbildung 4.13 ist zu erkennen wie die Ho¨henlinien nach vorne
”wandern“, das Terrain wa¨chst also. Zur Verdeutlichung wurde die erste Ho¨henlinie desTerrains im Nachhinein rot markiert. Der komplette Gletscher wa¨chst, da die Linien sich
im ungefa¨hr gleichen Abstand wie zur roten Vergleichslinie mit nach vorne bewegen. Mit
Bildern ist dies sehr schwer zu beschreiben, die Bewegung der Ho¨henlinien ist in der
interaktiven Visualisierung sehr gut zu erkennen.
Im na¨chsten Schritt sollte die Ho¨henvera¨nderung mit Hilfe der Regenbogenskala
erkannt werden. Hierbei wurde jedoch festgestellt, dass aufgrund der geringen absoluten
Ho¨henvera¨nderung (maximal 9 m Wachstum in drei Jahre, siehe 4.11) keine signifikanten
Farbunterschiede festzustellen waren.
Als vielversprechend galt die dynamische Visualisierungsmethode, mit dieser sollte die
Gletscherverdickung besonders gut visualisiert werden. Die Ergebnisse dieser Visualisie-
rungsmethode sind in Abbildung 4.14 zu sehen.
Mit der dynamischen Visualisierungsmethode wird die Gletschererho¨hung sehr gut
sichtbar. Die drei Bilder zeigen jeweils Erho¨hungen die mindestens 5 m, 10 m und 15 m
betragen (von oben nach unten). Anhand der eingefa¨rbten Fla¨chen an der steilen Kante
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Abbildung 4.13: Ho¨henlinien am Dyngjujo¨kull:
In dieser Abbildung wurde die Ho¨henvera¨nderung am Dyngjujo¨kull mittels Ho¨henlinien erkannt.
Die Ho¨henlinien haben einen Abstand von jeweils 10 m. Um das Wachstum der Ho¨he zu
verdeutlichen, wurde eine Ho¨henlinie rot markiert.
kann erkannt werden das der Gletscher ”wandert“. Im Datensatz sind auch Erho¨hungenvon u¨ber 10 m innerhalb der 2,75 Jahre (Februar 2013 bis November 2015) vorhanden
(Abbildung 4.14, Bild 2). Diese du¨rften jedoch maximal ca. 9 m betragen (siehe Abbildung
4.11, [39]). Es ist also davon auszugehen, dass der ArticDEM-Datensatz ungenauer ist
als, die in 2.2.1 angegeben, 0,5 m.
Aufgrund des Datensatzes war es leider nicht mo¨glich andere Gletscher aus dem Paper
zu untersuchen. Hierfu¨r gab es vier Gru¨nde:
• Zu wenig Bilder: Fu¨r die angefragte Region waren zu wenig Bilder vorhanden. Die
Gletscher waren teilweise nur von einem oder zwei Satellitenaufnahmen abgedeckt.
Stellenweise gab es auch gro¨ßere Lu¨cken in dem Datensatz.
• Ungu¨nstige Aufnahmedaten: Ha¨ufig kam es dazu, dass die Bilder innerhalb
eines kurzen Zeitraumes aufgenommen wurden. Innerhalb der kurzen Zeit kam es zu
keinen signifikanten Vera¨nderungen im Terrain. Außerdem lagen manche Aufnahme-
daten außerhalb dem Zeitraum der Studie. Diese betrachtete nur Ho¨henunterschiede
zwischen Oktober 2010 und September 2015.
• Fehlerbehaftete Aufnahmen: In einigen Gebieten Islands sind große Fehler
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Abbildung 4.14: Gletschererho¨hungen am Dyngjujo¨kull:
In der Abbildung sind die Gletschererho¨hungen am Dyngjujo¨kull zu sehen. In der Abbildung
ist das Vorstoßen des Gletschers in gru¨n dargestellt. Die Ho¨henunterschiede fanden zwischen
Februar 2013 und November 2015 statt. Im ersten Bild sind alle Erho¨hungen ab 5 m zu sehen,
im zweiten ab 10 m und im dritten ab 15 m.
innerhalb des Datensatzes vorhanden. Das Gela¨nde vera¨nderte sich hier innerhalb
weniger Monate um mehrere hundert Meter, sowohl in die positive, als auch in die
negative Richtung. Mit diesen Daten konnte keine qualitative Aussage u¨ber die
Gela¨ndevera¨nderung getroffen werden.
• Niederschlag: Wa¨hrend in der Studie Niederschlag in Form von Schnee u¨ber die
durchschnittliche Ho¨he herausgerechnet wurde, konnte das im ArticDEM-Datensatz
nicht vorgenommen werden, da zu wenig Bilder vorhanden waren. So werden die
Ho¨hen im ArticDEM-Datensatz durch das Fallen und Abschmelzen des Schnees
verfa¨lscht.
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5 Ergebnisse und Ausblick
5.1 Ergebnisse
Abschließend betrachtet war die Bachelorarbeit erfolgreich. Wa¨hrend der zwo¨lf Wochen
Bearbeitungszeit sollten insgesamt zwei Prototypen implementiert werden, zur Change
Detection in Satellitenbildern und in Ho¨hendaten.
Mit dem Prototypen zur Change Detection in Satellitenbildern wurde eine HTML
und JavaScript Anwendung geschaffen, mit welcher Satellitenbilder vom MapServer
angefragt werden ko¨nnen. Diese konnten anschließend mit unterschiedlicher Transparenz
in die Gesamtszene eingehen. Mit dem Prototypen konnten erfolgreich Vera¨nderungen
in Form von Sandstu¨rmen in den Satellitenbildern nachgewiesen werden. Der Nachweis
von Gela¨ndevera¨nderungen im HRSC-Datensatz konnte aufgrund der relativ geringen
Auflo¨sung und dem kurzen Zeitraum der Aufnahmen nicht vollbracht werden. Als Einstieg
in die Change Detection und die MapServer-Kommunikation, erwies sich der Prototyp
als sehr hilfreich.
Der Prototyp zur Change Detection in Ho¨hendaten ist eine C++ Anwendung mit einer
in HTML und JavaScript programmierten Benutzeroberfla¨che. Die Anwendung fragt
u¨ber den MapServer die Ho¨henfelder von Satellitenbildern an und stellt diese interaktiv
in 3D dar. Die einzelnen Ho¨henfelder gehen dabei mit einer durch den Nutzer definierten
Gewichtung ein. Um den Nutzer bei der Erkennung von zeitlichen Terraina¨nderungen zu
unterstu¨tzen, wurden verschiedene statische und eine dynamische Visualisierungsmethode
implementiert. Mit diesen Methoden konnten Verdickungen des Dyngjujo¨kull-Gletschers
in Island nachgewiesen werden. Die Vera¨nderungen konnten sowohl mit den statischen als
auch mit der dynamischen Visualisierungsmethode gezeigt werden. Die Ho¨henentwicklung
anderer isla¨ndischer Gletscher konnte aufgrund von fehlerbehafteten oder unvollsta¨ndigen
Datensa¨tzen nicht mit dem Prototypen bewiesen werden.
5.2 Ausblick
Da der Prototyp zur Change Detection in Satellitenbilder nur als Einstieg in die Change
Detection und MapServer-Kommunikation gedacht war, ist in Zukunft nur eine weitere
Evaluierung vorstellbar. Die Anwendung kann noch mit weiteren Datensa¨tzen getestet
werden.
Im Prototypen zur Change Detection in Ho¨hendaten sind deutlich mehr Mo¨glichkeiten
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der Weiterentwicklung denkbar. Diese teilen sich grundlegend in die Bereiche VR-
Integration, Weiterentwicklung der Visualisierungsmethoden und Evaluierung auf.
Die Visualisierung der Ho¨henfelder in VR ist eine Mo¨glichkeit der Weiterentwicklung,
die den Nutzer noch interaktiver mit der Anwendung umgehen la¨sst. Dafu¨r kann die
Anwendung mit der Terrain-Rendering Software verknu¨pft werden. Der Nutzer ko¨nnte
dabei einen Bereich des Planeten markieren. Die Anwendung zur Change Detection soll
sich anschließend im Vordergrund o¨ffnen und die Change Detection ermo¨glichen.
Um Ho¨henvera¨nderungen effektiver zu erkennen, ko¨nnen weitere Visualisierungsmetho-
den implementiert werden. Hierbei ist der Fokus besonders auf zusa¨tzliche dynamische
Methoden gerichtet. Fu¨r die vorhandenen Visualisierungsmethoden sind weitere Konfigu-
rationsmo¨glichkeiten denkbar, in den Ho¨henlinien ko¨nnen zum Beispiel Beschriftungen
fu¨r die absolute Ho¨he hinzugefu¨gt werden.
Im Bereich der Evaluierung ko¨nnen verschiedene Datensa¨tze in Verbindung mit der
Anwendung getestet werden, um qualifiziertere Aussagen u¨ber die Unterstu¨tzung des
Nutzers bei der Erkennung von Ho¨henvera¨nderungen treffen zu ko¨nnen. Derzeit ist es
auch nicht mo¨glich die Visualisierungsmethoden untereinander qualitativ zu vergleichen.
Um daru¨ber Aussagen treffen zu ko¨nnen, sind Nutzerstudien denkbar um festzustellen
welche Methode zeitliche Vera¨nderungen in Satellitenbilder am besten visualisiert.
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