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ABSTRAK 
 
Data mining adalah analisis atau pengamatan terhadap kumpulan data yang 
besar dengan tujuan untuk menemukan hubungan tak terduga dan untuk 
meringkas data dengan cara yang lebih mudah dimengerti dan bermanfaat bagi 
pemilik data. Data mining merupakan proses inti dalam Knowledge Discovery in 
Database (KDD). Metode data mining digunakan untuk menganalisis data 
pembayaran kredit peminjam  dengan tujuan untuk menghasilkan pola 
pembayaran kredit. Berdasarkan pola pembayaran kredit peminjam yang 
dihasilkan, dapat dilihat parameter-parameter kredit yang memiliki keterkaitan 
dan paling berpengaruh terhadap pembayaran angsuran kredit. Hasil penelitian 
adalah jumlah nasabah dengan status kredit yang buruk atau bad dapat dideteksi 
sebanyak 250 pada data german credit. 
 
 
Kata kunci : data mining, data outlier, multikolonieritas, Anova 
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BAB I 
PENDAHULUAN 
 
A. Latar Belakang 
Dalam dunia perbankan, bank bertindak sebagai kreditur, di mana bank 
memberikan bantuan kepada nasabah yang membutuhkan pinjaman dengan 
memberikan kredit pinjaman. Kreditur adalah pihak yang mempunyai piutang 
atau yang memberikan kredit atau memberikan hutang kepada pihak lain. Akan 
tetapi istilah kreditur menurut Kamus Besar Bahasa Indonesia (KBBI) yang tepat 
adalah kreditor yang berarti yang berpiutang; yang memberikan kredit; penagih. 
Bank memberikan kredit pinjaman kepada nasabah yang dianggap mampu 
melunasi kredit setiap bulan yang besarnya sesuai dengan perjanjian antara kedua 
belah pihak dan tidak menyalahi perjanjian yang telah ditetapkan sebelumnya 
(misalnya batas keterlambatan pembayaran kredit). 
Bank memberikan kemudahan bagi nasabah yang ingin meminjam uang, 
yaitu dengan membuat program kredit pinjaman. Program kredit pinjaman 
disediakan oleh bank sebagai salah satu solusi keuangan. Namun demikian, 
terdapat sejumlah permasalahan yang muncul dari program kredit pinjaman. Salah 
satu permasalahan yang sering muncul adalah adanya nasabah yang telat 
membayar angsuran overdue. Permasalahan seperti ini dapat mengganggu kinerja 
bank itu sendiri jika permasalahan ini terus meningkat. Penyebab yang biasa 
Analisis data pembayaran..., Ira Mellisa, FTI UMN, 2011
2 
 
terjadi adalah adanya nasabah yang sebenarnya telah memenuhi kualifikasi 
peminjaman kredit tetapi nasabah tersebut memiliki potensi yang tinggi untuk 
terlambat membayar kredit. Misalnya orang yang meminjam tersebut memiliki 
banyak tanggungan, memiliki angsuran lain seperti (angsuran mobil, rumah, dan 
asuransi) dan sebagainya. 
Analisis terhadap data kredit bank diperlukan dengan tujuan untuk 
meminimalisasi resiko nasabah  yang terlambat membayar kredit. Analisis yang 
akan dilakukan adalah analisis menggunakan metode data mining untuk melihat 
parameter kredit dari nasabah yang melakukan pinjaman, dalam hal ini data yang 
akan digunakan adalah data German Credit Hasil dari analisis ini adalah 
parameter kredit. Berdasarkan parameter kredit yang dihasilkan, dapat dibuat 
suatu penilaian terhadap status kredit pada data German Credit yaitu terlambat 
bayar (overdue) atau membayar tepat waktu. 
 
B. Rumusan Masalah 
Masalah yang akan dibahas dalam skripsi ini adalah : 
1. Bagaimana menemukan model atau pola terbaik untuk pembayaran 
nasabah German Credit ? 
2. Bagaimana hubungan antara parameter kredit dan status kredit ? 
3. Parameter-parameter apa saja yang diperlukan dalam membuat pola 
pembayaran kredit (kasus German Credit)  ? 
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4. Parameter-parameter apa saja yang paling berpengaruh dalam 
mengidentifikasi nasabah-nasabah yang tidak lancar membayar kredit 
(overdue) ? 
5. Apakah proses data outlier, uji multikolonieritas, dan Anova pada data 
German Credit dapat mendeteksi data pembayaran kredit yang buruk (bad) 
lebih akurat daripada data asli German Credit ? 
6. Bagaimana cara mengoptimalkan hasil analisis pembayaran kredit 
terhadap status kredit yang buruk (bad) ? 
 
C. Pembatasan Masalah 
Pembatasan masalah dalam skripsi ini akan dijabarkan sebagai berikut : 
1. Data kredit nasabah yang digunakan dalam penelitian dan skripsi adalah 
data German Credit. Adapun data tersebut didapatkan dengan cara 
mengunduh dari situs University of California pada tautan 
http://archive.ics.uci.edu/ml/machine-learning-databases/statlog/german/ 
2. Pembatasan masalah pada skripsi adalah membahas mengenai cara 
menganalisis data kredit nasabah menggunakan algoritma data mining 
sehingga menghasilkan suatu pola pembayaran kredit dari nasabah 
terlambat membayarkan kewajiban kredit. 
3. Algoritma data mining yang digunakan adalah logistic regression. 
4. Pada skripsi ini tidak dibahas mengenai analisis perancangan sistem 
ataupun struktur dari database. 
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5. Solusi yang digunakan dalam penelitian ini untuk menyelesaikan 
permasalahan pada data adalah dengan filterisasi data bukan dengan 
memperbaiki data. Solusi ini dipilih karena adanya keterbatasan waktu 
pada penelitian dan solusi ini sudah cukup untuk jenjang strata satu. 
 
D. Tujuan Penelitian 
Tujuan dari penelitian ini adalah mengetahui apakah proses data outlier, 
uji multikolonieritas dan Anova pada data German Credit dapat menghasilkan 
persentase ketepatan analisis yang lebih tinggi terhadap data status kredit yang 
buruk (bad) jika dibandingkan dengan data asli. 
 
E. Manfaat Penelitian 
Manfaat dari penelitian ini adalah untuk mengetahui apakah proses data 
outlier, uji multikolonieritas dan Anova pada data German Credit dapat 
mengoptimalkan nilai persentase keakuratan data status kredit yang buruk. 
 
F. Sistematika Penulisan 
Bab I Pendahuluan berisikan pengantar dan hal-hal yang perlu dijelaskan 
terlebih dahulu sebelum membahas isi dari skripsi. Bab I terbagi ke dalam 
beberapa sub bab, yaitu : 
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A. Latar Belakang 
Sub bab ini berisikan mengenai latar belakang, alasan dan hal-hal yang 
melatarbelakangi penelitian. 
B. Rumusan Masalah 
Pada sub bab ini diuraikan mengenai permasalahan-permasalahan yang 
mendasari penelitian. Permasalahan-permasalahan tersebut akan 
dirangkum menjadi pertanyaan-pertanyaan penelitian. 
C. Pembatasan Masalah 
Pada sub bab ini dijelaskan mengenai batasan atau ruang lingkup dari 
penelitian yang dilakukan. Hal ini bertujuan agar isi pembahasan skripsi 
tetap fokus dan lebih terarah. 
D. Tujuan Penelitian 
Sub bab ini berisikan tujuan yang ingin dicapai dalam penelitian. 
E. Manfaat Penelitian 
Sub bab ini berisikan manfaat-manfaat yang akan diperoleh dalam 
penelitian. 
F. Metode dan Sistematika Penulisan Laporan Penelitian 
Pada sub bab ini dijelaskan secara rinci isi dari setiap bab dalam skripsi. 
 
Bab II Telaah Literatur, berisikan teori-teori, algoritma dan definisi-
definisi yang digunakan dalam penelitian dan berkaitan dengan pembahasan 
skripsi. Bab II terdiri dari beberapa sub bab, yaitu : 
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A. Data Cleaning 
Pada sub bab ini diuraikan mengenai data cleaning sebagai tahapan awal 
dalam data preprocessing. 
B. Data Integration 
Pada sub bab ini dijelaskan mengenai data integration dan langkah-
langkah dalam data integration. 
C. Data Selection 
Pada sub bab ini diuraikan mengenai data selection dan istilah-istilah yang 
terkait dengan data selection. 
D. Data Transformation 
Pada sub bab ini diuraikan mengenai data transformation dan penjelasan 
cara melakukan transformasi data. 
E. Pembentukan Model Data Mining 
Pada sub bab ini diuraikan mengenai data mining dan istilah-istilah yang 
terkait dengan data mining. 
F. Pattern Evaluation 
Pada sub bab ini dijelaskan mengenai evaluasi pola. 
G. Knowledge Presentation 
Pada sub bab ini dijelaskan mengenai cara presentasi pengetahuan. 
H. Analysis of Variance (Anova) 
Pada sub bab ini dijelaskan mengenai Anova dan kegunaan dari Anova. 
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I. Algoritma Logistic Regression 
Pada sub bab ini dibahas mengenai algoritma logistic regression dan 
keuntungan menggunakan algoritma logistic regression. 
J. Metode Oversampling dan Undersampling 
Pada sub bab ini dijelaskan mengenai pengertian dari oversampling dan 
undersampling dan perbedaan dari kedua metode tersebut. 
K. Ten Fold Validation 
Pada sub bab ini akan dijelaskan mengenai teknik validasi 10-fold 
validation. 
 
Bab III Metode Penelitian berisi uraian tahap penelitian yang dilakukan 
selama proses penyusunan skripsi. Adapun bab III terdiri atas beberapa sub bab 
dengan penjelasan sebagai berikut : 
A. Prosedur Eksperimen 
Pada sub bab ini akan diuraikan pendekatan penelitian yang digunakan 
terkait dengan proses penelitian. 
B. Platform Eksperimen 
Pada sub bab ini akan dijabarkan spesifikasi hardware dan software yang 
digunakan dalam penelitian. 
C. Objek Penelitian 
Sub bab ini akan terbagi lagi ke dalam beberapa sub bab, yaitu : 
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1. Gambaran Umum Objek Penelitian 
Pada sub bab ini akan dijelaskan secara rinci mengenai objek yang 
akan diteliti termasuk segala sesuatu yang berkaitan erat dengan 
objek penelitian tersebut. 
2. Variabel Penelitian  
Pada sub bab ini akan dijelaskan mengenai variabel-variabel yang 
digunakan dalam penelitian, serta penjelasan dari variabel-variabel 
tersebut. 
3. Teknik Analisis Data 
Pada sub bab ini akan dijelaskan mengenai teknik-teknik dalam 
menganalisis data, termasuk perhitungan statistika yang 
dipergunakan dalam menganalisis data. 
4. Justifikasi Pemilihan Obyek Penelitian 
Pada sub bab ini akan dikemukakan alasan penggunaan data 
German Credit sebagai obyek penelitian dan algoritma logistic 
regression sebagai algoritma untuk menganalisis data. 
5. Data Preprocessing 
Pada sub bab ini akan diuraikan hal-hal yang perlu dipersiapkan 
terlebih dahulu sebelum memulai penelitian 
 
Bab IV Analisis dan Pembahasan berisi tahap-tahap analisis dan hasil dari 
penelitian.  Adapun bab IV terbagi atas sub bab, yaitu : 
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A. Analisis Data Outlier 
Pada sub bab ini akan diuraikan tahap-tahap analisis data outlier yang 
dilakukan pada penelitian ini terhadap data German Credit. 
B. Uji Multikolonieritas 
Sub bab ini berisikan tahap-tahap menguji  multikolonieritas pada data 
German Credit beserta cara menghilangkan multikolonieritas pada data. 
C. Uji Coba dengan Metode Two Ways Anova 
Pada sub bab ini dijelaskan cara melakukan uji Anova pada data German 
Credit. 
D. Pendekatan Data 
Pada sub bab ini akan diuraikan proses-proses analisis data pada setiap 
tabel dan perbandingan nilai hitrates dan accuracy dari setiap tabel. 
E. Analisis Dataset dengan Metode Oversampling 
Sub bab ini berisikan tahap-tahap menganalisis data dengan metode 
oversampling beserta hasil analisis dataset German Credit menggunakan 
metode oversampling. 
F. Analisis Dataset dengan Metode Undersampling 
Sub bab ini berisikan cara menganalisis data dengan metode 
undersampling beserta hasil analisisnya. 
 
Bab 5 Simpulan dan saran terdiri dari 2 sub bab, yaitu : 
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A. Simpulan 
Sub bab ini berisi hasil rangkuman dari hasil penelitian yang telah 
dilakukan. 
B. Saran 
Sub bab ini berisi saran-saran yang dianjurkan untuk penelitian berikutnya. 
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BAB II 
TELAAH LITERATUR 
 
Telaah literatur berisikan teori-teori yang digunakan dalam penelitian ini. 
Teori-teori yang dimaksud adalah teori data mining. Teori-teori yang dibahas 
pada skripsi ini berasal dari buku-buku dan makalah-makalah yang relevan. 
Data mining adalah analisis pengamatan kumpulan data (yang besar) 
untuk menemukan hubungan tak terduga dan untuk meringkas data dengan cara 
baru yang mudah dimengerti dan bermanfaat bagi pemilik data (Ghozali, 2006). 
Hubungan dan ringkasan yang diperoleh melalui pelatihan data mining sering 
disebut sebagai model atau pola. Contohnya termasuk persamaan linier, aturan, 
cluster, grafik, struktur pohon, dan pola berulang dalam suatu periode waktu. 
Data mining adalah metode yang digunakan untuk mengekstraksi 
informasi prediktif  tersembunyi di dalam database (Sulianta, 2010). Data mining 
mengacu pada analisis data yang kuantitasnya besar dan disimpan di komputer 
(Olson, 2007). Data mining diperlukan untuk mengidentifikasi masalah, 
pengumpulan data yang dapat memudahkan pemahaman mengenai pasar, dan 
model komputer yang perlu disediakan untuk sarana statistik atau analisis yang 
lain. Dalam dunia perbankan,  data mining dapat digunakan untuk mendeteksi 
pola kecurangan bertransaksi, memodelkan pola dan perilaku nasabah, mendeteksi 
kejadian yang tidak wajar, dan menemukan pengetahuan. 
Dalam penerapan data mining pada data berskala besar diperlukan 
metodologi sistematis untuk menganalisis dan mempersiapkan data. Metodologi 
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sistematis juga dibutuhkan untuk melakukan interpretasi sehingga dapat 
menghasilkan keputusan yang bermanfaat. Oleh karena itu, data mining dapat 
pula diartikan sebagai suatu proses yang memiliki tahapan-tahapan tertentu dan 
memberikan umpan balik dari setiap  tahapan ke tahapan sebelumnya. 
Data mining merupakan bagian dari Knowledge Discovery in Databases 
(KDD). Agar dapat memahami hal-hal yang dilakukan dalam data mining, perlu 
mempelajari Knowledge Discovery in Databases terlebih dahulu. Knowledge 
Discovery in Databases atau biasa disingkat dengan KDD berisi serangkaian 
proses-proses yang harus dilakukan sebelum dan sesudah menganalisis dengan 
metode data mining. Langkah-langkah yang dilakukan dalam KDD menurut (Han 
& Kamber, 2006) yaitu : 
1. Data cleaning 
2. Data integration 
3. Data selection 
4. Data transformation 
5. Pembentukan model data mining 
6. Pattern evaluation 
7. Knowledge presentation 
 
Penjelasan lebih rinci mengenai langkah-langkah Knowledge Discovery in 
Databases (KDD) akan diuraikan pada masing-masing sub bab berikut ini. 
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A. Data Cleaning 
Data cleaning adalah perbaikan terhadap data-data yang rusak, hilang atau 
salah (error). Pada tahapan data cleaning, hal yang harus dilakukan adalah 
menganalisis data untuk mendeteksi adanya data outlier. Outlier adalah kasus 
atau data yang memiliki karakteristik unik yang terlihat sangat berbeda jauh dari 
observasi-observasi lainnya dan muncul dalam bentuk nilai ekstrim baik untuk 
sebuah variabel tunggal atau variabel kombinasi (Hand, 2001). 
Ada empat penyebab timbulnya data outlier, yaitu kesalahan dalam 
memasukan data, kegagalan dalam spesifikasi missing value ke dalam program 
komputer, outlier bukan merupakan anggota populasi yang diambil sebagai 
sampel, dan outliers  berasal dari populasi yang berasal dari sampel tetapi 
distribusi dari variabel dalam populasi tersebut memiliki nilai ekstrim dan tidak 
terdistribusi secara normal (Hand, 2001). Adapun outliers dapat dievaluasi dengan 
dua cara, yaitu analisis terhadap univariate outliers dan analisis terhadap 
multivariate outliers (Hair, et al 1995). 
Multivariate outliers perlu dilakukan walaupun data yang dianalisis 
menunjukkan tidak ada outliers. Jarak Mahalanobis (Mahalanobis Distance) 
untuk tiap-tiap observasi dapat dihitung dan menunjukkan jarak sebuah observasi 
dari rata-rata semua variabel dalam sebuah ruang multidimensional (Hair, et al 
1995). Uji terhadap multivariate outliers dilakukan dengan menggunakan kriteria 
jarak Mahalanobis. Jarak Mahalanois dapat dihitung dengan menggunakan 
analisis regresi dimana tabel dari kasus responden dijadikan sebagai variabel 
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dependen, sementara semua variabel lainnya yang akan digunakan dalam model 
diperlakukan sebagai variabel independen. 
Univariate outliers dapat dideteksi dengan menentukan nilai batas data 
outlier dengan cara mengkonversikan nilai data ke dalam z-score. Untuk kasus 
sampel kecil (kurang dari 80), maka standar skor nilai e”2.5 dinyatakan outlier 
(Hand, 2001). Untuk sampel besar standar skor dinyatakan outlier jika nilainya 
pada kisaran 3 sampai 4. Jika standar skor tidak digunakan, maka data  disebut 
outliers  jika data tersebut nilainya lebih besar dari 2.5 standar deviasi atau antara 
3 sampai 4 standar deviasi tergantung dari besar sampel yang dipakai. 
 
B. Data Integration 
Data integration atau integrasi data adalah proses menggabungkan data-
data dari berbagai sumber ke dalam data warehouse. Sumber-sumber data yang 
dimaksud misalnya beberapa database, data cubes atau flat files. Pada tahap data 
integration, redundansi data merupakan isu yang penting. Redundansi data terjadi 
ketika atribut atau sekumpulan atribut tidak konsisten sehingga berpengaruh pada 
dataset. 
Beberapa redundansi data dapat dideteksi dengan analisis kolerasi.  
Analisis korelasi bertujuan untuk mengukur kekuatan hubungan linier antara dua 
variabel. Korelasi tidak menunjukkan hubungan fungsional atau dengan kata lain 
analisis korelasi tidak membedakan antara variabel independen. 
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C. Data Selection 
Data selection atau pemilihan data didefinisikan sebagai proses penentuan 
jenis tipe data dan sumber yang sesuai. Dapat juga didefinisikan proses 
mengambil data-data yang sesuai dari database untuk dianalisis. Proses pemilihan 
data yang sesuai untuk penelitian dapat mempengaruhi integritas data (keakuratan 
data dan konsistensi data). Tujuan utama dari pemilihan data adalah penentuan 
jenis data, sumber dan instrument yang sesuai. Penentuan didasarkan pada 
kemudahan memperoleh data dan berdasarkan literatur yang ada. 
 
D. Data Transformation 
Data transformation adalah proses mengubah atau menggabungkan data 
ke dalam bentuk yang sesuai dengan menggunakan algoritma dan software data 
mining. 
Data transformation digunakan apabila terdapat data yang tidak 
terdistribusi secara normal. Hal yang harus dilakukan sebelum menormalkan data 
adalah mempelajari bentuk grafik histogram dari data terlebih dahulu. Bentuk-
bentuk grafik histogram yang dimaksud adalah moderate positive skewness, 
substantial positive skewness, severe positive skewness, moderate negative 
skewness, substantial negative skewness, dan severe negative skewness. Gambar 
dari grafik-grafik yang dimaksud ditunjukkan pada Gambar 2.1. 
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Gambar 2.1 : Berbagai macam bentuk distribusi data 
 
 
Setelah mengetahui bentuk grafik histogram, transformasi data dapat 
dilakukan dengan mengikuti bentuk transformasi yang sesuai. Bentuk 
transformasi data dapat dilihat pada Tabel 2.1. 
Untuk mengetahui apakah hasil transformasi data berdistribusi normal, 
maka perlu dilakukan pengujian. Teknik pengujian yang digunakan adalah uji 
One-Sample Kolmogorov-Smimov Test. One-Sample Kolmogorov-Smimov Test 
adalah tes non parametik untuk probabilitas distribusi satu dimensi dan dapat 
digunakan untuk  membandingkan sampel dengan distribusi probabilitas referensi. 
Jika hasil uji One-Sample Kolmogorov Test diatas α=0.05 (probabilitas 95%), 
maka dapat disimpulkan bahwa data yang diuji telah berdistribusi normal. 
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Tabel 2.1 : Bentuk transformasi data 
Bentuk Grafik Histogram Bentuk Transformasi 
Moderate Positive Skewness SQRT(x) atau akar kuadrat 
Substantial Positive Skewness 
LOG10(x) atau logaritma 10 atau 
LN 
Severe Positive Skewness dengan bentuk L 1/x atau inverse 
Moderate Negative Skewness SQRT(k-x) 
Substantial Negative Skewness LOG10(k-x) 
Severe Negative Skewness dengan bentuk J 1/(k-x) 
Keterangan : k = nilai tertinggi (maksimum) 
 
E. Pembentukan Model Data Mining 
Dalam pembentukan model data mining,  dibutuhkan suatu algoritma yang 
sesuai dengan penelitian yang dilakukan. Algoritma-algoritma dalam data mining 
dapat dilihat dari dua sudut pandang yang berbeda (Olson, 2007). Menurut sudut 
pandang statistik dan riset operasi, algoritma data mining adalah analisis cluster, 
regression, dan analisis diskriminan. Sedangkan, menurut sudut pandang 
kecerdasan buatan atau artificial intelligence, algoritma data mining adalah neural 
networks, rule induction dan algoritma genetika. Dari algoritma-algoritma yang 
telah disebutkan, algoritma-algoritma yang umum digunakan adalah algoritma 
regression dan decision tree. 
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Regression atau regresi merupakan metode pokok untuk menganalisis 
statistik hubungan karakter antara satu variabel dependen  dengan satu atau lebih 
variabel independen. Model regresi dapat digunakan untuk berbagai tujuan 
misalnya untuk prediksi dan penjelasan. Model regresi terdiri dari linear 
regression dan logistic regression. Algoritma linear regression digunakan pada 
data yang tidak linier (non linear), sedangkan algoritma logistic regression 
digunakan pada data yang linier. 
Decision tree atau pohon keputusan pada data mining merujuk pada aturan 
stuktur pohon. Algoritma ini secara otomatis akan menentukan variabel mana 
yang paling penting berdasarkan kemampuan mengurutkan data ke dalam kategori 
keluaran yang benar 
 
F. Pattern Evaluation 
Pattern evaluation adalah analisis pola-pola untuk menemukan pola 
terbaik yang disesuaikan atau diperbandingkan dengan tujuan penelitian. Hasil 
analisis ini pada umumnya terdiri dari banyak pola. Namun, tidak semua pola itu 
merupakan pola yang diperlukan. Oleh karena itu, diperlukan suatu 
pengembangan teknik yang dapat menilai ketertarikan pola yang ditemukan. 
Proses ini diperlukan untuk memilih pola terbaik sebagai solusi atas jawaban dari 
tujuan penelitian. 
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G. Knowledge Presentation 
Knowledge presentation adalah langkah-langkah yang dilakukan untuk 
mengubah data menjadi pengetahuan, mengubah pengetahuan eksplisit menjadi 
pengetahuan implisit, dan mengolah data mentah menjadi informasi yang 
dibutuhkan. Pada tahap knowledge presentation, konsep dasar manajemen 
pengetahuan diterapkan. 
Dalam konsep manajemen pengetahuan, dijelaskan bahwa dalam 
mempresentasikan suatu pengetahuan terlebih dahulu harus menggali data-data 
dan informasi-informasi yang didapatkan secara mendalam. Setelah itu, hal yang 
harus dilakukan selanjutnya adalah membagikan pengetahuan yang didapatkan 
dengan orang lain.  Orang lain akan memberikan umpan balik berupa pertanyaan 
kritis dengan tujuan membantu menilai pemahaman orang lain terhadap 
pengetahuan yang dibagikan. 
Hasil dari knowledge presentation harus disajikan dalam bahasa yang 
mudah dimengerti, menggunakan representasi visual, atau bentuk lain yang lazim 
bagi pengguna. Hal ini dimaksudkan agar pengetahuan yang dibagikan mudah 
dipahami oleh orang lain. Pengetahuan dapat dibagikan ke orang lain melalui 
berbagai cara, yaitu melalui buku, pelatihan, seminar, diskusi, dan lain-lain.  
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H. Analysis of Variance (Anova) 
Analysis of Variance (Anova) adalah suatu metode untuk menguji 
hubungan antara satu variabel dependen dengan satu atau lebih variabel 
independen. Terdapat beberapa jenis Anova, yaitu One Way Anova, Two Ways 
Anova dan Three Ways Anova. One Way Anova adalah hubungan antara satu 
variabel dependen dengan satu variabel independen, sedangkan hubungan antara 
satu variabel dependen metrik dengan dua variabel independen kategorikal disebut 
Two Ways Anova. Hubungan antara satu variabel dependen metrik dengan tiga 
variabel independen kategorikal disebut Three Ways Anova. 
Fungsi dari Anova adalah untuk mengetahui pengaruh utama dan pengaruh 
interaksi dari variabel independen kategorikal terhadap variabel dependen metrik. 
Pengaruh utama adalah pengaruh langsung variabel independen terhadap variabel 
dependen, sedangkan pengaruh interaksi dapat diartikan pengaruh bersama dua 
atau lebih variabel independen terhadap variabel dependen. Dalam menguji 
statistik Anova, diperlukan beberapa asumsi. Asumsi-asumsi tersebut menurut 
(Hand, 2001) yaitu:  
1. Homogeneity of Variance : Variabel dependen harus memiliki varian yang 
sama dalam setiap kategori variabel independen. 
2. Random Sampling :  Subyek di dalam grup harus diambil secara acak 
random. 
3. Multivariate Normality : Variabel harus mengikuti distribusi normal 
multivariate.  
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I. Algoritma Logistic Regression 
Logistic regression adalah sebuah algoritma untuk menguji probabilitas 
terjadinya variabel dependen dapat diprediksi dengan variabel independennya. 
Algoritma logistic regression digunakan karena analisis dengan logistic 
regression tidak memerlukan asumsi normalitas data pada variabel bebasnya. Hal 
ini juga berarti bahwa algoritma logistic regression pada umumnya dipakai jika 
asumsi multivariate normal distribution tidak dipenuhi.  
Algoritma logistic regression merupakan algoritma yang digunakan dalam 
penelitian ini. Penjelasan mengenai alasan menggunakan algoritma logistic 
regression pada penelitian ini akan diuraikan lebih lanjut pada bab metode 
penelitian. 
1. Konsep Dasar Logistic Regression 
Pada analisis kredit nasabah Bank, terdapat dua kasus, yaitu 
pembayaran kredit yang macet atau bad (B) dan pembayaran kredit yang 
lancer atau good (G). Maka, probabilitas pembayaran kredit macet dan 
baik dilambangkan dengan P(M|B). Probabilitas sering dinyatakan dalam 
istilah odds. Odds dan probabilitas berisikan informasi yang sama dalam 
bentuk yang berbeda. Oleh karena itu, odds dapat diubah menjadi 
probabilitas atau sebaliknya. Dalam kasus pembayaran kredit nasabah 
bank, hubungan antara odds dan probabilitas dapat dihitung dengan :  
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𝑃ሺ𝐵|𝐺ሻ ൌ  𝑂𝑑𝑑𝑠 ሺ𝐵|𝐺ሻ1 ൅ 𝑂𝑑𝑑𝑠ሺ𝐵|𝐺ሻ 
 
2. Model Logistic Regression 
Setelah melakukan perhitungan odds, selanjutnya dapat dihitung nilai 
log naturalnya (LN). Persamaan logistic regression untuk k variabel bebas 
dinyatakan sebagai berikut :  
𝐿𝑛ሾ𝑜𝑑𝑑𝑠ሺ𝑆|𝑋1, 𝑋2, … , 𝑋3ሻሿ ൌ 𝑏0 ൅ 𝑏1𝑋1 ൅ 𝑏2𝑋2 ൅ ⋯ ൅ 𝑏𝑘𝑋𝑘 
Atau 
𝐿𝑛 𝑝1 െ 𝑝 ൌ 𝑏0 ൅ 𝑏1𝑋1 ൅ 𝑏2𝑋2 ൅ ⋯ ൅ 𝑏𝑘𝑋𝑘 
Dimana 
𝑂𝑑𝑑𝑠ሺ𝑆|𝑋1, 𝑋2, … , 𝑋3ሻ ൌ 𝑝1 െ 𝑝 
 
J. Metode Oversampling dan Undersampling 
Metode oversampling dan undersampling adalah metode yang digunakan 
untuk mengatasi masalah imbalanced data.  Imbalanced data atau data yang tak 
berimbang merupakan suatu kondisi dimana pada sebuah subset yang terdapat 
dalam suatu dataset memiliki jumlah instance yang jauh lebih kecil bila 
dibandingkan dengan subset lainnya lainnya. 
Metode oversampling dilakukan dengan cara menambahkan data di kelas 
minor dengan tujuan untuk menyeimbangkan jumlah distribusi data. Sedangkan 
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metode undersampling dilakukan dengan mengeluarkan data kelas mayoritas agar 
distribusi data menjadi seimbang. Adapun jumlah data yang dihapus disesuaikan 
dengan persentase metode undersampling yang dipilih. 
 
K. Ten Fold Validation 
Ten fold validation adalah suatu metode validasi yang umum digunakan 
dalam penelitian. Ten fold validation dilakukan untuk memastikan perbandingan 
yang adil antara model statistik (Rhodes, 2006). Dataset dibagi ke dalam sepuluh 
subset yang mana setiap subset mewakili kategori dari target penelitian. Sembilan 
dari sepuluh subset tersebut dijadikan data training sedangkan satu subset sisanya 
dijadikan data testing. Dengan kata lain, 90% data dari dataset dijadikan data 
training dan 10% data dari dataset dijadikan data testing. 
 Proses validasi data dilakukan sebanyak sepuluh kali dengan catatan 
setiap proses validasi harus mengganti subset yang menjadi data training dan data 
testing. Istilah ini dikenal dengan nama Leave One Out Cross Validation 
(LOOCV).  
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BAB III 
METODE PENELITIAN 
 
Metode penelitian berisikan tata cara penelitian yang dilaksanakan 
meliputi teknik-teknik yang digunakan dalam penelitian, seperti teknik 
pengumpulan data, teknik pengambilan sampel dan teknik analisis data. Metode 
penelitian juga menguraikan pendekatan yang digunakan dalam menganalisis data 
selama penelitian. 
 
A. Prosedur Eksperimen 
Sebelum melakukan suatu penelitian, hal yang harus dilakukan adalah 
menentukan langkah-langkah penelitian. Tujuannya agar penelitian terarah sesuai 
dengan apa yang diharapkan. Langkah-langkah dalam penelitian ini dapat 
ditunjukkan dengan Gambar 3.1. Langkah-langkah tersebut dapat dijabarkan 
sebagai berikut : 
1. Data german credit terlebih dahulu dibersihkan dengan cara 
mendeteksi data outlier pada dataset tersebut. Apabila terdapat data 
yang termasuk data outlier, data tersebut dikeluarkan dari dataset . 
Dataset tersebut dinamakan sebagai data outlier, sedangkan data yang 
tidak dikeluarkan dari dataset disimpan sebagai data non outlier. 
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2. Setelah tahap data outlier, selanjutnya dataset tersebut diuji apakah 
data tersebut memiliki multikolonieritas. Apabila ada data yang 
terdeteksi multikolonieritas, data tersebut harus dikeluarkan dari 
dataset. Dataset tersebut  dinamakan sebagai  data multikolonier, 
sedangkan data yang tidak dikeluarkan dari dataset disimpan sebagai 
data non kolonier. Tahapan yang sama juga dilakukan untuk data non 
outlier. 
3. Selanjutnya data yang multikolonier akan dianalisis dengan metode 
Anova. Berdasarkan Anova akan dilihat hubungan antara dua variabel 
independen. Data yang dianalisis dengan metode Anova akan disebut 
data Anova. Sedangkan data yang tidak dianalisis dengan metode 
Anova akan disebut non Anova. Tahapan ini juga dilakukan untuk 
dataset yang lain. 
4. Pada proses pendekatan data, semua dataset akan dianalisis dan 
dihitung nilai persentase dari hitrates dan accuracy. Nilai persentase 
hitrates dan accuracy dari setiap dataset akan dibandingkan setelah itu 
akan dilihat dataset mana yang memiliki nilai persentase hitrates 
terbesar dan nilai persentase accuracy terbesar. 
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Gambar 3.1 : Langkah‐langkah penelitian 
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B. Platform Eksperimen 
Pada penelitian ini dibutuhkan hardware dan software dengan spesifikasi 
tertentu yang akan digunakan untuk mendukung penelitian. 
Hardware yang digunakan dalam penelitian ini adalah : 
 1 (satu) notebook dengan spesifikasi :  
Intel Pentium Dual Core Processor T2130 (1.86 Ghz 1MB L2 Cache 
533 MHZ FSB), 1.5 GB DDR2 RAM, 120 GB HDD 5400RPM, dan Intel 
Graphics Media Accelerator (GMA) 950. 
 
Software yang digunakan dalam penelitian ini adalah : 
 1 (satu) software IBM SPSS Statistics Desktop versi 19.0.0  
IBM SPSS adalah suatu software yang berfungsi untuk menganalisis 
data, melakukan perhitungan statistik baik parametrik maupun non 
parametrik. Software ini memiliki fungsi statistik dasar seperti statistik 
deskriptif (tabulasi silang, frekuensi, statistik deskriptif rasio), statistik 
bivariat (means, t-test, Anova, korelasi , test non parametik), prediksi 
untuk hasil numerik (linear regression), dan prediksi untuk 
mengidentifikasi kelompok (analisis faktor, analisis klaster, analisis 
diskriminan). Software dapat diunduh pada situs 
http://www14.software.ibm.com/download/data/web/en_US/trialprograms
/W110742E06714B29.html 
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 1 (satu) software WEKA versi 3.6.4. 
WEKA adalah aplikasi data mining open source berbasis Java. 
Aplikasi ini dikembangkan pertama kali oleh Universitas Waikato di 
Selandia Baru sebelum menjadi bagian dari Pentaho. WEKA terdiri dari 
koleksi algoritma yang dapat digunakan untuk melakukan generalisasi atau 
formulasi dari sekumpulan data sampling. WEKA saat ini sudah cukup 
banyak mendukung algoritma untuk pemodelan data atau biasa disebut 
classifier, diantaranya adalah logistic regression, linear regression, naive 
bayes, dan lain-lain. Software dapat diunduh pada situs 
http://www.cs.waikato.ac.nz/ml/weka/index_downloading.html  
 
C. Objek Penelitian 
Objek penelitian adalah suatu atribut, sifat atau nilai dari suatu objek atau 
kegiatan yang mempunyai variasi tertentu yang ditetapkan oleh peneliti untuk 
dipelajari dan kemudian ditarik kesimpulannya. Pada sub bab objek penelitian 
akan dibahas mengenai gambaran umum objek penelitian, variabel penelitian dan 
teknik analisis data. 
1. Gambaran Umum Objek Penelitian 
Objek penelitian yang digunakan dalam penelitian ini adalah data 
german credit. Data german credit digunakan sebagai sampel data kredit 
bank dalam penelitian. Data ini diproduksi oleh Strathclyde University, 
berisi atribut numerik yang dikonversi dari dataset asli yang diberikan 
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oleh Prof. Dr. Hans Hofmann (Institut Statistika dan Ekonometrika 
Universitas Hamburg). 
Data german credit sudah umum digunakan oleh para peneliti sebagai 
sampel untuk mempelajari data mining. Data german credit didapatkan 
dari UC Irvine Machine Learning Repository (data diunduh dari situs 
http://archive.ics.uci.edu/ml/machine-learning-databases/statlog/german/ ). 
Data german credit terdiri dari 1000 kasus, dimana 700 kasus adalah kasus 
permohonan pengajuan kredit dan 300 kasus adalah kasus permohonan 
kredit yang tidak harus diperpanjang. 
Dalam data german credit yang telah diunduh terdapat dua jenis data. 
Yang pertama adalah data asli. Data asli berupa dataset dalam bentuk yang 
diberikan oleh Prof. Dr. Hans Hofmann. Data ini berisikan kategori atau 
atribut simbolik. Untuk algoritma yang membutuhkan atribut numerik, 
Strathclyde University membuat file “german.data-numeric”. File ini 
telah diubah dan ditambahkan beberapa variabel indikator agar sesuai 
dengan algoritma yang tidak dapat mengatasi dengan variabel kategori. 
Data yang akan digunakan dalam penelitian adalah dataset yang 
terdapat dalam file “german.data”. Dataset pada file “german.data” 
dipilih sebagai sampel data dengan alasan adanya deskripsi dari setiap 
atribut dalam dataset tersebut dan cukup banyak penelitian yang 
menggunakan dataset tersebut. 
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2. Variabel Penelitian 
Pada sebuah penelitian dibutuhkan beberapa variabel sebagai suatu 
ukuran dalam menentukan penilaian dalam penelitian. Variabel yang 
dimaksud adalah variabel parameter kredit. Parameter kredit adalah 
atribut-atribut yang terdapat dalam suatu dataset. Setiap atribut tersebut 
mewakili suatu kriteria yang diklasifikasikan dengan tujuan menghasilkan 
nilai pembobotan dari kriteria tersebut. 
Sebagaimana yang telah dijelaskan sebelumnya, data german credit 
terdiri dari dua data, yaitu data german.data dan data german.data-
numeric. Data german.data memiliki 20 atribut yang terdiri dari 7 atribut 
numerik dan 13 atribut kategorikal. Data german.data-numeric memiliki 
24 atribut numerik. Namun, pada penelitian ini, data yang akan digunakan 
adalah data german.data karena terdapat penjelasan untuk setiap atribut di 
dalam data tersebut. Sedangkan tidak terdapat penjelasan untuk setiap 
atribut pada data german.data-numeric. Penjelasan dari setiap atribut 
german.data dirinci sebagai berikut : 
a. Atribut 1 (status_of) 
(kualitatif) 
Status pemeriksaan rekening 
A11 : … < 0 DM 
A12 : 0 <= … < 200 DM 
A13 : … >= 200 DM / gaji minimal dalam 1 tahun 
Analisis data pembayaran..., Ira Mellisa, FTI UMN, 2011
31 
 
A14 : tidak memiliki rekening 
 
b. Atribut 2 (duration) 
(numerik) 
Durasi dalam bulan 
 
c. Atribut 3 (credit_hist) 
(kualitatif) 
Catatan kredit 
A30 : Tidak ada kredit yang diambil / semua kredit dibayar kembali 
sebagaimana mestinya 
A31 : Semua kredit di bank tersebut dibayar kembali sebagaimana 
mestinya 
A32 : Kredit yang ada dibayar kembali sebagaimana mestinya sampai 
sekarang 
A33 : Keterlambatan dalam melunasi pada masa lalu 
A34 : rekening kritis / kredit lain yang sudah ada (tidak di bank 
tersebut) 
 
d. Atribut 4 (purpose) 
(kualitatif)  
Tujuan  
A40 : mobil (baru) 
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A41 : mobil (bekas) 
A42 : mebel / peralatan 
A43 : radio / televisi 
A44 : peralatan rumah tangga 
A45 : perbaikan 
A46 : pendidikan 
A47 : (liburan – tidak adakah) 
A48 : pelatihan ulang 
A49 : bisnis 
A50 : lainnya 
 
e. Atribut 5 (credit_amount) 
(numerik)  
Jumlah kredit 
 
f. Atribut 6 (saving_acc) 
(kualitatif) 
Rekening tabungan / obligasi 
A61 : … < 100 DM 
A62 : 100 <= ... <  500 DM 
A63 : 500 <= ... < 1000 DM 
A64 :  .. >= 1000 DM 
A65 : tidak diketahui / tidak ada rekening tabungan 
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g. Atribut 7 (present_emp) 
(kualitatif) 
Bekerja sejak 
A71 : menganggur 
A72 : … < 1 tahun 
A73: 1 <= ... < 4 tahun 
A74: 4 <= ... < 7 tahun 
A75: ... >= 7 tahun 
 
h. Atribut 8 (installment_rate)  
(numerik) 
Angsuran presentase pendapatan yang dibelanjakan 
 
i. Atribut 9 (status_sex) 
(kualitatif) 
Status personal dan jenis kelamin 
A91 : pria : bercerai / berpisah 
A92 : wanita : bercerai / berpisah / menikah 
A93 : pria : lajang 
A94 : pria : menikah / duda 
A95 : wanita : lajang 
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j. Atribut 10 (debtors_guarantors) 
(kualitatif) 
Debitur lain / penjamin 
A101 : tidak ada 
A102 : pemohon kedua 
A103 : penjamin 
 
k. Atribut 11 (residence) 
(numerik) 
Sekarang tinggal sejak 
 
l. Atribut 12 (property)  
(kualitatif) 
Properti 
A121 : real estate 
A122 : jika bukan A121 : perjanjian tabungan banguna masyarakat 
A123 : jika bukan A121/A122 : mobil atau lainnya, tidak dalam atribut 
6 
A124 : tidak diketahui / tidak ada property 
 
m. Atribut 13 (age) 
(numerik) 
Usia dalam tahun 
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n. Atribut 14 (installment_plans) 
(kualitatif) 
Rencana angsuran lain 
A141 : bank 
A142 : toko 
A143 : tidak ada 
 
o. Atribut 15 (housing) 
(kualitatif) 
Perumahan 
A151 : sewa 
A152 : milik sendiri 
A153 : gratis 
 
p. Atribut 16 (existing_credit) 
(numerik) 
Jumlah kredit yang ada di bank tersebut 
 
q. Atribut 17 (job) 
(kualitatif) 
Pekerjaan 
A171: menganggur / tidak terampil - bukan penduduk 
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A172: tidak terampil - penduduk 
A173: terampil karyawan / resmi 
A174: manajemen / wiraswasta / berkualifikasi tinggi karyawan / 
pegawai 
 
r. Atribut 18 (number_of) 
(numerik) 
Jumlah orang-orang yang bertanggung jawab untuk menyediakan 
pemeliharaan 
 
s. Atribut 19 (telephone) 
(kualitatif) 
Telepon 
A191 : tidak ada 
A192 : ya, terdaftar atas nama pendaftar 
 
t. Atribut 20 (foreign_worker) 
(kualitatif) 
Pekerja asing 
A201 : iya 
A202 : tidak 
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Selain 20 atribut yang telah dijabarkan sebelumnya, terdapat pula satu 
atribut, yaitu status_kredit. Atribut ini merupakan target dari dataset. Jika 
nilai dari atribut tersebut adalah 1, berarti status kreditnya baik. Sedangkan 
jika nilai dari atributnya adalah 2, berarti status kreditnya buruk. Gambar 
3.2 menggambarkan tabel german.data secara lengkap. 
Gambar 3.2 : Isi dari tabel german.data 
 
 
Hubungan antara variabel dependen (status_kredit) dengan variabel-
variabel independen dapat dilihat pada Gambar 3.3. 
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Gambar 3.3 : Hubungan antara variabel dependen dan variabel independen 
pada german.data 
 
 
3. Teknik Analisis Data 
Teknik analisis data yang digunakan dalam penelitian ini terdiri dari 
empat teknik. Penggunaan multi teknik diperlukan karena proses 
penelitian memerlukan teknik analisis yang berbeda-beda. Teknik-teknik 
tersebut adalah data outlier, uji multikolonieritas, Anova, dan pendekatan 
data (data approach). 
Teknik yang pertama adalah teknik identifikasi data outlier. Data 
outlier merupakan data yang memiliki karakteristik yang sangat berbeda 
dengan data yang lain. Identifikasi data outlier dilakukan dengan 
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menggunakan software SPSS Statistics. Apabila nilai outlier lebih besar 
dari 3, maka baris data tersebut merupakan data outlier (Ghozali, 2001). 
Teknik menghilangkan data outlier yang digunakan dalam penelitian ini 
adalah menghlangkan baris-baris data yang terdeteksi sebagai data outlier 
dari dalam dataset. Pada penelitian ini digunakan nilai outlier antara 3 dan 
4 sesuai apa yang sudah diuraikan pada bab telaah literatur. Hal ini 
dilakukan karena ukuran data cukup besar, yakni terdiri dari 1000 data 
nasabah. 
Teknik analisis berikutnya adalah teknik uji multikolonieritas. Uji 
multikolonieritas digunakan untuk mendeteksi hubungan antara variabel 
independen. Uji multikolonieritas dilakukan dengan menggunakan 
software SPSS Statistics. Menurut Ghozali (2001) jika pada uji 
multikolonieritas ditemukan nilai Condition Index (CI) lebih besar dari 30, 
maka terdapat multikolonieritas yang sangat kuat. Jika nilai CI antara 10 
dan 30, maka terdapat multikolonieritas yang cukup kuat. Jika nilai CI 
lebih kecil dari 10, maka multikolonieritasnya lemah. 
Teknik analisis data berikutnya adalah Anova. Anova yang digunakan 
dalam penelitian ini adalah Two Ways Anova. Two Ways Anova digunakan 
untuk menganalisis hubungan antara satu variabel dependen dengan dua 
variabel independen. Variabel dependen adalah status_kredit sedangkan 
variabel lainnya yang diperlukan dalam proses Two Ways Anova ini 
diambil dari variabel-variabel german credit lainnya. 
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Dalam melakukan Anova, hal yang harus diperhatikan adalah nilai 
level of significance atau yang lebih dikenal sebagai α. Besarnya nilai α 
yang digunakan dalam penelitian ini adalah sebesar 5% atau 0.05. Jika 
nilai alpha lebih kecil dari 0.05, maka terdapat ketergantungan antar 
variabel independen di dalam dataset (Ghozali, 2001). 
Teknik Analisis data yang terakhir adalah pendekatan data atau data 
approach. Pendekatan data digunakan untuk menganalisis nilai hitrates, 
accuracy dan status kredit yang baik dan buruk dalam suatu dataset. 
Adapun nilai hitrates adalah nilai persentase dari status kredit yang 
dideteksi buruk dan pada data sebenarnya juga terdeteksi buruk terhadap 
data status kredit yang terdeteksi buruk. Nilai accuracy adalah nilai 
persentase hasil prediksi yang benar dari status kredit yang baik dan yang 
buruk terhadap jumlah seluruh data di dalam dataset 
 
D. Justifikasi Pemilihan Objek Penelitian 
Seperti yang telah dijelaskan pada sub bab sebelumnya, data yang 
digunakan dalam penelitian ini adalah data german credit dan algoritma yang 
digunakan dalam penelitian ini adalah logistic regression. Pemilihan data dan 
algoritma dalam penelitian ini didasarkan pada alasan-alasan tertentu. Oleh karena 
itu pada sub bab ini akan diuraikan alasan-alasan pemilihan data dan algoritma. 
Data german credit dipilih sebagai data yang digunakan dalam penelitian 
ini dikarenakan beberapa hal yang dapat dijelaskan sebagai berikut : 
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1. Data german credit merupakan data yang sering digunakan sebagai 
contoh kasus dalam penelitian termasuk juga dalam penulisan karya 
ilmiah. Contohnya karya ilmiah berjudul “Bayesian network classifiers 
for the German credit data” yang ditulis oleh Scott A. Zonneveldt, 
Kevin B. Korb dan Ann E. Nicholson dari Monash University tahun 
2007, dan karya ilmiah berjudul “Credit scoring with a data mining 
approach based on support vector machines” yang ditulis Cheng-Lung 
Huang, Mu-Chen Chen dan Chieh-Jen Wang dari Taiwan pada tahun 
2007 untuk www.sciencedirect.com. 
2. Data german credit berisi informasi yang sangat diperlukan dalam 
penelitian yaitu status_kredit sebagai variabel dependen yang akan 
dipakai sebagai target estimasi dari variabel yang lain. 
3. Data german credit terdiri atas 1000 baris data sehingga data german 
credit dikatakan cukup untuk dianalisis. 
4. Data german credit dapat diimplementasikan di Indonesia karena pada 
data german credit terdapat parameter-parameter kredit yang pada 
umumnya terdapat pada data kredit di Indonesia, misalnya parameter 
pekerjaan, usia, dan sebagainya. 
Ada banyak algoritma yang dapat digunakan untuk menganalisis data, 
namun penelitian ini menggunakan algoritma logistic regression dengan alasan 
sebagai berikut : 
1. Karakteristik dataset german credit adalah multivariate (data yang 
terdiri dari banyak variabel dan antar variabel saling berkorelasi) dan 
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karakteristik atribut data german credit adalah kategorikal dan 
numerik. Oleh sebab itu diperlukan algoritma yang sesuai untuk 
menganalisis dataset dengan karakteristik tersebut. 
2. Data german credit memiliki satu variabel dependen dan lebih dari 
satu variabel independen. Variabel dependen yang terdapat dalam 
dataset german credit terdiri dari dua kategori yaitu good dan bad. 
Algoritma-algoritma yang dapat menganalisis variabel dependen 
dengan satu non metrik dua kategori adalah logistic regression dan 
analisis diskriminan. Data german credit terdiri dari variabel-variabel 
independen yang memiliki ketergantungan  satu sama lain. Algoritma 
analisis diskriminan tidak dapat menganalisis data yang seperti  itu, 
maka algoritma logistic regression dipilih sebagai algoritma yang 
digunakan dalam penelitian karena algoritma logistic regression 
memiliki kemampuan untuk menganalisis data yang memiliki 
ketergantungan antar variabel independen. 
 
E. Data Preprocessing 
Hal pertama yang harus dilakukan dalam data preprocessing adalah 
menambahkan nama variabel pada setiap kolom di dataset. Di dalam dataset 
german credit tidak terdapat penamaan variabel pada setiap kolom. Oleh karena 
itu, penambahan nama variabel merupakan suatu kebutuhan dalam penelitian. 
Tujuannya adalah untuk mempermudah identifikasi klasifikasi dari setiap atribut 
dan untuk mempermudah analisis data. Sebagai contoh, atribut yang berisikan 
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mengenai status pemeriksaan kredit akan diinisialisasikan sebagai variabel 
status_of. 
Setelah memberikan penamaan variabel, selanjutnya setiap variabel pada 
setiap kolom ditentukan tipenya sesuai dengan konten dari variabel tersebut. Tipe 
variabel yang dimaksud adalah tipe data string atau numerik. Pemberian tipe data 
pada setiap variabel harus sesuai dengan value dari variabel tersebut. Apabila tipe 
data tidak sesuai dengan value dari variabel, maka dapat mempengaruhi proses 
penelitian. Hal ini terkait dengan beberapa proses uji coba dan perhitungan yang 
harus menggunakan variabel dengan tipe numerik dan berisikan nilai yang juga 
numerik. 
Atribut yang terdapat pada kolom terakhir dataset german credit 
diinisialisasikan sebagai status_kredit. Adapun variabel status_kredit berisikan 
data numerik 1 dan 2, yang mana angka 1 mewakili status kredit yang baik/good 
dan angka 2 mewakili status kredit yang buruk/bad. Untuk keperluan analisis 
data, variabel status_kredit yang semula numerik akan diubah menjadi variabel 
dengan tipe string. Kemudian nilai value 1 pada variabel tersebut diganti menjadi 
good sedangkan nilai value 2 diganti menjadi bad. 
Di dalam tahap data preprocessing dikenal istilah data cleansing. Tujuan 
data cleansing adalah untuk menghilangkan noise atau kesalahan-kesalahan pada 
data yang diakibatkan oleh proses transaksi. Namun, apabila terjadi kesalahan 
dalam melakukan data cleansing, hal buruk yang mungkin terjadi adalah terjadi 
kesalahan dalam pemberian informasi dan pengambilan keputusan. Oleh karena 
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itu pada penelitian ini akan digunakan dua jenis data, yaitu data asli (data yang 
tidak dibersihkan) dan data yang sudah dibersihkan. Pada akhirnya nanti hasil 
analisis dari data-data tersebut akan dibandingkan keakuratannya. 
Teknik data cleansing yang digunakan dalam penelitian ini adalah 
menguji ada atau tidaknya data outlier dalam dataset. Data preprocessing terdiri 
dari beberapa proses yang dimulai dari pemberian nama variabel yang sesuai, 
penyesuaian tipe data numerik atau string pada setiap variabel dan dilanjutkan 
dengan teknik data cleansing. Teknik data cleansing digunakan untuk menguji 
ada atau tidaknya data outlier dalam dataset. Penjelasan lebih lanjut mengenai 
tahap uji coba data outlier akan dijelaskan pada bab IV bagian A. 
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BAB IV 
ANALISIS DAN PEMBAHASAN 
 
Bab ini berisikan tahap-tahap analisis, uji coba, validasi dan pembahasan 
dari kegiatan penelitian yang dilakukan. Proses-proses yang dibahas dalam bab ini 
meliputi analisis data outlier, uji multikolonieritas, uji coba dengan metode two 
ways anova, pendekatan data, analisis dataset dengan metode oversampling, dan 
analisis dataset dengan metode undersampling. 
 
A. Analisis Data Outlier 
Data outlier dapat dideteksi dengan menggunakan bantuan software SPSS 
Statistics versi 19.0. Tujuannya ialah agar proses analisis data menjadi lebih cepat 
dan lebih akurat.  
Sebelum memulai analisis data outlier, terdapat beberapa hal yang harus 
dipersiapkan terlebih dahulu. Pada tahapan ini, variabel yang digunakan untuk 
menganalisis outlier adalah variabel yang bertipe numerik. Oleh karena itu 
variabel yang digunakan adalah variabel duration, credit_amount dan age. 
Kemudian, variabel–variabel tersebut diakar pangkat dua dan disimpan sebagai 
variabel SQRDURATION, SQRCREDITAMOUNT, dan SQRAGE. 
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Langkah-langkah analisis data outlier dengan menggunakan software 
SPSS dapat diuraikan sebagai berikut : 
1. Pada menu utama SPSS, pilih analyze, lalu pilih descriptive statistic 
dan descriptive. 
2. Hasil dari analisis deskriptif statistik adalah nilai standarisasi dari 
SQRDURATION, SQRCREDITAMOUNT, dan SQRAGE. Nilai 
standarisasi tersebut diinisialisasikan sebagai ZSQRDURATION, 
ZSQRCREDITAMOUNT, dan ZSQRAGE. 
3. Nilai dari ZSQRDURATION, ZSQRCREDITAMOUNT, dan 
ZSQRAGE dianalisis dan diamati adakah field yang memiliki nilai 
lebih dari 3. Jika ada maka data tersebut adalah data outlier. 
4. Selanjutnya data outlier harus dihapus dari dataset. 
5. Dataset yang tidak dihapus outliernya disimpan sebagai tab demilited 
file dengan nama OU0.dat  sedangkan dataset yang dihapus outliernya 
disimpan sebagai tab demilited file dengan nama OU1.dat. 
6. Nilai skor outlier pada dataset german credit dapat dilihat pada Tabel 
4.1. 
 
Sebagaimana yang terlihat pada Tabel 4.1 terdapat tujuh field yang 
memiliki nilai diatas 3 yaitu satu record pada variabel duration, lima record pada 
variabel credit_amount, dan satu record pada variabel age. Untuk data-data yang 
terdeteksi outlier ini, dikeluarkan dari dalam dataset dan sisanya disimpan sebagai 
hasil proses identifikasi outlier di file OU1.dat. 
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Tabel 4.1 : Nilai skor outlier 
 
 
B. Uji Multikolonieritas 
Setelah mendeteksi adanya data outlier pada dataset, penelitian 
dilanjutkan dengan menguji multikolonieritas atau biasa disebut multicollinearity 
diagnostic. Tujuan uji multikolonieritas adalah  untuk melihat ada tidaknya 
korelasi antara variabel independen. Pada tahap ini, uji multikolonieritas 
dilakukan pada data outlier dan data non outlier yang telah didapat dari tahap 
analisis sebelumnya. 
Uji multikolonieritas dapat dilakukan dengan menggunakan software 
SPSS. Berikut adalah langkah-langkah uji multikolonieritas pada data german 
credit : 
1. Buka file OU1.dat. 
2. Pada menu utama SPSS, pilih analyze, kemudian pilih regression dan 
linear. 
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3. Pada bagian dependen, masukan variabel status_kredit, dan pada 
bagian independen, masukan variabel number_of, duration, residence, 
installment_rate, existing_credit, age, dan credit_amount. 
4. Pilih enter pada kotak method. 
5. Pilih statistics kemudian pilih covariance matrix dan collinearity 
diagnostics. 
6. Analisis nilai Condition Index (CI) pada hasil output. Jika nilai CI >30, 
maka terdapat multikolonieritas yang sangat kuat.  Jika nilai CI antara 
10 dan 30, maka terdapat multikolonieritas yang cukup kuat. Jika nilai 
CI<10, maka multikolonieritasnya lemah. 
7. Apabila terdapat multikolonieritas yang cukup kuat atau sangat kuat, 
hal yang harus dilakukan adalah menghilangkan multikolonieritas. 
Cara yang digunakan untuk menghilangkan multikolonieritas pada 
penelitian ini adalah dengan menghilangkan variabel independen yang 
memiliki hubungan multikolonieritas yang cukup kuat atau kuat. 
8. Uji multikolonieritas pada file OU0.dat. 
9. Dataset non outlier yang tidak dihapus variabelnya disimpan sebagai 
tab demilited file dengan nama OU0CL0.dat, sedangkan dataset non-
outlier yang dihapus variabelnya disimpan dengan nama OU0CL1.dat.  
Dataset outlier yang tidak dihapus variabelnya disimpan sebagai tab 
demilited file dengan nama OU1CL0.dat, sedangkan dataset outlier 
yang dihapus variabelnya disimpan dengan nama OU1CL1.dat.  
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10. Hasil dari uji multikolonieritas data OU0.dat (dataset non outlier) 
dapat dilihat pada Gambar 4.1 dan hasil dari uji multikolonieritas data 
OU1.dat (dataset outlier) dapat dilihat pada Gambar 4.2. 
Gambar 4.1 terdiri dari dua tabel, yaitu coefficient correlations dan 
collinearity diagnostics. Tabel coefficient correlations adalah matriks dari 
variabel-variabel independen yang telah ditentukan sebelumnya. Pada bagian 
correlations dapat terdapat nilai -0,680 pada variabel duration dan credit_amount. 
Hal ini berarti bahwa terdapat korelasi sebesar 68% pada variabel duration dan 
credit_amount. Karena hasil persentase korelasi kedua variabel lebih dari 50%, 
maka dapat dipastikan bahwa variabel duration dan credit_amount  memiliki 
hubungan yang kuat satu sama lain. 
Pada tabel collinearity diagnostics terdapat nilai Condition Index (CI) 
sebesar 17,194 pada dimensi ke 8. Nilai CI berada diantara 10 dan 30 yang berarti 
bahwa terdapat multikolonieritas yang cukup kuat pada variabel independen yang 
digunakan. 
Gambar 4.2  terdiri dari 2 tabel, yaitu coefficient correlations dan 
collinearity diagnostics. Pada bagian correlations di tabel coefficient correlations 
terdapat nilai -0,676 pada variabel duration dan credit_amount. Hal ini berarti 
bahwa terdapat korelasi sebesar 67,6% pada variabel duration dan credit_amount. 
Hasil persentase korelasi kedua variabel lebih dari 50%, yang berarti bahwa 
variabel duration dan credit_amount  memiliki hubungan yang kuat satu sama 
lain. Pada tabel collinearity diagnostics terdapat nilai Condition Index (CI) 
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sebesar 17,167 pada dimensi ke 8 yang berarti bahwa terdapat multikolonieritas 
yang cukup kuat di antara variabel-variabel independen.  
Berdasarkan hasil uji multikolonieritas pada dataset outlier dan dataset 
non outlier dapat disimpulkan bahwa terdapat multikolonieritas yang cukup kuat 
pada variabel duration dan credit_amount. 
Gambar 4.1 : Hasil uji multikolonieritas dataset non outlier 
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Gambar 4.2 : Hasil uji multikolonieritas dataset outlier 
 
 
C. Uji Coba dengan Metode Two Ways Anova 
Setelah mengetahui variabel-variabel apa saja yang memiliki 
multikolonieritas, langkah selanjutnya ialah menguji coba dataset german credit 
dengan menggunakan metode Two Ways Anova. Metode Two Ways Anova dipilih 
karena variabel yang akan diuji coba dalam tahap ini terdiri dari 1 variabel 
dependen dan 2 variabel independen. Metode Two Ways Anova merupakan bagian 
yang penting dalam penelitian karena dengan menggunakan metode ini, hubungan 
joint effect dua atau lebih variabel terhadap variabel dependen dapat diketahui. 
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Hubungan joint effect yang dimaksud adalah hubungan ketergantungan 
antara 1 variabel independen dengan variabel independen lainnya. Sebagai contoh, 
ada 3 buah variabel yang mana 2 variabel merupakan variabel independen dan 1 
variabel merupakan variabel dependen. Variabel dependen dilambangkan dengan 
A sedangkan variabel independen dilanmbangkan dengan B dan C. Hubungan 
yang mungkin terjadi antara ketiga variabel tersebut ialah A = B + B.C + C. 
Dengan menggunakan bantuan software SPSS, hubungan perkalian antara B dan 
C dapat dilihat apakah hubungan perkalian dua variabel tersebut signifikan atau 
tidak. 
Pada dataset german credit terdapat 1 variabel dependen dan 20 variabel 
independen. Setiap variabel independen tersebut dibandingkan satu dengan yang 
lainnya terhadap variabel dependen. Sebagai contoh, variabel dependen pada 
dataset german credit adalah variabel status_kredit dan variabel independen pada 
dataset german credit ialah status_of dan duration. Dengan menggunakan 
software SPSS, ketiga variabel tersebut dibandingkan dan dilihat nilai tingkat 
signifikasi dari status_of*duration. Langkah-langkah uji coba dengan metode Two 
Ways Anova dapat dijelaskan sebagai berikut : 
1. Buka file OU0CL0.dat. 
2. Pada menu SPSS pilih Analyze, pilih sub menu General Linear Model 
lalu pilih Univariate. 
3. Pada kotak Dependent Variable masukan variabel status_kredit dan 
pada kotak Fixed Factor masukan variabel independen yang 
diinginkan. Misalnya status_of dan duration. 
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4. Pilih model lalu pilih custom dan buat model analisis status_of, 
duration dan status_of*duration. 
5. Pilih option dan pilih homogeneity test untuk menguji apakah variance 
sama atau tidak. 
6. Pilih post hoc kemudian pindahkan variabel status_of dan duration ke 
kotak Post Hoc Tests For. 
7. Pilih Bonferroni dan Turkey. 
8. Hasil Anova variabel status_of dan duration dapat dilihat pada Gambar 
4.3. 
9. Lakukan ujicoba pada file OU0CL1.dat, OU1CL0.dat, dan 
OU1CL1.dat. 
Gambar 4.3 : Hasil Two Ways Anova variabel status_of dan duration pada 
data OU0CL0AN0.dat 
 
Pada Gambar 4.3 dapat dilihat bahwa tingkat signifikasi variabel 
status_of*duration adalah 0.242. Nilai sebesar 0.242 lebih besar dari 0.05. Angka 
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0.05 digunakan sebagai batasan untuk menentukan tingkat signifikasi yang mana 
jika lebih besar dari 0.05 maka tidak signifikan dan jika nilainya lebih kecil dari 
0.05 maka dinyatakan signifikan.   
Contoh dari hasil uji Anova yang dinyatakan signifikan, terdapat pada 
variabel status_of dan property pada dataset OU0CL0.dat. Gambar hasil tes 
Anova kedua variabel tersebut dapat dilihat pada Gambar 4.4. 
Gambar 4.4 : Hasil Two Ways Anova variabel status_of dan property pada 
data OU0CL0AN0.dat 
 
Pada Gambar 4.4 dapat dilihat bahwa nilai status_of*property adalah 
0.002 yang mana nilai ini lebih kecil dari 0.05. Hal ini berarti bahwa terdapat 
hubungan yang signifikan antara status_of*property. 
Hasil uji coba Anova pada dataset OU0CL0 untuk hasil perkalian variabel 
yang signifikan dapat dilihat pada Tabel 4.2. Pada dataset OU0CL0 terdapat 19 
perkalian variabel yang signifikan. Hasil uji coba Anova seluruh variabel pada 
dataset OU0CL0 akan dimuat pada bagian lampiran. 
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Tabel 4.2 : Hasil uji coba Anova pada dataset OU0CL0 yang memiliki nilai 
dibawah 0.05 
Hasil Uji Anova Dataset OU0CL0 yang Signifikan 
1  status_of*property  0.002 
2  status_of*age  0.044 
3  status_of*job  0.002 
4  property*present_emp  0.050 
5  job*foreign_worker  0.049 
6  present_emp*residence  0.001 
7  present_emp*housing  0.040 
8  residence*housing  0.041 
9  housing*credit_amount  0.053 
10  housing*installment_rate  0.036 
11  housing*installment_plans  0.025 
12  housing*number_of  0.024 
13  duration*credit_amount  0.021 
14  credit_hist*installment_plans  0.002 
15  purpose*installment_plans  0.013 
16  age*number_of  0.045 
17  number_of*installment_rate  0.051 
18  number_of*telephone  0.030 
19  telephone*installment_rate  0.001 
 
Berdasarkan Tabel 4.2 dibuat sebuah matriks pemetaan hubungan setiap 
variabel. Setelah itu dilihat variabel mana yang paling banyak memiliki relasi 
dengan variabel lain. Variabel tersebut kemudian dihapus, begitu pula dengan 
variabel-variabel lain yang masih memiliki relasi dengan variabel lain. Variabel-
variabel tersebut dihapus mulai dari variabel yang paling banyak memiliki relasi 
dengan variabel lain hingga ke variabel yang paling sedikit memiliki relasi dengan 
variabel lain. Hasil dari pemetaan matriks dapat dilihat pada Gambar 4.5.  
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Gambar 4.5 : Hasil pemetaan matriks variabel yang signifikan pada dataset 
OU0CL0 
 
Variabel yang terdapat pada Gambar 4.5 merupakan variabel-variabel 
yang akan digunakan, selain dari itu variabel-variabel lain harus dihapus. Gambar 
4.5 terdapat 8 variabel yang telah selesai diuji Anova, yaitu variabel property, job, 
residence, duration, credit_hist, purpose, age, dan installment_rate. Untuk dataset 
dengan variabel yang telah dihapus, akan disimpan dengan nama file 
OU0CL0AN1.dat, sedangkan untuk dataset yang tidak mengalami proses 
penghapusan variabel, akan disimpan sebagai OU0CL0AN0.dat. 
Hasil uji coba Anova pada dataset OU0CL1 untuk perkalian antar variabel 
independen yang dinyatakan signifikan dapat dilihat pada Tabel 4.3. Pada dataset 
OU0CL1 terdapat 17 perkalian variabel yang signifikan. Kemudian dibuat matriks 
pemetaan sesuai dengan hubungan antar variabel sesuai dengan Gambar 4.6.  
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Tabel 4.3 : Hasil uji coba Anova pada dataset OU0CL1 yang memiliki nilai 
dibawah 0.05 
Hasil Uji Anova Tabel OU0CL1 yang Signifikan 
1  status_of*property  0.002 
2  status_of*age  0.044 
3  status_of*job  0.002 
4  property*present_emp  0.050 
5  job*foreign_worker  0.049 
6  present_emp*residence  0.001 
7  present_emp*housing  0.040 
8  residence*housing  0.041 
9  housing*installment_rate  0.036 
10  housing*installment_plans  0.025 
11  housing*number_of  0.024 
12  credit_hist*installment_plans  0.002 
13  purpose*installment_plans  0.013 
14  age*number_of  0.045 
15  number_of*installment_rate  0.051 
16  number_of*telephone  0.030 
17  telephone*installment_rate  0.001 
 
Hasil pemetaan matriks yang signifikan pada dataset OU0CL1 dapat 
dilihat pada Gambar 4.6. Berdasarkan Gambar 4.6 dapat dilihat bahwa terdapat 7 
variabel yang dapat digunakan dan disimpan sebagai tab delimited file yang baru 
dengan nama OU0CL1AN1.dat. Variabel tersebut adalah property, job, residence, 
credit_hist, purpose, age, dan installment_rate. Untuk dataset OU0CL1 yang tidak 
mengalami penghapusan variabel akan disimpan sebagai tab delimited file yang 
baru dengan nama OU0CL1AN0.dat. 
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Gambar 4.6 : Hasil pemetaan matriks variabel yang signifikan pada dataset 
OU0CL1 
 
Hasil uji coba Anova pada dataset OU1CL0 untuk perkalian antar variabel 
independen yang dinyatakan signifikan dapat dilihat pada Tabel 4.4. Tabel ini  
terdiri dari 17 hasil perkalian variabel yang nilainya dibawah 0.05. Selanjutnya 
dilakukan proses pemetaan terhadap variabel-variabel tersebut. 
Tabel 4.4 : Hasil uji coba Anova pada dataset OU1CL0 yang memiliki nilai 
dibawah 0.05 
Hasil Uji Anova Tabel OU1CL0 yang Signifikan 
1  status_of*property  0.002 
2  status_of*job  0.002 
3  job*foreign_worker  0.048 
4  property*present_emp  0.050 
5  present_emp*residence  0.002 
6  present_emp*housing  0.032 
7  residence*installment_plans  0.054 
8  residence*housing  0.046 
9  housing*installment_rate  0.051 
10  housing*installment_plans  0.025 
11  housing*number_of  0.026 
12  duration*credit_amount  0.040 
13  credit_hist*installment_plans  0.002 
14  purpose*installment_plans  0.020 
15  age*number_of  0.045 
16  number_of*telephone  0.032 
17  telephone*installment_rate  0.003 
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Untuk hasil pemetaan matriks yang signifikan pada dataset OU1CL0 
dapat dilihat pada Gambar 4.7. Setelah dilakukan proses pemetaan matriks 
perkalian variabel, didapatkan 8 variabel yang tersisa, yaitu variabel property, job, 
residence, duration, credit_hist, purpose, age, dan telephone. Variabel-variabel 
yang terdapat pada dataset OU1CL0 dihapus kecuali 8 variabel yang terdapat pada 
Gambar 4.7.  Dataset yang telah dihapus variabelnya akan disimpan dengan nama 
file OU1CL0AN1.dat, sedangkan dataset yang tidak melalui proses penghapusan 
variabel, akan disimpan sebagai OU1CL0AN0.dat. 
Gambar 4.7 : Hasil pemetaan matriks variabel yang signifikan pada dataset 
OU1CL0 
 
Yang terakhir adalah hasil uji coba Anova pada dataset OU1CL1 untuk 
perkalian antar variabel independen yang dinyatakan signifikan. Hasil analisisnya 
dapat dilihat pada Tabel 4.5. Tabel 4.5 terdiri dari 16 hasil perkalian variabel yang 
nilainya dibawah 0.05. 
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Tabel 4.5 : Hasil uji coba Anova pada dataset OU1CL1 yang memiliki nilai 
dibawah 0.05 
Hasil Uji Anova Tabel OU1CL1 yang Signifikan 
1  status_of*property  0.002 
2  status_of*job  0.002 
3  property*present_emp  0.050 
4  job*foreign_worker  0.048 
5  present_emp*residence  0.002 
6  present_emp*housing  0.032 
7  residence*installment_plans  0.054 
8  residence*housing  0.046 
9  housing*number_of  0.026 
10  housing*installment_rate  0.051 
11  housing*installment_plans  0.025 
12  credit_hist*installment_plans  0.002 
13  purpose*installment_plans  0.020 
14  age*number_of  0.045 
15  number_of*telephone  0.032 
16  telephone*installment_rate  0.003 
 
Selanjutnya dilakukan proses pemetaan terhadap 16 variabel tersebut. 
Hasil pemetaan matriks yang signifikan pada dataset OU1CL1 dapat dilihat pada 
Gambar 4.8. Setelah dilakukan proses pemetaan dan penghapusan variabel, maka 
jumlah variabel yang tersisa menjadi 6 variabel.  Variabel yang tersisa adalah 
property, residence, credit_hist, foreign_worker, dan installment_rate. Keenam 
variabel tersebut disimpan ke dalam sebuah tab delimited file dengan nama 
OU1CL1AN1. dat. Dataset yang tidak dihapus variabelnya akan disimpan dengan 
nama file OU1CL1AN0.dat 
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Gambar 4.8 : Hasil pemetaan matriks variabel yang signifikan pada dataset 
OU1CL1 
 
Kesimpulan yang didapat setelah melakukan uji Anova terhadap dataset 
OU0CL0, OU0CL1, OU1CL0, dan OU1CL1 adalah dalam melakukan uji Anova 
tidak perlu dilakukan semuanya. Hal ini dikarenakan  hasil uji Anova pada dataset 
OU0CL0 sama dengan hasil uji Anova pada dataset OU0CL1. Begitu pula dengan 
dataset OU1CL0 hasil uji Anovanya sama dengan dataset OU1CL1. 
Perbedaannya, tidak ada perkalian terhadap variabel duration dan credit_amount 
pada dataset OU0CL1 dan OU1CL1. Selebihnya nilai uji Anovanya sama. 
Penelitian dilanjutkan dengan tahap yang terakhir, yaitu tahap pendekatan 
data. Pada tahap terakhir ini akan dibandingkan perhitungan nilai accuracy dan 
hitrates dari setiap dataset yang telah diproses sebelumnya. Penjelasan yang lebih 
detil akan dijelaskan pada sub bab selanjutnya. 
 
 
Analisis data pembayaran..., Ira Mellisa, FTI UMN, 2011
62 
 
D. Pendekatan Data 
Terdapat 8 dataset german credit yang telah diproses sebelumnya, yaitu 
OU0CL0A- N0 .dat, OU0CL0AN1.dat, OU0CL1AN0.dat, OU0CL1AN1.dat, 
OU1CL0AN0.dat, OU1CL0AN1.dat, OU1CL1AN0.dat, dan OU1CL1AN1.dat. 
Setiap dataset ini akan dianalisis dengan menggunakan bantuan software. 
Software yang digunakan dalam tahap ini adalah Weka versi 3.6.4. Penggunaan 
software Weka pada tahap ini sangat penting karena pada tahap ini akan ada 
proses yang akan memakan waktu yang lama jika dilakukan secara manual. 
Proses yang dimaksud adalah proses perhitungan statistik dengan algoritma 
logistic regression dan proses validasi 10-fold validation. 
Berikut adalah langkah-langkah penggunaan software Weka dalam 
membantu menganalisis data: 
1. Pada menu utama, pilih Explore. 
2. Buka file OU0CL0AN0.dat, kemudian pilih use converter dan 
masukan tanda titik koma (;) pada kotak missing value. 
3. Pada tab preprocess terdapat hasil analisis setiap atribut atau variabel 
dalam bentuk chart diagram (diagram batang). Untuk variabel yang 
berisikan nilai klasifikasi seperti variabel status_of, software Weka 
secara otomatis menghitung jumlah setiap klasifikasi. Untuk variabel 
yang berisikan nilai numerik yang variatif seperti credit_amount,  
software Weka secara otomatis menganalisis nilai maksimum, nilai 
minimum, menghitung rata-rata dan standar deviasi variabel tersebut. 
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4. Selanjutnya pilih tab classify, pada pilihan classifier pilih function 
logistic. 
5. Pada pilihan test option, pilih cross-validation dan masukan angka 10 
pada folds. 
6. Pada pilihan variabel, pilih variabel status_kredit,  kemudian klik start. 
7. Lakukan langkah yang sama pada file OU0CL1AN0.dat, 
OU0CL1AN1.dat, OU1CL0AN0.dat, OU1CL0AN1.dat, 
OU1CL1AN0.dat, dan OU1CL1AN1.dat. 
Hasil analisis data OU0CL0AN0.dat ditunjukkan pada Gambar 4.9. Pada 
Gambar 4.9 terdapat confusion matrix dari variabel status_kredit.  
Gambar 4.9 : Hasil output pada dataset OU0CL0AN0.dat 
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Sebelum menganalisis confusion matrix pada dataset OU0CL0AN0.dat, 
terlebih dahulu perlu memahami matriks yang dihasilkan. Matriks tersebut 
menunjukkan hubungan antara data prediksi dan data sebenarnya pada variabel 
status_kredit terhadap variabel-variabel lain yang mempengaruhinya. Gambar 
4.10 menunjukkan hubungan antara data yang diprediksi data data sebenarnya. 
Gambar 4.10 : Hubungan antara data yang diprediksi dengan data 
sebenarnya 
 
Keterangan: 
1. GG adalah data yang benar, dimana data prediksi menyatakan 
bahwa pembayaran kredit nasabah baik dan dibandingkan dengan 
data sebenarnya yang menyatakan bahwa pembayaran kredit 
nasabah baik. 
2. GB adalah data yang salah diprediksi, dimana data prediksi 
menyatakan bahwa pembayaran kredit nasabah baik dan 
dibandingkan dengan data sebenarnya yang menyatakan bahwa 
pembayaran kredit nasabah kurang baik / macet. 
3. BB adalah data yang benar, dimana data prediksi menyatakan 
bahwa pembayaran kredit nasabah kurang baik / macet dan 
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dibandingkan dengan data sebenarnya yang menyatakan bahwa 
pembayaran kredit nasabah kurang baik / macet. 
4. BG adalah data yang salah diprediksi, dimana data prediksi 
menyatakan bahwa pembayaran kredit nasabah kurang baik / macet 
dan dibandingkan dengan data sebenarnya yang menyatakan bahwa 
pembayaran kredit nasabah baik.  
Berdasarkan hubungan metriks yang ditunjukkan pada Gambar 4.9, maka 
dapat dibuat perhitungan sebagai berikut : 
1. Data yang benar diprediksi dilambangkan dengan O dimana O = BB. 
2. Jumlah kredit macet di segment dilambangkan dengan N dimana N = 
BB + BG + GB + GG.  
3. Nilai hitrates dihitung dengan Hitrates = ஻஻ሺ஻஻ା஻ீሻ. 
4. Nilai accuracy dihitung dengan Accuracy  = ಸಸశಳಳಿ . 
Nilai confusion matrix yang terdapat pada Gambar 4.9 dihitung 
berdasarkan hubungan metriks antara data yang diprediksi dan data sebenarnya. 
Dataset OU0CL0AN0 memiliki perhitungan sebagai berikut : 
1. Nilai O adalah 147. 
2. Nilai N adalah 1000. 
3. Hitrates =  ஻஻ሺ஻஻ା஻ீሻ 
Hitrates =  ଵସ଻ሺଵସ଻ାଵହଷሻ = 0.49 = 49 % 
4. Accuracy =  ீீା஻஻ே  
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Accuracy = ଺଴ହାଵସ଻ଵ଴଴଴  = 0.752 = 75.2 % 
Dataset OU0CL0AN0 memiliki nilai hitrates sebanyak 49 % dan nilai 
accuracy sebanyak 75.2 %. 
Hasil analisis data OU0CL0AN1.dat ditunjukkan pada Gambar 4.11. Pada 
Gambar 4.11 terdapat confusion matrix dari variabel status_kredit. 
Gambar 4.11 : Hasil output pada dataset OU0CL0AN1.dat 
 
Berdasarkan hubungan metriks dataset OU0CL0AN1 yang ditunjukkan 
pada Gambar 4.11, maka dapat dibuat perhitungan sebagai berikut:  
1. Nilai O adalah 91. 
2. Nilai N adalah 1000. 
3. Hitrates =  ஻஻ሺ஻஻ା஻ீሻ 
Hitrates =  ଽଵሺଽଵାଶ଴ଽሻ = 0.372 = 37.2 % 
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4. Accuracy =  ீீା஻஻ே  
Accuracy = ଺ସଶାଽଵଵ଴଴଴  = 0.733 = 73.3 % 
Dataset OU0CL0AN1 memiliki nilai hitrates sebanyak 37.2  % dan nilai 
accuracy sebanyak 73.3 %. 
Hasil analisis data OU0CL1AN0.dat ditunjukkan pada Gambar 4.12. Pada 
Gambar 4.12 terdapat confusion matrix dari variabel status_kredit. 
Gambar 4.12 : Hasil output pada dataset OU0CL1AN0.dat 
 
Berdasarkan hubungan metriks dataset OU0CL1AN0 yang ditunjukkan 
pada Gambar 4.12, maka dapat dibuat perhitungan sebagai berikut: 
1. Nilai O adalah 139. 
2. Nilai N adalah 1000. 
3. Hitrates =  ஻஻ሺ஻஻ା஻ீሻ 
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Hitrates =  ଵଷଽሺଵଷଽାଵ଺ଵሻ = 0.399 = 39.9 % 
4. Accuracy =  ீீା஻஻ே  
Accuracy = ଺଴ସାଵଷଽଵ଴଴଴  = 0.743 = 74.3 % 
Dataset OU0CL1AN0 memiliki nilai hitrates sebanyak 39.9  % dan nilai 
accuracy sebanyak 74.3 %. 
Hasil analisis data OU0CL1AN1.dat ditunjukkan pada Gambar 4.13. Pada 
Gambar 4.13 terdapat confusion matrix dari variabel status_kredit. 
Gambar 4.13 : Hasil output pada dataset OU0CL1AN1.dat 
  
Berdasarkan hubungan metriks dataset OU0CL1AN1 yang ditunjukkan 
pada Gambar 4.13, maka dapat dibuat perhitungan sebagai berikut: 
1. Nilai O adalah 77. 
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2. Nilai N adalah 1000. 
3. Hitrates =  ஻஻ሺ஻஻ା஻ீሻ 
Hitrates =  ଻଻ሺ଻଻ାଶଶଷሻ = 0.323 = 32.3 % 
4. Accuracy =  ீீା஻஻ே  
Accuracy = ଺ସସା଻଻ଵ଴଴଴  = 0.721 = 72.1 % 
Dataset OU0CL1AN1 memiliki nilai hitrates sebanyak 32.3  % dan nilai 
accuracy sebanyak 72.1 %. 
Hasil analisis data OU1CL0AN0.dat ditunjukkan pada Gambar 4.14. Pada 
Gambar 4.14 terdapat confusion matrix dari variabel status_kredit. 
Gambar 4.14 : Hasil output pada dataset OU1CL0AN0.dat 
 
Berdasarkan hubungan metriks dataset OU1CL0AN0 yang ditunjukkan 
pada Gambar 4.14, maka dapat dibuat perhitungan sebagai berikut:  
The image part with relationship ID rId34 was not found in the file.
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1. Nilai O adalah 145. 
2. Nilai N adalah 993. 
3. Hitrates =  ஻஻ሺ஻஻ା஻ீሻ 
Hitrates =  ଵସହሺଵସହାଵହଵሻ = 0.489 = 48.9 % 
4. Accuracy =  ீீା஻஻ே  
Accuracy = ହଽ଻ାଵସହଽଽଷ  = 0.747 = 74.7 % 
Dataset OU1CL0AN0 memiliki nilai hitrates sebanyak 48.9 % dan nilai 
accuracy sebanyak 74.7 %. 
Hasil analisis data OU1CL0AN1.dat ditunjukkan pada Gambar 4.15. Pada 
Gambar 4.15 terdapat confusion matrix dari variabel status_kredit. 
Gambar 4.15 : Hasil output pada dataset OU1CL0AN1.dat 
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Berdasarkan hubungan metriks dataset OU1CL0AN1 yang ditunjukkan 
pada Gambar 4.15, maka dapat dibuat perhitungan sebagai berikut: 
1. Nilai O adalah 80. 
2. Nilai N adalah 993. 
3. Hitrates =  ஻஻ሺ஻஻ା஻ீሻ 
Hitrates =  ଼଴ሺ଼଴ାଶଵ଺ሻ = 0.346 = 34.6 % 
4. Accuracy =  ீீା஻஻ே  
Accuracy = ଺ସଶା଼଴ଽଽଷ  = 0.727 = 72.7 % 
Dataset OU1CL0AN1 memiliki nilai hitrates sebanyak 34.6 % dan nilai 
accuracy sebanyak 72.7 %. 
Hasil analisis data OU1CL1AN0.dat ditunjukkan pada Gambar 4.16. Pada 
Gambar 4.16 terdapat confusion matrix dari variabel status_kredit. 
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Gambar 4.16 : Hasil output pada dataset OU1CL1AN0.dat
 
Berdasarkan hubungan metriks dataset OU1CL1AN0 yang ditunjukkan 
pada Gambar 4.17, maka dapat dibuat perhitungan sebagai berikut:  
1. Nilai O adalah 131. 
2. Nilai N adalah 993. 
3. Hitrates =  ஻஻ሺ஻஻ା஻ீሻ 
Hitrates =  ଵଷଵሺଵଷଵାଵ଺ହሻ = 0.442 = 44.2 % 
4. Accuracy =  ீீା஻஻ே  
Accuracy = ହଽ଻ାଵଷଵଽଽଷ  = 0.733 = 73.3 % 
Dataset OU1CL1AN0 memiliki nilai hitrates sebanyak 44.2 % dan nilai 
accuracy sebanyak 73.3 %. 
Analisis data pembayaran..., Ira Mellisa, FTI UMN, 2011
73 
 
Hasil analisis data OU1CL1AN1.dat ditunjukkan pada Gambar 4.17. Pada 
Gambar 4.17 terdapat confusion matrix dari variabel status_kredit. 
Gambar 4.17 : Hasil output pada dataset OU1CL1AN1.dat 
 
Berdasarkan hubungan metriks dataset OU1CL1AN1 yang ditunjukkan 
pada Gambar 4.17, maka dapat dibuat perhitungan sebagai berikut:  
1. Nilai O adalah 74. 
2. Nilai N adalah 993. 
3. Hitrates =  ஻஻ሺ஻஻ା஻ீሻ 
Hitrates =  ଻ସሺ଻ସାଶଶଶሻ = 0.309 = 30.9 % 
4. Accuracy =  ீீା஻஻ே  
Accuracy = ଺ସଵା଻ସଽଽଷ  = 0.720 = 72 % 
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Dataset OU1CL1AN1 memiliki nilai hitrates sebanyak 30.9 % dan nilai 
accuracy sebanyak 72 %. 
Setelah melakukan tahap pendekatan data, maka dapat disimpulkan bahwa 
nilai hitrates yang paling tinggi adalah 49 % dan terdapat pada dataset 
OU0CL0AN0.dat. Nilai accuracy yang paling tinggi adalah 75.2 % dan terdapat 
pada dataset OU0CL0AN0.dat.  Sedangkan nilai hitrates yang paling rendah 
adalah 30.9 % dan terdapat pada dataset OU1CL1AN1.dat. Nilai accuracy yang 
paling rendah adalah 72 % dan terdapat pada dataset OU1CL1AN1.dat. 
Berdasarkan nilai tersebut dapat disimpulkan bahwa langkah-langkah 
analisis data yang dilakukan untuk mendapatkan dataset OU0CL0AN0 adalah 
langkah-langkah yang paling sesuai dan akurat dalam menganalisis data 
pembayaran kredit pada data german credit. Dengan kata lain, dataset yang 
memiliki akurasi dan hitrates paling tinggi terdapat dalam data asli german credit 
atau yang disimpan sebagai dataset OU0CL0AN0.dat. 
Tabel 4.6 berisikan perbandingan nilai hitrates dari setiap tabel. Pada 
Tabel 4.6 dapat dilihat bahwa nilai hitrates terbesar terdapat di data asli. Proses-
proses yang dilakukan terhadap data seperti proses data outlier, uji 
multikolonieritas dan Anova ternyata tidak mampu menaikkan nilai hitrates. 
Proses-proses yang telah dilakukan bukan merupakan proses yang gagal, akan 
tetapi perlu dilakukan analisis lebih lanjut terhadap data. 
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Tabel 4.6 : Perbandingan nilai hitrates dari setiap tabel 
Dataset  Hitrates
OU0CL0AN0 49% 
OU0CL0AN1 37.2% 
OU0CL1AN0 39.9% 
OU0CL1AN1 32.3% 
OU1CL0AN0 48.9% 
OU1CL0AN1 34.6% 
OU1CL1AN0 44.2% 
OU1CL1AN1 30.9% 
 
Untuk menyelesaikan proses data outlier, cara yang digunakan dalam 
penelitian ini dengan menghapus data yang terdeteksi sebagai outlier. 
Penghapusan data bukan merupakan solusi yang terbaik untuk permasalahan data 
outlier dan dalam melakukan penghapusan data diperlukan suatu studi terhadap 
data german credit karena suatu data yang terdeteksi sebagai data outlier bisa saja 
merupakan data yang memiliki informasi yang penting. Solusi untuk 
menghilangkan data outlier adalah dengan memperbaiki data. Namun solusi 
tersebut tidak dapat dilakukan dalam penelitian ini mengingat terdapat 
keterbatasan waktu dalam penelitian. 
Pada proses uji multikolonier, cara yang digunakan untuk menghilangkan 
multikolonier pada data german credit adalah dengan menghapus kolom yang 
memiliki hubungan multikolonier dengan variabel dependen. Cara penghapusan 
seperti ini bukanlah merupakan solusi yang terbaik. Cara yang lebih baik adalah 
dengan memperbaiki data-data yang terdeteksi multikolonier, bukan dengan 
menghapus kolom. Untuk melakukan perbaikan terhadap data-data yang 
terdeteksi multikolonier dibutuhkan waktu penelitian yang lebih panjang. Oleh 
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karena itu, solusi perbaikan data multikolonier tidak dapat dilakukan dalam 
penelitian ini. 
Pada proses Anova, cara yang digunakan untuk menghilangkan korelasi 
antara variabel independen  yang satu dengan variabel independen lainnya adalah 
dengan melakukan pemetaan terhadap setiap variabel independen dan menghapus 
variabel yang memiliki korelasi paling banyak. Penghapusan kolom yang 
dilakukan dalam penelitian ini juga bukan merupakan solusi yang terbaik. Pada 
proses Anova, hal yang terlebih dahulu harus dilakukan adalah mencari hubungan 
korelasi antara dua variabel independen yang berkorelasi, kemudian penghapusan 
dilakukan bukan pada kolom-kolom variabel yang berinteraksi satu sama lain 
melainkan pada data yang menyebabkan kedua kolom tersebut berinteraksi. Untuk 
dapat mengetahui baris data yang memiliki masalah diperlukan studi tersendiri. 
Karena adanya keterbatasan waktu, hal tersebut tidak dapat dilakukan. 
Dari semua dataset yang ada diketahui bahwa nilai hitrates masih belum 
cukup tinggi. Oleh karena itu, penelitian dilanjutkan dengan melakukan analisis 
uji coba dengan menggunakan metode sampling. Metode sampling yang 
digunakan adalah oversampling/uppersampling dan undersampling. Kedua 
metode sampling ini digunakan untuk menganalisis dataset yang memiliki 
imbalanced data. Tujuannya adalah agar hasil analisis menjadi lebih baik. 
Penjelasan mengenai tahap ujicoba dengan oversampling dan undersampling akan 
dibahas pada sub bab selanjutnya. 
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E. Analisis Dataset dengan Metode Oversampling 
Metode oversampling digunakan untuk menganalisis dataset yang tidak 
seimbang (imbalanced data). Metode oversampling dilakukan dengan 
menyeimbangkan jumlah distribusi data dengan meningkatkan jumlah data kelas 
minor (yang lebih sedikit jumlahnya). Pada metode random oversampling, data 
kelas minor dipilih untuk diduplikasi. Akan tetapi, hasil dari random 
oversampling tidak selalu meningkatkan prediksi kelas minor. Apabila data kelas 
minor diduplikasi dalam jumlah yang besar, akan mempersulit proses identiﬁkasi 
pada data yang memiliki kemiripan karakteristik namun berada di kelas yang 
berbeda. 
Sebelum melakukan oversampling, dataset terlebih dahulu dibagi menjadi 
10 kelompok yang mana isi dari setiap kelompok tersebut berupa data yang dipilih 
secara acak. Jumlah data dari setiap kelompok harus sama, misalnya jumlah data 
dalam suatu dataset adalah 1000, maka setiap kelompok terdiri atas 100 data yang 
dipilih secara acak. Dari 10 kelompok data tersebut, dipilih 9 kelompok sebagai 
data training sedangkan 1 kelompok sisanya menjadi data testing. 
Dataset OU0CL0AN0 terdiri dari 1000 baris data. Dataset tersebut 
dikelompokkan menjadi 10 kelompok. Kelompok data tersebut selanjutnya akan 
dianalisis dengan metode oversampling. 
Langkah-langkah uji coba dengan menggunakan metode oversampling 
dapat diuraikan sebagai berikut: 
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1. Pada uji coba yang pertama, kelompok data 1 sampai 9 disimpan 
sebagai data training dengan nama OU0CL0AN0PR1.arff , sedangkan 
data 10 disimpan sebagai data testing dengan nama 
OU0CL0AN0PE1.arff. 
2. Analisis dilakukan dengan menggunakan bantuan software Weka. 
Pada tab Preprocess, klik tombol open file dan pilih data training yang 
diinginkan. Misalnya dataset OU0CL0AN0PR1.arff. 
3. Setelah itu pilih tab Classify, pilih classifier logistic. 
4. Pada pilihan test option, pilih supplied test set dan masukan data 
testing yang sesuai. Misalnya dataset OU0CL0AN0PE1.arff. 
5. Klik tombol start. 
6. Lihat hasil confusion matrix dan catat nilai dari matriks tersebut. 
7. Lakukan hal yang sama dengan mengganti data testing dengan 
kelompok data lain secara bergiliran. Setelah itu mengganti data 
training yang telah disesuaikan dengan data testing yang berarti bahwa 
kelompok data yang dijadikan data testing tidak terdapat dalam data 
training.  
Hasil dari analisis dataset OU0CL0AN0 dengan menggunakan metode 
oversampling secara lengkap terdapat pada Tabel 4.7. 
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Tabel 4.7 : Hasil analisis dataset OU0CL0AN0 dengan metode oversampling 
Data Testing  Data Training  GG  GB  BG  BB 
OU0CL0AN0PE1  OU0CL0AN0PR1  33 20 22  25
OU0CL0AN0PE2  OU0CL0AN0PR2  60 9 11  20
OU0CL0AN0PE3  OU0CL0AN0PR3  61 9 11  19
OU0CL0AN0PE4  OU0CL0AN0PR4  69 5 16  10
OU0CL0AN0PE5  OU0CL0AN0PR5  64 14 9  13
OU0CL0AN0PE6  OU0CL0AN0PR6  59 11 16  14
OU0CL0AN0PE7  OU0CL0AN0PR7  57 19 8  16
OU0CL0AN0PE8  OU0CL0AN0PR8  57 20 5  18
OU0CL0AN0PE9  OU0CL0AN0PR9  43 28 9  20
OU0CL0AN0PEX  OU0CL0AN0PRX  40 22 9  29
Total  543 157 116  184
 
Hasil analisis dari setiap data training dengan data testing dikalkulasikan 
sehingga diketahui nilai total  dari variabel GG, GB, BG dan BB. Setelah itu 
dilakukan perhitungan hitrates dan accuracy berdasarkan nilai tersebut. 
1. Hitrates =  ஻஻ሺ஻஻ା஻ீሻ 
Hitrates =  ଵ଼ସሺଵ଼ସାଵଵ଺ሻ = 0.613 = 61.3 % 
2. Accuracy =  ீீା஻஻ே  
Accuracy = ହସଷାଵ଼ସଵ଴଴଴  = 0.727 = 72.7 % 
Berdasarkan perhitungan tersebut dapat disimpulkan bahwa nilai hitrates 
mengalami peningkatan dari 49% menjadi 61.3%, namun nilai accuracy 
mengalami penurunan dari 75.2% menjadi 72.7%. Hal ini berarti bahwa 
persentase nilai status kredit yang bad terhadap seluruh data yang terdeteksi bad 
mengalami peningkatan sebanyak 12.3%. Sehubungan dengan tujuan penelitian 
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yang difokuskan hanya untuk menganalisis data pembayaran kredit yang buruk, 
maka peningkatan hitrates dinilai lebih menunjukkan keberhasilan estimasi kredit 
yang buruk, sedangkan penurunan nilai accuracy tidak relevan dalam 
menggambarkan hasil estimasi dikarenakan accuracy merupakan estimasi nasabah 
yang buruk dan yang baik. 
 
F. Analisis Dataset dengan Metode Undersampling 
Berbeda dengan metode oversampling, metode undersampling dilakukan 
dengan menghapus data kelas mayoritas agar dataset menjadi seimbang. 
Penghapusan data kelas mayoritas disesuaikan berdasarkan persentase data yang 
ingin dihapus. Misalnya menghapus data yang memiliki nilai status_kredit good 
sebanyak 10% dari jumlah baris pada dataset. Ilustrasi mengenai metode 
oversampling dan undersampling dapat dilihat pada Gambar 4.18. 
Gambar 4.18 : Ilustrasi metode undersampling dan oversampling 
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Setelah melakukan analisis data dengan metode oversampling, penelitian 
dilanjutkan dengan analisis data menggunakan metode undersampling. Metode 
undersampling memiliki kemiripan dengan metode oversampling, yang mana 
dataset terlebih dahulu harus dibagi ke dalam 10 kelompok dan isi dari setiap 
kelompok dipilih secara acak. 
Analisis dengan metode undersampling pada dataset OU0CL0AN0 
dilakukan sebanyak 5 kali. Yang pertama adalah undersampling dengan 90% 
good. Maksudnya data yang memiliki nilai status_kredit good akan dihapus 
sebanyak 10% dari total dataset training. Berarti sebanyak 90 baris data pada 
data training dihapus. Kemudian undersampling dilanjutkan dengan persentase 
80%, 70%, 60% dan 50%. Jumlah data yang dihapus disesuaikan dengan sisa 
persentasenya. 
Langkah-langkah uji coba dengan menggunakan metode undersampling 
dapat diuraikan sebagai berikut: 
1. Uji coba pertama dilakukan untuk undersampling 90%. Pada 
kelompok data 1 sampai 9 dilakukan penghapusan data yang memiliki 
nilai status_kredit good sebanyak 90 data (atau sebanyak 10% dari 
total data training), kemudian dataset ini disimpan sebagai data 
training dengan nama OU0CL0AN0NR90_1 .arff. Sedangkan 
kelompok data 10 disimpan sebagai data testing dengan nama 
OU0CL0AN0NE90_1.arff. 
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2. Analisis dilakukan dengan menggunakan bantuan software Weka. 
Pada tab Preprocess, klik tombol open file dan pilih data training yang 
diinginkan. Misalnya dataset OU0CL0AN0NR90_1.arff. 
3. Setelah itu pilih tab Classify, pilih classifier logistic. 
4. Pada pilihan test option, pilih supplied test set dan masukan data 
testing yang sesuai. Misalnya dataset OU0CL0AN0NE90_1.arff. 
5. Klik tombol start. 
6. Lihat hasil confusion matrix dan catat nilai dari matriks tersebut. 
7. Lakukan hal yang sama dengan mengganti data testing dengan 
kelompok data lain secara bergiliran. Setelah itu mengganti data 
training yang telah disesuaikan dengan data testing yang berarti bahwa 
kelompok data yang dijadikan data testing tidak terdapat dalam data 
training.  
8. Terakhir, lakukan langkah-langkah yang sama untuk undersampling 
80%, 70%, 60% dan 50%. Pada undersampling 80%, jumlah data yang 
dihapus sebanyak 20% dari total data training. Pada undersampling 
70%, jumlah data yang dihapus sebanyak 30% dari total data training. 
Pada undersampling 60%, jumlah data yang dihapus sebanyak 40% 
dari total data training. Pada undersampling 50%, jumlah data yang 
dihapus sebanyak 50% dari total data training. 
Hasil dari analisis dataset OU0CL0AN0 dengan menggunakan metode 
undersampling 90 % terdapat pada Tabel 4.8. 
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Tabel 4.8 : Hasil analisis dataset OU0CL0AN0 dengan metode undersampling 
90 % 
Data Testing  Data Training  GG  GB  BG  BB 
OU0CL0AN0NE90_1  OU0CL0AN0NR90_1  70 1 20  9
OU0CL0AN0NE90_2  OU0CL0AN0NR90_2  37 24 15  24
OU0CL0AN0NE90_3  OU0CL0AN0NR90_3  41 17 10  32
OU0CL0AN0NE90_4  OU0CL0AN0NR90_4  51 19 9  21
OU0CL0AN0NE90_5  OU0CL0AN0NR90_5  48 17 13  22
OU0CL0AN0NE90_6  OU0CL0AN0NR90_6  54 16 12  18
OU0CL0AN0NE90_7  OU0CL0AN0NR90_7  70 6 13  11
OU0CL0AN0NE90_8  OU0CL0AN0NR90_8  67 12 13  8
OU0CL0AN0NE90_9  OU0CL0AN0NR90_9  63 8 13  16
OU0CL0AN0NE90_X  OU0CL0AN0NR90_X  73 6 11  10
Total  574 126 129  171
 
Pada Tabel 4.8 diketahui nilai total dari variabel GG, GB, BG dan BB. 
Berdasarkan nilai tersebut, maka dibuat perhitungan hitrates dan accuracy sebagai 
berikut: 
1. Hitrates =  ஻஻ሺ஻஻ା஻ீሻ 
Hitrates =  ଵ଻ଵሺଵ଻ଵାଵଶଽሻ = 0.57 = 57 % 
2. Accuracy =  ீீା஻஻ே  
Accuracy = ହ଻ସାଵ଻ଵଵ଴଴଴  = 0.745 = 74.5 % 
Nilai hitrates diketahui sebesar 57% dan nilai accuracy sebesar 74.5%. 
Hasil dari analisis dataset OU0CL0AN0 dengan menggunakan metode 
undersampling 80% terdapat pada Tabel 4.9.  
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Tabel 4.9 : Hasil analisis dataset OU0CL0AN0 dengan metode undersampling 
80 % 
Data Testing  Data Training  GG  GB  BG  BB 
OU0CL0AN0NE80_1  OU0CL0AN0NR80_1  71 0 25  4
OU0CL0AN0NE80_2  OU0CL0AN0NR80_2  29 32 5  34
OU0CL0AN0NE80_3  OU0CL0AN0NR80_3  28 30 7  35
OU0CL0AN0NE80_4  OU0CL0AN0NR80_4  40 30 5  25
OU0CL0AN0NE80_5  OU0CL0AN0NR80_5  38 27 10  25
OU0CL0AN0NE80_6  OU0CL0AN0NR80_6  48 22 8  22
OU0CL0AN0NE80_7  OU0CL0AN0NR80_7  66 10 12  12
OU0CL0AN0NE80_8  OU0CL0AN0NR80_8  65 14 10  11
OU0CL0AN0NE80_9  OU0CL0AN0NR80_9  59 12 14  15
OU0CL0AN0NE80_X  OU0CL0AN0NR80_X  73 6 10  11
Total  517 183 106  194
 
Pada Tabel 4.9 diketahui nilai total dari variabel GG, GB, BG dan BB. 
Berdasarkan nilai tersebut, maka dibuat perhitungan hitrates dan accuracy sebagai 
berikut: 
1. Hitrates =  ஻஻ሺ஻஻ା஻ீሻ 
Hitrates =  ଵଽସሺଵଽସାଵ଴଺ሻ = 0.646 = 64.6 % 
2. Accuracy =  ீீା஻஻ே  
Accuracy = ହଵ଻ାଵଽସଵ଴଴଴  = 0.711 = 71.1 % 
Nilai hitrates diketahui sebesar 64.6% dan nilai accuracy sebesar 71.1%. 
Hasil dari analisis dataset OU0CL0AN0 dengan menggunakan metode 
undersampling 70% terdapat pada Tabel 4.10. 
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Tabel 4.10 : Hasil analisis dataset OU0CL0AN0 dengan metode 
undersampling 70 % 
Data Testing  Data Training  GG  GB  BG  BB 
OU0CL0AN0NE70_1  OU0CL0AN0NR70_1  71 0 27  2
OU0CL0AN0NE70_2  OU0CL0AN0NR70_2  18 43 3  36
OU0CL0AN0NE70_3  OU0CL0AN0NR70_3  19 39 2  40
OU0CL0AN0NE70_4  OU0CL0AN0NR70_4  26 44 3  27
OU0CL0AN0NE70_5  OU0CL0AN0NR70_5  28 37 8  27
OU0CL0AN0NE70_6  OU0CL0AN0NR70_6  42 28 7  23
OU0CL0AN0NE70_7  OU0CL0AN0NR70_7  56 20 7  17
OU0CL0AN0NE70_8  OU0CL0AN0NR70_8  61 18 7  14
OU0CL0AN0NE70_9  OU0CL0AN0NR70_9  54 17 10  19
OU0CL0AN0NE70_X  OU0CL0AN0NR70_X  71 8 11  10
Total  446 254 85  215
 
Pada Tabel 4.10 diketahui nilai total dari variabel GG, GB, BG dan BB. 
Berdasarkan nilai tersebut, maka dibuat perhitungan hitrates dan accuracy sebagai 
berikut: 
1. Hitrates = ஻஻ሺ஻ீା஻஻ሻ 
Hitrates = ଶଵହሺ଼ହାଶଵହሻ = 0.716 = 71.6 % 
2. Accuracy = ሺீீା஻஻ሻே  
Accuracy = ሺସସ଺ାଶଵହሻଵ଴଴଴  = 0.661 = 66.1 % 
Nilai hitrates diketahui sebesar 71.6% dan nilai accuracy sebesar 66.1%. 
Hasil dari analisis dataset OU0CL0AN0 dengan menggunakan metode 
undersampling 60% terdapat pada Tabel 4.11. 
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Tabel 4.11 : Hasil analisis dataset OU0CL0AN0 dengan metode 
undersampling 60 % 
Data Testing  Data Training  GG  GB  BG  BB 
OU0CL0AN0NE60_1  OU0CL0AN0NR60_1  71 0 25  4
OU0CL0AN0NE60_2  OU0CL0AN0NR60_2  4 57 1  38
OU0CL0AN0NE60_3  OU0CL0AN0NR60_3  8 50 1  41
OU0CL0AN0NE60_4  OU0CL0AN0NR60_4  15 55 1  29
OU0CL0AN0NE60_5  OU0CL0AN0NR60_5  14 51 2  33
OU0CL0AN0NE60_6  OU0CL0AN0NR60_6  33 37 3  27
OU0CL0AN0NE60_7  OU0CL0AN0NR60_7  41 35 3  21
OU0CL0AN0NE60_8  OU0CL0AN0NR60_8  56 23 3  18
OU0CL0AN0NE60_9  OU0CL0AN0NR60_9  51 20 10  19
OU0CL0AN0NE60_X  OU0CL0AN0NR60_X  64 15 11  10
Total  357 343 60  240
 
Pada Tabel 4.11 diketahui nilai total dari variabel GG, GB, BG dan BB. 
Berdasarkan nilai tersebut, maka dibuat perhitungan hitrates dan accuracy sebagai 
berikut: 
1. Hitrates = ஻஻ሺ஻ீା஻஻ሻ 
Hitrates = ଶସ଴ሺ଺଴ାଶସ଴ሻ = 0.8 = 80 % 
2. Accuracy = ሺீீା஻஻ሻே  
Accuracy = ሺଷହ଻ାଶସ଴ሻଵ଴଴଴  = 0.597 = 59.7 % 
Nilai hitrates diketahui sebesar 80% dan nilai accuracy sebesar 59.7%. 
Hasil dari analisis dataset OU0CL0AN0 dengan menggunakan metode 
undersampling 50% terdapat pada Tabel 4.12. 
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Tabel 4.12 : Hasil analisis dataset OU0CL0AN0 dengan metode 
undersampling 50 % 
Data Testing  Data Training  GG  GB  BG  BB 
OU0CL0AN0NE50_1  OU0CL0AN0NR50_1  69 2 27  2
OU0CL0AN0NE50_2  OU0CL0AN0NR50_2  0 61 1  38
OU0CL0AN0NE50_3  OU0CL0AN0NR50_3  1 57 0  42
OU0CL0AN0NE50_4  OU0CL0AN0NR50_4  3 67 0  30
OU0CL0AN0NE50_5  OU0CL0AN0NR50_5  1 64 0  35
OU0CL0AN0NE50_6  OU0CL0AN0NR50_6  15 55 1  29
OU0CL0AN0NE50_7  OU0CL0AN0NR50_7  19 57 1  23
OU0CL0AN0NE50_8  OU0CL0AN0NR50_8  27 52 3  18
OU0CL0AN0NE50_9  OU0CL0AN0NR50_9  41 30 7  22
OU0CL0AN0NE50_X  OU0CL0AN0NR50_X  62 17 10  11
Total  238 462 50  250
 
Pada Tabel 4.12 diketahui nilai total dari variabel GG, GB, BG dan BB. 
Berdasarkan nilai tersebut, maka dibuat perhitungan hitrates dan accuracy sebagai 
berikut: 
1. Hitrates = ஻஻ሺ஻ீା஻஻ሻ 
Hitrates = ଶହ଴ሺହ଴ାଶହ଴ሻ = 0.833 = 83.3 % 
2. Accuracy = ሺீீା஻஻ሻே  
Accuracy = ሺଶଷ଼ାଶହ଴ሻଵ଴଴଴  = 0.488 = 48.8 % 
Nilai hitrates diketahui sebesar 83.3% dan nilai accuracy sebesar 48.8%. 
Setelah melakukan perhitungan hitrates dan accuracy sesuai dengan nilai 
dari setiap variabel, maka dapat disimpulkan bahwa nilai hitrates terbesar terdapat 
pada analisis undersampling 50%, yang mana memiliki nilai hitrates sebesar 
83.3%. Sedangkan, nilai hitrates terkecil terdapat pada analisis undersampling 
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90% sebesar 57%. Adapun nilai hitrates yang terkecil masih lebih besar 
dibandingkan dengan nilai hitrates pada data asli german credit yang besarnya 
49%. 
Nilai accuracy terbesar terdapat pada analisis undersampling 90%, yang 
mana memiliki nilai accuracy sebesar 74.5%. Sedangkan, nilai accuracy terkecil 
terdapat pada analisis undersampling 50% sebesar 48.8%. Adapun nilai accuracy 
terbesar masih lebih kecil dibandingkan dengan nilai accuracy pada data asli 
german credit yang besarnya 75.2%. 
Kesimpulan yang didapatkan setelah melakukan analisis data dengan 
metode oversampling dan undersampling adalah proses analisis data dengan 
menggunakan metode oversampling dan undersampling dapat meningkatkan nilai 
hitrates pada kasus data german credit, yang mana peningkatan nilai hitrates yang 
paling tinggi terdapat pada proses undersampling 50%. Akan tetapi, proses 
analisis data dengan menggunakan metode oversampling dan undersampling 
ternyata tidak dapat meningkatkan nilai accuracy pada kasus data german credit 
dan kedua metode tersebut ternyata menurunkan nilai accuracy. Perbandingan 
nilai hitrates dan accuracy pada data asli, data oversampling dan data 
undersampling dapat dilihat pada Tabel 4.13. 
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Tabel 4.13 : Perbandingan nilai hitrates dan accuracy antara data asli, data 
oversampling dan data undersampling 
Dataset  Hitrates  Accuracy
Data asli 
(OU0CL0AN0.dat)  49% 75.2%
Data oversampling  61.3% 72.7%
Data undersampling 90%  57% 74.5%
Data undersampling 80%  64.6% 71.1%
Data undersampling 70%  71.6% 66.1%
Data undersampling 60%  80% 59.7%
Data undersampling 50%  83.3% 48.8%
 
Pada penelitian ini, nilai hitrates dipilih untuk dijadikan nilai tolak ukur 
dalam penelitian. Nilai persentase pada hitrates menunjukkan persentase nasabah 
dengan status kredit yang benar-benar bad (data yang diprediksi bad dan data 
sebenarnya juga bad). Sedangkan, nilai pada accuracy menunjukan nilai 
persentase nasabah dengan status kredit yang benar-benar bad ditambahkan 
dengan yang benar-benar good sehingga terjadi keambiguan apabila nasabah 
dengan status kredit yang benar-benar bad dijadikan fokus. Oleh sebab tujuan dari 
penelitian ini adalah menganalisis data pembayaran kredit yang bad, maka nilai 
hitrates lebih mewakili tujuan dari penelitian ini dibandingkan dengan nilai 
accuracy. 
Hasil analisis pada data asli dapat mendeteksi jumlah nasabah dengan 
status kredit bad sebanyak 147. Hasil analisis oversampling dapat mendeteksi 
jumlah nasabah dengan status kredit bad sebanyak 184.  Hasil analisis 
undersampling 90% dapat mendeteksi jumlah nasabah dengan status kredit bad 
sebanyak 171. Hasil analisis undersampling 80% dapat mendeteksi jumlah 
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nasabah dengan status kredit bad sebanyak 194. Hasil analisis undersampling 
70% dapat mendeteksi jumlah nasabah dengan status kredit bad sebanyak 215. 
Hasil analisis undersampling 60% dapat mendeteksi jumlah nasabah dengan 
status kredit bad sebanyak 240. Hasil analisis undersampling 50% dapat 
mendeteksi jumlah nasabah dengan status kredit bad sebanyak 250.  
Gambar 4.19 menggambarkan jumlah nasabah dengan status kredit bad 
yang dapat dideteksi  oleh setiap proses. Pada Gambar 4.19 diketahui bahwa 
proses undersampling 50% paling banyak menebak jumlah nasabah dengan status 
kredit bad. Maka dapat disimpulkan metode yang paling baik untuk mendeteksi 
jumlah nasabah dengan status kredit bad pada dataset german credit adalah 
metode undersampling 50%.  
Gambar 4.19 : Jumlah nasabah dengan status kredit buruk / bad yang 
terdeteksi oleh setiap metode 
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BAB V 
SIMPULAN DAN SARAN 
 
A. Simpulan 
1. Data german credit merupakan data well preprocessed yang berarti bahwa 
data german credit sudah melalui proses data cleaning jadi tidak perlu 
dilakukan proses pembersihan data. 
2. Metode undersampling dan oversampling pada data german credit mampu 
menaikkan nilai hitrates menjadi lebih tinggi dibandingkan nilai hitrates 
pada data asli yang berarti bahwa kedua metode tersebut mampu 
mendeteksi nasabah dengan status kredit bad secara lebih optimal. 
3. Jumlah nasabah dengan status kredit bad yang dapat dideteksi oleh metode 
yang paling optimal (metode undersampling 50%) adalah 250. 
4. Cara menemukan model atau pola terbaik untuk pembayaran kredit 
nasabah german credit adalah dengan tidak melakukan proses data 
cleaning karena data german credit dapat langsung digunakan, perlu 
melakukan analisis undersampling untuk mendapatkan hasil yang terbaik 
dan menggunakan algoritma logistic regression karena algoritma logistic 
regression merupakan algoritma yang sesuai untuk menganalisis data 
german credit. 
5. Hubungan parameter kredit dan status kredit terlihat dalam model logistic 
regression dengan dimensi multivariate, yang mana parameter kredit 
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merupakan variabel independen dan status kredit merupakan variabel 
dependen. 
6. Parameter-parameter yang diperlukan dalam pola pembayaran kredit pada 
data german credit adalah semua parameter kredit karena setiap parameter 
memiliki informasi yang dibutuhkan. Parameter-parameter tersebut adalah 
20 variabel independen pada data german credit. 
7. Parameter yang paling berpengaruh dalam mengidentifikasi nasabah yang 
tidak lancar membayar kredit pada data german credit adalah semua 
parameter karena setiap parameter memiliki hubungan satu sama lain dan 
memiliki informasi yang dibutuhkan dalam menganalisis data german 
credit. Parameter-parameter yang dimaksud adalah 20 variabel independen 
pada data german credit. 
8. Proses data outlier, uji multikolonieritas dan Anova tidak dapat 
mendeteksi data pembayaran kredit yang buruk pada data german credit 
secara signifikan. 
9. Cara mengoptimalkan hasil analisis pembayaran kredit terhadap status 
kredit yang buruk atau bad pada data german credit adalah dengan 
melakukan analisis undersampling 50%. 
 
B. Saran 
1. Saran yang dapat diberikan apabila ingin melanjutkan penelitian ini adalah 
menambahkan tahap segmentasi untuk persentase status kredit yang  bad 
dan  good. Tahap segmentasi dapat dilakukan pada nilai status kredit yang 
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presentase badnya 55%, 60%, 65%, 70%, 75%, 80%, 85%, 90%, 95% dan 
100%. 
2. Saran berikutnya adalah penelitian selanjutnya sebaiknya dilakukan 
dengan menggunakan data yang berasal dari perusahaan atau organisasi 
tertentu dengan harapan dapat menemukan hasil analisis yang lebih 
bervariasi. 
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HASIL OUTPUT UJI MULTIKOLONIERITAS DATA 
OU0.DAT 
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