Evolution of a modified binomial random graph by agglomeration by Kang, Mihyun et al.
ar
X
iv
:1
31
0.
31
48
v5
  [
ma
th.
CO
]  
9 F
eb
 20
16
EVOLUTION OF A MODIFIED BINOMIAL RANDOM GRAPH
BY AGGLOMERATION
MIHYUN KANG, ANGELICA PACHO´N AND PABLO M. RODRI´GUEZ
Abstract. In the classical Erdo˝s-Re´nyi random graph G(n, p) there are n ver-
tices and each of the possible edges is independently present with probability
p. The random graph G(n, p) is homogeneous in the sense that all vertices
have the same characteristics. On the other hand, numerous real-world net-
works are inhomogeneous in this respect. Such an inhomogeneity of vertices
may influence the connection probability between pairs of vertices.
The purpose of this paper is to propose a new inhomogeneous random graph
model which is obtained in a constructive way from the Erdo˝s-Re´nyi random
graph G(n, p). Given a configuration of n vertices arranged in N subsets of
vertices (we call each subset a super-vertex), we define a random graph with
N super-vertices by letting two super-vertices be connected if and only if there
is at least one edge between them in G(n, p). Our main result concerns the
threshold for connectedness. We also analyze the phase transition for the
emergence of the giant component and the degree distribution.
Even though our model begins with G(n, p), it assumes the existence of
some community structure encoded in the configuration. Furthermore, under
certain conditions it exhibits a power law degree distribution. Both properties
are important for real applications.
1. Introduction
The subject of random graphs began in 1959-1960 with the papers “On random
graphs I” and “On the evolution of random graphs” by Erdo˝s and Re´nyi [9, 10].
Since then, many properties of the Erdo˝s-Re´nyi random graph have been analyzed
in order to answer questions of mathematical and physical interest.
The original model studied by Erdo˝s and Re´nyi is the uniform random graph
G(n,M), which is a graph chosen uniformly at random among all graphs with
vertex set [n] := {1, 2, . . . , n} and exactly M edges. It is not difficult to see that
G(n,M) is closely related to the the binomial random graph G(n, p), which is a
graph with vertex set [n], in which each pair of vertices is connected by an edge
with probability p, independently of each other. The latter model was introduced
by Gilbert [11] at about the same time. It is well known that the two random graph
models G(n, p) and G(n,M) are essentially equivalent for the correct choice of M
and p. Due to this equivalence and the deep and notable results proved in [9, 10],
the binomial random graph G(n, p) is also known in literature as the Erdo˝s-Re´nyi
random graph.
One of the most classical results on the Erdo˝s-Re´nyi random graph is the thresh-
old for connectedness, which is closely related to the non-existence of isolated ver-
tices. Clearly, when there exists at least one isolated vertex the graph is discon-
nected, but the opposite implication is not generally true. Remarkably, it was
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shown that when there are no isolated vertices, the random graph G(n, p) is con-
nected with high probability (in short whp) which means with probability tending
to one as n goes to ∞ (see [4, 10]).
Many other properties were also studied in [10]. One of the most striking results
was the discovery of a drastic change in the size of the largest component when
the number of edges passes through n/2. This phenomenon is related to the phase
transition in percolation, a model that is well studied in mathematical physics and
is one of the main branches of contemporary probability, see [5, 12]. However,
perhaps the first to talk about this kind of phenomena were Flory and Stockmayer,
using a very different language coming from polymer physics, concerning gelation
rather than percolation, and a gel rather than a giant component, see for instance
[13].
During the last few decades, increasing interest in the field of random graphs has
been devoted to find models that describe the complexity of real-world networks.
It has recently been observed that many real-world networks are inhomogeneous,
in the sense that nodes may be of different types and their connections may depend
on types (see, for example, [17]). A general theoretical model of an inhomogeneous
random graph is proposed in the seminal paper of Bolloba´s, Janson and Riordan [3],
who considered a conditional independence between the edges, where the number of
edges is linear in the number of vertices. This model includes as special cases many
models previously studied in literature, for instance Durrett [8] and Bolloba´s, Jan-
son and Riordan [2]. In the inhomogeneous random graph model introduced in [3],
it is shown that under a weak (convergence) assumption on the expected number
of edges, many interesting properties can be determined, in particular the critical
point of the phase transition and the size of the giant component. More recently,
van der Hofstad [14] analyzed the critical behavior of the largest component in
inhomogeneous random graphs in the so-called rank-1 case, where weights are as-
sociated with the vertices of the graph, and edges are present between vertices with
a probability that is approximately proportional to the product of the respective
weights.
In this paper we propose a new inhomogeneous random graph model that is
obtained in a constructive way from the classical Erdo˝s-Re´nyi model. By “a con-
structive way”, we mean an explicit scheme for constructing the graph from a given
realization of G(n, p). Given a partition of the vertex set [n] of G(n, p), in which
each partition class represents an agglomeration of nodes, we call each partition
class a super-vertex and the partition a configuration of super-vertices. We define
an inhomogeneous random graph model by letting two super-vertices be connected
if and only if there is at least one edge between them in G(n, p). Note that our
model assumes the existence of a kind of community structure by the agglomeration
of the nodes, which is encoded in the super-vertices. However, we are not assuming
that the vertices inside each super-vertex should be all connected. In other words,
each super-vertex is not necessarily a clique in G(n, p) and can be any kind of
subgraph of G(n, p). Related random graph models are analyzed, for instance, by
Janson and Spencer [16] and by Seshadhri, Kolda and Pinar [18].
The main contributions of this paper are fourfold. We determine (i) the thresh-
old for the connectedness of our inhomogeneous random graph model (Theorem 1);
(ii) the threshold for the existence of the giant component formed by super-vertices
(Proposition 2); (iii) the degree distribution of a super-vertex (Proposition 3). Fi-
nally we show that under certain conditions our model exhibits a power law degree
distribution (Example 4), which is an important property for real applications.
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In order to determine the asymptotic probability of our model being connected,
we analyze the distribution of the number of isolated super-vertices, using the sec-
ond moment method (in Lemma 5), as well as Stein’s method (in Lemma 7). As
for the threshold for the existence of the giant component and the degree distribu-
tion of super-vertices, we show that our model can be viewed as a special case of
the inhomogeneous random graph (IRG) studied in [3], by identifying a graphical
sequence of kernels and applying the corresponding results for IRG in [3].
The rest of the paper is organized as follows. In Section 2 we introduce our
inhomogeneous random graph model, which is followed by our main results and
related work. The proof of the location of the threshold for connectedness (Theorem
1) is provided in Section 3. The proofs for the emergence of the giant component
and the degree distribution are given in Section 4. Finally, in Section 5 we add
some concluding remarks.
2. Our model and main results
2.1. The model. The motivation of our model comes from real-world networks
that exhibit a community structure. In order to reflect a possible community struc-
ture we shall define a random graph with a given number of super-vertices (also
known as agglomerates) of given sizes, in which we assume that the underlying
graph follows the G(n, p)-law.
More precisely speaking, for each N ∈ N := {1, 2, . . .} we let r ∈ N ∪ {∞} be
either a constant independent of N or a function in N such that r = r(N) tends
to a constant or ∞ as N → ∞. We let Kr := {(k1, . . . , kr) ∈ N
r :
∑r
i=1 ki = N}
and p = p(N,Kr) ∈ [0, 1] be given. Note that Kr and k1, . . . , kr depend on N , but
for the sake of simplicity, we suppress this dependence in our notation. We may
use the notation K∞ when there exists a super-vertex of size r = r(N) satisfying
r(N)→∞ as N →∞.
Given a partition of the vertex set [n] of G(n, p), we call a partition class of
size i a super-vertex of size i. Note that the vertices in each super-vertex are not
necessarily connected in G(n, p). We define G(N,Kr , p) to be a random graph with
N super-vertices with configuration Kr, in which for each i, j = 1, 2, . . . , r there are
ki super-vertices of size i and an edge between a pair of two distinct super-vertices
of sizes i and j is present with probability
pij := 1− (1− p)
ij
, (1)
independently of each other. In words, pij is the probability that there is at least
one edge between the corresponding partition classes of the vertex set [n] of G(n, p),
see Figure 1. Note that the number of super-vertices and the number of vertices
are given by N =
∑r
i=1 ki and n =
∑r
i=1 iki, respectively.
Our goal is to study properties of the random graph G(N,Kr , p) by considering
different values of p as a function of both n and N . It seems difficult to obtain
substantial results for G(N,Kr , p) without further restrictions. Throughout the
paper we therefore assume that for each i = 1, 2, . . . , r the following limit exists
µi := lim
N→∞
ki
N
(2)
and that µi > 0 for some i ∈ {1, 2, . . . , r} (which means that for N sufficiently
large, there are linearly many super-vertices of size i for some i ∈ {1, 2, . . . , r}).
Furthermore, we define
i∗ = i∗(N) :=
{
1 ≤ i ≤ r
∣∣∣ k 1i(n−i)i = max
1≤j≤r
k
1
j(n−j)
j
}
. (3)
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(a) (b) (c)
Figure 1. Construction of G(N,Kr , p). (a) Begin with a fixed
configuration Kr of N super-vertices, that is, subsets of vertices
(there are n vertices in total). (b) Connect every pair of vertices
independently with probability p, in other words, take a realization
of G(n, p). (c) A pair of super-vertices in G(N,Kr , p) is connected
if and only if there is at least one edge between the corresponding
subsets of vertices in G(n, p).
The quantity i∗ will turn out to be crucial for the existence of isolated super-vertices
and therefore for the threshold for connectedness.
Observe that if r is either a constant independent of N or a function in N such
that r = r(N) tends to a constant as N →∞ (and so we may assume without loss
of generality that 1 ≤ r ≤ r∗ for some constant r∗ ∈ N for N sufficiently large),
then i∗ is bounded above by a constant independent of N and (2) implies that
limN→∞ n/N exists and limN→∞ n/N =
∑r
i=1 iµi.
2.2. Main results. The first main result of this paper concerns the exact location
of the threshold for connectedness in G(N,Kr , p). The property of connectedness
has not been addressed in the study of the general inhomogeneous random graph
model (IRG) by Bolloba´s, Janson and Riordan [3]. For a special class of IRG, the
connectedness has been studied by Devroye and Fraiman [7]. The model presented
in this paper is related to a case that has not been covered in [7] (see Section 5.2
for details).
Theorem 1. Let r ∈ N∪{∞} be either a constant independent of N or a function
in N such that r = r(N) tends to a constant as N → ∞. Let i∗ be defined by (3),
let c(N) be a function in N satisfying
− ln ki∗ < c(N) < i∗(n− i∗)− ln ki∗ (4)
and let
c∗ := lim
N→∞
c(N) ∈ [−∞,∞]. (5)
Consider the random graph G(N,Kr , p) with
p :=
ln ki∗ + c(N)
i∗(n− i∗)
, (6)
where the condition (2) holds.
(1) If c∗ = −∞, then
lim
N→∞
P[G(N,Kr, p) is connected ] = 0.
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(2) If c∗ = c ∈ R is a constant, then
lim
N→∞
P[G(N,Kr , p) is connected ] = e−e
−c−γ(i∗),
where γ(i∗) is defined as
γ(i∗) := lim
N→∞
∑
i6=i∗
ki (ki∗e
c)−
i(n−i)
i∗(n−i∗) . (7)
(3) If c∗ = +∞, then
lim
N→∞
P[G(N,Kr, p) is connected ] = 1.
In order to state our next results we need some more notation. We use the
standard notation µ-a.e. on some metric space (S, µ), which means that the set of
elements for which a property does not hold is a set of µ-measure zero. We shall
suppress the measure µ in our notation if it is clear from context. We use also the
following standard asymptotic notation, in which the limits are taken as N → ∞.
For functions f = f(N) and g = g(N), we write f = O(g) if the limit of f/g is
bounded; f = Θ(g) if f = O(g) and g = O(f); f = o(g) if f/g → 0; f ∼ g if
f/g → 1.
Furthermore we denote the sizes of components of a graph G by L1(G) ≥
L2(G) ≥ . . . , with Lj(G) = 0 if G has fewer than j components. The following
result deals with the threshold for the existence of the giant component (composed
of super-vertices) in G(N,Kr, p).
Proposition 2. Let c ∈ R+ be a positive constant and let r ∈ N ∪ {∞} be either
a constant independent of N or a function in N such that r = r(N) tends to a
constant or ∞ as N → ∞. Assume that the limit u := limN→∞(n/N) exists.
Define
s2 :=
r∑
i=1
i2 ki
n
and s¯2 := lim
N→∞
s2,
provided the limit exists. Then the random graph G(N,Kr , p) with p = c/n satisfies
the following properties.
(1) If cs¯2 ≤ 1, then
lim
N→∞
L1 (G(N,K
r, p))
N
= 0 in probability,
while if cs¯2 > 1, then
lim
N→∞
P[L1 (G(N,K
r, p)) = Θ(N) ] = 1.
(2) Let µ = (µi)i≥1 be the probability measure on Z
+ defined by (2). Then,
lim
N→∞
L1 (G(N,K
r , p))
N
= ρ in probability,
where ρ :=
∑r
i=1 h(i)µi and the function h is µ-a.e. equal to the maximum
solution of the non-linear equation h = 1 − e−Th, where T is an integral
operator defined by
Th(i) :=
ci
u
r∑
j=1
jh(j)µj .
Furthermore, ρ > 0 if and only if cs¯2 > 1.
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Observe that s2 is the average size of a super-vertex containing a random ver-
tex. If the vertices in each super-vertex were all connected in G(n, p), s2 would
be the susceptibility which is defined as the average component size of G(n, p) (see
e.g. [16]). In Proposition 2 we assume that the limit limN→∞(n/N) exists. This
assumption guarantees that the sequence of kernels which will be given by (11)
is graphical in the sense of [3] (see Sections 2.3 and 4 for details). It is natural
to ask what happens if the limit limN→∞(n/N) does not exist. More specifically,
how does it affect the emergence and the size of the giant component in G(N,Kr , p)?
In the next result we characterize the degree distribution in G(N,Kr , p). We
define the degree of a super-vertex as the number of super-vertices connected to it
in G(N,Kr , p).
Proposition 3. Let c ∈ R+ be a positive constant and let r ∈ N ∪ {∞} be either
a constant independent of N or a function in N such that r = r(N) tends to a
constant or ∞ as N → ∞. Assume that the limit u := limN→∞(n/N) exists.
Consider the random graph G(N,Kr , p) with p = c/n. For each integer k ≥ 0, we
let Zk denote the number of super-vertices of degree k in G(N,K
r , p). Then we
have
lim
N→∞
Zk
N
= P(Ξ = k) in probability,
where
P(Ξ = k) :=
∑
i∈Z+
µi P (Po(ci) = k) (8)
and Po(ci) denotes a random variable with Poisson distribution with mean ci.
The example below shows how and under which conditions the upper tail of the
degree distribution of a random super-vertex in G(N,K∞, p) exhibits a power law
behavior. In recent years, it has been conjectured that power laws characterize the
behavior of the upper tails of the degree distribution in many real-worlds networks
(see e.g. [17] for a review of the empirical evidence of this property).
Example 4. Consider the random graph G(N,K∞, p) with p = 1/n and a config-
uration of super-vertices K∞ such that for some positive constants C and α,
∞∑
i=k
µi ∼
C
kα
for k sufficient large. For each integer k ≥ 0, we let Z≥k denote the number of
super-vertices of degree of at least k in G(N,Kr , p). It follows as a corollary of
Proposition 3 that
Z≥k
N
→ P(Ξ ≥ k) ∼
C
kα
, (9)
where the first convergence is in probability when N → ∞ (for k fixed) and the
latter approximation holds for k large enough. To see it, note that (8) says that
Ξ follows a mixed Poisson distribution with mixing distribution. More precisely, Ξ
has a Poisson distribution with a random mean Y such that P (Y = i) = µi for
i ≥ 1. We take ǫ > 0 arbitrarily small and obtain from (8) that
P(Ξ ≥ k) ∼ P (Ξ ≥ k|Y > (1− ǫ)k)
C
kα
+ P (Ξ ≥ k|Y < (1− ǫ)k)
(
1−
C
kα
)
.
Then (9) follows from
P(Ξ ≥ k|Y > (1− ǫ)k) = 1− o(1),
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P(Ξ ≥ k|Y < (1 − ǫ)k) = o(k−α),
which may be obtained by Chernoff estimates (e.g. Corollary 13.1 in [3]).
This example shows that our model provides a mechanism starting from the
critical Erdo˝s-Re´nyi random graph G(n, 1/n) and leading to scale-free networks.
Therefore it may be seen as an instance of the good-get-richer mechanism pro-
posed by Caldarelli et al. in [6], which has been introduced as an alternative to
the well-known scale-free networks obtained by dynamical properties or preferential
attachment. In [6], the authors start with a random graph with a large number N
of vertices. They associate each vertex with the so-called fitness, which is a random
number taken from a given probability distribution and measures the importance
of the vertex. The probability of two vertices being connected is given by a function
of the fitnesses of the two vertices. If we assume that the fitness of a super-vertex
in our model is its size that is distributed according to (µi)i≥1 defined by (2), then
G(N,Kr , p) provides a constructive example of the good-get-richer mechanism.
2.3. Related work. The random graph G(N,Kr, p) can be seen as a special case
of inhomogeneous random graphs (IRG) studied by Bolloba´s, Janson and Riordan
[3]. To this end, we briefly recall some definitions and notations from [3]. Con-
sider a graph with vertex set [N ] := {1, 2, . . . , N}. A vertex space V is a triple
(S, µ, (xN )N≥1) where S is a separable metric space, µ is a Borel probability mea-
sure on S and for each N ∈ N, xN is a random sequence (x1, x2, . . . , xN ) of points
of S such that
|{k : xk ∈ A}|
N
→ µ(A) in probability (10)
for every µ-continuous set A ⊂ S, where |C| denotes the cardinality of the set C. A
kernel κN on vertex space V is a symmetric non-negative Borel measurable function
on S × S.
Let GV(N, κN ) be the inhomogeneous random graph with vertex set [N ], in
which two vertices k and l are connected by an edge with probability
pkl := min
{
1,
κN (xk, xl)
N
}
.
This model is an extension of the one defined by So¨derberg [19] and its various
properties are studied by [3] under specific restrictions. The main results regard-
ing the existence and uniqueness of the giant component are proved by using an
appropriated multi-type branching process and an integral operator to which the
component structure is related.
We shall show that our random graph model G(N,Kr , p) is a particular case of
GV(N, κN ). To this end, we consider the set S = Z
+, the probability measure on
S defined by µ({i}) = µi given by (2), and the sequence xN = (x1, x2, . . . , xN )
of points of S such that xk represents the size of the k-th super-vertex, for k =
1, 2, . . . , N . Then the triple V := (S, µ, (xN )N≥1) is a vertex space. Observe that
for all i = 1, 2, . . . , r,
ki =
N∑
k=1
I{xk=i},
where IA denotes the indicator random variable of the event A. Then by our
construction the xk’s are deterministic and therefore (2) implies (10). Now we
define the kernel κN on the vertex space V by
κN(xk, xl) := N (1− (1− p)
xkxl) (11)
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and let the connection probabilities between two super-vertices of sizes k and l in
G(N,Kr , p) be defined as
pkl :=
κN (xk, xl)
N
.
Then our model G(N,K, p) corresponds to GV(N, κN ).
3. Proof of Theorem 1
Throughout this section we let r be either a constant independent of N or a
function in N such that r = r(N) tends to a constant as N → ∞. We may
assume without loss of generality that 1 ≤ r ≤ r∗ for some constant r∗ ∈ N (for N
sufficiently large). We recollect some important conditions in Theorem 1. We have
p :=
ln ki∗ + c(N)
i∗(n− i∗)
, (12)
where c(N) satisfies (4) which ensures p ∈ (0, 1), and i∗ is defined by (3), i.e.
i∗ :=
{
1 ≤ i ≤ r
∣∣∣ k 1i(n−i)i = max1≤j≤r k 1j(n−j)j }.
Because the properties of being connected or of having no isolated super-vertices
are monotone decreasing properties, we may assume that c(N) = o(lnN).
The connectedness of G(N,Kr, p) is closely related to the distribution of the
number of isolated super-vertices and “small” components, which will be the topics
of the next three of sections and will be used in the proof of Theorem 1 (1)–(3).
Let X denote the number of isolated super-vertices in G(N,Kr , p). Observe that
the random variable X depends on N . For simplicity we suppress this dependence
in our notation. First we shall derive asymptotic expressions of the first moment
and second moment of X , which will be used in the proofs of Lemma 5 (when
limN→∞ c(N) = ±∞) and Lemma 7 (when limN→∞ c(N)→ c a constant).
Take any arbitrary order of the super-vertices and let us write X as a sum of
indicator random variables
X =
r∑
i=1
ki∑
k=1
Iik, (13)
where Iik = 1 if the k-th super-vertex of size i is isolated and 0 otherwise, for
k = 1, 2, . . . , ki and i = 1, 2, . . . , r.
Note that Iik = 1 if the k-th super-vertex of size i is not connected with any
other super-vertex of size i and connected with any other super-vertex of size j 6= i
neither. Since the super-vertices are connected independently of each other, we
have
E[Iik] = (1− pii)
ki−1
r∏
j 6=i
(1− pij)
kj = (1− p)i
2(ki−1)
r∏
j 6=i
(1 − p)ijkj = (1− p)i(n−i),
and hence
E[X ] =
r∑
i=1
ki∑
k=1
E[Iik] =
r∑
i=1
ki(1− p)
i(n−i). (14)
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Due to our choices of parameters, we have N =
∑r
i=1 ki ≤ n =
∑r
i=1 iki ≤ rN ,
c(N) = o(lnN) and p :=
ln ki∗+c(N)
i∗(n−i∗)
= o(1). Using these we obtain
(1− p)i(n−i) = exp
(
−i(n− i)(p+O(p2))
)
=
(
1 +O
(
(ln ki∗ + c(N))
2
n
))
exp
(
−
i(n− i)
i∗(n− i∗)
(ln ki∗ + c(N))
)
= (1 + o(1)) k
− i(n−i)
i∗(n−i∗)
i∗
exp
(
−c(N)
i(n− i)
i∗(n− i∗)
)
. (15)
To ease notation, we let
f(i) := f(i, c(N)) = k
i(n−i)
i∗(n−i∗)
i∗
exp
(
c(N)
i(n− i)
i∗(n− i∗)
)
(16)
to obtain from (15) that
(1− p)i(n−i) = (1 + o(1)) f(i)−1 for any 1 ≤ i ≤ r. (17)
By (14)–(17), the first moment of the number X of isolated super-vertices in
G(N,Kr , p) satisfies
E[X ] = (1 + o(1))
r∑
i=1
ki
f(i)
. (18)
As for the second moment of X we observe that
E[X2] = E

( r∑
i=1
ki∑
k=1
Iik
)2 = E[X ]− r∑
i=1
kiE[I
i
1I
i
2] +
r∑
i,j=1
kikjE[I
i
1I
j
2 ].(19)
Furthermore, we obtain by (17) that for any 1 ≤ i, j ≤ r
E[Ii1I
j
2 ] = P(I
i
1 = 1 | I
j
2 = 1)P(I
j
2 = 1)
=

(1− pii)ki−1(1− pij)kj−1 r∏
l=1,l 6=i,j
(1 − pil)
kl

P(Ij2 = 1)
= (1− p)i(n−i)+j(n−j)−ij . (20)
Note that (1 − p)ij = 1 + o(1) for any 1 ≤ i, j ≤ r. Thus (19)–(20) and (17)–(18)
imply
E[X2] = E[X ]− (1 + o(1))
r∑
i=1
ki
f(i)2
+ (1 + o(1))
r∑
i,j=1
kikj
f(i)f(j)
= E[X ]− (1 + o(1))
r∑
i=1
ki
f(i)2
+ (1 + o(1)) (E[X ])
2
. (21)
Using (18) and (21) we shall derive the existence of isolated super-vertices (in
Lemma 5) and the exact distribution of the number of isolated super-vertices (in
Lemma 7).
3.1. Existence of isolated super-vertices. The following result deals with the
existence of isolated super-vertices when c∗ = ±∞.
Lemma 5. Let r ∈ N ∪ {∞} be either a constant independent of N or a function
in N such that r = r(N) tends to a constant as N →∞. Let X denote the number
of isolated super-vertices in G(N,Kr , p) and let c∗ := limN→∞ c(N) as in Theorem
1.
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(1) If c∗ = +∞, then
lim
N→∞
P[X ≥ 1] = 0.
(2) If c∗ = −∞, then
lim
N→∞
P[X ≥ 1] = 1.
Proof. Without loss of generality we may assume that 1 ≤ r ≤ r∗ for some constant
r∗ ∈ N (for N sufficiently large).
To prove (1), we assume without loss of generality that c(N) > 0 (for some large
N). Note that i(n−i)i∗(n−i∗) ≥
(n−i)
i∗(n−i∗)
= 1+o(1)i∗ and thus
f(i)−1 = k
− i(n−i)
i∗(n−i∗)
i∗
exp
(
−c(N)
i(n− i)
i∗(n− i∗)
)
≤ k
− i(n−i)
i∗(n−i∗)
i∗
exp
(
− (1 + o(1))
1
i∗
c(N)
)
. (22)
Furthermore, by definition of i∗ :=
{
1 ≤ i ≤ r
∣∣∣ k 1i(n−i)i = max1≤j≤r k 1j(n−j)j }, we
have that for each 1 ≤ i ≤ r
ki ≤ k
i(n−i)
i∗(n−i∗)
i∗
, (23)
which together with (22) implies that for each 1 ≤ i ≤ r
ki
f(i)
≤ exp
(
− (1 + o(1))
1
i∗
c(N)
)
.
From this in (18), we obtain
E[X ] = (1 + o(1))
r∑
i=1
ki
f(i)
≤ (1 + o(1)) r exp
(
− (1 + o(1))
1
i∗
c(N)
)
≤ (1 + o(1)) r∗ exp
(
− (1 + o(1))
1
r∗
c(N)
)
.
(The last inequality follows, because r ≤ r∗ and i∗ ≤ r
∗.) Thus by Markov’s
inequality, we have P(X ≥ 1) ≤ E[X ]→ 0 as N →∞, when limN→∞ c(N) = +∞.
To prove (2), we observe that
ki∗
f(i∗)
= ki∗k
− i∗(n−i∗)
i∗(n−i∗)
i∗
exp
(
−c(N)
i∗(n− i∗)
i∗(n− i∗)
)
= exp (−c(N))
and since
∑r
i=1
ki
f(i) ≥
ki∗
f(i∗)
and c(N)→ −∞ as N →∞, we have
E[X ] = (1 + o(1))
r∑
i=1
ki
f(i)
≥ (1 + o(1))
ki∗
f(i∗)
= (1 + o(1)) exp (−c(N))→ +∞ as N →∞. (24)
We shall prove that P(X = 0)→ 0 as N →∞, by applying Chebyshev’s inequality
P(X = 0) ≤
E[X2]
(E[X ])2
− 1.
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It suffices to show that limN→∞
E[X2]
(E[X])2 = 1 as N → ∞. To this end, we observe
that (21) implies
E[X2]
(E[X ])2
= E[X ]−1 − (1 + o(1))
r∑
i=1
ki
f(i)2
(E[X ])−2 + 1 + o(1). (25)
Using the property that f(i) > 1 for each 1 ≤ i ≤ r (because c(N) > − lnki∗), we
have
r∑
i=1
ki
f(i)2
≤
r∑
i=1
ki
f(i)
= (1 + o(1))E[X ].
Since E[X ]→ +∞ as N →∞ by (24), we obtain(
r∑
i=1
ki
f(i)2
)
(E[X ])−2 < (1 + o(1)) (E[X ])−1 → 0 as N →∞. (26)
Putting (25) and (26) together, we have E[X
2]
(E[X])2 → 1 as N →∞ as desired. 
3.2. Distribution of the number of isolated super-vertices. In this section
we deal with the exact asymptotic distribution of the number of isolated super-
vertices when c∗ = c ∈ R is a constant, by applying Stein’s method, in particular
Theorem 6.24 [15]. To this end we need a few more definitions and notations. The
random variables {Ik}k are said to be positively related if they satisfy the following
two conditions:
(1) For each k there exists a family of random variables Jkℓ , ℓ 6= k, such that
the joint distribution of {Jkℓ }ℓ is the same as the conditional distribution
of {Iℓ}ℓ given Ik = 1; and
(2) Jkℓ ≥ Iℓ for every ℓ 6= k.
Formally, L({Jkℓ }ℓ) = L({Iℓ}ℓ | Ik = 1), and J
k
ℓ ≥ Iℓ for every ℓ 6= k, where
L({Yℓ}ℓ) denotes the joint distribution of the random variables {Yℓ}ℓ.
Lemma 6 (Theorem 6.24 in [15]). Given random variables {Ik}k, let X :=
∑
k Ik.
If {Ik}k are positively related, then
dTV (X,Po(λ)) ≤
V(X)
E[X ]
− 1 + 2 max
1≤k≤N
{E(Ik)}, (27)
where λ := E[X ] and dTV (·, ·) is the total variation distance.
Lemma 7. Let r ∈ N ∪ {∞} be either a constant independent of N or a function
in N such that r = r(N) tends to a constant as N → ∞. Let X denote the
number of isolated super-vertices in G(N,Kr, p). If c∗ = c ∈ R is a constant, then
X has asymptotically Poisson distribution with mean e−c + γ(i∗), where γ(i∗) :=
limN→∞
∑
i6=i∗
ki (ki∗e
c)−
i(n−i)
i∗(n−i∗) is defined as in (7).
Proof. Without loss of generality we may assume that 1 ≤ r ≤ r∗ for some constant
r∗ ∈ N (for N sufficiently large) and that c(N) = c ∈ R is a constant.
By the definition of i∗, we have that ki ≤ k
i(n−i)
i∗(n−i∗)
i∗
for each 1 ≤ i ≤ r and
1 ≤ i∗ ≤ r. Note further that (1 + o(1))
1
i∗
≤ i(n−i)i∗(n−i∗) ≤ (1 + o(1))
r∗
i∗
for each
1 ≤ i ≤ r. Thus, letting M(0) := 0, M(c) :=
(
−(1 + o(1)) cr∗
)
if c > 0 and
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M(c) := (−(1 + o(1)) c r∗) if c < 0 (note that M(c) is independent of N), we have
that for each 1 ≤ i ≤ r
c
i(n− i)
i∗(n− i∗)
≥ −M(c)
and hence
ki
f(i)
= kik
− i(n−i)
i∗(n−i∗)
i∗
exp
(
−c
i(n− i)
i∗(n− i∗)
)
≤ exp(M(c)).
Therefore, we have
γ(i∗) := lim
N→∞
∑
i6=i∗
ki (ki∗e
c)−
i(n−i)
i∗(n−i∗) = lim
N→∞
∑
i6=i∗
ki
f(i)
≤ r∗ exp(M(c)) <∞.
(28)
Because
ki∗
f(i∗)
= e−c, (18) and (28) imply that
E[X ] = (1 + o(1))

 ki∗
f(i∗)
+
∑
i6=i∗
ki
f(i)

→ e−c + γ(i∗) as N →∞. (29)
In order to apply (27), we take an arbitrary order of the super-vertices and
rewrite the number X of isolated super-vertices in G(N,Kr , p) as
X :=
N∑
k=1
Ik, (30)
where for each k = 1, 2, . . . , N , Ik = 1 if the k-th super-vertex is isolated and Ik = 0
otherwise. Let Gk(N,K
r , p) be the random graph G(N,Kr , p) with all edges from
the k-th super-vertex removed, and let Jkℓ = 1 if the ℓ-th super-vertex is isolated
in Gk(N,K
r, p), and Jkℓ = 0 otherwise. Observe that
Jkℓ = (Iℓ | Ik = 1),
and thus
L({Jkℓ }ℓ) = L({Iℓ}ℓ | Ik = 1).
Moreover, if the ℓ-th super-vertex in G(N,Kr , p) is isolated (i.e. Iℓ = 1), then
Jkℓ = 1 as the ℓ-th super-vertex is still isolated even if all the edges from the k-th
super-vertex are removed. Otherwise, i.e. Iℓ = 0, then the ℓ-th super-vertex is
either connected with the k-th super-vertex or with any other super-vertex. So, if
all edges from the k-th super-vertex are removed, the resulting ℓ-th super-vertex
could become either isolated or not, this means that Jkℓ = {0, 1}. Thus J
k
ℓ ≥ Iℓ for
every ℓ 6= k, and thus the random variables {Ik}k are positively related. So we can
apply Lemma 6.
Next we shall show that dTV (X,Po(λ)) → 0 as N → ∞, by proving
V(X)
E[X] → 1
and max1≤k≤N{E(Ik)} → 0 as N →∞. By (18) and (21) as well as (29), we get
V(X)
E[X ]
=
E[X2]− (E[X ])2
E[X ]
= 1− (1 + o(1))
r∑
i=1
ki
f(i)2
(E[X ]))−1 + o(1)E[X ]
= 1 + o(1)− (1 + o(1))
r∑
i=1
ki
f(i)2
(E[X ]))−1. (31)
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Let f∗ := min{f(i) : i ∈ {1, 2, . . . , r}}. By (18) we have
r∑
i=1
ki
f(i)2
≤
r∑
i=1
ki
f(i)f∗
≤ (1 + o(1))
E[X ]
f∗
. (32)
By (31), in order to prove
V(X)
E[X ]
→ 1 as N →∞, (33)
it suffices to show that
f∗ →∞ as N →∞, (34)
because this together with (32) implies that
r∑
i=1
ki
f(i)2
(E[X ]))−1 ≤ (1 + o(1))
1
f∗
→ 0 as N →∞.
In order to prove (34), we observe from the definition of M(c) that for each
1 ≤ i ≤ r
c
i(n− i)
i∗(n− i∗)
≥ −M(c),
and therefore we get
f(i) = k
i(n−i)
i∗(n−i∗)
i∗
exp
(
c
i(n− i)
i∗(n− i∗)
)
≥ k
i(n−i)
i∗(n−i∗)
i∗
exp (−M(c))
≥ k
(1+o(1)) 1
i∗
i∗
exp (−M(c)) . (35)
Now we define
ℓ∗ := min{ℓ ∈ {1, 2, . . . , r} : µℓ > 0}. (36)
By the definition of i∗ :=
{
1 ≤ i ≤ r
∣∣∣ k 1i(n−i)i = max1≤j≤r k 1j(n−j)j }, we have
i∗ ≤ ℓ∗ and thus
ki∗ ≥ k
i∗(n−i∗)
ℓ∗(n−ℓ∗)
ℓ∗
= k
(1+o(1)) i∗
ℓ∗
ℓ∗
.
Putting this in (35) we have that for each 1 ≤ i ≤ r
f(i) ≥ k
(1+o(1)) 1
i∗
i∗
exp (−M(c)) ≥ k
(1+o(1)) 1
ℓ∗
ℓ∗
exp (−M(c)) .
Because kℓ∗ = (1 + o(1))µℓ∗N with µℓ∗ > 0, we get
f∗ := min
1≤i≤r
f(i)
≥ ((1 + o(1))µℓ∗N)
(1+o(1)) 1
ℓ∗ exp (−M(c))→∞ as N →∞.
Finally we shall show that max1≤k≤N{E(Ik)} = o(1). To this end, we con-
sider the sequence of indicator random variables (Ik)k used in (30). For each
k = 1, 2, . . . , N we obtain
E(Ik) =
r∑
i=1
(1− p)i(n−i)
ki
N
=
E[X ]
N
→ 0 as N →∞,
where the last equality and the limit behavior follow from (14) and (29) respectively.
Therefore we have
max
1≤k≤N
{E(Ik)} = o(1). (37)
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Thus, we can conclude from (27), (33) and (37) that X has asymptotically Poisson
distribution with mean e−c + γ(i∗). 
3.3. Small components. Before we proceed to the proof of Theorem 1, we finally
consider components of size m for each 2 ≤ m ≤ N/2.
Lemma 8. Let r ∈ N∪{∞} be either a constant independent of N or a function in
N such that r = r(N) tends to a constant as N →∞. If c∗ = +∞ or c∗ = c ∈ R is
a constant, then whp G(N,Kr , p) does not have any component of size m for any
2 ≤ m ≤ N/2.
Proof. For each 2 ≤ m ≤ N/2, we let Sm be the set of all subsets of m super-
vertices, and for each S ∈ Sm, let mi(S) be the number of super-vertices of size i
in S. Note that m = m1(S) + · · ·+mr(S). Observe that if the super-vertices in S
form a component in G(N,Kr, p), then the following two events should hold:
(i) AS1 := {the super-vertices in S are connected} and
(ii) AS2 := {no super-vertex in S is connected with a super-vertex in S
c},
where Sc denotes the complement of S.
Note that the events AS1 and A
S
2 are independent, because every pair of vertices
are connected independently of each other with probability p. Thus, we have
P(∃ a component of size m) ≤
∑
S∈Sm P(A
S
1 )P(A
S
2 ). (38)
Since a component of size m contains a tree of size m and the number of Cayley
trees on m vertices is mm−2, moreover pij = 1− (1− p)
ij
≤ ijp ≤ r2p, we have
P(AS1 ) ≤ P(S contains a tree ) ≤ m
m−2(r2p)m−1. (39)
On the other hand, for each S ∈ Sm letting Mm(S) :=
∑r
i=1 imi(S), we have
P(AS2 ) = (1− p)
Mm(S)(n−Mm(S)).
Observe that Mm(S) ≥ m. Since the function f(x) = x(n − x) is increasing in
x ∈ (2, N/2), we have
P(AS2 ) ≤ (1− p)
m(n−m). (40)
By (38)–(40), we obtain
P(∃ a component of size m) ≤
(
N
m
)
mm−2(r2p)m−1(1− p)m(n−m)
≤ (eN)mm−5/2 (r2p)m−1 e−p(m−1)(n−m), (41)
where the last inequality is because
(
N
m
)
< (eN)m/mm+1/2 and (1 − p) < e−p.
Summing up, we have
N/2∑
m=2
P(∃ a component of size m) ≤
N/2∑
m=2
(eN)mm−5/2 (r2p)m−1 e−p(m−1)(n−m).
(42)
We shall show that the left hand side of (42) tends to 0 as N → ∞, making a
case distinction depending on whether 2ℓ∗ + 2 ≤ m ≤ N/2 or 1 ≤ m ≤ 2ℓ∗ + 1,
where ℓ∗ := min{ℓ ∈ {1, 2, . . . , r} : µℓ > 0} as defined in (36).
Case 1. Let 2ℓ∗ + 2 ≤ m ≤ N/2. We first rewrite (41) as
eN m−5/2 (er2N)m−1 exp {(m− 1) [ln p− p (n−m)]} . (43)
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Note that because p :=
ln ki∗+c(N)
i∗(n−i∗)
, we have
ln p− p (n−m) = ln [ln ki∗ + c(N)]− ln [i∗(n− i∗)]−
(
ln ki∗ + c(N)
i∗
)
(n−m)
(n− i∗)
,
so considering that m ≤ N/2 < n/2 (and thus n−mn−i∗ ≥
1
2 ), we obtain
ln p− p (n−m) ≤ ln [ln ki∗ + c(N)]−
1
2 i∗
(ln ki∗ + c(N))− ln [i∗(n− i∗)] .
Observe now that for anyK > 0 there exists x˜ > 0 such that lnx < x/K for any x >
x˜. Using this with x = ln ki∗ + c(N), we have ln [ln ki∗ + c(N)] <
1
K (ln ki∗ + c(N))
and so we have
ln p− p (n−m) ≤
(
1
K
−
1
2i∗
)
(ln ki∗ + c(N))− ln [i∗(n− i∗)] , (44)
provided N is sufficiently large. Using (44), we can bound (43) from above by
eN m−5/2 (er2N)m−1 exp
{
(m− 1)
[(
1
K
−
1
2i∗
)
(ln ki∗ + c(N))− ln [i∗(n− i∗)]
]}
= eN m−5/2
(
er2N
i∗(n− i∗)
)m−1
exp
{
(m− 1)
[(
1
K
−
1
2i∗
)
(ln ki∗ + c(N))
]}
≤ eN m−5/2
(
er2
)m−1
exp
{
(m− 1)
[(
1
K
−
1
2i∗
)
(ln ki∗ + c(N))
]}
≤ eN m−5/2 exp
{
(m− 1)
[(
1
K
−
1
2i∗
)
(ln ki∗ + c(N)) + ln(er
2)
]}
.
The last inequality follows because N/i∗(n− i∗) ≤ 1 for N sufficiently large. There-
fore, we have that for
P(∃ a component of size m)
≤ eN m−5/2 exp
{
(m− 1)
[(
1
K
−
1
2i∗
)
(ln ki∗ + c(N)) + ln(er
2)
]}
. (45)
Now consider a constant a > 1. Taking K large enough such that K > 2i∗(2ℓ∗+1)a
we have
(m− 1)
(
1
K −
1
2i∗
)
≤ (2ℓ∗ + 1)
(
1
K −
1
2i∗
)
(because m ≥ 2ℓ∗ + 2)
≤
(
1−(2ℓ∗+1)a
2i∗a
)
(because 1K <
1
2i∗(2ℓ∗+1)a
).
Thus we have
(m− 1)
(
1
K −
1
2i∗
)
ln ki∗
≤
(
1−(2ℓ∗+1)a
2i∗a
)
ln ki∗ =
(
(2ℓ∗+1)a−1
2i∗a
)
ln k−1i∗
≤−(1 + o(1))
(
1 + a−12aℓ∗
)
ln kℓ∗ (because ki∗ ≥ k
i∗(n−i∗)
ℓ∗(n−ℓ∗)
ℓ∗
).
(46)
Furthermore, because m ≥ 2ℓ∗ + 2, we have
(m− 1)
[(
1
K −
1
2i∗
)
c(N) + ln
(
er2
)]
≤−(2ℓ∗ + 1)
[(
1
2i∗
− 1K
)
c(N)− ln
(
er2
)]
,
(47)
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and because c(N)→ +∞ or c ∈ R, we have
exp
{
1− (2ℓ∗ + 1)
[(
1
2i∗
−
1
K
)
c(N)− ln
(
er2
)]}
≤ C1,
for K and N large enough. Using (45)–(47), we have that for 2ℓ∗ + 2 ≤ m ≤ N/2
P(∃ a component of size m) ≤ C1
(
Nk
−(1+o(1))(1+ a−12aℓ∗ )
ℓ∗
)
︸ ︷︷ ︸
=:ϕ1(N)
m−5/2 (48)
where ϕ1(N)→ 0 as N →∞, because kℓ∗ = (1 + o(1))µℓ∗N , µℓ∗ > 0 and a > 1.
Summing up, we have
N/2∑
m=2ℓ∗+2
P(∃ a component of size m) ≤ C1ϕ1(N)
N/2∑
m=2ℓ∗+2
m−5/2, (49)
which tends to 0 as N →∞.
Case 2. Let 2 ≤ m ≤ 2ℓ∗ + 1. In this case, it suffices to consider components
containing only super-vertices of size at least ℓ∗ := min{ℓ ∈ {1, 2, . . . , r} : µℓ > 0}.
To see this let E be the event that there exists a component of size m in which
all its super-vertices have size at least ℓ∗, and let Y be the number of super-vertices
of size strictly less than ℓ∗ in a random sample of m super-vertices. Hence, Y is
a random variable that follows the hypergeometric distribution with parameters
(N, vℓ∗ ,m), where vℓ∗ denotes the number of super-vertices of size strictly less than
ℓ∗, i.e., vℓ∗ :=
∑ℓ∗−1
i=1 ki. Observe that, as vℓ∗ = o(N) and m ≤ 2ℓ∗ + 1, so m is
independent of N ,
P(Y = 0) =
(
N−vℓ∗
m
)(
N
m
) = (N − vℓ∗)
N
· · ·
(N − vℓ∗ −m+ 1)
(N −m+ 1)
= 1− o(1),
and therefore
P(Ec) ≤ P(Y > 0) = o(1).
More precisely, we obtain
P(∃ a component of size m) = P(E) + o(1). (50)
Thus, applying arguments analogous to (38)-(41) to P(E), and noting that in such
case the component S has only super-vertices of size at least ℓ∗, we obtain that
Mm(S) ≥ mℓ∗ and therefore, instead of (41), we obtain
P(E) ≤ (eN)mm−5/2 (r2p)m−1 e−p(mℓ∗−1)(n−mℓ∗)
= O(N) (eNp)m−1 e−pmℓ∗(n−mℓ∗)+m ln r
2
( because m ≥ 2 and N ≤ n).(51)
Because 2 ≤ m ≤ 2ℓ∗ + 1, we have mℓ∗(n − mℓ∗) ≥ 2ℓ∗[n − ℓ∗(2ℓ∗ + 1)]. Using
p :=
ln ki∗+c(N)
i∗(n−i∗)
and ki∗ ≥ k
i∗(n−i∗)
ℓ∗(n−ℓ∗)
ℓ∗
, we therefore obtain
pℓ∗m (n− ℓ∗m) ≥ (ln ki∗ + c(N))
2ℓ∗[n− ℓ∗(2ℓ∗ + 1)]
i∗(n− i∗)
≥ (ln kℓ∗)
2[n− ℓ∗(2ℓ∗ + 1)]
(n− ℓ∗)
+ c(N)
2ℓ∗[n− ℓ∗(2ℓ∗ + 1)]
i∗(n− i∗)
= (2 + o(1))(ln kℓ∗) + (2 + o(1))
ℓ∗
i∗
c(N),
and
(eNp)m−1 ≤
(
eN [ln ki∗ + c(N)]
i∗(n− i∗)
)2ℓ∗
= O(1)[ln ki∗ + c(N)]
2ℓ∗ ( because N ≤ n).
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Putting these in (51), because m ≤ N/2 we obtain
P(E) ≤ O(N) [ln ki∗ + c(N)]
2ℓ∗ [kℓ∗ ]
−2+o(1) e−(2+o(1))
ℓ∗
i∗
c(N)+(2ℓ∗+1) ln r
2
=: ϕ2(N)→ 0 as N →∞,
because the condition c(N)→ +∞ or c ∈ R implies e−(2+o(1))
ℓ∗
i∗
c(N)+(2ℓ∗+1) ln r
2
=
O(1) and the conditions kℓ∗ = (1 + o(1))µℓ∗N with µℓ∗ > 0 and ki∗ ≤ O(N) imply
O(N) (ln ki∗ + c(N))
2ℓ∗ [kℓ∗ ]
−2+o(1) → 0 as N →∞. Summing up, we have that
2ℓ∗+1∑
m=2
P(∃ a component of size m) ≤ (2ℓ∗ + 1)ϕ2(N) + o(1)→ 0 as N →∞
(52)
as desired.

3.4. Proof of Theorem 1 (1)–(3). Theorem 1 (1) is an immediate consequence
of Lemma 5.
To prove Theorem 1 (2)–(3), we observe first the following fact: Let C be the
event that G(N,Kr , p) is connected, B1 the event that G(N,K
r , p) has isolated
super-vertices and B2 the event that G(N,K
r , p) has components of size of between
2 and N/2. Hence,
P(C) = P(Bc1)− P(B2) + P(B1 ∩B2).
LetX denote the number of isolated super-vertices inG(N,Kr, p). Since P(Bc1) =
P(X = 0), P(B2) = o(1) because Lemma 8, and P(B1 ∩B2) < P(B2) = o(1). Thus,
P(C) = P(G(N,K, p) is connected) = P(X = 0) + o(1),
Thus, Theorem 1 (2) follows from Lemma 7 and Lemma 8 while Theorem 1 (3)
follows from Lemma 5 and Lemma 8.
4. Proof of Proposition 2 and Proposition 3
Consider the random graph G(N,Kr , p) with p = c/n, where c is a constant.
Also assume that the limit u := limN→∞(n/N) exists. As discussed in Section
2.3, the random graph model G(N,Kr, p) belongs to the class of IRG studied in
[3], where the emergence of the giant component and the degree distribution were
analyzed under some conditions on the sequence of kernels {κN}N≥1 given by (11).
Let us begin with some definitions.
Definition 9 (Definition 2.9 [3]). Consider a set of N vertices. Let V = (S, µ, (xN )N≥1)
be a vertex space and let κ be a kernel on V. A sequence {κN}N≥1 of kernels is
graphical on (S, µ) with limit κ if the following holds.
(1) For a.e. (x, y) ∈ S2, xN → x and yN → y imply that κN (xN , yN) →
κ(x, y).
(2) κ is continuous a.e. on S2.
(3) κ ∈ L1(S2, µ× µ).
(4) If e(G) is the number of edges of GV(N, κN ), then
lim
N→∞
E(e(G))
N
=
1
2
∫ ∫
S2
κ(x, y)dµ(x)dµ(y).
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Note that whether {κN}N≥1 is graphical depends on the sequences {xN}N≥1.
The next lemma says that the only condition in our random graph modelG(N,Kr , p)
for {κN}N≥1 to be graphical is that the limit u exists.
Lemma 10. Consider the random graph G(N,Kr , p) with p = c/n, where c is a
constant. If the limit u exists, then the sequence of kernels {κN}N≥1 given by (11)
is graphical on V with limit given by the kernel κ such that κ(i, j) = (c/u)ij, for
i, j ∈ S.
Proof. It is not difficult to see that κ is in fact a kernel on V , and that the conditions
(2) and (3) in Definition 1 are satisfied. To check the condition (1) in Definition 1,
we fix a point (i, j) of Z+×Z+ and consider two sequences, (iN )N≥1 and (jN )N≥1,
such that iN → i and jN → j. Since
κN (iN , jN ) =
N
n
c iN jN + o(1),
and u = limN→∞(n/N) exists, we conclude that
lim
N→∞
κ(iN , jN ) =
( c
u
)
ij.
To show that the condition (4) is satisfied, note first that in G(N,Kr , p),
(1/2)
∫ ∫
S2
κ(x, y)dµ(x)dµ(y) =
1
2
r∑
j=1
r∑
i=1
κ(i, j)µiµj =
c
2u
r∑
j=1
jµj
r∑
i=1
iµi =
c u
2
.
Furthermore, we have
E(e(G))
N
=
1
N
∑
1≤k<l≤N
pxkxl =
1
N
∑
1≤k<l≤N
κN (xk, xl)
N
=
1
N2
∑
1≤k<l≤N
N
n
cxk xl + o(1)
≤
N
n
c
2
(
1
N
N∑
k=1
xk
)2
+ o(1)
=
N
n
c
2
( n
N
)2
+ o(1).
Therefore, we get
lim
N→∞
E(e(G))
N
≤
c u
2
.
Finally, by Lemma 8.1 ([3]) we know that if κ is a continuous kernel on a vertex
space V , then
lim inf
N→∞
E(e(G))
N
≥
1
2
∞∑
j=1
∞∑
i=1
κ(i, j)µiµj .
Thus, we have
lim
N→∞
E(e(G))
N
=
1
2
∞∑
j=1
∞∑
i=1
κ(i, j)µiµj
and the sequence of kernels {κN}N≥1 is graphical on V . 
In order to obtain results concerning the size of the giant component, one addi-
tional definition is required.
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Definition 11 (Definition 2.10-11 [3]). A kernel κ on (S, µ) is irreducible if for all
A ⊂ S and κ = 0 a.e. on A× (S \A) implies µ(A) = 0 or µ(S \A) = 0.
In fact, for technical reasons, a slight weakening of irreducibility is considered.
Definition 12 (Definition 2.11 [3]). A kernel κ on (S, µ) is quasi-irreducible if
there is a µ-continuity set S ′ ⊆ S with µ(S ′) > 0 such that the restriction of κ to
S ′ × S ′ is irreducible, and κ(x, y) = 0 if x /∈ S ′ or y /∈ S ′.
Now, Propositions 2 and 3 can be obtained as corollaries of Theorem 3.1 and
Theorem 3.13 in ([3]), respectively, which are included here for the sake of com-
pleteness.
Theorem 13. (Theorem 3.1 [3]) Let {κN}N≥1 be a graphical sequence of kernels
on a vertex space V with limit κ, and let GN := G
V(N, κN ). Let Tκ be an integral
operator defined by
(Tκf)(x) =
∫
S
κ(x, y)f(y)dµ(y),
for any (measurable) function f , such that its integral is defined (finite or +∞) for
a.e. x. Let ||Tκ|| := sup{||Tκf ||2 : f ≥ 0 and ||f ||2 ≤ 1}.
(1) If ||Tκ|| ≤ 1, then
lim
N→∞
L1(GN )
N
= 0
in probability, while if ||Tκ|| > 1, then whp L1(GN ) = Θ(N).
(2) For any ǫ > 0, whp
L1(GN )
N
≤ ρ(κ) + ǫ.
(3) If κ is quasi-irreducible, then
lim
N→∞
L1(GN )
N
= ρ(κ),
in probability, where ρ(κ) :=
∫
S
ρ(κ, x)dµ(x), and the function x 7→ ρ(κ, x)
is the maximal fixed point of the non-linear operator Φκ defined by Φκf :=
1− e−Tκf . In addition, ρ(κ) < 1, and ρ(κ) > 0 if and only if ||Tκ|| > 1.
More details regarding the definition and behavior of ρ(κ) can be found in The-
orem 6.2, [3].
Theorem 14. (Theorem 3.13 [3]) Let {κN}N≥1 be a graphical sequence of kernels
on a vertex space V with limit κ, and let GN := G
V (N, κN ). Let Zk the number of
vertices of GN with degree k, for k ≥ 0. Then, for any fixed k ≥ 0,
lim
N→∞
Zk
N
= P(Ξ = k),
in probability, where Ξ has the mixed Poisson distribution
∫
S
Po(λ(x))dµ(x), and
λ(x) :=
∫
S κ(x, y)dµ(y).
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4.1. Proof of Proposition 2. Observe that the kernel κ has the form κ(i, j) =
ϕ(i)ϕ(j), with ϕ(i) := (c/u)1/2i, which is the rank-1 case studied in [3]. In this
case, we have
||Tκ|| =
∫
S
ϕ2dµ =
r∑
i=1
c
u
i2µi = cs¯2.
On the other hand, note that κ(i, j) = (c/u) ij defined on (Z+, µ), where µ({i}) =
µi given by (2), equals 0 only if i = 0 or j = 0. Hence, κ is irreducible and quasi-
irreducible. Therefore, Proposition 2 follows as a consequence of Theorem 13 and
Lemma 10.
4.2. Proof of Proposition 3. Proposition 3 follows as a consequence of Theorem
14 and Lemma 10.
5. Discussions
In this section we compare our results with related work.
5.1. Comparison with connectedness of G(n, p). In order to compare Theo-
rem 1 with the threshold for connectedness of G(n, p), take p = (1/n)(lnn+ c(n)).
It is well known (see for example [1]) that if limn→∞ c(n) = −∞, then whp G(n, p)
is disconnected, but if limn→∞ c(n) = +∞, then whp G(n, p) is connected. Fur-
thermore, if limn→∞ c(n) = c is a constant,
lim
n→∞
P[G(n, p) is connected ] = e−e
−c
.
In Theorem 1 (2) we assume that limN→∞(n/N) = 1. Since N :=
∑r
i=1 ki and
n :=
∑r
i=1 iki, we have
n
N
= 1 +
1
N
r∑
i=2
(i− 1)ki.
Because limN→∞ n/N = 1, limN→∞ ki/N = 0 for each i = 2, 3, . . . , r. By (2) we
have µ1 = 1 and µi = 0 for each i ∈ {2, 3, . . . , r}, which implies ℓ∗ = 1, where
ℓ∗ := min{ℓ ∈ {1, 2, . . . , r} : µℓ > 0}. By the definition of i∗ :=
{
1 ≤ i ≤
r
∣∣∣ k 1i(n−i)i = max1≤j≤r k 1j(n−j)j }, we have ki∗ ≥ k i∗(n−i∗)n−11 = k i∗(1+o(1))1 . On the other
hand, µ1 = 1 means k1 = (1 + o(1))N . Thus i∗ should coincide with ℓ∗ = 1.
Furthermore, we have γ(1) = limN→∞
∑
i6=1 ki (k1e
c)−
i(n−i)
n−1 = 0.
Therefore Theorem 1 (2) yields
lim
N→∞
P[G(N,Kr , p) is connected ] = e−e
−c
.
In words, the asymptotic probability of G(N,Kr , p) being connected is the same as
that of G(n, p) being connected, provided limN→∞(n/N) = 1. This is not surpris-
ing because in this case both models have the same asymptotic number of vertices.
5.2. Comparison with connectedness of IRG. The property of inhomogeneous
random graphs being connected has recently been studied by Devroye and Fraiman
in [7], who considered a random graph model on a set of N vertices described in a
similar way as the general model of [3]. In such a model, each pair of vertices, say
k and l, are connected independently with probability
pkl := min{1, κ(xk, xl)}pN ,
where κ is a kernel on the respective vertex space V (see Section 2.3), xk, xl are
values associated with the vertices k and l, respectively and pN := (log N)/N . In
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[7], a connectivity threshold is obtained in terms of an isolation parameter λ∗ :=
ess inf λ(x), where
λ(x) :=
∫
S
κ(x, y)dµ(y),
and ess inf λ(x) := sup{a ∈ R : µ{x : λ(x) < a} = 0}. More precisely, it is proved
that when λ∗ > 1 the graph is connected whp, while when λ∗ < 1 the graph is
disconnected whp.
In order to compare our model G(N,Kr , p) to that of Devroye and Fraiman [7],
we consider G(N,Kr , p) with r ∈ N constant and p :=
lnki∗+c(N)
i∗(n−ℓ∗)
such that i∗ = ℓ∗,
i.e, µi∗ > 0. Thus ki∗ = µi∗N + o(N) and so without loss of generality we may
c(N) = o(lnN). By (1), we have, for i, j = 1, . . . , r,
pij := 1− (1− p)
ij
= i j p+O(p2)
=
(
i j
i∗
)(
lnN
n− i∗
)
+ o(1) +O(p2) ∼
(
i j
u i∗
)
lnN
N
,
where u := limN→∞(n/N). So, if we consider the kernel
κ(i, j) =
i j
u i∗
,
then the connection probability between pairs of super-vertices in our model is
approximately the same as the connection probability between pairs of vertices in
the IRG introduced by [7], provided N is sufficiently large. Moreover, this choice
of kernel corresponds to the case λ∗ = 1, because
λ(i) =
r∑
j=1
κ(i, j)µj =
r∑
j=1
i j
u i∗
lim
N→∞
kj
N
=
i
i∗
r∑
j=1
j
limN→∞(n/N)
lim
N→∞
kj
N
=
i
i∗
r∑
j=1
jkj
n
=
i
i∗
and
∑
i<ai∗
µi = 0 if and only if a < 1. The case λ∗ = 1 was not covered by [7].
5.3. Unbounded sizes. The proof of Theorem 1 relies mainly on the analysis of
the asymptotic number of isolated super-vertices in G(N,Kr , p). Note that if the
number r of sizes of super-vertices is either a constant independent ofN or r = r(N)
is tending to a constant as N →∞, ℓ∗ := min{i ∈ {1, . . . , r} : µi > 0}, (defined as
in the proof of Lemma 7 and Lemma 8), is well defined. Moreover limN→∞(n/N)
exists. However, if r = r(N) satisfies r(N)→∞ as N →∞, we can not guarantee
neither the existence of an integer i ∈ {1, 2, 3, . . .} with µi > 0 nor that of the
limit limN→∞(n/N). In this case the exact distribution of sizes of super-vertices is
related to the existence of isolated super-vertices in a more complex manner.
In Theorem 1 we considered r either a constant independent of N or r = r(N)
tending to a constant as N → ∞. However our analysis can be extended to the
case that r = r(N) → ∞ as N → ∞. The proof may follow the lines of the proof
of Theorem 1 with a few modifications and possibly other additional conditions.
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