We present an iterative algorithm, called the symmetric tensor eigen-rank-one iterative decomposition (STEROID), for decomposing a symmetric tensor into a real linear combination of symmetric rank-1 unit-norm outer factors using only eigendecompositions and least-squares fitting. Originally designed for a symmetric tensor with an order being a power of two, STEROID is shown to be applicable to any order through an innovative tensor embedding technique. Numerical examples demonstrate the high efficiency and accuracy of the proposed scheme even for large scale problems.
1. Introduction. Symmetric tensors arise naturally in various engineering problems. They are especially important in the problem of blind identification of underdetermined mixtures [5, 7, 6] . Applications of this problem are found in areas such as speech, mobile communications, biomedical engineering and chemometrics.
The main contribution of this paper is an algorithm, called the Symmetric Tensor Eigen-Rank-One Iterative Decomposition (STEROID), that decomposes a real symmetric tensor A into a linear combination of symmetric unit-norm rank-1 tensors
with λ i ∈ R and v 1 , . . . , v R ∈ R n . The • operation refers to the outer product, which we define in Section 1.1. The minimal R = R min that satisfies (1.1) is called the rank of A. More information on the rank of tensors can be found in [9] and specifically for symmetric tensors in [4] . The main idea of the algorithm is to first compute a set of vectors v 1 , . . . , v R (R ≥ R min ) through repeated eigendecompositions of symmetric matrices. The coefficients λ 1 , . . . , λ R are then found from solving a least-squares problem. STEROID was originally developed for symmetric tensors with an order that is a power of 2. It is however perfectly possible to extend the applicability of STEROID to symmetric tensors of arbitrary order by means of an embedding procedure, which we explain in Section 2.2. To our knowledge, no algorithm exists that computes a real decomposition as in (1.1) for an arbitrary real symmetric tensor. In [1] an algorithm is described that decomposes a symmetric tensor over C using methods from algebraic geometry. As a consequence, the λ's obtained from this method are complex numbers. For nonsymmetric tensors the most common decomposition is the canonical tensor decomposition/parallel factors (CANDECOMP/PARAFAC) [2, 10] or simply CP algorithm. CP expresses a tensor as the sum of a finite number of rank-1 tensors so that the tensor rank can be defined as the minimum of that number. Running a CP algorithm such as Alternating Least Squares (ALS) on a symmetric tensor does not guarantee the symmetry of the rank-1 tensors. This is the main motivation for the development of the STEROID algorithm.
The outline of this paper is as follows. First we will define some basic notations in Section 1.1. In Section 2 we illustrate our algorithm by means of an example, together with the embedding procedure. The algorithm is applied to several examples in Section 3, after which we provide some conclusions.
1.1. Tensor Notations and Basics. We will adopt the following notational conventions. A dth-order tensor, assumed real throughout this article, is a multidimensional array A ∈ R n1×n2×...×n d with elements A i1i2...i d that can be perceived as an extension of the matrix format to its general dth-order, also called d-way, counterpart. Although the wordings 'order' and 'dimension' seem to be interchangeable in the tensor community, we prefer to call the number of indices i k (k = 1, . . . , d) the order of the tensor, while the maximal value n k (k = 1, . . . , d) associated with each index the dimension. A cubical tensor is a tensor for which n 1 = n 2 = . . . = n d = n. The inner product between two tensors A, B ∈ R n1×...×n d is defined as
The norm of a tensor is often taken to be the Frobenius norm ||A|| F = A, A 1/2 . A 3rd-order rank-1 tensor A can always be written as the outer product [10] 
We will only consider symmetric tensors in this article. A tensor
is any permutation of the indices i 1 . . . i d . A rank-1 symmetric d-way tensor is then given by the repeated outer product λa•a•. . .• a. The vectorization of a tensor A, denoted vec (A) ∈ R n1···n d , is the vector obtained from taking all indices together into one mode. This implies that for a symmetrical rank-1 tensor A, its vectorization is
where we have introduced the shorthand notation λ a d for the repeated Kronecker product ⊗. Using the vectorization operation we can write (1.1) as
or equivalently as
where X is the matrix that is formed by the concatenation of all the v 1 d , . . . , v R d vectors and l ∈ R R . In other words, the vectorization of a symmetric tensor A lives in the range of X, which is spanned by vectors v i d . This requirement puts the known constraint [4] on the rank of X
as we will also proof in Lemma 2.1. The inverse vectorization operation unvec reshapes a vector a into a tensor A = unvec (a).
Symmetric
Tensor Eigen-Rank-One Iterative Decomposition.
2.1. Main Algorithm. We now demonstrate the STEROID algorithm that decomposes a symmetric tensor into a real finite sum of symmetric rank-one outer factors by means of a 4-way tensor. Later on we then show that STEROID is applicable to any tensor order via an innovative tensor embedding technique. The first step in the STEROID algorithm is to reshape the (4-way) symmetric A ∈ R n×n×n×n into a 2-way symmetric matrix A (n 2 ×n 2 ) , where the bracketed superscript indicates the dimensions. The symmetry of of the reshaped A follows trivially from the symmetry of A. Now the eigendecomposition of A can be computed, which allows us to write
Observe that the symmetry of A implies that the eigenvalues λ i are real and the eigenvectors v i will be orthonormal. Both eigenvalues and eigenvectors can be computed by for example the symmetric QR algorithm or the divide-and-conquer method [8] .
Observe that each of these eigenvectors v i can now be reshaped into another 2-way symmetric matrixv
. It is readily shown thatv i are also symmetric. Indeed, the symmetry of A implies that we can write
where P is a particular permutation matrix that permutes the indices i d 2 +1 . . . i d . After the eigendecomposition we can rewrite (2.2) as
which implies that any of the eigenvectors v i (i = 1, . . . , n 2 ) and consequently their reshapedv i inhibit the same symmetry as A. The eigendecomposition of each of the symmetricv i 's can now also be computed. For example,v 1 can then be written as where the v 1i 's are again orthogonal due to the symmetry ofv 1 . The whole procedure of repeated eigendecompositions of the reshaped eigenvectors for this 4-way example is depicted in Figure 2 .1 for the n = 2 scenario.
Referring to Figure 2 .1 we now take the kth term of (2.1) and vectorize it to obtain
Substitution of v k by its eigendecomposition allows us to write
where h k denotes the "head" part containing the pure powers v k1 4 , v k2 4 of v k1 and v k2 , respectively, whereas t k denotes the "tail" holding the sum of cross terms. Defining the head tensor H = unvec ( k h k ) and the tail tensor T = unvec ( k t k ), it can be deduced that T = A − H must also be 4-way symmetric since A and H are so. As we will explain further on, the tail tensor T being symmetric is crucial, since it is possible that repeated eigendecompositions of the reshapings of T are also necessary in order to compute the decomposition. The objective now is to write A as a linear combination
Good candidates for the v i 4 vectors are the pure powers that span the head part in (2.4) . Note however that no pure power vectors should be considered that come from a eigenvector with zero eigenvalue λ k at the first eigendecomposition. Since each of the v i 's is an eigenvector of a symmetric matrix, it also follows that ||v i 4 || F = 1. Checking whether a decomposition as in (1.2) exists is done by computing the residual of the following least-squares problem
where X is the matrix obtained from the concatenation of all the pure power vectors v i 4 . Note that it is possible at this step to solve (2.5) with additional constraints. For example, if only positive λ's are required then one could use a reflective Newton method as described in [3] . A sparse solutionl with as few nonzero λ's as possible can be computed using L1-regularization [12] . We also have the following upper bound on the rank of X.
Lemma 2.1. For the matrix X in the least-squares problem (2.5) we have that
Proof. Each column of X corresponds with a vector v i d , with v i ∈ R n . If we label the entries of v i by x i1 , . . . , x in then v i d contains all monomials of degree d in n variables x i1 , . . . , x in . For example, if d = 2 and n = 2, then we have that From Lemma 2.1 we learn two things. First, it is possible that not enough pure power vectors are computed to solve the least-squares problem (2.5). In this case the residual || vec (A) − Xl|| F will not be satisfactory and the same procedure of reshapings and eigendecompositions should be applied to the tail tensor T . This will produce additional pure powers that can be used to extend X upon which one can solve the least-squares problem (2.5) again. Further iterations on the resulting tail tensor can be applied until a satisfactory residual is obtained. The second thing we learn is that it is also possible that X becomes singular as soon as it has more than d+n−1 n−1 columns. In this case it is recommended to regularize the least-squares problem such that the obtained solution is not sensitive to perturbations of the tensor A. This can be done by for example computing the minimum norm solution of (2.5). The whole STEROID algorithm is summarized in pseudo-code in Algorithm 2.1. Matlab/Octave implementations can be freely downloaded from https://github.com/kbatseli/STEROID. Algorithm 2.1. STEROID algorithm Input: symmetric d-way tensor A with d = 2 k , k ∈ N, tolerance τ Output: eigenvectors v i that constitute pure powers,l A ← reshape A into a n d/2 × n d/2 matrix V 1 , D 1 ← eig(Ā) for all eigenvectors V 1 (:, i) with λ i = 0 do recursively reshape V 1 (:, i) and compute its eigendecomposition end for collect all pure powers into X solve least-squares probleml = min Every matrix from which an eigendecomposition is computed in Algorithm 2.1 is symmetric. This implies that the computed eigenvalues are up to a sign equal to the singular values. Hence the same kind of tolerance as for the singular values can be used to determine whether any of the λ i 's are numerically zero [8] . Note that a user-defined tolerance τ is required to check whether additional iterations on the tail tensor T are required.
The computational complexity of the method is dominated by the very first eigendecomposition of the n d/2 × n d/2 matrix A and by solving the least-squares problem (2.5). The first eigendecomposition requires a tridiagonalization of A, which requires 8/3 n 3d/2 flops and dominates the cost. For the actual diagonalization, QR iterations or the divide-and-conquer method can be used. The matrix X in the least-squares problem also determines the computational cost. Its number of rows is n d , while its number of columns is the number of computed pure power vectors. If we assume the number of columns to be R max and the least-squares problem is solved with Householder transformations, then the computational complexity is 2R 2 max (n d − R max /3).
It is clear that the STEROID algorithm only works for symmetric tensors for which the order is a power of 2. Indeed, this is a necessary requirement such that the recursive reshapings during the execution of the algorithm always lead to a square symmetric matrix. Fortunately one can embed a symmetric tensor with an order that is not a power of 2 into a symmetric tensor that does satisfy this constraint. We now discuss this embedding procedure in the next section.
Tensor
Embedding. We illustrate the embedding procedure with a 3-way symmetric tensor A of dimension 2. The closest power of 2 is 4 and hence we will embed A into a symmetrical 4-way tensor B. Since A is symmetric, it only has 4 distinct entries, viz. A 111 , A 211 (= A 121 = A 112 ), A 221 (= A 212 = A 122 ), A 222 . The idea now is to consider A as the frontal "slice" of B in the following straightforward manner A 111 ⇒ B 1111 ,
In order to make sure that B is symmetric, one needs to enforce the following symmetries
All other entries B can be chosen to be zero. We now have that B i1i2i31 = A i1i2i3 . The general algorithm is presented in pseudo-code in Algorithm 2.2. The notation ceil (log 2 d) denotes the rounding of log 2 d to the nearest integer towards infinity. Since B has 2 eigenvalues that are numerically zero, we only need to proceed with the eigenvectors V (:, 1) and V (:, 4), where we used MATLAB notation to denote the first and fourth columns of V . Reshaping both V (:, 1) and in 0.0012 seconds. This is the same decomposition as given in [4] .
Algorithm 2.2. symmetric tensor embedding algorithm
Input: symmetric d-way cubical tensor A Output: symmetric e = 2 k (k ∈ N)-way cubical tensor B with B i1...i d 1...1 = A i1...i d . e ← ceil (log 2 d) initialize B with zeros for all nonzero A i1...i d do for all permutations π(i 1 . . . i d 1 . . . 1) do B π(i1...i d 1...1) ← A i1
Example 2:
Iteration with T . Consider a random symmetric tensor A ∈ R 7×7×7×7 with integer entries between 24 and 100. The STEROID algorithm returns 196 pure power vectors. The rank of X is upper bounded by 4+7−1 7−1 = 210 and not surprisingly we have a residual of 70.2320, which indicates that additional pure power vectors are required. Running Algorithm 2.1 on the tail tensor T returns an additional 189 pure power vectors. Solving the least-squares problem (2.5) with all 385 pure power vectors results in a residual of 1.49 × 10 −11 and 167 nonzero entries in l. The upper bound of 210 on the rank of X, together with the set of 385 pure power vectors implies that there is distinct non-uniqueness in the decomposition.
Example 3:
Decompositions of higher order tensors. In Table 3 .1 the residuals and run times are listed for 1 run of the STEROID algorithm to compute the decomposition of a random symmetric tensor for n = 4 and d = 5, . . . , 8. The only contribution to the increase in run time as the order grows is the growth of the matrix X in the least-squares problem. The residual can also be seen to increase together with the order, which implies that several iterations with the tail tensor T are required to decompose higher order tensors. 4. Conclusions and Remarks. A constructive decomposition algorithm, named STEROID, has been proposed to decompose a symmetric tensor into a real linear combination of symmetric unit-norm rank-1 tensors. The method exploits symmetry and permits an efficient computation, e.g. via the symmetric QR algorithm or divide-andconquer method, in subsequent reshaping and folding of intermediate (symmetric) matrices. The original STEROID algorithm works with symmetric tensors whose order is a power of 2, whereas an innovative tensor embedding technique is developed to remove this constraint and allow STEROID to work for arbitrary orders. Numerical examples have verified the high efficiency and scalability of STEROID.
