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a b s t r a c t
A Volterra system of difference equations of the form
xs(n+ 1) = as(n)+ bs(n)xs(n)+
r∑
p=1
n∑
i=0
Ksp(n, i)xp(i)
where n ∈ N, as, bs, xs:N→ R and Ksp:N × N→ R, s = 1, 2, . . . , r is studied. Sufficient
conditions for the existence of asymptotically periodic solutions of this system are derived.
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1. Introduction
We consider a Volterra system of difference equations
xs(n+ 1) = as(n)+ bs(n)xs(n)+
r∑
p=1
n∑
i=0
Ksp(n, i)xp(i) (1)
where n ∈ N := {0, 1, 2, . . .}, as, bs, xs:N→ R, Ksp:N× N→ R, s = 1, 2, . . . , r and R denotes the set of all real numbers.
By a solution of system (1) we mean a sequence x = (x1, x2, . . . , xr)T , x:N→ Rr whose terms satisfy (1) for every n ∈ N.
The symbol ‖ · ‖ stands for the norm used. Every vector in this paper is understood as an r-dimensional column vector and
we use the norm ‖w‖ = max1≤p≤r |wp| for r-dimensional vectors w = (w1, w2, . . . , wr)T . The symbol θ is used for the
r-dimensional column zero vector, θ = (0, 0, . . . , 0)T . We will also adopt the customary notations
k∑
i=k+s
O(i) = 0,
k∏
i=k+s
O(i) = 1 (2)
where k is an integer, s is a positive integer and ‘‘O’’ denotes the function considered independently of whether it is defined
for the arguments indicated or not.
Definition 1. Let ω be a positive integer. The vector sequence y:N → Rr is called ω-periodic if y(n + ω) = y(n) for all
n ∈ N. The vector sequence y is called asymptotically ω-periodic if there exist two vector sequences u, v:N→ Rr such that
u is ω-periodic, limn→∞ v(n) = θ and y(n) = u(n)+ v(n) for all n ∈ N.
The background for discrete Volterra equations can be found in the well-known monograph [1] by Agarwal, as well as
in Elaydi [2] and Kocić and Ladas [3].
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Uniform asymptotic stability in linear Volterra difference equations was studied by Elaydi and Murakami in [4]. A
sufficient condition for the existence of a bounded solution of a class of Volterra difference equation was presented
by Morchało and Szmanda in [5]. Periodic and asymptotically periodic solutions of linear difference equations were
investigated, e.g., by Agarwal and Popenda in [6], and by Popenda and Schmeidel in [7,8].
In [9,10], Furumochi considered the behavior of solutions of the following classes of Volterra difference equations
x(n+ 1) = a(n)−
n∑
i=0
D(n, i, x(i))
and
x(n+ 1) = p(n)−
n∑
i=−∞
P(n, i, x(i)),
and their inter-relations. Boundedness, attractivity, and convergence of solutions were investigated. Convergence rates for
solutions of Volterra equation
z(n+ 1) = h(n)+
n∑
i=0
H(n, i)z(i),
and sufficient conditions for the asymptotic constancy of solutions are given in [11].
In this paperwe present results on asymptotically periodic solutions obtained for Volterra systems of difference equation
which generalize and improve some results derived in [12] for one Volterra equation.
2. Asymptotically periodic solutions
In this section, sufficient conditions for the existence of an asymptotically ω-periodic solution of Eq. (1) are given. The
following version of Schauder’s fixed point theorem, which can be found in [13], will be used to prove themain result of this
paper.
Lemma 1. Let Ω be a Banach space and S its nonempty, closed and convex subset and let T be a continuous mapping such that
T (S) is contained in S and the closure T (S) is compact. Then T has a fixed point in S.
Let ω be a positive integer and bs:N→ R \ {0}, s = 1, 2, . . . , r be ω-periodic and
ω−1∏
i=0
bs(i) = 1. (3)
Then we define an ω-periodic function γs:N→ R, s = 1, 2, . . . , r as
γs(n) =
n−1∏
j=0
1
bs(j)
, n ∈ N. (4)
Obviously, γs(n) > 0, n ∈ N and due to above agreement (2), we have γs(0) = 1. Further we define
m := min
1≤s≤r,1≤i≤ω
|γs(i)|
and
M := max
1≤s≤r,1≤i≤ω
|γs(i)| .
It is easy to see (due to (4) and the properties of bs) thatm > 0. In this section we assume that series
∞∑
i=0
|as(i)| ,
∞∑
j=0
j∑
i=0
∣∣Ksp(j, i)∣∣ , s, p = 1, 2, . . . , r (5)
are convergent and denote their sums as
As =
∞∑
i=0
|as(i)| , Ksp =
∞∑
j=0
j∑
i=0
∣∣Ksp(j, i)∣∣ , s, p = 1, 2, . . . , r. (6)
Finally, define matrix K = (Ksp)s,p=1,2,...,r , vectors
A = (A1, A2, . . . , Ar)T , c = (c1, c2, . . . , cr)T
where cs ∈ R, s = 1, 2, . . . , r and
R = M(A+m−1Kc),
and determinants
∆ = det(E −Mm−1K)
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where E is r × r unit matrix,
∆s = detDs, s = 1, 2, . . . , r
where Ds is a matrix coinciding with the matrix (E −Mm−1K) except the its sth column, which is changed by the vectorR.
Theorem 1 (Main Result). Let ω be a positive integer,
bs:N→ R \ {0}, s = 1, 2, . . . , r
be ω-periodic,∆ 6= 0 and (3) holds. Let, for a constant vector c = (c1, c2, . . . , cr)T with c1c2 · · · cr 6= 0, inequalities
∆s/∆ > 0, cs +∆s/∆ > 0, s = 1, 2, . . . , r (7)
hold. Then there exists an asymptotically ω-periodic solution x:N→ Rr of (1) such that
x(n) = u(n)+ v(n), n ∈ N (8)
where
u(n) = (u1(n), u2(n), . . . , ur(n))T :N→ Rr ,
v(n) = (v1(n), v2(n), . . . , vr(n))T :N→ Rr
with
us(n) := cs
n∗∏
k=0
bs(k) and lim
n→∞ vs(n) = 0, s = 1, 2, . . . , r (9)
where n∗ is the remainder of the division of (n− 1) by ω.
Proof. We note that
n∗ = n− 1− ω
[
n− 1
ω
]
(10)
where the function [·] is the greatest integer function.
From the ω-periodicity of sequence bs, the definition of γs, s = 1, 2, . . . , r , and the property (3), we have
γs(n) ∈ {γs(1), γs(2), . . . , γs(ω)}
for any n ∈ N. Thus,
m ≤ |γs(n)| ≤ M, (11)
s = 1, 2, . . . , r for any n ∈ N.
We define sequences αs(n), s = 1, 2, . . . , r , n = 0, 1, . . . as
αs(n) = M
∞∑
i=n
|as(i)| + (c1 + α1(0))Mm−1
∞∑
j=n
j∑
i=0
|Ks1(j, i)|
+ (c2 + α2(0))Mm−1
∞∑
j=n
j∑
i=0
|Ks2(j, i)| + · · · + (cr + αr(0))Mm−1
∞∑
j=n
j∑
i=0
|Ksr(j, i)|. (12)
The starting terms αs(0), s = 1, 2, . . . , r of all sequences αs(n) are well defined because (12) for n = 0 turns into a system
regarding αs(0), s = 1, 2, . . . , r
αs(0) = MAs + Ks1Mm−1(c1 + α1(0))+ Ks2Mm−1(c2 + α2(0))+ · · · + KsrMm−1(cr + αr(0)),
or into a system
(E −Mm−1K)α(0) = R (13)
where α(0) = (α1(0), α2(0), . . . , αs(0))T . System (13), because of the assumptions of theorem (∆ 6= 0), has a unique
solution
α(0) = (α1(0), α2(0), . . . , αs(0))T
where (see the first group of inequalities in (7))
αs(0) = ∆s∆−1 > 0, s = 1, 2, . . . , r.
It is easy to see that (due to (12))
lim
n→∞αs(n) = 0, s = 1, 2, . . . , r. (14)
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Let us remark, that (we use the second group of inequalities in (7))
αs(0) = M
∞∑
i=0
|as(i)| + (c1 + α1(0))Mm−1
∞∑
j=0
j∑
i=0
|Ks1(j, i)|
+ (c2 + α2(0))Mm−1
∞∑
j=0
j∑
i=0
|Ks2(j, i)| + · · · + (cr + αr(0))Mm−1
∞∑
j=0
j∑
i=0
|Ksr(j, i)|
≥ M
∞∑
i=n
|as(i)| + (c1 + α1(0))Mm−1
∞∑
j=n
j∑
i=0
|Ks1(j, i)|
+ (c2 + α2(0))Mm−1
∞∑
j=n
j∑
i=0
|Ks2(j, i)| + · · · + (cr + αr(0))Mm−1
∞∑
j=n
j∑
i=0
|Ksr(j, i)|
= αs(n), s = 1, 2, . . . , r
holds for every n ∈ N and, therefore,
αs(n) ≤ αs(0), s = 1, 2, . . . , r (15)
for any n ∈ N.
Let B be the Banach space of all real bounded sequences
z = (z1, z2, . . . , zr)T :N→ Rr
equipped with the usual supremum norm. We define a subset S ⊂ B as
S := {z(n) ∈ B: cs − αs(0) ≤ zs(n) ≤ cs + αs(0), s = 1, 2, . . . , r, n ∈ N} .
It is not difficult to prove that S is a nonempty, bounded, convex, and closed subset of B.
Let us define a mapping
T : S → B, T = (T1, T2, . . . , Tr)
as follows
(Tsz)(n) = cs −
∞∑
i=n
as(i)γs(i+ 1)−
∞∑
j=n
j∑
i=0
γs(j+ 1)
γ1(i)
Ks1(j, i)z1(i)
−
∞∑
j=n
j∑
i=0
γs(j+ 1)
γ2(i)
Ks2(j, i)z2(i)− · · · −
∞∑
j=n
j∑
i=0
γs(j+ 1)
γr(i)
Ksr(j, i)zr(i) (16)
for any s = 1, 2, . . . , r and n ∈ N.
We will prove that the mapping T has a fixed point in B. We first show that T (S) ⊂ S. Indeed, if z ∈ S, then by (11), (12)
and (16), we have
|(Tsz)(n)− cs| ≤ M
∞∑
i=n
|as(i)| + (c1 + α1(0))Mm−1
∞∑
j=n
j∑
i=0
|Ks1(j, i)| + (c2 + α2(0))Mm−1
∞∑
j=n
j∑
i=0
|Ks2(j, i)|
+ · · · + (cr + αr(0))Mm−1
∞∑
j=n
j∑
i=0
|Ksr(j, i)|
= αs(n) ≤ αs(0), (17)
for any s = 1, 2, . . . , r and n ∈ N.
Next we prove that T is continuous. Let z(q) be a sequence in S such that z(q) → z as q→∞. Because S is closed, z ∈ S.
We set
K ∗ = max
s,p=1,2,...,r
{Ksp}. (18)
Now, by (11), (16) and (18), we get
|(Tsz(q))(n)− (Tsz)(n)| ≤
∣∣∣∣∣ ∞∑
j=n
j∑
i=0
γs(j+ 1)
γ1(i)
Ks1(j, i)(z
(q)
1 (i)− z1(i))
∣∣∣∣∣+
∣∣∣∣∣ ∞∑
j=n
j∑
i=0
γs(j+ 1)
γ2(i)
Ks2(j, i)(z
(q)
2 (i)− z2(i))
∣∣∣∣∣
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+ · · · +
∣∣∣∣∣ ∞∑
j=n
j∑
i=0
γs(j+ 1)
γr(i)
Ksr(j, i)(z(q)r (i)− zr(i))
∣∣∣∣∣
≤ MK
∗
m
· sup
i≥0
|z(q)1 (i)− z1(i)| +
MK ∗
m
· sup
i≥0
|z(q)2 (i)− z2(i)| +
MK ∗
m
· sup
i≥0
|z(q)r (i)− r2(i)|
≤ rMK
∗
m
· sup
i≥0
|z(q)(i)− z(i)| = rMK
∗
m
· ‖z(q) − z‖, s = 1, 2, . . . , n, n ∈ N.
Therefore
‖(Tz(q))− (Tz)‖ ≤ rMK
∗
m
· ‖z(q) − z‖
and
lim
q→∞ ‖Tz
(q) − Tz‖ = 0.
This means that T is continuous.
Now we show that T (S) is compact. By a known fact, it is enough to verify that every ε-open covering of T (S) contains
a finite ε-subcover of T (S), i.e., finitely many of these open sets already cover T (S) [14, p. 756 (12)]. So, to prove that T (S)
is compact, we take arbitrary ε > 0 and assume that an open ε-cover Cε of T (S) is given. Then, from (14), we conclude that
there exists nε ∈ N such that αs(n) < ε/4, s = 1, 2, . . . , r for n ≥ nε .
Suppose that an element x1T ∈ T (S) is one of the elements generating the ε-cover Cε of T (S). Then (as follows from (17)),
for arbitrary xT ∈ T (S),
|x1T (n)− xT (n)| < ε
if n ≥ nε . In other words, the ε-neighborhood of x1T covers the entire set T (S) on an infinite interval n ≥ nε . It remains
to cover T (S) on a finite interval for n ∈ {0, 1, . . . , nε − 1} by a finite number of ε-neighborhoods of elements generating
ε-cover Cε . Supposing that x1T itself is not able to generate such cover, we fix n ∈ {0, 1, . . . , nε − 1} and split each of the
intervals
[cs − αs(n), cs + αs(n)], s = 1, 2, . . . , r
into a finite number hs(ε, n) of closed subintervals
Is1(n), Is2(n), . . . , Ishs(ε,n)(n)
each with length not greater then ε/2. Such that
hs(ε,n)⋃
i=1
Isi(n) = [cs − αs(n), cs + αs(n)]
and
int Isi(n)
⋂
int Isj(n) = ∅, i, j = 1, 2, . . . , hs(ε, n), i 6= j.
Then for every n ∈ {0, 1, . . . , nε − 1} the closed set
r∏
i=s
[cs − αs(n), cs + αs(n)]
is divided into a finite number of boxes
I1i1(n)× I2i2(n)× · · · × Irir (n) (19)
where ij = 1, 2, . . . , hj(ε, n), i.e.,
r∏
i=s
[cs − αs(n), cs + αs(n)] =
h1(ε,n),...,hr (n)⋃
i1,...,ir=1
I1i1(ε, n)× I2i2(n)× · · · × Irir (n).
The finite number of different boxes in (19) equals
h1(ε, n)h2(ε, n) · · · hr(ε, n)
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and every box in (19) can be placed in an ε-open (r-dimensional) ball. Finally the set
nε−1⋃
n=0
r∏
i=s
[cs − αs(n), cs + αs(n)]
equals
nε−1⋃
n=0
h1(ε,n),...,hr (ε,n)⋃
i1,...,ir=1
I1i1(n)× I2i2(n)× · · · × Irir (n)
and can be divided into a finite number
Mε :=
nε−1∑
n=0
h1(ε, n)h2(ε, n) · · · hr(ε, n)
of different boxes (19). It means that at most Mε of elements generating the cover Cε are sufficient to generate a finite
ε-subcover of T (S) for n ∈ {0, 1, . . . , nε−}. We remark that each of such elements simultaneously plays the role of x1T (n)
for n ≥ nε . Since ε > 0 can be chosen as arbitrarily small, T (S) is compact.
By Schauder’s fixed point theorem (see Lemma 1), there exists a z ∈ S such that z(n) = (Tz)(n) for any n ∈ N. Thus
zs(n) = cs −
∞∑
i=n
as(i)γs(i+ 1)−
∞∑
j=n
j∑
i=0
γs(j+ 1)
γ1(i)
Ks1(j, i)z1(i)
−
∞∑
j=n
j∑
i=0
γs(j+ 1)
γ2(i)
Ks2(j, i)z2(i)− · · · −
∞∑
j=n
j∑
i=0
γs(j+ 1)
γr(i)
Ksr(j, i)zr(i) (20)
for any s = 1, 2, . . . , r and n ∈ N. Because of (14) and (17), for arbitrary fixed point z ∈ S of T , we have
lim
n→∞ ‖z(n)− c‖ = limn→∞ ‖(Tz)(n)− c‖ = 0
or, equivalently,
lim
n→∞ z(n) = c. (21)
Finally, we will show that there exists a connection of the fixed point z ∈ S with the existence of asymptotically ω-periodic
solution of (1). Considering (20) for zs(n+ 1) and zs(n), s = 1, 2, . . . , r , we get
zs(n+ 1)− zs(n) = as(n)γs(n+ 1)+
n∑
i=0
γs(n+ 1)
γ1(i)
Ks1(n, i)z1(i)
+
n∑
i=0
γs(n+ 1)
γ2(i)
Ks2(n, i)z2(i)+ · · · +
n∑
i=0
γs(n+ 1)
γs−1(i)
Ks,s−1(n, i)zs−1(i)
+
n∑
i=0
γs(n+ 1)
γs(i)
Kss(n, i)zs(i)+
n∑
i=0
γs(n+ 1)
γs+1(i)
Ks,s+1(n, i)zs+1(i)
+ · · · +
n∑
i=0
γs(n+ 1)
γr(i)
Ksr(n, i)zr(i), n ∈ N.
Hence, by (4), (taking into account that γs(0) = γs(ω) = 1, s = 1, 2, . . . , r in view of (3)), we have
zs(n+ 1)− zs(n) = as(n)
n∏
k=0
1
bs(k)
+
n∑
i=0
(
n∏
k=0
1
bs(k)
)(
i−1∏
k=0
1
b1(k)
)−1
Ks1(n, i)z1(i)
+
n∑
i=0
(
n∏
k=0
1
bs(k)
)(
i−1∏
k=0
1
b2(k)
)−1
Ks2(n, i)z2(i)
+ · · · +
n∑
i=0
(
n∏
k=0
1
bs(k)
)(
i−1∏
k=0
1
bs−1(k)
)−1
Ks,s−1(n, i)zs−1(i)
+
n∑
i=0
(
n∏
k=0
1
bs(k)
)(
i−1∏
k=0
1
bs(k)
)−1
Kss(n, i)zs(i)
2860 J. Diblík et al. / Computers and Mathematics with Applications 59 (2010) 2854–2867
+
n∑
i=0
(
n∏
k=0
1
bs(k)
)(
i−1∏
k=0
1
bs+1(k)
)−1
Ks,s+1(n, i)zs+1(i)
+ · · · +
n∑
i=0
(
n∏
k=0
1
bs(k)
)(
i−1∏
k=0
1
br(k)
)−1
Ksr(n, i)zr(i), n ∈ N
or
zs(n+ 1)− zs(n) = as(n)
n∏
k=0
1
bs(k)
+
n∑
i=0
(
n∏
k=0
1
bs(k)
)(
i−1∏
k=0
1
b1(k)
)−1
Ks1(n, i)z1(i)
+
n∑
i=0
(
n∏
k=0
1
bs(k)
)(
i−1∏
k=0
1
b2(k)
)−1
Ks2(n, i)z2(i)
+ · · · +
n∑
i=0
(
n∏
k=0
1
bs(k)
)(
i−1∏
k=0
1
bs−1(k)
)−1
Ks,s−1(n, i)zs−1(i)
+
n∑
i=0
(
n∏
k=i
1
bs(k)
)
Kss(n, i)zs(i)+
n∑
i=0
(
n∏
k=0
1
bs(k)
)(
i−1∏
k=0
1
bs+1(k)
)−1
Ks,s+1(n, i)zs+1(i)
+ · · · +
n∑
i=0
(
n∏
k=0
1
bs(k)
)(
i−1∏
k=0
1
br(k)
)−1
Ksr(n, i)zr(i), n ∈ N. (22)
Putting
zs(n) = γs(n)xs(n) =
(
n−1∏
k=0
1
bs(k)
)
xs(n), s = 1, 2, . . . , r, n ∈ N (23)
in (22), we get Eq. (1) since(
n∏
k=0
1
bs(k)
)
xs(n+ 1)−
(
n−1∏
k=0
1
bs(k)
)
xs(n)
= as(n)
n∏
k=0
1
bs(k)
+
n∑
i=0
(
n∏
k=0
1
bs(k)
)(
i−1∏
k=0
1
b1(k)
)−1
Ks1(n, i)
(
i−1∏
k=0
1
b1(k)
)
x1(i)
+
n∑
i=0
(
n∏
k=0
1
bs(k)
)(
i−1∏
k=0
1
b2(k)
)−1
Ks2(n, i)
(
i−1∏
k=0
1
b2(k)
)
x2(i)
+ · · · +
n∑
i=0
(
n∏
k=0
1
bs(k)
)(
i−1∏
k=0
1
bs−1(k)
)−1
Ks,s−1(n, i)
(
i−1∏
k=0
1
bs−1(k)
)
xs−1(i)
+
n∑
i=0
(
n∏
k=i
1
bs(k)
)
Ks,s(n, i)
(
i−1∏
k=0
1
bs(k)
)
xs(i)
+
n∑
i=0
(
n∏
k=0
1
bs(k)
)(
i−1∏
k=0
1
bs+1(k)
)−1
Ks,s+1(n, i)
(
i−1∏
k=0
1
bs+1(k)
)
xs+1(i)
+ · · · +
n∑
i=0
(
n∏
k=0
1
bs(k)
)(
i−1∏
k=0
1
br(k)
)−1
Ksr(n, i)
(
i−1∏
k=0
1
br(k)
)
xr(i), n ∈ N
yields (we multiple this equality by
∏n
k=0 bs(k))
xs(n+ 1) = as(n)+ bs(n)xs(n)+
r∑
p=1
n∑
i=0
Ksp(n, i)xp(i), n ∈ N.
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Consequently, x defined by (23) is a solution of (1). From (21) and (23), we obtain(
n−1∏
k=0
1
bs(k)
)
xs(n) = zs(n) = cs + o(1)
for s = 1, 2, . . . , r , n→∞ (where o(1) stands for the Landau order symbol). Hence
xs(n) = cs
n−1∏
k=0
bs(k)+
(
n−1∏
k=0
bs(k)
)
o(1), s = 1, 2, . . . , r, n→∞.
From (3) and (10) we get
n−1∏
k=0
bs(k) =
n∗∏
k=0
bs(k), s = 1, 2, . . . , r.
Since the sequence
{∏n∗
k=0 bs(k)
}
, s = 1, 2, . . . , r is ω-periodic, the properties of the Landau order symbols will yield(
n∗∏
k=0
bs(k)
)
o(1) = o(1), s = 1, 2, . . . , r, n→∞.
The proof is complete because xs(n) = us(n)+ vs(n)where
us(n) = cs
n∗∏
k=0
bs(k), vs(n) =
(
n∗∏
k=0
bs(k)
)
o(1) = o(1). 
Remark 1. Tracing the proof of Theorem 1, we see that it remains valid even in the case of c1c2 · · · cr = 0. We consider the
case of c being a zero vector, i.e. c1 = c2 = · · · = cn = 0. Then there exists an asymptotically ‘‘ω’’-periodic solution x of (1)
as well. The formula (8) reduces to
xs(n) = vs(n) = o(1), s = 1, 2, . . . , r, n ∈ N.
since us(n) = 0, s = 1, 2, . . . , r , n ∈ N. in the light of Definition 1, we can consider this case as follows. We set (as a
singular case) u ≡ 0 with an arbitrary (possibly other than ‘‘ω’’) period and with vs = o(1) for s = 1, 2, . . . , r , n→∞. The
remaining cases of c1c2 · · · cr = 0 can be treated in a similar way.
Example 1. Put r = 2 and consider a system (1)
x1(n+ 1) = 12n+2 · 3n − x1(n)+
n∑
i=0
(−1)i · 3i
2n+1 · 3n+1 · x1(i)+
n∑
i=0
(−1)i · 3i
2n+1 · 3n+1 · x2(i),
x2(n+ 1) = − 12n+2 · 3n − x2(n)+
n∑
i=0
(−1)i+1 · 3i
2n+1 · 3n+1 · x1(i)+
n∑
i=0
(−1)i+1 · 3i
2n+1 · 3n+1 · x2(i),
where
a1(n) = −a2(n) = 12n+2 · 3n ,
b1(n) = b2(n) = −1,
K11(n, i) = K12(n, i) = (−1)
i · 3i
2n+1 · 3n+1 ,
K21(n, i) = K22(n, i) = (−1)
i+1 · 3i
2n+1 · 3n+1
and i, n ∈ N. Then
A1 = A2 =
∞∑
i=0
1
2i+23i
= 3
10
,
K11 = K12 = K21 = K22 =
∞∑
j=0
j∑
i=0
3i
2j+1 · 3j+1 =
2
5
,
K =
(
2/5 2/5
2/5 2/5
)
, A =
(
3/10
3/10
)
.
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The sequences bs, s = 1, 2 are 1-periodic. They can be viewed as 2-periodic, too. Putting ω = 2, we have
m = min {|1| , |−1|} = 1, M = max {|1| , |−1|} = 1.
We set c = (c1, c2)T = (1, 2)T . Then
R = M(A+m−1Kc) =
(
3/10
3/10
)
+
(
2/5 2/5
2/5 2/5
)(
1
2
)
=
(
3/2
3/2
)
,
∆ = det(E −Mm−1K) =
∣∣∣∣1− (2/5) −2/5−2/5 1− (2/5)
∣∣∣∣ = 15 .
D1 =
(
3/2 −2/5
3/2 3/5
)
, ∆1 = detD1 = 32 ,
D2 =
(
3/5 3/2
−2/5 3/2
)
, ∆2 = detD2 = 32 .
We get ∆s/∆ > 0, cs + ∆s/∆ > 0, s = 1, 2. All the assumptions of Theorem 1 are satisfied and by (8), (9) there exists an
asymptotically 2-periodic solution
x(n) = u(n)+ v(n), n ∈ N
of the given system where
us(n) = cs
n∗∏
k=0
bs(k) = cs
n∗∏
k=0
(−1) = cs(−1)n, s = 1, 2,
i.e.,
u1(n) = (−1)n, u2(n) = 2(−1)n
and
lim
n→∞ vs(n) = 0, s = 1, 2.
Indeed, the sequence x(n) = (x1(n), x2(n))T where
x1(n) = (−1)n + 12n+1 , x2(n) = 2(−1)
n − 1
2n+1
is such a solution.
Let us imagine a situation with all the solutions of a given system beingω-asymptotically periodic. Such solutions can be
constructed by the usual method of iterations. But sometimes it is not obvious how to select the sequences u(n) and v(n)
in Definition 1 because the explicitly computed solution has not the expected from and, consequently, a rearrangement of
the representation of the solution leading to the desired ω-asymptotically periodic form is necessary. Here is an example.
Example 2. Put r = 1 and consider a scalar equation (1)
x(n+ 1) = a(n)+ b(n)x(n) (24)
where
a(n) = 1
(n+ 1)2 , n ∈ N, b(n) =
{
2 n = 2k, k = 0, 1, . . . ,
1
2
n = 2k− 1, k = 1, 2, . . .
and K(n, i) ≡ 0, n, i ∈ N.
Let us define convergent auxiliary series:
V1 =
∞∑
s=1
1
(2s− 1)2 =
pi2
8
, V2 =
∞∑
s=1
1
s2
= pi
2
6
,
S = 1
2
∞∑
s=1
1
(2s− 1)2 +
1
4
∞∑
s=1
1
s2
= 1
2
V1 + 14V2 =
pi2
16
+ pi
2
24
= 5pi
2
48
and partial sums to V1, V2 and S, respectively
V n1 =
n∑
s=1
1
(2s− 1)2 , V
n
2 =
n∑
s=1
1
s2
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and
Sn = 1
2
V n1 +
1
4
V n2 =
1
2
n∑
s=1
1
(2s− 1)2 +
1
4
n∑
s=1
1
s2
.
Looking for a solution of the initial problem
x(0) = x0 ∈ R
by the iteration method we get
x(1) = V 11 + 2x0,
x(2) = 1
2
V 11 +
1
4
V 12 + x0,
x(3) = V 21 +
1
2
V 12 + 2x0,
x(4) = 1
2
V 21 +
1
4
V 22 + x0,
x(5) = V 31 +
1
2
V 22 + 2x0,
· · ·
and, in general,
x(n) = V (n+1)/21 +
1
2
V (n−1)/22 + 2x0, for n = 1, 3, 5, . . . , (25)
x(n) = 1
2
V n/21 +
1
4
V n/22 + x0, for n = 0, 2, 4, . . . . (26)
But the representation x(n) = u∗(n)+ v∗(n)where
u∗(n) =
{
2x0 for odd n,
x0 for even n,
v∗(n) =

V (n+1)
2
1 +
1
2
V (n−1)/22 for odd n,
1
2
V n/21 +
1
4
V n/22 for even n,
suggested by (25), (26), with 2-periodic sequence u∗(n) gives no asymptotically 2-periodic solutions because of
limn−∞ v∗(n) 6= 0.
A rearrangement of the representations (25), (26) as x(n) = u(n)+ v(n)where
u(n) =
{
2(S + x0) for odd n,
S + x0 for even n, (27)
v(n) =

2
[
1
2
V (n+1)/21 +
1
4
V (n−1)/22 − S
]
for odd n,
1
2
V n/21 +
1
4
V n/22 − S for even n
(28)
with 2-periodic sequence u(n) represents a solution as an asymptotically 2-periodic solution since for n = 2k+ 1
lim
k→∞
[
1
2
V (n+1)/21 +
1
4
V (n−1)/22 − S
]
= lim
k→∞
[
1
2
V k+11 +
1
4
V k2 − S
]
= lim
k→∞
[
1
2
V k+11 +
1
4
V k2 −
1
2
V k1 −
1
4
V k2
]
= lim
k→∞
1
2
[
V k+11 − V k1
] = lim
k→∞
1
2
[
k+1∑
s=1
1
(2s− 1)2 −
k∑
s=1
1
(2s− 1)2
]
= lim
k→∞
1
2
1
(2k+ 1)2 = 0,
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for n = 2k
lim
k→∞
[
1
2
V n/21 +
1
4
V n/22 − S
]
= lim
k→∞
[
1
2
V k1 +
1
4
V k2 − S
]
= lim
k→∞
[
1
2
V k1 +
1
4
V k2 −
1
2
V k1 −
1
4
V k2
]
= 0
and, finally, limn−∞ v(n) = 0.
We will finish this example applying Theorem 1. We note that
A1 = V2 = pi
2
6
, K1 = 0, K = (0), A =
(
pi2
6
)
, ω = 2,
m = min(1/2, 1) = 1/2, M = max(1/2, 1) = 1,
R = M(A+m−1Kc) = MA =
(
pi2
6
)
,
∆ = det(E −Mm−1K) = 1,
∆1 = detD1 = detR = pi
2
6
, ∆1/∆ > 0.
If c1 + ∆1/∆ = c1 + pi2/6 > 0, then all the assumptions of Theorem 1 are satisfied and, by (8), (9), there exists an
asymptotically 2-periodic solution
x(n) = u1(n)+ v1(n), n ∈ N
of (24) where
u1(n) = c1
n∗∏
k=0
b(k) =
{
2c1 for odd n,
c1 for even n
and, limn→∞ v1(n) = 0. This coincides with (27), (28).
3. A generalization of main result
Tracing carefully the proof of Theorem 1, we can suggest a construction of sequences αs(n), s = 1, 2, . . . , r , n = 1, 2, . . .
which is more general than that described by (12). We adopt notations used in Section 2 and assume that series (5) are
convergent and their sums are as in (6).
Let ν be a positive constant. We define sequences α∗s (n), s = 1, 2, . . . , r , n = 0, 1, . . . as
α∗s (n) = M
∞∑
i=n
|as(i)| + (c1 + να∗1(0))Mm−1
∞∑
j=n
j∑
i=0
|Ks1(j, i)|
+ (c2 + να∗2(0))Mm−1
∞∑
j=n
j∑
i=0
|Ks2(j, i)| + · · · + (cr + να∗r (0))Mm−1
∞∑
j=n
j∑
i=0
|Ksr(j, i)|. (29)
For ν = 1, sequences (29) turn into (12). The subset S ⊂ B is redefined as a subset S∗:
S∗ := {z(n) ∈ B: cs − να∗s (0) ≤ zs(n) ≤ cs + να∗s (0), s = 1, 2, . . . , r, n ∈ N} .
Finally, the determinants∆ and∆s are redefined as∆∗ and∆∗s :
∆∗ = det(E − νMm−1K)
where E is an r × r unit matrix and
∆∗s = ∆∗s = detD∗s
where thematricesD∗s , s = 1, 2, . . . , r coincidewith thematrix (E−νMm−1K) except for their sth column,which is changed
by the vectorR.
The following result holds. In view of the above explanation, we omit its proof.
Theorem 2. Let ω be a positive integer,
bs:N→ R \ {0}, s = 1, 2, . . . , r
be ω-periodic,∆∗ 6= 0 and let (3) hold. Let, for a given constant vector c = (c1, c2, . . . , cr)T with c1c2 · · · cr 6= 0 and a positive
constant ν , inequalities
∆∗s /∆
∗ > 0, cs +∆∗s /∆∗ > 0, s = 1, 2, . . . , r
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hold. Then there exists an asymptotically ω-periodic solution x:N→ Rr of (1) such that
x(n) = u(n)+ v(n), n ∈ N (30)
where
u(n) = (u1(n), u2(n), . . . , ur(n))T :N→ Rr ,
v(n) = (v1(n), v2(n), . . . , vr(n))T :N→ Rr
with
us(n) := cs
n∗∏
k=0
bs(k) and lim
n→∞ vs(n) = 0, s = 1, 2, . . . , r (31)
where n∗ is the remainder of dividing n− 1 by ω.
Remark 1 can be modified similarly.
Example 3. Put r = 3 and consider a system (1)
x1(n+ 1) = 12n+1 · 3n − x1(n)+
n∑
i=0
(−1)i3i
2n · 3n+1 · x1(i)+
n∑
i=0
(−1)i3i
2n · 3n+1 · x2(i),
x2(n+ 1) = − 12n+1 · 3n − x2(n)+
n∑
i=0
(−1)i+13i
2n · 3n+1 · x1(i)+
n∑
i=0
(−1)i+13i
2n · 3n+1 · x2(i),
x3(n+ 1) = 12n+1 · 3n − x3(n)+
n∑
i=0
(−1)i3i
2n · 3n+1 · x2(i)+
n∑
i=0
(−1)i3i
2n · 3n+1 · x3(i)
where
a1(n) = −a2(n) = a3(n) = 12n+13n ,
b1(n) = b2(n) = b2(n) = −1,
K1p(n, i) = K3q(n, i) = (−1)
i3i
2n3n+1
,
K2p(n, i) = (−1)
i+13i
2n3n+1
,
Kp3(n, i) = K31(n, i) = 0
where i, n ∈ N, p = 1, 2 and q = 2, 3. Then
As =
∞∑
i=0
1
2i+1 · 3i =
3
5
, s = 1, 2, 3,
K11 = K12 = K21 = K22 = K32 = K33 =
∞∑
j=0
j∑
i=0
3i
2j3j+1
= 4
5
,
K13 = K23 = K31 = 0,
K =
(4/5 4/5 0
4/5 4/5 0
0 4/5 4/5
)
, A =
(3/5
3/5
3/5
)
.
The sequences bs, s = 1, 2, 3 are 1-periodic. They can be viewed as 2-periodic, too. Putting ω = 2, we have
m = min (|1| , |−1|) = 1, M = max (|1| , |−1|) = 1.
We set c = (c1, c2, c3)T = (1, 2, 1)T and ν = 1/2. Then
R = M(A+m−1Kc) =
(3/5
3/5
3/5
)
+
(4/5 4/5 0
4/5 4/5 0
0 4/5 4/5
)(1
2
1
)
=
(3
3
3
)
,
∆∗ = det(E − νMm−1K) =
∣∣∣∣∣1− (2/5) −2/5 0−2/5 1− (2/5) 00 −2/5 1− (2/5)
∣∣∣∣∣ = 325 .
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D∗1 =
(3 −2/5 0
3 1− (2/5) 0
3 −2/5 1− (2/5)
)
, ∆∗1 = detD∗1 =
9
5
,
D∗2 =
(1− (2/5) 3 0
−2/5 3 0
0 3 1− (2/5)
)
, ∆∗2 = detD∗2 =
9
5
,
D∗3 =
(1− (2/5) −2/5 3
−2/5 1− (2/5) 3
0 −2/5 3
)
, ∆∗3 = detD∗3 =
9
5
.
We get ∆∗s /∆∗ > 0, cs + ∆∗s /∆∗ > 0, s = 1, 2, 3. All the assumptions of Theorem 2 are satisfied and, by (30), (31), there
exists an asymptotically 2-periodic solution
x(n) = u(n)+ v(n), n ∈ N
of the given system where
us(n) = cs
n∗∏
k=0
bs(k) = cs
n∗∏
k=0
(−1) = cs(−1)n, s = 1, 2, 3,
i.e.,
u1(n) = (−1)n, u2(n) = 2(−1)n, u3(n) = (−1)n
and
lim
n→∞ vs(n) = 0, s = 1, 2, 3.
Indeed, the sequence x(n) = (x1(n), x2(n), x3(n))T where
x1(n) = (−1)n + 12n , x2(n) = 2(−1)
n − 1
2n
, x3(n) = (−1)n + 12n
is such a solution.
Finally, we will show that Theorem 1 is not applicable here. Indeed, in this case∆s/∆ < 0, s = 1, 2, 3 because
∆ = det(E −Mm−1K) =
∣∣∣∣∣1− (4/5) −4/5 0−4/5 1− (4/5) 00 −4/5 1− (4/5)
∣∣∣∣∣ = − 325
and
D1 =
(3 −4/5 0
3 1− (4/5) 0
3 −4/5 1− (4/5)
)
, ∆1 = detD1 = 35 ,
D2 =
(1− (4/5) 3 0
−4/5 3 0
0 3 1− (4/5)
)
, ∆2 = detD2 = 35 ,
D3 =
(1− (4/5) −4/5 3
−4/5 1− (4/5) 3
0 −4/5 3
)
, ∆3 = detD3 = 35 .
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