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RÉSUMÉ
La réduction du bruit tonal des ventilateurs basse vitesse est un défi très important pourl’industrie. Lorsqu’il émerge du bruit large bande, ce rayonnement est la source de
gênes auprès de la population, que ce soit pour de petits ventilateurs d’ordinateurs ou de
gros ventilateur miniers. Afin de contrôler le bruit tonal, de nombreuses techniques ont été
développées au fil de ces dernières décennies. Une méthode alliant simplicité et efficacité se
démarque néanmoins : le contrôle par obstruction de l’écoulement. Malgré les études menées
jusqu’alors, les mécanismes aéroacoustiques de réduction du bruit associés à cette méthode
restent mal compris. Pour répondre à cette problématique, ce projet de Doctorat s’intéresse
à l’étude de l’intéraction entre l’obstruction et le ventilateur au moyen de simulations
aéro-acoustiques. De plus, une méthodologie numérique de design de l’obstruction est
proposée afin de réduire les coûts associés aux multiples test expérimentaux.
Mots-clés : Aéro-acoustique, ventilateur, bruit tonal, contrôle, obstruction, simulation
numérique.
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ABSTRACT
Tonal noise radiated by low-speed fans is a prime challenge for many industries.When this component emerges from the broadband noise, the acoustic radiation is
particularly harsh for the human ear, whether it comes from a small computer cooling fan
or from a large mine ventilation fan. Several methods have been developed over the last
decades to control tonal noise. Nevertheless, one simple and efficient technique stands out:
the adaptive passive control with flow obstruction. Despite all the research conducted on
this method, the aeroacoustic mechanisms responsible for the noise reduction are not fully
understood. Therefore, the present thesis aims at investing the obstruction-fan interaction
using aeroacoustic simulations. Moreover, a numerical design methodology is proposed to
reduce the cost induced by extensive experimental tests.
Keywords: Aeroacoustics, fan, tonal noise, control, obstruction, numerical simulation.
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CHAPTER 1
INTRODUCTION
1.1 Context
Noise reduction is a very hot topic nowadays. For instance, the European Union adopted
in 2002 a directive to assess and reduce environmental noise, which led to several research
programs involving public laboratories, but also private companies [European Parliament
and Council, 2002]. One of these programs stated that 3 % of myocardial infarctions in
Germany are due to road traffic noise [European Union, 2008]. Whether it is to improve
customer comfort, to meet standards, or to be used as a selling point, a lot of companies
invest in research and development programs to improve noise control methods. Several
business sectors across the globe follow the trend, to reduce fan noise in particular.
Fans are everywhere in everyday life: in cars, metros, trains, planes, in computers and
electronic components, and in building ventilation units. Although the use of a fan may be
avoided in some cases, such as in electronic components, fan noise is often found to be the
dominant noise in numerous applications.
The acoustic radiation from low-speed fans can be divided into two contributions: tonal
noise and broadband noise. Broadband noise is associated with the turbulent flow field,
which creates an acoustic radiation distributed throughout the whole frequency spectrum.
Tonal noise is generated by the periodic components of the blade load and is characterized
by high peaks in the frequency spectrum. Both types of noise contribute significantly to
the overall acoustic radiation, but from a psychoacoustic point of view, tonal noise is often
perceived as more annoying. Moreover, in low-subsonic rotating machines, tonal noise has
a dominant contribution in the lower end of the spectrum. As a result, the efficiency of
control methods is reduced and noise propagates longer distances.
Tonal noise reduction methods can be divided into three categories. The first one, called
passive control, adds material or modify permanently the geometry to act on the sound
generation or propagation. The noise reduction associated with this method is often limited,
particularly at low frequencies as in the case of low-speed fans. Active control constitutes
the second category. Developed to mitigate noise in configurations where passive control is
inefficient, this technique is based on the superposition of two acoustic waves – one from the
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noisy system and another one of the same amplitude but opposite phase. Although active
control can yield large noise reductions, this approach is complex to implement, expensive,
and requires an additional energy supply. For these reasons, active control is rarely used
by low-speed fan manufacturers. Adaptive passive control, the last category, modifies the
fan installation in order to create a second source which cancels the primary noise. Among
the few techniques which fall in this category, the use of flow obstruction appears to be
a cheap yet efficient way to reduce tonal noise. However, the aeroacoustic mechanisms
responsible for the noise reduction are not well understood. Additionally, the iterative
optimization process requires physical prototypes and extensive acoustic measurements,
which is expensive and time-consuming for fan manufacturers.
1.2 Research project and objectives
In the context presented above, Computational AeroAcoustics (CAA) appears to be an
excellent tool to further investigate the obstruction-fan interaction and identify the acoustic
sources. Unlike measurements, numerical simulations are able to highlight the modifications
of the flow induced by the obstruction and analyze – in the frequency domain – the pressure
fluctuations on the solid surfaces. Furthermore, the development of a numerical optimization
of the obstruction shape and position could be very profitable in an industrial context.
This research is part of an I2I grant funded by the Natural Sciences and Engineering
Research Council of Canada (NSERC), Alstom Transport SA, and Intel Corporation. While
other parts of the grant were dedicated to the development of existing Alstom products –
on which post-doctoral fellows worked –, the present thesis focuses on a more fundamental
and deeper understanding of the tonal noise reduction using flow obstruction and evaluates
the possibility to numerically design an optimal obstruction prior to experiments.
The objectives of the present study are:
— Select the numerical methods and solvers to perform aeroacoustic computations;
— Characterize the acoustic signature of the chosen fan in order to evaluate its
controllability with flow obstruction;
— Perform a complete aeroacoustic simulation of the obstruction-fan interaction;
— Determine the noise radiated by the obstruction itself;
— Highlight the aeroacoustic mechanisms responsible for the noise reduction;
— Develop an industrially-applicable numerical methodology to optimize the obstruc-
tion shape and position;
— Experimentally validate the results.
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The “H380EC01” automotive cooling fan designed by Valeo is chosen for the present study.
Since this axial fan has been a test case for almost 15 years, a lot of experimental and
numerical data are found in the literature. Moreover, the fan dimensions fall in between
the small computer cooling fans and the large ventilation units.
1.3 Thesis structure
Chapter 2 presents the state of the art. The aeroacoustic mechanisms responsible for
low-speed fan noise are listed, and the different sources are illustrated on a typical axial
cooling fan. An exhaustive literature review of tonal reduction methods are categorized in
three sections: passive control, active control, and adaptive passive control.
In Chapter 3, computational aeroacoustic methods are introduced. The aerodynamic
simulation methods and acoustic propagation analogies are presented in the context of
tonal fan noise predictions. The chosen methods are then validated on the sound radiation
from the flow past a cylinder.
The acoustic signature of an isolated automotive rotor in a uniform inlet flow is characterized
in Chapter 4. Several operating points are studied using a hybrid aeroacoustic method
based on unsteady RANS simulations coupled with an acoustic analogy. Results are
compared with experimental and numerical investigations available in the literature. This
chapter is in most part based on an article accepted for publication in the Journal of the
Acoustical Society of America and entitled Subharmonic tonal noise from backflow vortices
radiated by a low-speed ring fan in uniform inlet flow [Magne et al., 2015].
Since the noise radiated by the rotor alone cannot be controlled with static obstructions,
Chapter 5 introduces a rotor-stator configuration designed to enhance the tonal noise.
Numerical predictions are obtained using unsteady RANS and Lattice-Boltzmann methods.
The performance and precision of the solvers are evaluated, and the acoustic results are
compared with microphone measurements acquired in an anechoic room.
Chapter 6 presents the results with flow obstruction. A design methodology is first
developed to get an optimal obstruction design from a minimal number of numerical
simulations. Complete aeroacoustic simulations of the obstruction-fan interaction are then
performed to investigate the aeroacoustics mechanisms and applied the methodology. The
same methodology is also applied to experiments in order to validate the numerical results.
Finally, conclusions and perspectives are presented in Chapter 7.
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STATE OF THE ART
Low-speed fans are very widely used in modern societies. From computer coolingsystems to building ventilation units, the dimension of the fans varies greatly but the
aeroacoustic mechanisms responsible for the noise remain the same. In order to better
understand these phenomena and the way to control them, this chapter is divided into two
sections. The first one describes the acoustic sources radiated by low-speed fans, and the
second one presents the methods to control the predominant source.
2.1 Low-speed fan noise
A fan is a system transferring mechanic energy to a fluid. This energy creates a pressure
rise across the fan which results in an air flow. Because of their design, the centrifugal fans
are mostly dedicated to create a large pressure rise, whereas the axial fans create a larger
flow rate and a smaller pressure rise [Dixon and Hall, 2010, Chap. 2].
To better understand the sound generation mechanisms, it is important to introduce the
three types of acoustic sources which are radiated [Caro and Moreau, 2000; Neise, 1992;
Wright, 1938]:
Monopolar component This radiation, also called thickness noise, is due to the fluid
displacement in the vicinity of the fan which is created by the blade rotation. The
acoustic source resulting from this mechanism has the characteristics of a monopole
– a point source which radiates sound equally in all the directions.
Dipolar component The unsteady forces acting on a surface create wall-pressure
fluctuations. The resulting acoustic sources are similar to a dipole – a point source
equivalent to two monopoles of equal source strength, but opposite phase, and
separated by a small distance.
Quadrupolar component In a turbulent flow, the collision and distortion of turbu-
lent eddies generate volumic acoustic sources which are associated with quadrupoles
– point sources equivalent to two dipoles of equal source strength, but opposite phase,
and separated by a small distance.
The quadrupolar component becomes efficient when the tip blade velocity reaches a Mach
number M = 0.8 [Morfey, 1971]. Additionally, for low-speed applications, the pressure
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fluctuations due to the fluid displacement have an azimuthal phase velocity which is
negligible in comparison with the speed of sound c0 [Neise, 1992]. Therefore, the dipolar
sources dominate the noise radiated by low-speed fans.
Several aeroacoustic phenomena are responsible for the dipolar sources. Depending on their
frequency contribution to the acoustic spectrum, these phenomena fall into two categories:
broadband noise and tonal noise. The numbers in the following two sections refer to the
source locations illustrated for an automotive axial fan in Figure 2.1.
2.1.1 Broadband noise
Broadband noise has a contribution over a large frequency range. It is induced by chaotic
turbulent structures impacting the fan solid surfaces. It is divided in several contributions
depending on which aeroacoustic mechanism creates the noise [Carolus et al., 2007]:
Leading edge The noise created by turbulent structures impacting a sharp solid edge
is associated with the leading edge noise. This interaction may happen at the inlet
of a heat exchanger (1), at the rotor leading edge (2), or at the stator leading edge
(3).
Trailing edge In a turbulent regime, the boundary layer developed on an airfoil/plate
interacts with the trailing edge and radiates a broadband noise. This may be
observed at the outlet of a heat exchanger (5), at the rotor trailing edge (6), or at
the stator trailing edge (7).
Tip clearance recirculation The pressure rise induced by the fan generates a back-
flow in the tip clearance which impacts the blades and creates an additional source
of broadband noise (4).
2.1.2 Tonal noise
Tonal noise is characterized by sharp tones in the frequency spectrum. This radiation is
the consequence of periodic wall-pressure fluctuations on the fan surfaces. It is mainly due
to four aeroacoustic mechanisms:
Rotor-stator interaction The rotor wake creates a periodic variation of the down-
stream velocity profile which induces tonal noise sources on the stator vanes (3).
Potential effect A solid surface immersed in a flow creates a pressure rise in the
upstream direction which is called potential effect [Caro and Moreau, 2000]. For
an axial fan, the potential effect attached to the rotor movement creates periodic
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Figure 2.1 Noise sources localization on a typical automotive axial fan
(T = tonal noise, BB = broadband noise).
wall-pressure fluctuations on the upstream solid surfaces (8). The same mechanism
applies to the stator (9). In this case, the potential effect creates a stationary
pressure field distortion which yields periodic wall-pressure fluctuations on the rotor
surface. For both mechanisms, the closer the surfaces are, the stronger the resulting
acoustic source is.
Azimuthal non-uniformity In a real installation, the flow upstream of the rotor is
not perfectly symmetric. The struts, the duct, or the geometrical irregularities
generate an azimuthal non-uniformity which affects the blade loading and creates
tones at the blade passing frequency (BPF) and its harmonics (10) [Sturm and
Carolus, 2012].
Tip clearance recirculation Coherent backflow vortices create periodic blade load-
ing fluctuations which radiate tonal noise (4).
On typical low-speed fans, the number of blades B ranges from 5 to 10, and the fan
rotational speed Ω ranges from a 1500 to 3500 rpm. Consequently, the blade passing
frequency BPF = BΩ/60 ranges from 120 to 600 Hz. The noise radiation from a typical
low-speed fan is thus dominated by low frequencies (see Figure 2.2).
From a psychoacoustic point of view, tonal noise has a greater impact on the acoustic
discomfort compared with broadband noise [Gérard and Besombes, 2008; Zhang et al.,
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Figure 2.2 Typical acoustic spectrum radiated by a low-speed fan. Rotor con-
tribution in green, stator contribution in blue, and overall radiation
in red (from [Casalino et al., 2010]).
2012]. Therefore, the present study focuses on the tonal radiation of low-speed fans. The
following section presents different methods to control this type of noise.
2.2 Tonal noise control
Tonal noise control is classified into three categories: passive control, active control, and
passive-adaptive control.
2.2.1 Passive control
The passive control methods are based on fixed modifications of the fan which act on the
sound generation or the sound propagation.
Sound absorbing materials
The easiest method consists in the addition of acoustic damping materials at critical
location in the vicinity of the fan in order to damp the noise propagation. This method
is efficient from a relatively high frequency which is directly related to the thickness and
mass of the material. The lower part of the spectrum is moderately damped, leading to a
limited effect on the most energetic tones radiated by a fan.
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Blade geometry
The blade geometry has a direct effect on the noise radiated. In particular, skewed blades
are known to have a beneficial effect on noise [Carolus and Beiler, 1997]. Analytical models
are often used to test a large number of geometries and optimize all the variables [Bommes
et al., 1995]. Additionally, numerical simulations coupled with genetic algorithms may
yield an efficient optimization with a limited number of computations [Buisson et al., 2013;
Soulat et al., 2013a; Tannoury, 2013].
Tip clearance geometry
The tip vortex developing at the blade tip may have a significant impact on the noise
radiated by low-speed fans [Longhouse, 1977]. Longhouse [1978] showed that joining the
blade tips with a rotating ring allows for the cancellation of the tip-vortex noise. Later
on, Fukano et al. studied the impact of the tip-clearance variation on ducted-fan noise
[Fukano et al., 1986]. A smaller gap was shown to reduce tonal noise and increase the
fan performance. The same effects are also noted when the rotor eccentricity is reduced.
Unfortunately, these geometry modifications have a high impact on the fabrication cost,
which is critical for fan manufacturers.
In an attempt to reduce the tangential velocity – swirl – of the tip clearance recirculation,
DeFauw and Murley followed by several studies showed that a modification of the tip-
clearance geometry yields a significant tonal noise reduction [DeFauw and Murley, 1974;
Moreau et al., 2006b,c; Park, 2009; Stairs and Greeley, 2002]. From an aerodynamic point
of view, Soulat worked on the shroud geometry to reduce the recirculation flow rate and
swirl and thus increase the fan performance [Soulat, 2010]. Additionally, Hong and Savage
suggested to use the Coandă effect 1 to limit the flow recirculation in the tip clearance
[Hong and Savage, 2009].
Blade spacing
Tonal noise is generated from a periodic flow non-uniformity. Several authors worked
on the optimization of an irregular blade spacing in order to get an non-periodic flow
distortion [Dobrzynski, 1993; Duncan and Dawson, 1974; Mellin and Sovran, 1970]. This
modification does not reduce the overall sound power level but distributes the tone energy
over a larger frequency range, which leads to smaller tone level and an improved comfort
for the human ear. Despite the several studies conducted on this method, Cattanei et al.
stated that more improvements can be achieved and proposed an optimization based on
1. The Coandă effect is the tendency of a fluid to be attracted by a nearby surface.
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the rotor interference function [Cattanei et al., 2007]. An experimental validation has
been performed, but the tonal noise reduction of a real fan could not be demonstrated by
Cattanei et al..
Quarter-wavelength resonator
A quarter-wavelength resonator is a tube closed on one side by a rigid material and exposed
to an acoustic radiation on the other side. In order to control a particular frequency, the
tube length has to be equal to the fourth of the acoustic wavelength. Part of the primary
acoustic wave enters in the tube, is reflected at the closed end, and comes out with an
opposite phase. This principle applied to an axial fan is illustrated in Figure 2.3.
Neise and Koopmann were among the first to investigate the use of resonators to control
tonal noise radiated by a fan [Neise and Koopmann, 1980]. This principle was first applied
to a centrifugal fans where the quarter-wavelength resonator was placed in the volute
tongue (Figure 2.5). A 23-dB attenuation was observed at the BPF inside the outlet duct,
and the total sound power level showed a 7-dB(A) reduction. By keeping the original
tongue geometry, the resonator does not impact the fan performance, which is one of the
big assets of this technique.
In a later study, Koopmann and Neise showed the influence of the resonator setup on the
acoustic directivity [Koopmann and Neise, 1982]. The tongue perforation was shown to
have a direct influence on the noise control in the upstream or downstream part of the
impeller. A simultaneous control in both directions was even possible with the addition of
a thin separation plate inside the tongue.
As shown in Figure 2.3, Gorny and Koopmann studied the use of quarter-wavelength
resonators around an axial fan in a duct [Gorny and Koopmann, 2009]. Optimization of
the perforations at the connection between the resonators and the duct led to 12- and 5-dB
SPL reduction at the BPF and its first harmonic, respectively, at a downstream location.
However, the control was only possible in the upstream or downstream direction, but not
in both simultaneously.
The passive control methods are simple to implement but their impact on tonal noise is
often limited, particularly at low frequencies because of the long wavelengths. That is why
several research group focus their studies on active control.
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Figure 2.3 Tonal noise control of an axial fan with a quarter-wavelength res-
onator [Gorny and Koopmann, 2009].
2.2.2 Active control
The active control is a method based on the superposition of two acoustic waves: the
primary wave generated by the noisy system and the secondary wave which is controlled
to cancel the primary wave.
Active control with a secondary source
Several studies have been conducted to cancel the fan tonal noise with loudspeakers. This
approach has been extensively studied to control turbofan noise [Maier et al., 2001; Zillmann
and Tapken, 2009]. Applying this method to computer cooling fans, Huang and Wang
first studied the influence of the struts on the tonal noise [Huang, 2003; Huang and Wang,
2005]. After characterizing the primary source, they designed an active control method
with one [Wang et al., 2005] then several [Wang and Huang, 2006] loudspeakers. In the
last study using four loudspeakers, a 13-dB global attenuation was achieved.
With a similar approach, Gérard et al. studied the tonal noise control of an engine
cooling fan [Gérard et al., 2005a,b]. The active control was based on the acoustic field
extrapolation from reconstructed sources using the inversion of the Morse and Ingard’s
model. Experimental results showed 28- and 18-dB attenuation at the BPF and its first
harmonic, respectively, at the error sensor location compared to overall SPL level.
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Active control of the source
Lauchle et al. studied the tonal noise control of a fan by shaking the fan in the axial
direction [Lauchle et al., 1997]. Noise reductions of 20, 15 and 5 dB were obtained at the
BPF and its first and second harmonics, respectively, at the location of the error sensor
(in the experiment, a cylindrical obstruction was placed upstream of the fan to enhance
the primary tonal radiation). However, it should be noted that this method requires a
non-elastic liaison between the rotor and its axis, which is hardly applicable to low-speed
fans since they are generally made of plastic composite.
Watkins, Piper and O’Brien based their studies on the same principle, but they controlled
the fan displacement with magnetic bearings [O’Brien et al., 1999; Piper, 2005; Watkins
et al., 1999]. A 4-dB reduction was observed at the error microphone location and a 3-dB
attenuation elsewhere.
Adding actuators on the blades to generate vibrations is another method to reduce tonal
noise. Kousen and Verdon showed with an analytical approach that the primary noise can
be completely canceled if the number of actuators on the blades is equal to the number of
acoustic modes to control [Kousen and Verdon, 1994]. More recently, Pasco et al. combined
analytical and numerical models to achieve active control simulations of turbofan noise in
duct [Pasco et al., 2014a,b]. Without any knowledge of the physical field, a separation of
the inlet and outlet radiation was achieved with the use of a generalized singular value
decomposition.
Another technique consists in an active airflow control which reduces the azimuthal
non-uniformities created by upstream obstructions [Andersson, 1997]. This method was
investigated by Rao et al. with a microvalve-controlled fluid injection at the stator leading
edge in order to attenuate the stator-rotor interaction [Rao et al., 2001]. The BPF was
reduced by 8 dB at a single microphone location. The same concept can also be applied to
the blade trailing edge in the case of a rotor-stator interaction [Winkler, 2011]. Interested in
tip clearance recirculation, Neuhaus and Neise studied the impact of airflow injection at the
blade tip on the aerodynamic and acoustic performance [Neuhaus and Neise, 2002; Neuhaus
et al., 2003]. A steady injection led to a significant improvement of the aerodynamic
performance, but also increased the noise at high flow rates. With an unsteady airflow,
the control of the non-uniformity created by tip clearance backflow led to a BPF reduction
of up to 20 dB at a single microphone in the outlet duct.
Although the active control is very efficient for some applications, it requires an additional
energy supply and a complex control apparatus. Besides, the optimization of the algorithms
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is often difficult and not particularly robust, which works against an industrially use of
this method to reduce tonal noise, particularly for small, economical fans. Researchers
found a technique which falls between the passive and the active control – the adaptive
passive control.
2.2.3 Adaptive passive control
This control method is based on the controlled modification of the fan installation which
creates a secondary source with the same amplitude, but opposite phase, as the primary
noise radiated by the fan. This method is passive because it does not require an energy
supply, and it is called adaptive as it can be adjusted to different operating conditions.
Quarter-wavelength resonator
If the length of a quarter-wavelength resonator is somehow controlled, the apparatus
becomes a method of adaptive passive control.
Neise and Koopmann [1980] used a piston to control the resonator length (see Figure 2.5).
This allowed the tonal noise control of a centrifugal fan in a large range of rotational
speeds.
De Bedout worked on the automatic real-time adaptation of the resonator length [Bedout
et al., 1997; de Bedout, 1996]. A simple and robust algorithm was developed to control the
tonal noise in a large range of rotational speeds. As long as the working conditions do not
change, the resonator length stays the same. Therefore, in contrast with the active control
techniques, this method needs very little energy supply.
Other studies applied this principle to high-speed turbomachines. Walker et al. worked to
combine quarter-wavelength resonators with active sources to control tonal turbofan noise
in duct [Walker et al., 1999]. Following this work, a patent was issued [Hersh et al., 2001].
Despite the fact that this study does not fall into the category of adaptive passive control,
it appears that these developments are based on Neise and Koopmann’s work.
Tip clearance design
An azimuthal variation of the tip clearance geometry can be used to create a secondary
acoustic source induced by the blade rotation. Farrel and Gearhart [2002] issued a patent
to reduce tonal fan noise using a sinusoidal variation of the casing geometry (Figure 2.6).
With an optimal angular position and sinusoidal amplitude of the geometry variations, the
pressure fluctuations on the fan blades cancel the fluctuations generated by the upstream
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Figure 2.4 Tonal noise control using the generation of a secondary acoustic
source [Gérard, 2006].
Figure 2.5 Tonal noise reduction of a centrifugal fan using a quarter wavelength
resonator in the volute tongue [Neise and Koopmann, 1980].
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stator vanes. Noise attenuations of 0.8, 8.2, and 7.2 dB were achieved at the BPF, its first,
and its second harmonics, respectively (at a single location).
Obstructions
Fournier et al. were the first to use upstream obstructions in order to minimize the blade
loading fluctuations and thus control tonal noise [Fournier et al., 1994]. In this study,
thick plates with a triangular trailing edge were introduced to compensate for the axial
velocity deficit in the rotor plane induced by downstream stator vanes (Figure 2.7). In other
words, the downstream distortion is canceled by the addition of upstream obstructions.
The azimuthal variations of the velocity were divided by five, which led to a 14-dB noise
reduction at the BPF.
Nelson investigated the influence of upstream perturbations on the noise radiation of
a ducted turbofan [Nelson, 2000]. An analytical model was developed to evaluate the
importance of each harmonic and vary the number of perturbations. The nature of the
perturbation is not specified, but the author states that cylindrical obstructions or airflow
injections can be used. Despite a significant noise reduction of two tones, an amplification
of the others was observed.
Polacsek and Desbois-Lavergne carried out an experimental study to determine the influence
of cylindrical obstructions placed upstream of an axial compressor in a duct [Polacsek
and Desbois-Lavergne, 2003]. Measurements showed an 8-dB attenuation at the BPF.
Additionally, a 2D unsteady RANS simulation was performed to compute the blade pressure
fluctuations and propagate the acoustic sources with a Ffowcs-Williams & Hawkings (FW-
H) analogy which was coupled with a Boundary Element Method (BEM) to account for
Figure 2.6 Modification of the tip clearance geometry to control tonal noise
[Farrel and Gearhart, 2002].
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Figure 2.7 Upstream obstructions to control the blade loading fluctuations
[Fournier et al., 1994].
the sound propagation in a duct. A good agreement was observed between the numerical
and experimental results – less than a 2-dB difference on the SPL at the BPF.
Neuhaus et al. placed cylindrical obstructions between the rotor and the stator of an
axial compressor (Figure 2.8). A 12.6-dB tonal noise reduction was obtained at the BPF
[Neuhaus et al., 2003].
Kota and Wright were the first to look at automatic positioning of flow obstructions [Kota
and Wright, 2006]. Their model was based on the work of Nelson [Nelson, 2000]. It
consisted in controlling the inserted length of several radial cylinders in a duct in order to
minimize the acoustic power level radiated by the fan (Figure 2.9). In the experimental
configuration, the acoustic response was controlled by several microphones and the cylinder
positioning was driven by a series of actuators. The acoustic results at low speed showed 6-
and 8-dB attenuations at the BPF and its first harmonic. At higher speed, the number of
propagating modes limited the algorithm convergence and the control efficiency.
Gérard et al. studied different types of obstructions (Figure 2.10) to control the noise
radiation at the BPF without affecting the harmonics. An analytical model was developed
to evaluate the harmonic content rate of the blade lift resulting from a Gaussian upstream
velocity profile [Gérard et al., 2009b]. This model was based on the infinitesimal radial
strip theory coupled with the Sears’ formulation to relate the one-dimensional incident
gust to the unsteady lift [Sears, 1941]. Results showed that prominent obstructions similar
to small cylinders are not ideal to control a single frequency. An experimental study on
axial fans [Gérard et al., 2009a] validated the analytical model with an indirect estimation
of the harmonic content based on acoustic pressure measurements. Experiments in free
field conducted with a sinusoidal obstruction yielded an 8-dB reduction of the sound power
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Figure 2.8 Tonal noise control with cylindrical obstructions [Neuhaus et al.,
2003].
Figure 2.9 Adaptative passive control of tonal noise with cylindrical obstruc-
tions [Kota and Wright, 2006].
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level and a 19-dB attenuation at the BPF. Moreover, the performance loss induced by the
obtruction was estimated to be less than 2 %.
More recently, Goth et al. investigated the effect of the fan rotational speed on the noise
reduction [Goth et al., 2012]. In the studied configuration, measurements showed that an
optimized obstruction could achieve a signification reduction of the sound power level at
the BPF for large speed variations (several hundreds of rpm). Goth et al. even conjectured
that the obstruction was the secondary sound source by mentioning: “When placed at the
optimal distance and angle, the obstruction generates pressure pulsations that interact
with the fan pressure fluctuations in a destructive way, allowing the cancellation of the
noise. . . ”
The secondary source created by the flow obstruction is optimized on two parameters:
(1) the distance obstruction-fan or the obstruction lobe height controls the secondary source
magnitude; (2) the obstruction angular position controls the source phase. Early in the
development of this method, the optimization was an iterative process requiring extensive
measurements. To accelerate the process, Gérard made an attempt to automatize the
optimization of the obstruction position using step motors which controlled the axial and
angular positions [Gérard, 2006]. More recently, a method based on the separation of the
primary and secondary noise was investigated to optimize the obstruction design [Gérard
et al., 2013]. The separation was achieved by rotating the flow obstruction at about 3 % of
the fan rotational speed in order to shift a secondary tone at a different frequency than
the BPF (see Figure 2.11). In this study, the obstruction-fan distance was optimized by
comparing the amplitude of the primary and secondary tones. When the distance is not
optimal, the two tones have a different amplitude (Figure 2.11a). However, similar tone
amplitudes indicate an optimal secondary source magnitude (Figure 2.11b).
Figure 2.10 Obstruction types used by [Gérard et al., 2009b] : (a) trapezoidal,
(b) sinusoidal, (c) cylindrical.
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(a) Non-optimal obstruction axial position. (b) Optimal obstruction axial position.
Figure 2.11 Optimization of the obstruction axial position by rotating the
obstruction [Gérard et al., 2013].
As a first numerical investigation, Pérot et al. used a Lattice-Boltzmann method to predict
the noise reduction of a centrifugal fan using a static obstruction [Pérot et al., 2012]. The
results showed that this approach correctly captures the effect of the obstruction on the BPF
amplitude, and the prediction of the optimal angular position were in satisfying agreement
with the experimental study. This initial study therefore highlighted the potential of
numerical simulations to study the obstruction-fan interaction. Yet no clear conclusion
was drawn from the actual noise control mechanism and whether the obstructions were
generating noise or not.
2.3 Conclusion
First, the conducted literature review highlighted the noise mechanisms responsible for
low-speed fan noise. Although both broadband and tonal contents have a significant impact
on the acoustic signature, psycho-acoustic studies showed that tonal noise is a major
annoyance for the humans.
An exhaustive description of the tonal noise control methods was presented. Three groups
could be differentiated: passive, active, and adaptive-passive controls. Passive methods
appear to be easy to implement, particularly at an early stage of the fan design. However,
the associated noise reduction is often limited, particularly at low frequencies. Active
control techniques can achieve large noise reductions on a large frequency range, but they
require an additional energy supply and rely on algorithms which are often difficult to
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optimize. Adaptive passive control is a good compromise. It does not require an energy
supply and it yields moderate to large noise reduction at the BPF and its harmonics.
Among the adaptive passive methods, the use of flow obstructions appears to be a cheap,
yet efficient way to reduce tonal noise. However, in the optimization process, this technique
requires a physical prototype and iterative testing to yield some noise reduction. Moreover,
an effective obstruction design is extremely difficult to achieve for certain fans [Magne et al.,
2014]. It thus appears that no criterion has been found to determine the controllability of
a given configuration.
Most of the research conducted on tonal noise control with flow obstructions were based on
experiments and simplified analytical models, which could not lead to a deep understanding
of the obstruction-fan interaction. The first attempt to numerically predict the noise
reduction showed a great potential to further investigate this noise control technique.
Following this study, the present thesis focuses on a numerical approach to thoroughly
understand the aeroacoustic phenomena responsible for the noise reduction and assess the
actual acoustic impact of the obstruction. Moreover, the development of an industrially-
applicable methodology to numerically design the obstruction is also explored as an
alternative to extensive – and expensive – experiments.
CHAPTER 3
NUMERICAL METHODS
After presenting the acoustic sources radiated by a low-speed fan and the noisereduction techniques which could be implemented, the present chapter introduces
the numerical methods used to predict the acoustic radiation. The aim is to select the
methods and the computational codes which will be used to perform an extensive study of
the obstruction-fan interaction.
Section 3.1 presents an introduction to computational aeroacoustics. The aerodynamic
simulation methods are described in Section 3.2, whereas the acoustic propagation models
are developed in Section 3.4. Finally, a test case is introduced in Section 3.5 to validate
the chosen methods.
3.1 Introduction to computational aeroacoustics
The flow passing through a rotating machine can be characterized by the following two
dimensionless quantities:
— The Mach number M = U/c0, where U is the maximum flow velocity and c0 is the
sound velocity. In a typical low-speed fan, the maximum Mach number at the blade
tip remains below 0.25, which indicates that no significant compressibility effects
occur.
— The Reynolds number Re = U L/ν, where U is the mean flow velocity, L a charac-
teristic linear dimension, and ν the kinematic viscosity. This quantity defines the
ratio of inertial forces to viscous forces and characterizes the flow regimes, such as
laminar or turbulent. For a typical low-speed fan, the Reynolds number based on
the blade chord is about 105, which corresponds to a transition regime – between
laminar and turbulent regimes.
Given the flow conditions, several numerical methods may be used to obtain acoustic results
from an arbitrary fan geometry and installation environment. The term Computational
AeroAcoustics (CAA) is often used to refer to these techniques which can be divided into
two groups: the direct approach and the hybrid approach 1 [Colonius and Lele, 2004].
1. The hybrid approach is also referred as the indirect approach.
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The direct approach relies on a compressible aerodynamic simulation to compute the
noise sources and propagate the acoustic waves to the desired location. Given the order
of magnitude of sound pressure fluctuations (< 1 Pa), the direct propagation requires
low-dispersive and low-dissipative schemes combined with a fine and uniform grid. Wave
reflections can occur at the boundaries of the computational domain, which imposes the
use of non-reflective boundary conditions. Despite all the research studies conducted
in the last decades, the direct noise prediction with traditional Navier-Stokes solvers
remains challenging and time-consuming for the vast majority of applications. However,
the development of the Lattice-Boltzmann Method has made direct predictions possible in
an industrial context, particularly for low-speed applications (see more in Section 3.2.2).
The hybrid approach uses an aerodynamic simulation to compute the noise sources,
whereas a second solver is used to propagate the sources and compute the sound pressure
fluctuations at the desired location (see the different propagation techniques in Section 3.4).
The simulation domain remains relatively small in comparison with the direct approach,
which greatly reduces the computational cost. However, the acoustic prediction relies on
the precision and the hypotheses of the acoustic analogy. With this approach, two types of
data can be extracted from the aerodynamic simulation to feed the propagation code. On
the one hand, the data are extracted from a compressible simulation on a porous surface
in the near-field. In this case, the acoustic analogy allows for the dipolar and quadrupolar
contributions. 2 On the other hand, only the wall pressure fluctuations are extracted from
the aerodynamic simulation (which is not necessarily compressible). Consequently, only the
dipolar sources are taken into account in the acoustic prediction. As stated in Chapter 2,
the noise radiated by low-speed fans is mainly due to dipolar sources located on the fan
surfaces. The propagation of the wall-pressure fluctuation is thus sufficient in the context
of this thesis.
3.2 Aerodynamic simulation methods
3.2.1 Resolution of the Navier-Stokes equations
In fluid mechanics, the solution of the flow is based on the mass, the momentum, and the
energy conservation. In the scope of aeroacoustic simulations, the compressible formulations
of these principles are necessary to propagate the acoustic waves. The three corresponding
equations used in Computational Fluid Dynamics (CFD) are reported below (external
forces are considered negligible):
2. see Chapter 2 for a description of the different acoustic sources.
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— The mass conservation:
∂ρ
∂t
+ ∂(ρ ui)
∂xi
= 0, (3.1)
where ρ is the instantaneous density and u the fluid velocity. x and t represent the
spatial and the temporal variables, respectively. Any suffix repeated in the terms is
to be summed from 1 to 3.
— The momentum conservation:
∂(ρ ui)
∂t
+ ∂
∂xj
(ρ ui uj + pδij − σij) = 0, (3.2)
where pδij is the pressure applied to the fluid surface, and σij the viscous stress
tensor.
— The energy conservation:
∂(ρE)
∂t
+ ∂
∂xj
(ρ uj E + uj p+ qj − ui σij) = 0, (3.3)
where E is the total energy, and qj the heat flux.
The equations obtained from these laws – called Navier-Stokes equations – are highly
non-linear, which implies that they cannot be directly solved. Therefore, a spatial and
temporal discretization is necessary for the computation to converge towards a stable
solution.
The spatial discretization is determined by the mesh of the fluid domain which can be
unstructured or structured. In the first case, each cell can have a variable number of
adjacent cells (with a common face). This gives a good flexibility to discretize complex
geometries, but implies an important storage of the mesh connectivity. Additionally, the
implementation of high-order spatial schemes makes it difficult to solve the Navier-Stokes
equations [Soulat, 2010]. As for the structured mesh, each cell is connected to six adjacent
cells. The mesh is divided in blocks which are topological cubes. Each node is thus identified
by a coordinate (i, j, k). This type of mesh facilitates the mesh structure and leads to a
better control of the mesh size. However, complex geometries are more difficult to mesh,
and the topological constraints often result in an increased number of cells in comparison
with an unstructured mesh. With highly-swept and highly-skewed blades, cooling fans
often present meshing challenges in the numerical pre-processing. Yet the development of
efficient meshing products has greatly reduced the difficulties, and structured solvers are
often used for low-speed fan applications [Liu et al., 2007; Moreau and Casalino, 2005].
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Temporal schemes ensure the discretization of the temporal terms of the Navier-Stokes
equations. In a steady simulation, this discretization is used to converge the solution as fast
as possible, which allows the use of different time steps across the simulation domain. In an
unsteady simulation, the time step is the same across the whole computational domain and
it is small enough to capture fluctuations of the mean quantities. Since the noise sources
are related to time fluctuations, an unsteady computation is required in aeroacoustic
applications. It should be noted that the temporal scheme stability is influenced by the
smallest cell size and the local aerodynamic field. In practice, the time step is set to a
value small enough to keep the scheme stable.
3.2.2 Turbulence modeling
As mentioned in Section 3.1, the flow passing through a low-speed fan is turbulent. In Navier-
Stokes solvers, the turbulence can be computed from three main methods: the deterministic
numerical resolution DNS (Direct Numerical Simulation), the semi-deterministic method
LES (Large Eddy Simulation), and the statistical method RANS (Reynolds Averaged
Navier-Stokes equations) [Marchesse, 2008]. In addition to that, a different approach, called
Lattice-Boltzmann Method (LBM), may also be used to compute the turbulent flow past a
fan. A representation of these methods is illustrated in Figure 3.1.
Direct Numerical Simulation
The DNS method directly solves the Navier-Stokes equations. All the turbulence scales are
solved, which imposes a spatial discretization of the smallest structures. According to Choi
and Moin [2012], a DNS simulation resolving the Kolmogoroff lengthscale requires Re37/14
mesh points. For this reason, turbulent DNS simulations are limited to simple geometries
and small simulation domains. A DNS method is thus not applicable for low-speed fan
applications (Re ≈ 105), as they would require 1013 grid points.
Large Eddy Simulation
The LES method only resolves the bigger turbulence structures and models the smaller
scales. A spatial filtering is applied to select the turbulence scales which have to be modeled
or solved. The computational cost is thus significantly reduced in comparison with the
DNS, but this method still requires Re9/5 mesh points for Re ≤ 106 [Chapman, 1979].
Consequently, LES simulations are difficult to apply in an industrial context.
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Large-scale turbulence
(Energy injection)
Small-scale turbulence
(Energy dissipation)
DNS
Resolution
LES/LBM Resolution
Modeling
RANS
Resolution Modeling
Figure 3.1 Representation of the different turbulence modeling methods (from
[Marchesse, 2008]).
Reynolds Averaged Navier-Stokes
In the RANS method, only the averaged Navier-Stokes equations are solved, which results
in the computation of the mean flow quantities and the use of turbulence models for all
turbulence scales. However, an unsteady RANS (URANS) simulation is able to capture the
impact of forced motions on the mean field, such as the large-scale fluctuations generated
by the rotation of a fan blade. Consequently, tonal noise sources can be computed with
this method.
Turbulence modeling allows the use of coarser meshes, which significantly reduces the
computational cost. Although this method can appear to be imprecise in comparison with
the DNS and LES, it remains the predominant technique used for low-speed fan application.
Moreover, it is widely used by fan manufacturers.
In the present thesis, URANS simulations were performed with the code Turb’Flow
developed at the LMFA in École Centrale de Lyon [LMFA, 2010]. This compressible,
Navier-Stokes solver was designed to study rotating machines: compressors [De Laborderie,
2013], contra-rotating open rotors [Soulat et al., 2013b], automotive cooling fans [Buisson
et al., 2013; Soulat, 2010], isolated airfoils [Henner et al., 2000; Soulat et al., 2013a], etc. . .
Furthermore, Casalino [2002] and Boudet [2003] demonstrated the code abilities to simulate
aeroacoustic phenomena. Turb’Flow thus appears to be particularly adapted to low-speed
fan computations.
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Lattice-Boltzmann Method
An alternative approach to the conventional Navier-Stokes equations was invented in the
late 1980’s with lattice gas method [Frisch et al., 1986]. This method was based on the
displacement of particles on a discrete lattice, and the local collisions allowed for the mass
and momentum conservation. However, the unstable nature of the lattice gas method
as well as the additional terms in the Navier-Stokes-level equations limited its success
[Chen and Doolen, 1998]. In order to eliminate these drawbacks, the discrete particles were
replaced by a density distribution to form the LBM [Pérot et al., 2010b; Sanjosé et al.,
2011].
While the accuracy and robustness of the LBM have been demonstrated on diverse
aeroacoustic applications, it should be noted that the discrete velocity model influences the
validity of this approach at high Mach number. For instance, the tri-dimensional 19-state
model (D3Q19, Figure 3.2) does not correctly capture the flow physics for Mach numbers
M > 0.5 [Lew et al., 2007].
For low-speed fan applications (M < 0.3), the LBM is an excellent alternative to the Navier-
Stokes solvers. In the present study, the commercial software PowerFLOW , developed by
Exa Corporation, was used for all the LBM computations [Exa Corporation, 2012]. Based
on the D3Q19 discrete velocity model, PowerFLOW uses different reference frames to
account for the rotation of geometrical parts relatively to others [Pérot et al., 2010b].
This solver showed excellent predictions for a variety of low-speed applications [Lafitte and
Pérot, 2009; Lew et al., 2007; Maldonado et al., 2012; Pérot et al., 2010a], and particularly
fan noise predictions [Moreau et al., 2011; Pérot et al., 2010b]. Moreover, Alstom Transport
SA, collaborator of this project, currently uses this code for aeroacoustic predictions.
3.3 Solver discretizations
3.3.1 Turb’Flow
The resolution of the Navier-Stokes equations is equivalent to finding the solution of the
partial differential equation
∂A
∂t
+ ∂B
∂xi
= D, (3.4)
where A and D are vectors and B is a tensor. In Turb’Flow, the resolution on the
structured mesh is based on the finite volume method centered on the nodes [Boudet, 2003].
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Figure 3.2 Discrete velocity model D3Q19 used in LBM.
For each cell of volume V (t) and surface S(t), Equation (3.4) becomes:
d
dt
∫
V (t)
A dV +
∫
S(t)
C · n dS =
∫
V (t)
D dV, (3.5)
where C corresponds to the tensor B for a stationary mesh, and n is the vector normal
to the surface pointing outwards. Turb’Flow computes the integrals from the values
at the grid points and the interpolated values at the center of the cell surfaces. The
temporal discretization is ensured by a Runge-Kutta scheme, whereas several schemes are
implemented to discretize the spatial terms. However, only the schemes used in the present
thesis (Jameson’s [Jameson et al., 1981] and Liou’s AUSM+ [Liou, 1996]) are presented
here.
Jameson’s scheme
Jameson’s spatial scheme is centered on the cell. Given q the vector of conservative
variables, the flux in the direction l at the interface between the nodes of coordinate i− 1
and i (see Figure 3.3) is given by [Soulat, 2010]:
F li−1/2 = F l(qi−1/2), (3.6)
where
qi−1/2 = −
1
12
(
−α qi−2 + (α + 6)qi−1 − (α + 6)qi + α qi+2
)
(3.7)
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with α = 0 for a second-order scheme or α = 1 for a fourth-order scheme. This approx-
imation of qi−1/2 does not introduce any dissipation, which is important to propagate
small fluctuations in aeroacoustic applications. However, the lack of dissipation generates
instabilities. To keep the scheme stable, a dissipative flux Fd is added to the formulation:
F ld,i−1/2 = J (ul + c|a|)i−1/2
(1
22(qi − qi−1) +
1
84(qi+1 − 3qi + 3qi−1 − qi−2)
)
, (3.8)
where J is the Jacobian, a is the contravariant vector, and 2 and 4 are the second and
fourth-order numerical viscosity coefficients, respectively. Consequently, the complete flux
at the interface Fc is given by:
F lc = F l + F ld. (3.9)
In the Turb’Flow solver, the two numerical viscosity coefficients (2 and 4) are set by the
user, but this additional dissipation should be minimized to correctly propagate acoustic
waves.
Liou AUSM+
Liou’s Advection Upstream Splitting Method+ (AUSM+) is an upwind spatial scheme
which separates the flux into a purely convective term Cl and a pressure term P l [Liou,
1996]:
F l = Cl + P l, (3.10)
where
Cl = J cm

M l+ρL +M l−ρR
M l+(ρu1)L +M l−(ρu1)R
M l+(ρu2)L +M l−(ρu2)R
M l+(ρu3)L +M l−(ρu3)R
M l+(ρE + p)L +M l−(ρE + p)R

(3.11)
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i− 2
i− 1
i
i+ 1
Fi−1/2
V
S
Figure 3.3 Volume discretization and flux at the surface of a cell (adapted from
Boudet [2003]).
and
P l = J

0
(pl+pL + pl−pR) ∂l
∂x1
(pl+pL + pl−pR) ∂l
∂x2
(pl+pL + pl−pR) ∂l
∂x3
−(pl+pL + pl−pR) ∂l
∂t

(3.12)
cm is the mean speed of sound at the interface, L/R exponents define the values at the
left and right of the cell interface, respectively, and Liou’s Mach number is given by
M l± = (M l ± |M l|)/2. Consequently, the sign of M l defines whether the left or the right
terms are used to evaluate the flux. In the pressure term P l, pl± is defined in a similar
manner to select which terms to use.
Unlike a centered scheme which uses values from each side of the face to evaluate the
flux, an upwind scheme uses only the cells in the upstream direction [Soulat, 2010]. For
this reason, upwind schemes are adapted to transonic and supersonic applications, but
they generate a relatively large dissipation in zones with low Mach numbers. For this
reason, Liou’s scheme does not appear to be ideal for the simulation of a low-speed fan.
Nevertheless, this scheme was used on the validation test case (Section 3.5) to compare
the results with Jameson’s scheme.
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3.3.2 PowerFLOW
In the LBM, the density distribution function of particles fi(x∗, t∗) corresponds to the
mass per unit volume of the particles at the time t∗, at the position x∗, and with the
velocity c∗i [Pérot et al., 2010b; Sanjosé et al., 2011]. i refers to the ith direction according
to a finite set of discrete velocity vectors (see Figure 3.2) and ∗ denotes the dimensionless
quantities used by the solver. The Lattice-Boltzmann advection equation is thus given by
fi(x∗ + c∗i∆t∗, t∗ + ∆t∗)− fi(x∗, t∗) = Ci(x∗, t∗), (3.13)
where Ci is the collision operator, ∆t∗ the time increment, and c∗i∆t∗ the space increment. In
PowerFLOW , Ci is approximated by the Bhatnagar-Gross-Krook (BGK) form [Bhatnagar
et al., 1954] which drives the particle distribution to the local equilibrium distribution
function f eqi with the relaxation time t′:
Ci(x∗, t∗) = − 1
t′
(
fi(x∗, t∗)− f eqi (x∗, t∗)
)
, (3.14)
where t′ is the relaxation time which is related to the dimensionless kinematic viscosity
ν∗ = c∗2s (t′ −∆t∗/2). f eqi is approximated by a second order expansion valid for low Mach
numbers:
f eqi = ρ∗wi
(
1 + c
∗
i · u∗
c∗2s
+ (c
∗
i · u∗)2
2c∗4s
− |u
∗|2
2c∗2s
)
, (3.15)
where wi is a weighting factor relative to the discrete velocity model, and c∗s = 1/
√
3 the
dimensionless speed of sound [Chen and Doolen, 1998]. Additionally, the local hydrodynamic
properties ρ∗ and u∗ are obtained through summation of the discrete momentum:
ρ∗(x∗, t∗) =
∑
i
fi(x∗, t∗) (3.16)
ρ∗u∗(x∗, t∗) =
∑
i
c∗i fi(x∗, t∗) (3.17)
Consistent with the formal solutions of the transient, viscous, and compressible Navier-
Stokes equations, this method is easily parallelized because of the local aspect of the
algorithm. This approach is used to simulate resolvable flow scales while the turbulence
fluctuations are computed by replacing the molecular relaxation time t′ with an effective
turbulent relaxation time t′eff derived from the resolution of a Re-Normalization Group
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(RNG) k−  underlying model [Fares, 2006]. This is why the LBM is often associated with
a Very Large Eddy Simulation (VLES).
In the case of a fan, an axisymmetric interface is defined between the Local Reference
Frame (LRF) domain attached to the rotor, and the global reference frame attached to
the stationary parts (ground). Inside the LRF, Equation (3.13) is modified to include the
external body force term Ei(x∗, t∗) [Guo et al., 2002; Pérot et al., 2010b]:
fi(x∗ + c∗i∆t∗, t∗ + ∆t∗)− fi(x∗, t∗) = −
1
t′
(
fi(x∗, t∗)− f eqi (x∗, t∗)
)
+Ei(x∗, t∗) (3.18)
3.4 Acoustic propagation models
With a hybrid approach (see Section 3.1), an additional solver is used to propagate the
acoustic sources in the far field. Three types of codes can be distinguished: the linearized
Euler’s equations (LEE), the Kirchhoff formulation, and the acoustic analogies.
The LEE model is a numerical method which computes the radiated sound from the near-
field aerodynamic flow [Bogey et al., 2002]. This technique accounts for the propagation
effects due to complex geometries, but introduces spurious waves which can interfere with
the acoustic waves. Also, the numerical propagation to the far-field may induce large
computational cost relatively to the other acoustic models based on integral formulations.
The Kirchhoff method propagates the sources from a stationary surface to the far field using
the wave equation (linear propagation) [Lyrintzis, 2002]. Consequently, the acoustic sources
and the non-linear effects are assumed to be inside the surface. As seen in Section 2.1, in a
typical low-speed fan configuration, tonal noise sources are located on the solid surfaces
and particularly the rotating blades. Therefore, the Kirchhoff method cannot be used to
propagate the dipolar sources located on the fan.
The acoustic analogies include several integral formulations for acoustic propagation.
Extending the early works of Lighthill [1952] and Curle [1955], Ffowcs Williams and
Hawkings [1969] (FW-H) developed an elegant formulation which accounts for the movement
of sources. For this reason, the FW-H analogy is extensively used for fan noise prediction.
Before presenting the FW-H formulation in Setion 3.4.3, the following two sections introduce
the Lighthill’s and Curle’s analogies.
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3.4.1 Lighthill’s analogy
Lighthill’s analogy [Lighthill, 1952] is a model of the sound generated by a small region of
turbulent flow embedded in an infinite, homogeneous fluid in which the speed of sound c0
and the density ρ0 are constant [Goldstein, 1976]. Although this analogy does not include
the effect of solid surfaces such as a fan blade, this work is presented here as the foundation
of the analogies which are introduced in the following sections.
Lighthill’s formulation is derived from the gas kinetic equations. Subtracting the spatial
derivation of momentum equation (3.2) to the temporal derivation of continuity equation
(3.1) gives
∂2ρ
∂t2
− ∂
2(ρ ui uj)
∂xi ∂xj
= ∂
2
∂xi ∂xj
(pδij − σij) (3.19)
Additionally, the following expressions are introduced:
ρ′ = ρ− ρ0, (3.20)
p′ = p− p0, (3.21)
c20 = γ
p0
ρ0
(3.22)
where ρ0 is the fluid density at rest, p0 the pressure at rest, ρ′ and p′ the density and
pressure fluctuations, respectively, c0 the sound velocity in the fluid at rest, and γ the
specific heat ratio.
Inserting Equations (3.20) and (3.21) in Equation (3.19), Lighthill’s equation is given by
∂2ρ′
∂t2
− c20
∂2ρ′
∂x2j
= ∂
2Tij
∂xi ∂xj
(3.23)
where
Tij = ρuiuj + (p′ − c20ρ′)δij − σij (3.24)
is the Lighthill’s tensor and δij the Kronecker delta (δij = 0 if i 6= j; and δij = 1 if i = j).
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Assuming that the acoustic fluctuations and the source terms can be separated, the solution
of this pseudo-wave equation can be formally solved using the free-field Green’s function:
ρ′(x, t) = 14pic20
∫
V
1
r
∂2Tij(y, t− r/c0)
∂yi ∂yj
dV, (3.25)
where x and y are the observer and source location vectors, respectively, and r = |x− y|
the distance between the observer and the source (see Figure 3.4). The integral is written
over the whole space V , but the integrand is non-zero only over the source distribution.
If the observer is located many wavelengths away from the source (far field), any function
f(t− r/c0) verifies
∂2f(t− r/c0)
∂yi∂yj
= (xi − yi)(xj − yj)
r2c20
∂2f(t− r/c0)
∂t2
. (3.26)
Consequently, Equation (3.25) can be transformed into a temporal derivation:
ρ′(x, t) = 14pic20
∫
V
(xi − yi)(xj − yj)
r3c20
∂2 Tij(y, t− r/c0)
∂t2
dV. (3.27)
In the far field, (xi−yi) can be approximated by xi, provided that the origin is taken within
the flow. Finally, for an isentropic flow in which ρ′/ρ0 is relatively small, the solutions of
e1
e2
e3
x
y
r
Source
Observer
Figure 3.4 Sketch of the source and observer vectors.
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the sound pressure fluctuation p′ = ρ′c20 are
p′(x, t) = 14pi|x|
∫
V
∂2Tij(y, t− r/c0)
∂yi ∂yj
dV (3.28)
p′(x, t) = 14pic20
xi xj
|x|3
∫
V
∂2 Tij(y, t− r/c0)
∂t2
dV. (3.29)
It should be noted that the Equation (3.25) cannot be solved directly. In his article
[Lighthill, 1952], Lighthill suggests for low Mach numbers and high Reynolds numbers the
following simplification: Tij ≈ ρ0 vi vj , where v is the incompressible velocity fluctuation due
to the turbulence (acoustic fluctuations are neglected). Allowing the equation resolution,
this approximation is extensively used in aeroacoustics.
3.4.2 Curle’s analogy
Curle’s analogy [Curle, 1955] is a generalization of Lighthill’s analogy. In addition to the
quadrupolar term, this formulation adds two terms which account for the noise radiated by
the solid surfaces in the flow. Despite the stationary state of the solid surfaces, this work
was an important contribution to aeroacoustics. More importantly for fan noise prediction,
it led to the development of the Ffowcs-Williams & Hawkings’ analogy which includes the
movement of sources (see Section 3.4.3).
In Curle’s analogy, the acoustic pressure fluctuation is
p′(x, t) = 14pi
∂2
∂yi ∂yj
∫
V
Tij(y, t− r/c0)
r
dV (3.30a)
− 14pi
∂
∂yi
∫
S
p′(y, t− r/c0)
r
ni dS (3.30b)
+ 14pi
∂
∂t
∫
S
[ρ u¯i](y, t− r/c0)
r
ni dS, (3.30c)
where S is the solid surface and n is the vector normal to the surface (pointing outwards),
and u¯ is the suction/injection velocity vector at the surface. The first integral (3.30a) is
taken from Lighthill’s equation (3.25), the second term (3.30b) corresponds to the dipolar
source generated on the surface, and the third term (3.30c) is the monopolar radiation
created by the mass flux through the surface (fluid injection or suction).
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Following the same approximations used in the Lighthill’s development, it can be demon-
strated that the dipolar radiation in the far field is given by
p′(x, t) = − xi4pic0|x|2
∂
∂t
∫
S
p′(y, t− r/c0)ni dS. (3.31)
3.4.3 Ffowcs-Williams & Hawkings’ analogy
FW-H analogy generalizes Lighthill’s and Curle’s equations to account for the movement of
the acoustic sources [Ffowcs Williams and Hawkings, 1969]. The space is divided into two
sub-spaces bounded by the surface S which moves at the velocity V (x, t) (see Figure 3.5).
S includes all the acoustic sources – the rigid surfaces and the turbulent fluctuations – and
the outside of S is only fluid at rest. In the formulation, two functions f(x, t) and H(f)
are introduced to formalize the problem:
— f(x, t) = 0 on S, outside f > 0 and inside f < 0;
— H(f) = 1 when f > 0 and H(f) = 0 when f < 0 (Heaviside function).
Given these functions, the equations of mass and momentum conservation are rewritten in
a single equation:
∂2ρ′H(f)
∂t2
− c20
∂2ρ′H(f)
∂x2i
= ∂
2Tij H(f)
∂xi ∂xj
− ∂
∂xi
(
Liδ(f)
)
+ ∂
∂t
(
ρ0 Ui ni δ(f)
)
.
(3.32)
with
Li =(p′δij − σij)nj + ρu¯i(u¯ini − Vini) (3.33)
Ui =
(
1− ρ
ρ0
)
Vi +
ρ
ρ0
u¯i (3.34)
The first term in Equation (3.32) corresponds to the volume sources (quadrupoles), the
second one takes into account the radiation from the solid surfaces (dipoles), and the third
term characterizes the thickness noise (monopoles).
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Figure 3.5 Sketch of Ffowcs-Williams & Hawkings’ analogy.
Using the free-field Green’s function, the solution of the acoustic pressure fluctuation is
4pi p′(x, t) = ∂
2
∂xi ∂xj
∫ ∫
V
[
Tij
r
]
dV dt′′
− ∂
∂xj
∫ ∫
S
[
Li
r
]
dSdt′′
+ ∂
∂t
∫ ∫
S
[
ρ0 Ui ni
r
]
dSdt′′,
(3.35)
where n is the vector normal to the surface and the brackets symbolize the evaluation at
the time (t− t′′ − r/c0), with t′′ the source emission time.
In the present thesis, the code FoxWHawk [Casalino, 2009] was used to propagate the
acoustic sources with the FW-H analogy. This code, developed by Casalino [2003], is
based on the conversion of the retarded-time formulation of Brentner and Farassat [1998]
into a forward-time formulation of the FW-H equation proposed by Difrancescantonio
[1997]. This change allows a concurrent flow/noise simulation and, therefore, enhances
the flexibility and the computation time efficiency of the acoustic propagation [Casalino
et al., 2010; Moreau et al., 2006a]. Since quadrupolar noise is negligible in the scope of
this thesis, only the monopolar and dipolar radiation terms were computed by FoxWHawk.
The expressions of these two contributions are reported below (see [Casalino, 2003] for the
complete development).
Monopolar noise
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4pip′(x, t) =
∫
S
[
ρ0(U˙n + Un˙)
r (1−Mr)2
]
dS +
∫
S
ρ0Un
(
rM˙r + c0(Mr −M2)
)
r2(1−Mr)3
 dS, (3.36)
where Mr is the projection of a point source Mach number on the source-observer line, and
the other terms are given by
Un = Uini (3.37)
Un˙ = Uin˙i (3.38)
U˙n = U˙ini (3.39)
Dotted quantities denote time derivative with respect to the source time.
Dipolar noise
4pip′(x, t) = 1
c0
∫
S
[
L˙r
r (1−Mr)2
]
dS +
∫
S
[
Lr − LM
r2(1−Mr)2
]
dS
+ 1
c0
∫
S
Lr
(
rM˙r + c0 (Mr −M2)
)
r2(1−Mr)3
 dS, (3.40)
where Lr and LM are the projection of Li on the source-observer line and the movement
direction, respectively.
In the present work, Equations (3.36) and (3.40) are solved at the forward-time tadv which
is equal to the sum of the emission time and the propagation time between the source and
the observer.
3.4.4 Compact rotating dipole analogy
For large acoustic wavelengths with respect to the blade span, the pressure fluctuation
on a fan blade can be seen as a compact rotating dipole [Goldstein, 1976]. In a typical
low-speed axial fan with a blade span ls = 150 mm , this condition is verified for frequencies
below ω = c0 l−1s = 2280 Hz. Given typical B and Ω in low-speed fan applications (see
Section 2.1.2), the tonal noise prediction is generally valid for the BPF and the first three
harmonics.
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For a compact source, the dipolar noise radiated by a point fluctuating force in arbitrary
motion can be derived from Equation (3.35):
p′(x, t) =
[
(xi − yi)
(1−Mt)c0R′
∂
∂t
(
Fi
4piR′(1−Mt)
)]
, (3.41)
where
Fi =
∫
S
p(y, t)nidS (3.42)
is the fluctuating force acting on the blade, R′ the source-observer distance, and Mt =
ΩR0 c−10 the tangential Mach number at the radius R0 (see sketch in Figure 3.6). The
brackets denote the evaluation at the retarded time te which verifies the equation:
te − t+ R
′
c0
= 0, (3.43)
which is equivalent to
te − t+ R
c0
(
1− 2 sin θR0
R
cos(Ωte − ϕ) +
(
R0
R
)2)1/2
= 0, (3.44)
where (R, θ, ϕ) are the spherical coordinates of the observer x. Consequently, the resolution
is difficult at the retarded time, but necessary to study time-based mechanisms such as the
beating noise from a helicopter. For any other purpose, Equation (3.41) is transformed in
the frequency domain, which eliminates the retarded time calculation and allows an easier
and faster resolution. The formulation is then simplified based on the assumption that the
noise sources on each rotor blade can be approximated by a compact rotating dipole (the
complete development is presented in Appendix A). Consequently, the formulation of the
acoustic pressure in the far field radiated by a single blade is
p˜(x, ω) = iω8pi2c0
∫ +∞
−∞
F · x
|x|2 e
iω(t−x(t)/c0)dt, (3.45)
where ω is the angular frequency and the tilde denotes the frequential quantity. Besides,
the force F can be decomposed in harmonics s of the rotational frequency:
F˜ (ω) =
+∞∑
s=−∞
F s δ(ω − sΩ), (3.46)
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where F s are the Fourier coefficients of the fluctuating force F˜ . For a B-blade rotor, it
can be shown that the sound is radiated at the frequencies mBΩ, where m is the order of
the harmonic radiated (see Appendix A). The expression of the acoustic pressure radiated
by the complete rotor is given by:
p˜(x,mBΩ) = imB
2ΩeimBΩR/c0
4pic0R
×
+∞∑
s=−∞
ei(mB−s)(ϕ−
pi
2 )
[
F sR sin θJ ′mB−s(mBMt sin θ)
+
(
F sA cos θ − F sT mB−smBMt
)
JmB−s(mBMt sin θ)
]
,
(3.47)
where Jα is the Bessel function of the first kind of order α; and F sA, F sR, F sT are the Fourier
coefficients of the axial, radial, and tangential force components, respectively.
The large majority of fan aeroacoustic studies currently relies on incompressible codes
(low Mach number) coupled with an acoustic analogy for the sound propagation (high
Reynolds number). The present study will however focus on two different approaches using
compressible solvers characterized by a low dissipation and a low dispersion:
— Turb’Flow: a Navier-Stokes solver dedicated to turbomachinery and used in aeroa-
coustics [LMFA, 2010];
— PowerFLOW : an LBM solver which includes an LRF formulation to account for
the fan rotation [Exa Corporation, 2012].
3.5 Validation – Flow past a cylinder
The numerical methods to perform aeroacoustic computations were presented in the
previous sections. Before performing simulations of a low-speed fan configuration, the
selected codes (Turb’Flow and PowerFLOW ) were validated on a simpler test case to
characterize their properties and check accuracy and mesh requirements. Additionally, this
case allowed the comparison of different acoustic analogies (Curle, FW-H and the compact
rotating dipole) in order to validated the chosen sound propagation code (FoxWHawk).
The acoustic radiation of the flow past a cylinder has been extensively studied for more
than one hundred years; hence it is an excellent validation case for the aforementioned
aeroacoustic codes.
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Figure 3.6 Sketch of the compact rotating dipole analogy.
3.5.1 Aerodynamic and acoustic regimes of the flow past a cylinder
The noise radiated by the flow past a blunt body (cylindrical or square rod, airfoil. . . ) is of
prime importance for understanding the aeroacoustic sources related to the turbulence as
well as the boundary layer separation and reattachment. Initiated more than one hundred
years ago by the works of Strouhal [1878] and Kármán [2013], this research area is still
active. The evolution of experimental and numerical techniques leads to a more precise
characterization of the aeroacoustic phenomena, and the study of the flow past a cylinder
remains very interesting considering the diversity of the regimes which can be observed.
These regimes mainly depend on the non-dimensional Reynolds number based on the
cylinder diameter
ReD =
U∞D
ν∞
, (3.48)
where D is the cylinder diameter, U∞ the mean flow velocity, and ν∞ the mean kinematic
viscosity. The following sections describe the four main regimes which can be distinguished
[Pérot, 2004; Sumer and Fredsoe, 2006; Williamson, 1996].
Steady, laminar regime: Re 6 49
For a Reynolds number below 5, no separation is observe – the flow follows the cylinder
surfaces (see Figure 3.7a). Above Re = 5, a flow separation appears and creates two
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(a) Re 6 5 (b) 5 6 Re 6 49
(c) 49 6 Re 6 194 (d) 194 6 Re 6 1 000
(e) 1 000 6 Re 6 200 000 (f) 200 000 6 Re 6 500 000
(g) 500 000 6 Re 6 1× 106 (h) Re > 1× 106
Figure 3.7 Regimes of the flow past a cylinder [Sumer and Fredsoe, 2006].
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recirculations downstream of the cylinder (Figure 3.7b). This laminar regime remains
perfectly steady for Re 6 49. Therefore no noise is radiated at this regime.
Wake-transition regime: 49 6 Re 6 1 000
Beyond Re = 49, the recirculations are destabilized. This constitutes the first step of
the transition from a laminar to a fully turbulent regime. The cylinder wake becomes
unsteady, and an oscillation of the surface pressure coefficient appears (Figure 3.7c). This
phenomenon is known as the Kármán vortex street (Figure 3.7d). The vortex shedding
frequency f is often characterized by the non-dimensional Strouhal number
St = fD
U∞
. (3.49)
The wake oscillations create periodic wall-pressure fluctuations at the vortex-shedding
frequency. Therefore, tonal noise is radiated by the cylinder at the frequency f and its
harmonics.
For 49 6 Re 6 194 the regime remains stable and the wake, laminar. Above Re = 194,
a discontinuity can be observed in the evolution of the Strouhal number as a function
of the Reynolds number. This discontinuity is induced by turbulent three-dimensional
structures appearing in the Kármán vortex street. Vortex pairings are observed in the
transverse direction, which characterizes the so called mode A (Figure 3.8a). This pattern
has a 3-diameter characteristic length. When the Reynolds number reaches 230, a second
discontinuity appears in the Strouhal evolution. Finer transverse structures with a 1-
diameter characteristic length are then observed, which is called mode B (Figure 3.8b).
The modes A and B coexist up to Re ≈ 250 (hysteresis), but beyond Re = 250 only the
mode B exists and an increase of the turbulence with the Reynolds number is observed.
Shear-layer transition regime: 1 000 6 Re 6 200 000
For Reynolds numbers above 1 000, two-dimensional structures, called Kelvin-Helmholtz
instabilities, appear in the shear layers (Figure 3.7e). A complex interaction between these
structures and the Kármán vortices appears, which induces a decrease of the Strouhal
number and an increase of the pressure coefficient at the cylinder downstream point.
In addition to the tonal noise radiated by the vortex-shedding, the collisions and distortions
of the turbulent structures which appear at this regime create a broadband acoustic source.
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(a) Mode A: 194 6 Re 6 250. (b) Mode B: Re > 250.
Figure 3.8 Experimental visualization of the transition modes observed down-
stream a cylinder [Williamson, 1996]. The cylinder is horizontal, at
the bottom of the images; the flow is vertical, from the bottom to
the top.
Boundary-layer transition regime: Re > 200 000
For 200 000 6 Re 6 500 000, the drag coefficient drops significantly and, as a consequence
of the boundary-layer separation and transition, the separation point moves further down-
stream. A recirculation bubble is observed on one side, which creates an asymmetrical
regime (Figure 3.7f). Additionally, the vortex shedding width decreases, which causes the
rise of the Strouhal number. This transition is called critical regime.
For Reynolds numbers between 500 000 and 1× 106, the regime becomes supercritical. Two
symmetric recirculation bubbles are developed, which increases the flow stability. The
pressure coefficient is almost invariant in this interval.
Beyond Re = 1× 106, the regime is post-critical. The recirculation bubbles disappear and
the boundary layers become fully turbulent from the stagnation point (Figure 3.7h).
As for the noise radiation, the increase of the turbulent intensity generates stronger
broadband sources along with the tonal noise created by the vortex shedding.
3.5.2 Simulation setups
Since the present thesis is focused on tonal noise, the acoustic codes were validated on an
unsteady laminar regime which yields a strong dipolar source at the shedding frequency.
The Reynolds number was fixed to ReD = 150 in order to compare the results with the works
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of Inoue and Hatakeyama [2002] and Lafitte and Pérot [2009]. The corresponding regime
is two-dimensional, fully laminar and unsteady with a Kármán vortex street developed
downstream of the cylinder (see Section 3.5.1). Additionally, the Mach number was chosen
to give a velocity magnitude close to what is typically found in low-speed fan applications
(M = 0.2). The cylinder diameter was computed from the aforementioned conditions to
ensure normal atmospheric pressure and temperature 3. All the simulation parameters are
reported in Table 3.1.
This simple test case aims at validating:
— The direct propagation of the acoustic waves with the compressible codes;
— The noise prediction based on acoustic analogies;
— The influence of different spatial schemes with a Navier-Stokes solver.
Turb’Flow and PowerFLOW were used to perform the two-dimensional aeroacoustic
simulations. Considering the laminar regime of the flow past the cylinder, no turbulence
models were needed and DNS were performed with both codes.
Turb’Flow simulations
With Turb’Flow 1.9.0 [LMFA, 2010], the compressible Navier-Stokes equations were directly
solved with an explicit method. A Runge-Kutta method with 3 steps was used to discretize
the temporal terms, yielding a good compromise between precision and performance.
Additionally, a convergence study showed that the stability of the computation was
maintained with 4 000 iterations per vortex shedding period. With a shedding frequency
f0 = 3.8972× 105 Hz, the time-step was set to 6.41× 10−10 s.
3. The velocity is defined by the Mach number and the kinematic viscosity depends on the pressure
and temperature conditions. Therefore, the definition of the Reynolds number (Equation 3.48) shows that
the cylinder diameter is the only parameter which can be modified to set the Reynolds number.
Table 3.1 Parameters used in the simulation of the flow past a cylinder.
Cylinder diameter D = 3.24 · 10−5 m
Reynolds number ReD = 150
Mach number M = 0.2
Speed of sound c∞ = 343 m.s−1
Flow velocity U∞ = 69 m.s−1
Temperature T∞ = 293 K
Static pressure P∞ = 1.0 · 105 Pa
Kinematic viscosity ν∞ = 1.49 · 10−5 m2.s−2
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Four spatial schemes were tested: Jameson’s centered scheme of 2nd and 4th order [Jameson
et al., 1981], and Liou’s Advection Upstream Splitting Method+ (AUSM+) of 2nd order
[Liou, 1996]. As stated in Section 3.2.2, Jameson’s centered scheme is low dissipative and
well suited for aeroacoustic applications. Due to its larger dissipation in low-speed zones,
Liou’s upstream scheme is more dedicated to supersonic applications, but was tested in
the present study to compared the results with Jameson’s scheme.
Two structured grids were generated with Gridgen 15.17 [Pointwise, 2010]: a circular and
an octagonal mesh (Figures 3.9a and 3.9b, respectively). The parameters of the meshes
are presented in Table 3.2. As for the circular mesh, the cell size is constant in the radial
direction up to a damping zone where the size ratio is relatively large. In the octagonal
grid, the cell size follows a geometrical progression with a ratio of 1.07. It should be noted
that although the circular mesh has a greater number of cells, the boundary layer is more
finely resolved with the octagonal mesh. Additionally, both meshes have a large cell size at
the outer edge (relatively to the acoustic wavelength λ0) to ensure that no wave reflections
occur on the boundary condition.
A static pressure boundary condition with a free flow direction was applied at the outer
edge of the simulation domain, leaving the code decide whether a node is an inlet or an
outlet depending on the velocity vector orientation. With this type of condition combined
with a circular mesh, a purely horizontal flow may cause singularities at the top and bottom
nodes. Therefore, an octagonal shape was tested to see the effect of these singularities. At
the center of the domain, an adiabatic, non-slip boundary condition was applied to the
cylinder wall.
PowerFLOW simulation
Table 3.2 Geometrical parameters of the meshes used to compute the flow past
a cylinder (λ0 is the acoustic wavelength at the vortex shedding
frequency f0).
Turb’Flow PowerFLOW
Circular mesh Octagonal mesh Square mesh
Cell number 162 816 40 320 36 078 288
External diameter 300×D 408×D 400×D
First cell size 431 nm 24.1 nm 203 nm
Last cell size 346 µm ≈ 13λ0 679 µm ≈ 23λ0 13 µm
Cell size ratio 1.0 + damping 1.07 2.0 (Cartesian)
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(a) Turb’Flow: Circular mesh (constant cell size in the radial direction followed by a damping
zone).
(b) Turb’Flow: Octagonal mesh (cell size ratio of 1.07 in the radial direction).
(c) PowerFLOW .
Figure 3.9 Meshes used in the simulations (left: full domain; right: zoom on
the cylinder surface).
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In addition to the Turb’Flow solver, an LBM simulation was performed with PowerFLOW
4.2a. With this code, the mesh is Cartesian and automatically generated from Variable
Resolution (VR) regions where the grid size changes by a factor of two for two adjacent
regions of voxels. In the present setup, the cylinder was placed in the middle of a 400-D-
long, square domain (see Figure 3.9c). Seven VR were used with a 203-nm smallest voxel.
Although the largest cell was relatively small compared with the Turb’Flow meshes (see
Table 3.2), three viscosity volumes changed the local viscosity in the outer regions and
absorbed the acoustic waves coming from the cylinder.
Similarly to the Turb’Flow simulations, a static pressure boundary condition with a free
flow direction was imposed at the outer edges of the domain, and an adiabatic, no-slip
boundary condition was applied to the cylinder wall. Additionally, the time-step was set
to 3.378× 10−10 s to ensure the stability of the temporal scheme in the finest regions.
It should be noted that, despite the lager number of cell in the PowerFLOW setup (see
Table 3.2), Turb’Flow was twice slower – each vortex shedding period was computed in 17.5
and 32 Central Processing Units (CPU) hours for PowerFLOW and Turb’Flow, respectively.
However, given the present study, this speed difference was considered as acceptable.
3.5.3 Aerodynamic results
In the Turb’Flow simulations, the mesh and the spatial scheme did not significantly influence
the aerodynamic results; hence the results presented in this section are valid for all the
schemes and both meshes.
As expected for this Reynolds number (Re = 150), a vortex shedding is observed in the
flow downstream of the cylinder. The non-dimensional instantaneous vorticity ω˜ = Dω/c∞
is presented in Figure 3.10. The Kárman vortex street is well developed, and the vorticity
levels are in very good agreement with Inoue and Hatakeyama [2002].
The aerodynamic results with Turb’Flow and PowerFLOW are compared with the works
of Inoue and Hatakeyama [2002] and Lafitte and Pérot [2009] in Table 3.3. Five quantities
are presented: the Strouhal number St, the time-averaged drag coefficient CD, and its
fluctuation amplitude c′D, and the fluctuation amplitude of the lift coefficient c′L. A very
good agreement is observed for all the quantities. The drag coefficient CD shows the
largest discrepancies, but lower values of CD are also found in literature (Marsden [2005]:
CD = 1.330; Henderson [1995], CD = 1.335). Additionally, it should be noted that the
acoustic prediction is directly related to the fluctuation of the forces acting on the cylinder
surface rather than the mean value of the lift and drag.
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(a) Turb’Flow.
(b) Inoue and Hatakeyama [2002].
Figure 3.10 Non-dimensional instantaneous vorticity ω˜ in the cylinder wake
(contours between -1 et 1).
Table 3.3 Aerodynamic results.
St CD c′D c′L
Turb’Flow (all configs.) 0.182 1.33 0.024 0.51
PowerFLOW 0.183 1.34 0.025 0.52
Inoue and Hatakeyama [2002] 0.183 1.39 0.026 0.53
Lafitte and Pérot [2009] 0.185 1.39 0.028 0.56
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3.5.4 Acoustic results
The noise radiated by a flow past a cylinder is generated by two acoustic sources. The first
one is the dipolar radiation induced by the presence of the cylinder wall in the fluid. The
second one is the quadrupolar source due to the turbulent structures in the flow. Given
the low Mach and Reynolds numbers chosen for this study (Table 3.1), the quadrupolar
component is dominated by the dipolar noise [Curle, 1955]. Additionally, the present thesis
is focused on the tonal noise prediction. Therefore, the noise predictions only accounted for
the dipolar radiation and the validation was based on the amplitude of the non-dimensional
acoustic pressure fluctuations P˜ ′ which is given by
P˜ ′ = P
′
max − P ′min
0.5 ρ∞c2∞
, (3.50)
where P ′ is the acoustic pressure fluctuation and ρ∞ the mean density. The evolution of P˜ ′
as a function of the radial distance was observed in the direction normal to the flow where
the radiation is maximal (θ = pi/2, where θ is the polar angle relative to the downstream
direction).
Influence of the spatial scheme
The influence of the Turb’Flow spatial schemes was studied on the circular mesh which
contains a large cell size ratio in the damping zone. Since this type of coarsening is often
found in real fan meshes, this mesh appeared to be a good way to study the behavior of
the spatial schemes. The decay of P˜ ′ is presented in Figure 3.11 for four configurations:
Liou AUSM+ 2nd order, Jameson 2nd order, Jameson 4th order, and Jameson 2nd order
with a 2nd order in the damping zone.
As expected from a two-dimensional dipolar radiation, the decay is proportional to 1/
√
r,
which is typical of a cylindrical acoustic propagation. With this particular mesh, the
Jameson 2nd order appears to be the closest to a 1/
√
r-decay from 10 to 100 D. An influence
of the damping zone is clearly visible beyond 40 D with the three other configurations
(Liou AUSM+ 2nd order, Jameson 4th order, and Jameson 2nd order with a 2nd order in the
damping zone), which leads to an overprediction of P˜ ′. Therefore, the scheme of Jameson
2nd order correctly propagates the acoustic waves and yields a correct decay even with
a rapid coarsening in the damping zone. For this reason, the results presented in the
following chapters were obtained from simulations with this spatial scheme.
Influence of the spatial discretization
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Liou AUSM+ 2nd order
Jameson 2nd order
Jameson 4th order
Jameson 4th order and
2nd order in damping zone
Figure 3.11 Influence of the Turb’Flow spatial scheme on the decay of the non-
dimensional acoustic pressure fluctuations P˜ ′ (θ = pi/2; circular
mesh; direct acoustic propagation).
The constant cell size ratio used in the octagonal mesh is a good test-case to evaluate
the minimal spatial discretization which allows the acoustic wave to propagate correctly.
As observed in Figure 3.12, the dissipation of the acoustic wave with the octagonal mesh
occurs from a 50-D distance. At this radial position, the mesh refinement corresponds
to 10 points per acoustic wavelength λ0, which is in agreement with Soulat’s study on
Turb’Flow spatial schemes [Soulat, 2010].
Comparison of direct propagation and acoustic analogies
As stated in Section 3.4, the noise prediction in the far field may be computed from two
different methods: a direct propagation of the acoustic waves using a compressible solver,
or the propagation of the near-field sources using an acoustic analogy. Since the Turb’Flow
and PowerFLOW simulations are computed in 2D, the direct propagation can only be
compared to acoustic analogies which are based on the 2D Green’s function. In the present
study, a 2D Curle analogy in the frequency domain was implemented to propagate the
acoustic sources located on the cylinder surface which were recorded in the Turb’Flow
simulation with a circular mesh. As observed in Figure 3.12, the decay of P˜ is very well
captured, and the result is in very good agreement with the direct acoustic radiation
predicted by the codes Turb’Flow and PowerFLOW .
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Figure 3.12 Decay of the non-dimensional acoustic pressure fluctuations (θ =
pi/2).
In a fan simulation, the direct propagation of the acoustic sources would require a very fine
and very large simulation domain, which would result in an impractically-large computation
cost. The present aeroacoustic simulation of the flow past a cylinder is thus used to validate
the code FoxWHawk which will be used to propagate the acoustic sources located on the
fan. This code, developed by Casalino [2003], uses the conversion of Brentner and Farassat’s
retarded-time formulation [Brentner and Farassat, 1998] into a forward-time formulation of
the FW-H equation proposed by Difrancescantonio [1997]. Since this formulation is based
on the 3D Green’s function, the acoustic decay is proportional to 1/r which is typical of a
spherical acoustic propagation; hence the results cannot be directly compared with the
2D direct acoustic propagation. Therefore, for the purpose of validating the FoxWHawk
prediction, two Curle’s analogies based on the 3D Green’s function were coded in the time
domain. One formulation is based on the pressure fluctuations at the cylinder surface
whereas the second one is a compact formulation based on the lift and drag fluctuations.
The Turb’Flow results with a circular mesh were used to feed the three acoustic analogies.
As presented in Figure 3.12, the three codes are in very good agreement. The non-compact
formulations (FW-H and Curle 3D) show a less than 1-% difference, which validates the
FoxWHawk acoustic prediction for a static source.
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3.6 Conclusion
In this chapter, the numerical methods for aeroacoustic simulations were presented. The
acoustic sources are first computed from aerodynamic simulation. With compressible codes,
these sources can be directly propagated in the flow, which requires very fine and large
simulation domains. Since the computational cost associated with a direct propagation
remains too high for Navier-Stokes solvers, acoustic analogies are often used to propagate
the sources in the far field.
To validate the aerodynamic and acoustic methods used in the present thesis, an acoustic
prediction of the flow past a cylinder was performed. With a Reynolds number of 150,
the regime was unsteady and laminar, which led to the development of a vortex shedding
downstream of the cylinder. Two different approaches were tested: the Navier-Stokes
solver Turb’Flow and the LBM solver PowerFLOW . The aerodynamic predictions were
in excellent agreement with the literature, and a more detailed study was conducted on
the sound radiated by the cylinder. Several Turb’Flow simulations were performed to
highlight the influence of the spatial discretization and the spatial scheme on the direct
sound propagation. Among the four tested configurations, the 2nd-order Jameson scheme
yielded the best prediction of the acoustic decay; hence this scheme is used in the following
chapters of this thesis. Additionally, the wall-pressure fluctuations at the cylinder surface
were recorded to feed four different acoustic codes: a 2D Curle’s analogy in the frequency
domain, a 3D Curle’s analogy in the time domain and its compact formulation, and a 3D
FW-H analogy (FoxWHawk). All the acoustic predictions were in very good agreement,
which validated the tools used to predict the tonal noise radiation of low-speed fans.
CHAPTER 4
ROTOR SIMULATIONS IN UNIFORM INLET
FLOW
The previous chapter presented numerical methods for aeroacoustic prediction. As a firststep to simulate the interaction between an obstruction and a fan, the aeroacoustic
prediction of a single rotor in a typical fan test configuration was performed to compute
its acoustic signature – the fan primary noise. In particular, this numerical study aimed
at establishing the potential contribution of the tip clearance to tonal noise, free of
any upstream or downstream distortion. To the best of authors’ knowledge, the precise
aeroacoustic mechanisms responsible for this noise had not yet been studied in this particular
configuration.
Unsteady RANS simulations were carried out to feed two acoustic models in order to prop-
agate the noise sources in the far field. The numerical configuration and the aerodynamic
results are discussed in Section 4.1, whereas the acoustic models and the noise prediction
are presented in Section 4.2.
This chapter is in most part based on an article accepted for publication in the Journal
of the Acoustical Society of America and entitled Subharmonic tonal noise from backflow
vortices radiated by a low-speed ring fan in uniform inlet flow [Magne et al., 2015].
4.1 Aerodynamic simulations
4.1.1 Numerical configuration
A typical axial automotive cooling fan was chosen for all the aeroacoustic simulations
presented in this thesis. This choice was made based on the extensive studies conducted
on this particular fan in the last 15 years.
As seen in Figure 4.1, the fan features 9 blades connected by an L-shaped rotating ring and
a short hub. It is a well-documented machine on which both experimental and numerical
data exist [Caro and Moreau, 2000; Coggiola et al., 1998; Foss et al., 2001; Moreau and
Bakir, 2003, 2004; Moreau and Bennett, 1997; Moreau and Roger, 2007; Moreau et al., 2011;
Pérot et al., 2010b; Roger et al., 2006]. The literature aerodynamic data were obtained
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at the fan design condition (2500 rpm; 2500 m3/h). However, the torque-meter noise did
not allow the acoustic measurements at the same rotational speed. Consequently, the
acoustic data found in the literature were recorded at 2000 rpm, and three flow rates were
tested: 2000, 1542, and 924 m3/h. It should be noted that the operating point (2000 rpm;
2000 m3/h) is self-similar to the design condition (2500 rpm; 2500 m3/h) according to fan
laws. To validate the numerical data, four simulations were therefore performed at the
aforementioned operating points (three at 2000 rpm and one at 2500 rpm).
The 380 mm outer diameter implies typical Mach numbers up to 0.15 at the blade tip
(low-subsonic), with a Reynolds number based on the chord of about 1.5× 105 at midspan
(transition regime). With this Reynolds number, the small turbulence scales could not be
directly solved at a reasonable computational cost. An unsteady RANS method was thus
chosen to model all turbulence eddies.
In the numerical configuration, the rotor was flush-mounted on a plenum wall and no
upstream or downstream distortions were present. This setup allowed a comparison with
the aerodynamic and acoustic experiments [Foss et al., 2001; Moreau and Roger, 2007;
Moreau et al., 2011], in which the rotor was supported by a long shaft and no stator was
present.
In order to reduce the computational cost, only one blade passage was meshed; therefore
a uniform circumferential blade distribution was assumed. The multi-block structured
mesh was generated with Gridgen 15.17 [Pointwise, 2010] for a total of 5.2 million nodes
using the same grid distribution that was shown to yield proper wall resolution of the
boundary layers with ANSYS CFX 12 [Moreau et al., 2011]. The blade was meshed with
85 nodes along the spanwise direction and 285 nodes around the profile (Figure 4.2). The
tip clearance contained 17 nodes in the radial direction. The dimensionless wall distance
Rotation
Blade
Rotating ring
Hub
Figure 4.1 Rotor geometry.
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based on the turbulent shear stress, y+, was mostly around 1-2 and kept under 6.5 on the
whole rotor surface.
Since this fan had been previously studied with the LBM code PowerFLOW [Pérot et al.,
2010b], the flow passing through the fan was solved with Turb’Flow using an unsteady
compressible RANS method [LMFA, 2010]. The turbulence modeling was ensured by a
TNT Kok k − ω model [Kok, 2000] with a turbulent kinetic energy limiter to prevent
unphysical high production at stagnation points. The discretization of the equations was
performed by the spatial, second-order, centered scheme of Jameson which showed the best
performance on the test-case validation (see Section 3.5). The temporal discretization was
ensured by a Runge-Kutta scheme with five steps. As shown in Figure 4.3, the flow rate
was uniformly imposed at the inlet of the domain on a spherical plenum. Downstream, a
porous medium was set with a large axial permeability and a low transverse permeability.
As a result, the recirculations downstream of the fan were straightened, which ensured a
clean, axial flow at the outlet, where the pressure was imposed with a radial equilibrium.
In order to enhance the numerical accuracy, the entire simulation domain was solved in the
rotating frame of the rotor, taking into account the Coriolis and inertia terms. Additionally,
this configuration avoided interfaces between fixed and moving domains, which ruled out
all interpolation errors.
The initial aerodynamic field was generated analytically with a uniform field, and then
a steady RANS simulation was carried out in order to reduce the convergence duration.
Once the aerodynamic field was established, a constant and global time step was set to
achieve the unsteady simulation. A preliminary time convergence study showed that the
stability of the temporal scheme was maintained with 30 000 iterations per blade passage
period, leading to a time step of 8.9× 10−8 s and a maximum Courant-–Friedrichs-–Lewy
(CFL) condition of 3.
Figure 4.2 Mesh around the blade showing the multi-block topology.
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Figure 4.3 Complete simulation domain with boundary conditions.
The simulations were performed on the Mammoth Series II cluster on 31 cores, leading
to 5.03 CPU-years per fan revolution (cluster technical specifications are reported in
Appendix B). In comparison, only 16.7 CPU-days per fan revolution were required by the
PowerFLOW solver [Pérot et al., 2010b].
4.1.2 Aerodynamic results
The aerodynamic results were compared with previous simulations [Moreau et al., 2011;
Pérot et al., 2010b] and experimental data [Foss et al., 2001] performed at 2500 rpm and
2500 m3/h.
Convergence
The aerodynamic convergence was checked by monitoring the pressure rise, the flow rate on
different surfaces along the simulation domain, and the integrated force on the blade. This
strategy had been previously used successfully in cascades [Henner et al., 2000] and similar
cooling fan systems [Buisson et al., 2013; Moreau and Roger, 2007; Soulat et al., 2013a].
The convergence of the simulation at 2500 rpm and 2500 m3/h is presented in Figure 4.4.
The mean value of the three quantities is converged after 5.5 fan revolutions. The small
oscillations observed after the transient period are the result of the blade rotation on the
surrounding flow field. The polar plot (Figure 4.4d) confirms that the differences between
the cycles remain very small (notice the axis scales). Consequently, the aerodynamic and
acoustic results presented in the following sections were processed from data recorded after
the convergence. The same approach was also used for the three simulations at 2000 rpm.
Fan performance
The validation of the fan performances was based on the static pressure rise across the rotor
and the torque applied on the fan. In the present work, the pressure rise was extracted
between two planes which were 3 chords away from the rotor plane in the upstream and
downstream directions. In Figure 4.5a, the result shows a very good agreement with
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Figure 4.4 Simulation convergence (2500 rpm; 2500 m3/h).
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existing experimental data and other numerical simulations [Foss et al., 2001; Moreau et al.,
2011; Pérot et al., 2010b]. The measurements are plotted as upper and lower bounds that
account for the molding and prototyping variability. At this operating point, a significant
improvement is achieved in comparison with the previously reported steady results (CFX
RANS) on coarser grids (less than 1 million points) [Foss et al., 2001]. Similarly, the
prediction of torque applied on the rotor surfaces is in good agreement with the experiment
(Figure 4.5b).
Flow topology
The meridional view of the axial velocity is presented in Figure 4.6. As observed close
to the ring section, the pressure rise across the fan induces a flow recirculation in the
tip clearance. This secondary flow interacts with the blade leading-edge and generates
an unsteady load on the fan surfaces. As observed previously [Moreau et al., 2011], the
dominant flow unsteadiness occurs in this region. In Figures 4.7a and 4.7b, the nature of
the flow at the design condition is very well highlighted by the iso-surface of the Q-factor
defined as:
Q = −12
(∂U1
∂x1
)2
+
(
∂U2
∂x2
)2
+
(
∂U3
∂x3
)2− ∂U1
∂x2
∂U2
∂x1
− ∂U1
∂x3
∂U3
∂x1
− ∂U3
∂x2
∂U2
∂x3
(4.1)
Coherent vortices come from the rotating ring and impinge the blades in the upper section,
which confirms the previous statement. At lower flow rates (Figures 4.7c and 4.7d), the
backflow vortices are much larger and they go further upstream. This is the consequence
of a larger pressure rise across the fan. Since only one blade passage was simulated, a flow
confinement likely affects the validity of the URANS simulations at these lower flow rates.
In the present configuration, the small tip clearance, the stationary shroud wall, and
the L-shaped labyrinth of the ring creates a strong resistance to the flow and, therefore,
reduce the velocity of the backflow. Consequently, the velocity (including its tangential
component) is reduced between the downstream and the upstream flow. In the simulation
at the design condition (2500 rpm; 2500 m3/h), the backflow angular velocity was estimated
to be 580 rpm. This speed difference implies that each blade impacts a vortex structure
at the frequency H1 = B Ωr = 288 Hz, where B = 9 is the number of blades and
Ωr = (2500− 580)/60 = 32 s−1 is the relative angular velocity between the vortices and
the rotor. As one can expect, the main acoustic radiation should occur at this frequency
H1 and its harmonics H2, H3, . . .
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Figure 4.6 Axial velocity field at constant angular position (2500 rpm;
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Ωr
(a) 2500 rpm, 2500 m3/h, instant A.
Ωr
(b) 2500 rpm, 2500 m3/h, instant B.
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(c) 2000 rpm, 1542 m3/h.
Ωr
(d) 2000 rpm, 924 m3/h.
Figure 4.7 Iso-surface of the Q-factor in the rotor frame of reference on the
suction side of the fan (upstream). Ωr is the relative velocity between
the fan and the backflow vortices.
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Wake analysis
For the purpose of validating the aerodynamic simulation in detail, the Turb’Flow results
were compared to data found in the literature: hot-wire measurements performed at
Michigan State University [Foss et al., 2001], ANSYS CFX RANS simulation [Foss et al.,
2001; Moreau et al., 2011], and PowerFLOW LBM simulation [Pérot et al., 2010b].
Figure 4.8 presents the three components of the phase-averaged velocity (in the absolute
frame of reference) extracted in a plane 33 mm downstream of the trailing edge. Turb’Flow
aerodynamic results are in excellent agreement with the experiments. In particular, the
prediction of the radial velocity is noticeably improved compared with the ANSYS CFX
RANS simulation, and it shows a better prediction than the PowerFLOW solver. However,
a small discrepancy is observed on the tangential velocity. This component is overestimated
at the blade tip, which is likely caused by the differences between the experimental and
numerical configurations. The experimental setup employed a fan flushed-mounted on a
wall, whereas a rounded outlet domain with a limited diameter was used in the Turb’Flow
simulations (see Figure 4.3). This led to a dissimilarity of the recirculation developed
downstream of the fan (visible in blue in the upper-right area of Figure 4.6) which is
presumably longer in the computation. Since the PowerFLOW simulation domain is
similar to the experimental setup, this conjecture agrees with the smaller tangential
velocity found near the ring in the PowerFLOW results. However, it should be noted that
tuft visualizations close to the ring showed high levels of unsteadiness in the experiments
[Foss et al., 2001]. It was thus more difficult to align the hot wire with the flow, which
caused larger experimental uncertainties at higher radius.
To further analyze the rotor wake, six azimuthal-averaged flow kinematic variables were
compared with the hot-wire measurements and PowerFLOW predictions: the three velocity
components (in the absolute frame of reference), the velocity magnitude, the turbulent
kinetic energy, and the wake angle relative to the rotor axis. Figure 4.9 presents linear
plots of those azimuthal-averaged quantities as a function of the radial position.
Overall, the numerical results are coherent with the phase-averaged velocity measurements
and show a good agreement with the experiments over most of the blade span. Addition-
ally, the turbulent kinetic energy is well predicted, confirming that the unsteady RANS
simulation accurately predicts the velocity fluctuations. Only at the hub and at the tip,
differences remain. At the hub, an axial and tangential velocity deficit is observed. This
confirms the contribution of radial ribs placed inside the hub in the experimental mock-up.
Since the present numerical simulation does not take into account those ribs (the hub
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Figure 4.8 Phase-averaged velocity components in a plane 33-mm downstream
of the trailing edge.
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being filled up), the centrifugal effect induced by the radial ribs is missing in the present
work. The higher tangential velocity at very low radius in the PowerFLOW simulation
confirms this statement. Pérot et al. [2010b] illustrated and compared this effect with
LDV measurements on a plane of rotation very close to the blade trailing edge. At high
radius, the negative values of the wake angle highlight a wake constriction close to the rotor
ring. As a result, the axial and radial components of the velocity show lower values than
expected and the tangential component is consequently higher to make up for the flow rate.
As stated previously, this constriction likely occurs because of the differences between the
experimental and numerical setups. In the PowerFLOW simulation, the overprediction
of the radial component induces a higher wake angle over the all span. It should also be
noted that, close to the hub, the very low axial velocity causes a divergence of the wake
angle in the two simulations.
Although some slight aerodynamic differences can be observed in the wake, these dis-
crepancies are coherent with the setup geometries. Additionally, the present simulation
greatly improves the numerical results reported by Foss et al. [2001]. Therefore, the present
unsteady aerodynamic simulation can be considered as validated.
4.2 Acoustic predictions
The acoustic prediction in the far field was achieved using two different methods based on
the above aerodynamic simulations: a FW-H analogy in the time-domain and a compact
rotating dipole formulation in the frequency-domain. The latter is similar to the method
used for small computer cooling fans by Huang [2003] and Huang and Wang [2005] who
based their formulation on Lowson’s work for compressor noise [Lowson, 1970]. The former
is related to Lee’s work on automotive cooling fans [Lee et al., 2000].
4.2.1 FW-H analogy
The FW-H analogy (see Section 3.4.3) was computed by the code FoxWHawk, and an
approach similar to previous works on automotive cooling fans was used [Casalino et al.,
2010; Moreau et al., 2006a]. The transient static pressure on the rotor surface of a single
blade passage (81 808 quadrilateral elements) was imported, and FoxWHawk automatically
generated the complete rotor configuration before the acoustic integration by taking into
account the phase delay between each blade. Given the Mach numbers at the blade
tip, the effects of the quadrupole noise were neglected while only the thickness noise
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Figure 4.9 Azimuthal-averaged flow kinematic variables in a plane 33 mm
downstream of the blade trailing edge: (a) velocity magnitude, (b)
axial velocity, (c) tangential velocity, (d) radial velocity, (e) wake
angle, (f) turbulent kinetic energy. Simulations at 2500 rpm and
2500 m3/h.
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(monopolar noise, Equation (3.36)) and the loading noise (dipolar noise, Equation (3.40))
were computed.
4.2.2 Compact rotating dipole analogy
The second acoustic prediction method was based on the compact rotating dipole analogy
(see Section 3.4.4). This frequency-domain formulation is usually used to predict the
radiation at the BPF and its harmonics. However, the present work was focused on the
radiation caused by the interaction between the tip-clearance vortices and the blades (see
Figure 4.7). For this reason, the angular velocity Ω in Equation (3.47) was replaced by
the relative velocity between the rotor and the backflow vortices Ωr which was estimated
from the Q-factor visualizations (Figure 4.7). Consequently, the prediction was made at
the frequencies H1 = B Ωr and its harmonics.
Figure 4.10 presents the Fourier decomposition of the force components normalized by
1
2ρ0Q
2S−1, where Q is the flow rate passing through the fan and S the area between the
hub and the blade tip. The force predicted by the unsteady RANS simulation is significant
up to the 81th harmonic (9B) which corresponds to a frequency of 2592 Hz. Therefore, the
sum on s in Equation (3.47) was computed up to this order.
As expected for this type of fan, the axial force shows the highest amplitude of the
fluctuations (Figure 4.10). However, the tangential and radial contributions are significant
in comparison to other ducted, high-speed fans [De Laborderie et al., 2014]. The latter is
mainly caused by a radial equilibrium issue inherent to the design of this particular large-
span rotor, whereas the former is the consequence of the blade sweep (lean in high-speed
turbomachinery).
4.2.3 Acoustic results
The acoustic pressure fluctuations were computed at 26 virtual microphone positions
(observers) equally distributed on a sphere, 1 m away from the rotor center. Given the
wavelength at the expected tone (288 Hz) or the blade passing frequency (375 Hz), the
diffraction on the rotor surfaces could be considered negligible and the fan was assumed to
be compact. Additionally, the observer distance was approximately equal to one wavelength
for these frequencies; hence the acoustic field at the observer locations could be considered
as the far field.
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Figure 4.10 Fourier decomposition of the three force components acting on the
rotor blade. Simulation at 2500 rpm and 2500 m3/h.
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Once the convergence of the aerodynamic computation was obtained, 20 blade passage
periods were recorded to feed both acoustic codes. Although the thickness noise was taken
into account in the following FW-H computations, it appeared to be negligible compared
with the loading noise, as mentioned by Casalino et al. [2010].
Sound power level
From the time pressure signal computed by the FW-H analogy and located on different
observers, the acoustic power level is given by:
Lw = 10 log10
(∫
S I · n dS
Wref
)
, (4.2)
where S is an arbitrary closed surface of integration that encloses the source, I the acoustic
intensity vector, n the vector normal to S, and Wref the reference acoustic power equal to
10−12 W. The acoustic intensity in the far field for an observer i can be approximated by
pˆ2i (ρ0 c0)−1, where pˆi is the RMS value of the acoustic pressure at the observer location
(still isentropic region away from the fan). For an integration on a sphere of radius r on
which N observers are equally distributed, Eq. (4.2) becomes:
Lw = 10 log10
(
4pir2
WrefN
N∑
i=1
pˆ2i
ρ0 c0
)
. (4.3)
For the design condition (2500 rpm; 2500 m3/h), the total acoustic power obtained by
the FW-H analogy led to a level of 89.2 dB, which was lower than the experimental
measurement of 96.2 dB. This different is explained by the fact that only the tonal noise
sources are computed by the unsteady RANS simulation. Additionally, the relative large
broadband noise radiated by this particular rotor confirms this statement [Moreau et al.,
2012].
Sound pressure spectrum
The sound pressure spectrum is presented in Figure 4.11 for two observer locations, one on
the rotor axis and the other in the rotor plane. The results of the FW-H analogy confirm
the predicted fundamental tone at the frequency of the impact between the tip vortices
and the blades (288 Hz). Additionally, the first harmonic (576 Hz) is higher than the
fundamental frequency for both observers. This is consistent with the Q-factor visualization
(Figure 4.7) in which two coherent vortices are observed per blade passage.
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Figure 4.11 Sound pressure spectra computed by the FW-H analogy and the
analytical formulation (Eq. (3.47)) of a compact rotating dipole.
The analytical formulation of the compact rotating dipole is in good agreement with the
FW-H prediction at lower frequencies. However, the model shows its limits for frequencies
above 3000 Hz. Considering that the span dimension of the blades (106 mm) is equal to
an acoustic wavelength at 3200 Hz, the compactness of the source is no longer verified for
frequencies higher than 3200 Hz and, therefore, an overestimation of the sound pressure
level occurs.
Sound power spectra
The sound power spectra computed by both methods is compared with experimental
measurements in a reverberant wind tunnel and PowerFLOW prediction in Figure 4.12.
Since no acoustic data could be recorded at the design condition (2500 rpm; 2500 m3/h),
the numerical prediction at this operating point is compared with the experimental result
at 2000 rpm and 2000 m3/h rescaled according to a dipolar assumption (Figure 4.12a).
The computations at 2000 rpm were performed to verify the scaling of the subharmonic
tones [Magne et al., 2015].
The unsteady RANS simulation does not resolve small and medium turbulence scales
but only large coherent structures; hence only distinct tones are present in the FW-H
prediction. This lack of broadband energy throughout the frequency spectrum explains
the discrepancy of the total acoustic power level (see Section 4.2.3). PowerFLOW , on the
other hand, accurately captures the broadband level from 500 Hz as well as the decay in
the 1000-2000 Hz range.
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Figure 4.12 Sound power spectra at the computed operating points.
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For all the operating points, the aeroacoustic simulations confirm the predominant sub-
harmonic tonal noise radiated at the fundamental frequency H1 lower than the BPF as
observed experimentally. At the design condition (Figures 4.12a and 4.12b)), the BPF most
likely appears in the experiment either because the inlet flow was not perfectly uniform
[Sturm and Carolus, 2012] or because of a misalignment between the rotor and the casing.
This is confirmed by the lack of radiation at the BPF in the other experimental results
at lower flow rates (Figures 4.12c and 4.12d). Considering the aerodynamic phenomena
leading to a lower angular speed of tip clearance vortices (see Section 4.1.2), the frequencies
H1, H2, and H3 strongly depend on the quality of the tip clearance, its geometry, and
its surface finishing (rough walls inducing more shear and slower backflow, for instance).
This could explain the slight frequency shift observed between the experimental data
and the FW-H prediction at the design conditions (Figures 4.12a and 4.12b). However,
the positions of the subharmonic humps are in excellent agreement with the experiments
for the lower flow rates (Figures 4.12c and 4.12d). Overall, the results confirm that the
aeroacoustic phenomena are well captured by the Turb’Flow simulations. In the Pow-
erFLOW computation (Figure 4.12a), a higher acoustic power is predicted around the
subharmonic frequency H1, but the second and third subharmonic humps do not appear
clearly in spectrum. Unpublished work however showed that a finer discretization of the
tip clearance could capture the frequencies H2 and H3, yielding an excellent agreement
with the experiments [Moreau et al., 2015].
As seen in Figures 4.12c and 4.12d, the Turb’Flow computations at lower flow rates
overpredict the sound power level at the frequency H2. This is likely the result of the
simulations on a single blade passage which could accurately compute the very large flow
structures coming from the tip recirculation (see Q-factor visualizations in Figures 4.7c
and 4.7d).
At 2500 rpm (Figure 4.12a), a different set of tones appears in the simulation at the
frequency P1 = 485 Hz and its harmonics. This contribution is mainly due to sources
located on the rotating ring. Besides adding numerous tones in the acoustic signature,
this phenomenon is also responsible for a strong tone at 1440 Hz which corresponds to the
sixth harmonic P6 and the harmonic H5 at the same time.
Wall pressure fluctuations
Figure 4.13 presents the wall pressure fluctuations on the rotor which are filtered around
three frequencies of interest for the simulation at the design condition (2500 rpm; 2500 m3/h).
This visualization allows a precise location of the acoustic sources, which is very helpful in
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the characterization process of the aeroacoustic phenomena. Also, the filter bandwidth
and the level range are kept constant to be able to compare the fluctuation levels between
the three frequencies.
In terms of levels, the fluctuations at the frequencies H1 and P1 dominate strongly the
fluctuations at the BPF. This confirms the perfect axisymmetry and the uniform inlet flow
in the simulation. Furthermore, the strongest sources are observed at the fundamental
subharmonic tone H1. They are located at the blade leading edge, in the upper third
of the span, where the tip vortices impinge the rotor (see Figure 4.7). These sources
appear stronger on the pressure side, mainly due to the angle of attack in the upper
section of the blade. As for the acoustic sources at the frequency P1, they are more evenly
distributed on the ring and at the blade tip. Although this tone seems to be related to the
tip clearance recirculation, its precise origin is still under investigation. Since the tones P
do not appear in the experimental spectrum, they may be inherent to the numerical setup
and the turbulence modeling. Additional simulations with a different turbulence model
may clarify this point.
4.3 Conclusion
A complete aeroacoustic study of an automotive ring fan in uniform inlet flow highlighted
the mechanism responsible for subharmonic tonal noise. First, a compressible unsteady
RANS simulation provided the aerodynamic flow and the acoustic sources located on the
rotor. Secondly, two different methods were used to propagate the sources in the far field:
a FW-H analogy in the time-domain and an analytical formulation of a compact rotating
dipole in the frequency-domain. The conclusions of the study are:
— The aerodynamic prediction of the fan is significantly improved in comparison to
previous works, showing consistent results with both overall and detailed measure-
ments (performance and hot wire measurements). The detailed wake analysis was
in good agreement with the PowerFLOW results found in the literature.
— The main source of unsteadiness on the rotor is caused by coherent vortices coming
from the tip-clearance recirculation and rotating at a lower speed than the rotor.
Thus, the periodic pressure fluctuations created on the rotor occur at a different
frequency than the BPF, creating subharmonic humps in the acoustic spectrum.
— The unsteady RANS coupled with the FW-H analogy successfully estimated the
levels of these subharmonic tonal humps and showed that the acoustic sources
located on the blade surface contribute mainly to this noise. This analogy also
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(a) Fundamental subharmonic tone H1 = 288 Hz.
(b) Blade passing frequency BPF = 375 Hz.
(c) Tone P1 = 485 Hz.
Figure 4.13 Wall pressure fluctuations on the rotor surface filtered with a 20-Hz
bandwidth centered on the studied frequency (left: suction side;
right: pressure side). Simulation at 2500 rpm and 2500 m3/h.
4.3. CONCLUSION 73
stressed that the loading noise strongly dominates the acoustic radiation and that
the three force components contribute to the far field noise of this fan.
— The frequency-domain compact dipole model was able to predict quickly the acoustic
level at the frequency of the interaction between the tip vortices and the blade, in
addition to its first three harmonics. Moreover, the amplitude of these tones can be
estimated by an unsteady RANS simulation.
— In this configuration, PowerFLOW is significantly faster than Turb’Flow.
These findings contribute to a better understanding of the tonal noise radiation of a ring
fan free of upstream or downstream distortions. However, the main radiation occurring
at a different frequency than the BPF implies that the noise radiated by this fan cannot
be controlled by a static flow obstruction. Therefore, the present configuration cannot be
used to study the obstruction-fan interaction, and a new configuration enhancing the noise
at the BPF is presented in the next chapter.
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CHAPTER 5
ROTOR-STATOR SIMULATIONS IN UNIFORM
INLET FLOW
The previous chapter showed that an isolated ring fan radiates tonal noise at a differentfundamental frequency than the BPF. Since the acoustic control with a static
obstruction is not possible in this configuration, the present chapter introduces a different
setup which enhances the noise at the BPF and its harmonics. Two different approaches were
used to characterize the resulting acoustic signature: the Navier-Stokes solver Turb’Flow
coupled with a FW-H analogy, and a direct acoustic prediction using the LBM solver
PowerFLOW . The numerical results were compared to measurements performed in a
fully-anechoic room.
The geometry design of the new rotor-stator configuration is presented in Section 5.1.
A description of the two numerical setups is then found in Section 5.2, whereas the
experimental setup is described in Section 5.3. The aerodynamic and acoustic results are
discussed in Sections 5.4 and 5.5, respectively.
5.1 Geometry design
In the previous simulations (see Chapter 4), the 380-mm ring rotor was free of upstream or
downstream distortion. In the present configuration, a stator is added 20 mm downstream
of the blade trailing edge. This stator, shown in green in Figure 5.1, is designed to increase
the noise radiation at the BPF from two mechanisms. First, the vanes are large, 12-mm
cylinders and are placed close to the rotor leading edge. Therefore, the potential effect of
the stator creates periodic pressure fluctuations on the rotor blades. Second, the vanes are
swept to follow the rotor wakes. The impact of the wakes therefore occurs at the same
time along the stator, resulting in a coherent source of tonal noise.
The simulations with the rotor alone were performed with the fan flush-mounted on a
plenum (see Figure 4.3). In order to perform experimental measurements, this configuration
would have required to place the fan between two adjacent rooms. For this reason, it was
decided to place the fan in a short duct, which facilitated measurements in the middle of
an anechoic room (see Section 6.3 for a complete description of the experimental rig). The
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(a) Overview.
(b) Pressure side. (c) Suction side.
Figure 5.1 Rotor-stator configuration: Rotor in red, stator in green, and duct
in grey.
duct is 1.25-m long, and the upstream and downstream portions have different diameters
to match the dimensions of the L-shaped tip clearance.
As for the operating point, the rotational speed and flow rate were set at the design
condition, 2500 rpm and 2500 m3/h, respectively.
5.2 Numerical setups
The same two codes were used again to perform the aeroacoustic simulation: Turb’Flow
[LMFA, 2010], the Navier-Stokes solver used for the isolated rotor computations; and
PowerFLOW [Exa Corporation, 2012], the LBM solver developed by Exa Corporation.
5.2.1 Turb’Flow simulation
The Turb’Flow numerical setup was based on the previous rotor simulations which showed
good agreements with experimental measurements (Chapter 4). The multi-block structured
mesh was kept identical around the rotor, and the inlet, stator, and downstream sections
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were generated using Gridgen 15.17 [Pointwise, 2010]. The final mesh contained 7.9 million
nodes (50 % more points than for the isolated rotor).
The flow rate was uniformly imposed at the inlet of the duct. Downstream of the stator, a
porous medium was set to ensure a positive axial flow at the outlet, where the pressure
was imposed with a radial equilibrium. A circumferential Fourier transform was computed
by Turb’Flow to exchange data at the interfaces between static and rotating blocks.
The discretization of the Navier-Stokes equations was also performed by a second-order
spatial centered scheme of Jameson and a Runge-Kutta temporal scheme with five steps.
A preliminary time convergence study showed that the stability of the temporal scheme
was maintained with 80 000 iterations per blade passing period, leading to a time step of
3.3× 10−8 s.
To predict the acoustic radiation, the wall pressure fluctuations on the rotor and the stator
were recorded as input to the FW-H code FoxWHawk. Similarly to the rotor computations,
the acoustic sources were propagated to 26 observers equally distributed on a 1-m-radius
sphere. It should be noted that the propagation is a free-field formulation. Thus, reflection
and diffraction of the acoustic waves on the duct surfaces are not taken into account.
5.2.2 PowerFLOW simulation
The LBM simulation was performed using PowerFLOW 4.4b. The setup was built following
the PowerFLOW guidelines for external aeroacoustic simulations. As shown in Figure 5.2a,
the fan is centered in a large, 44-m long, cubic fluid domain. The inlet of the duct features
a large bellmouth which limits the development of large upstream structures. This yielded
a velocity profile at the fan inlet which was similar to the Turb’Flow simulation, but with
thicker boundary layers (see Figure 5.3).
As in an experimental test, only the fan rotational speed was imposed to achieve the given
operating point. The pressure rise and the flow rate resulted from the losses in the system
which were computed by the solver. Three different configurations were tested to control
the pressure loss at the duct outlet. Two simulations considered a conical plug at the duct
outlet with two different grid refinements (Figure 5.2b), and a third simulation considered
an outlet porous medium (Figure 5.2c). The differences between the three simulations
demonstrated: 1) the simulation convergence; 2) the mesh convergence with the plug; and
3) the influence of the operating-point control device (conical plug or porous medium).
Additionally, preliminary computations (not presented here) were performed to adjust the
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(a) Full simulation domain (mesh refinement volumes in black; viscosity volumes in blue).
(b) Setup with a conical plug. (c) Setup with a porous medium.
Figure 5.2 PowerFLOW numerical setup: Rotor in blue, stator in orange, duct
in black, plug in green, and porous medium in purple.
5.2. NUMERICAL SETUPS 79
(a) Turb’Flow (URANS). (b) PowerFLOW (LBM).
Figure 5.3 Velocity magnitude at the fan inlet.
axial position of the plug and the thickness of the porous medium in order to obtain the
desired flow rate (2500 m3/h).
An outlet boundary condition with a free flow direction and an imposed ambient static
pressure was applied on all the faces of the simulation domain. 11 mesh refinement volumes
(in black in Figure 5.2a) defined the local the voxel size and three viscosity volumes (in blue
in Figure 5.2a) changed the local viscosity in order to absorb the acoustic waves coming
from the fan. Therefore, the setup was perfectly representative of a fully-anechoic room.
Given the results of previous convergence studies on this fan [Moreau et al., 2011], the
smallest voxel was set to 0.5 mm in a volume which included the rotor and the stator.
From the smallest voxel size, the solver computed the time-step to ensure a CFL number of
one (based on the speed of sound). In the present simulation, this resulted in a time-step
of 8.243× 10−7 sec.
The rotation of the fan was set using a volume of revolution which defined the sliding
mesh interface between the fixed and the rotating fluid domains. The distance between
this interface and the rotor wall was set to 10 times the local voxel size (5 mm).
Compressible LBM simulations allow a direct propagation of the acoustic sources. Therefore,
the noise predictions were based on the pressure fluctuations captured at specific locations
in the fluid domain, outside of the duct. In the present simulation, 62 point probes
were placed on a sphere of 1.5-m radius from the rotor center to yield proper directivity
and enough spatial resolution for sound power evaluation. At this distance the coarsest
grid resolution was 64 mm, which gave an accurate capture of the acoustic waves up to
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2.4 kHz or 6×BPF. 1 Unlike the FW-H analogy used with the Turb’Flow solver, the direct
propagation of the sources to locations outside of the duct took into account the acoustic
diffraction on the duct surfaces.
5.2.3 Solver performance
The performance of both solvers are presented in Table 5.1. On the one hand, Turb’Flow
simulation was performed on the Mammoth Series II cluster (Intel Xeon E5462 2.8 GHz
processors). The simulation was decomposed on 128 cores, giving a simulation speed
of 176 hours per BPP (equivalent to 941 CPU-days). On the other hand, PowerFLOW
simulations were performed on the Mammoth Parallel II cluster (AMD Opteron 6172
2.1 GHz). The computations were decomposed on 480 cores, leading to a simulation speed
of 37 min per BPP (equivalent to about 12.5 CPU-days).
For aeroacoustic applications, the computed physical time (after convergence) must be long
enough to obtain a sufficient frequency resolution in the acoustic spectrum. Despite the
larger number of cells, the 360◦ geometry, and the larger simulation domain, PowerFLOW
is 75 times faster than Turb’Flow. In an industrial context, only PowerFLOW could
provide results within reasonable delays, and Turb’Flow would therefore be ruled out.
5.3 Experimental setup
The experimental setup took place in the fully anechoic room of the Université de Sherbrooke.
Figure 5.4 presents the overview of the setup. To reproduce the numerical setup, the
fan was placed in a duct which was machined in polycarbonate (PC) and acrylonitrile
butadiene styrene (ABS) using fused deposition modeling (FDM). Due to prototyping
constraints, the duct was designed in three parts: (1) the bellmouth and the fan interface,
(2) the stator, and (3) the downstream part with the cone fixation.
1. It is here assumed that an accurate capture needs 5 points per wavelength, as shown by Brès et al.
[2009].
Table 5.1 Solver performances for rotor-stator simulations.
Cells Cores Time/BPP Time/BPP for 1 core
Turb’Flow 7.9 M 128 176 hr 941 days
PowerFLOW Porous 67.5 M 480 37.5 min 12.5 days
PowerFLOW Plug 69.1 M 480 38.0 min 12.7 days
PowerFLOW Plug refined 72.2 M 480 38.5 min 12.8 days
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The fan was driven by a 450-W electrical motor which is connected to a 20 V/40 A DC
power supply. It should be noted that the maximum input voltage (20 V) led to a rotational
speed between 2400 and 2450 rpm (instead of 2500 rpm in the simulation). Consequently,
all the experimental results presented in this chapter were scaled according to a dipolar
assumption at 2500 rpm to match the numerical results.
The aerodynamic and acoustic measurements are described in the following two sections.
5.3.1 Aerodynamic measurements
The fan operating point was controlled using a metal cone at the duct outlet, exactly as
it was in the PowerFLOW simulations. The cone created a pressure drop at the outlet
which modified the flow rate and the pressure rise across the fan.
The fan flow rate was estimated by a pitot tube (Figure 5.5). A micrometer screw attached
to the duct translated the tube axially in order to measure a horizontal velocity profile
between the end of the duct and the cone wall (see the line segment l in Figure 5.5b). The
tube was carefully oriented in the flow direction to rule out any measurement inaccuracy.
Assuming that the flow was perfectly axisymmetric, the resulting flow rate Q is given by
Q = 2piR ρ∆x sin β
N∑
i=1
Ui, (5.1)
where R is the radius position, ρ the air density, ∆x the axial distance between two
measurement points, β the velocity angle, N the number of measurement points, and Ui
the velocity magnitude at the point i.
Five wall-pressure probes measured the static pressure inside the duct on a plane 150 mm
downstream of the stator plane. Their values were averaged by connecting the probes to a
single tube. The pressure rise across the fan was determined by the pressure difference
between the probes and the ambient static pressure in the anechoic room.
5.3.2 Acoustic measurements
The acoustic pressure was recorded by eight 1/2-inch PCB HT378B02 microphones (377B02
microphone and HT426E01 preamplifier). Seven microphones were located in the horizontal
plane, on the upstream semicircle, and one microphone was on the rotor plane, above the
fan (see locations in Figure 5.4). Each location was 1.8 m away from the rotor center.
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Figure 5.4 Experimental setup in the fully anechoic room.
(a) Photograph of the pitot tube and the micrometric
screw attached to the duct.
U
β
Duct
Cone
l
R
Pitot tube
(b) Sketch of the duct output.
Figure 5.5 Flow rate measurement.
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A Brüel & Kjær accelerometer Type 4397 was positioned on the duct in order to measure
its vibrations and verify that no significant acoustic radiation of the duct wall was measured
by the microphones. Figure 5.6 presents the frequency spectrum for each microphone
along the acceleration measurement on the duct wall. A strong vibration occurs at the fan
rotational frequency (42 Hz) and affects the noise at all the microphone locations. However,
acceleration at higher frequencies was two to three orders of magnitude lower, which
confirms that the duct vibration did not significantly impact the microphone measurements
at the BPF (375 Hz).
5.3.3 Acquisition parameters
The signals from the microphones and the accelerometer were recorded using a 12-channel
acquisition card and the Brüel & Kjær PULSE software.
The acquisition time was 40 sec for all the measurements. The time history was recorded
and the acoustic spectra were computed by PULSE with a Hanning windowing and a 75-%
overlap.
5.4 Aerodynamic results
5.4.1 Simulation convergence
In the Turb’Flow simulation, the initial aerodynamic field around the rotor was generated
from the preliminary rotor simulation, resulting in a reduction of the transient time. The
convergence was checked by monitoring the pressure rise across the fan, the flow rate on
different sections, and the force applied on the rotor blade and the stator vane. The time
evolution of these quantities are presented in Figure 5.7. The mean value of the three
quantities is converged after 2.5 fan revolutions. After the convergence, small oscillations
are observed at the BPF. These fluctuations are the result of the blade rotation on the
surrounding flow field. Moreover, the polar plots of the forces (Figures 5.7e and 5.7f)
confirm that the BPF cycles are regular after 2.5 revolutions.
Similarly, in the PowerFLOW simulation, the convergence of the three configurations was
verified by monitoring the mass flow rate (Figure 5.8a), the pressure rise across the fan
system (Figure 5.8b), and the forces applied on the rotor and the stator (Figures 5.8c
and 5.8d, respectively). Unlike calculating the force on a single blade as in the Turb’Flow
simulation (ring and hub were excluded), the force was computed from the integration over
the full rotor surface (360◦). As observed in Figure 5.8, the transient period lasts for 5 fan
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Figure 5.6 Sound pressure spectra at the microphone locations and acceleration
spectrum of the duct wall.
revolutions, and converged flow conditions are obtained after 10 fan revolutions (it could
be noted that the computation with a porous medium seems to have a longer convergence
than the two other configurations). The aerodynamic and acoustic results presented in
this chapter are thus processed from data collected after the end of the transient period.
Figure 6.7 also shows a negligible difference between the aerodynamic results with a porous
medium and those with a conical plug. Only the force applied on the stator shows a small
discrepancy, but no impact is observed on the static pressure prediction. The operating-
point control device has thus a small influence on the recorded aerodynamic parameters.
The use of a conical plug was thus preferred to match the experimental configuration.
Additionally, similar aerodynamic predictions are observed for the two meshes around the
conical plug, which validates the mesh convergence in the outlet region. Therefore, the
results presented in the rest of this chapter were performed with the coarsest grid around
the plug in order to reduce the simulation time.
5.4.2 Fan performance
In the experiments, the fan operating point was controlled by the cone opening l. The flow
rate Q and the wall pressure rise ∆Pwall are presented in Table 5.2 for different openings.
The numerical operating point is obtained for l = 50 mm. Therefore, all the measurements
were performed with this cone opening in order to obtain similar flow conditions and
comparable results.
The fan performance was evaluated on the pressure rise across the fan. The pressure rise
was measured between the inside duct wall, 150-mm downstream of the stator plane, and
5.4. AERODYNAMIC RESULTS 85
0 1 2 3 4 5
0
100
200
300
Fan revolutions [-]
Pr
es
su
re
ris
e
[P
a]
(a) Pressure rise across the fan.
1 2 3 4 5
2460
2480
2500
2520
2540
Fan revolutions [-]
Fl
ow
ra
te
[m
3 /
h]
Inlet
Upstream fan
Downstream fan
Outlet
(b) Flow rate.
1 2 3 4 5
4.4
4.45
4.5
4.55
4.6
Fan revolutions [-]
Fo
rc
e
m
ag
ni
tu
de
[N
]
(c) Force applied on the rotor blade.
1 2 3 4 5
7.2
7.25
7.3
7.35
7.4
Fan revolutions [-]
Fo
rc
e
m
ag
ni
tu
de
[N
]
(d) Force applied on the stator vane.
1.28 1.3 1.32 1.34
3.6
3.65
3.7
3.75
Fy [N]
F
z
[N
]
2
4
Fa
n
re
vo
lit
io
ns
[-]
(e) Polar plot of the force applied on the rotor
blade.
6.92 6.94 6.96
2.18
2.2
2.22
2.24
2.26
Fy [N]
F
z
[N
]
2
4
Fa
n
re
vo
lit
io
ns
[-]
(f) Polar plot of the force applied on the sta-
tor vane.
Figure 5.7 Turb’Flow convergence.
86 CHAPTER 5. ROTOR-STATOR SIMULATIONS IN UNIFORM INLET FLOW
0 5 10 15 20 25
0
500
1000
1500
2000
2500
3000
Fan revolutions [-]
In
le
t
flo
w
ra
te
[m
3 /
h]
Porous
Plug
Plug (refined)
(a) Inlet flow rate.
0 5 10 15 20 25
1.013
1.014
1.015
1.016
·105
Fan revolutions [-]
St
at
ic
pr
es
su
re
[P
a]
Inlet
Outlet
Porous
Plug
Plug (refined)
(b) Static pressure.
0 5 10 15 20
0
20
40
60
Fan revolutions [-]
Fo
rc
e
[N
]
Porous
Plug
Plug (refined)
(c) Axial force on the rotor.
0 5 10 15 20
−20
−10
0
10
Fan revolutions [-]
Fo
rc
e
[N
]
Porous
Plug
Plug (refined)
(d) Axial force on the stator.
Figure 5.8 PowerFLOW convergence.
Table 5.2 Experimental result: Effect of the cone opening l on the fan operating
condition.
l [mm] Q [m3/h] ∆Pwall [Pa]
40 1763.4 321.8
50 2453.0 297.4
60 2700.6 270.6
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the ambient pressure (or the inlet pressure in the Turb’Flow computation). The results for
the two solvers are compared with the experiments in Table 5.3. Both numerical predictions
show a good agreement with the measurements, the error being 2.0 and 3.0 % for the
Turb’Flow and PowerFLOW simulations, respectively.
5.4.3 Flow topology
The mean axial velocity in a plane at constant angular position is presented in Figure 5.9.
The two simulations show a similar flow topology in the vicinity of the fan. Because of the
duct geometry, the fan wake is mostly axial rather than forming an angle with the rotating
axis as it was the case in the simulation with the rotor alone (see Figure 4.6). Additionally,
the tip-clearance backflow appears to go further upstream, whereas the vertical flow along
the wall limited the size of the recirculation when the rotor was flushed-mounted on
a plenum. The coherent structures of the flow highlighted in Figure 5.10 confirm this
statement.
Similarly to the simulation with the rotor alone, vortices are formed in the tip-clearance
recirculation and impinge the blade below the rotating ring. In the Turb’Flow simulation
(Figure 5.10a), the RANS method predicts very large, coherent structures which cover one
blade passage. At the same operating point, the computations with the rotor alone showed
two smaller structures per blade passage (see Figure 4.7a). The ducted configuration, as
opposed to the rotor flush-mounted on a plenum, likely explains this difference. Despite
the finer turbulence structures computed by the PowerFLOW simulation (Figure 5.10b),
large structures are also observed near the rotating ring, which is also observed in the
Turb’Flow prediction.
Near the hub, the horseshoe vortex is clearly visible in both simulations. This structure
is created by the flow separation occurring at the blade leading edge which convects
downstream and spirals around the blade cusp at the trailing edge.
Figure 5.11 presents the phase-averaged static pressure and velocity magnitude at mid-span.
It should be noted that the scales on the static pressure plots are different to take into
Table 5.3 Fan performance.
∆Pwall [Pa]  [%]
Experiment 297 -
Turb’Flow (URANS) 291 2.0
PowerFLOW (LBM) 288 3.0
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(a) Turb’Flow (URANS).
(b) PowerFLOW (LBM).
Figure 5.9 Mean axial velocity at constant angular position.
(a) Turb’Flow (URANS simulation, Q-
factor).
(b) PowerFLOW (LBM simulation, λ2 col-
ored by the axial position).
Figure 5.10 Visualization of the vortex structures around the fan suction side.
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account the mean pressure at the fan inlet, but the visualization demonstrates the ability
to capture the field characteristics around the fan. The flows computed by the two solvers
are in excellent agreement. Moreover, this figure highlights a strong rotor-stator interaction.
First, the cylindrical stator vanes create an upstream pressure rise which appears to modify
the blade loading. Second, the rotor wake interacts with the vanes, creating a periodic
fluctuation of the wall pressure on the stator surface. These results confirm the expected
two mechanisms induced by the stator design; hence a strong noise radiation should occur
at the BPF.
Overall, an excellent agreement is observed between the two simulations.
5.4.4 Wake analysis
The aerodynamic results from the Turb’Flow and PowerFLOW simulations are compared
in Figure 5.12. The three phase-averaged velocity components were extracted in two
different axial planes (B and D). Plane B is at mid-distance between the rotor and the
stator, whereas plane D is 15 mm downstream of the stator. Figure 5.13 presents the exact
location of the planes relatively to the fan.
In plane B (Figure 5.12a), the two simulations are in very good agreement. The three
velocity components show similar levels and patterns over most of the blade span. Close to
the rotating ring, some discrepancies are observed between the Turb’Flow and PowerFLOW
simulations. The radial velocity level is highly asymmetrical at high radius in the Turb’Flow
computation, and the two other velocity components show a thicker annular zone. These
differences are the result of the larger, more coherent vortices which are predicted by
the RANS method. Consequently, the flow recirculation impacts the blade at a lower
radial position under the ring, which generates some discrepancies in the downstream wake
topology.
In plane D (Figure 5.12b), the patterns for the three velocity components are in agreement
between the two computations, which confirms a similar interaction between the rotor wake
and the stator. However, the velocity levels show some small discrepancies, particularly on
the axial and radial components. Unlike a conventional stator, the cylindrical vanes do
not straighten the flow and their wakes are relatively large. Moreover, the effect of the
backflow recirculation on the tangential velocity remains visible in this plane, confirming
its impact on the flow downstream of the stator.
The azimuthal-averaged velocity components in the two planes are presented in Figure 5.14.
In plane B (solid lines), results are in agreement for the three velocity components. Further
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(a) Turb’Flow (URANS).
(b) PowerFLOW (LBM).
Figure 5.11 Phase-averaged flow at mid-span: static pressure on the left; veloc-
ity magnitude on the right (in the PowerFLOW simulation, the
velocity in the rotor vicinity is computed in the rotating frame of
reference).
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(a) Plane B (mid-distance between the rotor and the stator).
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(b) Plane D (15 mm downstream of the stator).
Figure 5.12 Aerodynamic comparison of phase-averaged velocity components.
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A B C D
Figure 5.13 Position of the reference axial planes (A to D) used to post-process
the aerodynamic data (rotor on the left, stator on the right).
downstream (plane D in dashed lines), a larger radial velocity at mid-span is predicted by
Turb’Flow. This highlights differences in the rotor-stator interaction at this radius.
Overall, these numerical results from two very different solvers show similar predictions on
the flow topology and the aerodynamic interaction between the rotor and the stator. Since
the acoustic sources are created by this interaction, these coherent results are important to
validate the fan noise analysis.
5.4.5 Acoustic excitation
Tonal noise is mainly caused by surface pressure fluctuations from several flow phenomena.
Although the noise spectrum in far field could be used to understand the aeroacoustic
mechanisms responsible for the acoustic radiation, a detailed analysis of the excitation can
provide important information on these mechanisms.
In the present rotor-stator simulation, two different noise sources are expected: the rotor
wake impingement on the stator vanes, and the potential effect of the stator on the rotor
blades. Both sources are created by periodic azimuthal non-uniformities of the flow. The
latter is induced by a non-uniform pressure whereas the former is the result of a non-uniform
velocity profile. In order to identify and characterize the two perturbations, the flow field
computed by Turb’Flow was recorded in two planes close to the sources (planes A and C
in Figure 5.13), and the excitations were extracted at different radial positions.
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Figure 5.14 Azimuthal-averaged velocity components in planes B (mid-distance
between the rotor and the stator) and D (15 mm downstream of
the stator): (a) axial velocity, (b) radial velocity, (c) tangential
velocity.
For the source located on the rotor (due to the potential effect of the stator), the static
pressure was recorded in plane A positioned 2.5 mm downstream of the blade trailing edge
and fixed in the stator frame of reference. Then, in order to isolate the potential effect and
remove the fluctuations caused by the blades rotation, the pressure was averaged over a
finite number of blade passing periods. Finally a circumferential Fourier transform was
computed at different spanwise positions. The result shows an almost-perfect sinusoidal
profile along the span (Figure 5.15a). This is confirmed by the Fourier transform (Figure
5.15b) which highlights a dominant circumferential mode B as its harmonics are 2 orders
of magnitude below the fundamental. However, a higher frequency is also observed close to
the ring where a non-negligible 2B mode is present. This behavior is certainly caused by
the tip-clearance recirculation highlighted in Figure 5.10a which generates higher harmonics
by impinging the blades under the ring.
For the source located on the stator (due to the rotor wake), the excitation is created
by the non-axisymmetric velocity profile impinging the stator. This time, the velocity
magnitude was recorded in plane C located 2.5 mm upstream of the stator leading edge,
the plane being fixed in the rotor frame of reference. Then, the fluctuations caused by
the stator vanes were removed by averaging the velocity over a finite number of blade
passing periods and, finally, a circumferential Fourier transform was performed at different
spanwise positions. The result in Figure 5.16 shows the same dominant B circumferential
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Figure 5.15 Rotor excitation in a plane 2.5 mm downstream of the rotor trailing
edge. Turb’Flow URANS simulation.
order as for the rotor excitation. However, the impact of the flow recirculation does not
appear since the effect of the backflow is largely dissipated before it reaches the stator
leading edge.
This excitation analysis confirmed that the strong rotor-stator interaction should generate
noise at the BPF, prior to using an acoustic analogy. In order to further characterize the
acoustic sources, a study of the wall pressure fluctuations at the BPF is presented in the
following section.
5.4.6 Source locations
The acoustic sources at a given frequency can be highlighted by filtering the surface
pressure fluctuations. The wall pressure was recorded on the rotor and stator surfaces and
a Fourier transform was performed at each point of the surface mesh. The result was then
filtered around the BPF, which allows the visualization of the dipolar acoustic sources.
PowerFLOW and Turb’Flow predictions are in good agreement (Figure 5.17).
As discussed in Section 5.4.3, a strong interaction occurs by design. On the rotor, strong
sources at the BPF are observed along the blade trailing edge (both suction and pressure
sides). This highlights the potential effect of the blunt stator vanes on the rotor. At the
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Figure 5.16 Stator excitation in a plane 2.5 mm upstream of the stator leading
edge. Turb’Flow URANS simulation.
leading edge, some high fluctuation spots are visible in both simulations below the rotating
ring. However, this source covers a very small area in the Turb’Flow simulation, which
makes it barely noticeable in Figure 5.17a. These fluctuations are most likely the trace of
the large backflow vortices impinging on the blade.
On the stator, most pressure fluctuations are concentrated at the leading edge of the
cylindrical vanes along the whole span. The largest fluctuations are seen at the tip as the
rotor wakes are more energetic close to the shroud.
For the PowerFLOW solver, it should be noted that these pressure fluctuations are
independent of the selected mass flow device as the simulations with porous medium and
plug yield the same levels and patterns. Similarly, no difference is found between the two
plug refinements, which confirms the mesh convergence.
In summary, the noise sources are localized as expected on both the rotor blades and
stator vanes, and the fluctuation spots confirm the flow topology analysis. High levels are
present on the rotor and stator surfaces, which suggest that both parts have a significant
contribution to the noise generation at the BPF. Moreover, Turb’Flow and PowerFLOW
are in excellent agreement, predicting similar source locations.
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Suction side Pressure side
(a) Turb’Flow (URANS).
Rotor suction side Rotor pressure side
Stator
(b) PowerFLOW (LBM).
Figure 5.17 Wall-pressure fluctuations at the BPF on the fan surfaces.
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5.5 Acoustic results
5.5.1 Influence of the operating-point control device
Prior to analyzing the fan acoustic signature, the influence of the operating-point control
device used in the PowerFLOW simulation was investigated. The acoustic results for the
three setups are presented in Figure 5.18.
The sound pressure level at the upstream location (Figure 5.18a) shows negligible differences
between the three setups. At this probe location, the broadband noise and the BPF tone
level are the same. Downstream of the duct (Figure 5.18b), some differences are observed
on the broadband noise between the simulations with a conical plug and the one with
a porous medium. Contrary to the plug, the porous medium does not deviate the flow
at the duct outlet; hence the probe is located inside the air flow, which creates a higher
broadband level due to the pseudo-sound captured by the probe.
As for the sound power level (Figure 5.18c), the three simulations show negligible differences.
More importantly for the scope of this thesis, the operating-point control device has no
influence on the tonal radiation at the BPF, and the two mesh refinements yield the same
results. Therefore, the use of the conical plug without mesh refinement is validated.
5.5.2 Noise characterization
The main goal of the present chapter was to characterize the noise radiated by the rotor-
stator configuration.
In the Turb’Flow prediction, the sound power spectrum was computed from the propagation
of the dipolar sources using a FW-H acoustic analogy. This hybrid method allowed the
separation of the rotor and stator contributions to the noise level. The results are presented
in Figure 5.19.
As expected from the excitation analysis (Section 5.4), the total sound power spectrum
is dominated by a tone at the BPF. The separate contributions show that the noise
radiation at this frequency is dominated by the sources located on the rotor. In other
words, the interaction between the rotor and the stator potential effect radiates more than
the interaction between the rotor wakes and the stator. This is the result of the blunt
cylindrical profile which is located very close to the rotor leading edge. Additionally, total
rotor surface is much larger than the stator, which results in a greater contribution to the
acoustic radiation.
98 CHAPTER 5. ROTOR-STATOR SIMULATIONS IN UNIFORM INLET FLOW
102 103
20
40
60
80
BPF
Frequency [Hz]
SP
L
[d
B/
H
z]
Porous
Plug
Plug (refined)
(a) Sound pressure level at the upstream probe on the rotor axis.
102 103
20
40
60
80 BPF
Frequency [Hz]
SP
L
[d
B/
H
z]
Porous
Plug
Plug (refined)
(b) Sound pressure level at the downstream probe on the rotor axis.
102 103
40
60
80
BPFH1
Frequency [Hz]
SW
L
[d
B/
H
z]
Porous
Plug
Plug (refined)
(c) Sound power level.
Figure 5.18 Acoustic comparison between the three PowerFLOW (LBM) se-
tups.
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Another set of tones also appears in Figure 5.19 at the frequency H1 and its harmonics
H2, H3. . . This tonal noise is generated by the impingement of backflow vortices on the
rotor blades. The Q-factor visualizations (see Figure 5.10a) confirmed that the vortices
impact the blade at the frequency H1 = 350 Hz. The negligible stator contribution at these
frequencies also confirms that the sources are only located on the rotor surfaces.
The sound power level at the BPF and its first harmonic is presented in Table 5.4 for the
Turb’Flow and PowerFLOW predictions. Both simulations are in very good agreement,
showing 3- and 2-dB differences at the BPF and its first harmonic, respectively. Since the
URANS simulation only models the larger turbulent structures, the Turb’Flow spectrum
shows a lack of broadband noise and the tones appear to emerge more.
Due to the broadband content captured by PowerFLOW , the tone at the frequency H1
does not appear clearly in the SPL spectra (Figures 5.18a and 5.18b). However, a tone at
350 Hz is clearly visible in the sound power spectrum (Figure 5.18c). Since this frequency
H1 is the same as in the Turb’Flow prediction, this confirms that the angular velocity of
the backflow vortices is in good agreement between the two numerical methods. Moreover,
the backflow vortices are larger and more coherent in the Turb’Flow computation (see
Figure 5.10). The lower H1 level predicted by PowerFLOW (see Table 5.4) is therefore
coherent with the flow visualizations.
Consequently, the design of the stator was appropriate to generate a strong tonal noise at
the BPF. Hence, the primary noise of the fan is characterized and theoretically controllable
with a static obstruction.
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Figure 5.19 Turb’Flow (URANS) simulation: sound power level.
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Table 5.4 Sound power level at the BPF, its first harmonic, and the frequency
H1.
BPF [dB] 2×BPF [dB] H1 [dB]
Turb’Flow (URANS) 82 63 70
PowerFLOW (LBM) 85 65 65
5.5.3 Primary noise validation
The sound pressure spectrum on the rotor axis for the fan alone is presented in Figure 5.20.
The PowerFLOW simulation shows a very good agreement with the measurements. For
both microphone locations, the amplitude of the BPF tone is very well captured and
the broadband noise perfectly matches the experimental results up to 1500 Hz. At this
frequency, the local mesh size (64 mm) is approximately equal to the third of a wavelength;
hence the acoustic waves are not fully resolved by the mesh and a strong damping occurs
beyond this limit. The upstream directivity of the SPL at the BPF (Figure 5.21a) and the
overall SPL (OASPL) integrated between 100 and 1000 Hz (Figure 5.21b) confirms this
statement. PowerFLOW results are in excellent agreement with the experiment, showing
only a maximum difference of 2 dB. Furthermore, it can be noted that the directivity
exhibits a radiation from a typical compact dipole – as expected at low frequency.
As for the Turb’Flow prediction, Figures 5.20 and 5.21a show that the noise radiation at
the BPF is underpredicted on the fan axis and in the rotor plane (6- and 10-dB difference,
respectively). As expected, the lack of broadband content inherent to the URANS method
causes an underprediction of the OASPL (Figure 5.21b).
5.6 Conclusion
In order to enhance the noise radiation at the BPF, a stator was designed and placed
downstream of the automotive cooling rotor. Two complete aeroacoustic simulations were
performed on this rotor-stator configuration. The first one used the Navier-Stokes solver
Turb’Flow combined with a FW-H analogy, and the second one consisted of a direct acoustic
prediction with the LBM solver PowerFLOW . Results were compared to measurements in
a fully-anechoic room.
The two codes predicted very similar aerodynamic results which were in good agreement
with the experiments. The main differences between the numerical results lay in the
simulation domains: a 360◦ geometry was taken into account in the LBM setup whereas
only a single blade passage was computed by the URANS solver. Consequently, the
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Figure 5.20 Sound pressure level without obstruction: comparison between
experiment and simulation; microphone on the rotor axis, upstream
of the fan.
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Figure 5.21 Upstream directivity centered on the rotor (90◦ corresponds to the
fan axis).
backflow vortices were found to be larger in the Turb’Flow simulation, which had an impact
on the velocity field downstream of the rotor.
The aerodynamic results were also used to investigate the rotor and stator acoustic excitation
as well as the noise source locations. Two aeroacoustic mechanisms were highlighted: the
stator potential effect on the rotor, and the impingement of the rotor wakes on the stator.
The noise predictions confirmed the aerodynamic results. The rotor-stator configuration
generates a strong radiation at the BPF and its harmonics. The tonal and broadband
content computed by PowerFLOW showed an excellent agreement with the microphone
measurements. However, Turb’Flow results showed the limitations of the URANS method
on a single blade passage, as the noise at the BPF was significantly underpredicted.
In conclusion, this complete aeroacoustic study characterized the primary noise radiated
by the rotor-stator configuration and confirmed the presence of dominant noise sources at
the BPF. This configuration thus allows an investigation of the noise control method using
a static obstruction.
CHAPTER 6
TONAL NOISE CONTROL WITH FLOW OB-
STRUCTION: AEROACOUSTIC SIMULATIONS
AND EXPERIMENTS
In the previous chapter, the investigation of a rotor-stator configuration showed a strongradiation at the BPF. This fan thus appeared to be an ideal canonical case to thoroughly
study the noise control method with flow obstruction. The present chapter therefore aims at
performing a complete computation of the obstruction-fan interaction to better understand
the aeroacoustic mechanisms responsible for the tonal noise reduction. Furthermore, an
industrially-applicable numerical methodology is proposed to obtain an optimal obstruction
design prior to any prototyping and measurement.
The design methodology is introduced in Section 6.1. Section 6.2 presents the numerical
simulations with static and rotating obstructions. Finally, measurements in fully-anechoic
conditions are discussed in Section 6.3.
6.1 Design methodology
As stated in Chapter 2, Gérard et al. [2008] showed that an additional inlet flow distortion
induced by a carefully-shaped obstruction is able to significantly reduce tonal noise from
low-speed fans. Such obstructions are cheap and easy to manufacture, and they may have
a low impact on the aerodynamic fan performance [Gérard et al., 2009a].
This adaptive-passive control method was first investigated analytically and experimentally.
An analytical approach was used to create a simple model of the obstruction-fan interaction,
which allowed to test the harmonic content of different obstruction shapes in order to act at a
single frequency without affecting the harmonics [Gérard et al., 2009b]. Tests confirmed the
feasibility of the method [Gérard et al., 2009a], but measurements have a limited potential
to study the aeroacoustic mechanisms responsible for the noise reduction. Additionally,
the experimental optimization of the obstruction design and position remains expensive
in terms of facilities, human resources and time. As an alternative, the development of a
reliable optimization methodology based on numerical simulations may be very beneficial in
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an industrial context. Moreover, Pérot et al. [2012] showed that LBM numerical simulations
were able to capture the obstruction-fan interaction and its impact on the BPF radiation,
but the physical interpretation of the noise reduction is still unclear and controversial.
For a given fan, this numerical methodology aims at obtaining a preliminary design of an
optimized flow obstruction in order to reduce tonal noise at the frequency nBΩ, where n
is an integer defining the harmonic order, B the number of rotor blades, and Ω the rotor
speed in Hertz. Given the large computational cost associated with fan simulations (see
Chapters 4 and 5), the proposed methodology was developed to design an optimal flow
obstruction with a minimal number of simulations. To face industrial time constraints,
this methodology relies on the separation of the primary noise radiated by the fan and
the secondary noise induced by the flow obstruction. This separation is made possible
by rotating the obstruction in the optimization process, which shifts the secondary tone
(created by the obstruction-fan interaction) in the frequency spectrum [Gérard et al., 2013]
and thus allows the characterization of the secondary source with respect to the primary
source. Although the methodology is based on aeroacoustic simulations, it should be noted
that the same process can also be applied experimentally.
The sinusoidal obstruction geometry – which proved to be the most harmonically selective
[Gérard et al., 2009b] – is defined by three parameters (Figure 6.1): the base radius r1,
the mid-lobe radius r2, and the sinusoidal lobe amplitude A. Depending on the fan type
and installation constraints, the obstruction can have either external or internal lobes (see
Figures 6.1a and 6.1b, respectively). The former is better suited to axial machines, whereas
the latter is easier to implement in centrifugal machines. The number of lobes L is chosen
according to the harmonic order n to control. The main tonal radiation is generally due to
the circumferential mode nB, leading to L = nB. However, modes nB ± 1 or nB ± 2 may
also significantly impact the noise at the frequency nBΩ, particularly at locations away from
the rotor axis. This behavior appears in the rotating dipole formulation (Equation (3.47))
since the pressure fluctuation at the frequencymBΩ is directly related to the Bessel function
JmB−s which is maximum for the excitation harmonics s = {mB,mB ± 1,mB ± 2}. In
this case, a combination of different numbers of lobes may yield a better control, but this
possibility is not taken into account in the proposed methodology where only the BPF is
targeted.
It should be noted that the maximum obstruction thickness (|r2−r1|+A/2) generally ranges
from 0.5 to 2 cm. Consequently, the obstruction is acoustically compact for frequencies up
to more than 8 000 Hz. In a typical low-speed fan (BPF = 600 Hz), the diffraction on the
obstruction surfaces can be considered negligible up to the 13th harmonic of the BPF.
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The optimized design for a given obstruction is defined by two parameters:
— Aopt(nBΩ), the radial amplitude of the obstruction which controls the magnitude
of the secondary source;
— φopt(nBΩ), the obstruction angular position which controls the phase of the sec-
ondary source.
6.1.1 Assumptions
The proposed methodology considers the following assumptions:
— The obstruction-fan distance remains constant and the secondary source level is
controlled by the lobe amplitude; 1
— The obstruction-fan distance is larger than the maximum axial rotor chord in order
to neglect the rotor potential effect on the obstruction;
— Obstructions are frequency selective: for each n, the geometrical parameters φ(nBΩ)
and A(nBΩ) only have an effect at the frequency nBΩ;
— Around the optimal lobe amplitude Aopt, the secondary source level 20 log10(ps)
varies linearly with the lobe amplitude (this assumption was verified in the studied
configuration);
— The obstruction rotation speed Ωo should be slow enough to assume a quasi-static
flow at each angular position (this assumption is properly addressed in Sections 6.2
and 6.3);
— The physical time computed after convergence is on the order of 10 lobe passing
periods LPP = (nBΩo)−1.
6.1.2 Methodology description
The overview of the numerical methodology is presented in Figure 6.2. The actions
performed (on the left) and the results (on the right) are indicated for each step. The
details are presented in the following sections.
Step 1: Primary noise characterization
First, the primary acoustic field pp(x, ω) of the fan (without an obstruction) is computed
at the locations x where the noise should be controlled. The simulation has to account
for the real installation environment in order to accurately capture the flow distortions
1. It should be noted that the same methodology could be applied if the secondary source level was
controlled by the obstruction-fan distance and the lobe amplitude remained constant.
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Figure 6.1 Obstruction geometry for L = 6.
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Figure 6.2 Overview of the numerical methodology.
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(upstream and downstream of the fan). This step corresponds to the simulations performed
in Chapter 5.
At this step, the stationarity of the primary noise can be evaluated by filtering the signal
around the frequency nBΩ and plotting the temporal fluctuations of the Hilbert transform
modulus. The stability of the Hilbert transform modulus appears to be a good indicator of
the fan controllability [Magne et al., 2014].
Additionally, the mean velocity and pressure fields on a plane upstream or downstream of
the fan may be computed. Although this post-processing is not essential for the present
methodology, the decomposition of these fields in circumferential modes gives a useful
information on the modes responsible for the acoustic radiation. It should be noted that the
plane location, the quantity, and the frame of reference in which this quantity is averaged
depend on the expected noise mechanisms in the studied configuration:
— For a flow distortion upstream of a rotor, the velocity is time averaged in the
absolute frame of reference on a plane close to the rotor leading edge.
— For a rotor-stator wake interaction, the velocity is averaged in the rotor frame of
reference on a plane close to the stator leading edge.
— For the stator potential effect on the rotor, the static pressure is averaged in the
absolute frame of reference on a plane close to the rotor trailing edge.
Step 2: Estimation of the optimal lobe amplitude
A rotating obstruction is added to the baseline setup (fan alone) and three simulations are
performed with different lobe amplitudes A. The computations may be run simultaneously.
However, sequentially performing the simulations allows a better adjustment of the lobe
amplitude to get closer to the optimal value.
The obstruction rotates at the speed Ωo in the opposite direction of the rotor; hence it
creates a secondary tone at the frequency ω = BPF+LPF = nB(Ω+Ωo), where LPF is the
lobe passing frequency. As mentioned in the assumptions (Section 6.1.1), the obstruction
speed must be slow enough to assume a quasi-static flow, typically 1 revolution per second.
Since the tones of the primary and secondary sources are separated in the acoustic spectrum,
the secondary source level log10 |ps(x, nB(Ω + Ωo)| can be extracted without filtering.
The secondary source level is then plotted as a function of the lobe amplitude and
the linear regression is computed (Figure 6.3). Finally, the optimal lobe amplitude
Aopt(x, nBΩ) is extracted from the same figure as it corresponds to the primary noise level
log10 |pp(x, nBΩ)|.
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At this point, the optimal lobe is obtained for each location x. Although the result should
not differ greatly from a location to another, an average over several locations can be
computed to obtain the global optimal lobe amplitude Aopt(nBΩ).
Step 3: Estimation of the optimal angular position
Using the optimal lobe amplitude Aopt(nBΩ) determined at Step 2, an additional simulation
is performed with the obstruction in rotation. If Aopt(nBΩ) happens to be one of the lobe
amplitudes computed at Step 2, the estimation of the optimal angular position is simply
extracted from the numerical data obtained at the previous step.
Step 3 of the optimization process is based on the time fluctuation of the total amplitude
level |pt(x, nBΩ)| which is the combination of the primary and secondary sources. To
extract |pt(x, nBΩ)| as a function of the angular position φ (Figure 6.4), the time recorded
signal at the location x is first filtered on a bandwidth which includes the tones at
the frequencies nBΩ (primary noise) and nB(Ω + Ωo) (secondary source). The Hilbert
transform modulus of the filtered signal is then computed, giving the total amplitude
level |pt(x, nBΩ)|. Since the obstruction has an angular periodicity of 2pi/nB, the time
segments of length Ωo/(nB) are averaged, which results in Figure 6.4.
The optimal angle φopt(x, nBΩ) corresponds to the minimum of the mean total amplitude
level (Figure 6.4). However, this angle may differ from the optimal angle with a static
obstruction due to the wake deviation induced by the rotation. For this reason, the
following correction is proposed.
log10 |pp(x, nBΩr)|
Aopt(x, nBΩr)
A
log10 |ps(x, nB(Ωr + Ωo)|
Simulation
Linear regression
Figure 6.3 Secondary source level as a function of the lobe amplitude and its
linear regression.
6.1. DESIGN METHODOLOGY 109
0 2pi/nB
|pp(x, nBΩr)|
φopt(x, nBΩr)
φ
|p t
(x
,n
B
Ω
r
)|
Lobe passing periods
Mean
Figure 6.4 Total sound level as a function of the obstruction angular posi-
tion (primary sound level is plotted as a reference to highlight the
amplification and reduction zones).
Since the obstruction is in rotation, the obstruction wake angle relative to the rotation
axis may be approximated by
α = arctan 2piΩor
V∞
, (6.1)
where r is the radius position and V∞ is the mean upstream axial velocity. 2 Additionally,
for a given radius r, the angle correction Φc can be approximated by
Φc =
D tanα
r
, (6.2)
where D is the distance between the obstruction and the rotor. The angle correction is
thus written
Φc =
2piΩoD
V∞
. (6.3)
Therefore, the corrected optimal angle is given by
φopt,c(x, nBΩ) = φopt(x, nBΩ)− Φc. (6.4)
As for the optimal lobe amplitude, an average over several locations may be performed to
obtain a global optimal angular position φopt,c(nBΩ).
2. The pre-rotation of flow at the rotor inlet is not taken into account in this equation.
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Step 4: Validation
A last simulation is performed to validate the optimal obstruction design. The obstruction is
static and the design parameters are taken from Steps 3 and 4: φopt,c(nBΩ) and φopt,c(nBΩ).
In addition to the validation of the expected noise reduction level with the design, this
step may also confirm that the angle correction Φc introduced at Step 3 is correct.
Overall, with a maximum of six numerical simulations, the proposed methodology aims at
designing a flow obstruction which controls the tonal noise of a given fan, and gives an
estimation of the expected noise reduction.
6.2 Numerical investigation
The numerical study of the obstruction-fan interaction was carried out on the automotive
cooling fan used in the previous two chapters. The acoustic signature of the rotor alone
was found to be dominated by a subharmonic tonal noise created by backflow vortices
(Chapter 4). Since this noise could not be controlled with a static obstruction, the radiation
at the BPF was enhanced by adding a stator downstream of the rotor (Chapter 5). The
additional aeroacoustic mechanisms were highlighted by two methods: a direct acoustic
prediction with the LBM solver PowerFLOW , and a hybrid method using a Turb’Flow
unsteady RANS simulation to feed a FW-H acoustic analogy computed by FoxWHawk.
This allowed the characterization of the primary noise radiated by the fan which corresponds
to Step 1 of the proposed methodology (see Figure 6.2).
The purpose of this canonical study is to: (1) give a better understanding of the aeroacoustic
mechanisms responsible for the tonal noise reduction with a flow obstruction; (2) apply
and validate the numerical methodology to design an optimal flow obstruction which was
introduced in Section 6.1.
6.2.1 Simulation setups
As stated above, the configuration and the fan geometry were the same as for the rotor-
stator computations (see details in Section 5.1). The fan was placed in a short duct, and
the operation point matched the design condition of the rotor (2500 m3/h and 2500 rpm).
Numerical results without an obstruction showed a strong noise at the BPF. The obstruc-
tions were therefore chosen to control the tonal radiation at this frequency (n = 1), and
the number of external lobes was equal to the number of rotor blades (L = B). The inner
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radius corresponded to the rotor hub radius (r1 = 70 mm) and the thickness of the base
(r2−A/2− r1) was set to 10 mm. The magnitude of the secondary source was adjusted by
varying the lobe amplitude A, while the obstruction-fan distance remained constant (50 mm
between the obstruction and the rotor leading edge). The reference angular position φ = 0◦
was arbitrarily chosen when the obstruction lobes were aligned with the stator vanes at
mid-lobe radius r2.
Turb’Flow
The Turb’Flow simulation was based on the rotor-stator setup (see Section 5.2.1). The
multi-block structured mesh was modified to include the obstruction geometry. The use of
a non-collocative interface 3 between the obstruction and the rotor reduced the number
of points and the mesh complexity. The final mesh contained 9.3 million nodes (17 %
more points than the rotor-stator configuration). The simulation was performed on 144
cores, giving a speed of 172 h/BPP (equivalent to 1035 days/BPP on a single core) on the
Mammoth Series II cluster (see technical properties in Appendix B).
Considering the Turb’Flow computational time shown in Chapters 4 and 5, only one
simulation with a static obstruction could be performed. The lobe amplitude A and the
angular position φ were set to 30 mm and 0◦, respectively.
PowerFLOW
The PowerFLOW simulations were also based on the rotor-stator setup (see Section 5.2.2).
The only differences lay in the addition of the obstruction geometry. The finest refinement
volume was extended upstream to include the obstruction, and a new rotating interface
was set around the obstruction.
Since the plug was shown to be the optimal device to control the operating point (see
Section 5.4), the computations with an obstruction were performed in this configuration.
The mesh totalized 81.5 M cells, which led to a simulation speed of 77 min/BPP on 240
3. A non-collocative interface inside a computational mesh separates two domains with non-coincident
nodes at the boundary.
Table 6.1 Solver performances for simulations with an obstruction.
Cells Cores Time/BPP Time/BPP for 1 core
Turb’Flow (URANS) 9.3 M 144 172 hr 1035 days
PowerFLOW (LBM) 81.5 M 240 77 min 13.8 days
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Figure 6.5 Fan and obstruction geometry: obstruction in red with a 30-mm
lobe amplitude, rotor in blue, and stator in orange.
cores (equivalent to 13.8 days/BPP on a single core) on the Mammoth Parallel II cluster
(see technical properties in Appendix B).
The relatively low computational cost allowed a complete numerical investigation of the
design methodology. Five simulations with a rotating obstruction were performed: one
computation with a lobe amplitude A = 30 mm at the angular speed Ωo = 300 rpm; and
four computations with A = 20 mm and the rotational speeds Ωo = 30, 60, and 120 rpm.
Additionally, eight simulations were carried out with a static obstruction (A = 20 mm) at
various angular positions to validate the results in rotation.
6.2.2 Convergence study
The convergence of the simulations was checked by monitoring the flow rate and the
pressure rise across the fan.
In the Turb’Flow simulation (Figure 6.6), flow rate and pressure oscillations are still visible
after four fan revolutions, but they are regular after two revolutions. These fluctuations at
the frequency S1 = 245 Hz are the result of a pressure wave created at the initialization
of the computation and reflected at the duct extremities. Since more than a year was
necessary to reach the current state of the simulation, a better convergence could not be
achieved. The Turb’Flow results presented in this chapter were thus processed from data
collected after one fan revolution.
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The convergence of the PowerFLOW simulation with a static obstruction is presented
in Figure 6.7 – all the other simulations showed the same flow rate and static pressure
evolution. As with the rotor-stator configuration (see Section 5.4.1), converged flow
conditions are obtained after ten fan revolutions, and stabilized results are even achieved
after five revolutions. The aerodynamic and acoustic results presented in this chapter were
thus processed from data collected after the end of the transient period.
6.2.3 Fan performance
As in the experiments, the pressure rise across the fan was measured between the inside duct
wall, 150-mm downstream of the stator plane, and the ambient pressure. The numerical
and experimental results are reported in Table 6.2.
The Turb’Flow and PowerFLOW predictions are in good agreement with the experiment,
showing a maximum of 4-% difference with an obstruction lobe amplitude A = 30 mm.
Additionally, the performance loss caused by the obstruction upstream of the fan is well
predicted by PowerFLOW and slightly overestimated by Turb’Flow.
These results confirm the relatively small influence of the obstruction on the fan performance
(3%-loss for A = 20 mm) and are coherent with the previously reported predictions [Gérard
et al., 2009a; Magne et al., 2013].
6.2.4 Obstruction-fan interaction
Numerical simulations are a great way to analyze physical phenomena which are difficult
to measure or visualize experimentally. In the case of the obstruction-fan interaction, the
flow topology and the wall-pressure fluctuations extracted from the computations provided
important information which had never been captured by experimental studies.
Table 6.2 Fan performance.
Turb’Flow (URANS) PowerFLOW (LBM) Experiment
∆Pwall [Pa] Loss [%] ∆Pwall [Pa] Loss [%] ∆Pwall [Pa] Loss [%]
No obs. 291 - 288 - 297.4 -
A = 20 mm 279 3.1 287.1 3.4
A = 30 mm 272 6.5 273 4.8 284.6 4.3
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Figure 6.6 Turb’Flow (URANS) convergence.
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Figure 6.7 PowerFLOW (LBM) convergence.
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Flow topology
The vortex structures in the simulations with a static obstruction (A = 30 mm) are
presented in Figure 6.8 for the two solvers. Both methods predict a similar flow topology.
Large backflow vortices are observed near the rotor ring, as it was the case in the simulations
without an obstruction (see Figure 5.10). However, two coherent structures per blade
passage are predicted by the Turb’Flow simulation when only one structure was observed
previously. As for the obstruction wake, both simulations highlight vortex rings formed
around the lobes and convected downstream to the fan blade. This aerodynamic phenomena
creates a velocity deficit downstream of the obstruction lobes and therefore generates a
non-uniform circumferential velocity profile. Similarly to a stator-rotor interaction, this
azimuthal non-uniformity induces a periodic fluctuation of the blade load and thus an
additional tonal noise source.
This observation is confirmed by the velocity field at mid-lobe radius presented in Figure 6.9
for a static and a rotating obstruction. A large velocity deficit is formed downstream of the
obstruction lobe, which creates a non-uniform velocity profile in the rotor plane. Moreover,
it should be noted that the obstruction rotation generates a deviation of the lobe wakes
with respect to the rotating axis (see white arrow in Figure 6.9c). This confirms the need to
correct the obstruction angular position when post-processing the acoustic data obtained
with a rotating obstruction, as it was proposed in Section 6.1.2 (see the angle correction
Φc defined in Equation (6.3)).
The correction angle Φc was estimated in the simulation from the deviation angle α for
several obstruction rotational speeds Ωo. Figure 6.10 presents the results compared with
the theoretical correction angle calculated from Equation (6.3). An excellent agreement is
found, confirming the validity of the angle correction introduced in Section 6.1.2.
Acoustic source locations
The wall pressure fluctuations at the BPF confirm the previous statements (Figure 6.11).
On the rotor (Figure 6.11a), the high fluctuation spot at the blade leading edge near the
ring is similar to what was observed with the rotor-stator configuration (see Figure 5.17).
However, an additional acoustic source is located in the lower half of the blade. This
dominant source is generated by the interaction between the obstruction lobe wakes and
the rotor.
On the stator (Figure 6.11b), the sources are also affected when compared with the
numerical results without an obstruction. The same sources caused by the rotor wakes are
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(a) Turb’Flow (URANS, Q-factor). (b) PowerFLOW (LBM, λ2 colored by the
axial position).
Figure 6.8 Visualization of the vortex structures in the simulations with a static
obstruction (A = 30 mm).
found in the upper half of the vanes, but an additional source is present in the lower half.
After being chopped by the rotor, the obstruction wakes are thus convected downstream to
create a significant acoustic source on the stator.
The pressure fluctuations on the obstruction surfaces show much smaller amplitudes (Fig-
ures 6.11c and 6.11d), presumably created by the rotor potential effect on the downstream
side of the obstruction. The noise sources located on the obstruction are negligible in
comparison with the sources on the fan. Therefore, the obstructions are not only acousti-
cally transparent (negligible diffraction), but they also do not generate significant noise
themselves.
Source contributions to far-field noise
In the Turb’Flow simulation, a FW-H analogy is used to propagate the acoustic sources in
the far field. Unlike a direct acoustic propagation, this hybrid method allows the separation
of different surface contributions to the far-field noise.
The sound power spectrum predicted from the Turb’Flow simulation with a static obstruc-
tion (L = 30 mm, φ = 0◦) is shown in Figure 6.12. The separate contributions of the rotor,
the stator, and the obstruction are presented along the total frequency spectrum.
Compared with the acoustic spectrum without an obstruction (Figure 5.19), the radiation
at the BPF shows an 8-dB amplification, which confirms the effect of the obstruction at
this frequency but indicates that the obstruction design and position are not optimal. As
predicted from the wall-pressure fluctuations, the obstruction contribution appears to be
negligible relatively to the rotor and stator contributions.
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(a) Turb’Flow (URANS) result with a static
obstruction (mean velocity magnitude).
(b) PowerFLOW (LBM) result with a static
obstruction (mean velocity magnitude).
(c) PowerFLOW (LBM) result with a rotating ob-
struction (Ωo = 300 rpm, instantaneous velocity
magnitude). The white arrow shows the wake de-
viation.
Figure 6.9 Velocity magnitude at mid-lobe radius r2 = 87.5 mm (A = 30 mm).
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Figure 6.10 Correction angle Φc as a function of the obstruction rotational
speed: theoretical angle from Equation (6.3) and estimation from
wake deviation in PowerFLOW visualizations.
Q-factor visualizations highlighted that the backflow vortices are differently structured in
presence of an obstruction (see Section 6.2.4). Two coherent structures are observed per
blade passage, which translates into a strong radiation at the frequency H2 (frequency of
interaction between the backflow vortices and the rotor blade).
Two energetic tones at the frequency S1 = 245 Hz and its third harmonic S4 are also
observed. This noise is the result of the transient pressure wave identified in the convergence
study (see Section 6.2.2). Since the wave passes through all the simulation domain, all the
surfaces contribute to this acoustic radiation.
Despite the absence of this spurious wave in the PowerFLOW simulations, results with
this solver exhibit a similar acoustic signature (Figure 6.12). The tonal noise prediction
is in relatively good agreement with Turb’Flow, showing a 6- and 4-dB difference at the
BPF and its fist harmonic, respectively (Table 6.3). Moreover, the subharmonic radiation
caused by the backflow interaction with the rotor is also visible, but the lower levels at
the frequencies H1 and H2 confirm that the vortices are less coherent in the PowerFLOW
computation (see visualizations in Figure 6.8).
Although the Turb’Flow simulation was used to further investigate the obstruction-fan
interaction, the high computational cost ruled out the use of this code to validate the
numerical methodology presented in Section 6.1. Only PowerFLOW results are thus
presented in the rest of this chapter.
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(a) Rotor. (b) Stator.
(c) Obstruction (upstream side). (d) Obstruction (downstream side).
Figure 6.11 Sources localization in the PowerFLOW (LBM) simulation with a
static obstruction (static pressure fluctuations at the BPF on the
solid surfaces).
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Figure 6.12 Sound power level with a static obstruction (A = 30 mm, φ = 0◦).
Table 6.3 Comparison of the sound power level at different frequencies.
BPF [dB] 2×BPF [dB] H1 [dB] H2 [dB]
Turb’Flow (URANS) 88 71 64 78
PowerFLOW (LBM) 94 67 61 69
6.2.5 Numerical design of the obstruction
After presenting a detailed study of the obstruction-fan interaction, the design methodology
is validated using PowerFLOW .
Estimation of the optimal lobe amplitude
As detailed in Section 6.1.2, the optimal lobe amplitude is estimated by performing
simulations with rotating obstructions.
The first simulation was performed prior to the experiments. Therefore, the lobe amplitude
A and the obstruction rotation speed Ωo were arbitrarily set to 30 mm and 300 rpm,
respectively. The acoustic prediction from this simulation is presented in Figure 6.13.
In comparison with the rotor-stator computation, this simulation shows a similar tone
amplitude at the BPF and an additional tone at the frequency BPF+LPF which corresponds
to the secondary noise created by the rotating obstruction. In terms of levels, this secondary
tone is higher than the BPF tone, which implies that the obstruction effect is too strong.
Consequently, a second simulation was performed with a smaller obstruction lobe amplitude
(A = 20 mm). The rotation speed was also changed (Ωo = 120 rpm) to evaluate its
influence. In this configuration, the secondary tone occurred at a lower frequency due
to the smaller rotation speed, and its level was found to be the same as the level at the
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BPF (see Figure 6.13). Therefore, the optimal lobe amplitude predicted numerically was
Aopt = 20 mm.
Although the methodology indicated that three simulations were necessary to predict the
optimal lobe amplitude (see Section 6.1.2), it should be noted that, in the present study,
only two simulations sufficed. This was simply due to a serendipitous second choice of lobe
amplitude.
Estimation of the optimal angular position
From the numerical results with an obstruction in rotation, the post-processing described
in Section 6.1.2 was used to extract the total amplitude level |pt| as a function of the
angular position φ. Figure 6.14 presents the BPF amplification (|pt| − |pp|) as a function of
the corrected angular position φc which takes into account the angle correction introduced
in Equation (6.3). Four different obstruction speeds are presented (Ωo = 30, 60, 120, and
300 rpm), and groups of probes are highlighted in different colors to better demonstrate
the directivity effect.
A good agreement is found between the obstruction rotational speeds Ωo = 30 and 60 rpm
(Figures 6.14a and 6.14b). All the probes show a similar attenuation as a function of the
obstruction angular position, yielding the optimal angle φc,opt = 16◦.
Above Ωo = 120 rpm (Figures 6.14c and 6.14d), the greater the obstruction rotating speed
is, the stronger the differences between the probes are. First, an angular shift is observed
for the probes located in the rotor plane (pink). Because of the large sweep angle of the
rotor blades, this shift may be caused by the different impact angle of the obstruction
wake which modifies the orientation of the dipolar sources on the fan. Second, two groups
of probes (blue and red) located in the outlet jet show large discrepancies. The reason of
these differences is yet to be found. All these differences at higher rotational speed have a
strong impact on the optimal angle prediction.
Validation of the optimal angular position
To validate the results estimated from the simulations with a rotating obstruction, eight
computations with a static obstruction at different angular positions were performed. The
amplitude of the BPF tone as a function of the angular position is presented in Figure 6.15.
The optimal position appears to be around φopt = 15◦, which is in excellent agreement
with the prediction from the simulation in rotation (16◦). Moreover, the acoustic reduction
at the BPF is similar to the one predicted with a rotating obstruction. Finally, since the
noise attenuation is identical for all the microphones, a similar reduction of the sound
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erFLOW (LBM) solver.
power level is expected. In this configuration, the obstruction does not show a significant
directivity effect.
Overall, this study demonstrated the ability to capture numerically the aeroacoustic
phenomena responsible for the tonal noise reduction, and showed the potential of the
proposed methodology. These results are compared with measurements in the following
section.
6.3 Experimental study
The experimental analysis aims at validating the numerical results and further investigate
the methodology. Since Turb’Flow could not be used to validate the numerical methodology,
measurements will only be compared with numerical results obtained with the LBM solver
PowerFLOW .
6.3.1 Experimental setup
The obstructions were added to the experimental setup described in Section 5.3. They
were held by aluminium rods which were connected to a step motor (see Figure 6.16). The
relatively large and heavy structure supporting these parts is visible in yellow in Figure 5.4.
The step motor controlled the obstruction angular position for measurements with static
obstructions and the rotation speed for measurements with rotating obstructions. In all the
tests, the obstructions had the same design parameters as in the simulations: B external
lobes, r1 = 70 mm (internal radius), r2 − A/2− r1 = 10 mm (base thickness).
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Figure 6.14 PowerFLOW (LBM) simulations with a rotating obstruction
(A = 20 mm): BPF amplification as a function of the corrected
obstruction angular position φc; solid line colors in (a), (b), (c),
and (d) correspond to the probe locations in (e).
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Figure 6.15 PowerFLOW (LBM) results with a static obstruction: BPF am-
plification as a function of the obstruction angular position for all
the probe locations.
Aerodynamic and acoustic measurements were performed with the same equipment and
acquisition parameters described in Section 5.3.
6.3.2 Aerodynamic results
The effect of the obstruction on the pressure rise is presented in Table 6.4. The compression
loss due to the obstruction varies between 0.9 and 4.3 % for a lobe amplitude of 10
and 30 mm, respectively. These values are in agreement with previous studies [Magne
et al., 2013] and shows an excellent agreement with the numerical results presented in
Section 6.2.3.
Table 6.4 Effect of the obstruction lobe amplitude A on the fan performance.
A [mm] ∆Pwall [Pa] Loss [%]
No obs. 297.4 -
10 294.8 0.9
15 289.7 2.6
20 287.1 3.4
25 285.8 3.9
30 284.6 4.3
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Figure 6.16 Photograph of the experimental jig holding the transparent ob-
struction in front of the black rotor (the step motor is visible in
the foreground).
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6.3.3 Acoustic results
As discussed in Section 5.4.2, the following results were obtained for the opening l = 50 mm
which corresponds to the simulated operating point (2500 rpm, 2500 m3/h). Since the
microphone locations were chosen to study the noise directivity in the horizontal plane
and in the upstream direction only, no sound power spectra could be extracted from the
measurements. Comparisons with simulations were thus based on sound pressure levels.
Installation effect
Adding a relatively large structure at the inlet of a fan creates an inlet flow distortion
which may have a significant impact on the acoustic spectrum and particularly on the tonal
noise. Figure 6.17 presents the effect of the jig which was used to hold the obstruction in
front of the fan (see the jig in front of the duct inlet in Figure 5.4). For the two microphone
locations, the jig has no impact on the acoustic signature, neither on the broadband nor
on the tonal noise. This confirms the low disturbance of the inlet flow and thus validates
the use of the obstruction jig.
Estimation of the optimal lobe amplitude
For the estimation of the optimal lobe amplitude the obstruction was rotating at 120 rpm,
which separated the secondary tone from the BPF. Therefore, the obstruction effect
occurred at 393 Hz which corresponds to the addition of the blade passing frequency
BPF = B Ω = 375 Hz and the lobe passing frequency LPF = B Ωo = 18 Hz. The effect of
the obstruction lobe amplitude is presented in Figure 6.18.
Firstly, it should be noted that the broadband noise level and the BPF amplitude are
invariant (Figure 6.18a). This confirms the frequency selectivity of the obstruction. Sec-
ondly, the secondary source level varies linearly with the lobe amplitude (Figure 6.18b),
which confirms one of the assumptions of the methodology (see Section 6.1.1). Finally, the
optimal lobe amplitude is found to be Aopt = 20 mm, which exactly matches the numerical
prediction. The same results were found for the other microphone locations (not presented
here). Therefore, the numerical results presented in Section 6.2.5 are validated.
Additionally, the secondary source level predicted by PowerFLOW at the same location is
in good agreement with the measurements (Figure 6.18b). A 2-dB difference is observed,
but the numerical results follow a similar trend. However, another simulation with a
different lobe amplitude would have been necessary to conclude on this statement.
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Figure 6.18 Effect of the lobe amplitude with a rotating obstruction (micro-
phone on the rotor axis, upstream of the fan).
128 CHAPTER 6. TONAL NOISE CONTROL WITH FLOW OBSTRUCTION
Estimation of the optimal angular position
Following Step 3 of the methodology (see Figure 6.2), measurements with a rotating
obstruction were performed. The lobe amplitude was set to the estimated optimal lobe
amplitude Aopt = 20 mm.
As described in Section 6.1.2, the optimal angular position was extracted from the mi-
crophone time signals. The signals were filtered on a bandwidth which included the
primary and secondary sources, then the signal amplitudes were computed from the Hilbert
transform and averaged in time segments that corresponded to a lobe passing period. In
the present experimental study, the rotation of the obstruction was driven by a step motor,
which implied small variations of the rotating speed. As a result, an averaging based on a
constant rotation speed led to time segments which were out of phase (Figure 6.19a). In or-
der to synchronize the segments, a tachometer probe was added to the setup (Figure 6.20a).
The probe signal gave a reference pulse per rotation which was used to extract the time
segments, resulting in synchronized segments and a better averaging (Figure 6.19b).
In the present measurements, five obstruction speeds Ωo are tested: 60, 80, 100, 120, and
140 rpm. Figure 6.21 presents total amplitude levels as a function of the angular position for
a microphone in the rotor plane. As observed previously in the simulations (see Figure 6.9),
the rotation induces a deviation of the obstruction wake. When the obstruction angle φ
is not corrected (Figure 6.21a), the rotation speed has an effect on the optimal angular
position (curve minimum) because of the wake deviation. However, Figure 6.21b shows
that the angle correction Φc introduced in Section 6.1.2 perfectly compensates the wake
deviation, resulting in similar optimal angles for all the rotation speeds. Since similar
results were found for all the microphones, the angle correction was validated.
Figure 6.22 presents the noise amplification at the BPF as a function of the corrected
angular position, for all the microphones. A small angular shift can be observed between
the microphones in the rotor plane (1, 7, and 8) and the others. This behavior is similar
to what was observed in the numerical results presented in Section 6.2.5. As shown
in Figure 6.22b, a greater obstruction speed results in a larger angle shift between the
two groups of microphones, which is coherent with the aforementioned hypothesis of a
different angle between the obstruction wake and the rotor. Therefore, a low obstruction
speed should be preferred in order to avoid this prediction dissimilarities between the
microphones.
From these results, the optimal angular position (curves minimum) is found to be φc,opt = 14◦
in the present configuration, which is in good agreement with the numerical prediction
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Figure 6.19 Measurements with the obstruction in rotation: effect of the
tachometer synchronization for a microphone on the rotor axis.
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Figure 6.20 Tachometer probe.
130 CHAPTER 6. TONAL NOISE CONTROL WITH FLOW OBSTRUCTION
0 10 20 30 40
60
65
70
75
φ [deg]
|p t
|[
dB
re
.
20
µ
Pa
]
(a) Non corrected angular position φ.
0 10 20 30 40
60
65
70
75
φc [deg]
60 rpm
80 rpm
100 rpm
120 rpm
140 rpm
(b) Corrected angular position φc.
Figure 6.21 Measurements with a rotating obstruction: Total amplitude level as
a function of the angular position for different obstruction rotation
speeds Ωo; microphone in the rotor plane.
(16◦). However, the reference angle (φ = 0◦) is assumed to coincide with the tachometer
pulse, yet the pulse detection was chosen to be as stable as possible, resulting in a detection
at +1 V on a rising edge (see Figure 6.20b). Given the time between the first falling
edge and the chosen detection, an error up to 6◦ may be observed on the reference angle.
Consequently, the optimal angular position may be expected up to 20◦ (φc,opt + 6◦).
Although a tachometer was found to be essential to post-process the time signals with
a rotating obstruction, its setup highlighted some issues that may induce significant
discrepancies in the results. Therefore, paying meticulous attention to the tachometer setup
is strongly recommended in order to extract the reference angle precisely. Alternatively,
the use of a rotary encoder appears to be a better option.
Validation of the optimal angular position
Measurements with a static obstruction at different angular positions were performed to
validate the optimal design. The angular position varied between 0 and 45◦ with a 1circ
step. The attenuation at the BPF as a function of the angular position is presented in
Figure 6.23.
A similar behavior is found for all the microphones, and the curves have, as expected, a 40◦
periodicity (360/L = 40◦). From these results, the optimal angular position is estimated at
φopt = 20◦, which shows a 6◦ difference with prediction made with the rotating obstruction.
6.4. CONCLUSION 131
0 10 20 30 40
−10
−5
0
5
φc [deg]
|p t
|−
|p p
|[
dB
re
.
20
µ
Pa
]
(a) Ωo = 60 rpm.
0 10 20 30 40
−10
−5
0
5
φc [deg]
Mic 1
Mic 2
Mic 3
Mic 4
Mic 5
Mic 6
Mic 7
Mic 8
(b) Ωo = 140 rpm.
Figure 6.22 Measurements with a rotating obstruction: Amplification at the
BPF as a function of the corrected angular position for all the
microphones.
Given the uncertainty of the reference angular position in the measurements with a rotating
obstruction (see Section 6.3.3), this optimal value agrees with the previous result.
When compared with the numerical results, a 4 to 5◦ difference is observed with the
optimal angle computed from simulations (see Sections 6.2.5 and 6.2.5). It should be noted
that an additional uncertainty may come from the visual alignment of the obstruction in
the reference position (φ = 0◦). This may explain the small discrepancy found between
experimental and numerical results.
6.4 Conclusion
In this chapter, a complete investigation of the tonal noise control with flow obstruction
has been successfully conducted.
First, an industrially-applicable numerical methodology was proposed to obtain an optimal
obstruction design for a given fan geometry and operating condition. In the optimization
process, simulations of rotating obstructions allow the separation of the fan and obstruction
contributions to the noise (primary and secondary noise). As a result, the optimal lobe
amplitude and optimal angular position can be predicted with a maximum of six simulations.
Second, two computational approaches were used to predict the noise in the far field: a
hybrid method using the unsteady RANS solver Turb’Flow coupled with a FW-H analogy;
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Figure 6.23 Measurements with a static obstruction: Amplification at the BPF
as a function of the obstruction angular position.
and a direct acoustic propagation method using the LBM solver PowerFLOW . The
obstruction-fan interaction was thoroughly investigated with both approaches. Simulations
highlighted vortex rings formed at the obstruction lobes and convected downstream to the
fan. These structures create an azimuthal variation of the velocity profile which generates a
periodic fluctuation of the blade load. As a result, the main acoustic sources induced by the
obstruction is located on the fan surfaces, and the radiation coming from the obstruction
itself is negligible. Then, a numerical validation of the proposed design methodology was
carried out. Given the computational cost associated with the Turb’Flow simulations, this
study was only conducted with PowerFLOW . Two simulations with rotating obstructions
sufficed to estimate the optimal lobe amplitude Aopt = 20 mm. Then four simulations
at different obstruction rotational speed were performed to investigate the influence of
the speed on the acoustic radiation. Results showed that strong discrepancies between
the microphones appear for obstruction speeds above 60 rpm. However, simulations at
the slowest speeds (Ωo = 30 and 60 rpm) were in excellent agreement, predicting an
optimal obstruction angular position φc,opt = 16◦. Eight additional simulations with a
static obstruction at different angular positions were performed to validate the optimal
angular position. The optimal angle and the noise reduction were in excellent agreement
with the prediction based on the the simulations with a rotating obstruction.
Finally, an experimental investigation was conducted in the fully-anechoic room of the
Université de Sherbrooke. The aerodynamic and acoustic results of this study were in very
good agreement with the numerical predictions. The estimation of the flow rate and the
pressure rise across the fan showed that the PowerFLOW simulations accurately predicted
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the fan performance and the loss due to the addition of an upstream flow obstruction.
Additionally, the acoustic measurements were in excellent agreement with the numerical
results. The broadband noise showed the same frequency modulations up to the mesh cut-
off; and the tonal noise level was very well predicted, which was the most important for this
study. With a rotating obstruction, the measurements performed at several speeds validated
the angular correction introduced in the methodology to account for the obstruction wake
deviation. Moreover, the experiments validated the methodology to design the obstruction.
The excellent agreement between the numerical and experimental results showed that
simulations were able to capture effectively the aeroacoustic mechanisms responsible for
the primary noise, in addition to the effect of obstruction-fan interaction on the tonal noise.
This led to similar predictions of the optimal lobe amplitude for the given installation and
operating condition. As for the optimal angular position, the tests confirmed that the
results are strongly influenced by an excessive obstruction rotation speed which leads to
large discrepancies between the microphones. This validated the similar behavior observed
in the simulations, which implies that the obstruction speed should be kept as low as
possible. Additionally, the measurements with a rotating obstruction highlighted the high
sensitivity of the reference angle detection (φ = 0◦) and suggested that an extra care was
necessary to obtain a good estimation of the optimal angular position. The comparisons
with the simulations showed a good agreement with a rotating obstruction and a small
angular shift with a static obstruction.
Overall, the present study laid the foundation for future numerical investigations and for
the development of industrial tools to reduce tonal noise from low-speed fans.
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CHAPTER 7
CONCLUSION AND PERSPECTIVES
As presented in Chapter 2, the noise radiated by low-speed fans comes from severalcomplex aeroacoustic mechanisms. Although broadband noise has a significant
contribution to the sound power level of the fan, tonal noise creates a harsh acoustic
signature and therefore is of prime interest for fan manufacturers. As a result, numerous
techniques have been developed to mitigate tonal noise. Among those, the adaptive
passive control with flow obstruction is a simple yet efficient method based up to now
on a modification of the fan installation to create an additional acoustic source of same
amplitude but opposite phase of the primary noise. Despite the research conducted on this
technique, the understanding of the obstruction-fan interaction was based on simplified
analytical models and far-field acoustic measurements. Consequently, the aeroacoustic
mechanisms could not be clearly identified. Moreover, the optimization of the obstruction
design relied on extensive experimental tests which could not be applied in an industrial
context.
Using a numerical approach, the present study aimed at better understanding tonal
noise control of low-speed fans with flow obstruction. Additionally, this project had for
objective to develop a industrially-applicable numerical methodology in order to optimize
the obstruction size and shape.
To achieve these objectives, Chapter 3 presented several computational techniques used to
predict the noise radiated by a rotating machine. From the source generation to the sound
propagation, each of them are tailored to a specific problem. Given the flow characteristics
and the geometry of the fan, two suitable aeroacoustic methods were chosen:
— a hybrid approach combining a compressible Navier-Stokes solver, Turb’Flow, to
compute the acoustic sources and an acoustic analogy, FoxWHawk, to predict the
noise at different observer locations in the far field;
— a direct approach using a LBM code, PowerFLOW , which resolves the flow in the
vicinity of the fan and propagates the acoustic waves to far-field locations.
Before applying these methods to the purpose of the thesis, the two approaches were
validated on a test case – the noise radiated by the flow past a cylinder. The precision
and the speed of the different codes were assessed, and the results were compared with
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data found in the literature. The good agreements confirmed the validity of the acoustic
predictions.
Prior to the simulation of the obstruction-fan interaction, the primary acoustic signature
of a fan had to be characterized. For this purpose, Chapter 4 presented a numerical
investigation of the tonal noise radiated by a low-speed ring fan in uniform inlet flow.
Unsteady RANS simulations highlighted upstream vortices formed in the tip-clearance
recirculation. These structures interact with the blade leading edge and, due to their
own rotation, create a periodic fluctuation of the blade load at lower frequency than the
BPF. Based on the wall-pressure data, the resulting subharmonic acoustic radiation was
successfully predicted using a FW-H analogy in the time domain and a compact rotating
dipole formulation in the frequency domain – 1 to 6-dB difference on the sound power
level. However, the main radiation occurring at a different frequency than the BPF, this
configuration was not suitable to study the noise reduction using static flow obstructions.
Consequently, a new configuration was developed in Chapter 5 to enhance the noise at the
BPF. A stator with blunt, cylindrical vanes was placed downstream of the rotor, which
created additional acoustic sources at the BPF from two mechanisms:
— the interaction between the rotor wakes and the stator which induces a periodic
fluctuation of the vane wall pressure;
— the stator potential effect on the rotor which generates a periodic fluctuation of the
blade load.
In addition to the computational simulations performed with Turb’Flow and PowerFLOW ,
an experimental mock-up was designed and built in order to validate the numerical results.
To simplify the tests, the fan was placed in a short duct rather than flush-mounted on
a plenum, as it was the case for the rotor alone. In this new rotor-stator configuration,
the aerodynamic results predicted by the two codes were in good agreement with the
measurements, but the single-blade passage computational domain used in the Turb’Flow
simulation led to very large structures upstream of the rotor which were not visible in
the PowerFLOW simulation. An investigation of the acoustic sources showed that the
stator potential effect created the dominant noise radiated by the fan. In the far field,
the broadband noise prediction from the LBM code was in excellent agreement with the
experiment and, more importantly for the scope of this thesis, the acoustic radiation at
the BPF was also very well predicted with a maximum difference of 2 dB on the SPL in
different directions. However, Turb’Flow significantly underpredicted the radiated noise,
showing the limitation of a single-blade-passage computational domain for this particular
setup. Overall, simulations and measurements characterized the aeroacoustic mechanism
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responsible for the acoustic radiation in this rotor-stator configuration – also called primary
noise – and set the baseline to investigate the tonal noise reduction method using flow
obstruction.
In Chapter 6, a numerical methodology to design the flow obstruction was first proposed.
Based on a minimal number of simulations, this methodology aims at obtaining an optimal
shape and position of the obstruction for a given fan configuration. To succeed, the first
step consists in characterizing the primary noise radiated by the fan. Based on these results,
the number of obstruction lobes is chosen to act on the dominant radiation. The first three
simulations with a flow obstruction evaluate the optimal magnitude of the secondary noise
radiated by the obstruction (controlled by the lobe amplitude or the distance to the fan
depending on the configuration). This is achieved by rotating the obstruction in front of
the fan, which separates the primary and secondary noise in the frequency spectrum. In a
third step, a fourth simulation is performed with the optimal lobe amplitude to determine
the optimal angular position. At this stage, even if the obstruction speed is slow enough to
assume a quasi-static flow at each angular position, the rotation creates an angle between
the obstruction wake and the fan axis. To compensate for this deviation, a correction
angle was proposed. The fourth step of the methodology consists in a last simulation with
a static obstruction to validate the estimated sound reduction with the optimal design.
Overall, the complete characterization of the fan noise and the development of an optimal
obstruction is achieved with a maximum of six simulations.
To validate this methodology and further investigate the obstruction-fan interaction, the
optimization process was applied to the canonical rotor-stator configuration introduced
in Chapter 5. Complete aeroacoustic simulations were performed with Turb’Flow and
PowerFLOW to better understand the effect of the obstruction on the aerodynamic field
which leads to the creation of the secondary acoustic sources. Both codes predicted the
same flow topology around the obstruction. Vortex rings are created at the base of the
lobes and convected downstream to the fan blades. This mechanism generates an azimuthal
fluctuation of the velocity in the fan plane. Similarly to a stator-rotor interaction, the
periodic wall-pressure fluctuations form the secondary source of tonal noise which controls
the noise radiated by the fan. A study of the source locations confirmed this statement.
Since the rotating obstruction generates sources at a different frequency than the BPF, the
analysis of wall-pressure fluctuations at the corresponding frequency confirmed the location
of the sources. Furthermore, the acoustic sources located on the obstruction appeared to
be negligible with respect of the sources located on the fan, even in a configuration where
the obstruction-fan distance was very small – less than a rotor chord.
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Given the large computational cost needed to perform a full simulation with Turb’Flow, the
design methodology was applied and validated using PowerFLOW . Two simulations with
rotating obstructions sufficed to predict the optimal lobe amplitude – the second chosen
amplitude was serendipitously found to be optimal. Using the optimal lobe amplitude,
four additional simulations characterized the influence of the obstruction rotational speed
on the optimal angle prediction. Consistent results were found for the two lowest speeds
(30 and 60 rpm), but, despite the correction angle introduced in the methodology, results
at 120 and 300 rpm differed. At these speeds, large discrepancies were observed between
the probe locations, which suggests that the obstruction wake deviation is large enough to
influence the secondary acoustic sources. Additionally, the assumption of a quasi-steady
state may not be verified at these speeds. Finally, several simulations at different angular
positions confirmed the optimal angular position of the obstruction with only a 1◦ difference.
Moreover, the noise reductions predicted with a static and rotating obstruction were in
excellent agreement (approximately 20 dB on the sound pressure level for this canonical
case).
To validate the numerical design, a complete experimental study was carried out in a fully-
anechoic chamber. Using the same setup presented in Chapter 5, the obstruction was held by
aluminum rods and driven by a step motor. First, flow-rate and wall-pressure measurements
inside the duct characterized the fan aerodynamic performance and the loss induced by
the obstruction. Second, sound pressure measurements at eight locations provided the
necessary information to estimate the optimal lobe amplitude. Five obstruction lobe
amplitudes were tested and results were found in excellent agreement with the simulations.
The optimal lobe amplitude was perfectly predicted (20 mm), which confirmed that the
simulations were able to capture the aeroacoustic phenomena responsible for the secondary
acoustic source. As for the estimation of the optimal angular prediction, five obstruction
speeds were tested (between 60 and 140 rpm). Although the predicted optimal angle
at each microphone was the same for all the speeds, the microphones in the rotor plane
showed some discrepancies which increased with the obstruction speed – a 1◦ difference at
60 rpm and up to a 5◦ difference at 140 rpm. These discrepancies were also observed in
the PowerFLOW results, which supports the assumption that the obstruction wake has a
significant impact on the secondary acoustic sources. With the lowest obstruction speed,
the optimal angular position was found in good agreement with the numerical prediction –
14◦ in the experiment and 16◦ in the simulation. However, the measurements with a static
obstruction at different angular position led to an optimal angle of 20◦. Two uncertainties
can explain this small discrepancy:
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1. the visual alignment of the obstruction to match the reference angle φ = 0◦ (estimated
to 5◦);
2. the pulse detection of the tachometer output (estimated to 6◦).
Overall, the numerical and experimental results obtained in this study were in excellent
agreement. The simulations allowed a better understanding of the aeroacoustic mecha-
nisms responsible for the noise reduction, and an industrially-applicable methodology was
developed and validated in order to obtain an optimal obstruction design prior to any
measurement.
Perspectives
The extensive numerical work presented in this thesis shed some light on the tonal noise
reduction method using a flow obstruction and validated a numerical methodology to obtain
an optimal obstruction design and position for a given fan configuration. Despite the results
obtained, several points are worth being the center of attention in future investigations:
1. It was demonstrated that the magnitude of the secondary acoustic source (in dB)
varies linearly with the obstruction lobe amplitude. Therefore, knowing the slope of
this function for a given configuration will allow the prediction of the optimal lobe
amplitude from a single simulation – instead of three in the proposed methodology.
2. The obstruction speed appears to have a significant influence on the noise directivity
and the optimal angular position. A better understanding of the obstruction-
fan interaction at high obstruction speed will certainly be beneficial to asses the
maximum speed which agrees with results obtained in a static configuration.
3. Test results highlighted the importance of the obstruction reference angle (φ = 0◦)
and its impact on the optimal angular position predicted from the measurements. For
this reason, it is strongly recommended to use a rotary encoder on the obstruction
axis for any experimental work involving rotating obstructions.
Additionally, it should be emphasized that the studied configuration was closer to a
canonical case than a real industrial fan. The primary acoustic radiation was dominated
by the interaction between the stator and the rotor, which led to very coherent sources and
a tonal content concentrated at the BPF. In a real configuration, the acoustic signature
may exhibit additional harmonics. Consequently, the noise reduction method may benefit
from combining different obstruction profiles to obtain a significant noise reduction (e.g.,
a nine-lobe profile to target the BPF and an 18-lobe profile to target its first harmonic).
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The proposed methodology could thus be developed to design obstructions with a more
complex geometry.
To further reduce the computational cost of the obstruction, the numerical study could
be divided into two simulations. Assuming that the fan has no significant effect on
the aerodynamic mechanisms in the vicinity of the obstruction, a simulation with the
obstruction alone could first aim at predicting the transient, periodic velocity profile at the
fan inlet. At this stage, a further investigation of the impact of the obstruction geometry on
the velocity profile could help identify the influence of each parameter (lobe amplitude, base
thickness, obstruction profile) and correlate the results with the Gaussian approximation
used by Gérard et al. [2009b]. Second, the computed velocity profile could be injected into
a simulation with the fan alone to predict the impact on the noise reduction. Furthermore,
a good knowledge of the obstruction wake could help develop analytical models to predict
the influence of a particular design on the acoustic radiation, which may greatly reduce
the computational cost of the methodology.
Finally, the present study focused on the noise reduction of an axial fan. Although flow
obstructions have already been used to reduce tonal noise radiated by centrifugal fans
[Magne et al., 2013; Oddo et al., 2013], it should be noted that the aeroacoustic mechanisms
responsible for the tonal noise are notably different in this configuration (interaction between
the rotor blades and the volute tongue). For this reason, it would be interesting to carry
out a validation of the proposed numerical methodology on a centrifugal fan and assess
the performance of the predicted design.
APPENDIX A
COMPACT ROTATING DIPOLE ANALOGY
This appendix presents the derivation of the compact rotating dipole analogy presentedin Section 3.4.4.
A.1 Time Domain
Lowson’s formulation of the noise radiated by a point fluctuating force Fi in arbitrary
motion is given by [Lowson, 1970]:
p′(x, t) =
[
(xi − yi)
(1−Mt)c0R′
∂
∂t
(
Fi
4piR′(1−Mt)
)]
, (A.1)
where p′(x, t) is the acoustic pressure fluctuation at the observer position x and the
time t, y the source location, c0 the speed of sound, R′ is the source-observer distance,
Mt = ΩR0 c−10 the tangential Mach number at the radius R0 (see sketch in Figure A.1).
Bold characters symbolize vectors, and brackets denote the evaluation at the retarded time
te which verifies the equation:
te − t+ R
′
c0
= 0 (A.2)
where
R′ = |x− y(te)| = |R−R0(te)| =
√
(R−R0(te))2 (A.3)
Given the coordinates of R and R0(te)
R =
∣∣∣∣∣∣∣∣
R sin θ cosϕ
R sin θ sinϕ
R cos θ
R0(te) =
∣∣∣∣∣∣∣∣
R0 cos(Ωte)
R0 sin(Ωte)
0
, (A.4)
we obtain:
|x− y(te)| =
(
R2 − 2RR0 +R20
)1/2
(A.5)
= R
(
1− 2 sin θ cosϕR0
R
cos(Ωte) + sin θ sinϕ
R0
R
sin(Ωte) +
(
R0
R
)2)1/2
(A.6)
= R
(
1− 2 sin θR0
R
cos(Ωte − ϕ) +
(
R0
R
)2)1/2
(A.7)
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e3
e2
e1
Mt = ΩR0 c−10
F
x = (R, θ, ϕ)
R0
θ
ϕ
R′
Figure A.1 Sketch of the compact rotating dipole analogy.
Consequently, the resolution is difficult at the retarded time, but necessary to study time
based mechanisms, such as the beating noise of a helicopter rotor. For any other purpose,
the formulation transformed in the frequency domain appears more convenient.
A.2 Frequency Domain
The Fourier transform F˜ (ω) of a signal F (t) and its inverse are obtained with the following
relations:
F˜ (ω) = 12pi
∫ +∞
−∞
F (t)eiωtdt F (t) =
∫ +∞
−∞
F˜ (ω)e−iωtdω (A.8)
The acoustic pressure in the frequency domain is therefore written:
p˜(x, ω) = 12pi
∫ +∞
−∞
− 14pi
[
R′i
R′2c0(1−Mr) ·
∂
∂t′
(
Fi
1−Mr
)]
t′=te
eiωtdt, (A.9)
where R′i = (xi − yi) and R′ = |x− y|. Using the variable changes τ = te and ∆ = 1−Mr,
we obtain:
τ = t+ R
′(τ)
c0
= 0 dt = dτ
(
1− V
′(τ)
c0
)
= dτ(1−Mr) = ∆dτ (A.10)
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Thus, we can write:
p˜(x, ω) = 12pic0
∫ +∞
−∞
− 14pi
[
R′i
R′2∆ ·
∂
∂τ
(
Fi
∆
)]
τ
eiω(τ−R
′(τ)/c0)∆dτ (A.11)
And, using an integration by parts:
p˜(x, ω) = − 18pi2c0

[
R′i
R′2
eiω(τ−R
′(τ)/c0)Fi
∆
]+∞
−∞︸ ︷︷ ︸
tends towards 0 at the infinity
−
∫ +∞
−∞
∂
∂τ
(
R′i
R′2
eiω(τ−R
′(τ)/c0)
)
Fi
∆dτ

(A.12)
= 18pi2c0
∫ +∞
−∞
 ∂
∂τ
(
R′i
R′2
)
eiω(τ−R
′(τ)/c0)
︸ ︷︷ ︸
negligible in the far field
+ R
′
i
R′2
∂
∂τ
(
eiω(τ−R
′(τ)/c0)
) Fi
∆dτ (A.13)
= 18pi2c0
∫ +∞
−∞
FiR
′
i
R′2∆iω∆e
iω(τ−R′(τ)/c0)dτ (A.14)
= iω8pi2c0
∫ +∞
−∞
FiR
′
i
R′2
eiω(τ−R
′(τ)/c0)dτ (A.15)
In cylindrical and Cartesian coordinates, the force is respectively:
F =
∣∣∣∣∣∣∣∣
FR (Radial)
FT (Tangential)
FA (Axial)
F =
∣∣∣∣∣∣∣∣
FR cos(Ωte)− FT sin(Ωte)
FR sin(Ωte)− FT cos(Ωte)
FA
(A.16)
Therefore, we can write:
FiRi = F ·R′ = F · (R−R0) = [FR cos(Ωτ)− FT sin(Ωτ)]− FRR0︸ ︷︷ ︸
negligible (R0R)
+FAR cos θ (A.17)
Moreover, we have:
R′2 = R2 − 2RR0 sin θ cos(Ωτ − ϕ) +R20 ≈ R2 (A.18)
R′ ≈ R−R0 sin θ cos(Ωτ − ϕ) (A.19)
We thus obtain:
p˜(x, ω) = 18pi2c0
∫ +∞
−∞
R
sin θ
(
FR cos(Ωτ − ϕ)− FT sin(Ωτ − ϕ)
)
+ FA cos θ
R2

× eiω
[
τ− 1
c0
(
R−R0 sin θ cos(Ωτ−ϕ)
)]
dτ
(A.20)
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p˜(x, ω) =iωe
iωR/c0
8pi2c0R
∫ +∞
−∞
∫ +∞
−∞
e
i
[
(ω−ω′)τ−ωR0
c0
sin θ cos(Ωτ−ϕ)
]
×
[
F˜R(ω′) sin θ cos(Ωτ − ϕ)− F˜T (ω′) sin θ sin(Ωτ − ϕ) + F˜A(ω′) cos θ
]
dω′dτ
(A.21)
Using the definition
e−ia cosX =
+∞∑
n=−∞
(−i)nJn(a)e−inX , (A.22)
the expression becomes:
p˜(x, ω) = iωe
iωR/c0
8pi2c0R
∫ +∞
−∞
[
F˜R(ω′) sin θ · I1 − F˜T (ω′) sin θ · I2 + F˜A(ω′) cos θ · I3
]
dω′,
(A.23)
where
I3 =
∫ +∞
−∞
e
i
[
(ω−ω′)τ−ωR0
c0
sin θ cos(Ωτ−ϕ)
]
dτ (A.24)
= 2piΩ e
−iϕω
′−ω
Ω
+∞∑
n=−∞
(−i)nJn
(
ωR0 sin θ
c0
)
δ
(
n+ ω′−ωΩ
)
(A.25)
I1 =
∫ +∞
−∞
e
i
[
(ω−ω′)τ−ωR0
c0
sin θ cos(Ωτ−ϕ)
]
cos(Ωτ − ϕ)dτ (A.26)
= 2piΩ e
−iϕω
′−ω
Ω
+∞∑
n=−∞
(−i)nJ ′n
(
ωR0 sin θ
c0
)
δ
(
n+ ω′−ωΩ
)
(A.27)
I2 =
∫ +∞
−∞
e
i
[
(ω−ω′)τ−ωR0
c0
sin θ cos(Ωτ−ϕ)
]
sin(Ωτ − ϕ)dτ (A.28)
= −2piΩ e
−iϕω
′−ω
Ω
+∞∑
n=−∞
(−i)n nc0
ωR0 sin θ
Jn
(
ωR0 sin θ
c0
)
δ
(
n+ ω′−ωΩ
)
(A.29)
Moreover,
δ
(
n+ ω′−ωΩ
)
= Ω δ
(
ω′ − (ω − nΩ)
)
, (A.30)
and, for ω′ = ω − nΩ,∫ +∞
−∞
F˜ (ω′)e−iϕ
ω′−ω
Ω δ
(
ω′ − (ω − nΩ)
)
dω′ = F˜ (ω − nΩ)einϕ. (A.31)
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Therefore,
p˜(x, ω) =iωe
iωR/c0
4pic0R
+∞∑
n=−∞
(−i)neinϕ
[
F˜R(ω − nΩ) sin θJ ′n
(
ωR0 sin θ
c0
)
+
(
F˜A(ω − nΩ) cos θ − F˜T (ω − nΩ) nc0
ωR0
)
Jn
(
ωR0 sin θ
c0
)]
.
(A.32)
Besides,
F˜ (ω) = 12pi
∫ +∞
−∞
+∞∑
s=−∞
Fse
isΩteiωtdt (A.33)
=
+∞∑
s=−∞
Fs
( 1
2pi
∫ +∞
−∞
ei(ω−sΩ)tdt
)
(A.34)
=
+∞∑
s=−∞
Fs δ(ω − sΩ) (A.35)
and
(−i)n =
(
e−ipi/2
)n
= e−inpi/2 (A.36)
Consequently,
p˜(x, ω) =iωe
iωR/c0
4pic0R
+∞∑
n=−∞
ein(ϕ−
pi
2 )
+∞∑
s=−∞
[
F˜Rs sin θJ ′n
(
ωR0 sin θ
c0
)
+
(
F˜As cos θ − F˜Ts
nc0
ωR0
)
Jn
(
ωR0 sin θ
c0
)]
δ
(
ω − (s+ n)Ω
)
.
(A.37)
With N = n+ s:
p˜(x, ω) =
+∞∑
N=−∞
+∞∑
s=−∞
iωeiωR/c0
4pic0R
ei(N−s)(ϕ−
pi
2 )
[
F˜Rs sin θJ ′N−s(NMt sin θ)
+
(
F˜As cos θ − F˜Ts
N − s
NMt
)
JN−s(NMt sin θ)
]
δ(ω −NΩ)
(A.38)
=
+∞∑
N=−∞
pN(x)δ(ω −NΩ) (A.39)
with pN(x) =
iNΩeiNΩR/c0
4pic0R
+∞∑
s=−∞
ei(N−s)(ϕ−
pi
2 )
[
F˜Rs sin θJ ′N−s(NMt sin θ)
+
(
F˜As cos θ − F˜Ts
N − s
NMt
)
JN−s(NMt sin θ)
] (A.40)
146 APPENDIX A. COMPACT ROTATING DIPOLE ANALOGY
All the previous development is true for a single blade. For a B-blade rotor, the acoustic
pressure can be written
protor =
B∑
j=1
pj(x, t) (A.41)
=
B∑
j=1
p(x, t+ αjΩ ), (A.42)
where αj is the angle between the blade j and j+1. In the frequency domain, the expression
is:
p˜rotor =
B∑
j=1
1
2pi
∫ +∞
−∞
p(x, t+ αjΩ )e
iωtdt (A.43)
Considering the variable changes t′ = t+ αjΩ and dt
′ = dt, one can obtain:
p˜rotor =
B∑
j=1
eiω
αj
Ω · 12pi
∫ +∞
−∞
p(x, t+ αjΩ )e
iωt′dt′︸ ︷︷ ︸
p˜(x,ω)
(A.44)
=
+∞∑
N=−∞
p˜rotor,N δ(ω −NΩ) (A.45)
where
p˜rotor,N =
B∑
j=1
eiαjNpN(x) (A.46)
For B blades equally spaced αj = j · 2piB , yielding a geometric sequence:
B∑
j=1
(
ei
2piN
B
)j  = B if N = mB= 0 if N 6= mB (A.47)
Therefore N = mB and
p˜rotor,mB(x) =
imB2ΩeimBΩR/c0
4pic0R
+∞∑
s=−∞
ei(mB−s)(ϕ−
pi
2 )
[
F˜Rs sin θJ ′mB−s(mBMt sin θ)
+
(
F˜As cos θ − F˜Ts mB−smBMt
)
JmB−s(mBMt sin θ)
] (A.48)
APPENDIX B
COMPUTATIONAL SERVERS
Specifications of the two cluster used for all the computations are reported in Table B.1.Mammoth Series II was used for Turb’Flow computations whereas Mammoth Parallel
II was used for PowerFLOW simulations.
Table B.1 Computational servers specifications (MS is Mammoth Series II; MP
is Mammoth Parallel II).
MS MP
Nodes 308 1632
Cores per nodes 8 24
Processors Intel Xeon E5462 AMD Opteron 6172
Cores per CPU 4 12
CPU frequency 2.8 GHz 2.1 GHz
CPU cache memory 12 Mb 12 Mb
Node memory 16 or 32 Gb 32 Gb
Network InfiniBand DDR InfiniBand QDR
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