In this paper we study hyperelliptic limit cycles of the Liénard systemṡ
Introduction
Consider the real planar polynomial systemsẋ = P n (x, y),ẏ = Q n (x, y), where P n and Q n are polynomials of degree no more than n. The second half of the distinguished Hilbert's 16th problem asks for the maximum number, denoted by H (n), of limit cycles of the above systems. Note that the number shall depend on n only. More than one century has passed, and although close attention has been paid to this problem, it is still far from being solved. In fact, we even do not know if H (2) < ∞. For more details about the background and the progress of the related topics, we refer the reader to [6] or [2] and references therein.
Due to the extreme difficulty of Hilbert's 16th problem, in this paper, we shall restrict our study to a special kind of polynomial systems, the so-called Liénard systems, with particular interest in the existence of hyperelliptic limit cycles of the Liénard systems.
Here we adopt the conventional definition of a limit cycle. Namely, by a limit cycle of a polynomial system we mean that it is an isolated closed orbit of the system. It is called an algebraic limit cycle if it is a limit cycle and is contained in an invariant algebraic curve {F (x, y) = 0}. In particular, if F (x, y) takes the form
F (x, y) := (y + P (x))
2 − Q(x) = 0,
where P and Q are polynomials, then we call the invariant curve hyperelliptic. Correspondingly, if a limit cycle is contained in a hyperelliptic curve, then we call it a hyperelliptic limit cycle. Obviously, a hyperelliptic limit cycle is always algebraic.
A Liénard polynomial differential system of type (m, n), or simply a Liénard system if no confusion arises, is a kind of polynomial system having the forṁ
where f m (x) and g n (x) are polynomials of degrees m and n, respectively, with the following explicit expressions:
There has already been a series of papers devoted to the existence of hyperelliptic limit cycles of the Liénard systems. For example, Wilson [5] constructed a Liénard system of type (2, 5) having an algebraic limit cycle with
Note that this limit cycle is contained in the algebraic curve [y + µx(x 2 − 4)] 2 + x 2 − 4 = 0 and thus it is hyperelliptic.
Odani in [4] proved that if n m and f m g n (f m /g n ) ≡ 0, then the Liénard system has no invariant algebraic curves. Therefore, in this case, it is not possible to have algebraic limit cycles, let alone the hyperelliptic ones. Chavarriga et al [1] and Zoladek [9] also investigated this problem and proved that any Liénard systems of type (0, n), or (1, n), or (2, 4), or (m, m+1) have no algebraic limit cycles.
We note that in Zoladek's paper [9] , he stated that, for m > 1 and n > 1, and (m, n) = (2, 4), there exist Liénard systems of type (m, n) having hyperelliptic limit cycles. However, as shown in [3] , it turns out that if (m, n) = (3, 5) then the Liénard systems (2) can not have hyperelliptic limit cycles, which shows that the arguments in the proof of [9] contain some gaps. In [3] , Llibre and Zhang also proved that in one of the following cases there exist Liénard systems (2) of the type (m, n) which admit hyperelliptic limit cycles: (i) m 2 and n 2m + 1; (ii) m 3 and n = 2m;
Recently, Yu and Zhang in [8] investigated this problem in the case m = 5. They obtained some positive answers to this problem if m = 5, and n = 7, 8, 9. Namely, in these three cases, there exist Liénard systems (2) of type (m, n), which have hyperelliptic limit cycles. For m > 5, m + 1 < n < 2m − 2, however, they leave the problem open [8] .
Open Problem. Does a Liénard system (2) with m > 5 and m + 1 < n < 2m have an algebraic limit cycle?
In this paper, by developing the main ideas in [3, 8, 9] we prove the following result, which gives a positive answer to the above open problem. The paper is organized as follows. In section 2, we collect some known results which will be used to prove theorem 1.1, whereas the detailed proof the theorem is presented in section 3. At the end of the paper, we also provide a brief proof of corollary 1.1.
Preliminaries
In this section, we shall collect some related known results. For the detailed proof of these results, we refer the reader to [3, 8, 9] . However, for the convenience of the reader, below we give an outline of some proofs.
Assume that system (2) has a hyperelliptic invariant curve
Then we have the following assertions:
The polynomial P (x)
in (1) must have degree m + 1, and f m and g n satisfy the relations
3. Assume that the hyperelliptic curve F (x, y) = 0 contains a limit cycle of the Liénard system (2). Since any singular point of (2) must be located on the x-axis, therefore each limit cycle of (2) should intersect the x-axis at two different points, denoted by (s 1 , 0) and (s 2 , 0). Then (i) s 1 and s 2 are real roots of Q(x). If not, from F (x, y) = 0, we know that
This implies that g n (s i ) = 0, and consequently (s i , 0) for i = 1, 2 are singularities of (2) . We are in contradiction with the fact that (s i , 0) for i = 1, 2 belong to a limit cycle, which is impossible since there cannot be any singularity on a limit cycle. (ii) s 1 and s 2 are simple roots of Q(x). Otherwise g n (s i ) = 0, and (s i , 0) is a singularity of (2), which is impossible.
is not a polynomial. (2), (iii) the singularity (α, 0) is a focus or node. Then this closed curve is a limit cycle. In fact, if we suppose the contrary, this closed curve should belong to a period annulus. But the inner bound of the period annulus of an analytic system must contain a singularity (see [7, theorem 1.6] ), and actually the only possible singularity is a focus or a node, which is impossible. 7. If g n (α) = 0, g n (α) > 0 and f m (α) = 0, then (α, 0) is a focus or a node of system (2).
The proof of theorem 1.1
On the basis of the parity and magnitude of n, we will construct four kinds of Liénard systems to prove theorem 1.1.
The case
] n < 2m − 2 with odd n
The proof of the following lemma is elementary and thus omitted. Its geometric meaning can be seen in figure 1 , where the case k = 2 is shown.
Lemma 3.1. For k ∈ N , define the polynomial
where 
where
2, choose x i and y i as in lemma 3.1, denote by v =
. , v, and finally set
is a polynomial of degree m and g n =
We now prove that the Liénard system (2) with f m and g n constructed as above has a hyperelliptic limit cycle. And what is more, it is contained in the algebraic curve
1. Firstly, one has
Then the curve F (x, y) = 0 is an invariant curve of the Liénard system (2). 2. Since Q(x) > 0 in (y 2k−2 , y 2k−1 ), the curve F (x, y) = (y + P (x)) 2 − Q(x) = 0 contains a closed curve in the strip y 2k−2 x y 2k−1 . 3. The polynomial g n (x) has only one zero α ∈ (y 2k−2 , y 2k−1 ), which is a zero of Q (x).
One has g n (α) = −
We have also f m (α) = 0. Otherwise f m (α) = 0 and P (α) = 0, then with
one would have R (α) = 0, but all the roots of R (x) are no more than y 1 − 1 < y 1 , which yields a contradiction.
Hence, according to the results of section 2, the system thus constructed has a hyperelliptic limit cycle.
The case
] n < 2m − 2 with even n
In a parallel way, we have the following lemma, whose proof is also omitted.
Lemma 3.2. For k ∈ N , define the polynomial
is a polynomial of degree m and
We now prove that the Liénard system (2) with f m and g n constructed as above has a hyperelliptic limit cycle contained in the curve F (x, y) = (y + P (x)) 2 − Q(x) = 0. In fact, we have the following.
The curve F (x, y) = (y + P (x))
2 − Q(x) = 0 is an invariant curve of the Liénard system (2). 2. Since Q(x) > 0 in (y 2k−2 , y 2k−1 ), the curve F (x, y) = (y + P (x)) 2 − Q(x) = 0 contains a closed curve in the strip y 2k−2 x y 2k−1 .
3. g n (x) has only one zero α ∈ (y 2k−2 , y 2k−1 ), which is a zero of Q (x).
we would have R (α) = 0, but all the roots of R (x) are no more than x 0 < y 0 , which is a contradiction.
By the results of section 2, the Liénard system with f m , g n as above has a hyperelliptic limit cycle.
The case
] with odd n
, where T 2k (cos θ) = cos(2kθ) is the 2k-th Chebyshev polynomial, then G(x) satisfies the following properties:
Proof.
, 0 < i < 2k is one of its roots, so the polynomial (x − cos π 2k
) is a factor of G (x). The two polynomials have the same degree, thus there exist a constant c so that
It is well known that the leading coefficient of T 2k (x) is 1 2kc 0 , which implies that c = 1.
(ii) It only needs some straightforward calculations. (iii) By (i) and (ii), for 1 i k, cos
is a root of 2k(G(x) + 2c 0 ) with multiplicity at least 2, so (x − cos π 2k
2 is a factor of 2k(G(x) + 2c 0 ). The above two polynomials have the same degree and the same leading coefficient, thus they are the same function. The proof of the second identity is similar.
Lemma 3.4. For 0 1 and non-negative integer v < k, there exist real numbers
for 1 i 2k, and G(x) = c 0 (T 2k (x) − 1), then G(x 2i−1 (0)) = −2c 0 and G(x 2i (0)) = 0, for 1 i k, then all the conditions are satisfied. When = 0, by the implicit function theorem, we only need to show that the associated Jacobian determinant is non-zero.
The associated Jacobian has the form
Here and what follows, (x − x j (0)) means that the term (x − x j (0)) does not appear in the product.
For j > 1, we use the following linear transformation of the matrix: the j th column minus the first column, then the new ith element of the j th column is
For j > 2, we use a new linear transformation on the matrix (b ij ): the j th column minus the second column, then the new ith element of the j th column is
Repeating the same procedure, we obtain at last
The ith element of the (2k − 1)th columnã i(2k−1) =
We now add to the (2k − 2)th column the (2k − 1)th column multiplied by x 2k−1 (0), the new ith element of the (2k − 2)th column, for convenience we rewrite it by a i,2k−2 , is a i,2k−2 =
Repeating the same procedure we obtain 
Recall that x 2k (0) = 1 here. Since
Vandermonde determinant is non-zero, thus J = 0, which finishes the proof. 
The proof is a simple application of the intermediate value theorem (note that −2c 0 < 0 < ), so we omit it. In figure 2 , we demonstrate the locations of these points mentioned in the corollary for the case k = 2.
Let
We now prove that the Liénard system (2) with f m and g n constructed as above has a hyperelliptic limit cycle contained in the curve F (x, y) = (y + P (x)) 2 − Q(x) = 0.
1. It is easy to check that the curve F (x, y) = (y + P (x)) 2 − Q(x) = 0 is an invariant curve of the Liénard system (2). 0 in (z s , y s ) , the curve F (x, y) = (y + P (x)) 2 − Q(x) = 0 contains a closed curve in the strip z s x y s . 3. g n (x) has only one zero α ∈ (z s−1 , y s ), which is a zero of Q (x). 
Since Q(x) >
then R (α) = 0, but all zeros of R (x) are no more than x 2k−2 < z s < α. This leads to a contradiction.
According to the results of section 2, the system that we constructed as above has a hyperelliptic limit cycle. . We have the following results, which are similar to those in the above subsection. .
