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Abstract
This thesis provides an approach to fractional powers of closed linear opera-
tors via a functional calculus for Stieltjes transforms of distributions.
The functional calculus is based on a new algebraic operation for dis-
tributions, namely the Stieltjes convolution. Given distributions U and V ,
their Stieltjes convolution U~V is again a distribution satisfying the product
formula
S[U ~ V ] = S[U ] ·S[V ].
Stieltjes convolution is an associative, commutative, and bilinear oper-
ation. Suitable conditions guarantee that the Stieltjes convolution of inte-
grable functions is an integrable function, too. These results are used to
construct a ~-convolution algebra of distributions with unit.
The definition of the functional calculus is motivated by an operational
calculus for Laplace transforms of distributions due to L. Schwartz. However,
the problems concerning the Stieltjes convolution of integrable functions and
the regularization of distributions require methods which are more involved
than those of L. Schwartz. The principal feature of the functional calculus
is the following: Stieltjes convolution of distributions carries over to com-
position of the corresponding operators. The functional calculus is used to
introduce fractional powers and to prove the power rules.
Keywords: Stieltjes transform, convolution of distributions, fractional
powers of operators.
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Zusammenfassung
In der vorliegenden Arbeit werden gebrochene Potenzen abgeschlossener
linearer Operatoren im Rahmen eines Funktionalkalku¨ls fu¨r Stieltjes-Trans-
formierte von Distributionen konstruiert.
Der Kalku¨l verwendet eine neue algebraische Operation fu¨r Distributio-
nen, die als Stieltjes-Faltung bezeichnet wird. Ist U ~V die Stieltjes-Faltung
der Distributionen U und V , und bezeichnet S die Stieltjes-Transformation,
so gilt der Produktsatz
S[U ~ V ] = S[U ] ·S[V ].
Gezeigt wird, daß die Operation ~ die u¨blichen algebraischen Eigenschaf-
ten einer Faltung wie Bilinearita¨t, Kommutativita¨t und Assoziativita¨t be-
sitzt. Ferner werden hinreichende Bedingungen dafu¨r angegeben, daß die
Stieltjes-Faltung integrierbarer Funktionen wieder eine integrierbare Funk-
tion ist. Dies ermo¨glicht dann die Konstruktion einer ~-Faltungsalgebra mit
Einselement.
Die Definition des Funktionalkalku¨ls fu¨r Stieltjes-Transformierte von Dis-
tributionen ist durch einen Funktionalkalku¨l von L. Schwartz motiviert. Die
Probleme bei der Stieltjes-Faltung integrierbarer Funktionen und bei der Re-
gularisierung von Distributionen erfordern jedoch andere, subtilere Methoden
als bei L. Schwartz. Eine wesentliche Eigenschaft des Kalku¨ls ist, daß er die
Faltung zweier Distributionen in die Verkettung der zugeho¨rigen Operatoren
u¨bersetzt. Als Anwendung des Funktionalkalku¨ls werden gebrochene Poten-
zen eingefu¨hrt und Eigenschaften wie etwa die Potenzgesetze bewiesen.
Schlagwo¨rter: Stieltjes-Transformation, Faltung von Distributionen, ge-
brochene Potenzen von Operatoren.
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Kapitel 0
Einleitung
Ein Funktionalkalku¨l ist ein Homomorphismus, der auf einer Algebra skala-
rer Funktionen definiert ist und in eine Algebra linearer Operatoren abbildet.
Insbesondere wird das Produkt zweier Funktionen auf die Verkettung der zu-
geho¨rigen Operatoren abgebildet. In der Regel ist ein linearer Operator A
gegeben, und jeder Funktion f der Funktionenalgebra soll ein linearer Ope-
rator f(A) zugeordnet werden. Realisiert wurden derartige Kalku¨le zuerst
unter der Voraussetzung, daß A ein beschra¨nkter linearer Operator ist. Dies
gilt beispielsweise fu¨r den Riesz-Dunford-Kalku¨l [7, Ch. VII.3], der auch ge-
brochene Potenzen des gegebenen stetigen linearen Operators liefert. Zu
historischen Vorla¨ufern dieses Kalku¨ls siehe auch [7, Ch. VII.11].
Eine wichtige Erweiterung ist der Fall, daß der gegebene Operator A
der infinitesimale Erzeuger einer Halbgruppe von Operatoren ist. Fu¨r diese
Situation wurden Funktionalkalku¨le erstmals gegen Ende der 40er Jahre ent-
wickelt. E. Hille [13] betrachtete in seinem Kalku¨l Laplace-Transformierte
endlicher Borel-Maße. Erweitert wurde dieser Kalku¨l von R.S. Phillips [32,
33, 34], der damit Konstruktionen von N.P. Romanoff [36], S. Bochner [4]
und W. Feller [10] verallgemeinert hat.
Der Kalku¨l von Hille-Phillips liefert ausschließlich stetige lineare Ope-
ratoren, insbesondere neue Halbgruppen von Operatoren, “untergeordnete
Halbgruppen” in der Terminologie von S. Bochner. Gebrochene Potenzen
des infinitesimalen Erzeugers der gegebenen Halbgruppe ergeben sich auf in-
direktem Wege, und zwar als Erzeuger untergeordneter Halbgruppen. Diese
Methode eignet sich allerdings nur fu¨r Exponenten aus dem Intervall (0, 1).
A.V. Balakrishnan [1] hat die Algebra aus Laplace-Transformierten von
Hille-Phillips durch Verwendung von Multiplikatorfunktionen so erweitert,
daß sein Kalku¨l auch eine direkte Konstruktion gebrochener Potenzen bein-
haltet. Ungefa¨hr gleichzeitig wurden Funktionalkalku¨le fu¨r die Laplace-Trans-
formierten der Distributionen aus dem Raum D ′L1(R+) eingefu¨hrt. Dieser
Distributionenraum wurde von L. Schwartz eingefu¨hrt und auf zwei verschie-
dene Weisen charakterisiert [40]. Beide Charakterisierungen wurden zum
Aufbau von Funktionalkalku¨len verwendet, die eine von L. Schwartz [39]
selbst, die andere von E. Nelson [31], der auf diese Weise auch die gebroche-
nen Potenzen von infinitesimalen Erzeugern erhielt. J.L. Lions-J. Peetre [24]
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haben den Ansatz aus [39] zur Charakterisierung der ganzzahligen Potenzen
von Halbgruppenerzeugern verwendet. Aufgegriffen wurde der Schwartz’sche
Kalku¨l auch in einer Arbeit von J. Faraut [9], in der auch die Konstruktion
gebrochener Potenzen gestreift wird. Umfassende Untersuchungen der ge-
brochenen Potenzen auf der Grundlage des Schwartz’schen Kalku¨ls wurden
von O.E. Lanford-D.W. Robinson [23] und U. Westphal [48] durchgefu¨hrt.
Die gebrochenen Potenzen von Halbgruppenerzeugern lassen sich aber
auch mit Laplace-Transformierten von integrierbaren Funktionen behandeln,
wie U. Westphal [45, 46] gezeigt hat.
Die Konstruktionsprinzipien lassen sich grob in zwei Kategorien einteilen.
Bei der einen Methode wird zuna¨chst eine Darstellung des zu konstruieren-
den Operators auf einer Teilmenge seines Definitionsbereiches angegeben.
Anschließend wird gezeigt, daß der so definierte Operator abschließbar ist,
und seine kleinste abgeschlossene Fortsetzung ist dann der gesuchte Operator.
Diese Methode wird in [1, 31] verwendet. Die zweite Konstruktionsmethode
beruht auf Approximationsprozessen. Sie besitzt gegenu¨ber der erstgenann-
ten Methode den Vorteil, daß der konstruierte Operator auf seinem gesamten
Definitionsbereich dargestellt wird. Die gebrochenen Potenzen ko¨nnen auf
unterschiedliche Weise approximiert werden: durch Marchaud-Integrale [45],
durch gebrochene Differenzen [46] oder mit Hilfe der Regularisierungen von
Distributionen aus dem Raum D ′L1(R+) [9, 23, 48].
Zu neueren Arbeiten u¨ber Halbgruppenerzeuger siehe [3, 38, 47]. Eine
etwas allgemeinere Klasse von Operatoren wird in [5] betrachtet.
In dieser Arbeit ist gerade der Fall von Interesse, daß der gegebene lineare
Operator A kein Halbgruppenerzeuger ist.
Einen Funktionalkalku¨l fu¨r abgeschlossene Operatoren mit unbeschra¨nk-
ter Resolventenmenge wurde 1950 von A.E. Taylor [44] entwickelt. Dieser
Kalku¨l liefert wieder abgeschlossene Operatoren, darunter die ganzzahligen
Potenzen des gegebenen Operators.
Gebrochene Potenzen wurden gegen Ende der 50er Jahre von M.A. Kras-
nosel’ski˘ı-P.E. Sobolevski˘ı [21] fu¨r invertierbare, abgeschlossene Operatoren
eingefu¨hrt. Ungefa¨hr zu dieser Zeit hat A.V. Balakrishnan [2] gebrochene Po-
tenzen fu¨r eine sehr allgemeine Klasse abgeschlossener Operatoren definiert.
Seine Konstruktion wurde von verschiedenen Autoren aufgegriffen [22, 25, 26,
27, 28, 30]. H. Komatsu [20] hat die gebrochenen Potenzen von Operatoren
aus derselben Klasse wie in [2] nach einer anderen Methode eingefu¨hrt und
ihre Eigenschaften ausfu¨hrlich studiert. Einen Funktionalkalku¨l, der auch ge-
brochene Potenzen entha¨lt, wurde von F. Hirsch [14, 15, 16] eingefu¨hrt und
in ju¨ngerer Zeit von C. Mart´ınez-M. Sanz [29] weiterentwickelt. Die Kon-
struktionen in [2, 20, 14, 15, 16, 25, 29] beruhen allesamt auf dem Prinzip
der kleinsten abgeschlossenen Fortsetzung.
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Dagegen haben H.W. Ho¨vel-U. Westphal [17] gebrochene Potenzen abge-
schlossener Operatoren durch einen Grenzprozeß definiert. Diese Methode
bietet, wie bereits erwa¨hnt wurde, den Vorteil, daß die Potenzen auf ihrem
gesamten Definitionsbereich dargestellt werden.
Das Hauptziel dieser Arbeit ist die Konstruktion gebrochener Poten-
zen abgeschlossener linearer Operatoren im Rahmen eines Funktionalkal-
ku¨ls fu¨r Stieltjes-Transformierte von Distributionen aus einer Teilmenge von
D ′L1(R+).
Als Vorbild im weiteren Sinne dient der Kalku¨l von L. Schwartz, der in
seiner urspru¨nglichen Form [39] aber auf eine allgemeinere Darstellungstheo-
rie von Halbgruppen in lokalkonvexen Ra¨umen abzielt und nicht auf gebro-
chene Potenzen von Operatoren eingeht. Die Konstruktion der gebrochenen
Potenzen ist durch eine Arbeit von U. Westphal [48] motiviert, in der ein
Funktionalkalku¨l fu¨r Laplace-Transformierte von Distributionen entwickelt
wurde, um hierdurch einen systematischen Zugang zu den gebrochenen Po-
tenzen der infinitesimalen Erzeuger von gleichma¨ßig beschra¨nkten Halbgrup-
pen der Klasse (C0) zu ermo¨glichen. Demgegenu¨ber wird in dieser Arbeit
eine allgemeinere Klasse abgeschlossener linearer Operatoren betrachtet.
Die Einfu¨hrung des Funktionalkalku¨ls in dieser Arbeit unterscheidet sich
auch wesentlich von dem Ansatz, den F. Hirsch zur Definition seines Funktio-
nalkalku¨ls benutzt hat. Dies ermo¨glicht hier insbesondere die Konstruktion
der gebrochenen Potenzen fu¨r beliebige positive Exponenten, wa¨hrend die
Konstruktion in [14] nur Exponenten zwischen Null und Eins zula¨ßt.
Neu ist insbesondere die Stieltjes-Faltung von Distributionen, die hier
die Rolle der Laplace’schen Faltung im Kalku¨l von L. Schwartz einnimmt.
Da die Stieltjes-Faltung wesentlich “spro¨der” als die Laplace’sche Faltung zu
handhaben ist, erfordert der Aufbau des Kalku¨ls erheblich mehr Aufwand.
Stieltjes’sche Faltungsprodukte wurden bisher ausschließlich fu¨r Funktionen
konstruiert [17, 41, 28]. Die Faltung ermo¨glicht es, das Produkt der Trans-
formierten zweier Distributionen wieder als Transformierte einer Distribution
darzustellen. Mit Hilfe der Stieltjes-Transformation lassen sich Faltungsglei-
chungen von Distributionen herleiten, die durch den Kalku¨l in eine Verket-
tung von Operatoren u¨bersetzt werden.
Die Stieltjes-Transformation bzw. -Faltung von Distributionen wird je-
weils in zwei Varianten eingefu¨hrt. Ein wesentlicher Teil dieser Arbeit ist der
Theorie der Stieltjes-Faltung gewidmet.
Das Kapitel 1 dieser Arbeit referiert einige Aussagen u¨ber Distributionen.
Die Ausfu¨hrungen konzentrieren sich auf eine spezielle Klasse von Distribu-
tionen, die sogenannten integrierbaren Distributionen.
In Kapitel 2 wird die Stieltjes-Transformation fu¨r Distributionen einge-
6
fu¨hrt. Als Vorbild dient die Definition der Laplace-Transformation von Dis-
tributionen, deren Tra¨ger nach unten beschra¨nkt ist. Die klassische Stieltjes-
Transformation wird derart modifiziert, daß die Potenzfunktion (0,∞) 3 s 7→
sα fu¨r jedes α ≥ 0 als Transformierte einer geeigneten Distribution dargestellt
werden kann.
Gegenstand des Kapitels 3 sind zwei algebraische Operationen fu¨r Distri-
butionen, die verschiedene Varianten einer Stieltjes-Faltung sind. Jede die-
ser beiden Faltungsoperationen korrespondiert zu einer der beiden Stieltjes-
Transformationen, die in Kapitel 2 eingefu¨hrt wurden. Gezeigt wird, daß
die beiden Stieltjes-Faltungen a¨hnliche algebraische Eigenschaften besitzen,
wie sie aus der Literatur von der Laplace’schen Faltung von Distributionen
bekannt sind. Von besonderer Bedeutung sind die Faltungsprodukte inte-
grierbarer Funktionen.
In Kapitel 4 wird schließlich der Funktionalkalku¨l fu¨r eine Klasse abge-
schlossener linearer Operatoren entwickelt, mit dessen Hilfe die gebrochenen
Potenzen derartiger Operatoren konstruiert und Eigenschaften wie die Po-
tenzgesetze hergeleitet werden. Außerdem wird der Nachweis erbracht, daß
die so definierten gebrochenen Potenzen zu den Konstruktionen in [2, 20, 17,
14] a¨quivalent sind.
An dieser Stelle mo¨chte ich Frau Prof. Dr. U. Schmidt-Westphal fu¨r ihre
Unterstu¨tzung und fu¨r die Betreuung dieser Arbeit ganz herzlich danken.
Herrn Prof. Dr. G. Mu¨hlbach danke ich fu¨r seine freundliche Bereitschaft,
das Korreferat zu dieser Dissertation zu u¨bernehmen.
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Kapitel 1
Hilfsmittel aus der
Distributionentheorie
Dieses Kapitel entha¨lt einige speziellere Aussagen und Schreibweisen fu¨r Dis-
tributionen. Weitere Bezeichnungen sind im Symbolverzeichnis auf S. 71
erla¨utert. Fu¨r die allgemeine Theorie der Distributionen sei auf die Literatur
verwiesen, z.B. auf die Bu¨cher von L. Schwartz [40], I.M. Gelfand-G.E. Shi-
lov [12] und J. Horva´th [18].
Der Wert des linearen Funktionals U an der Stelle ϕ wird mit 〈U, ϕ〉
bezeichnet. Eine Funktion f , die zuna¨chst nur auf einer offenen Teilmenge
des Rn definiert ist, wird stets trivial auf den ganzen Rn fortgesetzt, und
die Fortsetzung wird dann wieder mit f bezeichnet. Die Aussage “f geho¨rt
zu L1(0,∞)” soll stets ausdru¨cken, daß f auf (−∞, 0) verschwindet. Eine
lokal integrierbare Funktion wird mit der von ihr erzeugten regula¨ren Distri-
butionen identifiziert, und fu¨r die beiden Objekte wird dieselbe Bezeichnung
verwendet.
Dagegen werden die Schreibweisen fu¨r gewo¨hnliche und distributionelle
Ableitungen unterschieden. Ist κ = (κ1, . . . , κn) ∈ Nn0 ein n-dimensionaler
Multiindex der Ordnung |κ| := κ1+. . .+κn, so bezeichnet ∂κϕ = ∂κ11 · · · ∂κnn ϕ
die gewo¨hnliche Ableitung der |κ|-mal differenzierbaren Funktion ϕ : Rn → R
zum Multiindex κ. Die distributionelle Ableitung von U ∈ D ′(Rn) zum
Multiindex κ wird mit DκU bezeichnet und ist wie u¨blich durch
〈DκU, ϕ〉 := 〈U, (−1)|κ|∂κϕ〉 , ϕ ∈ D(Rn)
definiert.
Von besonderer Bedeutung fu¨r diese Arbeit sind die Ra¨ume der integrier-
baren Distributionen D ′L1(R
n), die wie in [40, Ch. VI, §8] und [18, Ch. 4,
§5] als topologische Duale geeigneter Funktionenra¨ume eingefu¨hrt werden
(vgl. auch die Ra¨ume K ′{Mp} in [12] und [11]). Dafu¨r sei zuna¨chst
B(Rn) := {ϕ ∈ C∞(Rn) ; ∂κϕ ist beschra¨nkt fu¨r alle κ ∈ Nn0} .
B(Rn) ist mit der lokalkonvexen Topologie versehen, die von der abza¨hlba-
ren Halbnormenschar (pκ)κ∈Nn0 erzeugt wird, wobei pκ : B(R
n) → R durch
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pκ(ϕ) := ‖∂κϕ‖∞, definiert ist. B(Rn) entha¨lt den Vektorraum C∞c (Rn), der
aber nicht dicht in B(Rn) liegt. Die Abschließung von C∞c (Rn) in B(Rn) ist
der Raum
B˙(Rn) :=
{
ϕ ∈ C∞(Rn) ; lim
‖u‖→∞
∂κϕ(u) = 0 fu¨r alle κ ∈ Nn0
}
. (1.1)
D ′L1(R
n) ist definiert als der topologische Duale des lokalkonvexen Raumes
B˙(Rn), wenn dieser die von B(Rn) induzierte Relativtopologie tra¨gt. Ein
lineares Funktional U : B˙(Rn) → R ist genau dann in D ′L1(Rn), wenn ein
m ∈ N0 und ein C > 0 derart existieren, daß fu¨r alle ϕ ∈ B˙(Rn) gilt:
|〈U, ϕ〉| ≤ C max
|κ|≤m
‖∂κϕ‖∞ . (1.2)
Die Einschra¨nkung eines linearen Funktionals U ∈ D ′L1(Rn) auf den Vek-
torraum C∞c (Rn) ist stetig bezu¨glich der Topologie von D(Rn), d.h. U ist
eine Distribution. Ist umgekehrt U ∈ D ′(Rn) derart, daß (1.2) fu¨r alle
ϕ ∈ C∞c (Rn) gilt, so besitzt U genau eine stetige Fortsetzung auf B˙(Rn).
Somit kann D ′L1(R
n) als ein Unterraum von D ′(Rn) aufgefaßt werden.
Die von einer lokal integrierbaren Funktion f erzeugte regula¨re Distribu-
tion ist genau dann in D ′L1(R
n), wenn f eine integrierbare Funktion ist. Wie
L. Schwartz [40, Ch. VI, §8, Th. XXV] gezeigt hat, geho¨rt eine Distributi-
on U ∈ D ′(Rn) genau dann zu D ′L1(Rn), wenn U eine endliche Summe von
Ableitungen integrierbarer Funktionen ist, etwa
U =
∑
|κ|≤m
Dκfκ, (1.3)
wobei m ∈ N0 und fκ ∈ L1(Rn) fu¨r alle κ ∈ Nn0 mit |κ| ≤ m. Dies ist genau
dann der Fall, wenn fu¨r jede Testfunktion ϕ ∈ C∞c (Rn) die Faltung U ∗ ϕ
zu L1(Rn) geho¨rt. Zu beachten ist, daß die Darstellung (1.3) im allgemeinen
nicht eindeutig bestimmt ist.
Jede integrierbare Distribution besitzt gema¨ß dem Satz von Hahn-Banach
eine stetige Fortsetzung auf B(Rn), die im allgemeinen aber nicht eindeu-
tig bestimmt ist. Die Eindeutigkeit der Fortsetzung ist garantiert, wenn der
Raum B mit einer geeigneten Topologie versehen wird [40, p. 203]. Alterna-
tiv la¨ßt sich eine eindeutige Fortsetzung auch mit Hilfe einer Approximation
der Eins (%ν)ν∈N konstruieren (vgl. [6]). Eine Folge (%ν)ν∈N aus C∞c (Rn) heißt
Approximation der Eins, wenn sie in B(Rn) beschra¨nkt ist und wenn zu je-
der kompakten Menge K ⊂ Rn ein natu¨rliche Zahl ν0 ∈ N derart existiert,
daß %ν(u) = 1 fu¨r alle ν ≥ ν0 und alle u ∈ K. Diese Eigenschaften von
(%ν)ν∈N garantieren, daß fu¨r jedes ϕ ∈ B˙(Rn) die Folge (%ν · ϕ)ν∈N in B˙(Rn)
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gegen ϕ konvergiert. Ist ϕ ∈ B(Rn), so ist die Folge (%ν ·ϕ)ν∈N in B(Rn) be-
schra¨nkt, und sie konvergiert mit allen ihren Ableitungen punktweise gegen
die entsprechende Ableitung von ϕ.
Stellt man U ∈ D ′L1(Rn) wie in (1.3) dar und ist (%ν)ν∈N eine Approxima-
tion der Eins aus C∞c (Rn), so wird durch
〈Uˆ , ϕ〉 := lim
ν→∞
〈U, %ν · ϕ〉
=
∫
Rn
∑
|κ|≤m
(−1)|κ| fκ(u) ∂κϕ(u) du, ϕ ∈ B(Rn), (1.4)
ein stetiges lineares Funktional Uˆ : B(Rn)→ R definiert. Die Definition von
Uˆ ist unabha¨ngig sowohl von der Wahl der Approximation der Eins als auch
von der Darstellung (1.3). Die Konvergenzaussage limν→∞〈Uˆ , ϕν〉 = 〈Uˆ , ϕ〉
gilt bereits, wenn die Folge (ϕν) beschra¨nkt in B(Rn) ist und mit allen ihren
Ableitungen punktweise gegen die entsprechende Ableitung von ϕ ∈ B(Rn)
konvergiert. Im Folgenden wird jede integrierbare Distribution mit ihrer
durch (1.4) definierten Fortsetzung identifiziert.
Der Tra¨ger einer Distribution U ist bekanntlich die kleinste abgeschlossene
Menge F ⊂ Rn derart, daß 〈U, ϕ〉 = 0 fu¨r alle ϕ ∈ D(Rn) mit F∩suppϕ = ∅.
Fu¨r den Tra¨ger der Distribution U wird ebenfalls das Symbol suppU verwen-
det. Ist U eine integrierbare Distribution, so ist 〈U, ϕ〉 = 0 sogar fu¨r jede
Funktion ϕ ∈ B(Rn), deren Tra¨ger in Rn \ suppU enthalten ist. Wie in der
Literatur u¨blich, bezeichnet E ′(Rn) den Raum der n-dimensionalen Distribu-
tionen mit kompaktem Tra¨ger. E ′(Rn) ist ein Unterraum von D ′L1(R
n). Im
Fall der Raumdimension n = 1 bezeichnet D ′(R+) die Menge aller Distribu-
tionen aus D ′(R), deren Tra¨ger in R+ enthalten ist, und entsprechend ist das
Symbol D ′L1(R+) zu verstehen. Fu¨r alle U ∈ D ′L1(R+) ko¨nnen die Funktionen
fκ in der Darstellung (1.3) aus L
1(0,∞) gewa¨hlt werden, also fκ(u) = 0 fu¨r
u < 0. Zum Beweis dieser Aussage vgl. [9, p. 298, Prop. 0.5].
Das Produkt U · % einer integrierbaren Distribution U ∈ D ′L1(Rn) und
einer Funktion % ∈ B(Rn) ist die Distribution aus D ′L1(Rn) mit
〈U · %, ϕ〉 := 〈U, % · ϕ〉 ∀ ϕ ∈ B(Rn).
Das Tensorprodukt U ⊗ V der Distributionen U ∈ D ′(Rm) und V ∈
D ′(Rn) ist die eindeutig bestimmte Distribution in D ′(Rm+n), welche die
Bedingung
〈U ⊗ V, ϕ⊗ ψ〉 = 〈U, ϕ〉 · 〈V, ψ〉 ∀ ϕ ∈ D(Rm), ψ ∈ D(Rn) (1.5)
erfu¨llt. Dabei ist das Tensorprodukt ϕ ⊗ ψ : Rm+n → R der Funktionen
ϕ : Rm → R und ψ : Rn → R definiert durch
(ϕ⊗ ψ)(u, v) := ϕ(u) · ψ(v) ∀ u ∈ Rm, v ∈ Rn.
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Das Tensorprodukt ist eine bilineare (d.h. eine bezu¨glich jeder Komponente
lineare) Operation. Fu¨r Tensorprodukte mit drei Faktoren gilt das Assozia-
tivgesetz. Fu¨r den Tra¨ger des Tensorproduktes gilt die Formel
supp(U ⊗ V ) = suppU × suppV.
Bei der Anwendung des Tensorproduktes U ⊗ V auf eine Testfunktion Φ ∈
D(Rm+n) gilt der verallgemeinerte Satz von Fubini:
〈U ⊗ V, Φ〉 = 〈U(u), 〈V (v), Φ(u, v)〉〉 = 〈V (v), 〈U(u), Φ(u, v)〉〉 . (1.6)
In dieser Gleichung wird implizit ausgedru¨ckt, daß die Abbildungen Rm 3
u 7→ 〈(V (v), Φ(u, v)〉 bzw. Rn 3 v 7→ 〈(U(u), Φ(u, v)〉 Testfunktionen sind,
auf die sich die Distribution U bzw. V anwenden la¨ßt. Dabei bedeutet die
Schreibweise U(u), daß die Distribution U auf Funktionen der Variablen u
wirkt, und entsprechend ist die Notation V (v) zu interpretieren.
Wichtig ist hier wieder der Spezialfall, daß U zu D ′L1(R
m) und V zu
D ′L1(R
n) geho¨rt. Die Darstellung (1.3) liefert, daß U ⊗ V ∈ D ′L1(Rm+n). Die
Beziehung (1.5) gilt dann sogar fu¨r alle ϕ ∈ B(Rm) und alle ψ ∈ B(Rn),
und die Gleichung (1.6) sowie die sich anschließenden Bemerkungen gelten
ganz entsprechend fu¨r Funktionen aus B˙(Rm+n) bzw. aus B(Rm+n).
Ein einfaches, aber wichtiges Beispiel einer integrierbaren Distribution ist
das Dirac-Maß δ{a} mit Tra¨ger im Punkt a ∈ Rn, das bekanntlich durch〈
δ{a}, ϕ
〉
:= ϕ(a), ϕ ∈ B˙(Rn)
definiert ist. Speziell setzt man δ := δ{0}. Im Fall der Raumdimension n = 1
wird die k-te Ableitung Dkδ von δ (k ∈ N0) mit δ(k) bezeichnet. δ(k) geho¨rt
fu¨r alle k ∈ N0 zu D ′L1(R+).
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Kapitel 2
Stieltjes-Transformierte von
Distributionen
2.1 Die gewo¨hnliche Stieltjes-Transformation
Stieltjes-Transformierte von Funktionen und Maßen sind ein klassisches The-
ma der Analysis (siehe z.B. [49]). Genu¨gt ein signiertes Borel-Maß µ auf R+
der Bedingung ∫ ∞
0
1
s+ u
d |µ| (u) <∞ ∀ s > 0, (2.1)
so ist seine Stieltjes-Transformierte S[µ] : (0,∞)→ R definiert durch
S[µ](s) :=
∫ ∞
0
1
s+ u
dµ(u), s > 0. (2.2)
Stieltjes-Transformierte von Distributionen haben demgegenu¨ber eine er-
heblich geringere Beachtung erfahren. In [35] werden Stieltjes-Transformierte
von solchen Distributionen betrachtet, die Ableitung einer lokal integrierba-
ren Funktion sind. Diese Klasse von Distributionen entha¨lt aber nicht den
Raum D ′L1(R+), der in dieser Arbeit von Bedeutung sein wird.
Der Definitionsbereich der Stieltjes-Transformation S wird in diesem Ab-
schnitt auf eine Menge von Distributionen, die den Raum D ′L1(R+) entha¨lt,
ausgedehnt. Als Vorbild dient die Definition der Laplace-Transformation fu¨r
temperierte Distributionen, deren Tra¨ger nach unten beschra¨nkt ist (siehe
z.B. [51, Ch. 8.3]). Der Definitionsbereich der Stieltjes-Transformation kann
aber nicht so weit gefaßt werden wie derjenige der Laplace-Transformation.
Der Grund dafu¨r ist, daß der Kern der Laplace-Transformation u 7→ e−uz eine
viel schneller abfallende Funktion als der Kern der Stieltjes-Transformation
u 7→ 1/(s+ u) ist.
Eine formale Definition der Stieltjes-Transformierten S[U ] der Distribu-
tion U ist
S[U ](s) := 〈U(u), 1/(s+ u)〉 .
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Eine exakte Definition erfordert aber neben gewissen Bedingungen an U ,
daß der Kern der Stieltjes-Transformation als eine auf ganz R definierte,
unendlich oft differenzierbare Funktion aufgefaßt werden kann. Dazu wa¨hlt
man fu¨r jedes s > 0 eine Funktion χs aus B˙(R) derart, daß
χs(u) =
1
s+ u
∀ u ∈ (−ε,∞) (2.3)
fu¨r ein ε ∈ (0, s).
Definition 2.1. Ist U ∈ D ′(R+) derart, daß U · χs ∈ D ′L1(R+) fu¨r alle
s > 0, so heißt U Stieltjes-transformierbar. Die Funktion S[U ] : (0,∞)→ R,
definiert durch
S[U ](s) := 〈U · χs, 1〉 (s > 0)
heißt dann die gewo¨hnliche Stieltjes-Transformierte von U .
Hierbei ist die Anwendung der Distribution U ·χs auf die konstante Funk-
tion 1 ∈ B(R) im Sinne von (1.4) unter Verwendung einer Approximation
der Eins erkla¨rt. Das Ergebnis 〈U · χs, 1〉 ha¨ngt nicht von der Wahl der
Funktion χs ab: Erfu¨llt auch ψs ∈ B˙(R) die Bedingung (2.3), so verschwin-
det die Differenz χs − ψs auf einer offenen Obermenge des Tra¨gers von U ,
und es folgt 〈U · (χs − ψs), 1〉 = 0, also 〈U · χs, 1〉 = 〈U · ψs, 1〉.
Jede Distribution U ∈ D ′L1(R+) ist Stieltjes-transformierbar, und es gilt:
S[U ](s) = 〈U, χs〉 ∀ s > 0.
Offenbar bildet die Menge aller Stieltjes-transformierbaren Distributionen
einen linearen Teilraum von D ′(R+), und S ist eine lineare Abbildung.
Die Transformation S wird als gewo¨hnliche Stieltjes-Transformation be-
zeichnet, um sie von einer anderen Transformation zu unterscheiden, die im
na¨chsten Abschnitt eingefu¨hrt wird. Der Bedarf fu¨r diese neue Transformati-
on ergibt sich aus den Anwendungen im Kapitel 4 dieser Arbeit. Dort wird fu¨r
jedes k ∈ N0 eine Distribution aus D ′L1(R+) beno¨tigt, deren Stieltjes-Trans-
formierte die Potenzfunktion (0,∞) 3 s 7→ sk ist. Fu¨r die S-Transformation
existieren jedoch keine Distributionen in D ′L1(R+), die diese Forderung erfu¨l-
len. Dies ist eine Konsequenz daraus, daß die gewo¨hnliche Stieltjes-Transfor-
mierte S[U ] einer Distribution U ∈ D ′L1(R+) die Grenzwerteigenschaft
lim
s→∞
S[U ](s) = 0
besitzt, die mit Hilfe der Darstellung von U als endliche Summe von Ablei-
tungen von Funktionen aus L1(0,∞) leicht zu zeigen ist.
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2.2 Die modifizierte Stieltjes-Transformation
Definition 2.2. Ist U ∈ D ′(R+) eine Stieltjes-transformierbare Distributi-
on, so heißt die Funktion S[U ] : (0,∞)→ R, definiert durch
S[U ](s) := 1/s S[U ](1/s)
die modifizierte Stieltjes-Transformierte von U .
Der Wert von S[U ] an der Stelle s > 0 ergibt sich damit aus
S[U ](s) = 〈U · ψs, 1〉 ,
wobei fu¨r jedes s > 0 eine Funktion χ1/s ∈ B˙(R) wie in (2.3) zu wa¨hlen und
ψs := 1/s χ1/s zu setzen ist. Die Funktion ψs geho¨rt dann zu B˙(R) und hat
die Darstellung
ψs(u) =
1
1 + su
(2.4)
fu¨r u aus einer offenen Obermenge von R+. Daher ist die S-Transformier-
te eines signierten Borel-Maßes µ auf R+, das die Bedingung (2.1) erfu¨llt,
gegeben durch
S[µ](s) =
∫ ∞
0
1
1 + su
dµ(u) ∀ s > 0. (2.5)
Ist f : (0,∞)→ R eine meßbare Funktion mit∫ ∞
0
|f(u)|
u
du <∞,
so la¨ßt sich die gewo¨hnliche Stieltjes-Transformierte S[f ] auch als modifizierte
Stieltjes-Transformierte S[g] einer integrierbaren Funktion g darstellen. Ist
na¨mlich g : (0,∞) → R definiert durch g(v) := 1/v f(1/v), so liefert die
Substitution v = 1/u, daß
S[f ](s) =
∫ ∞
0
f(u)
s+ u
du =
∫ ∞
0
1/v f(1/v)
1 + sv
dv = S[g](s)
fu¨r alle s ≥ 0. Dabei konvergieren die Integrale absolut, was fu¨r s = 0 gerade
g ∈ L1(0,∞) bedeutet.
Die gewo¨hnlichen Stieltjes-Transformierten zweier integrierbarer Distri-
butionen sind genau dann gleich, wenn ihre modifizierten Stieltjes-Transfor-
mierten u¨bereinstimmen. Daher ist jede Eindeutigkeitsaussage fu¨r die S-
Transformation zu einer u¨ber die S-Transformation a¨quivalent. Zwei Funk-
tionen f, g ∈ L1(0,∞) stimmen u¨berein, wenn sie dieselbe S-Transformierte
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besitzen, und dies ist genau dann der Fall, wenn f und g dieselbe S-Transfor-
mierte besitzen. In Kapitel 3.2.5 wird eine Teilmenge von D ′L1(R+) angege-
ben, deren Elemente durch ihre Stieltjes-Transformierte eindeutig bestimmt
sind.
Abschließend werden noch einige konkrete Stieltjes-Transformierte von
Distributionen aus D ′L1(R+) berechnet. Diese Beispiele zeigen insbesonde-
re, daß sich die Potenzfunktion (0,∞) 3 s 7→ sk fu¨r jedes k ∈ N0 als S-
Transformierte einer integrierbaren Distribution darstellen la¨ßt.
Beispiel 2.3. Nach (2.5) ist S[δ{λ}](s) = 1/(1 + λs) fu¨r alle s > 0.
Beispiel 2.4. Fu¨r k ∈ N gilt:
S
[ 1
k!
δ(k)
]
(s) = sk ∀ s > 0. (2.6)
Zum Beweis dieser Aussage sei s > 0 und sei ψs ∈ B˙(R) mit ψs(u) =
1/(1 + su) fu¨r alle u ≥ 0. Dann ergibt sich die Gleichung (2.6) unmittelbar
aus
S[δ(k)](s) =
〈
δ, (−1)kψ(k)s
〉
=
k! sk
(1 + su)k+1
∣∣∣∣
u=0
= k! sk.
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Kapitel 3
Stieltjes-Faltung von
Distributionen
In diesem Kapitel werden auf dem Raum D ′L1(R) die beiden Operationen
 und ~ eingefu¨hrt, die den in Kapitel 2 eingefu¨hrten Stieltjes-Transforma-
tionen S bzw. S angepaßt sind und die beide als Stieltjes-Faltung bezeich-
net werden. Diese Bezeichnung ist dadurch gerechtfertigt, daß das Produkt
der Stieltjes-Transformierten zweier Distributionen als Transformierte ihrer
Faltung dargestellt werden kann. Die Eigenschaften der ~-Faltung werden
ausfu¨hrlicher studiert, weil mit ihrer Hilfe in Kapitel 4 ein Funktionalkalku¨l
fu¨r eine Klasse abgeschlossener Operatoren entwickelt wird.
3.1 Die gewo¨hnliche Stieltjes-Faltung
Dieser Abschnitt behandelt die Stieltjes-Faltung , die je zwei Distributionen
U, V ∈ D ′L1(R+) eine Stieltjes-transformierbare Distribution UV zuordnet,
so daß
S[U  V ] = S[U ] · S[V ]. (3.1)
Eine Stieltjes-Faltung lokal integrierbarer, Stieltjes-transformierbarer Funk-
tionen wurde bereits von H.W. Ho¨vel-U. Westphal [17] definiert. Im Ab-
schnitt 3.1.3 wird gezeigt, daß diese Faltung unter natu¨rlichen Voraussetzun-
gen mit der -Faltung von Funktionen aus L1(0,∞) u¨bereinstimmt.
3.1.1 Definition der gewo¨hnlichen Stieltjes-Faltung
Die Definition der Stieltjes-Faltung von Distributionen orientiert sich an der
Definition der klassischen Faltung von Distributionen. Das Analogon zur
Gleichung (3.1) ist der Produktsatz fu¨r die Laplace-Transformation von Dis-
tributionen (vgl. [51, Ch. 8]): Besitzen U, V ∈ D ′(R+) die Laplace-Transfor-
miertenL [U ] bzw. L [V ], so ergibt sich die Laplace-TransformierteL [U∗V ]
der Distribution U ∗ V als das Produkt
L [U ∗ V ] = L [U ] ·L [V ]. (3.2)
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Dabei ist U ∗ V definiert durch
〈U ∗ V, χ〉 := 〈U ⊗ V, χ+〉 (3.3)
fu¨r alle χ ∈ D(R), wobei die Funktion χ+ : R2 → R jeweils durch χ+(u, v) :=
χ(u+v) gegeben ist. Aufgrund der Gu¨ltigkeit der Gleichung (3.2) wird U ∗V
auch als Laplace’sche Faltung von U und V bezeichnet. Die Definition der
Operation ∗ verwendet neben dem Tensorprodukt von Distributionen auch
die lineare Abbildung χ 7→ χ+, die jeder auf R definierten Testfunktion χ die
auf dem R2 definierte, unendlich oft differenzierbare Funktion χ+ zuordnet.
Zum Beweis der Gleichung (3.2) wa¨hlt man fu¨r χ den Kern der Laplace-
Transformation, d.h. fu¨r festes z > 0 ist χ(u) = exp(−uz), u > 0. Entschei-
dend ist dann, daß die Funktionalgleichung der Exponentialfunktion eine
Darstellung der Funktion χ+ als Tensorprodukt χ⊗ χ erlaubt, da
χ+(u, v) = χ(u) · χ(v) ∀ u, v ≥ 0.
Analog zur Definition der Laplace’schen Faltung ∗ verwendet die Defi-
nition der Operation  das Tensorprodukt von Distributionen und einen
linearen Operator ∆, der C∞c (R) in C∞(R2) abbildet. Die Definition des
Operators ∆ muß so getroffen werden, daß die Gleichung (3.1) erfu¨llt wird.
Dies ist der Fall, wenn ∆ dem in (2.3) definierten Kern χs (s > 0) von S eine
Funktion ∆[χs] zuordnet, die sich durch das Tensorprodukt χs⊗χs darstellen
la¨ßt.
Um einen Ausdruck fu¨r ∆[χ] zu erhalten, der linear von χ abha¨ngt, wird
die Multiplikation mit −s als linearer Operator auf dem eindimensionalen
Banachraum R aufgefaßt. χs(u) ist dann gerade der Wert der Resolvente
R(u;−s) von −s an der Stelle u > 0. Mit Hilfe der Resolventengleichung
ergibt sich die Beziehung
χs(u) · χs(v) = R
(
u;−s)R(v;−s) = −R(u;−s)−R(v;−s)
u− v
= −χs(u)− χs(v)
u− v
(3.4)
fu¨r alle u, v > 0 mit u 6= v. Die Definition des Operators ∆ ergibt sich
daraus, daß man im Differenzenquotienten in (3.4) die Funktion χs durch ein
beliebiges χ ∈ C1(R) ersetzt.
Definition 3.1. Fu¨r χ ∈ C1(R) sei ∆[χ] : R2 → R,
∆[χ](u, v) :=

χ(u)− χ(v)
u− v fu¨r u 6= v,
χ′(u) fu¨r u = v.
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∆[χ](u, v) ist gerade die dividierte Differenz erster Ordnung der Funktion
χ zu den Stu¨tzstellen u, v ∈ R. Diese ist bekanntlich von der Reihenfolge der
Argumente u und v unabha¨ngig. Ferner sei festgehalten, daß der Operator
∆ : C1(R)→ C(R2) linear ist.
Der Operator ∆ wurde bereits implizit in den Arbeiten [14, 29] verwendet.
In [29] wurde der Fall betrachtet, daß das lineare Funktional
C1(R+) 3 χ 7→
∫
R+×R+
∆[χ] d(µ⊗ ν) (3.5)
ein Stieltjes-transformierbares Maß auf R+ ist, wenn µ und ν Stieltjes-trans-
formierbare Maße auf R+ sind. Das durch (3.5) definierte Funktional wird im
allgemeinen jedoch kein Maß, sondern eine Distribution sein, wie das folgende
Beispiel zeigt. Ist µ := ν := δ{λ}, wobei λ > 0, so gilt fu¨r alle χ ∈ C1(R):
〈µ⊗ ν, ∆[χ]〉 =
∫
R+×R+
∆[χ] d(µ⊗ ν) = χ′(λ) = 〈−Dδ{λ}, χ〉 , (3.6)
und −Dδ{λ} ist kein Maß.
Daß die Zuordnung χ 7→ 〈U ⊗ V, ∆[χ]〉 fu¨r U, V ∈ D ′L1(R) tatsa¨chlich eine
Distribution definiert, ergibt sich aus dem Abbildungsverhalten des Opera-
tors ∆, das nun untersucht wird.
Lemma 3.2. Ist χ in C∞(R), so geho¨rt ∆[χ] zu C∞(R2), und fu¨r alle k,m ∈
N0 und alle (u, v) ∈ R2 gilt:
∂k1∂
m
2 ∆[χ](u, v) =
∫ 1
0
(1− t)k tm χ(k+m+1)((1− t)u+ tv) dt. (3.7)
Beweis. Fu¨r k = m = 0 gilt die Gleichung (3.7) nach dem Hauptsatz der
Analysis, und fu¨r beliebige k,m ∈ N0 ergibt sie sich durch Differentiation
unter dem Integral. Aus der Darstellung (3.7) ergibt sich dann auch die
Stetigkeit der partiellen Ableitungen von ∆[χ].
Satz 3.3. ∆ ist eine stetige lineare Abbildung jeweils von B(R) in B(R2)
und von B˙(R) in B˙(R2).
Beweis. Fu¨r χ ∈ B(R) folgt aus der Gleichung (3.7), daß∥∥∂k1∂m2 ∆[χ]∥∥∞ ≤ ∥∥χ(k+m+1)∥∥∞ ∀ k,m ∈ N0.
Insbesondere ist ∆[χ] ∈ B(R2), und ∆ ist als Abbildung vonB(R) inB(R2)
stetig. Somit ist auch die Restriktion von ∆ auf den Unterraum B˙(R) von
B(R) stetig, und zu zeigen bleibt die Grenzwerteigenschaft
lim‖(u,v)‖→∞ ∂k1∂
m
2 ∆[χ](u, v) = 0 (3.8)
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fu¨r χ ∈ B˙(R) und k,m ∈ N0.
Dafu¨r sei ε > 0. Mit Hilfe der Leibnizregel zur Ableitung von Produkten
ergibt sich die Existenz von Konstanten C0, C1, . . . , Ck+m ≥ 0 derart, daß
∣∣∂k1∂m2 ∆[χ](u, v)∣∣ ≤ k+m∑
j=0
Cj
∥∥χ(j)∥∥∞ |u− v|j−k−m−1 (3.9)
fu¨r alle u, v ∈ R mit u 6= v. Man wa¨hle R > 0 so, daß die rechte Seite
von (3.9) fu¨r |u− v| > R kleiner als ε ist und daß ∣∣χ(k+m+1)(w)∣∣ < ε, falls
|w| > R.
Dann gilt fu¨r alle u, v ∈ R mit max {|u| , |v|} > 2R, daß∣∣∂k1∂m2 ∆[χ](u, v)∣∣ < ε. (3.10)
Ist na¨mlich |u− v| > R, so gilt diese Aussage gema¨ß der Wahl von R. Ist
jedoch |u− v| ≤ R, so ist |(1− t)u+ tv| > R fu¨r alle t ∈ [0, 1], und die
Ungleichung (3.10) ergibt sich mit Hilfe der Darstellung (3.7).
Definition 3.4. Fu¨r U, V ∈ D ′L1(R) setze U  V : B(R)→ R,
〈U  V, χ〉 := 〈U ⊗ V, −∆[χ]〉 , χ ∈ B(R).
U  V heißt die gewo¨hnliche Stieltjes-Faltung von U und V .
Fu¨r alle U, V ∈ D ′L1(R) ist die Stieltjes-Faltung U V als Verkettung der
stetigen linearen Abbildungen−∆ : B(R)→ B(R2) und U⊗V : B(R2)→ R
wieder in D ′L1(R).
Ein einfaches Beispiel einer -Faltung liefert die Gleichung (3.6). Sie
besagt gerade, daß δ{λ}  δ{λ} = Dδ{λ}, λ > 0.
3.1.2 Eigenschaften der gewo¨hnlichen Stieltjes-Faltung
Es wird nun gezeigt, daß die Operation  a¨hnliche Eigenschaften wie die La-
place’sche Faltung von Distributionen besitzt und daß sie die Gleichung (3.1)
erfu¨llt, was ja eine Zielsetzung dieses Abschnittes war. Zuna¨chst wird der
Tra¨ger der Distribution U  V untersucht.
Lemma 3.5. Fu¨r χ ∈ C1(R) gilt: supp∆[χ] ⊂ (suppχ×R)∪ (R× suppχ).
Beweis. Ist χ ∈ C1(R), so verschwindet die Funktion ∆[χ] auf der offenen
Menge (R \ suppχ)2. Nach Definition des Tra¨gers gilt dann: supp∆[χ] ⊂
R2 \ (R \ suppχ)2 = (suppχ× R) ∪ (R× suppχ).
19
Kapitel 3. Stieltjes-Faltung von Distributionen
Ist der Tra¨ger von χ kompakt, so ist nach Lemma 3.5 der Tra¨ger von
∆[χ] in der Vereinigung zweier achsenparalleler Streifen im R2 enthalten.
Im Unterschied hierzu ist der Tra¨ger der Funktion χ+ aus der Definition
der Laplace’schen Faltung [siehe (3.3)] in einem Streifen enthalten, der zur
Nebendiagonalen des R2 parallel ist. Daher ergibt sich fu¨r den Tra¨ger der
gewo¨hnlichen Stieltjes-Faltung U  V eine andere Formel als fu¨r den Tra¨ger
der Laplace’schen Faltung U ∗ V , der gerade die Summe der Tra¨ger von U
und V ist.
Satz 3.6. Fu¨r U, V ∈ D ′L1(R) ist der Tra¨ger der Distribution U  V in der
Vereinigung der Tra¨ger von U und V enthalten.
Beweis. Seien U, V ∈ D ′L1(R) und F := suppU ∪ suppV . Dann ist F
abgeschlossen, und der Tra¨ger der Distribution U ⊗ V ist in F 2 enthalten.
Ist nun χ ∈ B(R) derart, daß suppχ ⊂ R \ F , so ist nach Lemma 3.5
der Tra¨ger der Funktion ∆[χ] in R2 \ F 2 enthalten und daher 〈U  V, χ〉 =
〈U ⊗ V, −∆[χ]〉 = 0.
Folgerung 3.7. D ′L1(R+) und E
′(R) sind abgeschlossen bezu¨glich der -
Faltung.
Folgerung 3.7 zeigt, daß mit den Stieltjes-transformierbaren Distributio-
nen U, V ∈ D ′L1(R+) auch ihr Faltungsprodukt U  V Stieltjes-transformier-
bar ist. Daß der Zusammenhang zwischen den gewo¨hnlichen Stieltjes-Trans-
formierten von U , V und UV tatsa¨chlich durch die Gleichung (3.1) gegeben
wird, ist die Aussage des na¨chsten Satzes.
Satz 3.8. Fu¨r U, V ∈ D ′L1(R+) gilt: S[U  V ] = S[U ] · S[V ].
Beweis. Sei s > 0 und χs ∈ B˙(R) derart, daß (2.3) gilt. Gema¨ß Satz 3.3
geho¨rt die Funktion −∆[χs] zu B˙(R2). Fu¨r alle (u, v) aus einer offenen
Obermenge des Tra¨gers von U ⊗ V ist −∆[χs](u, v) = χs(u) ⊗ χs(v). Aus
der Definition des Tra¨gers und den Eigenschaften des Tensorproduktes folgt
dann, daß
〈U ⊗ V, −∆[χs]〉 = 〈U ⊗ V, χs ⊗ χs〉 = 〈U, χs〉 · 〈V, χs〉 .
Diese Gleichung bedeutet gerade, daß S[U  V ](s) = S[U ](s) · S[V ](s).
Aus Satz 3.8 folgt, daß in D ′L1(R+) kein Einselement der -Faltung exi-
stiert. Wa¨re na¨mlich e ∈ D ′L1(R+) ein Einselement, so mu¨ßte S[e] die kon-
stante Funktion 1 sein. Dies ist aber unmo¨glich, weil S[e] im Unendlichen
verschwindet, wie zum Ende des Abschnittes 2.1 dargelegt wurde.
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Zum Beweis des Assoziativgesetzes fu¨r die -Faltung ist es zweckma¨ßig,
eine “Iterierte” ∆2 des Operators ∆ dadurch einzufu¨hren, daß fu¨r jedes χ ∈
C∞(R) die Abbildung ∆2[χ] : R3 → R durch
∆2[χ](u, v, w) := ∆[∆[χ](·, w)](u, v)
definiert wird. Dann ist ∆2[χ](u, v, w) die dividierte Differenz zweiter Ord-
nung von χ zu den Stu¨tzstellen u, v, w ∈ R.
Die fu¨r den Beweis des Assoziativgesetzes beno¨tigten Eigenschaften der-
artiger Funktionen ∆2[χ] gibt das folgende Lemma.
Lemma 3.9. Ist χ ∈ B(R), so ist ∆2[χ] ∈ B(R3), und es gilt:
∆2[χ](u, v, w) = ∆2[χ](v, w, u) ∀ (u, v, w) ∈ R3. (3.11)
Beweis. Analog zur Darstellung der partiellen Ableitungen der Funktion
∆[χ] in (3.7) la¨ßt sich der Wert der partiellen Ableitung ∂k1∂
l
2∂
m
3 ∆
2[χ](u, v, w)
von ∆2[χ] darstellen als∫ 1
0
∫ 1
0
(1− t)k tl (1− τ)k+l+1 τm ·
· χ(k+l+m+2)((1− τ)[(1− t)u+ tv] + τw) dt dτ,
fu¨r alle (u, v, w) ∈ R3 und alle k, l,m ∈ N0. Hieraus ergibt sich dann, daß
die Funktion ∂k1∂
l
2∂
m
3 ∆
2[χ] stetig und beschra¨nkt ist.
Die Gleichung (3.11) ist ein Spezialfall der bekannten Tatsache, daß die
dividierten Differenzen unabha¨ngig von der Reihenfolge der Stu¨tzstellen sind.
Die algebraischen Eigenschaften der -Faltung sind im na¨chsten Satz
zusammengestellt.
Satz 3.10. Die gewo¨hnliche Stieltjes-Faltung ist bilinear, kommutativ und
assoziativ.
Beweis. Die Kommutativita¨t ergibt sich daraus, daß ∆[χ] fu¨r alle χ ∈ B(R)
eine symmetrische Funktion ihrer Argumente ist. Die Bilinearita¨t folgt aus
der entsprechenden Eigenschaft des Tensorproduktes, und zu zeigen bleibt
noch das Assoziativgesetz. Dafu¨r seien U, V,W ∈ D ′L1(R) und χ ∈ B(R).
Dann gilt:
〈 (U  V )W, χ〉 = 〈W (w), 〈 (U  V )(z), −∆[χ](z, w)〉〉
= 〈W (w), 〈U(u)⊗ V (v), ∆[∆[χ](·, w)](u, v)〉〉 ,
21
Kapitel 3. Stieltjes-Faltung von Distributionen
denn fu¨r jedes feste w ∈ R geho¨rt die Funktion −∆[χ](·, w) zu B(R). Da
(U ⊗ V )⊗W ∈ D ′L1(R3) und da nach Lemma 3.9 ∆2[χ] ∈ B(R3), folgt
〈 (U  V )W, χ〉 = 〈(U ⊗ V )⊗W, ∆2[χ]〉 .
Wegen der Assoziativita¨t des Tensorprodukts und wegen (3.11) ergibt sich
derselbe Ausdruck auch fu¨r 〈U  (V W ), χ〉 .
Hinsichtlich der Distributionenableitung verha¨lt sich die-Faltung anders
als die Laplace’sche Faltung ∗. Wa¨hrend sich die Ableitung von U ∗ V auf
einen der beiden Faktoren U und V “abwa¨lzen” la¨ßt, gilt fu¨r die Ableitung
von U  V die Formel
D(U  V ) = DU  V + U DV, (3.12)
die der klassischen Poduktregel fu¨r Ableitungen von Funktionen a¨hnelt. Der
Beweis von (3.12) beruht auf der Gleichung ∆[χ′] = ∂1∆[χ] + ∂2∆[χ].
3.1.3 Faltungsprodukte regula¨rer Distributionen
Wa¨hrend die Laplace’sche Faltung zweier integrierbarer Funktionen stets
eine integrierbare Funktion ist, muß dies fu¨r ihre -Faltung nicht gelten.
D.V. Widder hat zwei integrierbare Funktionen f1, f2 : (0,∞) → R an-
gegeben, fu¨r die das Produkt S[f1] · S[f2] nicht als S-Transformierte einer
integrierbaren Funktion dargestellt werden kann [17]. Dies bedeutet insbe-
sondere, daß die Distribution f1  f2 keine integrierbare Funktion ist.
Unter zusa¨tzlichen Voraussetzungen an die zu faltenden Funktionen f1, f2
la¨ßt sich dennoch zeigen, daß f1f2 eine integrierbare Funktion ist. In diesem
Fall stimmt f1  f2 mit der von H.W. Ho¨vel-U. Westphal [17] eingefu¨hrten
Stieltjes-Faltung u¨berein. Diese Faltung ist durch ein Integral definiert, des-
sen Integrand eine spezifische Struktur besitzt. Es ist zweckma¨ßig, hierfu¨r
eine abku¨rzende Bezeichnung einzufu¨hren.
Fu¨r f : (0,∞) → R sei der Kern K[f ] : (0, 1) × (0,∞) → R definiert
durch
K[f ](t, u) :=
t−1 f(t−1u)− f(tu)
t− 1 , 0 < t < 1, u > 0. (3.13)
In [17] wird die Stieltjes-Faltung f1 ∗∗f2 : (0,∞) → R der lokal integrier-
baren, Stieltjes-transformierbaren Funktionen f1, f2 : (0,∞) → R definiert
durch
(f1 ∗∗f2)(u) := −f1(u)
∫ 1
0
K[f2](t, u) dt− f2(u)
∫ 1
0
K[f1](t, u) dt (3.14)
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fu¨r fast alle u ∈ (0,∞). Die Funktion f1 ∗∗f2 ist wohldefiniert und erfu¨llt die
Produktformel
S[f1 ∗∗f2] = S[f1] · S[f2],
wenn f1 und f2 fu¨r alle s > 0 folgende Bedingungen erfu¨llen [17, Th. 1.1]:∫ ∞
0
∫ 1
0
1
s+ u
|fi(u)K[fj](t, u)| dt du <∞ fu¨r i, j = 1, 2 und i 6= j.
(3.15)∫ ∞
0
1
s+ tu
|f1(tu)f2(u) + f1(u)f2(tu)| du <∞ f.u¨. auf (0, 1). (3.16)
Werden die Voraussetzungen (3.15) und (3.16) durch a¨hnliche, aber sta¨r-
kere Bedingungen an f1 und f2 ersetzt, so la¨ßt sich die oben angeku¨ndigte
Aussage u¨ber f1  f2 zeigen.
Satz 3.11. Genu¨gen die Funktionen f1, f2 ∈ L1(0,∞) den Bedingungen∫ ∞
0
∫ 1
0
|fi(u)K[fj](t, u)| dt du <∞ fu¨r i, j = 1, 2 und i 6= j, (3.17)∫ ∞
0
|f1(tu)f2(u) + f1(u)f2(tu)| du <∞ fu¨r fast alle t ∈ (0, 1), (3.18)
so ist f1  f2 wieder in L1(0,∞), und f1  f2 = f1 ∗∗f2.
Der Beweis ist vo¨llig analog zu dem von [17, Th. 1.1] und wird daher nicht
ausgefu¨hrt.
Eine Stieltjes-Faltung von holomorphen Funktionen, die noch gewisse
Grenzwert- und Integrabilita¨tsbedingungen erfu¨llen, wurde von C. Mart´ınez-
M. Sanz [28] implizit verwendet (siehe dort Lemma 2.12 und Lemma 2.13).
Unter geeigneten Voraussetzungen stimmt diese Faltung - bis auf das Vor-
zeichen - mit der Stieltjes-Faltung von Ho¨vel-Westphal u¨berein. Fu¨r eine
Stieltjes-Faltung von Funktionen aus Lp(0,∞) mit p > 1 siehe [41].
3.2 Die modifizierte Stieltjes-Faltung
3.2.1 Definition der modifizierten Stieltjes-Faltung
Ziel dieses Abschnittes ist es, mittels der Operation ~ je zwei Stieltjes-trans-
formierbaren Distributionen U, V ∈ D ′L1(R+) eine Stieltjes-transformierbare
Distribution U ~ V zuzuordnen, so daß
S[U ~ V ] = S[U ] ·S[V ]. (3.19)
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Zielsetzung und Vorgehensweise sind also a¨hnlich denen bei der Einfu¨h-
rung der -Faltung. In diesem Abschnitt bedarf es eines linearen Operators
q : C1(R)→ C(R2) mit der folgenden Eigenschaft: Fu¨r jedes positive s ord-
net q dem in (2.4) definierten Kern ψs von S eine Funktion q[ψs] zu, die sich
durch das Tensorprodukt ψs ⊗ ψs darstellen la¨ßt.
Definition 3.12. Es sei m : C1(R) → C1(R) definiert durch m[χ](u) :=
u · χ(u) fu¨r u ∈ R, χ ∈ C1(R). Ferner sei der Operator q : C1(R) → C(R2)
definiert durch q := ∆ ◦m.
Fu¨r jedes χ ∈ C1(R) la¨ßt sich die stetige Funktion q[χ] : R2 → R darstel-
len durch
q[χ](u, v) :=

u · χ(u)− v · χ(v)
u− v falls u 6= v,
χ(u) + u · χ′(u) falls u = v.
Zwischen den Abbildungen ∆ und q besteht auch der Zusammenhang
q[χ](u, v) = χ(u) + v ·∆[χ](u, v) = χ(v) + u ·∆[χ](u, v) ∀ u, v ∈ R.
Fu¨r die Anwendung des Operators m auf das Produkt χ · ψ mit χ, ψ ∈
C1(R) gilt offensichtlich die Beziehung m[χ · ψ] = χ ·m[ψ]. Die Ableitungen
der Funktion m[χ] ergeben sich fu¨r χ ∈ C∞(R) nach der Leibnizregel zu
m[χ](k) = m[χ(k)] + k · χ(k−1) fu¨r alle k ∈ N0.
Fu¨r U, V ∈ D ′L1(R) soll das lineare Funktional U ~ V , a¨hnlich wie die
Distribution U  V , als Verkettung des Tensorproduktes U ⊗ V mit einem
linearen Operator, na¨mlich q, definiert werden. Dabei muß q auf einen Teil-
raum von C∞(R) eingeschra¨nkt werden, so daß der Wertebereich dieser Re-
striktion im Definitionsbereich von U ⊗ V , also in B(R2), enthalten ist. An-
ders als der Operator ∆ bildet jedoch q den Raum B(R) nicht in B(R2) ab.
Diese Tatsache fu¨hrt, im Vergleich zur -Faltung, zu gewissen Einschra¨n-
kungen bei den Aussagen u¨ber die ~-Faltung.
Eine denkbare Wahl fu¨r den Definitionsbereich von U~V wa¨re der Raum
D(R), da mit χ auchm[χ] eine Testfunktion ist. Um die Produktformel (3.19)
zu zeigen, muß U ~V aber auf einem Funktionenraum definiert sein, der den
Kern der Stieltjes-Transformation entha¨lt. Diese Forderung wird nicht von
D(R) erfu¨llt, sondern vom Urbild des Raumes B(R) unter der Abbildung m.
Fu¨r diesen Funktionenraum soll eine eigene Bezeichnung verwendet werden.
Definition 3.13. Sei B1(R) :=
{
χ ∈ B˙(R) ; m[χ] ∈ B(R)}. Der Vek-
torraum B1(R) trage die lokalkonvexe Topologie, die von den Halbnormen
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pk, qk : B1(R)→ R mit pk(χ) :=
∥∥χ(k)∥∥∞ bzw. qk(χ) := ∥∥m[χ](k)∥∥∞ (k ∈ N0)
erzeugt wird.
Eine Funktion χ ∈ C∞(R) geho¨rt genau dann zu B1(R), wenn sie fu¨r
alle k ∈ N0 die Bedingung supu∈R
∣∣u · χ(k)(u)∣∣ < ∞ erfu¨llt. Die Topo-
logie von B1(R) ist die gro¨bste lokalkonvexe Topologie, bezu¨glich der so-
wohl die natu¨rliche Einbettung von B1(R) in B˙(R) als auch die Abbildung
m : B1(R)→ B(R) stetig sind. B1(R) la¨ßt sich fu¨r eine geeignete Wahl der
Funktionen Mp, p ∈ N0, auch als ein Raum K{Mp} im Sinne von Gelfand-
Shilov [12, II, Ch. II] auffassen.
Es bezeichne B′1(R) den topologischen Dualraum von B1(R). Dann ist
die Restriktion jedes linearen Funktionals U ∈ B′1(R) auf C∞c (R) eine Dis-
tribution, und die Einschra¨nkung jeder integrierbaren Distribution auf den
Raum B1(R) geho¨rt zu B′1(R).
Die Definition des lokalkonvexen RaumesB1(R) und des Operators q sind
gerade so getroffen worden, daß q eine stetige, lineare Abbildung von B1(R)
inB(R2) ist. Sind U, V ∈ D ′L1(R), so ist die Verkettung der stetigen, linearen
Abbildungen U ⊗ V : B(R2)→ R und q : B1(R)→ B(R2) ein Element von
B′1(R) und damit insbesondere eine Distribution. Dieses lineare Funktional
ist dann das Faltungsprodukt U ~ V von U und V .
Definition 3.14. Fu¨r U, V ∈ D ′L1(R) setze U ~ V : B1(R)→ R,
〈U ~ V, χ〉 := 〈U ⊗ V, q[χ]〉 , χ ∈ B1(R).
U ~ V heißt die modifizierte Stieltjes-Faltung von U und V .
Das Funktional U ~ V ist durch seine Restriktion auf den Unterraum
C∞c (R) von B1(R) eindeutig bestimmt. Zwischen den Faltungsprodukten
U ~ V und U  V besteht offensichtlich der Zusammenhang
〈U ~ V, χ〉 = 〈U  V, −m[χ]〉 ∀ χ ∈ B1(R). (3.20)
Die Distribution U ~ V wird sich als Stieltjes-transformierbar erweisen,
aber sie ist im allgemeinen nicht integrierbar. Daher wird in Abschnitt 3.2.4
eine Teilmenge von D ′L1(R+) konstruiert, die abgeschlossen bezu¨glich der ~-
Faltung ist.
Ein einfaches Beispiel zu Definition 3.14 ist die ~-Faltung von ganzzahli-
gen Ableitungen des Dirac-Maßes δ.
Beispiel 3.15. Sind k, l ∈ N0, so ist
1
k!
δ(k) ~ 1
l!
δ(l) =
1
(k + l)!
δ(k+l),
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denn fu¨r alle χ ∈ B1(R) gilt:〈
δ(k) ~ δ(l), χ
〉
= (−1)k+l∂k1∂l2∆[m[χ]](0, 0)
=
(3.7)
(−1)k+l
∫ 1
0
(1− t)k tlm[χ](k+l+1)(0) dt
= (−1)k+l · Γ(k + 1)Γ(l + 1)
Γ(k + l + 2)
· (k + l + 1) · χ(k+l)(0)
=
k! l!
(k + l)!
〈
δ(k+l), χ
〉
.
3.2.2 Eigenschaften der modifizierten Stieltjes-Faltung
Fu¨r den Tra¨ger der modifizierten Stieltjes-Faltung U ~V von U, V ∈ D ′L1(R)
gilt eine a¨hnliche Formel wie fu¨r den Tra¨ger der gewo¨hnlichen Stieltjes-
Faltung von U und V (siehe Satz 3.6).
Satz 3.16. Sind U, V ∈ D ′L1(R), so ist supp(U ~ V ) ⊂ suppU ∪ suppV .
Auf einen Beweis wird verzichtet, da die Argumentation aus dem Beweis
von Satz 3.6 weitgehend u¨bernommen werden kann.
Folgerung 3.17. E ′(R) ist abgeschlossen bezu¨glich der ~-Faltung.
Gezeigt wird nun, daß die ~-Faltung mit Distributionen, deren Tra¨ger
kompakt ist, nicht aus D ′L1(R) herausfu¨hrt.
Proposition 3.18. Ist U ∈ D ′L1(R) und V ∈ E ′(R), so ist U ~V ∈ D ′L1(R).
Beweis. Sei U ∈ D ′L1(R) und V ∈ E ′(R). Es bezeichne 1 die konstante
Funktion mit Wert 1. Da 1 ∈ B(R), ist 〈V, 1〉 wohldefiniert. Ferner be-
zeichne ι die Identita¨tsabbildung auf R. Dann ist V · ι eine Distribution mit
kompakten Tra¨ger, die insbesondere zu D ′L1(R) geho¨rt. Daher existiert die
gewo¨hnliche Stieltjes-Faltung U  (V · ι) und ist wieder in D ′L1(R). Gezeigt
wird nun, daß
U ~ V = 〈V, 1〉 U − U  (V · ι). (3.21)
Fu¨r alle χ ∈ C∞c R gilt na¨mlich:
〈U ~ V, ϕ〉 = 〈U(u)⊗ V (v), χ(u) + ι(v)∆[χ](u, v)〉
= 〈U(u)⊗ V (v), χ(u)⊗ 1(v)〉+ 〈U(u)⊗ (V (v)ι(v)), ∆[χ](u, v)〉
= 〈U, χ〉 〈V, 1〉 − 〈U  (V · ι), χ〉 .
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Der Blick auf (3.21) zeigt, daß U ~ V die Linearkombination zweier Distri-
butionen aus D ′L1(R) ist und damit selbst zu D
′
L1(R) geho¨rt.
Ein Ziel dieses Abschnittes ist der Beweis der Produktformel (3.19). Vor-
aussetzung fu¨r die Gu¨ltigkeit dieser Gleichung ist aber, daß die Distribution
U ~ V Stieltjes-transformierbar ist, wenn U und V in D ′L1(R+) sind. Das
na¨chste Lemma liefert hierfu¨r eine hinreichende Bedingung.
Lemma 3.19. Ist U ∈ B′1(R) und suppU ⊂ R+, so ist U Stieltjes-transfor-
mierbar (im Sinne von Definition 2.1).
Beweis. Sei s > 0 und χs ∈ B˙(R) derart, daß (2.3) erfu¨llt ist. Zu zeigen
ist, daß die Distribution U · χs zu D ′L1(R) geho¨rt.
Aus der Stetigkeit von U bezu¨glich der Topologie von B1(R) folgt die
Existenz eines C > 0 und eines m ∈ N0, so daß fu¨r alle ϕ ∈ C∞c (R) gilt:
|〈U, χs · ϕ〉| ≤ C
(
m∑
k=0
∥∥(χs · ϕ)(k)∥∥∞ + m∑
k=0
∥∥m[χs · ϕ](k)∥∥∞
)
.
Mit der Leibnizregel fu¨r Ableitungen von Produkten folgt weiter, daß
|〈U, χs · ϕ〉| ≤ C
m∑
k=0
k∑
j=0
(
k
j
)(∥∥χ(k−j)s ∥∥∞ + ∥∥m[χs](k−j)∥∥∞) · ∥∥ϕ(j)∥∥∞ .
Diese Ungleichung bedeutet gerade, daß die Distribution U ·χs stetig bezu¨g-
lich der Topologie von B(R) ist, d.h. U · χs ∈ D ′L1(R).
Satz 3.20. Fu¨r U, V ∈ D ′L1(R+) gilt: S[U ~ V ] = S[U ] ·S[V ].
Beweis. Nach Satz 3.16 ist supp(U ~ V ) ⊂ R+, und nach Lemma 3.19 ist
U ~ V als Element von B′1(R) Stieltjes-transformierbar.
Sei also s > 0. Ferner sei ψs ∈ B1(R) so gewa¨hlt, daß (2.4) gilt. Nach
Satz 3.3 geho¨rt q[ψs] = ∆[m[ψs]] zu B(R2). Da q[ψs] auf einer offenen Ober-
menge des Tra¨gers von U ⊗ V mit der Funktion ψs⊗ψs aus B˙(R2) u¨berein-
stimmt, folgt
〈U ⊗ V, q[ψs]〉 = 〈U ⊗ V, ψs ⊗ ψs〉 = 〈U, ψs〉 · 〈V, ψs〉 ,
also S[U ~ V ](s) = S[U ](s) ·S[V ](s).
In algebraischer Hinsicht wird sich zeigen, daß die ~-Faltung im Vergleich
mit der -Faltung je einen Vor- bzw. Nachteil aufweist. Der Vorteil ist die
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Existenz eines Einselementes, der Nachteil sind Einschra¨nkungen beim As-
soziativgesetz, da ~-Faltungsprodukte integrierbarer Distributionen im all-
gemeinen nicht zu D ′L1(R) geho¨ren.
A¨hnlich wie fu¨r den Operator ∆ wird eine “Iterierte” q2 des Operators q
eingefu¨hrt. Definiere fu¨r jedes χ ∈ C∞(R) die Abbildung q2[χ] : R3 → R
durch
q2[χ](u, v, w) := q[q[χ](·, w)](u, v), (u, v, w) ∈ R3.
Die fu¨r den Beweis des Assoziativgesetzes beno¨tigten Eigenschaften derarti-
ger Funktionen q2[χ] (χ ∈ C∞c (R)) nennt das na¨chste Lemma.
Lemma 3.21. Fu¨r χ ∈ C∞c (R) geho¨rt die Funktion q2[χ] zu B(R3), und
q2[χ] ist symmetrisch in dem Sinne, daß der Funktionswert q2[χ](u, v, w)
unabha¨ngig von der Reihenfolge der Argumente u, v, w ∈ R ist.
Beweis. Sei χ ∈ C∞c (R) und ψ := m[χ]. Fu¨r alle u, v, w ∈ R la¨ßt sich der
Wert q2[χ](u, v, w) = ∆[m[∆[ψ](·, w)]](u, v) durch zweimalige Anwendung
von (3.7) darstellen als∫ 1
0
∫ 1
0
ψ′
(
(1− τ)(1− t)u+ (1− τ)tv + τw) dτ dt +
+
∫ 1
0
∫ 1
0
(
(1− t)u+ tv) (1− τ)ψ′′((1− τ)(1− t)u+ (1− τ)tv+ τw) dτ dt.
Differentiation “unter dem Integral” liefert Darstellungen fu¨r die partiellen
Ableitungen von q2[χ], aus denen ihre Stetigkeit folgt. Somit ist q2[χ] ∈
C∞(R3).
Daß der Funktionswert q2[χ](u, v, w) unabha¨ngig von der Reihenfolge von
u, v, w ∈ R ist, la¨ßt sich fu¨r paarweise verschiedene Argumente aus der Dar-
stellung
q2[χ](u, v, w) =
u2 χ(u)
(u− v)(u− w) +
v2 χ(v)
(v − u)(v − w) +
w2 χ(w)
(w − u)(w − v) ,
(3.22)
entnehmen. Da q2[χ] stetig ist, gilt diese Symmetrieeigenschaft sogar fu¨r alle
u, v, w ∈ R.
Zu zeigen bleibt, daß alle partiellen Ableitungen von q2[χ] beschra¨nkt
sind. Angenommen, es existierten k, l,m ∈ N0 derart, daß die partiel-
le Ableitung ∂k1∂
l
2∂
m
3 q
2[χ] nicht beschra¨nkt ist. Dann gibt es eine Folge
(uν , vν , wν)ν∈N, so daß
lim
ν→∞
‖(uν , vν , wν)‖ =∞ und lim
ν→∞
∣∣∂k1∂l2∂m3 q2[χ](uν , vν , wν)∣∣ =∞. (3.23)
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Da der Tra¨ger von χ kompakt ist, folgt aus der Darstellung (3.22), daß eine
der Koordinatenfolgen (uν), (vν) oder (wν) eine beschra¨nkte Teilfolge entha¨lt.
O.B.d.A. sei dies die Folge (wν), und (wν) selbst sei beschra¨nkt. Eine weitere
Darstellung von q2[χ] ist
q2[χ](u, v, w) = q[q[χ](·, v)](u,w)
= q[χ](u, v) + w ·∆[q[χ](·, v)](u,w)
= q[χ](u, v) + w ·∆2[m[χ]](u, v, w) ∀ (u, v, w) ∈ R3.
Offensichtlich ist die Funktion R3 3 (u, v, w) 7→ q[χ](u, v) in B(R3). Da mit
χ auch m[χ] zu C∞c (R) geho¨rt, ist nach Lemma 3.9 die Funktion ∆2[m[χ]]
ebenfalls in B(R3). Fu¨r die partielle Ableitung ∂k1∂l2∂m3 q2[χ] gilt daher die
Abscha¨tzung∣∣∂k1∂l2∂m3 q2[χ](u, v, w)∣∣ ≤ ∥∥∂k1∂l2q[χ]∥∥∞ + |w| · ∥∥∂k1∂l2∂m3 ∆2[m[χ]]∥∥∞ +
+m · ∥∥∂k1∂l2∂m−13 ∆2[m[χ]]∥∥∞ .
Aus dieser Ungleichung und der Beschra¨nktheit der Folge (wν) ergibt sich,
daß auch die Folge
(
∂k1∂
l
2∂
m
3 q
2[χ](uν , vν , wν)
)
beschra¨nkt ist, im Widerspruch
zu (3.23).
Satz 3.22. Die modifizierte Stieltjes-Faltung ist eine bilineare, kommutative
Operation mit dem Dirac-Maß δ als Einselement. Sie ist im folgenden Sinne
assoziativ: Sind U, V,W ∈ D ′L1(R) derart, daß U ~ V und V ~W zu D ′L1(R)
geho¨ren, so ist (U ~ V )~W = U ~ (V ~W ).
Beweis. Die Bilinearita¨t der ~-Faltung folgt aus der Bilinearita¨t des Ten-
sorproduktes. Die Kommutativita¨t der Faltung ergibt sich aus der Tatsache,
daß die Funktion q[χ] fu¨r jedes χ unabha¨ngig von der Reihenfolge ihrer Ar-
gumente ist. Das Einselement der ~-Faltung ist δ, denn fu¨r alle U ∈ D ′L1(R)
und alle χ ∈ C∞c (R) gilt:
〈U ~ δ, χ〉 = 〈U(u), q[χ](u, 0)〉 = 〈U, χ〉 .
Zum Beweis der Assoziativita¨t reicht es zu zeigen, daß
〈(U ~ V )~W, χ〉 = 〈U ⊗ V ⊗W, q2[χ]〉 = 〈U ~ (V ~W ), χ〉 (3.24)
fu¨r alle Testfunktionen χ ∈ C∞c (R). Der Beweis dieser Gleichung benutzt
Lemma 3.21 und verla¨uft vo¨llig analog zum Beweis des Assoziativgesetzes
fu¨r die -Faltung (vgl. Satz 3.10).
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Ein ~-Faltungsprodukt von drei Faktoren U, V,W ∈ D ′L1(R) la¨ßt sich
auch dann sinnvoll definieren, wenn U ~ V und V ~ W nicht zu D ′L1(R)
geho¨ren. Setzt man U ~ V ~W : D(R)→ R,
〈U ~ V ~W, χ〉 := 〈U ⊗ V ⊗W, q2[χ]〉 , χ ∈ D(R)
so ist U ~ V ~ W eine Distribution. Existiert eines der “geklammerten”
Faltungsprodukte (U~V )~W bzw. U~(V ~W ), so stimmt es mit U~V ~W
u¨berein [siehe (3.24)].
Was die Stetigkeit der ~-Faltung betrifft, reicht die folgende, relativ
schwache Aussage fu¨r die Zwecke dieser Arbeit aus.
Proposition 3.23. Fu¨r V ∈ D ′L1(R) ist die Abbildung{
(D ′L1(R), σ1) → (D ′(R), σ2)
U 7→ U ~ V
stetig, wenn σ1 := σ(D ′L1(R), B˙(R)) und σ2 := σ(D
′(R),D(R)) gesetzt wird.
Beweis. Sei {Ui ; i ∈ I} ein Filter auf D ′L1(R), der bezu¨glich σ1 gegen U ∈
D ′L1(R) konvergiert, und sei χ ∈ D(R). Dann ist auch m[χ] in D(R), und
nach Satz 3.3 geho¨rt q[χ] = ∆[m[χ]] zu B˙(R2). Daher ist die Funktion
〈V (v), q[χ](·, v)〉 in B˙(R). Man erha¨lt
lim 〈Ui ~ V, χ〉 = lim 〈Ui(u), 〈V (v), q[χ](u, v)〉〉
= 〈U(u), 〈V (v), q[χ](u, v)〉〉
= 〈U ~ V, χ〉 .
Also konvergiert die Filterbasis {Ui ~ V ; i ∈ I} bezu¨glich σ2 gegen U ~ V .
Im Spezialfall, daß V ∈ D ′L1(R) und (ϕn) eine Folge aus C∞c (R) ist,
die bezu¨glich σ(D ′L1(R), B˙(R)) gegen das Dirac-Maß δ konvergiert, liefert
Proposition 3.23, daß die Folge (V ~ ϕn) gegen V ~ δ = V konvergiert. Um
eine derartige Folge (ϕn) zu erhalten, reicht es, ein ϕ ∈ C∞c (0,∞) mit ϕ ≥ 0
und
∫∞
0
ϕ(u) du = 1 zu wa¨hlen und ϕn(u) := nϕ(nu) fu¨r u ∈ R, n ∈ N zu
setzen.
Die Ableitung der Distribution U ~V (U, V ∈ D ′L1(R)) la¨ßt sich nach der
Formel
D(U ~ V ) = DU ~ V + (U ~DV ) + U  V (3.25)
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berechnen, die aus der Gleichung q[χ′] = ∂1q[χ] + ∂2q[χ]−∆[χ] (χ ∈ B1(R))
folgt. Anders als die entsprechende Formel (3.12) fu¨r die Ableitung eines -
Faltungsproduktes weist die rechte Seite von (3.25) einen dritten Summanden
auf. Auffallend ist, daß in (3.25) die -Faltung zur Darstellung der Ableitung
eines ~-Faltungsproduktes beno¨tigt wird.
3.2.3 Faltungsprodukte regula¨rer Distributionen
Dieser Abschnitt gibt hinreichende Bedingungen an, unter denen die ~-
Faltung zweier Funktionen aus L1(0,∞) wieder eine L1(0,∞)-Funktion ist,
analog zu den Aussagen des Abschnittes 3.1.3
Der folgende Satz ist das Gegenstu¨ck zum Satz 3.11 u¨ber die -Faltung.
Sein Beweis entspricht weitgehend dem Beweis von [17, Th. 1.1], wird hier
aber dennoch wiedergegeben, da das Beweisprinzip spa¨ter noch zur Anwen-
dung kommen wird.
Satz 3.24. Genu¨gen f1, f2 ∈ L1(0,∞) der Bedingung∫ ∞
0
∫ 1
0
|fi(u)uK[fj](t, u)| dt du <∞ fu¨r i, j = 1, 2 und i 6= j, (3.26)
so geho¨rt f1 ~ f2 : R→ R wieder zu L1(0,∞), und fu¨r fast alle u > 0 gilt:
(f1 ~ f2)(u) = f1(u)u
∫ 1
0
K[f2](t, u) dt+ f2(u)u
∫ 1
0
K[f1](t, u) dt. (3.27)
Dabei sind die Funktionen K[f1] und K[f2] wieder durch (3.13) definiert.
Beweis. Die Funktion f : (0,∞) → R sei f.u¨. auf (0,∞) durch die rechte
Seite der Gleichung (3.27) definiert. Wegen (3.26) ist f ∈ L1(0,∞).
Es sei χ ∈ C∞c (R). Gezeigt wird, daß
〈f1 ⊗ f2, q[χ]〉 =
∫ 1
0
∫ ∞
0
(
f1(u)K[f2](t, u) + f2(u)K[f1](t, u)
)
uχ(u) du dt.
(3.28)
Die Funktion (u, v) 7→ f1(u) f2(v) q[χ](u, v) ist nach dem Satz von Tonelli
auf (0,∞)× (0,∞) integrierbar. Fu¨r das Integral
〈f1 ⊗ f2, q[χ]〉 =
∫
(0,∞)×(0,∞)
f1(u) f2(v) q[χ](u, v) d(u, v) (3.29)
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erha¨lt man durch Zerlegung des Integrationsbereiches (0,∞)× (0,∞) in die
Mengen {(tw, w) ; 0 < t < 1, w > 0} und {(w, tw) ; 0 < t < 1, w > 0} und
anschließende Anwendung der Substitutionsregel und des Satzes von Fubini∫ 1
0
∫ ∞
0
(
f1(tw)f2(w) + f1(w)f2(tw)
) tw χ(tw)− wχ(w)
t− 1 dw dt. (3.30)
Mit der gleichen Argumentation, angewandt auf
∫
(0,∞)×(0,∞) f1(u)f2(v) d(u, v),
ergibt sich die Konvergenz des iterierten Integrales∫ 1
0
∫ ∞
0
(
f1(tw)f2(w) + f1(w)f2(tw)
)
w dw dt.
Daher existiert fu¨r fast alle t ∈ (0, 1) auch das Integral∫ ∞
0
(
f1(tw)f2(w) + f1(w)f2(tw)
)
χ(tw) tw dw,
das sich durch Anwendung der Substitutionsregel in die Form∫ ∞
0
(
f1(u)f2(t
−1u) + f1(t−1u)f2(u)
)
uχ(u) t−1 du (3.31)
transformieren la¨ßt. Einsetzen des Integrals (3.31) in (3.30) liefert, daß
〈f1 ⊗ f2, q[χ]〉 tatsa¨chlich durch (3.28) gegeben ist.
Aus der Voraussetzung (3.26) und der Beschra¨nktheit von χ folgt die
absolute Konvergenz der iterierten Integrale∫ ∞
0
∫ 1
0
|fi(u) uK[fj](t, u)χ(u)| dt du (i, j = 1, 2 und i 6= j).
Daher ist auch das iterierte Integral (3.28) absolut konvergent, und nach dem
Satz von Tonelli kann die Integrationsreihenfolge in (3.28) vertauscht werden.
Dies ergibt die Gleichung 〈f, χ〉 = 〈f1 ⊗ f2, q[χ]〉 = 〈f1 ~ f2, χ〉.
Ein Vergleich der Voraussetzungen von Satz 3.24 mit denen von Satz 3.11
zeigt: (3.26) ergibt sich daraus, daß der Integrand auf der linken Seite
von (3.17) mit dem Faktor u multipliziert wird. Dagegen beno¨tigt der Beweis
von Satz 3.24 keine Entsprechung fu¨r die Bedingung (3.18) in Satz 3.11.
Erfu¨llen die Funktionen f1, f2 die Voraussetzungen der beiden Sa¨tze 3.11
und 3.24, so besteht zwischen den integrierbaren Funktionen f1 ~ f2 und
f1  f2 der Zusammenhang
(f1 ~ f2)(u) = (−u) · (f1  f2)(u) f.u¨. auf R,
32
3.2. Die modifizierte Stieltjes-Faltung
der sich auch aus der allgemeineren Beziehung (3.20) folgern la¨ßt.
Aus dem einfachen Prinzip, daß das Produkt einer integrierbaren Funk-
tion und einer beschra¨nkten, meßbaren Funktion integrierbar ist, ergibt sich
eine Folgerung aus Satz 3.24, von der noch ha¨ufig Gebrauch gemacht wird.
Folgerung 3.25. Sind f1, f2 ∈ L1(0,∞) derart, daß
sup
u>0
{
u
∫ 1
0
|K[fi](t, u)| dt
}
<∞ fu¨r i = 1, 2, (3.32)
so ist f1 ~ f2 die Funktion aus L1(0,∞) mit der Darstellung (3.27).
Es stellt sich die Frage, welche elementaren Eigenschaften der Funktionen
f1 und f2 hinreichend fu¨r die Gu¨ltigkeit von (3.32) sind. Derartige Kriterien
sollen im Rest dieses Abschnittes erarbeitet werden.
Gesucht sind also Eigenschaften der Funktionen fi, die Abscha¨tzungen
fu¨r das Integral auf der linken Seite von (3.32) liefern. Ist f ∈ L1(0,∞) , so
gilt fu¨r das Teilintegral
∫ η
0
dt die Ungleichung (vgl. auch [17, p. 182])
sup
u>0
{
u
∫ η
0
|K[f ](t, u)| dt
}
≤ 1 + η
1− η ‖f‖L1 . (3.33)
Um das Teilintegral
∫ 1
η
dt in (3.32) zu majorisieren, wird der Integrand als
Differenzenquotient der Funktion t 7→ t−1 f(t−1u)− f(tu) aufgefaßt und mit
Hilfe des Mittelwertsatzes der Differentialrechnung abgescha¨tzt. Daher wer-
den in diesem Abschnitt nur noch differenzierbare Funktionen betrachtet.
Proposition 3.26. Sei f ∈ C1(0,∞) ∩ L1(0,∞) derart, daß
sup
u>0
|u f(u)| <∞ und sup
u>0
∣∣u2 f ′(u)∣∣ <∞.
Dann gilt:
sup
u>0
{
u
∫ 1
0
|K[f ](t, u)| dt
}
<∞. (3.34)
Beweis. Sei M (k) := supu>0|uk+1 f (k)(u)| fu¨r k = 0, 1. Ferner sei η ∈ (0, 1)
gewa¨hlt. Dann gilt fu¨r alle u > 0:
u
∫ 1
η
|K[f ](t, u)| dt
≤(1− η) sup
η<τ<1
∣∣τ−2u f(τ−1u) + τ−3u2 f ′(τ−1u) + u2 f ′(τu)∣∣
≤(1− η)
(
η−1M (0) + η−1M (1) + η−2M (1)
)
.
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Diese Abscha¨tzung impliziert, in Verbindung mit der Ungleichung (3.33), die
Gu¨ltigkeit von (3.34).
Bekanntlich ist die Laplace’sche Faltung von beliebig vielen integrierba-
ren Funktionen wieder eine integrierbare Funktion. Satz 3.24 und Propo-
sition 3.26 liefern hinreichende Bedingungen dafu¨r, daß die ~-Faltung der
beiden Funktionen f1, f2 ∈ L1(0,∞) eine integrierbare Funktion ist. Im all-
gemeinen wird allerdings das Faltungsprodukt f1 ~ f2 den Voraussetzungen
von Proposition 3.26 nicht genu¨gen.
Es sollen nun hinreichende Bedingungen dafu¨r angegeben werden, daß das
Faltungsprodukt (. . . (f1 ~ f2)~ . . . )~ fn von n Funktionen f1, f2, . . . , fn ∈
L1(0,∞) wohldefiniert ist und eine L1(0,∞)-Funktion ist. Die Proposi-
tion 3.26 wird dahingehend verallgemeinert, daß die Bedingungen an die
erste und zweite Ableitung von f durch Bedingungen an alle Ableitungen
ersetzt werden. Insbesondere mu¨ssen die zu faltenden Funktionen unendlich
oft differenzierbar sein.
Definition 3.27. Λ(0,∞) sei die Menge aller Funktionen f ∈ C∞(0,∞),
die der folgenden Bedingung genu¨gen:∫ ∞
0
∣∣ukf (k)(u)∣∣ du <∞ und sup
u>0
∣∣uk+1f (k)(u)∣∣ <∞ ∀ k ∈ N0.
Eine Funktion f ∈ C∞(0,∞) geho¨rt genau dann zu Λ(0,∞), wenn sie fu¨r
alle k ∈ N0 die Bedingungen
∫∞
0
|ukf (k)(u)| du <∞ und
lim
u→0+
uk+1f (k)(u) = lim
u→∞
uk+1f (k)(u) = 0 (3.35)
erfu¨llt. Daß die Bedingung (3.35) notwendig ist, zeigt man mit partieller
Integration.
Es ist klar, daß der Raum C∞c (0,∞) in Λ(0,∞) enthalten ist. Offen-
sichtlich ist Λ(0,∞) ein linearer Teilraum von L1(0,∞). Es soll nun gezeigt
werden, daß Λ(0,∞) abgeschlossen bezu¨glich der ~-Faltung ist.
Lemma 3.28. Ist f ∈ Λ(0,∞), so ist die Funktion ∫ 1
0
K[f ](t, ·) dt unendlich
oft differenzierbar auf (0,∞). Ihre k-te Ableitung, k ∈ N0, ergibt sich aus
∂ku
∫ 1
0
K[f ](t, u) dt =
∫ 1
0
∂kuK[f ](t, u) dt und erfu¨llt
sup
u>0
{
uk+1
∣∣∣∣∂ku ∫ 1
0
K[f ](t, u) dt
∣∣∣∣} <∞. (3.36)
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Beweis. Zuna¨chst sei zur Abku¨rzung M (k) := supu>0
∣∣uk+1 f (k)(u)∣∣, k ∈ N0.
Fu¨r die partielle Ableitung ∂kuK[f ] der Funktion K[f ] fu¨r 0 < t < 1, u > 0,
k ∈ N0 gilt:
∂kuK[f ](t, u) =
t−k−1 f (k)(t−1u)− tk f (k)(tu)
t− 1 . (3.37)
Seien nun k ∈ N0 und η ∈ (0, 1) gewa¨hlt. Gezeigt wird, daß
∂u
∫ b
a
∂kuK[f ](t, u) dt =
∫ b
a
∂k+1u K[f ](t, u) dt ∀ u > 0 (3.38)
in den beiden Fa¨llen a = 0, b = η und a = η, b = 1.
Sei also a = 0 und b = η in (3.38). Es ist zweckma¨ßig, den Integranden
auf der linken Seite als Summe
∂kuK[f ](t, u) =
t−k−1f (k)(t−1u)− tk+1f (k)(tu)
t− 1 + t
kf (k)(tu) (3.39)
darzustellen und beide Summanden getrennt zu untersuchen.
Sei ε > 0. Um fu¨r u ∈ (ε,∞) die Beziehung
∂u
∫ η
0
t−k−1 f (k)(t−1u)− tk+1 f (k)(tu)
t− 1 dt
=
∫ η
0
t−k−2f (k+1)(t−1u)− tk+2f (k+1)(tu)
t− 1 dt
(3.40)
zu erhalten, benutzt man den Satz von der majorisierten Konvergenz. Der
betreffende Differenzenquotient ist fu¨r alle t ∈ (0, η) gleichma¨ßig beschra¨nkt
durch 2M (k+1)(1 − η)−1ε−k−2. Dies zeigen der Mittelwertsatz und die Un-
gleichung∣∣t−m−1f (m)(t−1u)− tm+1f (m)(tu)∣∣
1− t ≤
2M (m)
(1− η)u−m−1 ∀m ∈ N0, (3.41)
in der man m := k + 1 setzt.
Da ε > 0 beliebig war, gilt (3.40) sogar fu¨r alle u ∈ (0,∞).
Das Integral
∫ η
0
tkf (k)(tu) dt = u−k−1
∫ ηu
0
vk f (k)(v) dv des zweiten Sum-
manden in (3.39) ist ebenfalls eine differenzierbare Funktion der Variablen
u. Fu¨r die Ableitung an der Stelle u > 0 ergibt sich
∂u
∫ η
0
tkf (k)(tu) dt =u−k−2
(
(ηu)k+1 f (k)(ηu)−
∫ ηu
0
(k + 1) vk f (k)(v) dv
)
=
∫ η
0
tk+1f (k+1)(tu) dt,
35
Kapitel 3. Stieltjes-Faltung von Distributionen
wobei partielle Integration und die Beziehung limu→0+ vk+1f (k)(v) = 0 be-
nutzt wurden. Kombiniert man diese Gleichung mit (3.40) und (3.39), so
erha¨lt man die Gleichung (3.38) im Fall a = 0, b = η.
Aus (3.39) und aus (3.41) fu¨r m := k folgt außerdem die Abscha¨tzung
sup
u>0
{
uk+1
∫ η
0
∣∣∂kuK[f ](t, u)∣∣ dt} ≤ 2 ηM (k)(1− η) +
∫ ∞
0
∣∣vk f (k)(v)∣∣ dv. (3.42)
Der Beweis von (3.38) im Fall a = η, b = 1 ist dem Beweis der Glei-
chung (3.40) a¨hnlich. Man wa¨hlt ein positives ε und zeigt die Differenzier-
barkeitsaussage zuna¨chst nur fu¨r u > ε. Der zu untersuchende Differenzen-
quotient ist fu¨r t ∈ (η, 1) gleichma¨ßig beschra¨nkt durch sup{|∂k+1u K[f ](t, u)| ;
η < t < 1, u > ε}, wie der Mittelwertsatz zeigt. Das Supremum ist endlich,
denn fu¨r m ∈ N0, t ∈ (η, 1) und u ∈ (ε,∞) gilt die Abscha¨tzung
|∂mu K[f ](t, u)| ≤ sup
η<τ<1
∣∣∂τ(τ−m−1 f (m)(τ−1u)− τm f (m)(τu))∣∣
≤u−m−1
(
(m+ 1)η +m
η2
M (m) +
η + 1
η2
M (m+1)
)
,
(3.43)
in der m := k + 1 zu setzen ist. Da ε > 0 beliebig war, gilt (3.38) fu¨r alle
u > 0.
Aus (3.43) folgt im Fall m := k weiter, daß
sup
u>0
{
uk+1
∫ 1
η
∣∣∂kuK[f ](t, u)∣∣ dt} <∞. (3.44)
Aus den Ungleichungen (3.44) und (3.42) ergibt sich schließlich auch (3.36).
Satz 3.29. Λ(0,∞) ist abgeschlossen bezu¨glich der ~-Faltung.
Beweis. Seien f1, f2 ∈ Λ(0,∞). Nach Proposition 3.26 erfu¨llen f1 und f2
die Voraussetzungen der Folgerung 3.25, und daher ist f1 ~ f2 die Funktion
mit der Darstellung (3.27). Mit Lemma 3.28 folgt, daß f1 ~ f2 unendlich
oft differenzierbar auf (0,∞) ist. Die m-te Ableitung (m ∈ N0) la¨ßt sich mit
Hilfe der Leibnizregel als Summe darstellen, deren Summanden von der Form(
m
k
)
u f
(m−k)
i (u) ∂
k
u
∫ 1
0
K[fj](t, u) dt (k = 0, . . . ,m) (3.45)
beziehungsweise(
m− 1
k
)
mf
(m−1−k)
i (u) ∂
k
u
∫ 1
0
K[fj](t, u) dt (k = 0, . . . ,m− 1) (3.46)
36
3.2. Die modifizierte Stieltjes-Faltung
sind, wobei i, j = 1, 2 und i 6= j. Fu¨r den k-ten Summanden in (3.45) gilt
nach Lemma 3.28, daß
sup
u>0
∣∣∣∣um+1 u f (m−k)i (u) ∂ku ∫ 1
0
K[fj](t, u) dt
∣∣∣∣ ≤
≤ sup
u>0
∣∣∣um−k+1f (m−k)i (u)∣∣∣ · sup
u>0
∣∣∣∣uk+1∂ku ∫ 1
0
K[fj](t, u) dt
∣∣∣∣ <∞
und∫ ∞
0
∣∣∣∣um u f (m−k)i (u) ∂ku ∫ 1
0
K[fj](t, u) dt
∣∣∣∣ du ≤
≤
∫ ∞
0
∣∣∣um−kf (m−k)i (u)∣∣∣ du · sup
u>0
∣∣∣∣uk+1∂ku ∫ 1
0
K[fj](t, u) dt
∣∣∣∣ <∞.
Die Summanden in (3.46) lassen sich entsprechend abscha¨tzen. Somit ist
f1 ~ f2 in Λ(0,∞).
Folgerung 3.30. C∞c (0,∞) ist abgeschlossen bezu¨glich der ~-Faltung.
Beweis. Seien ϕ1, ϕ2 ∈ C∞c (0,∞). Dann geho¨ren ϕ1 und ϕ2 zu Λ(0,∞), und
nach Satz 3.29 gilt dies auch fu¨r ϕ1~ϕ2. Somit ist ϕ1~ϕ2 eine unendlich oft
differenzierbare Funktion. Daß der Tra¨ger von ϕ1 ~ ϕ2 kompakt ist, ergibt
sich aus Folgerung 3.17 oder aus der Darstellung (3.27).
3.2.4 Die Faltungsalgebra A
In diesem Abschnitt wird eine Teilmenge von D ′L1(R+) betrachtet, die eine ~-
Faltungsalgebra ist und damit als Analogon zur ∗-Faltungsalgebra D ′L1(R+)
angesehen werden kann.
Um die Definition dieser Menge zu motivieren, sei daran erinnert, daß jede
integrierbare Distribution U ∈ D ′L1(R) eine endliche Summe von Ableitungen
integrierbarer Funktionen ist. Dabei la¨ßt sich die Distributionenableitung
Dkf der Funktion f ∈ L1(R) auch als Laplace’sche Faltung von f mit der
k-ten Ableitung des Dirac-Maßes δ(k) ausdru¨cken:
Dkf = δ(k) ∗ f, k ∈ N0. (3.47)
Es ist naheliegend, die Laplace’sche Faltung ∗ in (3.47) durch die modifizierte
Stieltjes-Faltung ~ zu ersetzen und die entstehenden Faltungsprodukte zu
untersuchen.
Lemma 3.31. Sei f ∈ L1(R) und k ∈ N0. Dann ist δ(k) ~ f in D ′L1(R).
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Beweis. Ist k = 0, so geho¨rt δ(k) ~ f = f zu D ′L1(R). Sei also k ≥ 1 und
sei χ ∈ C∞c (R). Die partielle Ableitung ∂k1q[χ](0, v) berechnet man fu¨r v 6= 0
mit der Leibnizregel:
∂k1q[χ](0, v) = ∂
k
u
(
χ(v) + u
χ(u)− χ(v)
u− v
) ∣∣∣∣
u=0
= k
k−1∑
j=1
(k − 1)!χ(j)(0)
j! (−1) vk−j +
k! (χ(0)− χ(v))
(−1) vk
=
k!
vk
(
χ(v)−
k−1∑
j=0
χ(j)(0)
j!
vj
)
,
(3.48)
wobei der Ausdruck in den Klammern das Restglied zum Taylorpolynom von
χ der Ordnung k− 1 mit Entwicklungspunkt 0 ist. Daher existiert zu jedem
v 6= 0 ein ξv derart, daß ∂k1q[χ](0, v) = χ(k)(ξv). Hieraus folgt∣∣〈δ(k) ⊗ f, q[χ]〉∣∣ ≤ ∫
R
∣∣f(v) ∂k1q[χ](0, v)∣∣ dv ≤ ‖f‖L1 ∥∥χ(k)∥∥∞ ,
wobei χ ∈ C∞c (R) beliebig war. Also geho¨rt δ(k) ~ f zu D ′L1(R).
Jede endliche Summe von Faltungsprodukten δ(k) ~ fk, fk ∈ L1(R), ist
nach Lemma 3.31 eine Distribution aus D ′L1(R). Damit die Gesamtheit al-
ler derartigen Summen eine ~-Faltungsalgebra bildet, werden ausschließlich
Funktionen fk aus dem Raum Λ(0,∞) zugelassen, der abgeschlossen bezu¨g-
lich der ~-Faltung ist (siehe Abschnitt 3.2.3).
Definition 3.32. Es bezeichne A die folgende Teilmenge von D ′L1(R+):{
U ∈ D ′L1(R+) ; ∃m ∈ N ∃ f0, f1, . . . fm ∈ Λ(0,∞) : U =
m∑
k=0
δ(k) ~ fk
}
.
Der na¨chste Satz erbringt den Nachweis, daß A die gewu¨nschten Eigen-
schaften besitzt.
Satz 3.33. A ist eine ~-Faltungsalgebra, die in D ′L1(R+) enthalten ist.
Beweis. Die Inklusion A ⊂ D ′L1(R+) ist klar. Daß A ein Vektorraum ist
ergibt sich daraus, daß Λ(0,∞) dieselbe Eigenschaft besitzt.
Es wird nun gezeigt, daß A abgeschlossen bezu¨glich der ~-Faltung ist.
Hierfu¨r reicht es nachzuweisen, daß fu¨r k, l ∈ N0 und f, g ∈ Λ(0,∞) gilt:
(δ(k) ~ f)~ (δ(l) ~ g) ∈ A . (3.49)
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Seien also k, l ∈ N0 und f, g ∈ Λ(0,∞). Nach Beispiel 3.15 ist δ(k) ~ δ(l) =
k! l! (k + l)!−1 δ(k+l), und nach Satz 3.29 geho¨rt f ~ g zu Λ(0,∞). Die Aus-
sage (3.49) folgt dann aus der Gleichung
(δ(k) ~ f)~ (δ(l) ~ g) =
(
(δ(k) ~ f)~ δ(l)
)
~ g = k! l!
(k + l)!
δ(k+l) ~ (f ~ g).
Es sei darauf hingewiesen, daß die Anwendung des Assoziativgesetzes (Satz
3.22) zula¨ssig ist, weil nach Lemma 3.31 alle geklammerten Faltungsprodukte
zu D ′L1(R) geho¨ren.
Beispiel 3.34. Fu¨r alle k ∈ N0 geho¨rt die k-te Ableitung δ(k) des Dirac-
Maßes δ zu A .
Gezeigt wird zuna¨chst, daß im Fall k = 0 fu¨r geeignete Testfunktionen
ψ0, ψ1 ∈ C∞c (0,∞) gilt:
δ = ψ0 + δ
′ ~ ψ1. (3.50)
Hierfu¨r wa¨hle man ein ψ ∈ C∞c (0,∞) derart, daß ψ ≥ 0 und
∫∞
0
ψ(u) du = 1.
Dann sind ψ0 := ψ und ψ1 := m[ψ] in C
∞
c (0,∞). Fu¨r alle χ ∈ B(R) gilt:
〈ψ0 + δ′ ~ ψ1, χ〉 =
∫ ∞
0
ψ(u)χ(u) du+
∫ ∞
0
uψ(u)
χ(0)− χ(u)
u
du
=
∫ ∞
0
ψ(u) du · χ(0) = 〈δ, χ〉 ,
und dies ist gerade die Aussage von (3.50). Ist nun k ≥ 1, so folgt aus (3.50)
und Beispiel 3.15, daß δ(k) = δ(k)~ δ = δ(k)~ψ0 + δ(k+1)~ (k+ 1)−1ψ1.
Jede Distribution U ∈ D ′(R) kann mit Hilfe der Laplace’schen Faltung
regularisiert werden: fu¨r alle ϕ ∈ C∞c (R) ist das Faltungsprodukt U ∗ ϕ eine
unendlich oft differenzierbare Funktion und damit eine regula¨re Distribution.
Ist speziell U aus D ′L1(R), so ist die Funktion U ∗ ϕ integrierbar.
Fu¨r die modifizierte Stieltjes-Faltung gilt nach Proposition 3.18 die relativ
schwache Aussage, daß U ~ ϕ ∈ D ′L1(R), falls U ∈ D ′L1(R) und ϕ ∈ C∞c (R).
Eine sta¨rkere Aussage wird nun fu¨r Distributionen aus der kleineren Menge
A gezeigt: das ~-Faltungsprodukt jeder Distribution aus A mit genu¨gend
vielen Testfunktionen ist eine Funktion aus Λ(0,∞). Dabei ist wesentlich,
daß die Tra¨ger der Testfunktionen im offenen Intervall (0,∞) enthalten sind.
Satz 3.35. Zu jedem U ∈ A existiert eine natu¨rliche Zahl m ∈ N derart,
daß fu¨r alle n ≥ m und alle ϕ1, . . . , ϕn ∈ C∞c (0,∞) gilt:
U ~ ϕ1 ~ . . .~ ϕn ∈ Λ(0,∞).
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Beweis. Es genu¨gt, die Aussage des Satzes fu¨r U = δ(k)~ f mit k ∈ N0 und
f ∈ Λ(0,∞) zu beweisen. Da Λ(0,∞) abgeschlossen bezu¨glich der ~-Faltung
ist, reicht es zu zeigen, daß fu¨r alle k, n ∈ N0 mit n > k gilt:
δ(k) ~ ϕ1 ~ · · ·~ ϕn ∈ Λ(0,∞) ∀ ϕ1, . . . , ϕn ∈ C∞c (0,∞). (3.51)
Fu¨r k = 0 ist diese Aussage richtig, weil δ das neutrale Element der~-Faltung
ist und weil C∞c (0,∞) eine Teilmenge von Λ(0,∞) ist.
Sei nun k ≥ 1. Fu¨r alle χ ∈ C∞c (R) gilt wegen (3.48), daß〈
δ(k) ~ ϕ, χ
〉
=(−1)k k!
∫ ∞
0
v−k ϕ(v)χ(v) dv +
+ (−1)k+1 k!
k−1∑
j=0
∫ ∞
0
vj−k ϕ(v) dv · χ
(j)(0)
j!
.
(3.52)
Setzt man Cj := (−1)k−j+1 k!/j!
∫∞
0
vj−k ϕ(v) dv fu¨r j = 0, . . . , k − 1 und
ψ : R→ R, ψ(v) := (−1)k k! v−k ϕ(v), so la¨ßt sich die Gleichung (3.52) auch
in der Form
δ(k) ~ ϕ = ψ +
k−1∑
j=0
Cj δ
(j) (3.53)
schreiben. Dabei ist ψ ∈ C∞c (0,∞), und die reellen Zahlen Cj sind fu¨r
j = 0, . . . , k − 1 wohldefiniert, weil die Testfunktion ϕ in einer Umgebung
der Null verschwindet.
Durch Induktion erha¨lt man aus (3.53), daß (3.51) fu¨r alle k ∈ N und fu¨r
n = k + 1 gilt. Ist dann n > k + 1 und sind ϕ1, . . . , ϕn ∈ C∞c (0,∞), so ist
δ(k) ~ ϕ1 ~ · · ·~ ϕn = (δ(k) ~ ϕ1 ~ · · ·~ ϕk+1)~ (ϕk+2 ~ · · ·~ ϕn)
das Faltungsprodukt zweier Funktionen aus Λ(0,∞) und daher in Λ(0,∞).
3.2.5 Eindeutigkeitssaussagen fu¨r die modifizierte
Stieltjes-Transformation
Die Stieltjes-Transformation soll zur Herleitung von Faltungsgleichungen ver-
wendet werden, d.h. aus einer Gleichung der Form S[U ~ V ] = S[W ]
soll die Identita¨t U ~ V = W gefolgert werden ko¨nnen. Dieser Schluß ist
aber nur zula¨ssig, wenn die beteiligten Distributionen durch ihre Stieltjes-
Transformierte eindeutig bestimmt sind. In diesem Abschnitt werden die
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erforderlichen Eindeutigkeitsaussagen u¨ber die Stieltjes-Transformation be-
reitgestellt. Dabei wird folgendes Prinzip angewendet: die Distributionen
werden durch ~-Faltung mit Testfunktionen regularisiert, um dann die Ein-
deutigkeit der Stieltjes-Transformation von Funktionen zu benutzen.
Es sei noch bemerkt, daß Faltungsprodukte der Form U~ϕ1~· · ·~ϕk mit
U ∈ D ′L1(R) und ϕ1, . . . , ϕk ∈ C∞c (R) unabha¨ngig von der Reihenfolge der
Klammersetzung sind: Das Assoziativgesetz (Satz 3.22) la¨ßt sich anwenden,
da alle geklammerten Faltungsprodukte wegen Proposition 3.18 zu D ′L1(R)
geho¨ren. Daher wird - wie auch sonst u¨blich - auf Klammersetzung verzichtet.
Satz 3.36. Seien U1, U2 ∈ D ′L1(R+) derart, daß ein m ∈ N existiert mit
Ui ~ ϕ1 ~ · · ·~ ϕm ∈ L1(0,∞)
fu¨r alle ϕ1, . . . , ϕm ∈ C∞c (0,∞) und i = 1, 2. Stimmen die Stieltjes-Trans-
formierten von U1 und U2 u¨berein, so ist U1 = U2.
Beweis. Fu¨r ϕ1, . . . , ϕm ∈ C∞c (0,∞) sind U1~ϕ1~ · · ·~ϕm und U2~ϕ1~
· · ·~ ϕm Funktionen aus L1(0,∞) mit
S[U1 ~ ϕ1 ~ · · ·~ ϕm] = S[U1] ·S[ϕ1] · . . . ·S[ϕm]
= S[U2] ·S[ϕ1] · . . . ·S[ϕm]
= S[U2 ~ ϕ1 ~ · · ·~ ϕm].
Da integrierbare Funktionen durch ihre Stieltjes-Transformierte eindeutig be-
stimmt sind, gilt fu¨r alle ϕ1, . . . , ϕm ∈ C∞c (0,∞), daß
U1 ~ ϕ1 ~ · · ·~ ϕm = U2 ~ ϕ1 ~ · · ·~ ϕm.
Wa¨hlt man eine Folge (ϕm,ν)ν∈N aus C∞c (0,∞), die bezu¨glich σ(D ′L1 , B˙) ge-
gen das Dirac-Maß δ konvergiert, so folgt mit Proposition 3.23 die Gleichung
U1 ~ ϕ1 ~ · · ·~ ϕm−1 = U2 ~ ϕ1 ~ · · ·~ ϕm−1
fu¨r alle ϕ1, . . . , ϕm−1 ∈ C∞c (0,∞). Werden nacheinander die Grenzu¨berga¨n-
ge ϕm−1 → δ, . . . , ϕ1 → δ vollzogen, so liefert wiederholte Anwendung von
Proposition 3.23 die gewu¨nschte Identita¨t U1 = U2.
Folgerung 3.37. Sind U, V,W ∈ A derart, daß S[U ~ V ] = S[W ], so ist
U ~ V = W .
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Kapitel 4
Gebrochene Potenzen
abgeschlossener Operatoren
Im ersten Abschnitt dieses Kapitels wird ein Funktionalkalku¨l fu¨r die modifi-
zierten Stieltjes-Transformierten der Distributionen aus einer Teilmenge von
D ′L1(R+), die die Faltungsalgebra A entha¨lt, entwickelt. Als Vorbild dient
der Kalku¨l von L. Schwartz [39], der auf der Laplace-Transformation und der
Laplace’schen Faltung von Distributionen beruht. Die im Abschnitt 3.2 fest-
gestellten Unterschiede zwischen der Laplace’schen und der Stieltjes-Faltung
machen jedoch eine andere Vorgehensweise als bei L. Schwartz erforderlich.
Der Funktionalkalku¨l wird im zweiten Abschnitt dieses Kapitels dazu ver-
wendet, gebrochene Potenzen abgeschlossener linearer Operatoren zu kon-
struieren. Hierbei wird ausgenutzt, daß sich fu¨r jedes α ≥ 0 die Potenz-
funktion (0,∞) 3 s 7→ sα als modifizierte Stieltjes-Transformierte einer Dis-
tribution aus A darstellen la¨ßt. Die Potenzgesetze
(
(−A)α)β = (−A)αβ
und (−A)α (−A)β = (−A)α+β werden durch Anwendung des Kalku¨ls bewie-
sen. Gezeigt wird, daß die Definition der gebrochenen Potenzen zu fru¨heren
Konstruktionen a¨quivalent ist. Engere Beziehungen werden insbesondere zur
Definition der gebrochenen Potenzen von H.W. Ho¨vel-U. Westphal [17] her-
gestellt.
4.1 Ein Funktionalkalku¨l fu¨r Stieltjes-Trans-
formierte integrierbarer Distributionen
Es bezeichne K die Klasse aller abgeschlossenen linearen Operatoren A, die
auf einem TeilraumD(A) eines BanachraumesX definiert sind, inX abbilden
und deren Resolvente R(λ;A) := (λI − A)−1 als stetiger linearer Operator
auf X fu¨r alle positiven λ existiert. Ferner mo¨ge eine (von A abha¨ngige)
Konstante M > 0 existieren, so daß
‖λR(λ;A)‖ ≤M ∀ λ > 0. (4.1)
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Betrachtet werden hier ausschließlich solche Operatoren aus K , deren
Definitionsbereich inX dicht liegt. Aus der gleichma¨ßigen Beschra¨nktheit der
Familie von Operatoren {λR(λ;A) ; λ > 0} folgt mit dem Satz von Banach-
Steinhaus die Grenzwertaussage
lim
λ→∞
λR(λ;A)x = x ∀ x ∈ X. (4.2)
Die einfachsten Beispiele von Operatoren aus K sind fu¨r jedes s > 0 die
Abbildungen As : R→ R mit
As x := −sx, x ∈ R. (4.3)
Die Klasse aller dicht definierten Operatoren aus K ist eine echte Er-
weiterung der Klasse aller infinitesimalen Erzeuger gleichma¨ßig beschra¨nk-
ter Halbgruppen [13]. Ein Funktionalkalku¨l fu¨r infinitesimale Erzeuger wur-
de in [48] wie folgt eingefu¨hrt: Es sei {T (t) ; t ∈ R+} eine gleichma¨ßig be-
schra¨nkte Halbgruppe der Klasse (C0) von stetigen linearen Operatoren eines
Banachraumes X in sich. Ferner sei U ∈ D ′L1(R+). Wie schon in Kapitel 1
beschrieben wurde, ist die Laplace’sche Faltung U ∗ ϕ von U mit jeder Test-
funktion ϕ ∈ C∞c (R+) eine Funktion aus L1(0,∞). Daher la¨ßt sich der lineare
Operator G(U) : D
(
G(U)
)→ X durch den Limes
G(U)x := lim
ϕ
∫ ∞
0
(U ∗ ϕ)(t)T (t)x dt, x ∈ D(G(U)) (4.4)
definieren, wobei ϕ einen bestimmten Filter auf C∞c (R+) durchla¨uft. Der
Definitionsbereich D
(
G(U)
)
besteht gerade aus allen x ∈ X, fu¨r die der
Grenzwert in (4.4) existiert.
Die Definition (4.4) soll nun auf Operatoren der Klasse K u¨bertragen
werden. Dafu¨r sei im folgenden A : D(A) → X aus K fest, und D(A) sei
dicht in X. Fu¨r die Resolvente von A wird meist nur abku¨rzend R(λ) statt
R(λ;A) geschrieben.
Da der Operator A im allgemeinen kein Halbgruppenerzeuger ist, muß
an die Stelle der Halbgruppe {T (t) ; t ∈ R+} in der Gleichung (4.4) eine an-
dere operatorwertige Funktion treten. Dabei wird natu¨rlich von der Re-
solventenfunktion (0,∞) 3 λ 7→ R(λ;A) Gebrauch gemacht. Diese Funk-
tion kann als eine Verallgemeinerung des Kernes der gewo¨hnlichen Stieltjes-
Transformation angesehen werden, weil im Spezialfall der Abbildung As
aus (4.3) gerade R(λ;As) = (λ + s)
−1 fu¨r λ, s > 0 ist. Daher ist auch plau-
sibel, daß der Kalku¨l eine Funktionenalgebra von Stieltjes-Transformierten
verwenden wird.
Der Funktionalkalku¨l soll den Stieltjes-Transformierten der Distributio-
nen aus einer Teilmenge von D ′L1(R+) jeweils einen abgeschlossenen, dicht
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definierten, linearen Operator auf X zuordnen. Dabei soll das Produkt zwei-
er Stieltjes-Transformierten auf die Verkettung der zugeho¨rigen Operatoren
abgebildet werden. Da das Produkt der Stieltjes-Transformierten zweier Dis-
tributionen die Transformierte ihrer Faltung ist, liefert der Kalku¨l eine U¨ber-
setzung von Faltungsgleichungen in Operatorgleichungen. Dies entspricht
der Tatsache, daß der Kalku¨l von L. Schwartz die Laplace’sche Faltung von
Distributionen in die Verkettung der zugeho¨rigen Operatoren u¨bersetzt.
Da in dieser Arbeit zwei Varianten der Stieltjes-Transformation bzw.
-Faltung eingefu¨hrt wurden, ist zu kla¨ren, welche davon verwendet werden
soll. Ein zentrales Ziel dieser Arbeit ist die Konstruktion der gebrochenen
Potenzen (−A)α von −A fu¨r α > 0. Diese umfassen auch die ganzzahligen
Potenzen (−A)k (k ∈ N). Im Spezialfall des in (4.3) definierten Operators
As kann −As mit der positiven, reellen Zahl s identifiziert werden, und daher
entspricht (−As)k fu¨r jedes k ∈ N der reellen Zahl sk. Wie in Kapitel 2 ausge-
fu¨hrt wurde, kann die Potenzfunktion (0,∞) 3 s 7→ sk zwar als modifizierte
Stieltjes-Transformierte, aber nicht als gewo¨hnliche Stieltjes-Transformierte
einer Distribution aus D ′L1(R+) dargestellt werden. Daher fa¨llt die Wahl
zwangsla¨ufig auf die modifizierte Stieltjes-Transformation S.
Als Verallgemeinerung des Kerns der S-Transformation, also der skalaren
Funktion (0,∞) 3 u 7→ (1 + su)−1, wird man die operatorwertige Funktion
(0,∞) 3 u 7→ (I − uA)−1 = u−1R(u−1)
ansehen. Die Zahl s > 0 entspricht dem Operator −A, und daher wird fu¨r
gewisse Distributionen U aus D ′L1(R+) formal
S[U ](−A) := 〈U(u), u−1R(u−1)〉 (4.5)
gesetzt. Daß die Stieltjes-Transformierte von U gewissermaßen an der Stelle
−A ausgewertet wird (und nicht an der Stelle A), ist auch dadurch moti-
viert, daß wesentliche Informationen u¨ber einen linearen Operator in seinem
Spektrum enthalten sind. Der “Integrationsbereich” auf der rechten Seite
von (4.5) ist die Menge R+, und diese entha¨lt den reellen Teil des Spektrums
von −A.
Die formale Gleichung (4.5) liefert eine exakte Definition im Fall, daß
U eine integrierbare Funktion ist. In einer zweiten Stufe wird der Kalku¨l
auf eine Menge integrierbarer Distributionen, die noch spezifiziert werden
muß, ausgedehnt. Um die relativ komplizierte Bezeichnung S[U ](−A) zu
vermeiden, wird stattdessen die Bezeichnung R(U) benutzt.
Definition 4.1. Sei f ∈ L1(0,∞) derart, daß∫ ∞
0
∫ 1
0
|ϕ(u)uK[f ](t, u)| dt du <∞ ∀ ϕ ∈ C∞c (0,∞). (4.6)
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Dann ist der Operator R(f) : X → X definiert durch
R(f)x :=
∫ ∞
0
f(u)u−1R(u−1)x du, x ∈ X. (4.7)
Die Wohldefiniertheit des Operators R(f) ergibt sich daraus, daß fu¨r
jedes x ∈ X die Funktion (0,∞) 3 x 7→ u−1R(u−1)x stetig und wegen (4.1)
auch beschra¨nkt ist. Daher konvergiert das Integral in (4.7) absolut:∫ ∞
0
|f(u)| ‖u−1R(u−1)x‖ du ≤M
∫ ∞
0
|f(u)| du ‖x‖ .
Aus dieser Ungleichung folgt weiter, daß der lineare Operator R(f) be-
schra¨nkt ist mit
‖R(f)‖ ≤M ‖f‖L1 . (4.8)
Die Bedingung (4.6) in der Definition 4.1 ist im Hinblick auf die beabsich-
tigte Erweiterung des Kalku¨ls erforderlich. (4.6) gewa¨hrleistet, daß durch die
Gleichung (4.7) derselbe Operator definiert wird wie im Fall, daß die integrier-
bare Funktion f als Element von D ′L1(R+) aufgefaßt wird. Die Bedingung
(4.6) ist sicher erfu¨llt, falls
sup
u>0
{
u
∫ 1
0
|K[f ](t, u)| dt
}
<∞. (4.9)
Offensichtlich ist die Zuordnung f 7→ R(f) linear. Gezeigt wird nun, daß
der ~-Faltung zweier L1(0,∞)-Funktionen die Verkettung der zugeho¨rigen
Operatoren zugeordnet wird, wenn die beteiligten Funktionen die Vorausset-
zungen der Folgerung 3.25 oder des Faltungssatzes 3.24 erfu¨llen. Das na¨chste
Lemma ist so formuliert, daß die beteiligten Funktionen aus L1(0,∞) die ein-
schra¨nkende Bedingung (4.6) nicht erfu¨llen mu¨ssen.
Lemma 4.2. Genu¨gen f1, f2 ∈ L1(0,∞) der Bedingung
sup
u>0
{
u
∫ 1
0
|K[fj](t, u)| dt
}
<∞ fu¨r j = 1, 2
oder der schwa¨cheren Bedingung∫ ∞
0
∫ 1
0
|fi(u)uK[fj](t, u)| dt du <∞ fu¨r i, j = 1, 2 und i 6= j,
so gilt fu¨r alle x ∈ X:∫ ∞
0
f1(u)u
−1R(u−1)
∫ ∞
0
f2(v) v
−1R(v−1)x dv du =
=
∫ ∞
0
(f1 ~ f2)(u)u−1R(u−1)x du. (4.10)
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Beweis. Sei x ∈ X. Mit Hilfe der Resolventengleichung und dem Satz von
Tonelli la¨ßt sich die linke Seite der Gleichung (4.10) in der Form∫
(0,∞)×(0,∞)
f1(u) f2(v)
R(u−1)x−R(v−1)x
u− v d(u, v) (4.11)
schreiben. Setzt man χ : (0,∞)→ X, χ(u) := u−1R(u−1)x, so entspricht der
Quotient in (4.11) formal der Funktion q[χ]. Da χ stetig und beschra¨nkt ist,
la¨ßt sich das Integral in (4.11) mit denselben Begru¨ndungen wie im Beweis
von Satz 3.24 [vgl. dort die Gleichungen (3.29)und (3.28)] in die Gestalt∫ ∞
0
(
f1(u)u
∫ 1
0
K[f2](t, u) dt+ f2(u)u
∫ 1
0
K[f1](t, u) dt
)
u−1R(u−1)x du
bringen, und nach Satz 3.24 ist dies gerade
∫∞
0
(f1~f2)(u)u−1R(u−1)x du.
Um den Operator R(U) auch fu¨r Distributionen aus D ′L1(R+) zu definie-
ren, wird jede Distribution U durch Funktionen aus L1(0,∞) approximiert.
Fu¨r solche Funktionen liefert die Definition 4.1 einen auf dem ganzen Raum
X definierten Operator, und wie in (4.4) ergibt sich der OperatorR(U) durch
einen Grenzprozeß.
Die Approximationen von U aus dem Raum L1(0,∞) sollen durch ~-Fal-
tung von U mit Testfunktionen gebildet werden. Im Gegensatz zur Laplace’-
schen Faltung ist dies bei der modifizierten Stieltjes Faltung nur fu¨r Distribu-
tionen aus einer Teilmenge von D ′L1(R+) mo¨glich. Der Kalku¨l beschra¨nkt sich
daher auf solche Distributionen aus D ′L1(R+), die sich mit Hilfe der Stieltjes-
Faltung auf a¨hnliche Weise regularisieren lassen wie die Elemente der Fal-
tungsalgebra A (vgl. Satz 3.35). Die ~-Faltung jeder Distribution U mit
genu¨gend vielen Testfunktionen aus C∞c (0,∞) muß eine L1(0,∞)-Funktion
ergeben, die die Ungleichung (4.9) erfu¨llt.
Definition 4.3. Fu¨r n ∈ N sei
Cn :=
{
U ∈ D ′L1(R+) ; ∀ ϕ1, . . . , ϕn ∈ C∞c (0,∞) ∃ f ∈ L1(0,∞) :
f = U ~ ϕ1 ~ · · ·~ ϕn und sup
u>0
{
u
∫ 1
0
|K[f ](t, u)| dt
}
<∞
}
.
Ferner sei C := ∪n∈NCn.
Die Folge (Cn)n∈N ist wachsend bezu¨glich der Mengeninklusion, und zu
jedem U ∈ C existiert ein minimales m ∈ N mit U ∈ Cm. Fu¨r U ∈ Cn
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und ϕ ∈ C∞c (0,∞) ist das Faltungsprodukt U ~ϕ wegen Proposition 3.18 in
D ′L1(R+). Ist n > 1, so geho¨rt U ~ ϕ offensichtlich zu Cn−1.
Satz 3.35 und Proposition 3.26 zeigen, daß die Faltungsalgebra A in der
Menge C enthalten ist.
Um den Operator R(U) wie angeku¨ndigt durch einen Grenzprozeß ein-
zufu¨hren, wird die Filterbasis F := {Fε ; ε > 0} auf C∞c (0,∞) durch
Fε :=
{
ϕ ∈ C∞c (0, ε) ; ϕ ≥ 0,
∣∣∣∣∫ ∞
0
ϕ(u) du− 1
∣∣∣∣ ≤ ε} (ε > 0)
definiert. Im Unterschied zu den Filterdefinitionen in [39, 48] werden hier
nur solche Testfunktionen zugelassen, deren Tra¨ger im offenen Intervall (0, ε)
enthalten ist. Diese A¨nderung gewa¨hrleistet, daß die Testfunktionen die Vor-
aussetzungen von Satz 3.35 erfu¨llen.
Im Hinblick auf die ~-Faltungsprodukte aus n Testfunktionen in der De-
finition der Mengen Cn ist es sinnvoll, fu¨r jede natu¨rliche Zahl n ∈ N die
Filterbasis F~n := {F~nε ; ε > 0} mit
F~nε := {ϕ1 ~ · · ·~ ϕn ; ϕ1, . . . , ϕn ∈ Fε} (ε > 0)
zu betrachten. Ist nun U ∈ Cn, ε > 0 und ϕ ∈ F~nε , so existiert der Operator
R(U ~ ϕ) im Sinne von Definition 4.1. Fu¨r jedes x ∈ X bildet das System
der Mengen
{R(U ~ ϕ)x ; ϕ ∈ F~nε } (ε > 0)
eine Filterbasis auf X. Ist diese konvergent, so definiert ihr Grenzwert
lim
F~n
R(U ~ ϕ)x den Wert eines Operators an der Stelle x.
Definition 4.4. Es sei n ∈ N und U ∈ Cn. Dann ist Rn(U) : D(Rn(U)) →
X der Operator mit Definitionsbereich
D(Rn(U)) := {x ∈ X ; lim
F~n
R(U ~ ϕ)x existiert},
definiert durch
Rn(U)x := lim
F~n
R(U ~ ϕ)x, x ∈ D(Rn(U)).
Die Verwendung der Filterbasis F~n zur Definition des Operators Rn(U)
bedeutet, daß gleichzeitig n Grenzu¨berga¨nge bezu¨glich der Filterbasis F voll-
zogen werden. Denkbar wa¨re auch, diese Grenzu¨berga¨nge nacheinander aus-
zufu¨hren. Es la¨ßt sich aber zeigen, daß der hierdurch definierte Operator mit
Rn(U) u¨bereinstimmt.
47
Kapitel 4. Gebrochene Potenzen abgeschlossener Operatoren
Gezeigt wird, daß die Definitionen 4.1 und 4.4 konsistent sind: Erfu¨llt
die integrierbare Funktion f die Bedingung (4.6) und geho¨rt sie gleichzeitig
zu C , so ist Rn(f) = R(f) fu¨r alle n ∈ N. Fu¨r die Distributionen aus C soll
eine a¨hnliche Aussage gezeigt werden, daß na¨mlich der Operator Rn(U) nur
von der Distribution U , aber nicht von der natu¨rlichen Zahl n mit U ∈ Cn
abha¨ngt. Dies wird zuna¨chst fu¨r das Dirac-Maß δ nachgewiesen.
Lemma 4.5. Fu¨r alle n ∈ N und alle x ∈ X ist lim
F~n
R(ϕ)x = x, also
Rn(δ) = I.
Beweis. Sei n ∈ N, x ∈ X und η > 0. Aus der Grenzwertaussage (4.2) folgt
die Existenz einer positiven Zahl ε derart, daß fu¨r alle ϕ1 ∈ Fε gilt:
‖R(ϕ1)x− x‖ ≤ η. (4.12)
Im Fall n = 1 ist das Lemma damit bewiesen. Sei nun n > 1 und ϕ ∈ F~nε ,
etwa ϕ = ϕ1 ~ · · ·~ ϕn mit ϕ1, . . . , ϕn ∈ Fε. Ferner sei ψk := ϕ1 ~ · · ·~ ϕk
fu¨r k = 1, . . . , n. Nach Lemma 4.2 ist dann R(ψk) = R(ψk−1)R(ϕk), wobei
wegen (4.8) die Abscha¨tzung ‖R(ψk−1)‖ ≤ M(1 + ε)n gilt (k = 2, . . . , n).
Mit (4.12) folgt, daß
‖R(ϕ)x− x‖ ≤
n∑
k=2
‖R(ψk)x−R(ψk−1)x‖+ ‖R(ψ1)x− x‖
≤ (n− 1)M(1 + ε)n η + η.
Es sei nun f eine Funktion aus L1(0,∞), die der Bedingung (4.6) genu¨gt
und die zu Cn geho¨rt (n ∈ N). Ferner sei ε > 0 und ϕ ∈ F~nε . Dann sind die
Funktionen f ~ϕ und ϕ ebenfalls in L1(0,∞). Beide Funktionen erfu¨llen die
Bedingung (4.9) und damit auch (4.6). Daher sind die Operatoren R(f ~ϕ),
R(f) und R(ϕ) wohldefiniert, und nach Lemma 4.2 gilt:
R(f ~ ϕ)x = R(ϕ)R(f)x ∀ x ∈ X.
Nach Lemma 4.5 folgt dann, daß Rn(f) = R(f).
Im na¨chsten Satz wird der Nachweis erbracht, daß auch die Operatoren
Rn(U) von der natu¨rlichen Zahl n mit U ∈ Cn unabha¨ngig sind. Hierfu¨r
wird gezeigt, daß diese Operatoren abgeschlossen sind und daß ihr Defini-
tionsbereich in X dicht liegt.
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Satz 4.6. Sei U ∈ C .
(i) Sei n ∈ N derart, daß U ∈ Cn. Ferner seien ψ1, . . . , ψn ∈ C∞c (0,∞)
und ψ := ψ1 ~ · · · ~ ψn. Dann gilt fu¨r jedes x ∈ X, daß R(ψ)x zu
D(Rn(U)) geho¨rt und daß
Rn(U)R(ψ)x = R(U ~ ψ)x. (4.13)
Fu¨r alle x ∈ D(Rn(U)) gilt:
R(ψ)Rn(U)x = R(U ~ ψ)x. (4.14)
(ii) Fu¨r alle n ∈ N mit U ∈ Cn ist Rn(U) ein abgeschlossener, dicht defi-
nierter Operator auf X.
(iii) Sind m,n ∈ N mit U ∈ Cm ∩ Cn, so ist Rm(U) = Rn(U).
Beweis. Zu (i). Sei x ∈ X. Ferner seien ε > 0 und ϕ ∈ F~nε . Dann sind
U ~ ϕ, ψ und (U ~ ϕ) ~ ψ = U ~ (ϕ ~ ψ) Funktionen aus L1(0,∞), die
jeweils die Bedingung (4.9) erfu¨llen. Daher sind die Operatoren R(U ~ ϕ),
R(ψ) und R(U ~ ϕ~ ψ) wohldefiniert, und nach Lemma 4.2 gilt:
R(U ~ ϕ)R(ψ)x = R(U ~ ϕ~ ψ)x. (4.15)
Analog erha¨lt man die Gleichung
R(ϕ)R(U ~ ψ)x = R(U ~ ϕ~ ψ)x. (4.16)
Kombination der Gleichungen (4.15) und (4.16) und Anwendung des Lem-
mas 4.5 liefern die Grenzwertaussage
lim
ϕ,F~n
R(U ~ ϕ)R(ψ)x = R(U ~ ψ)x.
Dies bedeutet, daß R(ψ)x in D(Rn(U)) ist und daß (4.13) gilt.
Sei nun x ∈ D(Rn(U)), ε > 0 und ϕ ∈ F~nε . Mit derselben Begru¨ndung
wie bei der Gleichung (4.15) erha¨lt man
R(ψ)R(U ~ ϕ)x = R(ϕ)R(U ~ ψ)x.
Bildet man nun auf beiden Seiten dieser Gleichung den Grenzwert bezu¨glich ϕ
gema¨ß der Filterbasis F~n, so konvergiert die linke Seite gegen R(ψ)Rn(U)x,
da der Operator R(ψ) stetig ist. Die rechte Seite strebt nach Lemma 4.5
gegen R(U ~ ψ)x. Dies zeigt die Gu¨ltigkeit der Gleichung (4.14).
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Zu (ii). Sei n ∈ N derart, daß U ∈ Cn. Wegen Teil (i) und Lemma 4.5 ist
der Definitionsbereich D(Rn(U)) dicht in X.
Gezeigt wird nun, daß Operator Rn(U) abgeschlossen ist. Dafu¨r sei (xν)
eine Folge aus D(Rn(U)) derart, daß die Grenzwerte x = limν→∞ xν und
y = limν→∞Rn(U)xν existieren. Fu¨r alle ε > 0, ϕ ∈ F~nε und ν ∈ N gilt
wegen Teil (i), daß
R(U ~ ϕ)xν = R(ϕ)Rn(U)xν .
Da die Operatoren R(U~ϕ) und R(ϕ) stetig sind, liefert der Grenzu¨bergang
ν →∞ die Gleichung
R(U ~ ϕ)x = R(ϕ)y.
Die rechte Seite dieser Gleichung konvergiert wegen Lemma 4.5 beim Grenz-
u¨bergang bezu¨glich ϕ gegen y. Daher konvergiert auch die linke Seite gegen
y, und dies bedeutet, daß x ∈ D(Rn(U)) und Rn(U)y = y.
Zu (iii). Es sei x ∈ D(Rn(U)). Ferner seien ε > 0 und ϕ ∈ F~mε . Gezeigt
wird zuna¨chst, daß
R(U ~ ϕ)x = R(ϕ)Rn(U)x. (4.17)
Hierfu¨r seien η > 0 und ψ ∈ F~nη . Nach Teil (i) gilt:
R(U ~ ψ)x = R(ψ)Rn(U)x.
Mit Lemma 4.2 folgt
R(ψ)R(U ~ ϕ)x = R(U ~ ϕ~ ψ)x
= R(ϕ)R(U ~ ψ)x = R(ϕ)R(ψ)Rn(U)x.
Durch Grenzu¨bergang bezu¨glich ψ ergibt sich hieraus die Beziehung (4.17).
Aus (4.17) folgt durch Grenzu¨bergang bezu¨glich ϕ, daß x ∈ D(Rm(U)) und
daß Rm(U)x = Rn(U)x.
Da die Voraussetzungen an m und n symmetrisch waren, ist damit auch
Teil (iii) bewiesen.
Der Teil (iii) von Satz 4.6 erlaubt es, den Operator R(U) jetzt auch fu¨r
U ∈ C zu definieren.
Definition 4.7. Ist U ∈ C und n eine natu¨rliche Zahl mit U ∈ Cn, dann sei
R(U) := Rn(U).
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Es sei daran erinnert, daß n ∈ N die zur Definition des Operators Rn(U)
verwendete Filterbasis F~n angibt. Die Forderung an n ∈ N, daß U zu Cn
geho¨rt, ist aber nicht notwendig, um den Operator R(U) zu charakterisieren,
wie das na¨chste Lemma zeigt.
Lemma 4.8. Sei U ∈ C und x, y ∈ X. Dann sind folgende Aussagen a¨qui-
valent:
(i) x ∈ D(R(U)) und R(U)x = y.
(ii) ∃m ∈ N ∀ε > 0 ∀ϕ ∈ F~mε : x ∈ D(R(U~ϕ)), und lim
ϕ,F~m
R(U~ϕ)x = y.
Ist dies der Fall, so gilt die Aussage (ii) sogar fu¨r jedes m ∈ N.
Beweis. “(i) =⇒ (ii)”: Gezeigt wird, daß (ii) fu¨r jede natu¨rliche Zahl m gilt.
Hierfu¨r sei m ∈ N, ε > 0 und ϕ ∈ F~mε . Zu zeigen ist: x ∈ D(R(U ~ϕ)) und
R(U ~ ϕ)x = R(ϕ)y. Hieraus folgt dann, daß lim
ϕ,F~m
R(U ~ ϕ)x = y.
Sei also n ∈ N derart, daß U ∈ Cn. Dann ist auch U ~ ϕ ∈ Cn. Sind
η > 0 und ψ ∈ F~nη , so gilt nach Satz 4.6, Teil (i) und Lemma 4.2:
R(ϕ)R(ψ)R(U)x = R(ϕ)R(U ~ ψ)x = R(U ~ ϕ~ ψ)x.
Der Grenzu¨bergang bezu¨glich ψ ergibt, daß die linke Seite der Gleichung
gegen R(ϕ)R(U)x konvergiert. Bezogen auf die rechte Seite der Gleichung
bedeutet diese Konvergenzaussage, daß x ∈ D(R(U ~ϕ)) und R(U ~ϕ)x =
R(ϕ)R(U)x = R(ϕ)y.
“(ii) =⇒ (i)”: Die Aussage (ii) gelte fu¨r ein m ∈ N. Es sei n ∈ N derart,
daß U ∈ Cn. Ferner seien ε > 0 und ϕ ∈ F~mε sowie η > 0 und ψ ∈ F~nη . Da
U ~ ϕ in Cn ist, gilt nach Lemma 4.2 und Satz 4.6, Teil (i), daß
R(ϕ)R(U ~ ψ)x = R(U ~ ϕ~ ψ)x = R(ψ)R(U ~ ϕ)x.
Hieraus folgt durch Grenzu¨bergang bezu¨glich ϕ fu¨r jedes feste ψ die Glei-
chung R(U ~ ψ)x = R(ψ)y . Der Grenzu¨bergang bezu¨glich ψ liefert dann
die Aussage (i).
Satz 4.9. Seien U, V ∈ C derart, daß U ~ V ∈ C , und sei x ∈ D(R(V )).
Es geho¨rt x genau dann zu D(R(U ~ V )), wenn R(V )x in D(R(U)) ist. Ist
dies der Fall, so gilt:
R(U ~ V )x = R(U)R(V )x.
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Beweis. Man wa¨hle m,n ∈ N derart, daß U ∈ Cm, V ∈ Cn und U ~ V ∈
Cm+n. Sind ε, η > 0, ϕ ∈ F~mε und ψ ∈ F~nη , so erfu¨llen die Funktionen
U ~ ϕ und V ~ ψ die Voraussetzungen von Lemma 4.2, und es gilt:
R(U ~ ϕ)R(V ~ ψ)x = R((U ~ ϕ)~ (V ~ ψ))x = R((U ~ V ~ ϕ)~ ψ)x.
Die linke Seite dieser Gleichung konvergiert beim Grenzu¨bergang bezu¨glich
ψ gegen R(U ~ ϕ)R(V )x. Aus der Konvergenz der rechten Seite folgt mit
Lemma 4.8, daß x ∈ D(R((U ~ V )~ ϕ)) und
R(U ~ ϕ)R(V )x = R((U ~ V )~ ϕ)x.
Durch Grenzu¨bergang bezu¨glich ϕ folgt mit Lemma 4.8 die Aussage des
Satzes.
Satz 4.9 la¨ßt sich insbesondere auf Distributionen U, V ∈ A anwenden,
weil ihr Faltungsprodukt U ~V zu A geho¨rt und weil A in C enthalten ist.
Folgerung 4.10. Seien U, V ∈ A und x ∈ D(R(V )). Es geho¨rt x genau
dann zu D(R(U ~ V )), wenn R(V )x in D(R(U)) ist. Ist dies der Fall, so
gilt: R(U ~ V )x = R(U)R(V )x.
4.2 Gebrochene Potenzen
4.2.1 Einfu¨hrung der gebrochenen Potenzen
In diesem Abschnitt sei A wieder ein fester Operator aus der Klasse K , mit
dichtem Definitionsbereich und Wertebereich im Banachraum X.
Der Gegenstand dieses Abschnittes sind die gebrochenen Potenzen (−A)α
von −A. Die Konstruktion der gebrochenen Potenzen und die Herleitung
ihrer Eigenschaften soll mit Hilfe des in Abschnitt 4.1 eingefu¨hrten Funktio-
nalkalku¨ls erfolgen. Hierfu¨r bedarf es zuerst geeigneter Distributionen aus
C , denen der Kalku¨l die gebrochenen Potenzen zuordnet.
Zur Konstruktion der ganzzahligen Potenzen (−As)k = sk der Operatoren
−As fu¨r s > 0 und k ∈ N0 sind die Distributionen 1/k! δ(k) geeignet, wie das
Beispiel 2.4 zeigt. Diese Distributionen geho¨ren nach Beispiel 3.34 zu A und
damit auch zu C . Die ganzzahligen Potenzen des allgemeinen Operators −A
behandelt der na¨chste Satz.
Satz 4.11. Fu¨r alle k ∈ N0 ist R(1/k! δ(k)) = (−A)k.
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Beweis. Fu¨r k = 0 gilt die Aussage des Satzes nach Lemma 4.5. Fu¨r k ≥ 1
wird sie durch vollsta¨ndige Induktion bewiesen. Gezeigt wird zuna¨chst, daß
R(δ′) = −A. (4.18)
Sei x ∈ X und ϕ ∈ C∞c (0,∞). Fu¨r die reelle Zahl C :=
∫∞
0
ϕ(u)u−1 du und
die Testfunktion ψ ∈ C∞c (0,∞) mit ψ(u) = ϕ(u)u−1 gilt nach (3.53):
δ′ ~ ϕ = C δ − ψ.
Hieraus folgt
R(δ′ ~ ϕ)x =
∫ ∞
0
ϕ(u)u−1
(
I − u−1R(u−1))x du
=
∫ ∞
0
ϕ(u) (−A)u−1R(u−1)x du
(4.19)
Da der Operator −A abgeschlossen ist, folgt weiter
R(δ′ ~ ϕ)x = (−A)R(ϕ)x. (4.20)
Sei nun x ∈ D(R(δ′)). Nach Lemma 4.8 konvergiert die linke Seite von (4.20)
beim Grenzu¨bergang bezu¨glich ϕ gegen R(δ′)x. Die entsprechende Konver-
genzaussage fu¨r die rechte Seite liefert zusammen mit der Abgeschlossenheit
von −A, daß x ∈ D(−A) und −Ax = R(δ′)x.
Es sei umgekehrt x ∈ D(−A). Dann folgt aus der Gleichung (4.19), daß
R(δ′ ~ ϕ)x = R(ϕ) (−A)x.
Durch Grenzu¨bergang bezu¨glich ϕ folgt mit Lemma 4.8, daß x ∈ D(R(δ′))
und R(δ′)x = −Ax. Damit ist (4.18) gezeigt.
Sei nun k ∈ N und R(k!−1 δ(k)) = (−A)k. Zu zeigen ist:
R
(
(k + 1)!−1 δ(k+1)
)
= (−A)k+1. (4.21)
Ausgangspunkt ist die Faltungsgleichung (siehe Beispiel 3.15)
(k + 1)!−1 δ(k+1) = k!−1 δ(k) ~ δ′. (4.22)
Fu¨r x ∈ D(R(δ′)) = D(−A) gilt nach Folgerung 4.10: x geho¨rt genau dann
zu D
(
R
(
δ(k+1)
))
, wenn R(δ′)x in D
(
R(δ(k))
)
= D((−A)k) ist. Ist dies der
Fall, so gilt
R
(
(k + 1)!−1 δ(k+1)
)
x = R
(
k!−1 δ(k)
)
R
(
δ′
)
x = (−A)k+1x. (4.23)
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Diese Gleichung gilt insbesondere fu¨r alle x ∈ D((−A)k+1).
Umgekehrt sei nun x ∈ D(R(δ(k+1))). Wegen (3.51) sind die beiden
Distributionen δ(k+1) und δ′ Elemente der Menge Ck+2. Seien also ε > 0 und
ϕ ∈ F~k+2ε . Nach Satz 4.6 (i) geho¨rt R(ϕ)x sowohl zu D(R(δ′)) = D(−A)
als auch zu D
(
R
(
δ(k+1)
))
. Wie vor der Gleichung (4.23) ausgefu¨hrt wurde,
ist (−A)R(ϕ)x in D((−A)k) und
R
(
(k + 1)!−1 δ(k+1)
)
R(ϕ)x = (−A)k (−A)R(ϕ)x.
Nochmalige Anwendung von Satz 4.6 (i) liefert
R(ϕ)R
(
(k + 1)!−1 δ(k+1)
)
x = (−A)k+1R(ϕ)x.
Da der Operator (−A)k+1 abgeschlossen ist, folgt durch Grenzu¨bergang be-
zu¨glich ϕ, daß x ∈ D((−A)k+1) und R((k + 1)!−1 δ(k+1))x = (−A)k+1x.
Satz 4.11 la¨ßt sich dahingehend interpretieren, daß die k-te Ableitung
der Funktion (0,∞) 3 u 7→ u−1R(u−1) im Punkt u = 0 gerade durch den
Operator k!Ak gegeben ist, und diese Aussage la¨ßt sich exakt beweisen. Als
Ausgangspunkt dient die Tatsache, daß die Funktion λ 7→ R(λ) auf der
Resolventenmenge von A eine analytische Funktion ist. Durch Induktion
zeigt man, daß fu¨r jedes x ∈ X die Funktion (0,∞) 3 u 7→ u−1R(u−1)x
unendlich oft differenzierbar auf (0,∞) ist mit der j-ten Ableitung
∂ju
(
u−1R(u−1)x
)
= j!u−j−1R(u−1)
(
u−1R(u−1)− I)jx, u > 0, j ∈ N0.
Fu¨r x ∈ D(Ak) und j = 0, . . . , k ist limu→0+ ∂ju
(
u−1R(u−1)x
)
= j!Ajx und
daher
∂ju
(
u−1R(u−1)x
)∣∣
u=0
= j!Ajx fu¨r j = 0, . . . , k.
Satz 4.11 regt dazu an, die gebrochene Potenz (−A)α von −A mit Hilfe
der gebrochenen Ableitung δ(α) des Dirac-Maßes δ der Ordnung α ≥ 0 zu
konstruieren. Fu¨r α ∈ N0 setzt man δ(α) := Dαδ. Ist m− 1 < α < m fu¨r ein
m ∈ N, so ist die Distribution δ(α) wie in [23, 48] durch
〈δ(α), χ〉 := 1
Γ(−α)
∫ ∞
0
u−α−1
[
χ(u)−
m−1∑
k=0
χ(k)(0)
k!
uk
]
du, χ ∈ B(R)
(4.24)
definiert (vgl. [40, Ch. II, §2] oder [12, I, Ch. I, §3.3]).
Die gebrochene Ableitung der Ordnung α von U ∈ D ′(R+) wird in [40,
Ch. VI, §5] und [12, I, Ch. I, §5.5] als Laplace’sche Faltung U ∗ δ(α) definiert.
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In [23, 48] werden die gebrochenen Ableitungen δ(α) des Dirac-Maßes
benutzt, um gebrochene Potenzen von Halbgruppenerzeugern zu definieren.
Auf a¨hnliche Weise lassen sich nun die gebrochenen Potenzen von −A ein-
fu¨hren. Damit dies im Rahmen des in Abschnitt 4.1 entwickelten Kalku¨ls
geschehen kann, wird zuna¨chst gezeigt, daß die Distributionen δ(α), α ≥ 0,
zur Faltungsalgebra A geho¨ren.
Lemma 4.12. Fu¨r alle α ≥ 0 ist δ(α) ∈ A .
Beweis. Der Fall, daß α eine natu¨rliche Zahl oder Null ist, wurde bereits im
Beispiel 3.34 behandelt.
Sei m ∈ N und m− 1 < α < m. Gezeigt wird: Es existieren Funktionen
f, g ∈ Λ(0,∞) und reelle Zahlen C0, . . . , Cm−1 derart, daß
δ(α) = f +
m−1∑
k=0
Ck
δ(k)
k!
+ g ~ δ
(m)
m!
. (4.25)
Hierfu¨r wa¨hle man eine Testfunktion ψ ∈ C∞c (R), die in einer Umgebung der
Null konstant 1 ist. Dann gilt fu¨r alle χ ∈ B(R), daß
〈
Γ(−α) δ(α), χ〉 = ∫ ∞
0
1− ψ(u)
uα+1
χ(u) du−
m−1∑
k=0
∫ ∞
0
1− ψ(u)
uα+1−k
du · χ
(k)(0)
k!
+
+
∫ ∞
0
ψ(u)
uα+1−m
· 1
um
[
χ(u)−
m−1∑
k=0
χ(k)(0)
k!
uk
]
du.
Mit den Bezeichnungen
f : (0,∞)→ R, f(u) := 1− ψ(u)
Γ(−α)uα+1 ,
g : (0,∞)→ R, g(u) := (−1)
m ψ(u)
Γ(−α)uα−m+1 , (4.26)
Ck :=
(−1)k+1
Γ(−α)
∫ ∞
0
1− ψ(u)
uα+1−k
du fu¨r k = 0, . . . ,m− 1
gilt dann die Beziehung (4.25) [man benutze hierfu¨r die Gleichung (3.48)].
Es ist offensichtlich, daß f und g zu Λ(0,∞) geho¨ren.
Definition 4.13. Fu¨r α > 0 sei (−A)α := R(Γ(α+ 1)−1 δ(α)).
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Es ist naheliegend, die gebrochene Potenz (−A)αx fu¨r x ∈ D((−A)α)
dadurch zu berechnen, daß in der Gleichung (4.24) die skalare Funktion χ
durch die vektorwertige Funktion R+ 3 u 7→ u−1R(u−1)x ersetzt wird. Dies
ist zwar nicht fu¨r alle x aus dem Definitionsbereich von (−A)α zula¨ssig, aber
auf einer Teilmenge von D((−A)α) erha¨lt man auf diese Weise eine exakte
Darstellung der gebrochenen Potenz.
Proposition 4.14. Sei m ∈ N und m − 1 < α < m. Dann ist D(Am) in
D((−A)α) enthalten, und fu¨r alle x ∈ D(Am) gilt:
(−A)αx = 1
Γ(α+ 1)Γ(−α)
∫ ∞
0
u−α−1
[
u−1R(u−1)x−
m−1∑
k=0
ukAkx
]
du
=
sin
(
(α−m+ 1)pi)
pi
∫ ∞
0
λα−mR(λ) (−A)mx dλ.
(4.27)
Beweis. Es sei x ∈ D(Am). Aus (4.25) ergibt sich zuna¨chst, daß x zu
D((−A)α) geho¨rt. Wie im Beweis der Gleichung (4.25) sei ψ ∈ C∞c (R), so
daß in einer Umgebung der Null ψ ≡ 1 ist. Wendet man den Kalku¨l R
auf (4.25) an, so erha¨lt man wegen (4.26), daß
Γ(α+ 1)Γ(−α)(−A)αx =
∫ ∞
0
1− ψ(u)
uα+1
u−1R(u−1)x du −
−
m−1∑
k=0
∫ ∞
0
1− ψ(u)
uα+1−k
Akx du +
+
∫ ∞
0
ψ(u)
uα+1−m
u−1R(u−1)Amx du,
(4.28)
und hieraus folgt mit Hilfe der Identita¨t
u−1R(u−1)x−
m−1∑
k=0
(uA)kx = u−1R(u−1) (uA)mx
die Gu¨ltigkeit des ersten Gleichheitszeichens in (4.27). Aus (4.28) folgt auch,
daß
(−A)αx = sin
(
(α−m+ 1)pi)
pi
∫ ∞
0
u−α+m−2R(u−1) (−A)mx du.
Mit der Substitution λ = u−1 erha¨lt man hieraus die Gu¨ltigkeit des zweiten
Gleichheitszeichens in (4.27).
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Die Integraldarstellung (4.27) wurde von A.V. Balakrishnan [2] zur Defi-
nition der gebrochenen Potenz (−A)αx fu¨r x ∈ D(Am) benutzt. Hierauf soll
noch im Abschnitt 4.2.3 eingegangen werden.
4.2.2 Die Potenzgesetze
Gegenstand dieses Abschnittes sind die Potenzgesetze der Multiplikativita¨t
der Exponenten
((−A)α)β = (−A)αβ (4.29)
und der Additivita¨t der Exponenten
(−A)α (−A)β = (−A)α+β.
Abweichend von anderen Darstellungen wird in dieser Arbeit zuna¨chst die
Multiplikativita¨t der Exponenten gezeigt. Mit Hilfe dieses Potenzgesetzes
la¨ßt sich fu¨r 0 < β < α die Inklusion
D
(
(−A)α) ⊂ D((−A)β)
auf relativ einfache Weise herleiten. Diese Inklusion wird dann zum Beweis
der Additivita¨t der Exponenten benutzt.
Bei allen Beweisen wird die modifizierte Stieltjes-Transformierte von δ(α)
beno¨tigt. Der Wert der S-Transformierten der Distribution Γ(α + 1)−1 δ(α)
an der Stelle s ist die gebrochene Potenz (−As)α des in (4.3) definierten
Operators −As (s > 0). Man wird daher erwarten, daß S
[
Γ(α+1)−1 δ(α)
]
(s)
gerade sα ist, und das na¨chste Lemma zeigt, daß dies tatsa¨chlich der Fall ist.
Lemma 4.15. Fu¨r α ≥ 0 gilt:
S
[
Γ(α+ 1)−1 δ(α)
]
(s) = sα ∀ s > 0. (4.30)
Beweis. Wegen Beispiel 2.4 ist nur der Fall zu untersuchen, daß α /∈ N0. Sei
also m ∈ N derart, daß m− 1 < α < m. Ferner sei s > 0 und ψs ∈ B˙(R), so
daß ψs(u) = 1/(1 + su) fu¨r alle u ≥ 0. Dann gilt nach (4.24):
S[δ(α)](s) =
〈
δ(α), ψs
〉
=
1
Γ(−α)
∫ ∞
0
u−α−1
[
1
1 + su
−
m−1∑
k=0
(−su)k)
]
du
=
1
Γ(−α)
∫ ∞
0
u−α−1
(−su)m
1 + su
du
=
(−1)m
Γ(−α) s
α
∫ ∞
0
um−α−1
1 + u
du
= Γ(α+ 1) sα.
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Damit die in der Gleichung (4.29) auftretenden Operatoren sinnvoll de-
finiert sind, muß der Operator −(−A)α wieder zur Klasse K geho¨ren. Be-
kanntlich ist dies fu¨r 0 < α < 1 der Fall [1, 17, 25, 28], und diese Tatsache
soll im Rahmen des in Kapitel 4.1 entwickelten Funktionalkalku¨ls gezeigt
werden. Nach Satz 4.6 ist −(−A)α ein abgeschlossener, dicht definierter
Operator. Um den Nachweis zu erbringen, daß −(−A)α zu K geho¨rt, ist es
erforderlich, fu¨r alle λ > 0 die Existenz einer stetigen Inversen des Operators
I + λ(−A)α zu zeigen. Ferner ist nachzuweisen, daß
sup
λ>0
∥∥(I + λ(−A)α)−1∥∥ <∞.
Aus der Theorie der gebrochenen Potenzen ist bekannt, daß die Resolvente
R(λ; (−A)α) (0 < α < 1, λ > 0) mit Hilfe der Funktion fα,λ : (0,∞)→ R,
fα,λ(u) :=
1
Γ(α) Γ(1− α) ·
uα
u2α + 2λ cos(αpi) uα + λ2
, u > 0
dargestellt werden kann. Das Integral
∫∞
0
u−1fα,λ(u) konvergiert (absolut)
und hat den Wert λ. fα,λ ist Stieltjes-transformierbar mit der Transformier-
ten
S[fα,λ](s) = (λ+ s
α)−1 ∀ s > 0.
Diese S-Transformierte wird nun als S-Transformierte einer integrierbaren
Funktion dargestellt (vgl. Kap. 2, S. 14). Fu¨r 0 < α < 1 und λ > 0 sei
rα,λ : (0,∞)→ R definiert durch
rα,λ(u) := (λu)
−1fα,1/λ(u−1), u > 0.
Dann ist rα,λ ∈ L1(0,∞) mit
∫∞
0
rα,λ(u) du = 1, und es gilt:
S[rα,λ](s) =
1
λ
· 1
λ−1 + sα
=
1
1 + λsα
∀ s > 0. (4.31)
Damit der in Kapitel 4.1 entwickelte Kalku¨l auf die Funktionen rα,λ an-
gewendet werden kann, wird gezeigt, daß sie zum Funktionenraum Λ(0,∞)
geho¨ren.
Lemma 4.16. Fu¨r 0 < α < 1 und λ > 0 ist rα,λ ∈ Λ(0,∞).
Beweis. Durch vollsta¨ndige Induktion u¨ber k ∈ N0 zeigt man zuna¨chst, daß
sich die k-te Ableitung von rα,λ in der Form
r
(k)
α,λ(u) = u
α−k−1 · Pk(u
α)
Qk(uα)
(u > 0) (4.32)
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darstellen la¨ßt, wobei Pk und Qk Polynome sind mit gradPk + 2 ≤ gradQk
und Qk(u) ≥ Qk(0) > 0 fu¨r alle u ∈ R+.
Sei nun k ∈ N0 fest. Aus der Gleichung (4.32) und aus den Eigenschaften
von Pk und Qk ergeben sich die Abscha¨tzungen
ukr
(k)
α,λ(u) =
{
O(uα−1) (u→ 0+),
O(u−α−1) (u→∞),
aus denen die (absolute) Konvergenz des Integrals
∫∞
0
ukr
(k)
α,λ(u) du und die
Grenzwertaussagen lim
u→0+
uk+1 r
(k)
α,λ(u) = limu→∞
uk+1 r
(k)
α,λ(u) = 0 folgen.
Satz 4.17. Sei 0 < α < 1. Dann geho¨rt der Operator −(−A)α zur Klasse
K , und fu¨r alle λ > 0 gilt:
R(rα,λ) =
(
I + λ(−A)α)−1 = λ−1R(λ−1;−(−A)α). (4.33)
Beweis. Sei λ > 0. Zuna¨chst wird die Gleichung (4.33) gezeigt. Gema¨ß
Lemma 4.15 und der Gleichung (4.31) gilt die Beziehung
S
[
rα,λ ~
(
δ + λ
δ(α)
Γ(α+ 1)
)]
= S[rα,λ] ·S
[
δ + λ
δ(α)
Γ(α+ 1)
]
= 1 = S[δ].
Alle Distributionen in dieser Gleichung geho¨ren zu A , wie Lemma 4.12 und
Lemma 4.16 zeigen. Die Eindeutigkeit der S-Transformation auf A (Folge-
rung 3.37) liefert die Faltungsgleichungen(
δ + λ
δ(α)
Γ(α+ 1)
)
~ rα,λ = rα,λ ~
(
δ + λ
δ(α)
Γ(α+ 1)
)
= δ.
Nach Folgerung 4.10 bildet der Operator R(rα,λ) den Raum X in D
(
(−A)α)
ab, und es gilt:
(I + λ(−A)α)R(rα,λ)x = x ∀ x ∈ X. (4.34)
Aus Folgerung 4.10 ergibt sich außerdem, daß
R(rα,λ)
(
I + λ(−A)α)x = x ∀ x ∈ D((−A)α). (4.35)
Die Gleichungen (4.34) und (4.35) zeigen, daß der Operator I + λ(−A)α die
stetige InverseR(rα,λ) besitzt. Dies bedeutet, daß λ
−1 zur Resolventenmenge
von −(−A)α geho¨rt und daß (4.33) gilt.
Fu¨r die Norm des OperatorsR(rα,λ) erha¨lt man aus der Ungleichung (4.8)
und der Gleichung ‖rα,λ‖L1 = 1 die Abscha¨tzung
‖R(rα,λ)‖ ≤M,
wobei M die Konstante aus (4.1) ist. Daher ist supλ>0 ‖R(rα,λ)‖ ≤ M , und
−(−A)α geho¨rt zur Klasse K .
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Es sei nun α ∈ (0, 1) fest. Zum Beweis des Potenzgesetzes (4.29) wird nach
dem Vorbild von [48] ein Zusammenhang zwischen den Funktionalkalku¨len,
die von den beiden Operatoren A und −(−A)α erzeugt werden, hergestellt.
Dabei wird weiterhin die Bezeichnung R fu¨r den Kalku¨l zum Operator A
verwendet, wa¨hrend Rα den Kalku¨l zum Operator −(−A)α bezeichnet.
Jeder Funktion f aus L1(0,∞) soll eine Funktion fα zugeordnet werden,
so daß die Beziehung Rα(f) = R(fα) gilt. Dies geschieht unter Verwendung
der Funktionen rα,λ, deren Rolle derjenigen der aus der Stochastik bekannten
stabilen Le´vy-Dichten in [48] entspricht.
Fu¨r f ∈ L1(0,∞) sei die Funktion fα : (0,∞)→ R definiert durch
fα(u) :=
∫ ∞
0
f(λ) rα,λ(u) dλ. (4.36)
Lemma 4.18. Fu¨r alle f ∈ L1(0,∞) gilt:
(i) fα ∈ Λ(0,∞).
(ii) S[fα](s) = S[f ](s
α) fu¨r alle s > 0.
(iii) R(fα) = R
α(f).
Beweis. Zur Vorbereitung des eigentlichen Beweises sei festgehalten, daß
r
(k)
α,λ(u) = (λ
−1/α)k+1 r(k)α,1(λ
−1/αu) ∀ u > 0, k ∈ N0, λ > 0. (4.37)
Diese Gleichung erha¨lt man fu¨r k = 0 durch eine einfache Rechnung, und
durch k-malige Differentiation ergibt sie sich auch fu¨r k ≥ 1. Aus (4.37) folgt
jeweils mit der Substitution v = λ−1/αu, daß
sup
u>0
{
uk+1 r
(k)
α,λ(u)
}
= sup
v>0
{
vk+1 r
(k)
α,1(v)
}
=:Mk (4.38)
und ∫ ∞
0
uk r
(k)
α,λ(u) du =
∫ ∞
0
vk r
(k)
α,1(u) dv =: Ik (4.39)
fu¨r alle λ > 0 und alle k ∈ N0. Dies bedeutet, daß das Supremum bzw. das
Integral auf der linken Seite von (4.38) bzw. (4.39) vom Parameter λ > 0
unabha¨ngig ist.
Nun zum Beweis von Teil (i). Es sei f ∈ L1(0,∞). Mit dem Satz von
der majorisierten Konvergenz zeigt man, daß die Funktion fα unendlich oft
differenzierbar auf (0,∞) ist und daß sich ihre k-te Ableitung (k ∈ N0) durch
f (k)α (u) =
∫ ∞
0
f(λ) r
(k)
α,λ(u) dλ (u > 0)
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darstellen la¨ßt. Hieraus ergibt sich mit (4.38) die Abscha¨tzung
sup
u>0
|uk+1 f (k)α (u)| ≤ sup
u>0
{∫ ∞
0
|uk+1 r(k)α,λ(u)| |f(λ)| dλ
}
≤Mk ‖f‖L1 ,
und mit (4.39) folgt die Abscha¨tzung∫ ∞
0
|uk f (k)α (u)| du ≤
∫ ∞
0
∫ ∞
0
|uk r(k)α,λ(u)| |f(λ)| du dλ = Ik ‖f‖L1 .
Fu¨r den Beweis von (ii) sei s > 0. Dann gilt:
S[fα](s) =
∫ ∞
0
∫ ∞
0
f(λ) rα,λ(u)
1 + su
dλ du,
wobei das iterierte Integral absolut konvergiert. Daher kann die Integrations-
reihenfolge vertauscht werden, und mit (4.31) folgt, daß
S[fα](s) =
∫ ∞
0
f(λ)S[rα,λ](s) dλ =
∫ ∞
0
f(λ)
1 + sαλ
dλ = S[f ](sα).
Der Beweis von Teil (iii) benutzt die Gleichung (4.33) und ist ansonsten
analog zu dem von Teil (ii).
Nach diesen Vorbereitungen kann nun das Potenzgesetz von der Multipli-
kativita¨t der Exponenten bewiesen werden.
Satz 4.19. Fu¨r 0 < α < 1 und β > 0 gilt:
(
(−A)α)β = (−A)αβ.
Beweis. Sei 0 < α < 1 und β > 0. Ferner sei m ∈ N, so daß δ(β) ∈ Cm, und
seien ε > 0, ϕ ∈ F~mε . Gezeigt wird zuna¨chst, daß
Rα
(
Γ(β + 1)−1δ(β) ~ ϕ
)
x =
{
(−A)αβRα(ϕ)x fu¨r x ∈ X,
Rα(ϕ) (−A)αβx fu¨r x ∈ D((−A)αβ).
(4.40)
Nach Lemma 4.15 und Lemma 4.18, (ii) gilt fu¨r alle s > 0:
S
[(
Γ(β + 1)−1δ(β) ~ ϕ
)
α
]
(s) = S
[
Γ(β + 1)−1δ(β) ~ ϕ
]
(sα)
= (sα)βS[ϕ](sα) = sαβS[ϕα](s)
= S
[
Γ(αβ + 1)−1δ(αβ) ~ ϕα
]
(s).
Da alle Distributionen in dieser Gleichung zu A geho¨ren, liefert die Eindeu-
tigkeit der Stieltjes-Transformation derartiger Distributionen die Faltungs-
gleichung (
Γ(β + 1)−1δ(β) ~ ϕ
)
α
= Γ(αβ + 1)−1δ(αβ) ~ ϕα.
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Mit Lemma 4.18, Teil (iii) erha¨lt man
Rα
(
Γ(β + 1)−1δ(β) ~ ϕ
)
= R
(
(Γ(β + 1)−1δ(β) ~ ϕ)α
)
= R
(
Γ(αβ + 1)−1δ(αβ) ~ ϕα
)
.
Aus dieser Gleichung folgt mit Folgerung 4.10, daß
Rα
(
Γ(β + 1)−1δ(β) ~ ϕ
)
x =
{
(−A)αβR(ϕα)x fu¨r x ∈ X,
R(ϕα) (−A)αβx fu¨r x ∈ D
(
(−A)αβ),
und mit der Gleichung R(ϕα) = R
α(ϕ) ergibt sich dann die Aussage (4.40).
Aus (4.40) folgt durch Grenzu¨bergang bezu¨glich ϕ, daß x genau dann
zum Definitionsbereich von (−A)αβ geho¨rt, wenn x im Definitionsbereich
von ((−A)α)β ist, und in diesem Fall gilt: ((−A)α)βx = (−A)αβx.
Aus der Multiplikativita¨t der Exponenten la¨ßt sich die angeku¨ndigte In-
klusionsaussage u¨ber die Definitionsbereiche der gebrochenen Potenzen fol-
gern.
Satz 4.20. Fu¨r 0 < β < α gilt die Inklusion
D
(
(−A)α) ⊂ D((−A)β). (4.41)
Beweis. Sei m ∈ N derart, daß α < m. Zuna¨chst sei m = 1. Um die
Aussage des Satzes in diesem Fall zu zeigen, setze man B := −(−A)α. Da
α < 1, geho¨rt B zur Klasse K , und nach Satz 4.19 gilt:
(−B)β/α = ((−A)α)β/α = (−A)β. (4.42)
Da β/α < 1, liefert Proposition 4.14 die Inklusion D(−B) ⊂ D((−B)β/α),
und wegen (4.42) bedeutet dies gerade, daß D
(
(−A)α) ⊂ D((−A)β).
Nun zum Fall, daß m eine beliebige natu¨rliche Zahl ist. Da α/m < 1,
folgt wieder nach Satz 4.19, daß(
(−A)α/m)k = (−A)kα/m (k = 0, . . . ,m).
Hieraus folgt weiter, daß
D
(
(−A)α) ⊂ D((−A)kα/m) fu¨r k = 0, . . . ,m. (4.43)
Aus der skalaren Gleichung
sβ =
(
sβ/m
1 + sα/m
)m
·
m∑
k=0
(
m
k
)
skα/m ∀ s > 0
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ergibt sich die Faltungsgleichung
δ(β))
Γ(β + 1)
=
(
δ(β/m)
Γ(β/m+ 1)
~ rα/m,1
)~m
~
m∑
k=0
(
m
k
)
δ(kα/m)
Γ(kα/m+ 1)
, (4.44)
wobei ~m fu¨r ein ~-Faltungsprodukt aus m identischen Faktoren steht. Bei
Anwendung des Funktionalkalku¨ls auf Γ(β/m+1)−1δ(β/m)~rα/m,1 ergibt sich
der Operator
(−A)β/mR(rα/m,1).
Der Operator R(rα/m,1) = R(1;−(−A)α/m) bildet den Raum X in den Defi-
nitionsbereich von (−A)α/m ab, und wegen 0 < β/m < α/m < 1 ist dieser in
D
(
(−A)β/m) enthalten. Somit ist (−A)β/mR(rα/m,1) auf ganz X definiert.
Mit dieser Tatsache und mit (4.43) folgt, daß der Kalku¨l die Faltungsglei-
chung (4.44) fu¨r jedes x ∈ D((−A)α) in die Operatorgleichung
(−A)βx = ((−A)β/mR(rα/m,1))m m∑
k=0
(
m
k
)
(−A)kα/mx (4.45)
u¨bersetzt. Folgerung 4.10 zeigt insbesondere, daß D
(
(−A)α) ⊂ D((−A)β).
Aus Folgerung 4.10 und aus Satz 4.20 folgt schließlich die Additivita¨t der
Exponenten.
Satz 4.21. Seien α, β > 0 und x ∈ X. Es geho¨rt x genau dann zu
D
(
(−A)α+β), wenn x ∈ D((−A)β) und (−A)βx ∈ D((−A)α). Ist dies der
Fall, so gilt:
(−A)α+βx = (−A)α (−A)βx. (4.46)
Beweis. Seien α, β > 0. Aus Lemma 4.15 und der Eindeutigkeit der S-
Transformation fu¨r Distributionen aus A ergibt sich die Faltungsgleichung
δ(α)
Γ(α+ 1)
~ δ
(β)
Γ(β + 1)
=
δ(α+β)
Γ(α+ β + 1)
.
Hieraus ergibt sich mit Folgerung 4.10 die Gu¨ltigkeit der Gleichung (4.46) im
Fall, daß beide Seiten wohldefiniert sind.
Ist x ∈ D((−A)β) und (−A)βx ∈ D((−A)α), so zeigt Folgerung 4.10,
daß x in D
(
(−A)α+β) ist und daß die Gleichung (4.46) gilt.
Ist umgekehrt x ∈ D((−A)α+β), so zeigt Satz 4.20, daß x ∈ D((−A)β).
Wieder mit Folgerung 4.10 folgt, daß (−A)βx ∈ D((−A)α).
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4.2.3 A¨quivalente Konstruktionen gebrochener
Potenzen
Die Definition der gebrochenen Potenzen nach dem Vorbild des Schwartz’-
schen Funktionalkalku¨ls ist durch die Verwendung der Filterkonvergenz rela-
tiv abstrakt formuliert. Andere Autoren benutzen konkretere Approximatio-
nen der gebrochenen Potenzen. So definieren H.W. Ho¨vel-U. Westphal [17]
die gebrochene Potenz (−A)α, 0 < α < 1, durch den Limes
lim
N→∞
1
Cα
∫ N
0
λα−1
(
I − λR(λ))x dλ (4.47)
fu¨r diejenigen x ∈ X, fu¨r die der Grenzwert existiert. Dabei ist Cα :=
Γ(α) Γ(1− α).
Es sei nun α ∈ (0, 1) fest. Gezeigt werden soll, daß der durch (4.47)
definierte lineare Operator mit der gebrochenen Potenz (−A)α, die durch
Definition 4.13 gegeben ist, u¨bereinstimmt. Dafu¨r wird zuna¨chst, analog
zu [17, Prop. 2.5], eine Darstellung der gebrochenen Potenz bewiesen:
(−A)α
∫ ∞
0
u−1 pα
(
ε u−1
)
u−1R(u−1)x du =
∫ ∞
ε
I − u−1R(u−1)
uα+1
x du. (4.48)
Dabei sind ε > 0 und x ∈ X beliebig, und pα ist die skalare Funktion, die
in [17] als das Riemann-Liouville-Integral [37] der Funktion (0,∞) 3 w 7→
Γ(α)−1(1− w)α−1+ von der Ordnung 1− α definiert wurde, also
pα(u) :=
1
Cα
∫ u
0
(u− w)−α (1− w)α−1+ dw, u > 0.
Nach [17, Lemma 2.2] ist die Funktion pα Stieltjes-transformierbar, weil
das Integral
∫∞
0
u−1pα(u) du (absolut) konvergiert, und fu¨r ihre gewo¨hnliche
Stieltjes-Transformierte gilt:
sα S[pα](s) = s
∫ 1
0
λα−1
λ+ s
dλ ∀ s > 0. (4.49)
Gema¨ß dem im Abschnitt 2.2 beschriebenen Prinzip wird in dieser Arbeit
an Stelle der Funktion pα die Funktion (0,∞) 3 u 7→ u−1 pα(u−1) benutzt.
Fu¨r den Beweis der Gleichung (4.48) ist es zweckma¨ßig, fu¨r jedes positive ε
die Funktion qα,ε : (0,∞)→ R durch
qα,ε(u) := u
−1 pα(ε u−1) (u > 0)
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einzufu¨hren. Fu¨r die modifizierte Stieltjes-Transformierte der integrierbaren
Funktion qα,ε ergibt sich durch Substitution aus (4.49) die Beziehung
sαS[qα,ε](s) =
∫ ∞
ε
u−α−1
(
1− 1
1 + su
)
du ∀ s > 0. (4.50)
Definiert man fu¨r jedes ε > 0 das Maß µα,ε aus D ′L1(R+) durch
〈µα,ε, χ〉 :=
∫ ∞
ε
u−α−1
(
χ(0)− χ(u)) du, χ ∈ B(R),
so besagt die Gleichung (4.50) gerade, daß
S[Γ(α+ 1)−1δ(α)] ·S[qα,ε] = S[µα,ε]. (4.51)
Mit dem Eindeutigkeitssatz fu¨r S (Satz 3.36) soll hieraus die Faltungsglei-
chung
Γ(α+ 1)−1δ(α) ~ qα,ε = µα,ε (4.52)
gefolgert werden, und durch Anwendung des Funktionalkalku¨ls soll schließ-
lich (4.48) bewiesen werden. Dafu¨r muß gezeigt werden, daß die Distri-
butionen auf beiden Seiten der Gleichung (4.52) den Voraussetzungen von
Satz 3.36 genu¨gen.
Zuna¨chst wird die Funktion qα,ε auf der linken Seite von (4.52) untersucht.
Das na¨chste Lemma zeigt insbesondere, daß qα,ε die Bedingung (4.6) erfu¨llt
und daß der Operator R(qα,ε) wohldefiniert ist.
Lemma 4.22. Sei g ∈ Λ(0,∞) und ε > 0. Dann gilt:∫ ∞
0
∫ 1
0
|g(u)uK[qα,ε](t, u)| dt du <∞. (4.53)
Das Faltungsprodukt g ~ qα,ε ist eine Funktion aus L1(0,∞), und fu¨r alle
x ∈ X gilt:
R(qα,ε)R(g)x = R(g)R(qα,ε)x =
∫ ∞
0
(g ~ qα,ε)(u)u−1R(u−1)x du. (4.54)
Beweis. Nach [17, Eq. (2.10)] besitzt die Funktion pα die Darstellung
pα(u) =
{
C−1α
∫ u
0
w−α(1− w)−1 dw falls 0 < u < 1,
C−1α
∫∞
u
w−α(w − 1)−1 dw falls u > 1.
65
Kapitel 4. Gebrochene Potenzen abgeschlossener Operatoren
Dieser Darstellung entnimmt man, daß limu→0+ pα(u) = limu→∞ pα(u) = 0.
Ferner ist pα auf (0,∞) \ {1} stetig differenzierbar mit der Ableitung
pα
′(u) = C−1α u
−α(1− u)−1 ∀ u > 0, u 6= 1.
Daher ist qα,ε auf (0,∞) \ {ε} stetig differenzierbar, und fu¨r jedes η ∈ (0, ε)
gilt, daß
sup {u |qα,ε(u)| ; u > 0, |u− ε| > η} <∞ (4.55)
und
sup
{
u2 |qα,ε′(u)| ; u > 0, |u− ε| > η
}
<∞. (4.56)
Aus (4.55) und (4.56) folgt fu¨r 0 < η < ε/2 die Ungleichung
sup
{
u
∫ 1
0
|K[qα,ε](t, u)| dt ; u > 0, |u− ε| ≥ 2η
}
<∞. (4.57)
Ist nun g ∈ Λ(0,∞), so ist g auf (0,∞) stetig und integrierbar. We-
gen (4.57) ist die Aussage (4.53) bereits bewiesen, wenn gezeigt ist, daß∫ 2ε
ε/2
∫ 1
0
|K[qα,ε](t, u)| dt du <∞. (4.58)
Mit den beiden Substitutionen v = u/ε und w = v−1 folgt∫ 2ε
ε/2
∫ 1
0
|K[qα,ε](t, u)| dt du =
∫ 2
1/2
∫ 1
0
∣∣∣∣pα(t v−1)− t−1 pα(t−1v−1)t− 1
∣∣∣∣ v−1 dt dv
=
∫ 2
1/2
∫ 1
0
|K[pα](t, w)| w−1 dt dw,
und das resultierende Integral konvergiert nach [17] (siehe dort die Ausfu¨h-
rungen vor der Gleichung (2.12)).
Wegen (4.53) folgt aus Satz 3.24, daß g~ qα,ε eine Funktion aus L1(0,∞)
ist, und die Gleichung (4.54) ergibt sich aus Lemma 4.2.
Lemma 4.23. Sei ε > 0 und ϕ ∈ C∞c (0,∞). Dann ist µα,ε~ϕ eine Funktion
aus L1(0,∞), und fu¨r alle x ∈ X gilt:∫ ∞
0
(µα,ε ~ ϕ)(u)u−1R(u−1)x du = R(ϕ)
∫ ∞
ε
I − u−1R(u−1)
uα+1
x du (4.59)
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Beweis. Es ist zweckma¨ßig, zuna¨chst die Funktion fα,ε : (0,∞)→ R,
fα,ε(u) :=
{
0 fu¨r 0 < u ≤ ε,
u−α fu¨r u > ε
einzufu¨hren. Mit ihrer Hilfe la¨ßt sich das Maß µα,ε darstellen durch
〈µα,ε, χ〉 =
∫ ∞
0
fα,ε(u)
χ(0)− χ(u)
u
du ∀ χ ∈ B(R).
Es sei nun χ ∈ C∞c (R) fest. Der Wert der Faltung µα,ε ~ ϕ an der Stelle χ
ist gegeben durch das absolut konvergente Doppelintegral
〈µα,ε ~ ϕ, χ〉 =
∫ ∞
0
∫ ∞
0
fα,ε(u)ϕ(v)
q[χ](0, v)− q[χ](u, v)
u
du dv
= −
∫ ∞
0
∫ ∞
0
fα,ε(u)ϕ(v)∆[χ](u, v) du dv,
und diese Gleichung la¨ßt sich dahingehend interpretieren, daß µα,ε~ϕ die -
Faltung von fα,ε und ϕ ist. Dies gilt aber nur formal, weil fα,ε nicht zuD ′L1(R)
geho¨rt. Dennoch la¨ßt sich mit derselben Argumentation wie im Beweis von
Satz 3.11 (vgl. auch den ausfu¨hrlichen Beweis von Satz 3.24) die Beziehung
〈µα,ε ~ ϕ, χ〉 = −
∫ 1
0
∫ ∞
0
(
fα,ε(u)K[ϕ](t, u) + ϕ(u)K[fα,ε](t, u)
)
χ(u) du dt
(4.60)
herleiten. Da die iterierten Integrale∫ ∞
0
∫ 1
0
|fα,ε(u)K[ϕ](t, u)| dt du
und ∫ ∞
0
∫ 1
0
|ϕ(u)K[fα,ε](t, u)| dt du
konvergieren, kann die Integrationsreihenfolge in (4.60) nach dem Satz von
Tonelli vertauscht werden. Es folgt, daß µα,ε~ϕ eine Funktion aus L1(0,∞)
ist, die fast u¨berall auf (0,∞) die Darstellung
(µα,ε ~ ϕ)(u) = −fα,ε(u)
∫ 1
0
K[ϕ](t, u) dt− ϕ(u)
∫ 1
0
K[fα,ε](t, u) dt (4.61)
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besitzt. Damit ist der erste Teil des Lemmas bewiesen.
Fu¨r den Beweis der Gleichung (4.59) sei x ∈ X. Dann gilt:
R(ϕ)
∫ ∞
ε
I − u−1R(u−1)
uα+1
x du =
= −
∫ ∞
0
∫ ∞
0
fα,ε(u)ϕ(v)
u−1R(u−1)− v−1R(v−1)
u− v x du dv.
Hieraus erha¨lt man mit derselben Argumentation beim Beweis von (4.61)
den Ausdruck
−
∫ ∞
0
∫ 1
0
(
fα,ε(u)K[ϕ](t, u) + ϕ(u)K[fα,ε](t, u)
)
u−1R(u−1)x dt du,
und wegen (4.61) ist dies gerade
∫∞
0
(
µα,ε ~ ϕ
)
(u)u−1R(u−1)x du.
Die Gleichung (4.48) wird in der folgenden Proposition, das als Analogon
zum Teil (i) von Satz 4.6 angesehen werden kann, pra¨zisiert. An die Stelle
der Testfunktion ψ in Satz 4.6 tritt hier die integrierbare Funktion qα,ε.
Proposition 4.24. Sei ε > 0 und x ∈ X. Dann gilt:
(i) R
(
qα,ε
)
x ist in D
(
(−A)α), und
(−A)αR(qα,ε)x = ∫ ∞
ε
I − u−1R(u−1)
uα+1
x du. (4.62)
(ii) Geho¨rt x zu D
(
(−A)α), so gilt:
R
(
qα,ε
)
(−A)αx =
∫ ∞
ε
I − u−1R(u−1)
uα+1
x du. (4.63)
Beweis. Zuna¨chst wird, wie bereits angeku¨ndigt, die Faltungsgleichung
(4.52) gezeigt.
Nach (4.25) existieren ein C0 ∈ R und Funktionen f, g ∈ Λ(0,∞), so daß
δ(α) = f + C0 δ + δ
′ ~ g.
Hieraus folgt, daß fu¨r jedes ϕ ∈ C∞c (0,∞) das Faltungsprodukt δ(α)~ϕ eine
Funktion aus Λ(0,∞) ist. Außerdem folgt die Gleichung
δ(α) ~ qα,ε = f ~ qα,ε + C0 qα,ε + δ′ ~ (g ~ qα,ε), (4.64)
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wobei die Faltungsprodukte f~qα,ε und g~qα,ε nach Lemma 4.22 Funktionen
aus L1(0,∞) sind. Lemma 3.31 zeigt, daß die Distribution δ′ ~ (g ~ qα,ε)
zu D ′L1(R+) geho¨rt, und damit ist auch δ
(α) ~ qα,ε in D ′L1(R+). Ist nun
ϕ ∈ C∞c (0,∞), so folgt aus (4.64), daß
(δ(α) ~ qα,ε)~ ϕ = (f ~ ϕ)~ qα,ε + C0 ϕ~ qα,ε +
(
(δ′ ~ ϕ)~ g
)
~ qα,ε,
(4.65)
wobei f ~ ϕ und (δ′ ~ ϕ) ~ g Funktionen aus Λ(0,∞) sind. Wieder mit
Lemma 4.22 folgt, daß (δ(α) ~ qα,ε)~ ϕ in L1(0,∞) ist.
Somit genu¨gen die Distributionen Γ(α+1)−1δ(α)~ qα,ε und µα,ε den Vor-
aussetzungen von Satz 3.36, und aus (4.51) folgt die Faltungsgleichung (4.52).
Nun zum Beweis von Teil (i) der Proposition. Dafu¨r sei x ∈ X und
ϕ ∈ C∞c (0,∞). Nach Lemma 4.22 und Lemma 4.23 gilt dann:
R
(
Γ(α+ 1)−1δ(α) ~ ϕ
)
R(qα,ε)x = R
(
Γ(α+ 1)−1δ(α) ~ qα,ε ~ ϕ
)
x
=
∫ ∞
0
(
µα,ε ~ ϕ
)
(u)u−1R(u−1)x du
= R(ϕ)
∫ ∞
ε
I − u−1R(u−1)
uα+1
x du.
Der Grenzu¨bergang bezu¨glich ϕ zeigt, daß R(qα,ε)x in D
(
(−A)α) ist und
daß (4.62) gilt.
Zu (ii). Ist x ∈ D((−A)α) und ϕ ∈ C∞c (0,∞), so gilt:
R(qα,ε)R(δ
(α) ~ ϕ)x = R(ϕ)
∫ ∞
ε
I − u−1R(u−1)
uα+1
x du.
Da der Operator R(qα,ε) stetig ist, ergibt sich hieraus durch Grenzu¨bergang
bezu¨glich ϕ die Gleichung (4.63).
Wie zu Beginn dieses Abschnittes angeku¨ndigt wurde, erweist sich die
Definition 4.13 als a¨quivalent zur Definition der gebrochenen Potenzen von
H.W. Ho¨vel-U. Westphal [17].
Satz 4.25. Sei 0 < α < 1 und x ∈ X. Es geho¨rt x genau dann zuD((−A)α),
wenn der Grenzwert
lim
ε→0+
1
Cα
∫ ∞
ε
I − u−1R(u−1)
uα+1
x du
existiert, und in diesem Fall gilt:
(−A)αx = lim
ε→0+
1
Cα
∫ ∞
ε
I − u−1R(u−1)
uα+1
x du.
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Beweis. Die Aussage des Satzes ergibt sich aus Proposition 4.24 und aus
der Grenzwertaussage
lim
ε→0+
R
(
qα,ε
)
x = Cαx ∀ x ∈ X,
deren Beweis dem von [17, Eq. (2.15)] weitgehend entspricht.
A.V. Balakrishnan konstruiert in [2] die gebrochenen Potenzen eines Ope-
rators −A, wobei A aus der Klasse K ist, wie folgt: Ist m− 1 ≤ α < m fu¨r
eine natu¨rliche Zahl m, dann ist Jα : D(Am)→ X definiert durch
Jαx :=
−
sin(αpi)
pi
∫ ∞
0
λα−mR(λ)Amx dλ falls m− 1 < α < m,
(−A)m−1x falls α = m− 1.
Es la¨ßt sich zeigen, daß Jα abschließbar ist, und Balakrishnan definiert die
gebrochene Potenz von −A als kleinste abgeschlossene Fortsetzung von Jα.
Der resultierende Operator soll hier mit Jα bezeichnet werden.
Es wird nun der Nachweis erbracht, daß die von Balakrishnan konstruierte
gebrochene Potenz eines Operators −A aus K mit der gebrochenen Potenz
(−A)α im Sinn der Definition 4.13 u¨bereinstimmt, wenn D(A) dicht in X ist.
Hierfu¨r sei m ∈ N und m− 1 < α < m. Nach Proposition 4.14 stimmen
Jα und (−A)α aufD(Am) u¨berein. Somit ist (−A)α eine abgeschlossene Fort-
setzung von Jα, und die Minimalita¨t von Jα ergibt, daß D
(
Jα
) ⊂ D((−A)α)
und (−A)αx = Jαx fu¨r alle x ∈ D(Jα).
Sei nun x ∈ D((−A)α) und ϕ ∈ C∞c (0,∞). Dann geho¨rt R(ϕ)x zu
D
(
(−A)α+1) und damit auch zu D(Am). Da (−A)α und Jα auf D(Am)
u¨berstimmen, gilt dann:
JαR(ϕ)x = (−A)αR(ϕ)x = R(ϕ) (−A)αx.
Da der Operator Jα abgeschlossen ist, zeigt der Grenzu¨bergang bezu¨glich ϕ,
daß x ∈ D(Jα) und Jαx = (−A)αx. Somit ist gezeigt, daß Jα = (−A)α.
Da Balakrishnans Definition der gebrochenen Potenzen a¨quivalent zu
den Konstruktionen der gebrochenen Potenzen von H. Komatsu [20] und
F. Hirsch [14] ist, sind alle genannten Konstruktionen a¨quivalent zur Defini-
tion 4.13. Ist A der infinitesimale Erzeuger einer gleichma¨ßig beschra¨nkten
Halbgruppe der Klasse (C0), so bestehen weitere A¨quivalenzen zu den Kon-
struktionen der gebrochenen Potenzen von U. Westphal [45, 46].
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Symbolverzeichnis
Symbol Seite Erla¨uterung
A 38
B(Rn) 8
B˙(Rn) 9
B1(R) 24
C∞(G) die unendlich oft differenzierbaren Funktio-
nen mit Tra¨ger in G ⊂ Rn
C∞c (G) die unendlich oft differenzierbaren Funktio-
nen mit kompaktem Tra¨ger in G ⊂ Rn
C 46
D(Rn) C∞c (Rn) mit der u¨blichen Topologie
D ′(Rn) der topologische Dualraum von D(Rn)
D ′L1(R
n) 9
D ′L1(R+) 10
δ 11 das Dirac-Maß mit Tra¨ger {0}
δ(α) 54
∆ 17
∆2 21
E (Rn) C∞(Rn) mit der u¨blichen Topologie
E ′(Rn) der topologische Dualraum von E (Rn)
F~n 47
I der Identita¨tsoperator
K 22
K 42
L1(G) die Lebesgue-integrierbaren Funktionen auf
G ⊂ Rn, die außerhalb G verschwinden
Λ(0,∞) 34
m 24
µα,ε 65
N N = {1, 2, 3, . . . }
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N0 N0 = N ∪ {0}
pα 64
qα,ε 64
q 24
q2 28
R+ R+ = [0,∞)
R(U) 44, 50
Rn(U) 47
rα,λ 58
S 13 die gewo¨hnliche Stieltjes-Transformation
S 14 die modifizierte Stieltjes-Transformation
suppU 10 der Tra¨ger der Distribution U
X bezeichnet stets einen Banachraum
‖·‖∞ die Supremumsnorm der Ra¨ume reellwerti-
ger, beschra¨nkter Funktionen
‖·‖L1 die Norm der Lebesgue-Ra¨ume L1(G)
χ, ϕ, ψ, . . . Testfunktionen
⊗ 10 das Tensorprodukt von Distributionen
∗ 17 die Laplace’sche Faltung
 19 die gewo¨hnliche Stieltjes-Faltung
~ 25 die modifizierte Stieltjes-Faltung
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