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A thermodynamic theory for thermal-gradient-driven domain wall motion
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Spin waves (or magnons) interact with magnetic domain walls (DWs) in a complicated way that
a DW can propagate either along or against magnon flow. However, thermally activated magnons
always drive a DW to the hotter region of a nanowire of magnetic insulators under a temperature
gradient. We theoretically illustrate why it is surely so by showing that DW entropy is always larger
than that of a domain as long as material parameters do not depend on spin textures. Equivalently,
the total free energy of the wire can be lowered when the DW moves to the hotter region. The
larger DW entropy is related to the increase of magnon density of states at low energy originated
from the gapless magnon bound states.
PACS numbers: 75.60.Jk, 75.60.Ch, 85.75.-d, 75.30.Ds
Manipulation of a magnetic domain wall (DW) in a
nanostructure has attracted much attention due to its
application prospects in logical operations [1] and data
storage [2]. Moving DWs in a controlled manner is an im-
portant issue in those applications. Magnetic fields via
energy dissipation [3–5] and electric current via angular
momentum transfer [6–8] are well-known control param-
eters for DW motion. To overcome the Joule heating
[7] in current driven magnetization reversal, heat itself
has recently been proposed [9] as an efficient control pa-
rameter for spin manipulation. A temperature gradient
can generate spin current [10–12] due to electron and/or
magnon flow. This thermoelectric phenomenon of spin
current generation is called spin Seebeck effect that has
been experimentally observed through the inverse spin
Hall effect [10]. The spin Seebeck effect has also been
suggested [13, 14] as a control parameter for DW ma-
nipulation. As spin 1 carriers, magnons can mediate a
spin transfer torque (STT) [15] on a magnetic texture
like a DW in a similar way as the electrons do. It was
predicted [13, 14] that a thermal-magnon-driven DW can
propagate along a wire at a high speed, and this predic-
tion was confirmed in a recent experiment [16].
There is little doubt that magnonic STT can drive
a DW to move. In terms of DW propagation direc-
tion, the pure magnonic STT predicts [15] a DW moving
against magnon propagation direction. However, a DW
may also propagate along magnon flow direction [17–19].
This is very similar to electric-current-driven DW mo-
tion: A DW propagates along or against electron flow
direction, depending on detailed spin-orbit interactions
and DW types [20–22]. It is not clear whether magnon-
driven “wrong” DW propagation direction shares a simi-
lar physics origin as its electron counterpart. In principle,
angular momentum does not dictate DW motion since
its governing dynamics, Landau-Lifshitz-Gilbert (LLG)
equation, does not conserve the total angular momen-
tum when the spin-lattice and spin-orbital interactions
are involved. Nevertheless, all studies [13, 14, 16] showed
that a DW propagates to the hotter part of a wire un-
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FIG. 1: (color online) Schematic diagram of a nanowire with
a head-to-head DW at its center (z = 0) under a temperature
gradient ∇T . Pink arrows illustrate magnetization m and er,
eθ, eφ are unit vectors of a spherical coordinates defined in
terms of the z-axis and m. The length of the wire is 2L and
the cross section area is s. ∆ is the DW width. Blue (red)
color indicates the colder (hotter) region.
der a temperature gradient. Although this result is con-
sistent with the STT prediction, magnonic STT cannot
be the sole physics behind. It is thus interesting to ask
whether there is a general thermodynamic principle for
thermal-gradient-driven DW motion. Previous theories
[13, 14, 23] are based on magnon kinetics, multiscale mi-
cromagnetic framework as well as spin model simulations.
In this paper, the underneath thermodynamic principle
of thermal-gradient-driven DW motion is revealed. Due
to the magnon bound states, the magnon density of states
at low energy in a DW is larger than that in a domain,
resulting in a larger DW entropy at any temperature.
Thus, a DW must propagate to the hotter part of a wire
under a thermal gradient in order to lower the wire free
energy by taking the advantage of the larger DW entropy.
Furthermore, our results explain also decrease of domain
size by heating [24–26].
2Magnetic domains and magnetic domain walls are sta-
ble and metastable states of a magnet. At thermal equi-
librium, spin textures of both domains and DWs fluc-
tuate around their energy minimum configurations at a
finite temperature T , creating magnons and microscopic
states which contribute to the system entropy and free
energy. To calculate the entropy and free energy of a
domain and a DW in a magnetic nanowire, we consider
a head-to-head DW in a bi-axial wire of length 2L along
the z direction, as shown in Fig. 1. The wire is made of a
simple cubic crystal of lattice constant a. The static DW
structure is assumed to be z dependent only, independent
on x and y. The DW is placed at the wire center and the
temperature T is far below the Curie temperature Tc. In
the continuous limit of a→ 0, the magnetization is then
governed by the dimensionless LLG equation [27],
∂m
∂t
= −m× heff + αm × ∂m
∂t
, (1)
where m is the unit direction of magnetization with a
saturation value Ms. t is in units of (γMs)
−1 where γ
is the gyromagnetic ratio. α is the dimensionless Gilbert
damping constant which is negligibly small (10−4) for
a magnetic insulator like YIG [28]. heff = A∇2m +
Kzmzzˆ−Kxmxxˆ is the effective field in units ofMs where
A, Kz, and Kx are exchange constant, the anisotropy
constants of the easy- and hard-axis along the z and x
directions, respectively. The energy density is in units of
µ0M
2
s so thatK
′s are dimensionless andA has the dimen-
sion of length square [28]. All parameters are assumed
to be independent on spin texture and T . The spin wave
equation is obtained by linearizing Eq. (1) for the small
fluctuation of the magnetization around either a domain
(θ = 0 or pi) or a static DW [3] of θ = 2 arctan ez/∆
and φ = pi/2, where θ and φ are polar and azimuthal
angles of m, and ∆ =
√
A
Kz
is the DW width. Let
m ≡ er + [mθ(x, y, z)eθ +mφ(x, y, z)eφ] e−iωt, where
er = m and eθ, eφ are defined in Fig. 1. ω is spin wave
frequency that related to the magnon energy as ε = ~ω.
Following Ref. [15], ψ = mθ+icmφ with c =
Kx
√
K2x+4ω
2
2ω
satisfies the following Schrodinger equation for spin waves
around the Walker DW,
q2ψ(x, y, z) = (−∆2∇2 − 2sech2 z
∆
)ψ(x, y, z), (2)
with q2 = −1+(ωc)/Kz and q is the norm of wave vector
q. The equation has propagating solutions [15, 29]:
ψ1 =
A1√
1 + (∆qz)2
(−i∆qz + tanh z
∆
)eiq·x, (3)
with dispersion relation
ω1(q) =
√
(Aq2 +Kz)(Aq2 +Kz +Kx) (4)
where A1 is the spin wave amplitude of wave vector q,
not confused with the exchange constant. Spectrum (4)
is gapped with a gap of ε0 = ~
√
Kz(Kz +Kx). Eq. (2)
has also bound (in z direction) states,
ψ2 =
A2√
2∆
sech
z
∆
ei(qxx+qyy), (5)
with amplitude A2 and a gapless spectrum of ω2(qx, qy) =√
A(q2x + q
2
y)[A(q
2
x + q
2
y) +Kx] [29].
The wave components in transverse directions give
a trivial factor of s/(2pi)2 to the magnon density of
states (DOS) in qx and qy, where s is the cross sec-
tion area. To find allowed qz for ψ1, we use the anti-
periodic boundary condition ψ1(x, y,−L) = −ψ1(x, y, L)
that gives ei(qzL−η) = −ei(−qzL+η) with η = arctan(∆qz)
for L≫ ∆. Thus q′zs are qzL− η = −qzL+(2n+1)pi+ η
with n = 0,±1, . . .. Therefore, the propagating spin
waves contribute to 1D magnon DOS in qz by
ρ1(qz) =
dn
dqz
=
L
pi
− ∆
pi[1 + (∆qz)2]
. (6)
This differs from the domain magnon DOS, ρD(qz) =
L/pi. The integral of the second term in the right hand
side of Eq. (6) over qz ∈ [−pia , pia ] is 1 when ∆/a → ∞,
consistent with the continuous limit for Eqs. (1)–(6).
The disappearance of one propagating spin wave is com-
pensated by one localized spin wave (bound magnons)
of Eq. (5) for given qx and qy. As required, the total
number of spin waves (magnon modes) inside the Bril-
louin zone does not change. The upper bound of energy
ε of propagating magnon is εc = ~ω1 at q
2 = 3pi
2
a2 . Af-
ter knowing the distribution of states in q space and the
dispersion relation, the DOS ρ1(ε) in ε due to propagat-
ing spin waves in a DW can be calculated in a straight
forward way,
ρ1(ε) =
∫
B.Z.
s
(2pi)2
ρ1(qz)δ(ε− ~ω1)dqxdqydqz, (7)
where B.Z. stands for the Brillouin zone of qx, qy, qz ∈
[−pia , pia ]. The bound states ψ2 also contribute to the den-
sity of states by
ρ2(ε) =
∫∫
s
(2pi)2
δ(ε− ~ω2)dqxdqy (8)
for qx, qy ∈ [−pia , pia ]. The total magnon DOS in a DW
ρDW is the sum of ρ1(ε) and ρ2(ε).
Similarly, spin waves in a domain are plane waves
whose dispersion relation is the same as Eq. (4) [29]
with the Brillouin zone qx, qy, qz ∈ [−pia , pia ]. The corre-
sponding DOS is ρD(ε) =
∫
B.Z.
2Ls
(2pi)3 δ(ε−~ω1)dqxdqydqz.
The result of (2pi)
3
2Ls ρD (black curve) is shown in Fig. 2(a)
(left y-axis) with the YIG parameters [16]: A = 2.48 ×
10−16m2, Ms = 0.84 × 105A/m, γ = 3.4 × 104Hz·m/A,
Kz = 0.069 and a shape anisotropy for a strip Kx = 1.
The magnon DOS difference between a DW and a domain
3(2pi)2
s δρ =
(2pi)2
s (ρDW − ρD) (red curve) for the same pa-
rameters is also plotted in Fig. 2(a) (right y-axis). Below
energy ε0 there are only bound states in a DW that do
not exist in a domain so that δρ > 0 (shown in the inset
for 0 ≤ ε < 2ε0). The propagating states contribute to
DOS for ε ≥ ε0. The total area below the (2pi)
2
s δρ curve
is 0 because the increase of DOS in low energy region
comes from the decrease of DOS at higher energy due to
the phase shift of the propagating spin waves. The total
number of spin waves should be the same in a DW and
in a domain.
The second law of thermodynamics says that a system
should move toward a state with a lower free energy or
a larger entropy. Whether a DW should move to the
colder or the hotter regions of a wire under a temper-
ature gradient depends on the temperature dependence
of the difference of the DW free energy and the domain
free energy, instead of DW free energy only [13]. Let U0
(= 4s
√
AKz in our model) be the static DW energy (rel-
ative to that of a domain). The energy of the DW with
{n(ε)} magnons of energy ε is E = U0 +
∑
ε n(ε)ε. The
grand partition function Z is Z =
∑
{n(ε)} e
−βE, where
the summation is over all possible magnon configurations
{n(ε)}, and β = 1kBT with kB the Boltzmann constant
[30]. It is convenient to consider the free energy density
per unit cross section area which can be evaluated in a
straightforward fashion. The free energy density differ-
ence between a DW and a domain is thus
δF (T )≡ FDW − FD = 4
√
AKz
+
kBT
s
∫ εc
0
ln(1− e−βε)δρ(ε)dε (9)
Notice that the magnon DOS difference between a DW
and domain is independent of L. Physically, this is be-
cause the free energy difference between a DW and a
domain should only relate to the properties of a DW and
a domain, characterized by U0 and ∆.
The black curve in Fig. 2(b) is the temperature depen-
dence of δF with the parameters mentioned above. One
can see that δF always decreases with the increase of the
temperature, in an almost linear form as shown in the
figure. This behavior is directly related to the “reshape”
of magnon DOS: Larger DOS at low energy means that
the number of thermally excited magnons is larger, this
leads to a larger entropy. The blue line in Fig. 2(b) is
the temperature dependence of the density difference of
the DW entropy and the domain entropy, δS = −∂δF∂T .
At 0K, only the lowest energy states (static DW or uni-
form domain) are allowed for DWs or domains without
any magnons. Thus the entropy difference is zero and the
free energy difference equals UDW. As the temperature
increases, the entropy of a DW is always larger than that
for a domain. Therefore, the free energy difference de-
creases with T monotonically as shown by the black line
in Fig. 2(b). Thus the total free energy can be lowered by
FIG. 2: (color online) (a) Magnon DOS of a domain (2pi)
3
2Ls
ρD
(black curve with left y-axis) and the DOS difference (2pi)
2
s
δρ
(red curve with right y-axis). The black dashed line is ε = εc,
and the red dashed line is ε = ε0. The inset is
(2pi)2
s
δρ in
0 ≤ ε ≤ 2.5ε0. (b) The temperature dependence of the free
energy density difference δF (black curve) and the entropy
density difference δS (blue curve) of a DW and a domain. In-
set: Comparison of our analytical δF (solid line) with the nu-
merical data in [13] (symbols) after calibrating the 0K energy.
Only low temperature (below 311K that is much smaller than
than the Curie temperature) data is used where our model is
justified.
moving the DW to the hotter part of the wire. The basic
thermodynamics principles require a system to evolve in a
way that lowers its free energy. So as long as the spins in-
teract with heat bathes this thermodynamic force should
always drive the DW to a well-defined direction–towards
the hotter part of the wire. The inset of Fig. 2(b) is
the comparison of our analytic result of δF and the nu-
merical result in [13] with the same material parameters.
Results from two very different approaches compare well
with each other although our results involve many sim-
plifications, including the exclusion of the stray field due
to the DW and simple cubic crystal structure as well as
temperature independence of model parameters. In or-
der to estimate the DW speed driven by a temperature
gradient, one can use δF to find the equivalent magnetic
4field. Then DW speed can be estimated by the Walker
formula [3, 4]. Consider two points A and B, which are
l apart from each other along the wire, and assume TA
and TB be the temperature at A and B with TB > TA.
A DW moves from A to B if a DW is initially centered at
A. The free energy density of the wire is then lowered by
δF (TA)− δF (TB). Equating the decrease of this free en-
ergy with the Zeeman energy by an equivalent magnetic
field Heq, one has
Heq =
δF (TA)− δF (TB)
2µ0Msl
=
δS∇T
2µ0Ms
. (10)
According to Eq. (9) the equivalent field is independent
of sample size, L and s, as expected. Then according to
the well-known Walker formula below the Walker break-
down field αKxMs, the DW speed v under a field Heq is
v = γ
Heq∆
α [3, 4]. Together with Eq. (10) we can see the
propagating speed v is proportional to the temperature
gradient ∇T . To compare with the recent experiment
[16], we use YIG parameters with Kx = 1, experimen-
tal temperature gradient of ∇T = 2.25 × 104K/m, and
α = 0.0075. Then the equivalent field is Heq ≈ 0.02A/m.
The speed is then v ∼ 7mm/s which is about 1 or-
der of magnitude larger than the experimental value of
∼ 200µm/s, a no small value since modern laser technol-
ogy can create a temperature gradient as large as 109K/m
[13]. The discrepancy is not surprising, considering com-
plications involved in an experiment. For a temperature
gradient of 109K/m, the effective equivalent field Heq is
about 2.7mT which compares well with the estimated
value of 5mT in Ref. [13] although the approach there is
very different from the current one.
There are fundamental differences in the STT interpre-
tations of magnon-driven DW motion and the thermody-
namic viewpoint. Magnonic STT can only predict DW
motion correctly to a system where the angular momen-
tum dominates the DW dynamics. However, the ther-
modynamic theory present here is general and applica-
ble to any wire with all possible microscopic interactions
as long as material parameters do not depend on the
spin textures. In case that material parameters depend
on the spin textures, one should expect very interesting
and very rich physics. Of course, all parameter changes
should obey thermodynamic principles [31]. It is also
clear that the thermodynamic theory is phenomenologi-
cal in nature. It provides no microscopic description of
how spins interact with other degrees of freedoms to gen-
erate a global DW propagation. It should be pointed out
that our theory considers only magnon effects without
electron contribution, important for a metallic wire. It
is known that electronic STT and magnonic STT have
the opposite sign under a temperature gradient. Thus,
it is better to use magnetic insulating wires if one wants
to test the current theory so that electron effects can be
totally neglected. In a magnetic film, magnetic domains
form strips whose width decreases as the temperature
increase [24–26]. It is interesting to note that our the-
ory can also provide a natural explanation to this well-
known fact: Because DW entropy is larger than that of
a domain, thus it is favorable to increase the number of
DWs, or decrease strip width in order to decrease the
total free energy of the magnetic film. The equilibrium
value of the strip width is the compromise between the
entropy gain and energy cost in DW generation. Also,
present theory may also explain why skymions move to
hotter region under a thermal gradient if bound magnon
states exist in skymions. According to the present analy-
sis, the thermal gradient DW driven force is the entropy
originated from the magnon bound states. These states
can also contribute to the heat conduction in a DW [32].
In conclusion, we compute magnonic contribution to
the free energies and entropies of a DW and a domain. It
is analytically found, with a clear physics picture, that a
DW always has a larger entropy. Thus, the driving force
behind DW propagation under a temperature gradient
is the entropy. A DW propagates to the hotter region
of a wire in order to lower the wire free energy. This
result is robust and general. It does not depend on the
microscopic details of a wire or a DW as long as the
material parameters such as the exchange coefficient do
not depend on the spin texture. The DW propagating
speed is proportional to temperature gradient and can
be as large as tens of m/s in reasonable parameters. The
free energy and/or entropy results can also explain the
decrease of domain size at a higher temperature.
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