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Abstract
Let m and n be positive integers, and let R = (r1, r2, . . . , rm) and S = (s1, s2, . . . , sn) be
non-negative integral vectors with r1 + · · · + rm = s1 + · · · + sn. In this paper, we present
some sufficient conditions for any (0,1)-matrix with row sum vector R and column sum vector
S to be indecomposable. © 2001 Elsevier Science Inc. All rights reserved.
1. Introduction
Let m and n be positive integers, and letR = (r1, r2, . . . , rm) and S = (s1, s2, . . . ,
sn) be non-negative integral vectors with r1 + · · · + rm = s1 + · · · + sn. Denote by
A(R, S) the class of all m× n matrices of zeros and ones with row sum vector R and
column sum vector S. The class A(R, S) has been extensively studied from the late
1950s. Gale [4] and Ryser [7] independently obtained necessary and sufficient con-
ditions for the class A(R, S) to be non-empty. McKay [6] obtained the asymptotic
number for A(R, S), and Wang and Zhang [9] gave the precise number of this class.
Brualdi [1] gave a good survey on this subject.
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Matrices with certain special structure such as irreducibility and fully indecom-
posability have been studied by many authors, and the reader may refer to [1]. In
this paper, we focus our interests on indecomposable matrices. An m× n matrix
A is called decomposable if there exist permutation matrices P and Q and positive
integers k and l with k + l < m+ n such that PAQ has the form
PAQ =
[
A1 0
0 A2
]
,
where A1 is a k × l matrix. The matrix A is indecomposable if it is not decompos-
able. Brualdi [1] gave a necessary and sufficient condition for the existence of an
indecomposable matrix in A(R, S).
Theorem 1 (Brualdi [1]). Assume that A(R, S) is non-empty. Then there exists an
indecomposable matrix in A(R, S) if and only if
m∑
i=1
ri  m+ n− 1.
In this paper, we present sufficient conditions for every matrix in A(R, S) to be
indecomposable. If A(R, S) is non-empty and one of the components of R or S is 0,
then it is obvious that every matrix in A(R, S) is decomposable. Therefore, through-
out this paper, we will assume that R and S are positive integral vectors. Also we will
assume that R and S are monotone, i.e., r1  r2  · · ·  rm and s1  s2  · · ·  sn.
A matrix A = [aij ] in A(R, S) is the reduced adjacency matrix of a bipartite
graph G in the following sense: the vertex set of G isX ∪ Y , whereX = {x1, . . . , xm}
and Y = {y1, . . . , yn}, and there exists an edge joining xi and yj in G if and only if
aij = 1. We note that the degree of xi is ri and the degree of yj is sj . We call this
bipartite graph G the bipartite graph associated with A. It immediately follows from
the definition that A is indecomposable if and only if the bipartite graph associated
with A is connected. Thus we can say that the conditions given in this paper are suffi-
cient conditions for a graphic sequence π such that every bipartite graph with degree
sequence π is connected. We remind the reader that Choudum [3] gave sufficient
conditions for a graphic sequence π such that every graph with degree sequence π
is connected.
2. ω and indecomposability
In this section, we present sufficient conditions for every matrix in A(R, S) to be
indecomposable by introducing a new parameter ω.
In [8], it is shown that the class A(R, S) is non-empty if and only if (R, S) satis-
fies inequality
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k∑
i=1
si  kl +
m∑
i=l+1
ri (k = 0, . . . , n; l = 0, . . . ,m). (∗)
Take (R, S) satisfying A(R, S) /= ∅. Then for k and l, 1  k  n and 1  l  m,
define k˜(l) to be 0 if
∑k
i=1 si  kl; otherwise k˜(l) is the least non-negative integer
such that
k∑
i=1
si  kl +
k˜(l)∑
i=l+1
ri .
For k with 1  k  n, let ωR,S(k) = max{k˜(l) | 1  l  m}. In this section we let
ωR,S = max{ωR,S(k) | 1  k  n}. Unless it causes ambiguity, we will useω instead
of ωR,S for simplicity. By the definition, ω cannot be 1. Note that ω = 0 if and
only if s1 = 0 or 1. As it is obvious that when ω = 0, every matrix in A(R, S) is
indecomposable if and only if m = 1 and si = 1 for i = 1, . . . , n, we will assume
that ω > 1 in the rest of this paper.
Let us take R = (3, 3, 3, 3, 2, 2) and S = (5, 4, 3, 2, 2) for an illustration. Then
A(R, S) /= ∅ as matrix A given in Fig. 1 is one of its members. It is not difficult to
check that ω(1) = 5, ω(2) = 5, ω(3) = 4, ω(4) = 5, and ω(5) = 5. Thus ω = 5.
Theorem 2. Suppose that A(R, S) /= ∅. If there exist a subvectorR′ = (ri1 , ri2 , . . . ,
rip ) of R and a subvector S′ = (sj1 , sj2 , . . . , sjq ) of S such that {i1, i2, . . . , ip} ⊆{ω + 1, . . . ,m}, and A(R′, S′) /= ∅, then there exists a decomposable matrix in
A(R, S).
Proof. Let
{i¯1, . . . , i¯p¯} = {ω + 1, . . . ,m} − {i1, . . . , ip}
and
{j¯1, . . . , j¯q¯} = {1, . . . , n} − {j1, . . . , jq}.
We also let
R′′ = (r1, . . . , rω, ri¯1 , . . . , ri¯p¯ ) and S′′ = (sj¯1 , . . . , sj¯q¯ ).
Suppose that A(R′′, S′′) /= ∅. Then there is a bipartite graph G′′ with degree
sequence (R′′, S′′). By the hypothesis, there is a bipartite graph G′ with degree
A =


1 1 1 0 0
1 1 1 0 0
1 1 1 0 0
1 1 0 1 0
1 0 0 0 1
0 0 0 1 1


Fig. 1. A matrix with R = (3, 3, 3, 3, 2, 2) and S = (5, 4, 3, 2, 2).
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sequence (R′, S′), and so G′ ∪G′′ is a disconnected bipartite graph with degree
sequence (R, S). Thus it is enough to show that A(R′′, S′′) /= ∅. To do so, it suffices
to show that (R′′, S′′) satisfies (∗). For k = 0, it is obviously true. Since
A(R′, S′) /= ∅,
q∑
φ=1
sjφ =
p∑
ψ=1
riψ ,
and so
q¯∑
φ=1
sj¯φ =
ω∑
i=1
ri +
p¯∑
ψ=1
ri¯ψ .
Thus for 1  k  q¯ and l = 0,
k∑
φ=1
sj¯φ 
q¯∑
φ=1
sj¯φ =
ω∑
i=1
ri +
p¯∑
ψ=1
ri¯ψ .
For k and l with 1  k  q¯ and 1  l  ω,
∑k
φ=1 sj¯φ 
∑k
j=1 sj since S is mono-
tone, and
k∑
j=1
sj kl +
k˜(l)∑
i=l+1
ri
kl +
ω(k)∑
i=l+1
ri
kl +
ω∑
i=l+1
ri
kl +
ω∑
i=l+1
ri +
p¯∑
ψ=1
ri¯ψ .
For k and l with 1  k  q¯ and ω < l  ω + p¯, ∑kφ=1 sj¯φ ∑kj=1 sj  kω by the
definition of ω. But, since ω < l, kω < kl +∑p¯ψ=l+1−ω ri¯ψ and this completes the
proof. 
We take the previous example, R = (3, 3, 3, 3, 2, 2) and S = (5, 4, 3, 2, 2), to
show that ω is the minimum possible value for which Theorem 2 holds. To see why,
we take R′ = (r5, r6) and S′ = (s4, s5). Then
J22 =
(
1 1
1 1
)
∈ A(R′, S′).
Take A ∈ A(R, S), and let G = (X, Y ) be a bipartite graph associated with A. Since
s1 = 5, y1 is adjacent to five vertices in X. For i = 2, . . . , 5, since si  2, yi is
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adjacent to at least one vertex in the neighborhood N(y1), and therefore N(y1) ∪ Y
is contained in one component. But ri > 0 for i = 1, . . . , 6, and G is connected.
The converse of Theorem 2 is not necessarily true. For, take R = (3, 3, 3, 3, 3, 3)
and S = (3, 3, 3, 3, 3, 3). Then the decomposable matrix A in Fig. 2 belongs to
A(R, S). After a tedious calculation, we can obtain ω = 5. Then R′ = (3) is the
only subvector of R such that {i1, i2, . . . , ip} ⊆ {ω + 1, . . . ,m}. But it is obvious
that A(R′, S′) = ∅ for R′ and any subvector S′ of S. This shows that the converse is
false. However, if we give one more condition other than A(R, S) /= ∅, the converse
becomes true. First we prove the following lemma.
Lemma 3. Assume that A(R, S) /= ∅ and, for every A ∈ A(R, S), a set of vertices
{x1, . . . , xj } is in a component of the bipartite graph associated with A. Then ev-
ery matrix in A(R, S) is indecomposable if A(R′, S′) = ∅ for each subvector R′ of
(rj+1, . . . , rm) and any subvector S′ of S.
Proof. By contradiction. Suppose that there is a decomposable matrix A in A(R, S),
and let G be the bipartite graph associated with A. By the assumption that A is de-
composable, G has at least two components. Let C be the component containing
x1, . . . , xj , and let (R′, S′) be the degree sequence of the subgraph G\V (C). Then
R′ and S′ are subvectors of (rj+1, . . . , rm) and of S, respectively, and A(R′, S′) /= ∅.

The following theorem is an immediate consequence of Theorem 2 and Lemma 3.
Theorem 4. Assume that A(R, S) /= ∅ and, for every A ∈ A(R, S), the set of ver-
tices {x1, . . . , xω} is in a component of the bipartite graph associated with A. Then
every matrix in A(R, S) is indecomposable if and only if A(R′, S′) = ∅ for each
subvector R′ of (rω+1, . . . , rm) and each subvector S′ of S.
If r1 + rω > n, then {x1, . . . , xω} is in a component of the bipartite graph associ-
ated with any matrix in A(R, S). This is because r1 + rω > n implies r1 + ri > n for
2  i  ω and thus x1 and xi have a common neighbor. We can obtain the following
corollary.
A =


1 1 1 0 0 0
1 1 1 0 0 0
1 1 1 0 0 0
0 0 0 1 1 1
0 0 0 1 1 1
0 0 0 1 1 1


Fig. 2. A decomposable matrix with R = (3, 3, 3, 3, 3, 3) and S = (3, 3, 3, 3, 3, 3).
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Corollary 5. Assume that A(R, S) /= ∅ and r1 + rω > n. Then every matrix in
A(R, S) is indecomposable if and only if A(R′, S′) = ∅ for each subvector R′ of
(rω+1, . . . , rm) and each subvector S′ of S.
The ‘only if’ part of Theorem 4 implies the following:
Assume that A(R, S) /= ∅ and, for any A ∈ A(R, S), the set of vertices {x1, . . . ,
xω, y1, . . . , yk} is in a component of the bipartite graph associated with A. If ev-
ery matrix in A(R, S) is indecomposable, then A(R′, S′) = ∅ for any subvector
R′ of (rω+1, . . . , rm) and each subvector S′ of (sk+1, . . . , sn).
Now, for each k ∈ {1, 2, . . . , n}, let
Pk = {(R, S) |A(R, S) /= ∅ and given A ∈ A(R, S),
{x1, . . . , xω, y1, . . . , yk} is in a component of the
bipartite graph associated with A}
and
Q = {(R, S) |A(R, S) /= ∅ and every matrix in A(R, S) is indecomposable}.
Then it is obvious that Q is a subset of Pk for any k ∈ {1, 2, . . . , n}. The above
statement can be rephrased as follows: If, given k, (R, S) in Pk belongs to Q, then
A(R′, S′) = ∅ for each subvector R′ of (rω+1, . . . , rm) and each subvector S′ of
(sk+1, . . . , sn). The following theorem shows thatQ actually consists of exactly those
(R, S).
Theorem 6. Assume that A(R, S) /= ∅ and, for every A ∈ A(R, S), the set of verti-
ces {x1, . . . , xω, y1, . . . , yk} is in a component of the bipartite graph associated with
A. Then every matrix in A(R, S) is indecomposable if and only if A(R′, S′) = ∅ for
each subvector R′ of (rω+1, . . . , rm) and each subvector S′ of (sk+1, . . . , sn).
Proof. It remains to show the ‘if’ part. Suppose that there exists a decomposable
matrix A in A(R, S). Let G be the bipartite graph associated with A. Let C be the
component of G containing vertex x1. Then, by the assumption, {x1, . . . , xω, y1, . . . ,
yk} is in C, and thus G\V (C) is a bipartite graph whose degree sequence is (R′, S′),
whereR′ is a subvector of (rω+1, . . . , rm) and S′ is a subvector of (sk+1, . . . , sn). 
Now, given k,we may ask which (R, S) belongs toPk . In order to partially answer
this question, we need define the following: Given (R, S) satisfying A(R, S) /= ∅,
let σR,S = min{k |ωR,S(k) = ωR,S}, and αR,S = min{l | σ˜R,S(l) = ωR,S}. For each
k ∈ {1, 2, . . . , n}, let Zk be the collection of (R, S) such that A(R, S) /= ∅, rωR,S +
k > n and (R, S) satisfies one of the following properties:
(Z1) s1 + sk > m;
(Z2) sk + ωR,S > m and s1 + sσR,S > m;
(Z3) sk + ωR,S > m, and∑mi=ωR,S ri  min{p, q} for some (p, q) with the prop-
erty that q˜(p) = ωR,S .
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Now we can claim thatZk is a subset of Pk for k ∈ {1, 2, . . . , n}.
Lemma 7. For k ∈ {1, 2, . . . , n}, take a vector (R, S) ∈Zk. Then for every matrix
A ∈ A(R, S), the set of vertices {x1, . . . , xω, y1, . . . , yk} is in a component of the
bipartite graph associated with A.
Proof. Take a matrix A in A(R, S). Let G = (X, Y ) be the bipartite graph asso-
ciated with A, let C be the component of G containing y1. As the statement that
y1, . . . , yk ∈ V (C) ∩ Y and the hypothesis that rω + k > n imply that x1, . . . , xω ∈
V (C) ∩ Y , it is enough to show that y1, . . . , yk ∈ V (C) ∩ Y . If (R, S) satisfies (Z1),
it immediately follows that y1, . . . , yk ∈ V (C) ∩ Y . Now suppose (R, S) satisfies
property (Z2) or (Z3). We first claim that in each case y1, y2, . . . , yσ ∈ V (C) ∩ Y . If
(R, S) satisfies property (Z2), s1 + sσ > m and therefore y1, y2, . . . , yσ ∈ V (C) ∩
Y . Now assume that (R, S) satisfies (Z3). Let H be the subgraph induced on {x1, . . . ,
xp, y1, . . . , yq}.
Then
|E(H)|=
q∑
j=1
sj − |{(xi, yj ) ∈ E(G) |p + 1  i  m, 1  j  q}|

q∑
j=1
sj −
m∑
i=p+1
ri .
Since ω = q˜(p), ∑qj=1 sj > pq +∑ω−1i=p+1 ri . Thus
q∑
j=1
sj −
m∑
i=p+1
ri > pq −
m∑
i=ω
ri  max{(p − 1)q, p(q − 1)}.
Assume that |V (C) ∩ {x1, . . . , xp}| = a and |V (C) ∩ {y1, . . . , yq}| = b. Then
|E(H)|  ab + (p − a)(q − b).
Sincep(q − 1) < |E(H)|, we obtainp(q − 1) < ab + (p − a)(q − b) or (b − 1)p <
a(2b− q). Since a  p, it is true that b − 1 < 2b − q and so b > q − 1. Thus
q = b. On the other hand, since q(p − 1) < ab + (p − a)(q − b) and q = b, it is
true that (p − 1) < a and so p = a. Therefore H is connected. By the definition of
σ, q  σ and so y1, . . . , yσ ∈ V (C) ∩ Y .
Now we claim the following.
Claim. |V (C) ∩X|  ω.
Proof of claim. Suppose that |V (C) ∩X| < ω. Let V (C) ∩X = {xi1, . . . , xit } for
t < ω. Note that t > α. To see why, it is enough to show that s1 > α since it is obvi-
ous that t  s1. If l  s1, then for any k ∈ {1, . . . , n}, ∑ki=1 si  ks1  kl, k˜(l) =
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0. Thus we have ω(k) = max{k˜(l) | 1  l  s1 − 1} and so α < s1. Since C is bipar-
tite and R is monotone,
σ∑
i=1
si  σα +
t∑
j=α+1
rij  σα +
t∑
j=α+1
rj .
Thus σ˜ (α)  t < ω, which contradicts the fact that σ˜ (α) = ω. This completes the
proof of the claim.
The above claim and sk + ω > m imply that y1, . . . , yk ∈ V (C) ∩ Y and this
completes the proof. 
The following theorem is an immediate consequence of Theorem 6 as Lemma 7
shows thatZk ⊂ Pk for k ∈ {1, 2, . . . , n}.
Theorem 8. For k ∈ {1, 2, . . . , n}, take a vector (R, S) ∈Zk . Then every matrix
in A(R, S) is indecomposable if and only if A(R′, S′) = ∅ for every (R′, S′), where
R′ is a subvector of (rω+1, . . . , rm) and S′ is a subvector of (sk+1, . . . , sn).
Take the previous example,R = (3, 3, 3, 3, 2, 2) and S = (5, 4, 3, 2, 2). Take k =
4. Then rω = 2 > 5 − 4 = n− k and s1 = 5 > 6 − 2 = m− sk . In addition, it is
obvious that for any subvectorR′ of vector (r6) = (2) and any subvector S′ of vector
(s5) = (2), A(R′, S′) = ∅. By Theorem 8, we can conclude that every matrix in
A(R, S) is indecomposable.
Even though Theorem 8 gives a necessary and sufficient condition for a matrix
A ∈ A(R, S) to be indecomposable for (R, S) ∈Zk , it is not easy to check whether
or not the condition holds. The following theorem gives a sufficient condition which
is rather easy to check.
Theorem 9. For k ∈ {1, 2, . . . , n}, take a vector (R, S) ∈Zk. Then every matrix
in A(R, S) is indecomposable if ri + i > n+ 1 for i = ω + 1, . . . ,m and sj + j >
m+ 1 for j = k + 1, . . . , n.
Proof. Assume that there exists a decomposable matrix A in A(R, S). Then by Lem-
ma 7, {x1, . . . , xω, y1, . . . , yk} is in a component C of the bipartite graph associated
with A. LetG′ = G− V (C), and let t and u be the least integers such that xt ∈ V (G′)
and yu ∈ V (G′). Then t > ω and u > k. Suppose that t  u. Then |V (G′) ∩ Y | 
n− t + 1. But rt = degG(xt ) = degG′(xt)  n− t + 1, which is a contradiction. A
similar argument can be applied for the case in which t  u. 
Note that every inequality in the sufficient condition given in Theorem 9 should
be satisfied: LetR = (4, 4, 4, 1), S = (3, 3, 3, 3, 1), and k = 3. Thenω = 3. Clearly,
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(R, S) ∈Z3. Also sj + j > 5 = m+ 1 for j = k + 1, . . . , n. But rω+1 + 4 = 5 <
6. The matrix A in Fig. 3 is a decomposable matrix in A(R, S).
3. Structure matrix and indecomposability
In this section, we give sufficient conditions for every matrix in A(R, S) to be
indecomposable in terms of structure matrices. In order to present our results, we
need the following lemmas and notations. The structure matrix T = [tlk] for A(R, S)
is defined by
tlk = lk +
∑
i>l
ri −
∑
jk
sj (l = 0, . . . ,m; k = 0, . . . , n).
This matrix was introduced by Ryser [8] and is important in the determination of
several parameters associated with A(R, S). For example, it can be used to deter-
mine the existence of a matrix in A(R, S). The structure matrix T for A(R, S) is a
non-negative matrix if and only if (R, S) satisfies (∗).
Lemma 10 (Brualdi [1]). Assume that A(R, S) is non-empty. Then tef = 0 if and
only if every matrix A ∈ A(R, S) has the form
A =
[
Jef A1
A2 0
]
,
where Jef is the e × f matrix all of whose entries equal 1, and 0 is the (m− e)×
(n− f ) zero matrix.
For integers e and f with 0  e  m and 0  f  n, define
φ(e, f ) = min{tl1,f+k2 + te+l2,k1 + (e − l1)(f − k1)},
where the minimum is taken over all integers k1, k2, l1, l2 such that
0  l1  e  e + l2  m, 0  k1  f  f + k2  n.
The value φ(e, f ) is used to calculate the minimum term rank of A(R, S) and deter-
mine whether every matrix in A(R, S) is fully indecomposable (see [1,5]).
Lemma 11 (Brualdi [2]). Assume that A(R, S) is non-empty. Then φ(e, f )  tef
if and only if there exists a matrix in A(R, S) having an (m− e)× (n− f ) zero
submatrix.
A =


1 1 1 1 0
1 1 1 1 0
1 1 1 1 0
0 0 0 0 1


Fig. 3. A decomposable matrix with R = (4, 4, 4, 1) and S = (3, 3, 3, 3, 1).
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Let A be an m× n matrix. For I ⊆ {1, . . . ,m} and J ⊆ {1, . . . , n}, A[I, J ] de-
notes the submatrix of A whose rows are indexed by I and whose columns are indexed
by J. The following theorem gives sufficient conditions for every matrix in A(R, S)
to be indecomposable.
Theorem 12. Suppose that A(R, S) is non-empty and satisfies at least one of the
following:
(i) r1 + rm > n or s1 + sn > m,
(ii) tef = 0 for some (e, f ) different from (0, n) and (m, 0),
(iii) for any pair of integers e, f with 0 < e < m, 0 < f < n, either φ(e, f ) < tef
or φ(m− e, n− f ) < tm−e,n−f .
Then every matrix in A(R, S) is indecomposable.
Proof. By contradiction. Assume that there is a decomposable matrix A in A(R, S).
Then there exist proper non-empty subsets I ⊂ {1, . . . ,m} and J ⊂ {1, . . . , n} such
that A[I, J c] = A[I c, J ] = 0.
First, assume (i). Without loss of generality, we may assume that 1 ∈ I . Since
1 ∈ I , it is true that r1  |J |. Since I is a proper subset of {1, . . . ,m}, we can choose
i /∈ I . Then ri  |J c|. Thus r1  n− |J c|  n− ri  n− rm. Similarly, it can be
shown that s1  m− sn, which is a contradiction.
Now suppose (ii) holds. Then, we have that A[{1, . . . , e}, {1, . . . , f }] = Jef and
A[{e+ 1, . . . ,m}, {f + 1, . . . , n}] = 0 by Lemma 10. Thus {1, . . . , e} ⊆ I and {1,
. . . , f } ⊆ J . Choose a row i in I c. Then A[{i}, J ] = 0 since A[I c, J ] = 0. Since
i ∈ {e+ 1, . . . ,m} and J c ⊆ {f + 1, . . . , n}, A[{i}, J c] = 0. Thus row i has all 0,
which contradicts the fact that ri > 0.
Finally, we assume that (iii) holds. Let s = |I | and t = |J c|. Since A[I, J c] =
0 and A[I c, J ] = 0, φ(s, t)  tst and φ(m− s, n − t)  tm−s,n−t by Lemma 11,
which is a contradiction. 
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