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SUMMARY
Priority-based scheduling strategies are often used to resolve contentions in resource
constrained control systems. Such scheduling strategies inevitably introduce time delays
into controls, which may degrade the performance or sabotage the stability of control
systems. Considering the coupling between priority assignment and control, this thesis
presents a novel method to co-design priority assignments and control laws for each con-
trol system, which aims to minimize the overall performance degradation caused by con-
tentions. The co-design problem is formulated as a mixed integer optimization problem
with a very large search space, rendering difficulty in computing the optimal solution. To
solve the problem, we develop a contention-resolving model predictive control method to
dynamically assign priorities and compute an optimal control. The priority assignment can
be generated using a sample-based approach without excessive demand on computing re-
sources, and all possible priority combinations can be presented by a decision tree. We
present sufficient and necessary conditions to test the schedulabilty of the generated pri-
orities assignments when constructing the decision tree, which guarantee that the priority
assignments in the decision tree always lead to feasible solutions. The optimal controls can
then be computed iteratively following the order of the generated feasible priorities. The
optimal priority assignment and control design can be determined by searching the low-
est cost path in the decision tree. With the fundamental assumptions required in real-time
scheduling, the solution computed by the contention-resolving model predictive control
is proved to be globally optimal. The effectiveness of the presented method is verified
through simulation in three real-world applications, which are networked control systems,
traffic intersection management systems, and human-robot collaboration systems. The
performance of our method is compared with the well-known and most commonly used





In modern industry, shared resources are widely used as the complexity of the systems
increases. When multiple systems need access to a shared resource at the same time, a con-
tention occurs. An arbitration mechanism is needed to determine which system can access
the resource first. This is a generic problem for the control of complex systems where many
control systems are coupled or connected and need to share resources. Examples of such
systems include networked control systems (or NCSs), swarming robots, smart grids and
traffic intersection management. For NCSs, the communication media (e.g., the network
cable or radio frequency) is the shared resource. Control loops that share the same com-
munication media must be scheduled to communicate at proper times to ensure success in
transmitting messages to guarantee stability[1, 2]. For the case of load management in a
micro power grid, the amount of available electric power generated is a shared resource,
and each electric load needs to be scheduled to consume enough power over a time period
to accomplish its task [3]. For the case of traffic intersection, the limited space of intersec-
tion is a shared resource, and each vehicle needs to be scheduled to avoid collisions [4]. For
the case of one human operator supervising a group of robots, limited human cognitive ca-
pacity is a shared resource, and each robot should be scheduled to have properly allocated
time slots for human intervention to ensure satisfactory performance [5].
A common feature of these applications is that a scheduling policy is needed to resolve
contentions. For some applications, many feasible scheduling policies can be used. It is
sometimes sufficient to use the one that is easiest to implement or easiest to analyze [6, 7].
However, in many applications, a choice of the scheduling policy may affect performance
significantly [8]. For example, well-known scheduling policies, such as rate monotonic
scheduling (or RMS) and earliest deadline first (or EDF) algorithms introduced in [9], are
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widely used in real-time systems. These algorithms are optimal in real-time scheduling
in the sense that they can maximize the number of tasks that can be scheduled before
deadlines. However, they are not optimized for control purposes. Priority assignments
scheduled by EDF and RMS can violate the stability of the whole system [10]. The first-
come-first-serve (or FCFS) scheduling mechanism has been used to guarantee fairness; see
[11, 12, 13]. However, the FCFS mechanism is conservative, in the sense that it prevents the
scheduler from reordering the request of tasks. It may lead to poor scheduling and possible
congestion. The drawbacks of these existing scheduling methods motivate the co-design
of scheduling and control to improve coordination among control systems and obtain more
reliable control performance.
Recent works showed encouraging results by co-designing the scheduling and control
in the scenario when multiple control systems need to share a resource, e.g. a shared com-
munication media or limited power resources [14]. One co-design approach is to determine
a specific scheduling strategy first and then design the control law to compensate for the
time delays or packet dropout induced by the scheduling strategy; see [15, 16, 17, 18, 19,
20]. Another approach is to use optimization-based methods to solve a mixed-integer op-
timization problem to optimize scheduling decisions along with the control laws. There
are relatively fewer studies [21, 22, 23, 24, 25] which take this approach. The co-design
problems were formulated as mixed integer quadratic programs (or MIQPs) or mixed inte-
ger linear program (or MILP) problems, and were solved by optimization packages such as
IBM CPLEX solver. Although these methods can obtain an optimal or a local optimal so-
lution, the major disadvantage is the computation requirement. The optimization problem
formulated for co-designing scheduling and control is high dimensional and takes a long
time for optimization solvers to find an optimal solution.
Model predictive control (or MPC) offers a natural way to solve the scheduling and
control co-design challenge. Instead of considering the whole design time window, MPC
performs a prediction-optimization procedure on a finite optimization time horizon [26,
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27]. MPCs can incorporate contentions as system constraints and coordinate all the control
systems. Many works utilized MPC to design the schedule and control laws for networked
control systems [28, 29, 30, 31, 32, 33], energy storage systems [34, 35, 36] and chemical
processes [37]. While promising, MPC is largely based on prediction models that are
usually nonlinear and non-convex. Therefore, a major challenge in implementing MPC for
complex control systems is real-time computational performance.
In this thesis, we propose a contention-resolving model predictive control method to co-
design optimal priorities and control in coupled control systems. The contention-resolving
MPC can dynamically assign priorities to each control system to minimize the overall per-
formance degradation caused by contentions. Our method differs from existing methods,
because we consider priorities as independent decision variables in the objective function
of the MPC, not as constraints as was done in previous works [21, 38, 39]. By computing
the priorities of each control system, MPCs can achieve better performance. Although the
problem can be formulated as a mixed integer optimization problem (or MIP) with a very
large search space, doing so would produce difficulty in computing an optimal solution.
Therefore, this work proposes a sample-based method to solve this optimization problem
without excessive demand on computing resources. The major contributions in this work
are as follows:
1. Sufficient and necessary condition to compute contention time instants. We utilize the
significant moment analysis published in work [19] and establish analytical timing models
for preemptive-resume, preemptive-repeat and non-preemptive real-time systems. Based
on the timing models, we present sufficient and necessary conditions to determine the time
instants when contentions occur and compute the significant moments when a control sys-
tem actually gains access to the shared resource and when the resource is not occupied.
Based on these significant moments, the priority assignment and control law design can
be decoupled and we can construct a decision tree to efficiently search all of the possible
priority assignments.
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2. Co-design decision tree formulation. Enabled by the significant moments computed
by the timing model, the infinite dimensional priority and control co-design optimization
problem can be converted into a path planning problem for a decision tree with only finitely
many leaves and branches. Our algorithm assigns priorities only at the significant moments
when contentions occur, which are a finite number of time instances on the MPC optimiza-
tion horizon. The decision tree contains a finite number of branches and each branch cor-
responds to one possible priority assignment. The optimal control law design is embedded
in the computation of branch costs. An optimal solution of the co-design problem must
be a path from the root of the decision tree to one of the terminal leaves. There are only
finitely many such paths that can be searched. Second, among the finitely many paths, not
all need to be searched to find the optimal solution. To the best of our knowledge, the use
of a decision tree to decouple the coupled priority assignments and control design had not
previously been documented in the literature. In addition, we present a new formula to
compute branch costs in the decision tree that is constructed by contention-resolving MPC.
The cost function can handle cases where a control system’s access to the shared resource
is delayed multiple times.
3. Sufficient and necessary conditions for schedulability (feasibility). Based on the timing
states and significant moments analysis, we developed a finite-time schedulability test to
check if there exit some tasks which are not schedulable under a priority assignment along
one branch, and an infinite-time schedulability test based on the timing states of the end leaf
of a branch to check if this end leaf will definitely lead to unschedulability under all posible
priority assignments. We rigorously show that the schedulability consitions are sufficient
and necessary.
4. Co-design algorithm. We provide a significant modification of the A-star algorithm
from [40] to search for the optimal priority assignment. The A-star algorithm is a sampling
based algorithm that has been widely used for online path planning in robotics. Different
from the works [41, 42], which use a genetic algorithm or an MIP solver to find optimal
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schedules, our method searches through a greatly reduced number of possible paths in the
decision tree, which can provide scalable methods that eliminate the need for an exhaustive
search through the full decision tree.
5. Practical application case study. We apply contention-resolving MPC to networked
control systems with shared communication media, to scheduling automated vehicles in
traffic intersection, and to scheduling human operator to collaborate with multiple robots.
We evaluate the performance of the contention-resolving MPC through simulations and
compare the results with classical scheduling methods. The optimal priority assignment
computed by contention-resolving MPC achieves significant improvement compared to the
priority assignment computed by the popular rate monotonic scheduling (or RMS) and ear-
liest deadline first (or EDF), first come first serve (or FCFS), highest speed first (or HSF)
and highest trust first (or HTF) scheduling methods.
Compared to the standard MPC framework, contention-resolving MPC produces a
computationally tractable approach that lends itself to optimal control and priority assign-
ment co-design. It is a theoretical framework that is general and can be applied to many
connected or coupled control systems with shared resources. Our works on contention-
resolving MPC have been publish in [10, 43, 44, 45, 46].
The rest of this thesis is organized as follows. Chapter 2 presents the background in-
formation and literature review of the existing scheduling and control co-design methods.
Chapter 3 introduces the general contention-resolving MPC formulation. Chapter 4 re-
views the analytical timing models and presents the sufficient and necessary conditions
for infinite-time feasibility test. Chapter 5 presents the path planning problem converted
from the priority assignment and MPC design problem. Chapters 6, 7 and 8 present the
results of applying contention-resolving MPC to three real-world applications. Chapter 9




This chapter provides the background information of scheduling and control co-design. In
particular, the first part gives an overview of real-time control systems and the most famous
scheduling methods. The second part discusses the motivation of conducting scheduling
and control co-design and the existing co-design methods. The third part presents the
background of model predictive control and the limitations of using the traditional model
predictive control to solve the scheduling and control co-design problem.
2.1 Scheduling of Real-time Systems
The problems of real-time scheduling arise in many practical situations such as telecom-
munication and computer systems. The scheduling behavior depends on the types of a
real-time system and scheduling algorithms used for the system.
2.1.1 Real-time Systems
Real-time systems are first developed for computing systems. In real-time computing sys-
tems, multiple tasks are computed simultaneously on the processor. A successful real-time
computing system requires that all tasks can be computed before their respective deadlines.
Since the processor can only compute one task at a time, a proper real-time scheduling is
required to determine the order of task execution so that each task can meet its deadline.
Later, real-time systems have been developed for distributed environments. In distributed
environments, each operation is realized by a set of distributed nodes exchanging informa-
tion over some form of communication networks. To meet deadlines of operations, it is
required that the communication among distributed nodes to be real-time.
Historically, the order of task execution in real-time systems were designed by static
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scheduling. In static scheduling, the schedule of tasks was constructed in an ad hoc man-
ner off-line, based on the prior knowledge of task parameters, timing requirements, and
scheduling constraints [47]. Each task is assigned with a distinct time interval such that it
can access the shared resource without any conflict with tasks from other systems during
the designated time intervals. Once a static schedule is made, the tasks are executed ac-
cording to that schedule. The static scheduling was widely used in the 1960s. However,
during the 1970s and 1980s, it was understood that static scheduling can be very inflexible
and difficult to maintain because the schedule produced offline cannot be modified online
[6]. This understanding leads to an explosion of research and publications on dynamic
scheduling by assigning the systems with priorities.
2.1.2 Priority-based Scheduling Methods
In dynamic scheduling, the order of tasks’ access to a shared resource is determined by
continuously comparing priorities and selecting one task with highest priority from a set of
contended tasks. Based on whether preemption is allowed [48], a real-time system can be
classified into two categories, preemptive and non-preemptive.
In preemptive system, if a task with higher priority requests access to the shared re-
source, then it interrupts a lower prioritized task that is occupying the resource. The pro-
cessing of the low prioritized task can be resumed or repeated once the higher prioritized
task is completed. Many earlier works study properties of preemptive scheduling, such as
reliability, schedulability and time delay [49, 50]. One practical application for preemptive
system is a networked control system (or NCS) where feedback control loops are closed
through a preemptive real-time network. In non-preemptive system, if a task is occupying
the shared resource, no other tasks can interrupt the current task until it completes the us-
age of the share resource [51]. Traffic intersection scheduling is a typical non-preemptive
system, because once a vehicle has entered the intersection, it is unreasonable and uncon-
ventional for it to backup and be interrupted by the vehicles arriving later. Existing analysis
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techniques for preemptive scheduling are either invalid for non-preemptive scheduling or
exhibit high computational complexity. Many works contribute towards establishing new
results for non-preemptive scheduling [51, 52, 53]. In our work, we will study both pre-
emptive and non-preemptive systems.
Despite whether preemption is allowed, different priority assignment methods, or can
be called scheduling algorithms, also result in different timing behavior in the real-time
systems. The scheduling algorithms can be classified to fixed priority scheduling and dy-
namic priority scheduling. For fixed priority scheduling, rate monotonic scheduling (or
RMS) presented in [9], which assigns higher priorities to tasks with shorter periods, is
probably the most famous one. RMS is proved to the optimal fixed priority scheduling
algorithm for preemptive system with periodic tasks in the sense of resource utilization.
For non-preemptive system, such as controller area network (or CAN) [54], fixed prior-
ity scheduling algorithms are also widely utilized due to the easy implementation, where
priorities are pre-determined by the importance of each sub-system. For dynamic priority
scheduling, earliest deadline first (or EDF) scheduling is the optimal one for preemptive
real-time system with periodic tasks. EDF dynamically assign priorities such that a task
with earliest deadline has highest priority and it can further improve the resource utiliza-
tion compared to the system using RMS. Using similar ideas as EDF, researchers developed
various dynamic priority scheduling methods. A method, named maximum-error-first with
try-once-discard (or MEF-TOD), is designed for networked control systems to assign high-
est priority to the control loop with largest error [55]. For traffic intersection management,
many works utilize a first-come-first-serve (or FCFS) scheduling strategy to assign higher
priorities to vehicles which arrive earlier at the intersection and coordinate them to cross
the intersection first.
Dynamic scheduling is flexible and adaptive because the schedule is constructed online.
However, the implementation of priority-based scheduling requires a schedulability test to
determine whether each task in a given set of tasks can be excuted before their deadlines.
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2.1.3 Schedulablility Test for Real-time System
When dealing with real-time systems, the first question that needs to be answered is whether
a system is schedulable under certain priority assignments. Schedulability means that each
task in a real-time system can be executed before its deadline. If there exists no priority
assignment that can lead to schedulability, then it means that the scheduling and control
co-design problem has no feasible solution.
Research of schedulability test starts from the work of Liu and Layland in [9] that is
generally regarded as the foundational work in real-time scheduling. Liu and Layland [9]
considered a real-time computing system with the following assumptions: (1) all tasks are
periodic, preemptive, and synchronized; (2) all tasks have their relative deadlines equal to
their periods. They introduced an idea of critical time instant analysis to study the worst
case when all the scheduling tasks are requested at the same time. At the critical time
instant, a task will endure the longest response time. Liu and Layland introduced timing
analysis into the study of real-time scheduling. They proved that a set of tasks on the
processor is schedulable under RMS algorithm if their total processor utilization satisfies∑N
i=1 Ui ≤ N(21/N − 1), in which Ui represents the processor utilization of an individual
task i, and N is the number of total tasks on the processor. Also, they proved that a set
of tasks is schedulable under EDF algorithm if their total processor utilization satisfies∑N
i=1 Ui ≤ 1. Based on the similar timing analysis in [9] , extensive research has been
conducted to improve the results made in Liu and Layland’s work. Bini et al [56] derived a
hyperbolic bound for tasks scheduled under RMS. The hyperbolic bound is less pessimistic
than Liu and Layland’s utilization bound. Lehoczky et al [57] showed that the average
processor utilization, for a large set of randomly chosen tasks schedulable under RMS, is
approximately 88%. Abdelzaher et al [58] relaxed the periodic restriction on tasks and
derived an utilization bound for non-periodic tasks. In work [51, 59], the authors present
the a necessary and sufficient schedulabilty condition for non-preemptive periodic system.
In [60], the schedulability analysis for a combination of non-preemptive periodic tasks and
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preemptive sporadic tasks under fixed priority scheduling is presented. The timing analysis
in these work focus on the state of scheduled tasks at critical time instant. However, the
state of real-time system cannot be fully described at the critical time instant, especially for
more complex real-time systems.
Research work in [61] introduces a concept of significant moment analysis, which can
represent the complete status of scheduled tasks in a real-time system at any time instant
and perform timing analysis beyond the critical time instant. Schedulability test for non-
preemptive periodic tasks is presented in [19], where fixed priority scheduling is used for
the system. In [62], the authors establish a timing model for a discrete real-time system
and present schedulability analysis under the discrete time setup. However, these work can
only perform the schedulability test for a finite time window assuming the priority assign-
ments are known. They cannot guarantee schedulability if priorities are undetermined. In
this thesis, we derived the necessary and sufficient conditions of schedulabilty using the
significant moment analysis.
2.2 Scheduling and Control Co-design
If more than one feasible priority assignments exist to ensure schedulability of coupled
control systems, then finding an optimal priority assignment which can minimize the degra-
dation caused by contentions is the goal of the scheduling and control co-design problem.
The idea of co-design scheduling and control is first introduced in [63]. It shows that the
timings in real-time scheduling will affect the control performance.
2.2.1 Networked Control Systems
Control systems in modern industry are characterized by using shared communication net-
works to increase modularity and flexibility [64]. Sensors, controllers and actuators con-
nected to the network are regarded as nodes of networked control systems (NCSs). The
bandwidth for communication between nodes is mostly limited in NCSs, disallowing sen-
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sor messages to transmit immediately after generation, and this causes time delays in the
NCSs [6].
Two different types of systems occur in networked control systems namely: time-
triggered and event-triggered NCSs [65]. In time-triggered NCSs, an activity in each node
is assigned with a distinct time interval such that it can access the communication network
without any conflict with other nodes. No contention occurs in the time-triggered control
network and the time delays are deterministic and fixed, at least in ideal operating condi-
tions. In event-triggered NCSs, the transmission requests of each node are triggered by its
own timer or by certain values of system state variables [66]. Contentions are unavoidable
in event-triggered NCSs because of the lack of explicit timing control of events. Usually,
priorities are assigned to events to resolve the contentions. This priority-based scheduling
introduces time-varying delays for control loops, which may dramatically degrade control
performance if not compensated by the controllers. A challenge for controlling event-
triggered network systems lies in the integration of control with time delays caused by
contentions [67, 68, 18]. In many cases, priorities need to be designed for NCSs because
poor priority assignment can violate the stability of the NCSs [69].
Zhang et al further explores the relationship between real-time task periods and the con-
trol performance of physical plants [7]. They define an operation point as a collection of
periods of all real-time tasks. The goal is to find an optimal operation point that maximizes
control performance under the schedulability constraint. The similar idea is extended to
control design on automotive ECUs [70]. Since the automotive ECUs only support a finite
number of task periods, the paper focuses on finding a possible sequence of task periods
such that the resulting average task period is close to optimal ones. In [71], the authors
proposed to compensate for the time delays or packet dropout induced by the schedul-
ing strategy. Similar approaches are adopted in [15, 16, 18, 19]. Another approach is to
use optimization-based methods to solve a mixed-integer optimization problem to optimize
scheduling decisions along with the control laws. There are relatively fewer studies which
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take this approach. In [22], the co-deign optimization problem of non-preemptive schedul-
ing of control tasks and control law is formulated using H2 norm. Then the problem is
decomposed into two sub-problems. The first sub-problem aims to find the optimal off-line
schedule and is solved using the famous branch and bound method [72] for mixed integer
optimization. The second sub-problem determines the optimal control gains based on the
solution of the first sub-problem. Another widely used method for solving mixed integer
optimization is the genetic algorithm [73]. In [24], authors present a modified genetic algo-
rithm to solve the joint optimization of the scheduling and control of electrical loads. Using
optimization packages is another approach used in works [25, 74] to solve the co-design
problem.
2.2.2 Traffic Intersection
Traffic intersection is another example of resource in our daily life where vehicles need
to share the physical space in the intersection. For traffic intersection, the traffic light has
been the most commonly used device for intersection scheduling since 1868. However,
while traffic lights ensure the safety of conflicting movements at intersections, they also
cause increased delay, fuel use, and tailpipe emissions. Frequent stops and starts caused by
traffic lights also frustrates drivers and passengers. Smarter intersection management and
scheduling are needed to better control vehicles at intersections [4].
Connected and automated vehicles provide significant new opportunities for improving
intersection efficiency. A recent study showed that changing the intersection scheduling
from traffic lights to coordinating automated vehicles has the potential of doubling the
intersection capacity and reducing traffic delays [75]. With the introduction of vehicle-to-
vehicle as well as vehicle-to-infrastructure communication, automated vehicles can assist
drivers with better decision making and reduce fuel consumption, emissions, and traffic
congestion. Numerous research efforts have explored the scheduling and control of au-
tomated vehicles [76, 77, 78]. Many works assume that the arrival times of automated
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vehicles at an intersection satisfy a certain random process. Then based on the arrival
time, they utilize a first-come-first-serve (or FCFS) scheduling mechanism, so that con-
trollers can be designed to coordinate the crossing speed of vehicles [11, 13, 12]. However,
the FCFS mechanism may lead to poor scheduling and possible congestion. For instance,
FCFS schemes can give crossing orders in which several faster vehicles must slow down
to favor a slow vehicle, which may not be optimal in the context of total traveling time
or energy consumption. FCFS is conservative in the sense that it prevents the intersec-
tion scheduler from reordering the entrance of automated vehicles to the intersection. In
those cases, the highest-speed-first (or HSF) scheduling, which schedules the vehicles with
higher speed to pass the intersection first, is another strategy for intersection scheduling.
Optimization-based approaches have been proposed to compute the optimal schedule
for coordinating automated vehicles. The works in [79, 80] utilized a genetic algorithm to
dynamically coordinate traffic at intersections and their results were verified through sim-
ulation using real traffic data. In [74], the authors used mixed integer quadratic program
(or MIQP) to compute an approximate solution to schedule the order of vehicles crossing
the intersection. In [81], the intersection scheduling problem was formulated as a mixed
integer linear program (or MILP) problem, and was solved by the IBM CPLEX optimiza-
tion package. Although these methods can obtain an optimal or a local optimal solution for
intersection scheduling, the major disadvantage is the computation requirement.
2.2.3 Human and Multi-robot Collaboration System
Recent advances in robotics have enabled the reduction in price, size, and operational com-
plexity of robots. A natural outgrowth of these advances are systems comprised of large
numbers of robots that collaborate autonomously in diverse applications. However, even
though the autonomous task execution capabilities of robots have progressed rapidly, the
human’s advantage in high-level reasoning and planning is still needed. As a consequence,
the form of human and multi-robot collaboration systems has become a popular and impor-
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tant topic of research [82, 83]. For human and robots collaboration systems, as the human
labor cost increases, it can be envisioned that the number of robots that one human operator
needs to work with will increase to a large extent. However, a human has limitation on at-
tention capacity. In a famous psychology paper [84], it was revealed that one human cannot
efficiently pay attention to more than about seven meaningful items. In more recent studies,
researchers discovered that a human can pay attention to only two to four items at the same
time [85, 86]. Therefore, when a human is collaborating with multiple robots, the human
operator cannot effectively serve or collaborate with all robots at the same time. Which
robot the human operator should collaborate with first is a general question for human and
multi-robot collaboration systems.
How to allocate or schedule a human’s attention to each robot is a research topic studied
in real-time scheduling. Inappropriately scheduling a human operator to collaborate with
robots has been found to have a negative effect on overall performance in human-robot
systems [87]. Numerous research efforts have explored how to better schedule a human’s
attention to robots. In [88], the authors compared two types of scheduling methods, open-
queue (or OP) and shortest job first (or SJF) scheduling, and showed that SJF scheduling
can provide more stable robot performance. In [62], the authors proposed a highest trust
first (or HTS) based on a robot performance model from [89] and a human–robot mutual
trust model, to determine the human operator’s schedule to interact with one robot at each
time such that the human–robot trust level can always be maintained within a proper range.
However, both the SJF and HTS cannot guarantee that the overall performance of robots
can be optimized. Murray et al. formulated an integer programming problem to effectively
schedule multiple unmanned aerial vehicles and humans to time-sensitive geographically-
dispersed tasks and optimize the overall system performance [90].
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2.3 Model Predictive Control
Model predictive controllers (or MPCs) is originally developed for industrial process con-
trol [91, 92]. Instead of considering the whole design time window, MPC performs a
prediction-optimization procedure iteratively, using a predefined cost function (which usu-
ally considers the overall performance and efficiency) while receding a finite optimization
time horizon [27]. Specially designed MPC can tolerate uncertainty, disturbance and can
deal with complicated system constraints. These advantages make MPC attractive to solve
the scheduling and control co-design challenge.
Many works utilize MPC to design the schedule and control laws. For networked con-
trol system, works (including [21, 38, 39]) have shown the effectiveness of using MPC
to compensate for time delays in event-triggered NCSs. However, these methods assume
that a pre-defined priority assignment is chosen and do not consider time delay induced by
contentions. For traffic system, MPC are used to schedule vehicles and design the vehicle
speed for ramp metering [29, 30]. In [33, 30, 93, 94], model predictive control is applied
to control and coordinate urban traffic networks. However, due to the nonlinearity of the
prediction model, the optimization formulated in MPC is a nonlinear and non-convex opti-
mization problem. The authors need to reformulate the problem into a mixed-integer linear
optimization problem to increase the real-time feasibility of solving MPC. In energy stor-
age systems, a special type of MPC, called Economic MPC, is applied to scheduling the
operations of operations of lighting and powering heating, ventilation, and air conditioning
systems while aiming to minimize the total cost of energy consumption [36, 35, 34]. MPC
is also used to solve the integrated scheduling and control problem for chemical processes
[95, 37]. The integrated approach can improve the overall process performance by incor-
porating process dynamics into scheduling considerations, but the computational time is
generally too long for online implementation. In summary, while very promising, MPC is
largely based on prediction models that are usually nonlinear and non-convex. Therefore, a
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major challenge in implementing MPC for complex control systems is real-time computa-
tional performance. This motivates us to develop a new MPC design which can produce a
computationally tractable for the optimal control and priority assignment of the co-design




Multiple control systems share the same resource, such as computation resource (e.g. pro-
cessor), communication resource (e.g. communication bus or limited bandwidth), physical
spaces (e.g. traffic intersection) or collaborators for their operations. Each control system
consists of a sequence of tasks that are repeatedly executed. Each activation of a task may
have its own release time, execution time and deadline. The proposed contention-resolving
MPC is a general theoretical framework to address resource allocation for coupled control
systems with asynchronous task release time, execution time and deadline. In this chapter,
we present the setup and formulation of co-design problems.
3.1 Problem Setup
Consider N control systems that must share a limited resource.
3.1.1 System Dynamics
Assume that the i-th control system for i = 1, 2, ..., N is modeled in the form
ẋi(t) = fi(xi(t), ui(t)), yi(t) = gi(xi(t)) (3.1)
where xi, ui, and yi represent the state vector, control, and output, respectively. Here and
in the sequel, we make the following assumption about the system dynamics, where we use
measurability and essential boundedness in the Lebesgue measure sense of [96]:
Assumption 3.1.1 The function fi for i = 1, ..., N in (3.1) is such that this holds for each
i: For each measurable essentially bounded function ui and each initial state x0i and each
17
T > 0, the initial value problem for the dynamics fi and the initial condition xi(0) = x0i
has a unique solution on [0, T ].
The preceding assumption is satisfied under standard Lipschitzness conditions, e.g., from
[97, Chapter 7].
3.1.2 Task Characteristics
In real-time scheduling, each control system is viewed as a customer that must be served
to access the shared resource. The i-th customer has a sequence of tasks, denoted by
{τi[1], τi[2], ..., τi[k], ...}, where k ≥ 1 is the task index of customer i. The completion of
each task requires a certain time amount usage of the shared resource.
The timing characteristics of customer i is shown by figure 3.1. The time instant when
task τi[k]’s request to the shared resource is generated is denoted by αi[k], which uses the
same index k as the task τi[k]. The task generation time αi[k] are usually determined by
an event generator of the form hi(xi(αi[k]), yi(αi[k])) = 0 [98, 99, 100]. The function
hi(·) is defined so that when the state xi and the system output yi enter a certain set at time
αi[k], an event will be generated. Event based control is an effective way to reduce the
use of shared resources, and is gaining popularity in the control of complex systems [100,
101, 102]. The generation time instants do not need to be determined by event-triggered
control, since we also allow the task generation time αi[k] to be pre-determined, such as the
periodic sampling time used by digital control systems. The amount of time for which the
task τi[k] needs to occupy the resource is denoted by Ci[k]. The task occupation time can
be pre-determined or can be a function of control command of system i. The completion
time instant when task τi[k] finishes the occupation of the shared resource is denoted as
γi[k].
Assumption 3.1.2 At any given time, only one customer can occupy the shared resource.
Assumption 3.1.2 is valid in many real world applications. In the automotive industry, the
vehicle communication buses such as the control area network (or CAN) [54] and FlexRay
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Figure 3.1: Three generated tasks of system i indexed by k − 1, k, and k + 1.
[103] only allow one device to transmit messages at any time. Also, in a warehouse, a pas-
sageway (e.g., a narrow space between two aisles) may only allow one forklift to enter and
transport packages. For traffic intersections, only one vehicle can occupy the intersection to
guarantee that no collisions occur among vehicles when they are passing the intersection.
In a real-time system, it is required that each task must be completed before its deadline,
in order for the system to be schedulable. In our setup, we define the deadline for a task
τi[k] to be the time instant when the next task of customer i is generated, i.e., αi[k+1].
Therefore, for a task to be schedulable, the inequality γi[k] ≤ αi[k+1] must be satisfied.
We also use Ti[k] to denote the amount of time between two successive resource occupation
requests from customer i, i.e., Ti[k] = αi[k+1]− αi[k], which we assume satisfy:
Assumption 3.1.3 For each i ∈ {1, . . . , N}, there is a constant Tmini > 0 such that Ti[k] ≥
Tmini for all k.
Since the time interval between two successive requests is bounded below by Tmini for each
customer i, and since there are only a finitely number N of customers, the total number of
requests should be less or equal to
∑N
i=1(tf−t0)/Tmini , which is a finite number. Therefore,
it follows that there are only finitely many requests for access on the time interval [t0, tf ].
Also, the request for the resource will be modeled by a tuple (αi, Ci, Ti)[k].
3.2 Priority-based Scheduling
When there are no contentions among customers, the following equation is always satisfied:
γi[k] = αi[k] + Ci[k]. (3.2)
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Figure 3.2: Illustration of scheduling three systems. The upper three sub-figures show the
task request times when contentions are not considered. The bottom sub-figure shows the
resource occupation time after priorities are assigned to resolve the contention that occurs
at time 0.
When multiple customers request the shared resource at the same time, a contention occurs
and equation (3.2) will not hold. An example of three systems sharing one resource is
shown in Figure 3.2. A contention occurs at time 0. The scheduling algorithm determines
the order of customers’ access to the resource by assigning them priorities. Each customer
i is assigned a unique priority number pi(t), in which case contentions can be resolved by
comparing the priorities pi among all customers who are competing for the resource. In
what follows, P({1, ..., N}) denotes the set of all permutations of {1, ..., N}.
Definition 3.2.1 A priority assignment is a tuple P(t) = (p1(t), ..., pi(t), ..., pN(t)) ∈
P({1, ..., N}), where pi(t) is the priority assigned to customer i at time t and such that
for each i and j in {1, ..., N}, we have pi(t) < pj(t) if and only if customer i is assigned
higher priority than customer j at time t. For each t ∈ [t0, tf ], the value of pi(t) is a
positive integer in {1, . . . , N}, such that pi(t) 6= pj(t) if i 6= j.
Assumption 3.2.1 When a contention occurs, only the control system with the smallest pi
will be granted access.
This assumption follows the convention in the scheduling literature of giving smaller num-
20
bers to the higher prioritized tasks [48]. Based on the Definition 3.2.1, each task has a
unique priority number. Therefore, there exist no ties among the priority assignments when
a contention occurs.
The resource access times of lower prioritized systems are delayed by higher priori-
tized vehicles. A lower prioritized system can gain the access to the shared resource right
at or after the time instant when all the higher prioritized contended systems finish the
occupation of the shared resource.
Assumption 3.2.2 If a contention occurs at time t and pi(t) + 1 = pj(t), then system j
start to utilize the shared resource at time γi[ki], where ki is the index of task of system i.
This assumption is also used in the priority-based real-time scheduling mechanism from
[48], where no inserted idle time should be allowed if there are one or more tasks waiting
to use the shared resource. The other scheduling strategies such as RMS, EDF and FCFS
are also based on this assumption. For the convenience of later references, we call this
assumption the condition of immediate access (or CIA). We will show that the CIA is
a necessary condition for finding a global optimal solution for the co-design problem in
Chapter 7.
When a contention occurs, the completion times of the tasks of lower prioritized cus-
tomers are delayed by the higher prioritized customers. We introduce the delay δi[k]
so that αi[k] + Ci[k] + δi[k] is the task completion time for all i and k, i.e. γi[k] =
αi[k] + Ci[k] + δi[k].
Definition 3.2.2 If αi[k] + Ci[k] + δi[k] ≤ αi[k + 1] for all i and k, then we say system i
is schedulable or the schedulability of the system i is guaranteed.
This definition means that all tasks are able to be completed before or at their deadlines.
In order to check whether a system is schedulable or not, it is essential to compute the
value of time delays δi[k]. However, the computation of δi[k] is not trivial.
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Example 1 Consider tasks τ1, τ2 and τ3 with
(C1[k], C2[k], C3[k])=(0.5, 1, 1.5) and (T1[k], T2[k], T3[k])=(3, 4, 5) for all k ≥ 1
as illustrated in Figure 3.2. Let the priority assignment be p1(t) = 1, p2(t) = 2, and
p3(t) = 3. Due to the occupation times of systems 1 and 2, system 3 has the longest time
delay. If we exchange the priority assignments between system 1 and 3, i.e., p1(t) = 3,
p2(t) = 2 and p3(t) = 1, then system 1 has the longest time delay.
This simple example shows that time delays depend on priority assignments. In Chapter
4, we will present a timing model which can accurately compute the time delays given a
specific priority assignment.
3.3 Formulation of Model Predictive Control
We formulate and solve a contention-resolving model predictive control problem to com-
pute optimal priority assignments P∗(t) = (p∗1(t), ..., p
∗
N(t)) and an optimal control com-
mand u∗(t) = (u∗1(t), ...u
∗
N(t)) on a time interval [t0, tf ]. The times t0 and tf are the
starting and ending points of the MPC time horizon, respectively, and t0 and tf will move
forward in time when the MPC is initiated. Given initial states x(t0) = (x1(t0), ..., xN(t0)),
initial controls u(t0) = (u1(t0), ..., uN(t0)), starting time t0 and ending time tf , the co-








xi(t,P(t0∼ t),ui(t0∼ t)), ui(t,P(t0∼ t))
)
(3.3)
over all u and P where the cost functions Vi for i = 1, 2, ..., N incorporate the control
effort and tracking error. The notation P(t0 ∼ t) represents all priority assignments P(`)
for all ` ∈ [t0, t). The term xi(t,P(t0∼ t), ui(t0∼ t)) represents that the system state xi is
an implicit function of priority assignment P(t) and control laws u(t) from the initial time
t0 to time t. Similarly, ui(t,P(t0∼ t)) represents that the control law ui is also an implicit
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function of priority assignment P(t) from the time t0 to time t. The specific functions will
be introduced in Section 4.4 once we presented the analytical timing model to compute the
timing and formulate the contention constraints. For example, if the system i is linear and
time-invarying, i.e., ẋi(t)=Aixi(t)+Biui(t), then Vi can take a quadratic form
Vi
(













+ ρ|xi(tf ,P(t0∼ tf ), ui(t0∼ tf ))− x̄i(tf )|2Ki ,
where |v|2M = vTMv for any vector v and matrix M for which the matrix multiplication
is defined, and where Qi, Ri, and Ki are positive definite. The parameter ρ > 0 is a
constant. The notations x̄i and ūi are fixed choices of the corresponding trajectory and
control inputs that tracks a given reference signal λi(t), and x̄i(tf ) is the terminal state of
the corresponding trajectory x̄i(t) at time tf . If contentions occur, then time-varying delays
can degrade the control performance and increase the tracking errors [19].
While minimizing the cost function, a set of constraints need to be satisfied for all
t ∈ [t0, tf ]. One constraint is the system dynamics ẋi(t) = fi(xi(t), ui(t)) that must be
satisfied for each i. Then the control needs to satisfy ui(t) ∈ Ui for all t, where Ui is a given
constraint set for control commands. These constraints appear in most MPC formulations
and we assume these sets are compact. The mathematical formulations of these constraints
will be presented in Section 4.4.
Since u(t) is a vector of real numbers and P(t) is a vector of integers at each time t, the
contention-resolving MPC problem is a mixed integer optimization problem (or MIP). It
is a nonlinear and non-convex optimization problem that is difficult to solve [104]. Mixed
integer programming problems are usually solved by two categories of optimization meth-
ods. The first category is combinatorial optimization [105], such as genetic algorithms.
However, since the decision variables u and P are functions of time, the search space of
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the solution is very large and does not lend itself to genetic algorithms in real time. The
second category of optimization algorithms comprise the branch-and-bound type of algo-
rithms [72]. In branch-and-bound algorithms, the integers are first relaxed to real numbers
so that convex optimization algorithms can apply, and then the real valued solutions are
rounded up to the nearest higher integer values. Multiple choices of the integer values lead
to different “branches” of sub-problems where convex optimization will be applied again.
The branch-and-bound algorithm searches for branches with lower estimated cost first, so
that the optimal solution can be found without exhausting all permutations of the integers.
The branch-and-bound algorithm is computationally efficient but cannot be used to solve
the MIP problem associated with contention-resolving MPC, for two reasons. First, the
priority assignments pi(t) cannot be relaxed to be real numbers. Second, the cost function
Vi for each i is not an explicit function of the priority assignment P(t), therefore convex
optimization cannot be applied.
We now describe how to refine this problem for contention-resolving MPC.
Assumption 3.3.1 A controller is triggered at each time instant when a task is completed.
Hence, each model predictive controller only generates one control command for each
request. The resulting control command is applied to the control system, and remains con-
stant until the control system’s next task completion time. Therefore, the control ui is
piece-wise constant. This design follows the idea of zeroth-order-hold (or ZOH) mech-
anism that is frequently used in sampling based control [106, 107]. At each γi[k], the
control command is updated based on the measurement xi(γi[k]) of customer i and the
control value computed by MPC based on the state value xi(γi[k]). Then with ZOH, the
continuous-time control ui(t) is a piece-wise constant function of the form
ui(t) = ui[k] for all t ∈ [γi[k], γi[k + 1]) and k, (3.5)
which defines the control ui at all times when customer i can access the shared resource. As
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mentioned in Section 3.2, the time delays δi[k] depend on the priority assignment among
the customers. The priority assignment and control design are coupled through δi[k]. With
this problem set up, our goal is to solve the MPC problem formulated in Section 3.3 and
compute optimal priorities and optimal controls to compensate for the performance degra-
dation caused by contentions and delays.
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CHAPTER 4
SIGNIFICANT MOMENT ANALYSIS AND SCHEDULABILITY TEST
Even though the control systems evolve continuously in time, there are certain moments in
time that are more significant than other moments. The moments when a control system
requests access and finishes the usage of the shared resource are called significant moments.
They are significant because the status of the system changes at these moments due to
whether access to the shared resource is granted or not. The time instants that systems
request access to the shared resource, i.e. αi[k], are significant because these are the times
when contentions may start and new priority vectors P(t) will be assigned. The time when
a control system finishes the usage of the shared resource, i.e., the task completion moments
γi[k], are significant because these are the times when the control law ui(t) will be updated
as shown in (3.5).
In order to obtain the significant moments, it is important to compute the value of the
δi[k], which is not easy to compute since we need to consider how many control systems
are competing for the shared resource and whether they will be delayed based on different
scheduling disciplines. In scheduling theory [108], priority-based scheduling can be clas-
sified into two categories, preemptive and non-preemptive scheduling. Therefore, in this
thesis, we model the scheduling behavior of both preemptive and non-preemptive real-time
systems. In our previous work [19] and [109], we developed a significant moment anal-
ysis to show how the priority assignment changes the delays. In this section, we present
analytical timing models which can determine all significant moments and compute the
delays under preemptive scheduling. In Chapter 6, the timing model of continuous time
non-preemptive systems will be presented. In Chapter 7, a continuous-time preemptive-
repeat task model will be used to model the scheduling behavior at a traffic intersection
and its corresponding timing model will be presented. In Chapter 8, the timing model of a
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discrete time non-preemptive system will be presented.
4.1 Timing States
At each time t ∈ [t0, tf ], we define the timing state variable Z(t) = (D(t), R(t), O(t))
using the following variables from [109], where a task is a request for access to the shared
resource:
Definition 4.1.1 The vector D(t) = (d1(t), ..., di(t), ..., dN(t)) is the deadline variable,
where di(t) denotes how long after time t the next task of customer i will be generated,
i.e.,
di(t) = αi[k+1]− t, if t ∈ [αi[k], αi[k+1]).
Definition 4.1.2 The vector R(t) = (r1(t), ..., ri(t), ..., rN(t)) is the remaining time vari-
able, where ri(t) is the remaining time after time t that is required to complete the most
recently generated task of customer i, i.e.,
ri(t) =
 γi[k]− t, if t ∈ [αi[k], γi[k]]0, otherwise .
Definition 4.1.3 The vector O(t)=(o1(t), ..., oi(t), ..., oN(t)) is the dynamic response time
variable, where oi(t) denotes the length of time from the most recent request from customer
i to the minimum of (a) the time when the most recent request from customer i is completed
and (b) the current time t, i.e.,
oi(t) = min{γi[k], t} − αi[k], if t ∈ [αi[k], αi[k+1]).
We use the example in Figure 4.1 to further explain D, R and O.
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(a) Scheduled behavior.
(b) Significant moments tw.
Figure 4.1: Illustration of the timing states.
Example 2 Again, consider the three periodic tasks are scheduled under a priority as-
signment p1(t) = 1, p2(t) = 2 and p3(t) = 3. At time t = 3.25, the next tasks τ1[3], τ2[2]
and τ3[2] will be generated at times 6, 4 and 5 respectively. Thus, according to Defini-











. After t = 3.25, only the request of τ1[2] has not been finished and will
be completed at time 3.5. The remaining time for τ1[2] at time 3.25 is 3.5−3.25=0.25, i.e.







. To compute the dynamic response time, for τ1[2], its request is generated at 3
and will be completed at time 3.5, which is greater than the current time 3.25. Therefore,
the dynamic response time for τ1[2] at time 3.25 is 3.25−3 = 0.25, i.e. o1(3.25) = 0.25.
For τ2[1], its request is generated at time 0 and is finished at time 1.5, which is less
than the current time 3.25. Therefore, the dynamic response time for τ2[1] at time 3.25
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is 1.5−0=1.5. For τ3[1], its request is generated at time 0 and finishes at time 3, which is
less than time 3.25. Therefore, the dynamic response time for τ3[1] at time 3.25 is 3−0=3,








. Similarly, at time














For non-preepmtive scheduling, in addition to the above variables, we need:
Definition 4.1.4 The index variable is ID(t) denotes the index of the control system which
is occupying the shared resource at time t. We use the convention that if no control system
is occupying the resource at time t, then ID(t) = 0 and r0(t) = 0.
Therefore, for non-preepmtive scheduling, the timing state variable is
Z(t) = (D(t), R(t), O(t), ID(t)).
To support the continuous timing model, we redefine the characteristics tuple of a task
in the continuous time domain as follows:
Definition 4.1.5 At any time t within [t0, tf ], we define Ci(t), Ti(t) and Pi(t) to be the
execution time, the period, and the priority of task i in continuous time domain, respectively.
The values of these functions are
Ci(t) = Ci[k], Ti(t) = Ti[k] and Pi(t) = Pi[k] (4.1)
where k is the largest integer satisfying αi[k] ≤ t and αi[1] = t0.
By this definition, we can convert the discrete-time timing characteristics into piece-wise
constant functions in continuous time, which will be used in the formulas for the analytical
timing model.
The evolution rules for Z(t) within a time interval [t0, tf ] can be expressed by mathe-
matical equations. These equations lead to a timing model. It is an analytical model that
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is efficient to compute, and it supports the implementation of real-time model predictive
control.
4.2 Delay Prediction Using Timing Model






where t0 is a starting time, S is the set of all triples of the form (αi, Ci, Ti) for i =
1, 2, . . . N . The timing model consists of a set of analytical algebraic and differential equa-
tions that can account for time-varying priorities and interruption of access to the resource
by higher priority tasks. By the definition of the state variable O(t), we have
δi[k] = oi(αi[k + 1]
−)− Ci[k]
for all k and i, where αi[k + 1]− denotes the limit from the left.
Different real-time systems may have different timing models, which depends on whether
the real-time systems allow pre-emptions or not, and the systems are in continuous time
domain or discrete time domain. In this section, we will take the preemptive system as an
example to show how the analytical timing model can be derived. In Chapters 6, 7 and 8,
the timing models of specific applications will be presented.
4.3 Timing Model for Preemptive Network
The work [61] established a dynamic timing model for the preemptive scheduling disci-
pline. This section consists of a brief review of the timing model from [61]. We divide
[t0, tf ] into disjoint sub-intervals [tw, tw+1) such that tasks are only generated at tw, but
not at any other time point within (tw, tw+1). The difference between two successive task
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generating times is defined by
tw+1 − tw = min {d1(tw), ..., dN(tw), tf−tw} . (4.3)
Example 3 Consider the example in Figure 4.1. The division of [0, 7] into consecutive
sub-intervals is carried out using the following procedure. At the beginning of the first sub-
interval, let t0 = 0. We choose the first window t1−t0 = min {d1(0), d2(0), d3(0), 7−0}=
min {3, 4, 5, 7}=3 and the end of the sub-interval is t1. Then we choose the window length
t2−t1 and let the end point of this time interval be t2. The process is repeated until one
sub-interval reaches the ending time 7.
After we divide the optimization horizon into sub-intervals. The evolution of Z(t)
within any sub-interval [tw, tw+1) can be derived as follows:
At time tw: We first discuss the value of [di(t), ri(t), oi(t)] at times tw. For any task τi, the
values of the state vector at time tw, i.e. [di(tw), ri(tw), oi(tw)], depend on whether an new
task of τi is released at tw.
(1) if no task of τi is released at tw, we have that di(t−w) > 0. In this case, the state vector
holds its values from t−w to tw where t
−













w)=0. In this case, the state vector [di(t), ri(t), oi(t)] is updated as
di(tw)=Ti(tw), ri(tw)=Ci(tw), oi(tw)=0. (4.5)




































where sgn is defined by sgn(q) = 1 if q > 0 and sgn(q) = 0 if q = 0 and the superscripts
− indicate a limit from the left.
On the Intervals (tw, tw+1): For the deadline variable di(t), it decreases constantly with
rate ḋi(t)=−1 within time interval (tw, tw+1). Therefore, the equation for di(tw + ∆t) for
values ∆ ∈ (0, tw+1 − tw) is written as
di(tw + ∆t) = di(tw)−∆t. (4.7)
For the remaining time ri(t), we know that the resource occupation time of τi is preempted
until the occupation of all higher priority tasks are completed. Then, the amount of time






where HPi(tw) = {j ∈ {1, . . . , N} : pj(tw) < pi(tw)} is the set of all indices of control
systems which have higher priorities than control system i at time tw. The function max
guarantees that it will not give a negative result. Therefore, the remaining time of τi at time









For the deadline variable oi(t), we know that oi(t) will continuously increase before τi
finishes the occupation of the shared resource. Therefore, if τi has finished the occupation
before tw, i.e. ri(tw) = 0, we have
oi(tw + ∆t) = oi(tw). (4.9)









q∈HPi(tw)rq(tw) denotes the time needed for τi to complete its most recently
generated task. Our use of the min guarantees that the increase of oi(t) on [tw, tw + ∆) will
not exceed ∆t. Based on the above analysis, obtain





Combining all of the evolution rules in (4.6)−(4.10) leads to the timing model (4.2) of
preemptive scheduling.
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4.4 Summary of Constraints
We have refined the contention-resolving MPC design problem by making the constraints







xi(t,P(t0∼ t), ui(t0∼ t)), ui(t,P(t0∼ t))
)
; (4.11a)




, δi[k] = oi(αi[k + 1]
−)− Ci[k],
γi[k] = αi[k] + Ci[k] + δi[k] for k=1, ..., Ki; (4.11b)
ẋi(t) = fi(xi(t), ui(t)), yi(t) = gi(xi(t)), with ui(t)=ui(t0), t∈ [γi[0], γi[1])
and ui(t)=ui[k] for all t ∈ [γi[k], γi[k + 1]), k=1, ..., Ki; (4.11c)
ui(t) ∈ Ui, P(t) ∈ P({1, ..., N}); (4.11d)
where Ki is the largest index k satisfying γi[k+1] < tf and we define γi[0] = t0 for all
i. Equation (4.11b) is the timing model to compute δi[k] which has been introduced in
Sections 4.3 and 6.2. Equation (4.11c) represents the system dynamics, which summarizes
(3.1) and (3.5). Equation (4.11d) represents the control constraints and the priority assign-
ments are constrained to be in the set P({1, ..., N}) of all permutations of {1, 2, . . . , N}
following Definition 3.2.1.
4.5 Schedulability Test Using Worst-case Condition
In this section, we reproduce the same results as in Liu and Layland’s work [9] using the
timing state and significant moment analysis, which can provide guidance for deriving the
schedulability condition for more complicated systems. To achieve this goal, we consider
N periodic tasks characterized by (Ci, Ti) where i = 1, ..., N , assuming T1 < T2 < · · · <
TN , which is the same as [9].
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4.5.1 Worst-case Scenario Analysis
The infinite-time feasibility condition is derived when considering the worst-case scenario.
If at the moment when the worst case occurs, the feasibility is satisfied, then the feasibility
is guaranteed at any time. We first study the case where N = 2 and later in this section
we will extend N to general cases. For systems with two periodic tasks, there are only two
possible priority assignments.
1. Task 1 has higher priority
The first priority assignment is that system 1 has higher priority than system 2. It is trivial
that if C1 ≤ T1, then system 1 is always schedulable. We define the b·c to be the rounding
down operator, i.e. bxc is the largest integer that is less than or equal to x. And the operator
{·} takes the fractional part of a real number, i.e., {x} = x− bxc.
Lemma 4.5.1 Task 2 is schedulable within time [tcl , tcl + T2] if OP1(d1(tcl )) + C2 ≤ T2









































if T1−C1 < d1(tcl ) ≤ T1
(4.12)
Proof. Since the time interval we consider is one complete period of system 2, there is
only one task from system 2. And because system 2 has lower priority than system 1, not
all the time occupied by system 1 can be used by system 2. We first need to compute the
time occupied by system 1. The formula to compute the time occupied by system 1 need
to consider two cases, which is illustrated by Figure 4.2.
Case 1: if 0 ≤ d1(tcl ) ≤ T1 − C1 as the Case 1 illustrated in Figure 4.2, then within the




l )), the task from system 1 has been executed. The number of complete
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Figure 4.2: Cases of scheduling two systems where system 1 has higher priority. Red
rectangles represent the time occupied by system 1 and blue rectangles represent the time
occupied by system 2.
periods of system 1 is
⌊














T2] is tcl + d1(t
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, tcl + T2
]
, the
maximal time that will be occupied by system 1 is C1 since within this time interval, there
is no complete period of system 1. But the time that can be occupied by system 1 may be









, tcl + T2
]
is less than C1,
which is illustrated by Case 1 in Figure 4.2. Therefore, we need to compare the value of
the duration and C1 and take the smaller value as the time that can be occupied by system
















l ) + T1
⌊
T2 − d1(tcl )
T1
⌋)
= T2 − d1(tcl )− T1
⌊



















Therefore, the time occupied by system 1 within the time interval [tcl , t
c




l )) = C1
⌊













Case 2: if T1 − C1 < d1(tcl ) ≤ T1 as the Case 2 illustrated in Figure 4.2, then within the




l )), the time duration d1(t
c
l ) − (T1 − C1) is occupied by system 1. The




l + T2] has the same formula




















Combining the above two cases, we have the formula (4.12). 
To extend Lemma 4.5.1 to infinite-time window, we need to find the worst case. Since
C2 and T2 are constant, the worst case occurs when OP1(d1(tcl )) is maximized.
Theorem 4.5.1 The maximal value of OP1(d1(tcl )), denoted as OP1,max, is obtained when
d1(t
c
















Proof. For the Case 1 where 0 ≤ d1(tcl ) ≤ T1 − C1, if d1(tcl ) decreases, the term
T2−d1(tcl )
T1
increases. Denote a d′1(t
c











l ))−OP1(d1(tcl )) = C1
(⌊





































can only be either 0 or 1 because of the rounding down
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which leads to OP1(d′1(t
c
l ))−OP1(d1(tcl )) ≥ C1 − C1 = 0.
Therefore, for Case 1, we can conclude that if d1(tcl ) decreases, then OP1(d1(t
c
l )) in-
creases. The maximal value is obtained when d1(tcl ) = 0 and OP1(0) = C1 bT2/T1c+
min (T1 {T2/T1} , C1).
For the Case 2 where T1−C1 < d1(tcl ) ≤ T1, denote a d′′1(tcl ) which satisfies T1−C1 <
d1(t
c















l ))−OP1(d1(tcl )) = d′′1(tcl )− d1(tcl ) + C1
(⌊





































can only be either 0 or −1 because of the rounding



























































Because of the minimal operator, we discuss the following three cases:





























= C1. Therefore, OP1(d′′1(t
c
l ))−OP1(d1(tcl )) = d′′1(tcl )−
d1(t
c































































































































Summarizing the above three cases, we have OP1(d′′1(t
c





































































































































< C1. We will























































































































= T1 − C1 > 0.
Summarizing the above two cases, we have OP1(d′′1(t
c
l ))−OP1(d1(tcl )) ≥ 0. Therefore,
for Case 2, we can conclude that if d1(tcl ) increases, then OP1(d1(t
c
l )) increases. The maxi-
mal value is obtained when d1(tcl ) = T1 and OP1(T1) = C1 bT2/T1c+min (T1 {T2/T1} , C1).

Remark 1 Here d1(tcl ) = 0 or T1 is actually the critical time instant introduced in [9].
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Theorem 4.5.1 shows the great advantage of using the SMA because the worst case can be
justified by derivations from mathematical equations.
Then based on the Theorem 4.5.1, we can have
Corollary 4.5.1 Tasks from system 2 are schedulable at any time t satisfying t ≥ tcl if
C1 bT2/T1c+min (T1 {T2/T1} , C1) + C2 ≤ T2.
Proof. If a task from system 2 is schedulable at the worst-case moments, i.e., the moment
shown in Theorem 4.5.1, then it is always schedulable. 
2. Task 2 has higher priority
The other priority assignment is that system 2 has higher priority than system 1. It is trivial
that if C2 ≤ T2, then system 2 is always schedulable.
Lemma 4.5.2 Task 1 is schedulable within time [tcl , tcl + T1] if OP2(d1(tcl )) + C1 ≤ T1









min (T1 − d2(tcl ), C2) , if 0 ≤ d2(tcl ) ≤ T2−C2
T1 − T2 + C2, if T2−C2 < d2(tcl ) ≤ T1
d2(t
c
l )− (T2 − C2), if T1 < d2(tcl ) ≤ T2.
(4.17)
Proof. Since the time interval we consider is one complete period of system 1, there is at
most one task from system 2. And because system 1 has lower priority than system 2, not
all the time occupied by system 2 can be used by system 1. We first need to compute the
time occupied by system 2. The formula to compute the time occupied by system 2 need
to consider three cases, which is illustrated by Figure 4.3.
Case 1: if 0 ≤ d2(tcl ) ≤ T2−C2, then a task from system 2 is generated at time
tcl + d2(t
c
l ). If the end of the execution of this task may end earlier than or at t
c
l + T1,
then OP2(d2(tcl )) = C2. If the end of the execution of this task may end later than
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Figure 4.3: Cases of scheduling two systems where system 2 has higher priority. Red
rectangles represent the time occupied by system 1 and blue rectangles represent the time
occupied by system 2.
tcl + T1, illustrated in Figure 4.2, then OP2(d2(t
c
l )) = T1 − d2(tcl ). Therefore, we have
OP2(d2(t
c
l )) = min (T1 − d2(tcl ), C2).
Case 2: if T2−C2 < d2(tcl ) ≤ T1, then part of the task from system 2 is executing at
time tcl . The occupation time of the current task from system 2 is d2(t
c
l )−(T2−C2). And
since d2(tcl ) ≤ T1, the generation time of next task from system 2 tcl + d2(tcl ) is within the
interval [tcl , t
c




l + T1] is T2 −C2 and
we have OP2(d2(tcl )) = T1 − (T2 − C2) = T1 − T2 + C2.
Case 3: if T1 < d2(tcl ) ≤ T2, then part of the task from system 2 is executing at time




l ) of next task from system 2 is greater than t
c
l + T1.
Therefore, the occupation time of the task from system 2 is OP2(d2(tcl )) = d2(t
c
l )− (T2 −
C2). 
Theorem 4.5.2 The maximal value of OP2(d2(tcl )), denoted as OP2,max, equals to C2,
which is obtained when d2(tcl ) = T2 if T1 < C2 or d2(t
c
l ) = T2 and 0 ≤ d2(tcl ) ≤ T1 − C2.
Proof. From Case 3 in (4.17), OP2(d2(tcl )) increases if d2(tcl ) increases. Therefore, the
maximal value of OP2(d2(tcl )) is obtained when d2(t
c
l ) = T2 and OP2,max = C2.
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For Case 2 in (4.17), OP2(d2(tcl )) is a constant T1 − T2 + C2. Since T1 ≤ T2, we have
T1 − T2 + C2 ≤ C2.
For Case 1 in (4.17), if T1 < C2, then the maximal value of T1 − d2(tcl ) is T1 and
T1 < C2. Therefore, min (T1 − d2(tcl ), C2) = T1−d2(tcl ). And since 0 ≤ d2(tcl ) ≤ T2−C2,
then maximal value of T1−d2(tcl ) is T1 which is less thanC2 in Case 3. If T1 ≥ C2, then the
maximal value of T1 − d2(tcl ) is T1 and T1 > C2. Therefore, min (T1 − d2(tcl ), C2) = C2
when 0 ≤ d2(tcl ) ≤ T1 − C2, which equals to C2 in Case 3. 
Corollary 4.5.2 Tasks from system 1 are schedulable at any time t satisfying t ≥ tcl if
C1 + C2 ≤ T1.
Proof. If a task from system 1 is schedulable at the worst-case moments, i.e., the moment
shown in Theorem 4.5.2, then it is always schedulable. 
3. Task 1 should have higher priority
Then we will prove a better priority assignment is that system 1 has higher priority than
system 2 in the sense of schedulability, which is the priority assignment under RMS.
Theorem 4.5.3 If task 2 is assigned with higher priority and the system is schedulable at
any time, then the system must be schedulable if task 1 is assigned with higher priority than
task 2.
Proof. We will show thatC1+C2 ≤ T1 impliesC1 bT2/T1c+min (T1 {T2/T1} , C1)+C2 ≤
T2. Since T2 ≥ T1, we have bT2/T1c ≥ 1 and
C1 bT2/T1c+min (T1 {T2/T1} , C1) ≤ C1 bT2/T1c+ T1 {T2/T1}+ C2
≤ C1 bT2/T1c+ T1 {T2/T1}+ C2 bT2/T1c
= (C1 + C2) bT2/T1c+ T1 {T2/T1} . (4.18)
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Because C1 + C2 ≤ T1, we have (C1 + C2) bT2/T1c+ T1 {T2/T1} ≤ T1 bT2/T1c+
T1 {T2/T1} = T1 · T2/T1 = T2. 
4. Schedulability for N Tasks
We now extend our results to N tasks using the results of two tasks.
Corollary 4.5.3 If a feasible fixed priority assignment exists for some task set, the RMS
priority assignment is feasible for that task set.
Proof. Let τ1, τ2, ..., τN be a set of N tasks with a certain feasible priority assignment P.
Let τi and τj be two tasks of adjacent priorities in such an assignment with τi being the
higher priority one, i.e., pj = pi + 1, and satisfying that Ti > Tj . If we can not find such a
pair. Then the feasible priority assignment P is assigned by RMS strategy. If we can find
such pair, then we will interchange the priorities of τi and τj which leads to a new priority
assginment P′ with p′j = pi, p
′
i = pj and p
′
n = pn if n 6= i and n 6= j. Then we will
show that if the tasks τ1, τ2, ..., τN are schedulable under P, they must also be schedulable
under P′. Since tasks i and j have adjacent priorities, interchanging the priorities of τi and
τj does not affect the scheduling behaviors of the other tasks that are neither i nor j. This
means that a task n with n 6= i and n 6= j occupies the exactly same time intervals under P′
as under P. Therefore, we only need to consider two tasks case as discussed in Theorem
4.5.3, which has already shown that if task i with larger period is assigned with higher
priority and the system is schedulable at any time, then the system must be schedulable if
task j with smaller period is assigned with higher priority than task i. And since the rate-
monotonic priority assignment can be obtained from any priority ordering by a sequence
of pairwise priority re-orderings as the way we interchange the priorities between i and j,
we prove this corollary. 
Based on Corollary 4.5.3, RMS is the optimal fixed scheduling methods. In the rest of
this subsection, we will directly use the priority assignments under RMS, i.e., if there are
systems j and i with indices j < i, then pj < pi because Tj < Ti.
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if Tj−Cj < dj(tcl ) ≤ Tj
(4.19)
Proof. Since the optimal fixed priority assignment is RMS, for any task from system i, the
tasks from system with index j < i have higher priority than i. For the task from system
i to be schedulable, the total occupation time of all the higher prioritized tasks should be
less than or equal to Ti − Ci. The occupation time of tasks from system j can be derived
similarly as 4.12 in Lemma 4.5.1 with system j replacing system 1 and system i replacing
system 2. Then we can obtain (4.19) 
Theorem 4.5.4 The maximal value of OPj(dj(tcl )), denoted as OPj,max, is obtained when
dj(t
c
l ) = 0 or Tj and OPj(dj(t
c















Proof. The proof is similar as Theorem 4.5.1 with system j replacing system 1 and system
i replacing system 2. 
This theorem shows that the worst-case occurs when tasks from all systems are generate
at the same time, which is the critical instant proved in Theorem 1 in [9]. Then we can have
the infinite-time schedulability test for tasks from system i as
Corollary 4.5.4 Task i is schedulable at any time t ≥ tcl if
∑i−1
j=1 OPj,max + Ci ≤ Ti.
Proof. Since the optimal fixed priority assignment is RMS, for any task i, the tasks with
index j < i have higher priority than i. Therefore, the worst-case scenario for task i is the
occupation time of the higher prioritized systems reach their maximal and
∑i−1
j=1 OPj,max +
Ci is less than or equal to one period of task i. 
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4.5.2 Least Upper Bound of Utilization
In real-time system, utilization factor U =
∑N
i=1(Ci/Ti) is used to test feasibility. Since
RMS is optimal fixed priority assignment, the utilization factor achieved by the RMS is
greater than or equal to the utilization factor for any other priority assignment for that task
set. Therefore, the least upper bound of utilization factor is the infimum of the utilization
factors corresponding to the RMS over all possible request periods and run-times for the
tasks. The bound is first determined for two tasks, then extended for an arbitrary number
of tasks.
Figure 4.4: Two cases of utility bounds.
Theorem 4.5.5 For a set of two tasks with fixed priority assignment, the least upper bound
to the processor utilization factor is Umin = 2(2
1
2 − 1).
Proof. Let τ1, τ2 be two tasks with periods T1 and T2, respectively. Assume that T1 ≤ T2.
According to RMS, τ1 has higher priority. We will adjust C2 to fully utilize the available
shared resource time. Similar as Lemma 4.5.1, we need to consider two cases as illustrated
in Figure 4.4:
Case 1: if C1 ≤ T1 {T2/T1}, then min (T1 {T2/T1} , C1) = C1. Therefore, C2 ≤ T2 −





≤ 1 + C1 [(1/T1)− (1/T2)dT2/T1e] and U decreases if C1 increases.
Case 2: if C1 > T1 {T2/T1}, then min (T1 {T2/T1} , C1) = T1 {T2/T1}. Therefore, C2 ≤
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(T2/T1)bT2/T1c+ C1 [(1/T1)− (1/T2)bT2/T1c] and U increases if C1 increases.









1+C1 [(1/T1)−(1/T2)dT2/T1e] , if 0≤C1≤T1{T2/T1}
(T2/T1)bT2/T1c+C1 [(1/T1)−(1/T2)bT2/T1c] , if C1>T1{T2/T1}












= 1− (T1/T2) [dT2/T1e−(T2/T1)] [(T2/T1)−bT2/T1c] (4.20)
Let I = bT2/T1c and f = {T2/T1}, we can rewrite (4.20) as
U(I, f)=1− f(1− f)/(I + f).
Since U(I, f) is monotonic increasing with I , the minimum of U(I, f) occurs at the small-
est possible value of I , namely, I = 1. Then when minimizing U over f , we can take the















< 0 and if
√
2−1 < f < 1,∂Umin(1,f)
∂f




2−1), which is the relation we
want to prove. 
Corollary 4.5.5 For a set of N tasks with fixed priority order, and the restriction that the
ration between any two request periods is less than 2, the least upper bound to the processor
utilization factor is Umin = N(2
1
N − 1).
Proof. The proof of this corollary is the same as the proofs of Theorem 4 in [9]. Here
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we will recap the proof. Let C1, C2, ..., CN be the execution times of the tasks that fully
utilize the processor and minimize the processor utilization factor. Assume that TN >
TN−1 > · · · > T2 > T1. Let U denote the processor utilization factor. We will show that
C1 = T2 − T1 by proof of contradiction.
First we assume thatC1 = T2−T1+∆ with ∆ > 0 andC2, ..., CN be the execution times
of the tasks that fully utilize the processor and minimize the processor utilization factor. Let
C ′1 = T2 − T1. In order to let the tasks fully utilize the processor, we can let C ′2 = C2 + ∆
and we have C1 + C2 = C ′1 + C
′




2 utilize the same amount of
time as C1 and C2 in the time horizon [0, T2]. Then we assume that C ′3 = C3, ..., C
′
N = CN .




N . Since C1, C2, ..., CN
fully utilize the processor and minimize the processor utilization factor, we have U ′ ≥ U .
However, if we compute the difference between U and U ′, then we have























C1 − C ′1
T1
+







Since T1 < T2, we have ∆T1 −
∆
T2
> 0 which means that U > U ′. It contradicts to the fact
that C1, C2, ..., CN minimize the processor utilization factor.
Alternatively, we assume that C1 = T2 − T1 − ∆ with ∆ > 0 and C2, ..., CN be the
execution times of the tasks that fully utilize the processor and minimize the processor uti-
lization factor. Let C ′′1 = T2−T1, C ′′2 = C2−2∆,..., and C ′′N = CN . Again, C ′′1 , C ′′2 , ..., C ′′N
fully utilize the processor. Let U ′′ denote the corresponding utilization factor. We have
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T1
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which contradicts to the fact that C1, C2, ..., CN minimize the processor utilization factor.
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Therefore, if U is the minimum utilization, then C1 = T2 − T1. In a similar way,
we can show that C2 = T3 − T2, C4 = T4 − T3, ..., CN−1 = TN − TN−1 and CN =
TN − 2(C1 + C2 + · · ·+ CN−1).
To simplify the notation, we define gi = (TN − Ti)/Ti where i = 1, 2, ..., N . Thus,


























+ 1− 2 g1
g1 + 1










To find the least upper bound to the utilization factor, (4.21) must be minimized over the
gj’s. This can be done by setting the first derivative of U with respect to each of the gj’s








= 0, j = 1, 2, ..., N − 1. (4.22)
with the definition g0 = 1 for the convenience. The general solution to (4.22) is
gj = 2








which is the result we want to prove. 
Then, we will remove the restriction that the ration between any two request periods is
less than 2, which we can state as:
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Theorem 4.5.6 For a set of N tasks with fixed priority order, the least upper bound to the
processor utilization factor is Umin = N(2
1
N − 1).
Proof. Let τ1, τ2, ..., τN be a set ofN tasks that fully utilize the processor. Let U denote the
corresponding utilization factor. Suppose that for some i, bTN/Tic ≥ 2. To be specific, let
TN = qTi + r, q ≥ 2 and r ≥ 0. We can replace the task τi by a task τ ′i such that T ′i = qTi
and C ′i = Ci, and increase CN by the amount needed to again fully utilize the processor.
This increase is at most Ci(q − 1), the time within the critical time zone of τN occupied
by τi but not by τ ′i . Let U
′ denote the utilization factor of such a set of tasks. We have
U ′ < U+[(q−1)Ci/TN ]+(Ci/T ′i )−(Ci/Ti) or U ′ ≤ U+Ci(q−1)[1/(qTi+r)−(1/qTi)].
Since q − 1 > 0 and 1/(qTi + r)− (1/qTi) ≤ 0, we have U ′ ≤ U . Therefore we conclude
that in determining the least upper bound of the processor utilization factor, we need only
consider task sets in which the ratio between any two request periods is less than 2. The




In this Chapter, we propose a novel method to solve the mixed integer programming prob-
lem associated with contention-resolving MPC formulated in Chapter 3.3 and introduce
a general framework for the contention-resolving MPC algorithm. The proposed method
converts the difficult MIP into a path planning problem that can be solved iteratively. The
key idea of this method is based on two insights. First, we only need to assign priorities
at the significant moments when contentions occur, which are a finite number of time in-
stances on [t0, tf ]. Besides, at each contention moment, there are only a finite number of
customers competing for the resource. Each assignment of the priority to the finite number
of customers will produce a branch of a decision tree, as illustrated by Figure 5.1. The
tree will contain a finite number of branches, and an optimal solution must be a path from
the root of the tree at the starting time t0 to one of the leaves at time tf . There are only
finitely many such paths that can be searched. Second, among the finitely many paths, not
all need to be searched to find the optimal solution. A search algorithm such as the A-star
can efficiently search the branches that most likely constructing the optimal path.
5.1 Contention Detection
The first step of our method is to find the significant moments when contentions occur. The
significant moment analysis and timing model offer a natural way to detect the contention
moments. The following propositions explain how to detect contentions:
Proposition 5.1.1 In preemptive scheduling, a contention starts at time t if and only if the
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−)) ≤ 1, and t = αi[k] for some i and some k. (5.1)
Proof. Based on Definition 4.1.2, if a control system i has not finished the current task at





is equivalent to two or more customers wanting to access the shared resource, which means





means that no contention happens at time instants before t that are close to t, the result
follows. 
Proposition 5.1.2 In non-preemptive scheduling, a contention starts at time t if and only
if t is a significant moment tw that satisfies the following two conditions hold:
N∑
i=1
[1− sgn(Ci(tw)− ri(tw))] ≥ 2, rID(t−w) = 0 (5.2)
where rID(t) is a simplified notation for the remaining time rID(t)(t) of timing state variable
ID at any t and tw is a significant moment computed by equation (6.5).
Proof. For non-preemptive scheduling, a task for a control system i is waiting to get access
to the shared resource at a time t or is generated at time t if and only if ri(t) = Ci(t),
i.e., 1− sgn(Ci(t)− ri(t)) = 1. Therefore,
∑N
i=1 [1− sgn(Ci(t)− ri(t))] ≥ 2 if and only
if two or more control systems are waiting for access to the shared resource at time t or
generating tasks at time t. Therefore, for necessity, if a contention starts at time t, then t
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is one significant moment tw for some i and w, and the highest prioritized control system
among the contending control systems at time t will either finish a task at time t and then
start a new task at time t using the shared resource, or else it will go from not occupying the
shared resource to occupying the shared resource at time t, so the condition rID(t−) = 0
from (5.2) holds. For sufficiency, if the two conditions (5.2) are satisfied, then at time tw,
multiple control systems are in contention for the shared resource which must be a time
when some control system requests usage of the shared resource, so a contention starts at
time t. 
Based on the contention moments, we introduce a tree structured directed graph which
will be used to model how different priority assignments affect the system behavior and
analyze our algorithm. Figure 5.1 shows an example of decision tree. In the decision
tree, each leaf represents a contention time satisfying Proposition 5.1.1 or 5.1.2. In this
figure, the blue circle represents the root of the decision tree, and grey circles and dots
represent internal leaves. The decision tree is expanded in the direction of the arrows,
which represent branches. The integers in brackets represent the priorities. The red cross
means that the branch does not satisfy the schedulability test and will lead to infeasible
solutions, therefore, it has been cut off. The bottom sub-figure shows the schedule along
the green path. Colored rectangles without diagonal lines in the lower figure represent the
time delay δi. Colored rectangles with diagonal lines represent times when each control
system occupies the resource.
We denote the contention times by tcl where l is the index of its corresponding leaf. At
each contention time, there are only a finite number of control systems competing for the
resource. Each possible assignment of the priority to the finite number of control systems
will produce a branch of a decision tree.
Remark 2 The construction of the entire decision tree is not necessary for contention re-
solving MPC to search for an optimal solution. However, for the purpose of clearly pre-
senting the concept for the sampling based optimization method, we will discuss how the
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Figure 5.1: Decision tree to solve the co-design problem for preemptive scheduling within
a finite time window.
tree can be fully constructed.
5.2 Construction of Decision Tree
The decision tree construction starts from the root v0 associated with the MPC starting
time t0. The construction is performed iteratively. During the construction, if a leaf has no
branches pointing out from it, then it is called unexpanded. At each iteration, new branches
are generated from each unexpanded leaf and new leaves are generated at the end of each
branch. For an unexpanded leaf l, let Λ(tcl ) denote the set of control systems having con-
tentions at a contention time tcl , where Λ(t
c
l ) = {i ∈ {1, .., N} : ri(tcl ) > 0} for preemptive
scheduling and Λ(tcl ) = {i ∈ {1, .., N} : ri(tcl ) = Ci(tcl )} for non-preemptive schedul-
ing. Also, M is the number of elements of Λ(tcl ). Let Pm denote the m-th permutation in
P({1, ...,M}), so m ∈ {1, 2, ..,M !}. For leaf l, we generate M ! branches from it. Each
branch corresponds to a unique choice of the priority assignment in P({1, ...,M}). The
m-th branch expands from vl and connects to a new leaf vj+m based on Pm, where j is
the number of existing leaves in the tree before we generate new branches from leaf vl.
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We say that the leaf vj+m is a child leaf of vl or leaf vl is the parent leaf of vj+m. The
contention time associated with the leaf vj+m is the next contention time occurring after
tcl that is scheduled by priority assignment Pm. Different branches may end with different
next contention times after tcl . The iterative construction terminates when the contention
times of all unexpanded leaves are greater than or equal to tf . We call these unexpanded
leaves terminal leaves and assign tf to them as their contention times.
Let us revisit the example shown in Figure 5.1. Contentions happen four times across
the time interval [t0, tf ]. At the first contention time tc1, control system 1 and 2 have a
contention. The leaf 1 has two branches corresponding to the 2! = 2 different priority
assignments. Similarly, at each of the following three contention times, two control systems
have contentions, and each leaf has two branches corresponding to two different priority
assignments.
5.3 Schedulability (Feasibility) Test
To guarantee normal operation of the real-time system, the first task is to check whether all
the control systems are schedulable under the priority assignment along one branch. When
constructing the decision tree, it may expand a branch (l, j) with its associated priority
assignment Pm which will unavoidably lead to unschedulablility. This means that some






are not schedulable or
based on the timing state values of leaf vj , some tasks are not schedulable under any priority
assignments. Then we should prune branch (l, j) instead of generating this branch and leaf
vj . To identify the branch and leaves that will lead to unschedulablility, we need conditions
to test the schedulability given the timing states of a leaf.
When constructing a branch (l, j) with its associated priority assignment Pm. The
schedulability test are divided into two steps as illustrated in Figure 5.2:







, where tcl and t
c
j are the contention time instants of leaves vl
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Figure 5.2: Illustration of the schedulability test when constructing a branch (l, j) with
associated priority assignment Pm.
and vj , respectively.
2. Infinite-time schedulability test after the contention time instant of leaf vj under the
“best” priority assignment. For example, for periodic and preemptive systems, EDF has
been proved to be the best scheduling methods in [9].
If the branch (l, j) fails any of the above schedulability tests, then this branch leads to
infeasible solutions. Therefore, it need to be pruned when constructing the decision tree,
as the one be cover by the red cross in Figure 5.1.
5.3.1 Finite-time Window Schedulability Test
Since the priority assignment within the time interval is selected to be the fixed Pm, we
need to perform the schedulability analysis as follows:

































, and Γ is schedulable within a sub-interval [tw, tw+1) if and only if each individual
task τi ∈ Γ is schedulable within [tw, tw+1). The following theorem states the necessary
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and sufficient conditions for the schedulability of τi within a sub-interval [tw, tw+1).
Theorem 5.3.1 A task τi is schedulable within [tw, tw+1) if and only if it satisfy ONE of the
following conditions:





2. oi(t−w+1) < Ti(t
−
w+1).





w+1), then the schedulability of τi within [tw, tw+1) is satisfied if and only
if the effective task of τi has completed before time t−w+1, i.e. ri(t
−
w+1) = 0.





w+1), the schedulability of τi within [tw, t
−
w+1) is automatically guaranteed.















Algorithm 1 iteratively checks the schedulability of Γ within each sub-interval in the fol-
lowing ways:
1. At the beginning of any sub-interval, it calculates the end of the current sub-interval
according to equation (4.3), as shown in Lines 12 of Algorithm 1.
2. It utilizes the dynamic timing model in equation (4.2) to obtain the values of the
timing state variables at the end of the current sub-interval, as indicated by Line 12.
3. It evaluates the schedulability of τi, where i = 1, ..., N , within [tw, t−w+1] according







, it assigns the starting time of the next sub-interval to be
the ending time of the current sub-interval, as indicated by Line 23.
The variable dsi[w] indicates the dynamic schedulability test result of τi within [tw, t−w+1]:
when τi is schedulable within [tw, t−w+1], dsi[w] = 1; otherwise, dsi[w] = 0. The set
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Algorithm 1 Dynamic Schedulability Test
1: Data: tcl , tcj , Z(tcl ), {Ci(t), Ti(t)}Ni=1
2: Result: {DSi}Ni=1
3: tw = t
c
l ;
4: for each τi ∈ Γ do
5: DSi = [ ];
6: while tw < tcj do
7: for each τi ∈ Γ do
8: if di(t−w) = 0 then
9: di(tw) = Ti(tw);
10: else
11: di(tw) = di(t
−
w);
12: tw+1 = tw + min{d1(tw), ..., dN(tw), tcj − tw};







14: for each τi ∈ Γ do
15: if di(t−w+1) = 0 then
16: if oi(t−w+1) < Ti(t
−
w+1) then
17: dsi = 1;
18: else
19: dsi = 0;
20: else
21: dsi = 1;
22: DSi = {DSi, dsi};
23: w = w + 1;
DSi = { dsi[1], dsi[2], · · · } contains the dynamic schedulability test results of τi within all












if and only if
minw{DSi} = 1.





















wherew is the smallest integerw satisfying tw ≥ tcl andw is the largest integerw satisfying
tw ≤ tcj .
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5.3.2 Infinite-time Window Schedulability Test
The condition can be formualted as




≤ 0, then the





can be viewed as the maximal utility bound given the initial
timing state of leaf j minus a constant. For systems with different task models, we need to





For example, as we already shown in Section 4.5, for a preemptive and periodic system

























As already proved in [110], if (1) all the timing characteristics of all system are integers
and (2) there is no inserted idle time, then the sufficient and necessary condition for infinte-
time schedulability of non-preemptive system is
Theorem 5.3.2 A set of tasks is schedulable without preemption if and only if the following















The assumption (1) that the timing parameters are integers can be satisfied in a discrete-
time systems, which we will discuss in Chaper 8. The assumption (2) that there is no
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inserted idle time is equivalent to the CIA assumption. Therefore, for a discrete-time non-















− L,∀i, 1 < i ≤ N ; ∀L, T1 < L < Ti. (5.4)
5.4 Branch Cost
After constructing the decision tree and pruning the infeasible branches, we define a cost
for each branch. Along one branch (l, j) whose associated priority assignment is Pm, we





and γi[k] = αi[k] + oi(αi[k + 1]−) (5.5)
where oi(αi[k + 1]−) for each k is generated by the timing model except with a known
priority assignment Pm instead of all possible priority assignments as in (6.4c). Then the





where wil,j is the cost of control system i and it can be computed by solving the following
optimization problem based on the significant moments calculated along a branch. For
each i such that there is a completion time γi[k + 1] ∈ (tcl , tcj], let ki be the smallest index







Vi(ui[k];xi(αi[k]), γi[k], γi[k + 1]) subject to (4.11c) and (4.11d). (5.7)
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Figure 5.3: Illustration of branch cost along a path. The ending time of the colored rectan-
gles with diagonal lines represent the task completion time γi.
The meaning of (5.7) is as follows. If the (k+1)-st task of control system i is completed
between the contention times tcl and t
c
j , i.e. γi[k+ 1] ∈ (tcl , tcj], then the cost within the time
interval [γi[k], γi[k+1]] is included in the branch cost wl,j . If no task request of control
system i is completed within (tcl , t
c
j], then we set w
i
l,j = 0. This branch cost formulation
ensures that all costs included in one branch are determined and will not be changed by the
priority assignments at or after time tcj . The cost of the uncompleted (ki+1)-st task will be
included by the branches following the branch (l, j).
Figure 5.3 shows an illustration of the defined branch cost for the blue path and green
path in Figure 5.1. The different priority assignments at tc5 caused different branch cost
computation. In the blue path, the second cost of control system 1 considers a shorter time
interval than the second cost of control system 1 in the green path.
Remark 3 Along any arbitrary path in the decision tree, all the significant moments are
deterministic and can be computed by the timing model. For any γi[k + 1] along this path,
we can always find the consecutive contention times tcl and t
c
j such that γi[k + 1] ∈ [tcl , tcj)
and the cost of the task before γi[k + 1] is added in the branch cost.
Remark 4 The optimal control design is embedded in the branch cost calculation. To
calculate win,j in (5.7), we need to solve the optimization problem (5.7) by optimizing the
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control law ui(t). Since the priority along one branch is already knowm, we can use the
MPC design methods from [27] and [111] to solve (5.7) and compute u∗i (t). After solving
(5.7) for each control system i, we obtain the optimal control u∗(t) between two successive
contention time instants.
Based on the decision tree model, the MIP formulated in (4.11a) can now be converted
to the problem of finding a path from the root v0 to a terminal leaf such that the cost along
the entire path is the lowest. The constructed decision tree contains multiple paths and
the total path cost has the same formula as the cost function in (4.11a). Among all the
paths, the lowest cost path can be found by path planning algorithms [112] and the priority
assignments and control commands along the lowest cost path will be solutions for the MIP
problem.
However, constructing the entire decision tree would be exhaustive and unrealistic when
considering a relatively large number of control systems or a long time window. This
motivates Section 5.5, where we propose a search algorithm that only needs to construct a
subtree of the decision tree while searching for an optimal path. This method is inspired
by the A-star algorithm [40] that has been widely used for online path planning in robotics,
which has been found to significantly reduce computation time. We present proofs to show
that optimality is guaranteed using our proposed algorithm in Section 5.7.
5.5 Costs for Search Algorithm
The A-star algorithm will iteratively generate and search the leaves starting from the root
and terminate when it reaches a terminal leaf. To use the A-star algorithm, we define leaves
in two categories: i) If a leaf has been generated and all its child leaves have been generated
by the search algorithm, then we call such a leaf closed. ii) If a leaf has been generated
and at least one of its child leaves has not been generated by the search algorithm, then we
call such a leaf open. If a leaf is open and its parent leaf is closed, then the leaf is called a
frontier leaf. All frontier leaves are added to a set called the frontier list, which keeps track
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of the leaves that can be expanded by the A-star algorithm. The frontier list is a sorted list
where all the leaves in it are sorted according to a function
Cf (vl) = Cg(vl) + Ch(vl) (5.8)
from the smallest to largest value where l is the index of a leaf. The functionCg(vl) is called
the stage cost, which is the sum of branch costs along the path starting from the root to the
current leaf vl and Ch(vl) is the minimal future cost from the current leaf vl to a terminal
leaf where the minimization is over all priority assignments and allowable controls.
Since the path from the root v0 to a leaf vl is unique, the stage cost can be computed
using Cg(vl) = Cg(vp) + wp,l where p is the index of the parent leaf of vl. For the A-
star algorithm to work, an estimation Ĉh(vl) of future cost (also called the heuristic cost) is
needed for which Ĉh(vl) ≤ Ch(vl) for all vl, so the estimated cost Ĉf (vl) = Cg(vl)+Ĉh(vl)
equals to the actual cost Cf (vl) when vl is a terminal leaf. The value of the MPC cost
function may be increased because of the contentions. Using this monotone property of














l , tf ), (5.9)
s.t. ẋi(t) = fi(xi(t), uhi (t)), u
h
i (t) ∈ Ui, for all t
where uh(t) = (uh1(t), ..., u
h
i (t), ..., u
h
N(t)) is Lebesgue measurable and essentially bounded
(as defined for instance in [96]), and tcl is the contention time instant corresponding to leaf
vl. Notice that the above optimization problem does not have the contention constraints
from (6.4c).
During the search, all leaves v in the frontier list are sorted according to their Ĉf (v)
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value, from the smallest to the largest. At each iteration, the algorithm expands the leaf
with the smallest Ĉf by generating all its child leaves and then removes the expanded leaf
from the frontier list. All of its child leaves are added to the frontier list. The heuristic
cost Ĉh(vl) will make it possible to search the most promising paths first, and the optimal
solution can be found without examining all possible paths. Therefore, the search algorithm
leveraging A-star does not generate the entire decision tree.
In addition to the frontier list, we also have a generated set which consists of all leaves
that have been generated by the A-star algorithm. Each leaf vl in the generated set is
also assigned a pointer PT (vl) which equals the index of its parent leaf so that the A-star
algorithm can backtrack from it to its parent leaf.
5.6 Contention-resolving MPC Algorithm
Algorithms 2-4 present the pseudocode for our proposed algorithm based on the A-star
algorithm to solve the optimization problem (3.3). Algorithm 2 presents the search algo-
rithm. The optimal path search starts from the root v0. The search algorithm keeps updating
two sets, which are the frontier list and the generated set. At the beginning of the search
algorithm, the root leaf v0 is added in the frontier list. The generated set only contains the
root leaf v0 initially. Let Ĉf (v0) equal the heuristic cost Ĉh(v0). At each iteration of the
main program in Algorithm 2, the algorithm determines which leaf to expand further by
selecting the leaf vl with minimal Ĉf cost in the frontier list. After selecting the leaf vl,
there are two cases that need to be considered:
1. If the contention time instant of the selected leaf equals tf , then the search algorithm
has found the path from the root leaf to a terminal leaf with the lowest Ĉf cost, which
equals the actual cost Cf . The search algorithm is terminated.
2. If the contention time instant of the selected leaf does not equal tf , then leaf vl will
be expanded by generating its children leaves and all of its children leaves are added
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Algorithm 2 Main Program
1: Data: t0, tf , λi for 1 ≤ i ≤ N , x(t0), u(t0), Z(t0)
2: Result: P∗(t), u∗(t)
3: Let frontier list=generated set= {v0};
4: Ĉf (v0) = Ĉh(v0), t = t0;
5: while tcl ≤ tf do
6: vl is the leaf in frontier list with minimal Ĉf cost;
7: tcl is the contention time instant corresponding to vl;
8: Let p = PT (vl); . vp is the parent leaf of leaf vl.
9: if tcl = tf then
10: return Reconstruct(vl); Break;
11: else
12: j is the number of elements in generated set;
13: for m-th permutation Pm∈P({1, ...,M}) do
14: (vj+m, t
c
j+m, wl,j+m)=Expand(vl, Pm, tcl );
15: if (l, j+m) passes both schedulability conditions under Pm then
16: Add vj+m into frontier list and generated set;
17: Cg(vj+m) = Cg(vl) + wl,j+m;
18: Solve (5.9) to obtain Ĉh(vj+m);
19: Ĉf (vj+m) = Cg(vj+m) + Ĉh(vj+m);
20: PT (vj+m) = l;
21: Remove vl from frontier list;
to frontier list and generated set. Then the algorithm calculates the costs Ĉf for the
children leaves. Since the leaf vl has child leaves after the expansion, it is not a
frontier leaf. The search algorithm removes the expanded leaf vl from frontier list.
Then the algorithm goes to the next iteration.
Algorithm 3 backtracks the path from the selected terminal leaf to v0 when case (1)
is satisfied in the search algorithm. The backtracking starts from the terminal leaf vl and
utilizes the pointer PT (vl) to obtain the parent leaf vp. The optimal priority assignment
P∗(t) for the time interval between the contention time instants of vp and vl equals the
priority assignment along the branch connecting vp and vl. Then we repeat this process with
vl and vp replaced by vp and the parent leaf of vp, respectively. We repeat the backtracking
process to obtain the optimal priority assignment P∗(t) until the contention time instant




2: Let t = tf and p = PT (vl);
3: while t > t0 do
4: Let P∗(t) be the priority assigned to the branch that connects vp and vl, from the
contention time tcp of leaf vp to the contention time t
c
l of vl;
5: Let l = p and p = PT (vp);
6: Let t be the corresponding contention time of vl;
7: return P∗(t);
Algorithm 4 Expand
1: Data: vl, Pm, t
2: Find the next contention time under priority Pm based on (5.1) or (5.2), and denote
this contention time as tcj+m;
3: Check the finite-time using Algorithm 1 and infinite-time schedulability condition;
4: if schedulable then
5: Solve the optimization formulated by (5.7) to obtain u∗i (t) and compute w
i
l,j+m for
each i = 1, ..., N ;
6: Compute wl,j+m using (5.6);
7: return vj+m, tcj+m, wl,j+m;
the main program in Algorithm 2.
Algorithm 4 expands the selected leaf from the frontier list when case (2) is satisfied in
the search algorithm. It utilizes Proposition 5.1.1 or 5.1.2 to determine the next contention
time after a contention time t. Then it checks both finite-time and infinite-time schedula-
bility conditions. If the branch is schedulable, then the algorithm solves the optimization
problem (5.7) to obtain the optimal control u∗i (t) and compute the branch cost wl,j+m. Al-
gorithm 4 returns the child leaf vj+m, the next contention time tcj+m and the branch cost
wl,j+m to the main program in Algorithm 2.
Figure 5.4 is an illustration of the subtree constructed by our algorithm described above,
using the same example as Figure 5.1. Compared with the entire decision tree in Figure
5.1, some internal leaves in the subtree are open because our algorithm does not expand
every leaf but intelligently expands a subset of leaves without losing optimality. Once the
construction of the subtree reaches the terminal leaf, our algorithm backtracks the path
along the red arrows. The total number of branches generated by the algorithm is 11,
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Figure 5.4: Illustration of the subtree constructed by the proposed search algorithm. The
blue circle represents the root v0 and the red circle represents the terminal leaf. Green
circles represent leaves in the frontier list. Solid black arrows represent branches generated
by the algorithm and dashed green arrows represent the estimate cost Ĉh(vl). The red
arrows represent the path with lowest cost.
reducing the computational workload for generating the entire tree which has totally 28
branches as shown in Figure 5.1.
5.7 Proof of Optimality
In this section, we prove that our algorithm finds the optimal solutions P∗(t) and u∗(t)
which minimize (3.3). We first show that the heuristic cost Ĉh(vl) defined in Section 5.5
satisfies the requirements for the A-star algorithm.
Proposition 5.7.1 The condition Ĉh(vl) ≤ Ch(vl) holds for all vl in the decision tree.
Proof. The estimated cost Ĉh(vl) is obtained by solving the optimization problem (5.9).
The actual future cost Ch(vl) is obtained by solving the optimization problem defined by
(3.3) given the initial condition x(tcl ). Comparing (5.9) and (3.3) with x(t
c
l ), these two op-
timization problems have the same cost function and initial conditions. The differences are
that the decision variable u(t) in (3.3) is constrained to be piecewise constant function that
depends on the priorities, while uh(t) in (5.9) can be any arbitrary real valued function as
long as it is Lebesgue measurable and essentially bounded. Therefore, the optimal solution
u∗(t) in (3.3) must be feasible but may not be an optimal solution for (5.9). Hence, Ĉh(vl)
is less or equal to Ch(vl) for all vl. 
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Theorem 5.7.1 Based on Assumptions 3.1.1, 3.1.2 and 3.2.2, Algorithm 2 finds an optimal
solution P∗(t) and u∗(t) for the optimization problem (4.11a).
Proof. From [40, Theorem 1], the A-star algorithm finds the minimal total cost from v0 to
a terminal leaf if Ĉh(vl) ≤ Ch(vl) for all vl. Since we already showed that this condition is
satisfied in Proposition 5.7.1, the theorem follows.
Remark 5 Since P({1, ...,M}) contains all possible priority assignments, it also includes
the priorities following RMS, EDF, FCFS, HSF and HTF rules. Therefore, the priorities
assigned by the RMS, EDF, FCFS, HSF or HTF strategies are represented by paths in the
decision tree, but not necessarily the path with the minimal cost. Therefore, our method
guarantees that we find a better or the same solution as these strategies.
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CHAPTER 6
APPLICATION 1: NETWORKED CONTROL SYSTEM
The networked control system is a system in which feedback control loops are closed via
shared communication media. The integration of the communication and feedback con-
trol loops can bring many benefits, such as system flexibility and easy maintenance. In
recent years, a number of results have been reported on designing networked control sys-
tem [64]. Sensors, controllers and actuators connected to the network are regarded as
nodes of networked control systems (NCSs). The bandwidth for communication between
nodes is mostly limited in NCSs, disallowing sensor messages to transmit immediately af-
ter generation, and this causes time delays in the NCSs [6]. A challenge for controlling
event-triggered network systems lies in the integration of control with time delays. In this
chapter, we propose the contention-resolving model predictive control method to dynami-
cally assign priorities for control systems in event-triggered NCSs, to minimize the overall
performance degradation caused by time delays in the network.
6.1 NCS Models
We consider an NCS with N independent feedback control loops sharing a priority-based
communication bus, as illustrated in Figure 6.1. The control loops consist of distributed
sensors, controllers and actuators. We assign distinct priority to each feedback control loop
and each loop utilizes the communication bus to send plant sampling data to a controller. At
any time, only one control loop can access the communication bus and transmit data. Such a
system model has practical applications. For example, in the automotive industry, electrical
control units (ECUs) are implemented as the controllers for different vehicle plants. All
sensor data are transmitted to ECUs through priority-based control area networks (CAN).
Each sensor in a control loop generates one recurring message chain, denoted as ξi,
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Figure 6.1: Networked system architecture
where i=1, ..., N . Each message chain includes a sequence of sampling messages, denoted
as {τi[1], τi[2], ..., τi[k], ...}, where k is the message index of sensor i. The generating time
of sensor message τi[k] is αi[k]. Each sensor message τi[k] contains the measurement of
plant i. And Ci[k] is the amount of time needed for sensor i to transmit τi[k] to controller i
when no contention occur.
6.1.1 Problem Formulation
For the i-th control loop in Figure 6.1, we assume that the system equation has the form:
ẋi(t) = fi(xi(t), ui(t)), yi(t) = gi(xi(t)) for some functions fi and gi (6.1)
where xi(t) are the plant states, yi(t) is the plant output, and ui(t) is the control command.
We formulate a continuous-time MPC problem with a dynamic priority assignment. The
goal is to find an optimal priority assignment P∗(t) = (p∗1(t), ..., p
∗
N(t)) and an optimal
control command u∗(t) = (u∗1(t), ...u
∗
N(t)) within the time interval [t0, tf ], such that the
output of each plant can track a reference signal λi. That is to say, we want to steer the
state xi(t) to the target state x̄i corresponding to the reference signal λi that satisfies the
following equations,
gi(x̄i) = λi, and fi(x̄i(λi), ūi) = 0. (6.2)
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We denote the solution of the above equation by (x̄i(λi), ūi(λi)). If multiple solutions exist,
(x̄i(λi), ūi(λi)) is selected such that |xi(t0)−x̄i(λi)|2 is minimal, where xi(t0) is the initial
state of plant i. The notation indicates that dependence of the reference signal λi.
Given initial states x(t0) = (x1(t0), ..., xN(t0)), initial control u(t0) = (u1(t0), ..., uN(t0))
and message chain parameters S = (αi, Ci, Ti)[k] for all k, the contention resolving MPC














}dt+ ρ|xi(tf )−x̄i(λi)|2Ki , (6.3)
where |xi(t)−x̄i(λi)|2Qi = [xi(t)− x̄i(λi)]
TQi[xi(t)− x̄i(λi)], |ui(t)−ūi(λi)|2Ri = [ui(t)−
ūi(λi)]
TRi[ui(t) − ūi(λi)]. Qi, Ri and Ki are positive definite matrices and ρ > 0 is a
constant. The optimization problem should satisfy the following constraints:
ẋi(t) = fi(xi(t), ui(t)), yi(t) = gi(xi(t)); (6.4a)




−), γi[k] = αi[k] + δi[k], for all k such that t0 ≤ γi[k] ≤ tf ;
ui(t) ∈ Ui,P(t) ∈ P({1, ..., N}) ⊆ NN . (6.4d)
6.2 Timing Model for Non-preemptive Network
The work [19] presented a timing model for the CAN bus, which is a non-preemptive
communication network. Here, we propose evolution rules for general non-preemptive
real-time systems. We divide [t0, tf ] into sub-intervals [tw, tw+1] such that tasks are only
generated at tw, but not at any other time instant within (tw, tw+1). Also the occupation is
the shared resource can only be completed at tw, not at any other time within (tw, tw+1). If
the shared resource is not occupied at time tw, i.e. 1−sgn(ID(tw)) = 1, then it is the same
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case as preemptive scheduling where tw+1 − tw = min {d1(tw), ..., dN(tw), tf−tw}. If the
shared resource is occupied by task ID(tw) at time tw, i.e. sgn(ID(tw)) = 1, then we will
require that tw+1−tw ≤ min {d1(tw), ..., dN(tw), tf−tw}, and in addition, tw+1−tw should
be less or equal to rID(tw) so that the occupation completion time tw + rID(tw) ≥ tw+1.
Summarizing the above two cases, we have
tw+1 − tw = sgn(ID(tw)) min{rID(tw), d1(tw), ..., dN(tw), tf−tw}
+ (1−sgn(ID(tw))) min{d1(tw), ..., dN(tw), tf−tw}
for all w. The evolution rules of the timing state variables Z(t) can also be derived through
two steps.
At tw: The changes of variables di, ri and oi at the times tw are the same as (4.6). For the
timing state variable ID, if rID(t−w)> 0, which means the task ID(t
−
w) that was occupying
the shared resource has not completed the occupation at time tw, then ID(tw) is the same
as ID(t−w) because the system is non-preemptive. If rID(t
−
w) = 0, which means the task
ID(t−w) completed the occupation of the shared resource at time tw, then ID(tw) needs to
switch to the task which is scheduled to access the shared resource. Combining these two














when Λ(tw) 6= ∅, where Λ(tw) = {i ∈ {1, ..., N} : ri(tw) = Ci(tw)} is the set of all indices
of control systems which request access to the shared resource at time tw. If the set Λ(tw)
is empty, then ID(tw) = 0.
On (tw, tw+1): The state ID(tw + ∆t) remains unchanged because tw+1− tw ≤ rID(tw). If
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ID(tw) 6= 0, the evolution rules for control system ID(tw) are
dID(tw+∆t)=dID(tw)−∆t, rID(tw+∆t)=rID(tw)−∆t and oID(tw+∆t)=oID(tw)+∆t
(6.6)
where dID(t) and oID(t) are defined analogously to rID(t). For a control system i where
i 6= ID(tw), the evolution rules are
di(tw + ∆t) = di(tw)−∆t, ri(tw + ∆t) = ri(tw) and oi(tw + ∆t) = oi(tw) + sgn(ri(tw))∆t.
(6.7)
Combining all of the evolution rules in (6.5)−(6.7) leads to the timing model (4.2) of
non-preemptive scheduling.
6.3 Simulation Results
The systems simulated are four scalar systems, although our assumptions allow nonlinear
cases as well
ẋi(t) = aixi(t) + ui(t), yi(t) = xi(t), i = 1, 2, 3, 4









. The initial conditions are xi(0) = 1 and
ui(0) = 0 for each i. The control constraints are ui(t) ∈ [−3, 3] for i = 1, ..., 4. Notice that
four plants are all stabilizable from the initial condition if no contention exists.













The reference signal is λi(t) = 0 for all i and t ∈ [0, 6]. The task parameters are
(C1[k], C2[k], C3[k], C4[k]) = (0.3, 0.3, 0.2, 0.2) and
(T1[k], T2[k], T3[k], T4[k]) = (1, 1.25, 1.5, 2) in seconds.
6.3.1 Preemptive Scheduling
For the preemptive scheduling, we compare the optimal priority assignment computed by
our proposed algorithm with the priority assignments under RMS and EDF. The priorities
assigned by EDF are P(t) = (1, 2, 3, 4) for all t, which are the same as the priorities
assigned by RMS. The optimal priority assignments computed by our method are different
from priorities assigned by RMS and EDF. The communication network occupation result
scheduled by the optimal priority assignments is shown in Figure 6.2. Eight contentions
occur in time window [0, 6], represented by the crosses in the figure. At time 0, the first
contention occurs among the four systems and the optimal priority assignment computed
by our method is that P∗(t) = (4, 3, 2, 1) for t ∈ [0, 1.25) seconds, i.e. system 4 has
highest priority and system 1 has lowest priority. Therefore, system 4 gains access to the
communication network at time 0 and all the other three systems are delayed. At time 1.25,
the second contention occurred between systems 1 and 2. The contention-resolving MPC
assigns system 1 with higher priority than system 2. System 1 gain access to the network
and system 2 is delayed for 0.05 seconds.
6.3.2 Non-preemptive Scheduling
For non-preemptive scheduling, we compare the optimal priority assignment computed by
our proposed algorithm with the priority assignments under RMS. The priorities assigned
by RMS are P(t) = (1, 2, 3, 4) for all t. The optimal priority assignments computed by our
method are different from priorities assigned by RMS. The communication network occu-
pation result scheduled by the optimal priority assignments is shown in Figure 6.3. Five
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Figure 6.2: Communication network occupation of scheduling four scalar systems under
preemptive scheduling. The occupation value 1 means the system is occupying the network,
0 means the system does not require access to the network, and 0.5 means the system access
request is delayed by contention. Black crosses mark times when a contention occurs.
contentions occur in time window [0, 6], represented by the crosses in the figure. Similar
to the preemptive scheduling case, for t ∈ [0, 1) seconds, system 4 has highest priority and
system 1 has lowest priority. At time 2, the second contention occurs between system 1
and 4. The contention-resolving MPC assigns system 4 with higher priority than system
1. System 4 gains access to the network and system 1 is delayed for 0.2 seconds. At time
3, the third contention occurs between systems 1 and 3. The contention-resolving MPC
assigned system 3 a higher priority than system 1. For the forth and fifth contentions at
times 4 and 5 seconds, the contention-resolving MPC assigns system 1 a higher priority,
which is different from the first three contentions.
6.3.3 Control Performance
The outputs of the four scalar systems under preemptive scheduling are presented in Figure
6.4. Systems 3 and 4 are unstable under the priorities assigned by RMS and EDF, because
the third and fourth systems have lower priorities and longer delays. Under the optimal
priority assignment, the four systems are all stable because the optimal priority assignment
slightly sacrifices the control performance of system 1, by assigning system 1 the lowest
priority and system 4 with the highest priority and system 3 with second highest priority
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Figure 6.3: Communication network occupation of scheduling four scalar systems under
non-preemptive scheduling discipline. Black crosses mark times when a contention occurs.
from 0 to 1 second. The outputs of the four scalar systems under non-preemptive scheduling
are the same as Figure 6.4, except that u3(t) = −2.69 during time interval [0.4, 1.8] for the
non-preemptive scheduling case, while u3(t) = −2.76 during time interval [0.4, 1.7] for
the preemptive scheduling case.





























u under EDF (RMS)
Optimal output
u under optimal priority
Figure 6.4: Outputs of four scalar systems. The red solid lines show the output under
optimal priority assignment, and the blue solid lines show the outputs under EDF. The
outputs under RMS are the same as EDF. The dashed lines show the control ui computed
by the MPC in each case.
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CHAPTER 7
APPLICATION 2: SCHEDULING AND CONTROLLING VEHICLES AT A
TRAFFIC INTERSECTION
In this chapter, we address the problem of optimally scheduling automated vehicles cross-
ing an urban intersection by assigning vehicles with priorities. We formulate the inter-
section scheduling problem as a MIP problem which co-designs the priority and traveling
speed for each vehicle. The co-design aims to minimize the vehicle waiting time at the
intersection area, under a set of safety constraints. And the contention-resolving MPC
method is applied to dynamically assign priorities and compute the optimal speed for each
vehicle. Different from the optimal control design presented in Chapter 6, because of the
special form of objective cost function in MPC formulation in the intersection scheduling
application, we can design an analytical decentralized control law to control each vehicle
to travel with an optimal speed given a specific priority assignment. The optimal priority
assignment can be determined by searching the lowest cost path in the decision tree. The
solution computed by contention-resolving MPC is proved to be global optimal given the
condition of immediate access (or CIA) required in real-time scheduling. The effectiveness
of the proposed method is verified through simulation and compared with the first-come-
first-serve (or FCFS) and highest-speed-first (or HSF) scheduling strategies.
7.1 Intersection and Vehicle Model
In the traffic intersection scheduling application, we introduce a simplified traffic intersec-
tion setup, which illustrates the key features of our proposed contention-resolving MPC.
Consider N automated vehicles traveling along a track that has a “figure-eight” shape with
just one lane as shown in Figure 7.1. The figure eight consists of a shaded intersection
area and two half cycles, which are the portions of the figure eight that are separated by
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Figure 7.1: Example of a one lane intersection. Vehicles follow directions indicated by
arrows.
the shaded intersection area. Vehicles travel in the direction marked by arrows, S is the
arc length of a vehicle’s path through the intersection, L is the length of a vehicle, and the
two half cycles have the same arc length D. The motion of i-th vehicle for i = 1, ..., N is
modeled as
ẋi(t) = ui(t), xi(t0) = x
0
i (7.1)
where xi(t) and ui(t) denote the position and speed of vehicle i respectively at each time
t, and x0i is the initial position where x
0
i = 0 when the front end of a vehicle is at the
intersection. We assume that vehicle speed satisfies
0 ≤ ui(t) ≤ ui,max (7.2)
where ui,max > 0 is the maximum speed limit. In our problem setup, each vehicle passes
through the intersection with a universal constant speed uint satisfying uint < ui,max for all
i.
7.2 Intersection Scheduling
Let αi[ki] denote the time when vehicle i gains access to the intersection after having trav-
eled through ki half cycles. For any index ki, C is the amount of time from the instant when
the front end of the vehicle arrives at the intersection to the time instant when the rear end
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of the vehicle i leaves the intersection, i.e. C = S+L
uint
. An intersection-exit time γi[ki] is the
time instant when the rear end of vehicle i leaves the intersection for the ki-th half cycle,
satisfying γi[ki] = αi[ki] + C.
When there is no contention among vehicles, it is trivial that all the vehicles should
travel with their maximal speed in order to minimize the total traveling time. The following
equation needs to be satisfied if no contention occurs:
αi[ki] = γi[ki − 1] + Ti. (7.3)






When a contention occurs to vehicle i while it is passing the intersection for the ki-th time,
equation (7.3) will not hold because it may be interrupted by other vehicles. Priorities are
needed to determine which vehicle enters the intersection first. Each vehicle i is assigned a
unique priority number pi(t), in which case contentions can be resolved by comparing the
priorities pi among all vehicles that are competing for the access to the intersection. We
introduce the delay variable δj[kj] and α̃j[kj] as the earliest time that vehicle j can arrive at
the intersection, so that
αj[kj]= α̃j[kj] + δj[kj], α̃j[kj + 1]=αj[kj] + C + Tj. (7.5)
Using the concept of the earliest arrival time, we can then mathematically define the crucial
event of the intersection scheduling problem, which is a contention occurring between
vehicles.
Definition 7.2.1 If there exist indices i and j such [α̃i[ki], α̃i[ki]+C)∩[α̃i[kj], α̃i[ki]+C) 6=
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∅ for some i and j, then a contention occurs between vehicle i and vehicle j.
The physical meaning of this definition is that if the earliest possible intersection occupation
time of vehicle i overlaps with the occupation time of vehicle j, then a contention occurs
between vehicles i and j.
7.3 Timing Model for Intersection Scheduling
In task scheduling theory [48], if an on-going task (with process time C) can be interrupted
by the arrival of other tasks, the scheduling type is called preemptive. Furthermore, if
the interrupted task has to repeat its whole processing after the preemption, regardless
how much it has been processed before the preemption. This scheduling type is called
preemptive-repeat. The repeating process ends until there is an uninterrupted time window
of length C.
We model the earliest arrival time α̃i[ki] as the resource requesting time of a task
in scheduling theory and define the total process time of this task to be the intersec-
tion occupation time C. If there are no other vehicles which have the same earliest ar-
rival time as α̃i[ki], this task can start processing. If there are no other tasks satisfying
[α̃i[ki], α̃i[ki] + C) ∩ [α̃i[kj], α̃i[ki] + C) = ∅, i.e. no contention occurs to vehicle i within
its ki-th half cycle, then there is no preemption and task i can finish the process. If there
exists a task j such that [α̃i[ki], α̃i[ki] + C) ∩ [α̃i[kj], α̃i[ki] + C) 6= ∅ and j is assigned a
higher priority than i, then the process of task i is preempted by j and the whole process-
ing of task i will be repeated at γj[kj]. Task i may be preempted by the arrival of another
higher prioritized task again until there is an uninterrupted time window of length C. This
time window is the true intersection occupation time interval of vehicle i. The preemp-
tion mechanism guarantees that the intersection entrance order follows priority assignment
and satisfies the CIA assumption. The task repeating mechanism guarantees the physical
constraint that there is no interruption once a vehicle get the access to the intersection.
The evolution rules for the timing state Z(t) of the intersection scheduling on [t0, tf ] are
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expressed by mathematical equations. We divide [t0, tf ] into sub-intervals [tw, tw+1] such
that tasks can only be generated at either tw or tw+1. Note here tw is one of the α̃i[ki], i.e.
di(t
−
w) = 0 for some i. At time tw, the timing states Z(t) of task i exhibit jumps,
di(tw) = Ti + C, ri(tw) = C, oi(tw) = 0. (7.6)
For task j which does not request processing at tw, i.e. dj(t−w) 6= 0, there are three different
cases. The first case is that task j has completed processing, i.e. rj(t−w) = 0. The second
case is that task j is processing, i.e. rj(t−w) > 0 and task j has higher priority than task i,
i.e. pj(t−w) < pi(t
−
w). In these two cases, the timing states of task j is not affected by task i.
Hence, there exist no jumps for the value of timing states of vehicle j,
dj(tw) = dj(t
−
w), rj(tw) = rj(t
−
w), oj(tw) = oj(t
−
w). (7.7)
The third case is that task j is processing, i.e. rj(t−w) > 0 and task j has lower priority
than task i, i.e. pj(t−w) > pi(t
−
w). In this case, task i preempts task j, so the timing states of
task j are reset
dj(tw) = Tj + C, rj(tw) = C, oj(tw) = oj(t
−
w) (7.8)
where dj(tw) and rj(tw) are reset to be initial values as in (7.6).
Defining Sj,i = {t ∈ [t0, tf ] : pj(t) < pi(t)} following from Equation (7.7) and (7.8),
we can express the evolution of the timing states Z(t) for vehicle j from t−w to tw as:
dj(tw) = sgn
(





























where sgn is defined by sgn(p) = 1 if p ≥ 0 and sgn(p) = 0 if p < 0 and 1S(t) is defined
to be 1 if t∈S and 0 if t /∈ S for any set S and Sc is the complement of set S. For any time
tw + ∆t ∈ (tw, tw+1), the evolutions for all vehicles are
di(tw + ∆t) = di(tw)−∆t, (7.10)







oi(tw + ∆t) = oi(tw) + sgn(ri(tw))min




where HPi(tw) = {j ∈ {1, . . . , N} : pj(tw) < pi(tw)} is the set of all indices of vehicles
which have higher priorities than vehicle i at time tw.
Combining all of the evolution rules leads to the timing model of intersection schedul-
ing, which computes the value of Z(t) at time t, given the initial state variable Z(t0), the
vehicle timing parameters (C, Ti) for all i and a specific priority assignment P(t0∼ t).
7.4 Contention-resolving Model Predictive Control
7.4.1 Formulation of MPC
We formulate a contention-resolving model predictive control problem to compute opti-
mal priority assignments P∗(t) = (p∗1(t), ..., p
∗




N(t)) on a time interval [t0, tf ]. The times t0 and tf are the starting and ending
points of the MPC time horizon, respectively, and t0 and tf will move forward in time when
the MPC is initiated. Given initial states x(t0) = (x1(t0), ..., xN(t0)) and initial controls
u(t0) = (u1(t0), ..., uN(t0)), the co-design method is to find values for the optimal P∗(t)
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s.t. (7.1), (7.2) and (7.5),∀t ∈ [t0, tf ],
xi(γi[ki − 1])=S+L+ (ki − 1) · (S +D) + x0i ,
xi(αi[ki])= ki · (S +D) + x0i for all i and ki (7.14)
where Ki is the largest index of the half cycle which vehicle i has traveled satisfying
γi[Ki] ≤ tf . The notation γi[ki−1](P(t),u(t)) and αi[ki](P(t),u(t)) represent that these
time instants are implicit functions of priority assignment P(t) and vehicle speed u(t).
The cost function aims to increase the speed as much as possible to increase the intersec-
tion capacity. If a contention happens and a vehicle needs to slow down or stop, then the
cost increases. The interval [α[ki], γi[ki]] is not included in the formulation because ui(t) is
fixed to be uint. A set of constraints (7.1), (7.2) and (7.5) need to be satisfied for all times
t ∈ [t0, tf ]. Equation (7.14) is the boundary condition by the definitions of γi[ki] and αi[ki].
7.4.2 Contention-Resolving MPC Algorithm
First, based the timing model introduced in Section 7.3, the contention time instants can be
computed by the following Proposition,








−)) ≤ 1 and t = α̃i[ki] for some i and ki (7.15)
where ri(t−) is the limit from the left.
Proof. Based on Definition 4.1.2, if a vehicle i has not finished the current intersection
occupation at t, then ri(t) > 0 and sgn(ri(t)) = 1. Since ri(t) is always non-negative,
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sgn(ri(t)) ≥ 0 for all t. Therefore,
∑N
i=1 sgn(ri(t)) ≥ 2 is equivalent to two or more




−)) ≤ 1 means that no contention happens at time instants before t
that are close to t, the result follows. 
Based on the contention times, we can construct a decision tree using the procedure in





where wil,j is the cost of vehicle i and it can be computed by solving the following opti-
mization problem based on the significant moments calculated along a branch. Let ki be
the smallest index satisfying γi[ki] > tcl and ki be the largest index satisfying γi[ki] ≤ tcj . If











s.t. (7.1), (7.2), (7.14) and given γi[ki − 1], αi[ki]
where ri[0] is defined to be t0 for all i. The meaning of (7.17) is as follows. If the ki-th
intersection occupation of vehicle i is completed between the contention times tcl and t
c
j , i.e.
γi[ki] ∈ (tcl , tcj], then the cost of the (ki−1)-th half cycle, traveled between [γi[ki−1], αi[ki]],
is included in the branch cost wl,j . If no intersection occupation of vehicle i is completed
within [tcl , t
c
j], i.e. ki > ki, thenwl,j = 0. This branch cost formulation ensures that all costs
included in one branch are determined and will not be changed by the priority assignments
at or after time tcj . The cost of the incompleted (ki+1)-th half cycle will be included by
the branches following the branch (l, j). Since if no contention occurs, all the vehicles can
travel with their maximal speed limit. Therefore, we can replace the future cost Ĉh(vl) in
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(7.18) with
Ĉh(vl) = 0, (7.18)
The optimal vehicle control design is embedded in the branch cost calculation. We need
to solve the optimization problem (7.17) to obtain the optimal control law u∗i (t). In the next
section we present an analytical solution for this optimal control problem.
7.4.3 Analytical Solution of the Optimal Vehicle Control







[ui,max−ui(t)]2 dt s.t. (7.1), (7.2), (7.14) (7.19)
has feasible solutions.
Lemma 7.4.1 Given γi[ki−1] and αi[ki], a feasible solution always exists for constraints
(7.1), (7.2) and (7.14).
Proof. If αi[ki] = α̃i[ki], the unique feasible solution is that a vehicle travels with the
maximal speed ui,max. If αi[ki] > α̃i[ki], vehicle i can travel with a lower speed and arrives
at the intersection later than α̃i[ki]. And since ui(t) can be infinitely small, any time αi[ki]
greater than α̃i[ki] is feasible. 
Then we can compute the optimal control law for vehicle i within the time window
[γi[ki − 1], αi[ki]).
Theorem 7.4.1 The optimal solution for (7.17) must satisfy
u∗i (t) =
D − L
αi[ki]− γi[ki − 1]
for all ki ≥ 1. (7.20)
Proof. We use a constrained optimization argument based on [113]. Using (7.17), the sys-
tem dynamics (7.1), and the control/state constraints (7.2), it follows that for each vehicle
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(ui,max − ui)2 + λi(t) · ui + µi,1(ui − ui,max) + µi,2(−ui) (7.21)










= −ui,max + ui(t) + λi(t) + µi,1 − µi,2 = 0.
Therefore, the optimal vehicle speed is a constant given by u∗i (t) = ui,max−νi−µi,1 +µi,2.
Then (7.1) gives
xi(t) = xi(γi[ki − 1]) + u∗i (t) (t− γi[ki − 1]) , t ∈ [γi[ki − 1], αi[ki]]. (7.22)
Using the boundary condition xi(αi[ki]) = xi(γi[ki−1]) + D − L from (7.14) and setting
t = αi[ki] in (7.22), we then have the equality
xi(γi[ki − 1]) +D − L = xi(γi[ki − 1]) + u∗i (t) (αi[ki]− γi[ki − 1])
which produces the formula for u∗i (t) where ki ≥ 1. 
Theorem 7.4.1 computes the analytical solution of the optimal speed for vehicle i, given
the speed of vehicle j and the significant moments from the dynamic timing model. With
this solution, we can directly compute the branch cost. The pseudo code to compute each
branch cost is presented by Algorithm 5. The algorithm solves the optimal control design
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Algorithm 5 Branch cost
1: Data: tcl−1, tcl , M , Pm
2: Result: u∗(t), wl,j
3: u∗i (t) = ui,max, i = 1, ..., N and t ∈ [tcl−1, tcl ];
4: for k = 2 : M do
5: i is the index of vehicle such that pi = k;
6: j is the index of vehicle such that pj = k − 1;













iteratively in the order of priorities.
7.5 Optimality of Contention-resolving MPC
In this section, we prove that our algorithm finds the optimal solutions P∗(t) and u∗(t)
which minimize (7.13) given the necessary CIA assumption.
Proposition 7.5.1 The CIA assumption is a necessary condition for contention-resolving
MPC algorithm to find the global optimal solution.
Proof. We prove the contrapositive of this proposition: if the CIA assumption is relaxed,
then there are situations where a better solution exists compared to the solution computed
by contention-resolving MPC.
Assume that a contention occurs among vehicle i and some other vehicles at time α̃i[ki].
Then after the computation of contention-solving MPC, the priority assignment is deter-
mined and the time delay of vehicle i, δi[ki], can be computed by (4.2) given the priorities
computed by MPC. And we assume after k0 − 1 half cycles, the second contention occurs
to vehicle i at time α̃i[ki + k0] and the time delay of vehicle i is δi[ki + k0]. For the k0 − 1
half cycles between the time interval [α̃i[ki] + δi[ki] + C, α̃i[ki + k0]], vehicle i can travel
with its maximal speed. Figure 7.2 shows an illustration of the considered case. The cost















Figure 7.2: Illustration of further delaying the arrival of a vehicle.
Now we consider the case where the actual arrival time of vehicle i is further delayed by
∆ at the first contention time, i.e., vehicle i arrives at the intersection at α̃i[ki] + δi[ki] + ∆.
All the earliest arrival times after time α̃i[ki] + δi[ki] + ∆ are also delayed by ∆. And
we assume the delay ∆ does not affect the schedule of other vehicles and introduce more




















From (7.23) we can see, if 0 < ∆ < δi[ki+k0] and δi[ki+k0]−δi[ki]−∆ > 0, we have
JMPC > J(∆). In other words, if the time delay δi[ki+k0] is greater than δi[ki], then we
can always find a ∆ satisfying 0 < ∆ < δi[ki+k0]−δi[ki] and the cost J(∆) will be less
than JMPC. In the case where δi[ki+k0] > δi[ki], contention-resolving MPC can only find
a sub-optimal solution if Assumption 3.2.2 is relaxed. 
A numerical exmaple where the conditions 0 < ∆ < δi[ki+k0] and δi[ki+k0]−δi[ki]−∆ >
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0 are satisfied will be presented in Section 7.6 to further justify the proof above.
Remark 6 And since all the scheduling strategies and the optimal solution are based on
Assumption 3.2.2, we will also provide a insight discussion about the cases where Assump-
tion 3.2.2 is relaxed in Section 7.6.3.
7.6 Case Studies
This section presents the simulation results obtained by the proposed method implemented
in Matlab. We compare our proposed method with first come first serve scheduling (or
FCFS) strategy and highest speed first (or HSF) strategy and demonstrate that our optimal
scheduling method can provide a better solution than FCFS and HSF.
In the simulation, we consider 5 vehicles traveling on the figure eight track. The vehicle
length L is 15 feet. We choose S and D such that S + L= 0.75 miles, D − L= 6 miles.
Let tf =25 minutes and the speed limit of the first vehicle be umax1 =1.25 miles per minute





umax5 = 1 mile per minute (60 mph). The intersection speed uint = 0.75 mile per minute
(45 mph).
7.6.1 Contention-resolving MPC VS FCFS
For the first studied case, we set the initial positions to be x01 = 4.25, x
0
2 = 4.85, x
0
3 = 3.25,
x04 = 0.75 and x
0
5 = 0 miles. In this setup, vehicle 5 arrives at the intersection at time 0.
The earliest arrival times of vehicles 1, 2, 3 and 4 are 2, 1.9, 3.5 and 6 minutes, respectively.
The algorithm only takes 0.12 seconds to find the solution for this example. The total cost
is 0.3758.
The intersection occupation result is shown in Figure 7.3. The vehicle speed design is
shown in Figure 7.4. Four contentions occur in the time interval [0, 25]. The first contention
occurs at time 2. Although the earliest arrival time of vehicle 2 is smaller than vehicle 1,
the priority assignment computed by our method gives vehicle 1 higher priority (which is
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different from the priority assigned by the FCFS strategy) because it has a higher speed
limit than vehicle 2. At time 3.5, the second contention occurs between vehicles 2 and 3,
which creates the possibility that vehicle 2 can be delayed twice. Our method can solve
this problem and determines that the optimal priority assignment is that vehicle 2 crosses
the intersection before vehicle 3. Two more contentions occur at 14 and 20 minutes, and
vehicle 1 is assigned a higher priority to resolve these two contentions.
For comparison, if we always assign higher priority to the vehicle which arrives at the
intersection first, i.e. following the FCFS strategy, and use regular MPC to design the
vehicle speeds, then the cost would be 0.5114, which is 36% higher than our solution.
While the example is simple, the simulation results show that our method performs better
than the FCFS. Notice that in this specific simulation case, vehicle 1 always has highest
priority, which agrees with the HSF scheduling strategy because vehicle 1 has the highest
traveling speed. However, HSF is not always the optimal solution, which will be shown in
the next subsection.


























Figure 7.3: Intersection occupation for scheduling five vehicles. The y axis value 1 means
that the vehicle is occupying the intersection, 0 means that the vehicle has not arrived at the
intersection, and 0.5 means that the earliest arrival of a vehicle is delayed by a contention.
The black crosses mark the time instant when a contention occurs.
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Figure 7.4: Optimal vehicle speed of scheduling five vehicles. The shaded areas mark the
time interval when a vehicle is crossing the intersection.
7.6.2 Contention-resolving MPC VS HSF
In the previous simulated case, the optimal priority assignment is the same as the priority
assignment under HFS. However, if we change the initial condition, the HFS will not be
optimal and we will show that our optimal priority assignment can perform significantly
better than HSF strategy.
Let the initial condition to be x01 = 1.75, x
0
2 = 3.75, x
0
3 = 4.75, x
0
4 = 5.75 and x
0
5 = 0
miles. In this setup, vehicle 5 arrives at the intersection at time 0. The earliest arrival times
of vehicles 1, 2, 3 and 4 are 4, 3, 2 and 1 minutes, respectively. The contention-resolving
MPC algorithm only takes 0.09 seconds to find the solution for this example. The total cost
is 0.4662.
The decision tree constructed by contention-resolving MPC is shown in Figure 7.5. Six
contentions occur in the time interval [0, 25]. Therefore, the total number of leaves in the
fully constructed decision tree is 26 = 64. And we can see that using the A-star inspired
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searching algorithm, contention-resolving MPC only needs to generate 24 leaves to find
the optimal solution.
Figure 7.5: Decision tree constructed by contention-resolving MPC. Blue numbers repre-
sent branch costs wl,j . The black numbers under leaves represent contention time instant
tcl . The red numbers above leaves represent estimated total costs Ĉf (v). The red arrows
represent the path with lowest cost.
The intersection occupation result where the vehicles are scheduled under the optimal
priority assignment is shown in Figure 7.6 and the vehicle speed design is shown in Figure
7.7. The first contention occurs between vehicles 1 and 3 at time 9.8, marked by the black
cross. The second contention occurs between vehicles 1 and 2 right after the first contention
at time 10, marked by the purple cross. As we can see from Figure 7.6, although the
maximal speed limit of vehicle 1 is larger than vehicle 3, the priority assignment computed
by our method assigns vehicle 3 with higher priority (represented by the branch between
leaf 1 and 3 in Figure 7.5). The intuitive reason for such solution is that vehicle 3 only
needs an extra 0.2 minutes to pass the intersection when the first contention occurs, while
92
vehicle 1 needs 1 minute to pass the intersection. Therefore, assigning vehicle 3 with higher
priority leads to a smaller cost. Under such priority assignment, the optimal speed u∗1(t) of
vehicle 1 is reduced to 1.2 miles per minute, which is shown within the time interval [5, 10]
in Figure 7.7. Vehicle 1 only needs to slightly sacrifice its maximal speed to resolve this
contention while vehicle 3 travels with its maximal speed. Then at the next contention time
10, the second contention occurs between vehicles 1 and 2, which creates the possibility
that vehicle 1 can be delayed twice. Our method can resolve this issue and determine that
the optimal priority assignment is that vehicle 1 has higher priority than vehicle 2. Seen
from 7.7, under this priority assignment, the optimal speed of vehicle 2 is 6
7
miles per
minute within time interval [4, 11] minutes. Similar situations occur twice at 15.8 and 21.8
minutes, where vehicle 1 is assigned with a lower priority than the first contended vehicle
and a higher priority than the second contended vehicle.


























Figure 7.6: Intersection occupation for scheduling five vehicles. The y axis value 1 means
that the vehicle is occupying the intersection, 0 means that the vehicle has not arrived at the
intersection, and 0.5 means that the earliest arrival of a vehicle is delayed by a contention.
The black crosses mark the time instant when a contention occurs.
For comparison, if we always assign higher priority to the vehicle with the highest
speed limit, i.e. vehicle 1 always has highest priority following the HSF strategy, and use
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Figure 7.7: Optimal vehicle speed of scheduling five vehicles. The shaded areas mark the
time interval when a vehicle is crossing the intersection.
regular MPC to design the vehicle speeds, then the cost would be 1.4235, which is 205%
higher than our solution.
7.6.3 Numerical Results Without the CIA Assumption
In this subsection, we will discuss cases where the CIA assumption is relaxed and show
a numerical example where the contention-resolving MPC can only find a sub-optimal
solution.
Consider 2 vehicles traveling on the figure eight track. Let the speed limit of the first
vehicle be umax1 =1.5 miles per minute (90 mph). Let the speed limit of the second vehicle
be umax2 = 1 mile per minute (60 mph). The intersection speed is uint = 0.75 mile per
minute (45 mph). The initial positions are x01 = 4.8 and x
0
2 = 0 miles. All the other
parameters are the same as previous simulations.
Figure 7.8 shows the intersection occupation results of vehicle 1 and vehicle 2 with
and without CIA assumption. With the CIA assumption, we can see two contentions occur
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Vehicle 2 (Contention-resolving MPC)




Vehicle 2 (Extra 0.4 minutes delay)





Vehicle 2 (Extra 1 minutes delay)
Figure 7.8: Intersection occupation for scheduling two vehicles. The First two sub-figures
show the intersection occupation results of vehicle 1 and vehicle 2 computed by contention-
resolving MPC under Assumption 3.2.2. The third sub-figure (from top to bottom) shows
the intersection occupation time of vehicle 2 with an extra 0.4 minutes time delay. The forth
sub-figure shows the intersection occupation time of vehicle 2 with an extra 1 minutes time
delay.
between vehicle 1 and vehicle 2 within the time horizon [0, 25]. The first contention occurs
at 7 minutes. To resolve this contention, vehicle 1 is assigned with higher priority and it
leaves the intersection at 7.2 minutes. Therefore, vehicle 2 can only enter the intersection
at or after time 7.2 minutes. Under Assumption 3.2.2, the speed of vehicle 2 is decreased
to be 6
6.2
miles per minute for the time window [1, 7.2] such that vehicle 2 arrives at and
enter the intersection at time 7.2 minutes. And it leaves the intersection at 8.2 minutes.
Then vehicle 2 travels with its maximal speed and arrives at the intersection at time 14.2
without any contention with vehicle 1. The second contention between vehicles 1 and 2
occurs at time 21.2. Vehicle 1 is also assigned with higher priority than vehicle 2 to resolve
this contention. Therefore, vehicle 1 enters the intersection at at time 21.2 and leaves the
intersection at time 22.2. Vehicle 2 travels with a reduced speed 6
7
miles per minute and
arrives at the intersection at time 22.2 and leaves the intersection at time 23.2. The total
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Figure 7.9: vehicle speed design of scheduling two vehicles.











· 7 = 0.1493.
Case 1: if we relax the CIA assumption and let vehicle 2 be delayed for 0.6 minutes at
the first contention (as shown by the third sub-figure in Figure 7.8), then vehicle 2 travels
with a reduced speed 6
6.6
miles per minute and arrives at the intersection at time 7.6, which
is 0.4 minute after the time instant when vehicle 1 leaves the intersection. Since vehicle
2 is delayed for an extra 0.4 minutes compared to the case with the CIA assumption, the
next earliest possible arrival time of vehicle 2 after time 7.6 is 14.6, which is also delayed
for an extra 0.4 minutes compared to the case under the CIA assumption, shown by the
sub-figure in the middle of Figure 7.8. At the earliest arrival time 14.6, vehicle 2 does not
contend with vehicle 2 so it can travel with its maximal speed within time [8.6, 14.6] and
enter the intersection at time 14.6. The next earliest arrival time of vehicle 2 after time 14.6
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is 22.6 where second contention occurs. Vehicle 1 is also assigned with higher priority than
vehicle 2 to resolve this contention. Therefore, vehicle 1 enters the intersection at at time
21.2 and leaves the intersection at time 22.2. Vehicle 2 travels with a reduced speed 6
6.6
miles per minute and arrives at the intersection at time 22.2 and leaves the intersection at











· 6.6 = 0.1091,
which is less than J1. This numerical result show that if the CIA assumption is relaxed,
contention-resolving MPC cannot find the global optimal solution. A solution which leads
to smaller cost than the solution computed by contention-resolving MPC may exist.
Case 2: if we relax the CIA assumption and further delay the arrival of vehicle 2 at
the first contention, as shown by the bottom sub-figure in Figure 7.8, then vehicle 2 travels
with a reduced speed 6
7.2
miles per minute and arrives at the intersection at time 8.2, which
is 1 minute after the time instant when vehicle 1 leaves the intersection. Then the next
two earliest possible arrival times of vehicle 2 after time 7.6 are 15.2 and 23.2 minutes. At
both arrival times, vehicle 2 does not contend with vehicle 1 which reduces the number of







· 7.2 = 0.2,
which is greater than J1 and J2. This example shows that further delaying the arrival of a
vehicle not only affect the cost of the co-design optimization solution, it can also change
the number of contentions in the future, which changes the structure of the decision tree.
From (7.23), if ∆ ≥ δi[ki+k0], i.e., the extra time delay is large enough such that the
second contention will not occur, then we have δi[ki+k0]−δi[ki]−∆ < 0, which leads
to JMPC < J(∆). Therefore, further delaying the arrival of a vehicle to avoid the second
contention cannot reduce the cost computed by contention-resolving MPC.
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CHAPTER 8
APPLICATION 3: HUMAN AND MULTI-ROBOT COLLABORATION SYSTEM
In this chapter, we analyze a human and multi-robot collaboration system and apply the
contention-resolving MPC to optimally schedule the human attention when a human op-
erator receives collaboration requests from multiple robots at the same time. The human
attention scheduling problem is formulated as a binary optimization problem which aims
to maximize the overall performance among all the robots, under the constraint that a hu-
man has limited attention capacity. We first present the optimal schedule for the human
to determine when to collaborate with a robot if there is no contention occurring among
robots’ collaboration requests. We rigorously show that for the case where no contention
occurs among robots, the optimal schedule for a robot to maximize its performance is to
start the collaboration with a human operator once the collaboration request is generated.
For the case where contentions occur, the optimal schedule for a robot i is to start the
collaboration right after the time instant when all contended robots that are scheduled to
collaborate before robot i complete their collaborations. This property ensures the Con-
dition of Immediate Access or CIA, which we have shown to be a necessary condition for
contention-resolving MPC to find the optimal solution in Chapter 7. We also developed
discrete-time contention-resolving MPC to dynamically schedule the human attention and
determine which robot the human should collaborate with first. The optimal schedule can
then be determined using a sampling based approach. The effectiveness of our method is
verified through simulations and compared with the highest trust first (or HTF) scheduling
strategy.
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8.1 Robot Performance and Human-to-robot Trust Models
In this chapter, we consider one human operator collaborating withN robots. In this human
and multi-robot collaboration system setup, the human is considered as an expert so if the
human is collaborating with a robot, then the human can help the robot to improve its
performance on task execution. For a robot i where i = 1, ..., N , we first introduce a
dynamic model describing its performance, which is given by the following model
Pi(k) = (1− ui(k)) [(1− ki,R)Pi(k − 1) + ki,RPi,min]
+ ui(k) [(1− ki,H)Pi(k − 1) + ki,HPi,max] (8.1)
where k denotes the discrete time step and i denotes the index of a robot. The parameters
Pi,min, Pi,max are the minimal and maximal values of the performance value of robot i.
The control variable ui(k) only has two values, 0 or 1. If ui(k) = 1, then the robot is in
collaborative mode with the human operator. If ui(k) = 0, then the robot is in autonomous
mode without the collaboration with the human operator. The parameters ki,R and ki,H
are coefficients for autonomous and collaborative mode, respectively, satisfying 0<ki,H<
ki,R < 1. The robot performance model (8.1) guarantees that Pi(k) is bounded between
[Pi,min, Pi,max], given that their initial performance value Pi(k0) is within [Pi,min, Pi,max].
The performance value Pi(k) will decrease under the autonomous mode because it is a
convex combination of Pi(k−1) and Pi,min. And Pi(k) will increase under the collaborative
mode because it is a convex combination of Pi(k−1) and Pi,max.
Then based on the robot’s performance model, we introduce the concept of human-to-
robot trust. We utilize the human-to-robot trust model in [62] to quantify how good the
collaboration experience is for the human operator. The trust is modeled as
Ti(k) = AiTi(k − 1) +BiPi(k)− CiPi(k − 1) +DiFi(k)− EiFi(k − 1) (8.2)
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where the function Ti(k) represents the trust level from the human operator to robot i
at time k. It is determined by the previous trust level Ti(k−1), the robot performance
measure Pi(k) and Pi(k− 1), and the robot fault rate Fi(k) and Fi(k − 1), which are
random variables following the standard normal distribution. The parameters Ai, Bi, Ci,
Di and Ei are constant coefficients whose values depend on the human operator, robot i
and the corresponding collaborative task. The trust level should be within a proper range
so the human does not “under-trust” or “over-trust” a robot, i.e.
Ti,min ≤ Ti(k) ≤ Ti,max for all k ∈ [k0, kf ] (8.3)
where Ti,min > 0 and Ti,max > 0 are the lower and upper bounds of the trust level for robot
i, respectively and the times k0 and kf are the starting and ending time of the scheduling
time horizon. This will be one constraint which we consider in the problem formulation.
8.2 Human Attention Scheduling
For all N robots, each one needs to execute a sequence of tasks Γi = {τi,1, τi,2, ..., τi,ni , ...}
where i is the index of a robot and ni is the index the task. We assume the tasks are all
periodic for each robot and use the notation Ti to denote the period. Let αi(ni) denote the
time that robot i starts to execute the nith task, which is also the time when robot i requests
to collaborate with the human. For any index ni, Ci(ni) is the collaboration time that robot i
requires to collaborate with the human operator within the time window [αi(ni), αi(ni)+Ti)
satisfying 1 ≤ Ci(ni) < Ti for all i and ni. And at each time αi(ni), the performance value
Pi(αi(ni)) of robot i is reinitialized to be P 0i (ni) ∈ [Pi,min, Pi,max], because each task in
task sequence Γi may be very different from each other. A collaboration completion time
γi(ni) is the time step when robot i finishes collaborating with the human operator. Since
the system is modeled in discrete time, the parameters αi, Ci, Ti and γi are all integers.
Remark 7 In our problem set up, it is not required that the human and robot collaboration
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needs to start at the moment αi(ni), but we will show in Section 8.2.2 that the collaboration
starting at the moment αi(ni) is the optimal solution to maximize robot performance value
if the human attention limitation is ignored, i.e., the contention constraint (8.4) is relaxed.
Assumption 8.2.1 For each task τi,ni , once the collaboration starts between the human
and robot i at time k, it will only ends at time k + Ci(ni).
This assumption indicates that the collaboration between the human operator and a robot
cannot be interrupted, which prevents frequent switches among the collaboration with dif-
ferent robots to save human’s energy.
A contention time is defined to be a time when two or more robots request to collaborate
with the human operator at the same time. Due to the human attention capacity limitation,
we make the following assumption when a contention occurs:
Assumption 8.2.2 At any given time, at most one robot can be in collaborative mode with
the human operator and all the other robots are in autonomous mode, i.e.,
N∑
i=1
ui(k) ≤ 1 for all k. (8.4)
Because of contentions, we introduce the delay variable δi(ni) ≥ 0 so that
γi(ni) = αi(ni) + δi(ni) + Ci(ni). (8.5)
8.2.1 Formulation of Model Predictive Control
We formulate a human attention allocation problem to compute optimal scheduling u∗(k) =
(u∗1(k), ..., u
∗
N(k)) on a time interval [k0, kf ].
Given initial human-robot trust level (T1(k0), ..., Ti(k0), ..., TN(k0)) and initial robot
performance value (P1(n1), ..., Pi(ni), ..., PN(nN)) for all i and ni, the optimal scheduling
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[Pi,max−Pi(k)] subject to (8.1), (8.2), (8.3), (8.4), (8.6)
ui(k)=0, k∈ [αi(ni), αi(ni)+δi(ni)(u(k))− 1],
ui(k)=1, k∈ [αi(ni)+δi(ni)(u(k)), γi(ni)(u(k))] and
ui(k)=0, k∈ [γi(ni)(u(k))+1, αi(ni+1)−1]
for all ni such that k0 ≤ αi(ni) and αi(ni+1) ≤ kf .
where the notations δi(ni)(u(k)) and γi(ni)(u(k)) represent that these time instants are
implicit functions of u(k). The cost function aims to increase the robot performance as
much as possible to reach the performance upper bounds. Equations (8.1) and (8.2) are
system dynamic equations. Constraint (8.3) aims to maintain the trust level within the
range. Equations (8.4) is the contention constraint where ui(k)’s are coupled. Since u(k)
is a vector of binary integers at each time k, the problem is binary optimization problem. It
is a non-convex optimization problem that is difficult to solve.
8.2.2 Optimal Solution Without Considering Contention
We will first relax the trust level constraint (8.3) and the human attention limitation con-
straint (8.4) in the problem formulation (8.6) to find the optimal solution u(k) to maximize
the overall robot performance value among the time horizon [k0, kf ]. After relaxing the two
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subject to (8.1) with P 0i (ni) and
ui(k)=

0, k ∈ [αi(ni), αi(ni)+δi(ni)− 1],
1, k ∈ [αi(ni)+δi(ni), αi(ni)+δi(ni)+Ci−1],
0, k ∈ [αi(ni)+δi(ni)+Ci, αi(ni+1)−1],
where Ni is the largest index of tasks in Γi satisfying αi(Ni) < kf
Theorem 8.2.1 (CIA condition) The optimal solution for problem (8.7) is δi(ni) = 0 for
all 1 ≤ ni ≤ Ni.






Then we will show that the derivative of Ji,ni(δi(ni)) is less than 0, so Ji,ni(δi(ni)) is strictly
decreasing as δi(ni) increases. For simplification, we will use P 0i to represent P
0
i (ni) in the
following part of this proof.
During the time k ∈ [αi(ni), αi(ni) + δi(ni)−1], we have ui(k) = 0. The dynamic of
robot i’s performance value according to (8.1) is
Pi(k) = (1− ki,R)Pi(k − 1) + ki,RPi,min with ui(k) = 0.
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Let t1 denote the time step αi(ni)+δi(ni) and P 1i denote Pi(t1) which can be computed
as Pi(t1)=(1−ki,R)δi(ni) (P 0i −Pi,min)+Pi,min, which is the initial value for the time interval
k ∈ [αi(ni) + δi(ni), αi(ni) + δi(ni) + Ci(ni) − 1]. With ui(k) = 1 for k ∈ [αi(ni) +
δi(ni), αi(ni) + δi(ni) + Ci(ni)− 1], the dynamic of robot i’s performance value is
Pi(k) = (1− ki,H)Pi(k − 1) + ki,HPi,max








































































>0, ci=P 0i −Pi,min≥0, di=(1−ki,R)Ci(ni)>0,
ei = (1−ki,H)Ci(ni) > 0, xi = ln(1−ki,R) < 0, yi = (1−ki,R)δi(ni) > 0 and then take the




















ln(1−ki,R)(1−ki,R)δi(ni)+1 + Pi,min = −aicixiyi + Pi,min.
105




















































Since ki,H < ki,R, we have bi −ai > 0. And it is trivial that di−1 < 0, therefore (bi−
ai)(1−ei)cixiyi≤0 and ai(ei−1)xi(1−ki,R)t3−δi(ni)(Pi,min−Pi,max)<0, from which we can
conclude that dJi,ni (δi(ni))
dδi(ni))
< 0. Therefore, when δi(ni) = 0, Ji(δi(ni)) = Jmaxi , which leads
to (8.12). 
Based on Theorem 8.2.1, when there is no contention among robots, the optimal solu-
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tion for ui(k) is
ui(k) =

1, k ∈ [αi(ni), αi(ni)+Ci(ni)−1],
0, k ∈ [αi(ni)+Ci(ni), αi(ni+1)−1],
(8.12)
for all ni such that k0 ≤ αi(ni) and αi(ni+1) ≤ kf . And it is trivial that
γi(ni) = αi(ni) + Ci(ni). (8.13)
However, if a contention occurs when robot i starts execute and requests to collaborate
with the human, then constraints (8.4) cannot be relaxed and equation (8.13) will not hold
because it may be delayed by the collaboration between the human and other robots, i.e.
δi(ni) 6= 0. And from the proof of Theorem 8.2.1, we know that the derivative
dJi,ni (δi(ni))
dδi(ni))
is strictly less than 0, which means the larger time delay δi(ni) will further increase the
cost in (8.6). Therefore, we need a timing model to compute the minimal value which
the time delay variable δi(ni) can take without violating the contention constraint, which
will be introduced in the next section. This property also ensures that the human attention
scheduling problem is analogous to the classic real-time scheduling problems.
8.3 Analytical Timing Model for Human-and-robot Collaboration System
Here we use SMA to derive a discrete-time analytical timing model for the non-preemptive
human and robots collaboration system.
At each time k on our time horizon [k0, kf ] of the optimization problem, we define our
timing state variable Z(k)=(D(k), R(k), O(k), ID(k)) as follows.
Definition 8.3.1 The deadline variable is D(k)=(d1(k), ..., di(k), ..., dN(k)), where di(k)
is defined to be how long after time k the next generation time αi(ni) of task τi,ni will
be generated. The remaining time variable is R(k) = (r1(k), ..., ri(k), ..., rN(k)), where
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ri(k) denotes the remaining collaboration time after time k that is needed to complete
the collaboration of the most recently generated task τi,ni . The delay variable is O(k) =
(o1(k), ..., oi(k), ..., oN(k)), where oi(k) is how long the collaboration completion of task
τi,ni has been delayed from its most recent request time αi(ni) to time k.
Definition 8.3.2 The index variable is ID(k) is index of the robot that is collaborating
with the human operator at time k, where ID(k) 6= 0 implies that the human attention
is occupied by one robot and ID(k) = 0 implies that no robot is occupying the human
attention at time k.
To support the dynamic timing model, we redefine the collaboration time of a task as
follows:
Definition 8.3.3 For all i, ni ≥ 0, and k ∈ [αi(ni), αi(ni+1)], we set Ci(k) = Ci(ni) for
k ∈ [αi(ni), αi(ni+1)).
The evolution rules for Z(k) within a time interval [k0, kf ] can be expressed by mathe-
matical equations. These equations lead to a timing model. It is an analytical model that is
efficient to compute, and it supports the implementation of contention-resolving MPC.
8.3.1 Timing Model for Human Attention Scheduling
We express our evolution rules for Z(k) on [k0, kf ]. We divide [k0, kf ] into sub-intervals
[kw, kw+1] such that
kw+1 − kw = sgn(ID(kw)) min{rID(kw), d1(kw), ..., dN(kw), kf−kw}
+ (1−sgn(ID(kw))) min{d1(kw), ..., dN(kw), kf−kw} (8.14)
for all w, where rID(k) is a simplified notation for the remaining time rID(k)(k) of timing
state variable ID.
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At time kw, if rID(kw−1) > 1, which means the robot ID(kw−1) that was occupying the
human attention has not completed the collaboration at time kw, then ID(kw) is the same as
ID(kw−1) because the collaboration is non-preemptive. If rID(kw−1) = 1, which means
the robot ID(kw−1) completed the collaboration at time kw, then ID(kw) need to switch to
the robot which is scheduled to collaborate with the human operator, i.e. the robot i with
ui(kw) = 1. Combining these two cases, the evolution rule for the timing state variable ID
can be expressed as







where sgn is defined by sgn(q) = 1 if q > 0 and sgn(q) = 0 if q = 0. If the set Λ(kw) is
empty, then ID(kw) = 0.
The values of the timing state variables di, ri and oi have jumps for some i. If the
deadline variable of robot i satisfies di(kw−1) = 1, then
di(kw) = Ti, ri(kw) = Ci(kw) and oi(kw) = 0. (8.16)
If di(kw−1)>1, then there are no jumps for the timing states for robot i and we have
di(kw)=di(kw−1)−1, ri(kw)=ri(kw−1)−1(ID(kw−1)= i),
and oi(kw) = oi(kw−1)+sgn(ri(kw−1)). (8.17)
where 1(·) is an indicator function which is defined to be 1 if the condition ID(kw−1) = i
holds and 0 otherwise. Combining the two cases depending on the different values of






















During any time kw+∆k ∈ [kw+1, kw+1−1], the state ID(kw+∆k) remains unchanged




where dID(k) and oID(k) are defined analogously to rID(k). And during this time window
uID(kw+∆k)=1. (8.20)
For robot i where i 6= ID(kw), the evolution rules are
di(kw + ∆k) = di(kw)−∆k, ri(kw + ∆k) = ri(kw)
and oi(kw + ∆k) = oi(kw) + sgn(ri(kw))∆k. (8.21)
During this time window, for robot i where i 6= ID(kw)
ui(kw+∆k)=0. (8.22)
Combining all of the evolution rules in (8.14)−(8.21) leads to the timing model of non-
preemptive human attention scheduling, which provides the value of Z(k) at each time k,
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given the initial state variable Z(k0), the vehicle timing parameters Ci(ni) and Ti for all
i and ni, and the value of u(k0 ∼ k), where u(k0 ∼ k) is our simplified notation for the
decision variable for all robots at all time steps in the interval [k0, k].
Remark 8 Notice that the only times when the value of timing state depend on the decision
variable ui is at the significant moments kw. Therefore, we only need to determine the value
of ui at those times.
8.4 Contention-Resolving MPC Algorithm
In this section, we consider the original problem formulation where constraints (8.3) and
(8.4) are not relaxed. We convert the problem formulated by (8.6) into a path planning
problem that can be solved iteratively. The conversion is based on the insight that value of
the decision variable u only need to be decided at the significant moments when contention
occurs.
8.4.1 Construction of Decision Tree
We use the timing model to determine when contentions occur by checking the following
condition:




[1− sgn(Ci(k)− ri(k))] ≥ 2, rID(k − 1) ≤ 1 (8.23)
and k = kw for some i and some w where kw is a significant moment computed by equation
(8.14).
Proof. A collaboration request from robot i is waiting at a time k or is generated at
time k if and only if ri(k) = Ci(k), i.e., 1 − sgn(Ci(k) − ri(k)) = 1. Therefore,
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∑N
i=1 [1− sgn(Ci(k)− ri(k))] ≥ 2 if and only if two or more robots are waiting to collab-
orate with the human operator at time k or generating requests at time k. Therefore, if a
contention starts at time k, then k is one significant moment kw for some i and w. And the
robot that was collaborating with the human one time step before k will either finish the
collaboration at time k, i.e., rID(k − 1) = 1 or the human was not collaborating with any
robot one time step before k, i.e., rID(k − 1) = 0, so the condition rID(k − 1) ≤ 1 from
(8.23) holds. Conversely, if the three conditions (8.23) are satisfied, then at time k, multiple
robots are in contention to collaborate with the human which is a necessary condition, so a
contention starts at time k. 
Based on the contention times, we can construct a decision tree. Each possible value
of u will produce a branch of a decision tree. An example of scheduling three robots for
four consecutive contentions is shown in Figure 8.1. The upper part of the figure shows
the constructed decision tree and the lower part shows the human attention occupation
scheduled along the path with blue arrows. The infinite-time feasibility function of the
discrete-time system represented by (5.4). The branch costs wi,j will be defined below.
8.4.2 Branch Cost
After constructing the decision tree, we define a cost for each branch. Along one branch
(l, j) associated, since the decision variables u(k) are determined for all i and k ∈ [kcl , kcj ],




k;Z(kcl ), (Ci(ni), Ti)i=1,...,N ,um
)
and
γi(ni) = αi(ni)+oi(αi(ni+1)−1) +sgn(ri(αi(ni+1−1)) (8.24)
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Figure 8.1: Decision tree for discrete-time contention-resolving MPC.
where ri(αi(ni+1)−1) and oi(αi(ni+1)−1) for each ni are generated by the timing model





where wil,j is the cost of robot i. For each i such that there is a completion time γi(ni+1) ∈
(tcl , t
c
j], let ni be the smallest index ni satisfying γi(ni + 1) > k
c
l and ni be the largest index




[Pi,max−Pi(k)] with u(k)=um(k) for k ∈ [γi(ni), γi(ni)−1]. (8.26)
If no collaboration of robot i is completed within [tcl , t
c
j], i.e. ni > ni, then we define
wl,j = 0. And if for any time k ∈ [tcl , tcj], we have Ti(k) < Ti,min or Ti(k) > Ti,max, then we
define wl,j = +∞. The meaning of (8.26) is as follows. If γi(ni) ∈ (kcl , kcj ], i.e., the nith
collaboration of robot i is completed between the contention times kcl and k
c
j , then the cost
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of the nith task is included in the branch cost wl,j . This branch cost formulation ensures
that all costs included in one branch are determined and will not be changed by the decision
variable u at or after time kcj . The cost of an uncompleted (ni+1)st collaboration will be
included by the branches following the branch (l, j).
8.4.3 Search Algorithm
Based on the decision tree, the integer optimization problem in Section 8.2.1 can now be
converted to the problem of finding a path from k0 to kf such that the whole cost along the
path is lowest. In Chapter 5, we presented the contention-resolving MPC framework that
leverages the A-star algorithm to search for an optimal path in the decision tree. We define







Pi(k) subject to (8.1),
ui(k) = 1, k ∈ [αi(ni), αi(ni)+Ci(ni)−1], ui(k) = 0, k ∈ [αi(ni)+Ci(ni), αi(ni+1)−1],
for all ni such that kcl ≤ αi(ni) and αi(ni+1) ≤ kf .
which is the cost without considering contention constraints and is less than or equal to
the true future constraints. We have shown in Chapter 5 that the minimal cost path is
guaranteed to be found with these defined costs. The search algorithm does not generate
the whole decision tree. Instead, it efficiently generates a subtree without losing optimality.
8.5 Simulation Results
We simulate three robots collaborating with one human operator. The starting and ending
time instants are k0 = 0 and kf = 120 respectively. The parameters for trust model are
Ai=1, Bi=0.605, Ci=0.6, Di=0 and Fi=0 for all i=1, 2, 3.
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The initial values of trust level are
[T1(0), T2(0), T3(0)]=[1.93, 1.9, 1.98].
The lower bounds of the trust level are
[T1,min, T2,min, T3,min]=[1.55, 1.65, 1.7].
The upper bounds of the trust level are
[T1,max, T2,max, T3,max]=[2.15, 2.35, 2.1].
The initial values of performance are




3 (ni)]=[0.7, 0.7, 0.7] for all ni.
The parameters for performance model are
[k1,R, k2,R, k3,R] = [0.25, 0.25, 0.25] and [k1,H , k2,H , k3,H ] = [0.1, 0.13, 0.15].
The lower and upper bounds are
[P1,min, P2,min, P3,min] = [0.6, 0.65, 0.65] and [P1,max, P2,max, P3,max] = [0.75, 0.75, 0.75].
The timing parameters are
[C1(ni), C2(ni), C3(ni)] = [6, 6, 6] for all ni and [T1, T2, T3] = [20, 30, 40].
The human attention occupation result is shown in Figure 8.2. The robot performance
is shown in Figure 8.3. Five contentions occur in the time interval [0, 120]. The cost under
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Figure 8.2: Human attention occupation for collaborating with three robots. The y axis
value 1 means that the robot is collaborating witht he human, 0 means that the robot is not
requesting the collaboration, and 0.5 means that the robot’s collaboration request is delayed
by a contention.












Figure 8.3: Performance values of three robots under the optimal schedule. The magenta
dashed line represents Pi,max and the black dashed line represents Pi,min.
optimal schedule is 31.4262, which is 11.99% less than the HTS scheduling strategy. While




CONCLUSION AND FUTURE WORK
9.1 Conclusion
While model predictive control has gained popularity in process engineering and networked
control systems, the previously available methods had difficulties coping with the co-design
of optimal controls and priority assignments that occur in coupled control systems with
shared resources. Resolving contentions in coupled control systems with shared resources
is a challenging problem that is of compelling ongoing engineering interest. This thesis
leads to new insights in scheduling and control co-design methods under contentions. The
major contributions of this thesis are:
1. The novel contention-resolving MPC frame work. The contention-resolving MPC is
a unique way to solve the special mixed integer optimization problem when dealing
with the scheduling and control co-design. Enabled by the critical time instants when
contention occurs, the contention-resolving MPC is able to decouple the priority and
control design at the contention time instants and discretize the continuous planning
time horizon into time intervals where the priority assignment remains to be fixed.
The carefully designed decision tree structure and branch costs allow us to convert the
coupled priority and vehicle speed control optimization problem into a path planning
problem. And contention-resolving MPC can be proved to find the global optimal
solution for the formulated scheduling and control co-design optimization problem
under basic requirements and the condition of immediate access (or CIA) in real-time
scheduling theory.
2. Critical time instants derived by the timing states and SMA. In this thesis, we have
shown how to derive the classical Critical-time Instants Analysis through the math-
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ematical equations instead of logical reasoning in [9], which give us a more sys-
tematical way to find the critical-time instants and analyze the schedulabilty in more
complicated real-time system such as non-preemptive and aperiodic systems.
9.2 Future Work
In this section, we will discuss the future direction of the research presented in this thesis.
9.2.1 Critical time instants for Non-preemptive Systems
In real-world application, non-preemptive scheduling is important for a variety of reasons.
For example, in many practical real-time scheduling problems such as I/O scheduling,
properties of device hardware and software either make preemption impossible or pro-
hibitively expensive. And the overhead of preemptive algorithms is more difficult to charac-
terize and predict than that of non-preemptive algorithms. Since scheduling overhead is of-
ten ignored in scheduling models (including ours), an implementation of a non-preemptive
scheduler will be closer to the formal model than an implementation of a preemptive sched-
uler.
Also, a recent trend in scheduling and control field is to use event-triggered system.
Tasks in event-driven systems are aporadic because of random user inputs or non-periodic
device interrupts. Events occur repeatedly, but the time interval between consecutive occur-
rences varies and can be arbitrarily large. Most existing research works describe sufficient
conditions for scheduling non-preemptive and aperiodic tasks. The work in [110] gives
necessary and sufficient conditions only for discrete-time system. For general aperiodic
and non-preemptive tasks, when the worst case scenario will occurs and how to find the
worst case condition is still an open question.
The timing states and siginificant moment analysis shows the potential to find the crit-
ical time and the worst-case conditions in general aperiodic and non-preemptive system.
Once the worst case scenario can be found, the schedulability condition can also be devel-
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oped.
9.2.2 Multiple-lane and Multiple-intersection Scheduling
In real-world intersections, more than two roads may intersect each other. In addition, each
road can contain multiple lanes, each lane can host multiple vehicles, and each vehicle can
perform multiple moves, e.g., a right turn, left turn, or lane shift. The intersection can
be occupied by multiple vehicles at once, if the trajectories of the vehicles do not overlap.
Therefore, the intersection area needs to be modeled as a shared resource that allows access
by multiple customers. The work presented in this thesis has not addressed a complex con-
tention relationship like this, which offers opportunity to advance the contention-resolving
MPC.
Besides, we will investigate coordinated scheduling of multiple intersections. Locally
optimal strategies for one intersection usually do not lead to an optimal strategy for multiple
intersections. The challenge for scheduling multiple intersections is that the computational
power for solving mixed integer programming problems will be extremely high due to the
large number of decision variables, so we will pursue a distributed optimization approach.
What information is shared among neighboring intersections by the distributed algorithms
must be designed. Most existing work on distributed optimization does not apply to dis-
tributed mixed integer programming [114, 115, 116]. This may trigger a new research
direction for distributed optimization.
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