Abstract. We study the minimizers of two functionals involving critical Sobolev exponents, and whose Euler equations lead to nonlinear boundary value problems. We first employ classical methods to obtain estimates. We then rephrase the problems in a more abstract functional analytical setting. We use epi-convergence arguments in order to describe the behaviour of the minimizers.
Introduction
Consider the variational problem 
and 2* denotes the critical Sobolev exponent 2 = 2N/(N -2) . It is well known (see, for example, [51) that the minimum value C2 . is never achieved. Moreover, C2 . is independent of Q and has the constant value
C2 . = r(N12) N(N -2) F(N)
Besides of the problem (P1), we shall consider two perturbations, the behaviour of which differs considerably from that of problem (P1). The first one is (P2) e mi J Vu I 2 dx =: C2(f2) uEK. (fl) where e > 0 and the set Ke(1l) is defined = {u EH(cl) in Iu 2 dx 1 }.
Since, for every e > 0, the embedding H(Z) '-.+ L 2 (1l) is compact, there exists at least one solution ue2 of problem (P2). It can be proved by standard arguments that U ,2, which can be chosen to be positive in S1, is the solution of the problem -Lu2 = U IVue2 I 2 dx) u;-1 in ç (2) f u 2 2 dz = 1
(t2 E H(cZ)).
The second perturbed problem considered in this study is (ii) N = 3 and E (A) 1 ), for some positive ) depending on the domain [3] .
Inthese cases, the minimizers u 3 of problem (P3), which can always be taken to be positive, belong to K(l) where o satisfies lim....o oe = 0. In the sequel, Ue3 will be called an o.-minimizer. We shall also use the notation o, for every quantity converging to 0 when e -' 0.
The main purpose of this paper is to study the asymptotic behaviour of the sequences. (ue2)e and (u 3 ), as e -0. We start with a discussion of the quantities C2 (11) and C3(Q). It is well known that C(Q) -C2 . as e -40. We shall estimate the rate of convergence of these sequences in terms of the geometry of S1. We then translate our results into the language of epi-convergence. This requires that the variational problems (P2) and (P3) are put in an appropriate abstract setting. In the last section, we use the epi-convergence in order to determine the asymptotic shape of (u 2 ) and (u3).
Qualitative properties of the minimizing sequences
2.1 Qualitative properties of the quantities C 2 (fl) and C 3 (0). The goal of this section is to describe some properties of the quantities C, 2(Q) and Ce3(,Q), in particular their behaviour as e -* 0. For the reader's convenience we recall the following Lemma 2.1: For every bounded subset Q of li, we have In constrast to C2 ., the quantities C 2 () and C 3 (l) depend on the geometry of Q. Let us list some monotonicity properties of these quantities, which are immediate consequences of their definition:
for 0 < ' < e. 
Next, we use the techniques of harmonic transplantation [2: Chapter 3, Section 4.1] to estimate the quantities C 2 (Q) and C 3 (f2) from above. For this purpose, we consider the Green function of the Laplace operator in Q, vanishing at the boundary 8Q. It can be represented as
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where UN is the area of the unit sphere of IRN ( o w = r(N/2)) and H(-, y) is a harmonic function. The quantity 
Similarly, we prove (v) C0( Q ) <C3(l).
These observations lead to the following
Proof: (i) Let Ue2 bea minimizer of problem (P2) € in W, and set v 2(z ) = tL204
We have
as a trial function for the variational characterization of C,2(a) we obtain -
The same argument shows that the inequality with the reversed sign is also true. This together with statements (iv) and (iii) completes the proof of the first assertion. 
Since oe is an arbitrary small number, C. 3 (!^) 5fl2_N+2N/2 Ce3 (11*) . This completes the proof U 2.2 Qualitative properties of the minimizing sequences ( 11 2) and (ue 3 )e. We start with the following result which will be proved for the sake of completeness.
Lemma 2.4: Suppose that ue 2 is a solution of the minimization problem (P2). Then the sequence (ue2)e converges to 0 in the weak topology of H(11).
Proof: In view of Lemma 2.11(i), the sequence (u 2 ) possesses at least one limit point u t in the weak topology of H (11) . We write
By the Sobolev inequality, 
+ C2 (11) (in 1Ue2 -u * l 2_e dx)
We recall the following result established in [4] : (4) In 
We then use the inequality
and notice that it is strict unless a = 0 or 6 = 0. By the previous remark f0 I u 1 2 dx is equal to 0 or 1.' If lu lIL2(n) were equal to 1, u would be a minimizer of problem (P1). This is impossible, which proves that u = 0, almost everywhere in S1 I S Similarly (see [6] ) one has S Lemma 2.5: Suppose that ue3 is a minimizer or an o,-minimizer of problem (P3).
Then the sequence (ue3)e converges. to 0 in the weak topology ofH(Q).
Remark 2.6: Given any point y E Q, we can always find a minimizing sequence for problem (P1) which concentrates in y.
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Epi-convergence of sequences of functionals and applications
Let us first recall the definition of this variational convergence in an abstract setting. This epi-convergence is a special case of the r-convergence introduced by De Giorgi in [9] and is well-fitted to the study of minimization problems, even in the case of non-existence of minimizers. 
Then, we have

Theorem 3.3 (see El: Theorem 1.10]): Assume that (1) the sequence (F) cps-converges to F in the topology r (2) there exists an o, -minimizer u of F such that the-sequence (u) is r-relatively compact. Then every limit point u of the sequence(ue)e ( such that the subsequence (uCk)Ck converges to u in the topology r.) is a minimizer of and lim k_+ FCk( u Ek) = F(u);
Epi-convergence is stable with respect to continuous perturbations, since the following statement is true.
Proposition 3.4 [1: Theorem 2.151: Suppose that the sequence (F) epi-converges to F in the topology r and that G is r-continuous on X. Then the sequence (F + G) epi-converges to F + C in this topology r.
In the present case of nonlinear elliptic equations, we shall apply this variational convergence to the functionals F 2 and F 3 associated to the problems (P2) and (P3), respectively. Notice that these functionals F 2 and F 3 can be defined on the whole
Our main result in this paragraph is the following where u 2 is a minimizer of C 2 (Q). Lemma 2.4 and (4) imply that the sequence (v) converges to v in the weak topology of H(Q). Indeed, since the sequence (U2) converges to 0 in the weak topology of this space, we deduce from (4) Fo(v) for every v E H(1l) and every sequence ve_!.,v. e -. 0 We may assume that v E B2 . and that v E Sr_c for every C. Indeed, otherwise assertion (E2) is trivially satisfied. By (3) and (4), we obtain liminff I vv ei 2dx > in
This completes the proof for the sequence (Fz).
Let us now give the main ideas of the proof of the corresponding result for the sequence (F,3) ,-We introduce the functional F defined on Ho' (Q) by
and notice that F 3 is equal to F(.) -From the compact embedding Hd (Q) '-one easily infers that (F 3 ) epi-converges to some F0 in the weak topology of H' (Q) if and only if the constant sequence the members of which are F, epi-converges to the same F0 , in the weak topology of H(). The main modification for proving assertion (El) in this case consists in the introduction of the test function
where u 3 is a minimizer or an o,-minimizer of C 3 () (see [6] for the detailed proof) I Remark 3.6: Because of Proposition 3.4, one can replace in Theorem 3.5 the functionals F 2 and F 3 by
respectively, where the functional u f1 G(x, u) dx is continuous with respect to the weak topology of H(Q). This leads to the following perturbation result. 
Further results concerning the behaviour of
(u2) minimizers of problem (P2).
The purpose of this section is to study, by means of epi-convergence methods, the behaviour of the sequence (u2), where Ue2 is the solution of the variational problem (P2), when e -0. From the classical regularity theory for the solutions of elliptic equations, one deduces that the minimizer U2 of problem (P2) or the solution of (2), belongs to C'(ci) fl C2 (Q). Hence, there exists x E ci such that Ue2 achieves its maximum in x. Applying the methods of [8) and [10) , one proves that z stays away from the boundary 9ci of ci (see [11J):
dist(x,Ocl) > 6 for some 6>0 and all e >0. Proof: Let us first remark the following change of scale suggested in [11) :
Notice that (7) implies that this open set ci 2 increases to RN, when e -* 0. Moreover, Ve2 is the solution of the minimization problem associated to the functional F2 defined on H(ci2) by
A straightforward computation (cf. Section 1) yields -Ve2 = (L.. 3. The same arguments apply to the sequence (u 3 )€ corresponding to problem (P3).
