We derive in this note a high-order corrector estimate for the homogenization of a microscopic semi-linear elliptic system posed in perforated domains. The major challenges are the presence of nonlinear volume and surface reaction rates. This type of correctors justifies mathematically the convergence rate of formal asymptotic expansions for the two-scale homogenization settings. As main tool, we follow the standard approach by the energy-like method to investigate the error estimate between the micro and macro concentrations and micro and macro concentration gradients. This work aims at generalizing the results reported in [2, 7] .
Introduction
This note is devoted to the derivation of a high-order corrector for a microscopic semi-linear elliptic system posed in heterogeneous/perforated domains. In the terminology of homogenization, a corrector or corrector estimate wants to quantify the error between the approximate solution (governed by the asymptotic procedure) and the exact solution. Typically, this kind of estimates is helpful also in controlling the approximation error of numerical methods to multiscale problems (e.g. [1, 6] ). The main result of this note is Theorem 1 where we report the upper bound of the corrector up to an arbitrary high order.
In [7] , the investigated microscopic semi-linear system resembles a steady state-type of thermo-diffusion systems ( [10, 9] ). Essentially, we have analyzed the solvability of the microscopic system in [7] , derived the upscaled equations as well as the corresponding effective coefficients, and proved the high-order corrector estimates for the differences of concentrations and their gradients in which the standard energy method has been used. Furthermore, we also solved a reduced similar problem where the Picard iterations-based method is applied to deal with the nonlinear auxiliary problems ( [8] ).
It is worth noting that the following errors have been so far obtained for the homogenization of the above-mentioned microscopic elliptic system in [7] and further in [2] : Denote by x ∈ Ω ε the macroscopic variable and by y = x/ε the microscopic variable representing high oscillations at the microscopic geometry. Henceforward, we understand throughout this paper the following convention:
with the same meaning for all the oscillating data such as a ε i , b ε i , e.g. We introduce the function space
which is a closed subspace of the Hilbert space H 1 (Ω ε ) with the semi-norm
. Unless otherwise specified, all the constants C are independent of the homogenization parameter ε, but the respective values may differ from line to line and may change even within a single chain of estimates.
Corrector estimate
Consider the two-scale asymptotic expansion up to M th-level (M ≥ 2) given by
where
Here we keep the assumptions from [7] on the coefficients. This implicitly guarantees the wellposedness of (P ε ) and L ∞ bounds for all concentrations u ε i for i ∈ {1, ..., N }. We also remind the crucial assumptions on the Smoluchowski production term, i.e. 
(see [2] for more properties of m ε ). We aim at proving the following result: Theorem 1. Let u ε be the vector of solutions of the elliptic system (P ε ). Consider the high-order asymptotic expansion (3.1) up to M -level (M ≥ 2) and take
For a fixed K ∈ N such that 0 ≤ K ≤ M − 2 the following corrector estimate holds:
where C > 0 is a generic ε-independent constant.
Proof of Theorem 1
The following useful estimates (cf. [4] ) hold true:
To bound from above in term of ε the quantity (1.1), we define the function Ψ ε i by
where we denote
By induction, one can easily obtain that the function ϕ ε i satisfies the following equation:
associated with the following boundary condition at
In (4.3), A 1 and A 2 are defined, respectively, as follows:
Multiplying (4.2) by ϕ i ∈ V ε and integrating by parts with using (4.3), we arrive at
We can now gain the first part of the corrector (3.4), i.e. we shall estimate each integral on the right-hand side of (4.4) which we denote by I 1 , I 2 , I 3 and I 4 , respectively.
LetL := max L 1 , ...,L N . Using (3.2) in combination with the structural inequality
for all 0 ≤ m ≤ M , we see that
By choosing ϕ = Ψ ε and then by simplifying both sides of the resulting estimate by Ψ ε V ε , we obtain that
This completes the proof of Theorem 1.
