We consider deterministic distributed communication in wireless ad hoc networks of identical devices in the SINR model without predefined infrastructure. Most algorithmic results in this model rely on additional features or capabilities, e.g., randomization, access to geographic coordinates, power control, carrier sensing with various precision of measurements, and interference cancellation. We study a pure scenario, when no such features are available.
that terminates within O(D(∆ + log * N ) log N ) rounds, where D is the diameter of the network. This result is complemented by a lower bound Ω(D∆ 1−1/α ), where α > 2 is the path-loss parameter of the environment. This lower bound, in view of previous work, shows that randomization or knowledge of own location help substantially (by a factor polynomial in ∆) in the global broadcast. Similar clusterbased techniques can be used to build efficient (comparing to the lower bound) solutions to the wake-up problem and the global leader election problem. Summarizing, our results prove that additional model/environment features may help substantially in design of time-efficient solutions for global communication problems, but not much in case of local problems.
INTRODUCTION
given nodes u, v and a set of concurrently transmitting nodes T is defined as
Related Work
In the last years the SINR model was extensively studied, both from the perspective of its structural properties [2, 16, 23] and algorithm design [4, 8, 12, 14, 24, 29] . The first work on local broadcast [12] presented an O(∆ log n) and O(∆ log 3 n) randomized algorithms with respectively known and unknown degree ∆. After that, the problem was studied in various settings. In [15] , an O(∆ + log 2 n) round algorithm in a model with feedback was given, further improved to O(∆ + log n log log n) in [4] . For the scenario when the degree ∆ is not known, Yu et al. [29] improved the O(∆ log 3 n) bound from [12] to O(∆ log n + log 2 n). Deterministic efficient algorithms using information about own locations of nodes were given e.g. in [11] . However, no deterministic algorithm for local broadcast was known in the scenario that nodes do not know their coordinates.
For the global broadcast problem, a few deterministic solutions are known and all of them use the information about location of nodes. Broadcast can be accomplished deterministically in time O(D log 2 n) in such setting [20] . If messages cannot be delivered to nodes which are close to the range boundary, complexity of global broadcast is much higher [21, 26] . In the harsh scenario, where connectivity of a network might rely on so-called weak links, deterministic global broadcast requires Θ(n log N ) rounds [22] . Randomized results on global broadcast in ad hoc settings were given in [8, 18] . Solutions with complexity, respectively O((D log n) log α +1 g) and O(D log 2 n) are presented, where g is a parameter depending on the geometry of the network. More efficient solutions for local broadcast and related problems has been obtained in stronger models, by sensing the idle/busy channel and estimating the total interference using signal measurements [13, 14, 27] . The global broadcast and related problems were studied in the related radio networks model [3, 5, 7, 9, 25, 25] and even weaker beeping networks [6] . For the closest to our model geometric unit-disk-graph radio networks, the complexity of broadcast is Θ(D∆) [10] .
Our Contribution
As a general tool, we develop a clustering algorithm which splits nodes of a multi-hop network into clusters such that: (i) each cluster is included in a ball of constant diameter; (ii) each ball of diameter 1 contains nodes from O(1) clusters. Using the clustering algorithm, we develop a local broadcast algorithm for ad hoc wireless networks, which accomplishes the task in O((∆+log * N ) log N ) rounds, where ∆ is the density of the network. This is the first solution in the considered scenario which is only polylog(N ) away from the universal lower bound Ω(∆).
Using clustering, we also build a deterministic global broadcasting algorithm that terminates within O(D(∆ + log * N ) log N ) rounds, where D is the diameter of the network graph. This result is complemented by a lower bound Ω(D∆ 1−1/α ). This lower bound, in view of previous work, shows that randomization or knowledge of own location substantially help in the global broadcast. Previous results on global broadcast were independent of the networks density ∆. However, they relied on either randomization, or access to coordinates of nodes or carrier sensing. Without these capabilities, as we show, the polynomial dependence of ∆ is unavoidable.
We also provide efficient solutions to the wake-up problem and the global leader election problem.
High Level Description of Our Technique
The key challenge in designing efficient algorithm in the ad hoc wireless scenario is the interference from dense areas of a network. If randomization was available, nodes could adjust their transmission probabilities and/or signal strength such that the expected interference from each ball of radius 1 is bounded by a constant. Another problem in the considered model stems from the fact that it is impossible to distinguish received messages which are sent by close neighbors from those sent by nodes on boundaries of the transmission range. This issue could be managed if nodes had access to their geographic coordinates or were equipped with carrier sensing capabilities. In the pure ad hoc model considered in this paper, all those tools are not available.
Our algorithmic solutions rely on the notion of r -clustering, i.e., a partition of nodes into clusters such that: (i) each cluster is included in a ball of radius r ; (ii) each ball of radius 1 contains nodes from O(1) clusters.
Two communication primitives are essential for efficient implementation of our approach: Sparse Network Schedule (SNS) and Close Neighbors Schedule (CNS). Sparse Network Schedule (SNS) is a communication protocol of length O(log N ) which guarantees that, given an arbitrary set of nodes X with constant density, each v ∈ X performs local broadcast (i.e., the message transmitted by v is received in distance 1 − ε). Close Neighbors Schedule (CNS) is a communication protocol of length O(log N ) which guarantees that, given an arbitrary set of nodes X of density Γ with r -clustering of X for r = O(1), each close enough pair of elements of X from each sufficiently dense cluster can hear each other. For efficient implementation of these primitives, we build new selectors, called witnessed (cluster aware) strong selectors. These selectors implement algorithmically an implicit collision detection mechanism in SINR model, which filters out most connections on large distance in an execution of CNS. Therefore, properties of the new selectors might be applicable in other contexts.
Given the above described primitives, we develop tools for (partially) clustered networks -in order to build r -clustering of the whole network gradually. In particular, we design the sparsification algorithm, which, given a set of clustered nodes W , gradually decreases the largest number of nodes in a cluster and eventually ends with a set W ′ ⊂ W such that O(1) (and at least one!) nodes from each cluster of W belong to W ′ . Using sparsification algorithm, we develop a tool for imperfect labeling of clusters, which results in assigning temporary IDs (tempID) in range O(∆) to nodes such that O(1) nodes in each cluster have the same tempID. Moreover, an efficient radius reduction algorithm is presented, which transforms r -clustering for r > 1 into a 1-clustering.
Given the tools for a clustered set of nodes, we build a global broadcasting algorithm, which works in phases. In the ith phase all nodes awaken * in the phase (i − 1) perform local broadcast. In this way, the set of nodes awaken in the first i phases contains all nodes in communication graph of distance i from the source. Moreover, we assure that all nodes awaken in a phase are 1-clustered. (We start with the cluster formed by nodes in distance ≤ 1 from the source s, awaken in a round in which s is the unique transmitter.) A phase consists of three stages. In Stage 1, an imperfect labeling of each cluster is done. In Stage 2, Sparse Network Schedule is executed O(∆) times. A node with label j participates in the jth execution of SNS only. In this way, all nodes transmit successfully on distance 1 − ε. All nodes awaken in Stage 2 inherit cluster ID from nodes which awaken them. In this way, we have 2-clustering of all nodes awaken in Stage 2. In Stage 3, a 1-clustering of awaken nodes is formed by using an efficient algorithm that reduces the radius of clustering.
Our algorithm for local broadcast builds a 1-clustering of the whole network, assigns tempIDs to nodes in clusters with use of * A node is awaken in the phase j if it receives the broadcast message for the first time in that phase. the imperfect labeling algorithm, and eventually performs local broadcast by applying SNS for each prospective tempID separately. (Recall that, in the local broadcast problem, all nodes are awaken simultaneously, just at the beginning of a protocol.) Thus, the key challenge here is to build a 1-clustering starting from an unclustered network. First, we use our sparsification technique to build a sparse set of leaders and a schedule S such that each node of the network is in distance of O(log N ) hops from some leader with respect to the schedule S. Then, starting from clusters containing neighbors of leaders, we gradually build clustering of the whole network.
Missing proofs and details are available in the arXiv report [19] .
PRELIMINARIES
Geometric definitions. Let B(x , r ) denote the ball of radius r around the point x on the plane. That is,
We identify B(x , r ) with the set of nodes of the network that are located inside B(x , r ). A unit ball is a ball with radius 1. Let χ (r 1 , r 2 ) denote the maximal size of a set of points S located in a ball of radius r 1 such that d(u, v) ≥ r 2 for each u, v ∈ S such that u v. Clustered and unclustered sets of nodes. Assume that each node from a given set is associated with a pair of numbers (v, ϕ), where v ∈ [N ] is its unique ID and ϕ ∈ [N ] is the ID of the cluster of v, ϕ = cluster(v). A set X of pairs (v, ϕ) associated with nodes is called a clustered set of nodes. The cluster ϕ denotes the set
An unclustered set X of nodes is just a subset of [N ], which might be also considered as a clustered set, where each node's cluster ID is equal to 1, i.e., cluster(v) = 1 for each v ∈ X . Geometric clusters. Consider a clustered set of nodes X such that each node is located in the Euclidean plane (i.e, it has assigned coordinates determining its location). The clustering of X is an r -clustering, for r ≥ 1, if the following conditions are satisfied:
• For each cluster ϕ, all of nodes from the cluster ϕ are located in the ball B(x, r ), where x is an element of ϕ called the center of ϕ. • For each clusters ϕ 1 , ϕ 2 , the centers x 1 , x 2 of ϕ 1 , ϕ 2 are located in distance at least 1 − ε, i.e., d(x 1 , x 2 ) ≥ 1 − ε. The density Γ of an unclustered network/set denotes the largest number of nodes in a unit ball. For a clustered network/set G, the density is equal to the largest number of elements of a cluster. One can observe that the density of a network and the degree of its communication graph are linearly dependent. Therefore, we use ∆/Γ to denote both the density and the degree of the communication graph. † For a clustered set of density Γ, a cluster is dense when it contains at least Γ/2 elements. For an unclustered set of density Γ, a unit ball B is dense when it contains at least Γ/2 elements. Now, we define the notion of a close pair, essential for our network sparsification technique. Let d Γ,r be the smallest number satisfying the inequality χ (r , d Γ,r ) ≥ Γ/2. Thus, according to the definition of the function χ and the definition of a dense cluster/ball, the smallest distance between nodes of a dense cluster (unit ball, resp.) in an r -clustered (unclustered, resp.) network is at most d Γ,r (d Γ,1 , resp.). Definition 1. Nodes u, w form a close pair in an r -clustered network of density Γ for r ≥ 1 if the following conditions hold for some ζ ∈ (0, 1] and cluster ϕ:
The nodes u, w form a close pair in an unclustered network of density Γ iff the above conditions (a)-(d) hold provided cluster(x) = 1 for each node x of a network and r = 1. A node v is a close neighbor of u iff (u, v) is a close pair.
An intuition behind the requirements of the definition of a close pair is as follows. In the clustered case, only the pairs inside the same cluster are considered to be a close pair, by (a)). The requirement (b)) states that d(u, w) is at most the upper bound on the smallest distance between closest nodes of a dense cluster/ball. The item (c)) assures that u is the closest node to w and w is the closest node to u. Finally, (d)) states that the distances between nodes in the close neighborhood of u and w are not much smaller than d(u, w). Polynomial attenuation of strength of signals with the power α > 2 in the SINR model will assure that, for a close pair u, w, a successful reception of a message from u to w will depend on behaviour of some constant number of the nodes which are closest to u and w. We formalize this intuition in further part of this work (Lemmas 4 and 5). In the following lemma we observe presence of close pairs in dense areas of a network. Lemma 1. Assume that the density of a set of nodes X is Γ. Then, (1) If X is unclustered, then there is a close pair in each ball B(x, 5) such that B(x , 1) is dense. (2) If X is clustered, then there is a close pair in each dense cluster.
Imperfect labeling. Assume that a clustering of a set X of nodes with density Γ is given. Then, c-imperfect labeling of X is a labeling of all elements of X such that label(x) ≤ Γ for each x ∈ X and, for each cluster ϕ ∈ [N ] and each label l ∈ [N ], the number of nodes from the cluster ϕ with label l is at most c, where c is a fixed co nstant.
COMBINATORIAL TOOLS FOR SINR COMMUNICATION
In this section, we introduce combinatorial structures and communication primitives using them.
Combinatorial tools
In this section we will use families of sets with specific combinatorial properties as communication protocols in such a way that the nodes from the ith set of the family are transmitters in the ith round. Below, we give necessary definitions to apply this approach, recall some results and build new combinatorial structures. A transmission schedule for unclustered (clustered, resp.) sets is defined by a sequence S = (S 1 , ..., S t ) of subsets of [N ] ([N ] × [N ], resp.), where the ith set determines nodes transmitting in the ith round of the schedule; i.e., a node with ID v ∈ [N ] (and
We introduce a combinatorial structure generalizing ssf in two ways. Firstly, it will take the clustering into account, allowing that some clusters might be "in conflict". Secondly, selections of elements from a given set X will be "witnessed" by all nodes outside of X . As we show later, this structure helps to build a sparse graph in a SINR network, such that each close pair is connected by an edge. We start from a basic variant called witnessed strong selector (wss), which does not take clustering into account. (A restricted variant of wss has been recently presented in [22] .) Then, we generalize the structure to clustered sets. We call this variant witnessed cluster aware strong selector (wcss). Witnessed strong selector. A sequence S = (S 1 , . . . , S m ) of sets over [N ] satisfies witnessed strong selection property for a set X ⊆ [N ], if for each x ∈ X and y X there is a set S i ∈ S such that X ∩ S i = {x } and y ∈ S i . One may think that y is a "witness" of
of size k, the family S satisfies the witnessed strong selection property for X .
Note that any (N , k)-wss is also, by definition, an (N , k)-ssf. Additionally, (N , k)-wss guarantees that each element outside of a given set X of size k has to be a "witness" of selection of every element from X . Now, we generalize the notion of (N , k)-wss to the situation that witnessed strong selection property is analyzed for each cluster separately, assuming that each cluster might be in conflict with l other clusters.
The conflict between the clusters ϕ 1 and ϕ 2 means that a selection of an element from ϕ 1 by a set S is possible only in the case that the considered set S does not contain any element from ϕ 2 . (N , k, l)-witnessed cluster aware strong selector. We say that a set S ⊆ [N ] 2 is free of cluster ϕ if for all (x, ϕ ′ ) ∈ S we have ϕ ′ ϕ. A set S is free of the set of clusters C if it is free of each cluster ϕ ∈ C. Let X ⊆ [N ] × {ϕ} be a set of nodes from the cluster ϕ and C ⊆ [N ] \ {ϕ} be a set of clusters in conflict with the cluster ϕ. Then, a sequence S = (S 1 , ..., S m ) of subsets of [N ] 2 satisfies witnessed cluster aware selection property (wcss property) for X with respect to C if for each x ∈ X and each y X from cluster ϕ (i.e.,
In other words, wcss property requires that for each x ∈ X and each y X from ϕ = cluster(x), x is selected by some S i , y is a witness of a selection of X by S i (i.e., y ∈ S i ), and S i is free of the clusters from C. For each natural N , and k, l ≤ N such that k ≥ 1 and l ≥ 0, there exists a (N , k, l)-wcss of size O((k + l)(l + 1)k 2 log N ).
Proof. We use the probabilistic method [1] . Let S = (S 1 , ..., S m ), when the length m of the sequence will be specified later, be a sequence of sets built in the following way. The sets S i are chosen independently at random as follows. First, the set C i of "allowed" clusters is determined by adding each cluster ID from [N ] to C i with probability 1 l +1 . Then, the set S i is determined by adding independently (x , ϕ) to S i for each x ∈ [N ] and ϕ ∈ C i to the set S i , with probability 1/k. Let T be the set of tuples (X , C, ϕ, x, y)
For a fixed tuple (X , C, ϕ, x , y) ∈ T , let E i be the conjunction of the following three events:
The sequence S 1 , S 2 , . . . , S m is a (N , k)-wcss when the event E i occurs for each element of T for some index i ∈ [m]. The probability that, for all indices i ∈ [m], E i does not occur for the tuple (ϕ, X , C, x , y) is equal to
Thus, by the union bound, the probability that there exists a tuple (X , C, ϕ, x, y) for which E i does not occur for all i is smaller or equal
By choosing m = Θ((k +l)(l +1)k 2 log N ) large enough, the above expression gets strictly smaller than 1 and therefore the probability of obtaining (N , k, l)-wcss is positive. Hence, by using the probabilistic method, such an object exists.
Observe that, by applying Lemma 2 for l = 0, we see that there exists a (N , k)-wss of size O(k 3 log n).
Basic communication under SINR interference model
Using introduced selectors, we provide some basic communication primitives on which we build our sparsification and clustering algorithms.
Lemma 3. (Sparse Network Lemma) Let γ ∈ N be a fixed constant and ε ∈ (0, 1) be the parameter defining the communication graph.
There exists a schedule L γ of length O(log N ) such that each node u transmits a message which can be received (at each point) in distance ≤ 1 − ε from u in an execution of L γ on a set with density γ .
The schedule L γ defined in Lemma 3 will be informally called Sparse Network Schedule or shortly SNS. The following lemmas imply that, for a successful transmission of a message on a link connecting a close pair, it is sufficient that some set of constant size of close neighbors is not transmitting at the same time (provided a round is free of some set of conflicting clusters of constant size ). This fact will allow to apply wss (and wcss) for efficient communication in the SINR model. Lemma 4. There exists a constant κ (which depends merely on the SINR parameters and ε) which satisfies the following property. Let u, v be a close pair of nodes in an unclustered set A. Then, there exists a set A ′ ⊆ A such that u, v ∈ A ′ , |A ′ | ≤ κ and v receives a message transmitted from u provided u is sending a message and no other element from A ′ is sending a message.
Lemma 5. Let A be an r -clustered set for a fixed r = O(1). Then, there exists constants κ, ρ (depending only on r , ε and SINR parameters) satisfying the following condition. For each cluster ϕ and each close pair of nodes u, v from ϕ, there exists A ′ ⊆ A of size ≤ κ and a set of clusters C of size ≤ ρ such that u receives a message transmitted by v in a round satisfying the conditions:
• no node from A ′ (except of v) transmits a message in the round,
• the round is free of clusters from C (that is, for each cluster ϕ ′ ∈ C, no node from ϕ ′ transmits in the round).
Proximity graphs
The idea behind sparsification algorithm extensively applied in our solutions is to repeat several times the following procedure: identify a graph including as edges all close pairs and "sparsify this" graph (switch off some nodes) appropriately. To this aim, we introduce the notion of proximity graph. For a given (clustered) set of nodes X , a proximity graph H (X ) of X is any graph on this set such that:
(i) vertices of each close pair u, v are connected by an edge, (ii) the degree of each node of the graph is bounded by a fixed constant, (iii) cluster(u) = cluster(v) for each edge (u, v) of H (X ). Using well-known strongly selective families (ssf) and Lemma 4, one can build a schedule S of length O(log N ) such that each close pair of an unclustered network exchange messages during an execution of S. However, this property is not sufficient for fast construction of a proximity graph, since nodes may also receive messages from distant neighbors during an execution of S which migh result in large degrees. Moreover, each node v knows only received messages after an execution of S, but it is not aware of the fact which of its messages were received by other nodes. Finally, a direct application of ssf for clustered network/set requires additional increase of time complexity. In order to build proximity graphs efficiently, we use the algorithm ProximityGraphConstruction (Alg. 1). This algorithm relies on properties of witnessed (cluster aware) strong selectors.
Our construction (Alg. 1) builds on the following observations. Firstly, if u can hear v in a round in which w is transmitting as well, then (u, w) is for sure not a close pair (otherwise, w generates interference which prevents reception of the message from v 
(Note that v can exchange messages with its neighbours in the constructed graph during an execution of S.)
Algorithm 1 ProximityGraphConstruction(v, cluster(v))
Pseudo-code for the node v: S ← (N , κ , ρ)-wcss ◃ κ , ρ -constants from Lemma 5 ◃ Remark: all nodes use the same schedule S Exchange Phase: 6: Execute S with message containing ID of v and cluster(v). 7: U v ← the set nodes which successfully delivered a message to v during Exchange Phase. Filtering Phase:
if in some round u and w transmitted and v heard u then 11:
Confirmation Phase: 13: for each u ∈ C v do: execute S with ⟨v , u ⟩ as the message. 14: for each message ⟨w , v ⟩ received in confirmation phase do 15: if
Using Lemmas 4, 5 and properties of witnessed selectors, one can prove the following lemma. 
NETWORK SPARSIFICATION AND ITS APPLICATIONS
In this section we describe a sparsification algorithm which decreases density of a network by removing some nodes from dense areas and assigning them to their "parents" which are not removed. Simultaneously, the algorithm builds a schedule in which removed nodes exchange messages with their parents. Using sparsification as a tool, we develop other tools for (non)sparsified networks. Finally, a clustering algorithm is given which partitions a network (of awaken nodes) into clusters in time independent of the diameter of a network.
Sparsification
A c-sparsification algorithm for a constant c ≤ 1 is a distributed adhoc algorithm S which, executed on a set X of density ∆ determines a set Y ⊆ X such that: a) density of Y is at most c∆, 
Alg. 2 contains a pseudocode of our sparsification algorithm. The algorithm builds a proximity graph of a network several times. Each time a proximity graph H is determined, an independent set Y of H is computed such that:
(A) for each dense cluster ϕ, at least one element of ϕ is in Y (clustered case) or (B) for each dense unit-ball B, there is an element in Y located close to (the center of) B (unclustered case). Then, some elements of Y are linked with their neighbours in Y by parent/child relation and removed from the set of nodes attending consecutive executions of ProximityGraphConstruction. In this way, the density of the set of nodes attending the algorithm gradually decreases. Details of implementation of the algorithm (including differences between clustered and unclustered variant) and analysis of its efficiency are presented below.
For each v ∈ Active: ProximityGraphConstruction(v , cluster(v)) 5:
H ← the proximity graph built in line 4 6 : GlobChl ← GlobChl ∪ NewChl 13: Active ← Active \ (Prnts ∪ GlobChl) 14: return Active ∪ Prnts For a clustered network, IndependentSet(G) is chosen as the set of local minima in a proximity graph, that is, For unclustered networks IndependentSet(G) is determined by a simulation of the distributed Maximal Independent Set (MIS) algorithm for the LOCAL model [28] which, for graphs of constant degree, works in time O(log * n). As ProximityGraphConstruction builds an O(log N ) time schedule in which each pair of neighbors u, v (of a built proximity graph) exchange messages, we can simulate each step of the algorithm from [28] in O(log N ) rounds. In contrast to the clustered networks, we are unable to guarantee that a single execution of Sparsification reduces the density in an unclustered network. This is due to the fact that a node from dense unit ball might become a parent of a node outside of this ball; as a result the number of elements in the considered unit ball is not reduced during an execution of Sparsification. Therefore, we have to deal with unclustered case more carefully. Let l ← χ (5, 1 − ε) and let SparsificationU(Γ, X ) be an algorithm which executes Sparsification(Γ, X i ) for i = 0, . . . , l − 1, where X 0 = X , X i is the set returned by Sparsification(Γ, X i−1 ) and X l is the set returned as the final result (see Alg. 3).
S i : the schedule of Sparsification(Γ, X i ) 6: return (X 1 , . . . , X l ), (S 0 , . . . , S l −1 ) Lemma 8. An execution of SparsificationU(Γ, U ) on an unclustered set U of density Γ returns a sequence of set X 0 ⊇ X 1 ⊇ · · · ⊇ X l and schedules S 0 , . . . , S l −1 such that the density of X l is at most 3 4 
Proof. The analysis of the sparsification algorithm for clustered networks relies on the fact that there is a close pair in each dense cluster ϕ and therefore the number of active elements in ϕ is reduced after each iteration of the for-loop in Alg. 2. In the unclustered network, it might be the case that there is no close pair in a dense unit-ball. That is why the reasoning from Lemma 7 does not apply here.
We define an auxiliary notion of saturation. For a unit ball B = B(x , 1), the saturation of B with respect to the set of nodes X is the number of elements of X in B(x , 5). As long as B contains at least Γ/2 nodes in an execution of ProximityGraphConstruction, there is a close pair u, v in B(x , 5) (Lemma 1) and therefore u, v are connected by an edge in H . Thus, u or v is not in the computed MIS (line 6); wlog assume that u is not in MIS. Thus, u is dominated by a node from MIS and therefore it becomes a member of GlobChl and it is switched off. This in turn decreases saturation of B(x , 5). Thus, an execution of Sparsification results either in decreasing the number of nodes in B to ≤ Γ/2 or in reducing saturation of B by at least Γ. As B(x , 5) might be covered by l = χ (5, 1) unit balls, there are at most l Γ nodes in B(x , 5) and saturation can be reduced at most l Γ times. Hence, l repetitions of Sparsification eventually leads to the reduction of the number of active elements located in B to ≤ Γ/2.
Full Sparsification
A full sparsification algorithm is a distributed ad hoc schedule S = S 1 S 2 . . . S k which, executed on an r -clustered set of nodes A of density Γ determines sets A 0 , A 1 , . . . , A k such that k = log 4/3 Γ, 
has assigned parent(v) ∈ A i+1 such that v and parent(v) exchange messages during S i and cluster(v) = cluster(parent(v)). Alg. 4 contains a pseudocode of our full sparsification algorithm. In Lemma 9, the properties of this algorithm (following directly from Lemma 7) are summarized.
Y ← Sparsification(Λ, X )
4:
S i ← the schedule of Sparsification(Λ, X ) 5:
X ← Y 7: return (A 0 , . . . , A k ), (S 1 , . . . , S k ) Lemma 9. Algorithm 4 is a full sparsificaton algorithm for clustered networks which works in time O(Γ log N ).
Imperfect labelings of clusters
Using r -clustering of a set X with density Γ, it is possible to build an imperfect c-labeling of X for c = O(1).
Lemma 10. Assume that an r -clustering of a set X of density Γ is given. Then, it is possible to build c-imperfect labeling of X in O(Γ log N ) rounds, where c depends merely on r and SINR parameters.
Proof. Let S = S 1 , . . . , S k and A 1 , . . . , A k be the schedules and the sets obtained as the result of an execution of the procedure FullSparsification(Γ, X ). It splits each cluster in O(1) trees, defined by the child-parent relation build during an execution of FullSparsification. (Indeed, the elements of A k are the roots of the trees.) The schedule S (and its reverse S R ) of length O(Γ log N ) allows for bottom-up (top-down, resp.) communication inside these trees. Using S and S R one can implement tree-labeling algorithm as follows. First, each node learns the size of its subtree (and subtrees of its children) in a bottom-up communication. Then, the root starts topdown phase, where each node assigns the smallest label in a given range to itself and assigns appropriate subranges to its children. The root starts from the range [1, m] , where m is the size of the tree. Given [a, b], each node assigns a as its own ID and splits [a + 1, b] into its subtrees.
Reduction of radius of clusters
In this section we show how to reduce the radius of a clustering. Given an r -clustering of a set X of density Γ, our goal is to build an 1-clustering of X . The idea is to repeat the following steps several times. First, X is fully sparsified, i.e., O(1) nodes remain from each cluster. Then, a minimum independent set (MIS) of this sparse set is determined on the graph with edges (u, v) connecting u, v which exchange messages during an execution of Sparse Network Schedule (see Lemma 3) . The elements of MIS become the centers of new clusters in the new 1-clustering and they execute Sparse Network Schedule. A node v (not in MIS) which receives a message from w during this execution of SNS, becomes an element of cluster(w) and it is removed from further consideration. As we show below, a 1-clustering of X can be obtained in this way efficiently by Alg. 5. (X 0 , . . . , X k ), (S 0 , . . . , S k ) ← FullSparsification(Γ, X )
4:
Execute Sparse Network Schedule L γ from Lemma 3 on X k 5:
D ← MIS(G) ◃ simulation of MIS alg. from [28] 8:
Execute SNS L γ from Lemma 3 on D ◃ Local Broadcast from D, using Lemma 3 9: for each v ∈ X \ D do 10: if a message from u ∈ D received then 11: newcluster(v) ← u 12:
Lemma 11. Assume that a r -clustering of a set X of density Γ is given for a fixed constant r ≥ 1. Then, Algorithm 5 builds 1-clustering of X in O((Γ + log * N ) log N ) rounds.
Proof. By Lemma 7, the set X k has density c ′ = O(1) and it contains at least one element from each nonempty cluster of X . Each pair of nodes from X k in distance ≤ 1 − ε exchange messages during step 4, therefore the graph G contains the communication graph of X k . As D computed in step 7 is a MIS of X k in the graph G and X k contains at least one element from each nonempty cluster, there is an element of D in close neighborhood of each cluster. More precisely, for a dense cluster ϕ with nodes located inside B(x , r ), there is an element of the computed maximal independent set (MIS) in B(x , r + 1). Indeed, by Lemma 9, there is y from ϕ in Y . Thus, y ∈ B(x , r ), where x is the center of the cluster ϕ. Either y is in the computed MIS or y is in distance ≤ 1 from an element z from the MIS. In the latter case, z ∈ B(x, r + 1). Then, steps 8-11 assign all nodes in distance ≤ 1 − ε (and some in distance ≤ 1) from elements of D (including the above defined y or z) to new clusters included in unit balls (with centers at the elements of D). Thus, the nodes from each "old" cluster are assigned to new clusters after χ (r + 1, 1 − ε) repetitions of the main for-loop.
Clustering algorithm
In this section we provide an algorithm which, given an unclustered set A, builds a 1-clustering of A. The algorithm consists of two main parts. In the former part, the sequence of sets A 0 ⊇ · · · ⊇ A kl is built using SparsificationU, for k = log 4/3 Γ and l = χ (5, 1 − ε). By Lemma 8, the density of A il is at most Γ( 3 4 ) i . Moreover, a sequence of schedules S 0 , . . . , S kl is built such that each v ∈ A i \ A i+1 exchange messages with parent(v) ∈ A i+1 . In the latter part, we start from 1-clustering of A kl , which is obtained by assigning each node v ∈ A kl to a separate cluster. Then, given an 1-clustering of A i for i > 0, we get 2-clustering of A i−1 by executing S i−1 with messages equal to cluster IDs of transmitting nodes. The elements of A i−1 choose clusters of their parents. Using RadiusReduction (Lemma 11), the obtained 2-clustering is transformed into an 1clustering. A pseudocode is presented in Alg. 6.
Properties of SparsificationU and RadiusReduction (Lemmas 8 and 11) give the following theorem. 9: for i = 0, 1, 2, . . . , kl do 10: Execute S kl −i , on A kl −i where each v sends cluster(v) 11: For each v ∈ A kl −i −1 : cluster(v) ← cluster(parent(v)) 12 :
13:
RadiusReduction(Λ, X , 2) 14: if i mod l = 0 then Λ ← 4 3 · Λ Theorem 1. The algorithm Clustering builds 1-clustering of an unclustered set A of density Γ in time O(Γ log N log ⋆ N ).
COMMUNICATION PROBLEMS
In this section, we use sparsification and clustering in algorithms for the local and global broadcast.
We solve the local broadcast problem by the following Local-Broadcast algorithm (see pseudocode Alg. 7). Run SNS on nodes with label equal to l ◃ Lemma 3
First, the clustering algorithm is applied, which builds a 1-clustering of V in time O(∆ log N log ⋆ N ) (Th. 1). Then, an imperfect labeling of clusters can be formed in time O(∆ log N ) (Lemma 10). Finally, an algorithm which executes ∆ times Sparse Network Schedule (see Lemma 3), the lth execution of SNS is performed by the nodes with label l (they use own IDs during SNS). As each label appears O(1) times in each cluster, the density of the set of nodes with label l is O(1) for each l ∈ [N ]. Thus, consecutive executions of SNS accomplish the local broadcast task. Theorem 2. The algorithm LocalBroadcast performs local broadcast in time O(∆ log N log ⋆ N ).
The algorithm for global broadcast works in phases. Let V i denote the set of nodes in the graph-distance i from the source s, i.e., v ∈ V i if a shortest path from s to v has length i. In Phase 1, the source s transmits a message. After receiving the message from s, a node v ∈ V ∩ B(s, 1) assigns itself to the cluster s. Hence, the set of awaken nodes L 1 contains V 1 and we have 1-clustering of L 1 .
In Phase i > 1, local broadcast is executed on L i , the set of nodes awaken in Phase i − 1. In this way, the set of nodes awaken in the first i phases contains all nodes in graph distance i from s, i.e., j ∈[i] V j ⊆ j ∈[i] L j . Moreover, we assure that all nodes awaken in a phase are 1-clustered at the end of the phase.
A phase consists of three stages. In Stage 1 of phase i, an imperfect labeling of each cluster of L i is built. This means that each node v is assigned a label l v such that, for each cluster, the number of nodes with the same label in the cluster is O(1) (Lemma 10). In Stage 2, Sparse Network Schedule (Lemma 3) is executed ∆ times. A node with label l participates in the lth execution of SNS only. In this way, all nodes from L i transmit on distance 1 − ε. All nodes awaken in Stage 2 inherit cluster numbers from nodes which awaken them. In this way, we obtain a 2-clustering of L i+1 , the set of nodes awaken in Stage 2. The goal of Stage 3 is (given the obtained 2-clustering) to build an 1-clustering of awaken nodes. Using Lemmas 10, 3 and 11, we obtain the following result. Using similar techniques as for the global and local broadcast, we can efficiently solve the related wake-up and leader election problems in the model with global clock (see [19] for details).
In the wake-up problem [17] , some nodes are activated at various rounds by an adversary and the goal is to activate the whole network. Nodes which are not activated by the adversary should be activated by a message successfully delivered to them. The leader election problem is to choose (exactly) one node in the whole network as the leader, assuming that nodes can be awaken in various rounds by an adversary. Theorem 5. The leader election problem in networks with global clock can be solved in O(D(∆ + log * N ) log 2 N ) rounds.
LOWER BOUND
We also show that, in the model considered in this paper, complexity of global broadcast depends polynomially on the density ∆. The sketch of the proof of this result is given in Appendix. Theorem 6. Each deterministic algorithm for the global broadcast in the SINR network with non-spontaneous wake-up works in time Ω(D∆ 1−1/α + ∆), provided N = Ω(D∆) and the connectivity parameter ε > 0 is small enough.
In order to prove the above theorem, we build a family of networks called gadgets. Each network from the family consists of nodes s, v 0 , . . . , v ∆+1 , t located on the line (see Fig. 2 , 3) Thus, in particular, s is connected in the communication graph with v 0 , . . . , v ∆+1 , t is connected merely with v ∆+1 and only messages from v ∆+1 can be received by t. One can show that, for each deterministic algorithm, one can assign IDs to the nodes s, v 0 , . . . , v ∆+1 such that the broadcast message originating at s will be delivered to t after Ω(∆) rounds. For the purpose of the lower bound, the main property of the locations of nodes in the gadget are: Session 1C: Wireless Networks PODC'18, July 23-27, 2018, Egham, United Kingdom (a) v i does not receive any message, provided at least two nodes from the set {v j | j < i} transmit at the same time; (b) t can receive a message from v ∆+1 (v ∆+1 is the only node from the gadget in distance ≤ 1 from t) only in the case that no other node from the gadget transmits at the same time. Using (a), we assign IDs to consecutive nodes v 1 , v 2 , . . . such that, after i rounds, the nodes v k for k > 2i do not have any information about their location inside the set {v l | l > 2i}. Thus, the only available information differentiating them are their IDs. Using this property, we prevent a transmission of v ∆+1 in a round in which other nodes from the gadget do not transmit for Ω(∆) rounds.
A natural idea to generalize such a result to Ω(D∆) is to connect sequentially consecutive gadgets such that the target (t) of the ith gadget is identified with the source s of the (i +1)st gadget. However, under the SINR constraints, the interference from distant nodes might potentially help, since it differentiates history of communication for nodes in various locations (even the close ones). Therefore, the applicability of this idea under the SINR constraints is limited. Instead of identifying the target t of the ith gadget with the source of the (i + 1)st gadget s, we separate each two consecutive gadgets by a long "sparse" path of nodes such that consecutive nodes are in distance 1 − ε (Fig. 4 ). In this way, we limit the impact of nodes located outside of a gadget on communication inside the gadget. Finally, our result is Ω(D∆ 1−1/α ) (see [19] ).
the core of the gadget 
CONCLUSIONS
We build an efficient clustering algorithm without use of randomization, in a very harsh model of wireless SINR networks. Using the clustering algorithm, we developed an efficient local broadcast algorithm. On the other hand, we exhibited importance of randomization for the global broadcast. Exact complexity of global broadcast remains open as well as the impact of availability of other model features.
