Let G be a graph and there exist at least two non-empty disjoint proper subsets
Introduction
We follow theoretic notions of Bondy and Murty [1] for graphs, unless otherwise defined. Let G be a connected graph on n vertices with vertex set V = V (G) = {v 1 , v 2 , . . . , v n } and edge set E = E(G) = {e 1 , e 2 , . . . , e m }. A graph is simple without loops and multiple edges. A multigraph is a graph with possible multiple edges, but no loops. The multiplicity is the maximum number of edges between any pair of vertices. The adjacency matrix of G is an n by n matrix A(G) = (a ij ), where a ij equals the number of edges between v i and v j for 1 ≤ i, j ≤ n. If G is simple, then A(G) is a symmetric (0,1)-matrix. Eigenvalues of A(G) are eigenvalues of G. We use λ i (G) to represent the ith largest eigenvalue of G. When the graph G is clear from the context, we use λ i to denote λ i (G). Therefore, we always have λ 1 ≥ λ 2 ≥ . . . ≥ λ n . Let d(v)=d G (v) denote the degree of a vertex v of G. Let δ = δ(G) and ∆ = ∆(G) denote the minimum degree and the maximum degree of a graph G, respectively. with respect to π. The quotient matrix M π of M with respect to π is the t by t matrix (b ij ) such that each entry b ij is the average row sum of M ij . Suppose that we partition V (G) into t nonempty subsets V 1 , V 2 , . . . , V t . We denote this partition by π. We use d i to represent the average degree of V i for 1 ≤ i ≤ t. The adjacency quotient matrix A π (G) = A(V 1 , V 2 , . . . , V t ) of G with respect to π is a t by t matrix (b ij ).
If the partition π is not specified, we often use A t to denote the adjacency quotient matrix A π (G). Similarly, The signless Laplacian quotient matrix Q π (G) = Q(V 1 , V 2 , . . . , V t ) of G with respect to π is a t by t matrix (c ij ).
e(V i ,V j )
When it is clear from the context, we often use Q t to denote the signless Laplacian quotient matrix Q π (G). While M t is a t by t square real matrix, the following is well known from line algebra [17] .
Lemma 2.1. [15, 18] Let G be a connected graph with E(G) = ∅, and let k > 0 be an integer. Then τ (G) ≥ k if and only if for any
Lemma 2.2. (Page 223 in [5] ) For any graph G, we have 2δ(G) ≤ q 1 (G) ≤ 2∆(G). For a connected graph G, equality holds in either place if and only if G is regular.
Through the definition of the quotient matrix A t , the sum of all entries in the ith row is
Lemma 2.3. ( [9] ) Let G be a connected graph and π be a partition of V (G). Then
Lemma 2.4. Let G be a connected graph and π be a partition of V (G). Then
Proof. Let G be a connected graph and π be a partition of
By Lemma 2.3 and the definition of the signless Laplacian matrix Q(G) of G,
Given two real sequences θ 1 ≥ θ 2 ≥ . . . ≥ θ n and η 1 ≥ η 2 ≥ . . . ≥ η m with n > m, the second sequence is said to interlace the first one if θ i ≥ η i ≥ θ n−m+i , for i = 1, 2, . . . , m. When we say the eigenvalues of a m by m matrix B interlace the eigenvalues of an n by n matrix A, it means the non-increasing eigenvalue sequence of B interlaces that of A.
Lemma 2.5. ( [2, 6, 10] ) Let G be a graph. Then the eigenvalues of any quotient matrix of G interlace the eigenvalues of G. Lemma 2.6. ( [9] ) Let G be a connected simple graph with minimum degree δ and U be a non-empty proper subset of V (G). If e(U, V \U ) ≤ δ − 1, then | U |≥ δ + 1.
Lemma 2.7. ( [7] ) Let G be a connected multigraph with multiplicity m and minimum degree δ, and U be a non-empty proper subset of
Lemma 2.8. ( [19] ) Let B and C be Hermitian matrices of order n, and let 1 ≤ i, j ≤ n.
Lemma 2.9. ( [9] ) Let δ, ∆, λ 2 , µ n−1 and q 2 be the minimum degree, maximum degree, second largest eigenvalue, second smallest Laplacian eigenvalue and second largest signless Laplacian eigenvalue of a graph G, respectively. Then
Lemma 2.10. Let δ, ∆, λ 3 , µ n−2 and q 3 be the minimum degree, maximum degree, third largest eigenvalue, third smallest Laplacian eigenvalue and third largest signless Laplacian eigenvalue of a graph G, respectively. Then
Proof. Let A, D, L, Q be the adjacency matrix, diagonal degree matrix, Laplacian matrix and signless Laplacian matrix of G, respectively.
Proof.
As b ≥ 3 and k ≥ 1, it suffices to show that b 2 − 2b − 2 > b 2 − 4b + 2, which is equivalent to b > 2, which is correct since b ≥ 3. This completes the proof.
, which is obviously correct when b ′ ≥ 2 and k ≥ 1. This completes the proof.
Eigenvalues and edge connectivity in graphs
In this section, we mainly study the relationship between eigenvalues and edge connectivity in a simple graph G ∈ G.
The following is the relationship between the third largest eigenvalue and edge connectivity in G ∈ G. We prove this result by using the adjacency quotient matrix of a graph.
Theorem 3.1. Let k be an integer with k ≥ 2 and G ∈ G be a simple graph with minimum degree
Proof. We prove this theorem by contradiction and assume that κ ′ (G) ≤ k − 1. Since G ∈ G, there exist two non-empty disjoint proper subsets
The adjacency quotient matrix of G with respect to the partition
where d ′ denotes the average degree of V ′ in G, and d i denotes the average degree of V i in G for i = 1, 2. By Lemma 2.3, we have
. Therefore, we have
contrary to the assumption in Theorem 3.1 that
δ+1 . This completes the proof of the theorem.
By Theorem 3.1, we have the following the corollary.
Corollary 3.2. Let k and d be two integers with
The following is the relationship between the third largest signless Laplacian eigenvalue and edge connectivity in G ∈ G. We prove this result by using the signless Lapacian quotient matrix of a graph. Theorem 3.3. Let k be an integer with k ≥ 2 and G ∈ G be a simple graph with minimum degree
The signless Laplacian quotient matrix of G with respect to the partition
where d ′ denotes the average degree of V ′ in G, and d i denotes the average degree of V i in G for i = 1, 2. By Lemma 2.4, we have
By Lemma 2.5, we have q 3 (Q(G)) ≥ q 3 (Q 3 ). Therefore, we have
By Theorem 3.3, we have the following corollary. Figure 1 . By Matlab calculation and Theorems 3.1 and 3.3, we have λ 3 ≈ 1.732 The following Theorem 3.5 has been given in Gu et al. [9] . However, we prove this result by using the signless Laplacian quotient matrix of a graph.
Corollary 3.4. Let k and d be two integers with
Theorem 3.5. ( [9] ) Let k be an integer with k ≥ 2 and G be a simple graph with minimum
Proof. We prove the theorem by contradiction and assume that κ ′ (G) ≤ k − 1. Then there exists a non-empty proper subset
By Lemma 2.6, then we have | V 1 |≥ δ + 1 and | V 2 |≥ δ + 1. The signless Laplacian quotient matrix of G with respect to the partition (V 1 , V 2 ) is
where d i denotes the average degree of V i in G for i = 1, 2. By Lemma 2.4, we have
By Lemma 2.5, we have q 2 (Q(G)) ≥ q 2 (Q 2 ). Therefore, we have
contrary to the assumption in Theorem 3.5 that
By Theorem 3.5, we have the following the corollary. 
Eigenvalues and edge-disjoint spanning trees
In this section, we mainly investigate the relationship between the third largest (signless Laplacian) eigenvalue and edge-disjoint spanning trees in a simple graph G ∈ G.
, and r i = e(V i , V \V i ). Without lose of generality, we always assume that
With these notations and by
Proof. We argue by contradiction and assume that r i < k for some i. Then κ ′ (G) < k. By Theorem 3.1,
δ+1
which implies that
Let h be the smallest index such that x h = 0. Then we have
Since h ≥ k, we have 2(k + 1) > 2(2k − h).
. It follows by (b − 1)(2k − h) < 2(k + 1) and (3) that x h + x h+1 + . . . + x 2k−2 + x 2k−1 ≥ b, and so by (1), we have 2k − 1 ≥ r b ≥ . . . ≥ r 2 ≥ r 1 . By Lemma 2.6, we have
Let y = e(V 1 , V 2 ) ≥ 0. The adjacency quotient matrix of G with respect to the partition (V p , V q , V ′ ) is
By tr(A 3 ) = λ 1 (A 3 ) + λ 2 (A 3 ) + λ 3 (A 3 ) and Lemma 2.11, we have
By Lemma 2.5, we have λ 3 (A(G)) ≥ λ 3 (A 3 ). Therefore, we have
contrary to the assumption in Theorem 4.2 that λ 3 (A(G)) < 2δ −
In this case, (3) becomes
Let h ′ be the smallest index such that x h ′ > 0 with h ′ > h. Then
Since
and so by (1), we have 2k
The adjacency quotient matrix of G with respect to the partition (V p , V q , V ′ ) is
and Lemma 2.12, we have
δ+1 . d+1 , then τ (G) ≥ k. Next, we will discuss the relationship between q 3 (G) and τ (G) of a simple graph G ∈ G.
Proof. It follows by using a method similar to that used in Theorem 4.1.
Theorem 4.5. Let k be an integer with k ≥ 2 and G ∈ G be a simple graph with minimum
Proof. We shall prove by contradiction and assume that τ (G) ≤ k − 1. By (2) with k ≥ 2, we have
. Let x l denote the multiplicity of l in
By (2), we have
. It follows by (b − 1)(2k − h) < 2(k + 1) and by (5) that x h + x h+1 + · · · + x 2k−2 + x 2k−1 ≥ b, and so by (1), we have 2k
Let y = e(V 1 , V 2 ) ≥ 0. The signless Laplacian quotient matrix of G with respect to the partition (V p , V q , V ′ ) is
By tr(Q 3 ) = q 1 (Q 3 ) + q 2 (Q 3 ) + q 3 (Q 3 ) and Lemma 2.11, we have
contrary to the assumption in Theorem 4.5 that
In this case, (5) becomes
Since h ′ ≥ h ≥ k, we have h ′ +2 > k and so k +2 > 2k −h ′ . Thus there exists an integer
The signless Laplacian quotient matrix of G with respect to the partition (V p , V q , V ′ ) is
By tr(Q 3 ) = q 1 (Q 3 ) + q 2 (Q 3 ) + q 3 (Q 3 ) and Lemma 2.12, we have
contrary to the assumption in Theorem 4.5 that q 3 (Q(G)) < 4δ−2∆−
δ+1 . This completes the proof. 
. Then there exist no indices p and q with 1 ≤ p = q ≤ s such that e(V p , V q ) = 0 and r p , r q ≤ 2k − 1.
Proof. It follows by Lemma 2.9 and Theorem 4.7. The following Theorem 4.11 was given in Gu et al. [9] . However, we prove this result by using the signless Laplacian quotient matrix. 
Proof. Use the similar arguments as that used in Theorem 4.5. By Corollaries 4.8 and 4.10, we know that the following inequality. Case 1. x h ≥ 2. In this case, we have
contrary to the assumption in Theorem 4.11 that
In this case, we have
contrary to the assumption in Theorem 4.11 that q 2 (Q(G)) < 2δ − 
Other eigenvalue conditions
In this section, we will investigate the relationship between other eigenvalues and τ (G), κ ′ (G) in a simple graph G ∈ G. In additional, we know that Gu et al. in [9] give the relationship between µ n−1 , λ 2 and τ (G), κ ′ (G) of a simple graph G.
Theorem 5.1. Let k be an integer with k ≥ 2 , G ∈ G be a simple graph with minimum degree δ ≥ 2k − 1.
Proof. By Theorem 2.10, we have µ n−2 ≤ ∆ − λ 3 , δ + λ 3 ≤ q 3 . It follows by Theorem 3.1.
Theorem 5.2. Let k be an integer with k ≥ 2 and G ∈ G be a simple graph with minimum degree δ ≥ 2k.
(
Proof. By Theorem 2.10, we have µ n−2 ≤ ∆ − λ 3 , δ + λ 3 ≤ q 3 . It follows by Theorem 4.2.
Theorem 5.3. Let k be an integer with k ≥ 2 , G ∈ G be a simple graph with minimum degree δ ≥ 2k − 1.
Proof. By Theorem 2.10, we have µ n−2 ≤ ∆ − λ 3 , δ + λ 3 ≤ q 3 . It follows by Theorem 3.3. 6 Spectral conditions for edge connectivity and edge-disjoint spanning trees in multigraphs
In this paper, we investigate τ (G) and κ ′ (G) of a multigraph G ∈ G from adjacency spectral and signless Laplacian spectral perspective. And we study the Laplacian eigenvalue conditions on τ (G) and κ ′ (G). In additional, we know that Gu in [7] give the relationship between µ n−1 , λ 2 and τ (G), κ ′ (G) of a multigraph G. Proof. Using the similar method as that used in Theorem 3.1, it follows by Lemma 2.7.
Theorem 6.2. Let G ∈ G be a multigraph with multiplicity m and minimum degree δ ≥ 2k for k ≥ 2. Let l = max{⌈ In this paper, we only consider graphs, which have at least two non-empty disjoint proper subsets V 1 , V 2 ⊆ V (G) such that κ ′ (G) = e(V i , V \V i ) for 1 ≤ i ≤ 2 and V \ (V 1 ∪ V 2 ) = φ. The proofs of Theorems 3.1 and 3.3 cannot be applied to a graph G / ∈ G since V (G) in the proof may not be able to divide into a 3 × 3 quotient matrix which we need. We conjecture that the results of this paper are also true for a graph G / ∈ G, for example, see Figures 2 and 3.
