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We study the implications of introducing vacuum state of the battery for arbitrary thermodynamic
processes. Using the framework of thermal operations we derive a form of the second law which holds
for batteries with bounded energy spectrum. In this form the second law gains corrections which
vanish when battery is initialized far from the bottom of its spectrum. Furthermore, by studying a
paradigmatic example of Landauer erasure we show that the existence of battery ground state leads
to a thermodynamic behaviour which cannot be realized using an ideal weight. Surprisingly, this
remains true even when battery operates far from its bottom. Our results are formulated in the
language of quantum mechanics, but they can be similarily applied to classical (stochastic) systems
as well.
I. INTRODUCTION
Second law of thermodynamics sets limits for all phys-
ical processes. It determines which state transformations
are possible, regardless of the microscopic details of the
governing process. Most importantly, it imposes funda-
mental restrictions on the amount of work that can be
performed by any physical process. For a system in con-
tact with a thermal reservoir at inverse temperature β,
the amount of average work 〈w〉 performed by the system
evolving from ρ towards ρ′ is upper bounded by:
〈w〉 ≤ F (ρ)− F (ρ′) = −∆F, (1)
where F (ρ) := tr [Hρ] - S(ρ)/β is the equilibrium free
energy, H is the Hamiltonian of the system and S(ρ) :=
−∑s p(s) log p(s) for ρ = ∑s p(s) |s〉〈s| is the ordinary
von Neumann entropy. Second law of thermodynamics is
a statistical law and as such, it governs how thermody-
namic systems evolve on average. This information may
be relevant for a macroscopic observer, however, in gen-
eral it does not allow to infer anything about microscopic
details of the occurring process.
Recent developments in experimental techniques allow
for manipulating and measuring systems at the nano-
scale level [1–6]. In order to take full advantage of these
techniques it is crucial to understand how thermody-
namic laws translate in to the quantum domain, where
fluctuations of thermodynamic quantities begin to play
a significant role. For such systems it is no longer pos-
sible to properly specify their behaviour using only av-
eraged quantities. This motivates extending thermody-
namic framework to systems driven out of equilibrium,
a setting which has been extensively studied using the
so-called fluctuation theorems [7–13].
Recently, Alhambra et. al in [9] using the framework
of thermal operations derived a quantum identity which
relates fluctuations of work in thermodynamic processes.
They also showed that for quasi-classical states, that is
the states block-diagonal in energy eigenbasis, this quan-
tum identity reduces to the equality:
〈eβ (fs′−fs+w)〉 = 1, (2)
where fi := Ei + 1β log p(i) and w are random variables,
Ei is the energy of i-th level the system and averaging is
over p(s, s′, w), that is the probability that system starts
in state |s〉 and ends up in state |s′〉 while performing
work w. The above relation can be thought of as a gener-
alization of the second law of thermodynamics (1), which
results from applying Jensen’s inequality to (2) . More-
over, when both initial and final states of the system are
thermal (2), gives the ordinary Jarzynski equality [7, 8].
However, the derivation of (2) relied on the fact that
thermodynamic work is defined by shifts on an ideal-
ized battery: a doubly-infinite weight with unbounded
Hamiltonian HW =
∫∞
−∞ dx |x〉〈x|W , where the basis
{|x〉W , x ∈ R} is formed from continuous orthonormal
states which represent position of the weight. The au-
thors of [9] then assumed a global unitary dynamics act-
ing on the combined state of the system, battery and heat
bath which takes the system from ρ to ρ′ and acts inde-
pendently of the initial position of the weight (a feature
called translational invariance). This additional assump-
tion makes it impossible to dump entropy into the bat-
tery [14] or, in other words, assures that drawing work
from a single heat bath is forbidden. This is a com-
mon trait taken in many of the recent approaches to
quantum thermodynamics [9, 10, 14–16] which originated
from [17]. However, even though this definition of work
is often convenient computationally, it lacks real phys-
ical motivation. In particular, it can be argued that a
doubly-infinite weight is not a realistic model of a bat-
tery as all physical systems have a ground state energy. It
is widely believed that when transformation is performed
sufficiently far from the vacuum, then a doubly-infinite
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FIG. 1. A battery with unbounded spectrum (a), attached to
the system and environment, works as a tool to define work by
changes of its average energy 〈w〉 during operations described
by unitaries applied to the system, battery and environment.
For a given transition between system states, s → s′, tran-
sitions between selected energy levels of the battery are rep-
resented by arrows (c), (d) – the width of an arrow is pro-
portional to the probability value. A common assumption
that the unitaries commute with the shift operator on the un-
bounded battery (a) leads to the conclusion that probabilities
of transitions on the battery are the same for the same energy
gain on the battery, disregarding what is its the initial state
(c). For a physical model of a battery bounded from below,
unitaries cannot commute with the shift operator, as presence
of vacuum affects the initial distribution of battery popula-
tions (b). We model this by allowing transitions emerging
from levels below min to break translational invariance (d).
This introduces corrections to standard second law inequality
for 〈w〉, which shows that the average change of the energy
of the battery ceases to serve as a good measure of work.
While the corrections vanish exponentially with the distance
between min and the bulk of pW (), the presence of vacuum
affects the conditional work distribution, allowing for perfect
Landauer erasure on physical batteries.
weight becomes equivalent to physical batteries [15, 18]
and reproduces the same qualitative results as any bat-
tery equipped with a vacuum state. However, the Nature
we observe often does not follow this scheme. The exis-
tence of the ground state can be qualitatively perceived,
no matter how far we are from it. A basic question then
appears: does the existence of a vacuum state of the bat-
tery has any implications for real thermodynamic pro-
cesses?
There is also another, perhaps less fundamental but
still important question. Namely, it was shown in [9]
that for an approximate Landauer erasure (erasure with a
small probability of failure ε), work necessarily fluctuates
around some well-defined mean value. A similar behavior
was noticed in [17] using a slightly different framework,
but the same model of a battery. Crucially, these fluctua-
tions grow indefinitely as the accuracy of erasure process
increases. This is in stark contrast with previous results
[19–21] obtained using a more physical battery modelled
by a single qubit (called a work-bit, or in short: wit)
with Hamiltonian HW = ∆ |1〉〈1|W and energy spacing
∆ tuned to the desired transformation on the system.
In that case perfect erasure was shown to be possible,
and infinite fluctuations of work were not observed. This
rises another general question: are the results obtained
using wit legitimate and provide a valid description of
single-shot thermodynamic processes?
In this paper we study thermodynamic processes in-
volving batteries with bounded energy spectrum. This
contrasts with the classical treatment of work in the sense
that when battery operates close to its vacuum state it
can no longer supply arbitrary values of work. In par-
ticular, only those values of work are allowed which do
not reduce its energy below the ground state level. Sur-
prisingly, it turns out that this small modification has
far-reaching consequences for thermodynamic processes.
We show that the possible work distributions are quali-
tatively different when battery does and does not have a
vacuum state. This difference does not depend on how
far from the vacuum the battery operates, i.e. it does
not vanish for large energies of the battery. Using the
example of Landauer erasure we explicitly show that for
bounded batteries fluctuations of work in a deterministic
process vanish when the battery is used above its ground
state. Furthermore, we show that when vacuum state of
the battery is explicitly included, the formulation of the
second law of thermodynamics in terms of average work
and free energy gains correction terms which strongly de-
pend on how far from the vacuum the battery operates.
As one might expect, these corrections do vanish expo-
nentially fast with the distance to the vacuum. These
violations indicate that when battery is initialized near
the vacuum state, its average energy change can no longer
describe a legitimate thermodynamic work. Finally, we
show that our model correctly reproduces the single-shot
results on work of formation and distillation originally
derived using a qubit as a battery system [19].
The paper is organized as follows. We start by shortly
presenting the framework of thermal operations. Then
we present a refined form of the second law of thermody-
namics valid for batteries with a bounded spectrum. We
then describe a construction which extends (in a sense
which will be made precise later) thermal operations de-
fined for a qubit battery to thermal operations acting
on a harmonic oscillator battery in a translationally-
3invariant manner. As an application of the construc-
tion, we compare the example of Landauer erasure using
three different battery models (a wit (qubit), a doubly-
infinite weight and a harmonic oscillator). We show that
harmonic oscillator battery reproduces the perfect era-
sure limit in the single-shot scenario (erasure with arbi-
trary accuracy is possible with a bounded work cost) and
thus, correctly reproduces known results obtained using
a qubit battery. We finish the paper with a short dis-
cussion on the possible implications of these results and
highlight the importance of including vacuum state of the
battery in general thermodynamic protocols.
II. FRAMEWORK
Throughout the paper we will adapt a resource-
theoretic approach to quantum thermodynamics called
thermal operations [14, 19–35]. This is a well established
framework for studying thermodynamic processes in the
quantum regime, involving systems in contact with in-
finite heat baths and represents the most that an ex-
perimenter can do when manipulating a system without
access to external resources like coherence [15, 36–39], en-
tanglement [40–42] or conserved quantities [43–45]. The
setting consists of a system S with Hamiltonian HS that
we would like to apply our transformations on, an in-
finite heat bath B with Hamiltonian HB , initially in a
Gibbs state τB = e−βHB/ZB , where ZB = tr e−βHB ,
and a battery system W with Hamiltonian HW . Unless
otherwise specified, we will take the battery to be an
(N + 1)-dimensional harmonic oscillator with Hamilto-
nian HW =
∑N
k=0 k |k〉〈k|W , where k = k · ∆ and ∆
is the energy separation between subsequent levels. Any
joint transformation of system S and battery W in the
presence of heat bath B can be represented by a quantum
channel ΓSW :
ΓSW [ρS ⊗ ρW ] = trB
[
U (ρS ⊗ ρW ⊗ τB)U†
]
, (3)
where ρS =
∑
s pS(s) |s〉〈s|S , ρW =
∑
k pW (k) |k〉〈k|W
are initial states of the system and the battery. Oper-
ator U in (3) can be any unitary which commutes with
the total Hamiltonian, that is [U,HS + HW + HB ] = 0.
This can be thought of as a microscopic statement of the
first law of thermodynamics. We will refer to any ΓSW
of the above form as a thermal operation. Throughout
this paper we will consider only incoherent states of the
system, that is the states satisfying [HS , ρS ] = 0. For
such states thermal operations are equivalent to thermal
processes [19, 46, 47], which are channels preserving the
Gibbs state: ΓSW [τSW ] = τSW . We will use this realiza-
tion extensively in the rest of the paper and carry out our
proofs for this class of operations. We should emphasise
that thermal processes (also known as Gibbs-preserving
maps when considering arbitrary quantum states) are the
most general class of thermodynamic operations which
does not trivialize the theory [39, 48] and as such, they
highlight the boundary for any model of thermodynamic
interactions. In other words, this class of operations
gives the experimenter the most power when transform-
ing states in the presence of a heat bath with a fixed
background temperature.
Any thermal process ΓSW can be fully characterized
by a set of channel probabilities {r(s′k′|sk)} which de-
scribe the probability that state |s〉S ⊗ |k〉W is mapped
to |s′〉S ⊗ |k′〉. They are related to the map ΓSW in the
following way:
r(s′k′|sk) := tr
(
|s′〉〈s′| ⊗ |k′〉〈k′ | × (4)
ΓSW
[ |s〉〈s| ⊗ |k〉〈k| ]).
Moreover, since ΓSW is a stochastic map which preserves
the Gibbs state, channel probabilities additionally sat-
isfy:
∀s,k
∑
s′,k′
r(s′k′|sk) = 1, (5)
∀s′,k′
∑
s,k
r(s′k′|sk)eβ(Es′−Es+k′−k) = 1. (6)
We will now make an additional assumption about ΓSW
which is necessary to interpret shifts on the batteryW as
a legitimate thermodynamic work. Let us assume that
the channel is translationally invariant with respect to
translations on the battery above a certain threshold en-
ergy min := ∆ ·kmin for some 0 ≤ kmin ≤ N . This means
that for all possible transitions, that is for all values of
s, s′ and k, k′ such that k ≥ kmin, we have:
r(s′k′|sk) = r(s′, k′ + n|s, k + n), (7)
for the values of n ∈ N such that 0 ≤ k′ + n ≤ N and
kmin ≤ k + n ≤ N . We will refer to the set of energy
levels below and above min as the vacuum and invariant
regime respectively. This additional assumption implies
that whenever there is a non-zero probability of taking
the battery from |k〉W to |k′〉W , then all transitions
related to the work cost w = k′ − k occur with the
same probability. This is the analogue of the assump-
tion about translational invariance on the weight, that
is the commutation between global unitary U from (3)
and a shift operator ∆y :=
∫∞
−∞ dx |x+ y〉〈x| for all y.
Notice that for a battery with a ground state the above
operator is not properly defined for all y, and therefore
a slightly more general notion of translational invariance
is needed. In this sense (7) is the most general condition
one can assume for bounded batteries, which in the same
time reduces to commutation with shifts when battery is
unbounded from both below and above. It is worth not-
ing that taking the invariant regime of (7) with kmin = 0
does not make much sense as there is only one thermal
process which can satisfy it - the identity map.
Let us now move on to defining thermodynamic work
in the framework. Before and after applying the global
unitary U energy of the battery system is measured us-
ing projective measurements, obtaining outcomes |k〉W
4and |k + w〉W respectively. Work w is then a random
variable with probability distribution given by:
p(w) =
∑
k
tr
[ (
IS ⊗Πk+(w/∆) ⊗ IB
) ×
U (ρS ⊗ΠkρWΠk ⊗ τB) U†
]
(8)
where Πk = |k〉〈k|W is a projector onto one of the en-
ergy eigenstates of W . Defining work in this way, along
with imposing channel constraints (5), (6) and (7), allows
to treat the random variable w as a candidate for work
extracted from system S. Below we show that when the
battery is initialized far away from the vacuum regime, w
satisfies the ordinary inequality formulation of the second
law of thermodynamics, justifying the choice.
III. RESULTS
A. Second law for real batteries
Let us now present our main result, that is the modi-
fied form of the second law of thermodynamics valid for
batteries with bounded spectrum. For clarity of presen-
tation we provided a fully rigorous proof in the Appendix
and here we sketch the most relevant parts to support it.
Theorem 1. Let ΓSW be a thermal process with channel
probabilities {r(s′k′|sk)} acting on a harmonic oscilla-
tor battery WN and satisfying (7). Then, for any initial
battery state ρW =
∑N
k=0 pW (k) |k〉〈k|W we have:
〈w〉 ≤ −∆FS +Aβ(ρW , ρS) +Bβ(ρW ) (9)
where the correction terms are given by:
Aβ(ρW , ρS) :=
∑
k<kmin
pW (k)
[
EmaxS − F (ρS)− ηS
∂ηk
∂β
]
Bβ(ρW ) :=
1
β
log
1 + ηS ∑
k≥kmin
pW (k) e
−βδk
 ,
where ηk := ZW ·eβk , ηS := ZS ·eβEmaxS , EmaxS = maxsEs
is the maximal energy of system S, F (ρS) is the free en-
ergy of the initial state ρS and δk := k − min + ∆.
Let us start by briefly studying the behaviour of terms
on the RHS of (9). First, notice that the upper bound
for average work 〈w〉 has two different correction terms
which depend on the initial state of the battery. The
first of them vanishes exactly when battery has no sup-
port on the energy eigenspace below the threshold energy
min. The second term decreases exponentially fast with
the distance to min and effectively vanishes when bat-
tery starts far away from it. In particular, if the battery
operates sufficiently far from the threshold energy, that is∑
k<k∗ pW (k) ≈ 0 for some k∗  kmin, then both correc-
tion terms vanish and (9) reduces to the ordinary form
of the second law.
To illustrate it more clearly, let us consider an infinite-
dimensional battery, N → ∞, with initial population
p( < ∗) below some energetic cut-off ∗ above the vac-
uum regime: ∗ > min. Then, the following holds:
Corollary 1. For any thermal process acting on arbi-
trary system S and infinitely big battery with threshold
energy min we have:
〈w〉 ≤ −∆FS + 1
β
C(∗, ρW ), (10)
with
C(∗, ρW ) = p( < ∗)
[
cSe
−β∆
(
1+
β∆eβmin
(1− e−β∆)2
)
+log cS
]
+ cSe
−β(∗−min), (11)
and constant cS := dSeβE
max
S depends only on system S.
For initial probability distribution on the battery con-
centrated far away from the vacuum, the term C(∗, ρW )
vanishes exponentially in the low energy regime (see Fig.
2).
We present the proof of the corollary in Appendix. Let
us stress here that the possible violation of the second law
inequality, which can occur when the battery is initialized
in the proximity of the vacuum regime, is an indication
that in such case the average change of the energy of the
battery can no longer be considered as a valid physical
quantity describing work.
Sketch of proof of Theorem 1. The standard approach to
deriving second law in stochastic thermodynamics is to
start with the fluctuation theorem (2) (valid for transla-
tion invariant model of work) and use convexity of expo-
nential function to upper bound average work 〈w〉. How-
ever, as we will soon see, if the battery has a regime of
energies for which the map is not translationally invari-
ant, the RHS of (2) can be made arbitrarily big. We thus
need a different approach to obtain useful bounds. We
start by decomposing average work 〈w〉 into two terms,
each related to a different regime of the initial state of
the battery. Note that using (8) we can always write
average work as a sum of two terms conditioned on the
initial state of the battery, that is:
〈w〉 =
∑
w
p(w) · w = 〈w〉vac + 〈w〉inv, (12)
where we labelled:
〈w〉vac :=
∑
w
∑
k<kmin
pW (k) p(w|k) · w (13)
〈w〉inv :=
∑
w
∑
k≥kmin
pW (k) p(w|k) · w. (14)
Our strategy is to bound the terms appearing in (12)
using two different techniques. Rewriting the first term
5FIG. 2. (a) Correction C(∗, ρW ) for the bound on average
work from Corollary 1. Initial state of the battery around
the average energy β¯ = 50 has a Gaussian profile pW () ∝
eβ
2(−¯)2/2. Energy spacing was set to β∆ = 0.1 and vacuum
regime to βmin = 5. System S was chosen to be a qubit with
Hamiltonian HS = 0. (b) Correction C(∗, ρW ) for the same
setting but with a fixed ∗ = 10 min plotted as a function of
the average energy β¯ of the Gaussian profile.
and using (8) we get:
〈w〉vac =
∑
s,s′,k′,
k<kmin
pW (k) pS(s) r(s
′k′|sk) (k′ − k). (15)
Notice now that channel probabilities r(s′k′|sk) sat-
isfy Gibbs-preserving conditions (6). In particular,
this means that all probabilities of transitions are up-
per bounded by associated Gibbs factors. More for-
mally, for all s, s′ and k, k′ we must have r(s′k′|sk) ≤
e−β(Es′−Es+k′−k). This implies the following simple
bound:
∑
s,s′
pS(s) r(s
′k′|sk) ≤ ηS · e−β(k′−k),
where ηS was defined below (9). If we now plug this into
our expression for 〈wvac〉 we get:
〈w〉vac ≤ ηS
∑
k<kmin
∑
k′
pW (k) e
−β(k′−k) · (k′ − k)
= −ηS ·
∑
k<kmin
pW (k) · ∂ηk
∂β
where we labelled ηk := ZW · eβk . Let us now move on
to the second term from (12). But instead of evaluating
it explicitly, consider the following quantity:
〈eβ(fs′−fs+w)〉 =
∑
s,s′,w
p(s, s′, w) eβ(fs′−fs+w)
=
∑
k
∑
s,s′,w
pW (k)p(s, s
′, w|k)eβ(fs′−fs+w)
=
∑
k
pW (k) 〈eβ(fs′−fs+w)〉k (16)
where we used (8) and defined:
〈eβ(fs′−fs+w)〉k :=
∑
s,s′,w
p(s, s′, w|k) eβ(fs′−fs+w)
=
∑
s,s′
∑
k′:(k′−k)∆=w
pS(s
′) r(s′k′|sk)×
eβ(Es′−Es+k′−k). (17)
Notice now that if the map ΓSW is just Gibbs-preserving
and stochastic, then the best we can assure is that each
r(s′k′|sk) ≤ e−β(Es′−Es+k′−k). This implies that the
RHS of (16) can grow indefinitely when the size of the
battery N goes to infinity. However, for energies above
min transformation ΓSW is also translationally invariant
due to (7). This additional assumption combined with
the Gibbs-preserving property allows to obtain a much
stronger bound on (17), that is:
∀k ≥ min 〈eβ(fs′−fs+w)〉k ≤ 1 + ηS · e−βδk . (18)
Notice that due to (2), for an unbounded battery LHS of
the above equals to 1 for an arbitrary k.
If we now write the sum from (16) for a subset of k
such that k ≥ min (denoted by subscript ’inv’), we will
get:
〈eβ(fs′−fs+w)〉inv :=
∑
k≥kmin
pW (k)〈eβ(fs′−fs+w)〉k
≤
∑
k≥kmin
pW (k)
(
1 + ηS · e−βδk
)
. (19)
Taking the logarithm of both sides and using convexity
of the exponential function yields the following bound:
〈w〉inv ≤ 〈fs − fs′〉inv +Bβ(ρW ). (20)
Notice now that the quantity 〈fs−fs′〉inv is related to the
free energy difference as ∆FS = 〈fs′−fs〉vac+〈fs′−fs〉inv.
6Using this and some algebra allows us to write:
〈fs′ − fs〉vac ≤
(
kmin∑
k=0
pW (k)
)
· (EmaxS − FS) (21)
Combining upper bounds for 〈w〉vac and 〈w〉inv yields (9).
The proof of Theorem 1 highlights several interesting
properties of thermodynamic processes operating close
to the vacuum state of the battery. First, notice that
the fluctuation theorem (2) or its unpacked version for
a harmonic oscillator battery (17) make only sense in
the regime where battery is translationally invariant. If
translational invariance of the form (7) is violated for a
subset of levels and the battery starts in this regime, then
the number on the RHS of (17) can be made arbitrarily
large. This phenomenon did not occur for a doubly-
infinite battery because in that case global translational
invariance implied that (7) was true for all energy levels
of the battery (meaning that the battery had effectively
no vacuum regime).
B. Extending thermal operations
Let us now address the second problem posed in the In-
troduction, that is, how to relate the results obtained us-
ing a qubit battery (wit) to those derived using a doubly-
infinite weight. To do so we present a method of con-
structing thermal operations which cannot be realized
using a doubly-infinite weight, but which can be imple-
mented using a harmonic oscillator with the ground state.
The following construction provides a method of extend-
ing arbitrary thermal operations defined on a wit to a
harmonic oscillator battery. In the Appendix we show
that any operation arising from this construction is a
thermal operation and in the limit N →∞ (infinitely big
battery) satisfies translational invariance of the form (7).
Finally, we apply this construction to a map which takes
the wit deterministically from the excited to the ground
state. The work associated with this extended transfor-
mation coincides with deterministic work obtained using
wit. This is the idea behind Theorem 2. In the Appendix
we formally prove this, as well as present an analogous
construction which distills work from the state ρS . Fi-
nally, in the example in the last section we will see that
thermal operations obtained using this construction allow
to perform deterministic transformations on the system
which are free from unbounded fluctuations when battery
starts above its ground state.
Construction. Let Γwit be a thermal operation acting
on an arbitrary system S and a two-level battery Wwit
with Hamiltonian HW = ∆ · |1〉〈1|W such that:
Γwit [ρS ⊗ ρW ] = σSW , (22)
where ρW is an arbitrary state of the wit and the output
state σSW in full generality can be correlated. We con-
struct thermal operation Γosc acting on S and a battery
Wosc with Hamiltonian HW =
∑∞
k=0 k |k〉〈k|W , where
k = k ·∆, by applying map Γwit successively in the fol-
lowing way:
1. Apply Γwit to the two lowest battery levels,
2. Apply Γwit to the next two battery levels (k, k+ 1)
for k ≥ 1. In this way a part of the output from
previous step is processed again.
3. Repeat last step until the map is defined on the
whole battery.
The resulting transformation Γosc does not depend on the
initial state of the battery for all battery states above the
ground state. In other words, for all states ρS and all
ρW such that 〈0| ρW |0〉 = 0, the map is translationally
invariant in the sense of (7).
This construction assures that in general it is possible
to extend thermal operations defined on wit to infinite
(but bounded from below) quasi-continous batteries in
such a way that the result of the joint transformation
does not depend on the initial state of the weight. As a
consequence the reduced state σ′S := trW Γosc[ρS ⊗ ρW ]
and the average work 〈w〉 = tr[HW (σ′W − ρW )] are ex-
actly the same for any initial state of the battery satisfy-
ing 〈0|ρW |0〉 = 0. What is more, the channel Γosc is fully
determined by transition probabilities of its parent map
Γwit. We postpone the formal method of constructing
map Γosc from Γwit to the Appendix and here we show
instead that its construction has a simple graphical inter-
pretation in terms of battery subchannels {Rkk′}. These
are maps which decompose the full trace-preserving chan-
nel Γosc into a family of completely positive trace non-
increasing (CPTNI) channels acting on S and condi-
tioned on the battery W . Denoting initial state of the
battery by ρW =
∑∞
k=0 pW (k) |k〉〈k| one can always
write Γosc in terms of these subchannels as:
ΓN [ρS ⊗ ρW ] =
∑
k,k′
pW (k)Rkk′ [ρS ]⊗ |k′〉〈k′ |W (23)
In Fig. 3 we describe how to extend the transformation
defined on a wit Γwit to a corresponding map on a har-
monic oscillator Γosc using this decomposition.
In order to find a useful application of the presented
construction let us see what happens when we demand
that our battery starts and ends up in a well-defined en-
ergy eigenstate. The resulting shift on the battery pre-
cisely corresponds to the amount of deterministic work
required or distilled by the protocol, possibly with some
error rate ε. We have the following:
Theorem 2. Let Γwit be a thermal operation acting on
an arbitrary system S and a two-level battery Wwit with
Hamiltonian HW = ∆ · |1〉〈1|W and ∆ > 0 such that:
Γwit [ρS ⊗ |1〉〈1|W ] = σS ⊗ |0〉〈0|W , (24)
7Then there exists a thermal operation Γosc which acts
on S and battery Wosc such that Γosc realizes (24) on
S exactly and independently from the initial state of the
battery for all battery states above the ground state:
Γosc [ρS ⊗ |k〉〈k|W ] = σS ⊗ |k −∆〉〈k −∆|W , (25)
for all k ≥ ∆.
This theorem has several interesting consequences.
First, the existence of map Γosc means that it is pos-
sible to have fluctuation-free deterministic work using a
battery which behaves like a weight. What is even more
interesting, since the battery is translationally invariant,
it satisfies the second law of the form (9). In particular, if
we start with a battery state that is sufficiently far from
the bottom of the spectrum, then the ordinary form of
the second law (1) holds. This means that the battery
cannot be used to extract work from a single heat bath
(which clearly could be done with wit as we show in the
Appendix). In this way we obtain work which is free
from unbounded fluctuations in deterministic processes
and does not violate the second law of thermodynamics.
IV. EXAMPLE
Let us illustrate our main claim by studying a paradig-
matic process of Landauer erasure. Suppose we are given
a qubit S with Hamiltonian HS = 0 in a maximally
mixed state 12 IS . Imagine that we also have an imperfect
machine which is able to erase qubits with some small
failure probability ε. Ideally we would like to take the
system back to its ground state |0〉〈0|S , but the best that
our machine can do is to map the qubit with probabil-
ity 1 − ε to state |0〉S and with probability ε fail and
output an orthogonal state |1〉S . Effectively our machine
performs the following operation:
ΓS
[
1
2
· IS
]
= ρS(ε), (26)
where ρS(ε) = (1−ε) |0〉〈0|S+ε |1〉〈1|S and ΓS is a thermal
operation reduced to system S, that is ΓS = trW ΓSW .
We call such process -deterministic because it outputs a
well-defined state, up to a small error ε. We will imple-
ment this effective transformation using three different
battery models and compare any arising differences. To
make our comparison rigorous let us introduce a concept
of conditional work, denoted by wi and defined as the
work performed by the system when a particular output
state ρiS is produced. Consider a transformation which
takes ρS to a mixture of different states ρiS , each with
probability p(i) so that running the protocol many times
yields on average ρ′S =
∑
i p(i)ρ
i
S . Then, the conditional
work wi quantifies the shift of the battery W which hap-
pens when a particular state ρiS is produced. It follows
from linearity that to each possible output state ρiS we
FIG. 3. Graphical explanation of the construction extending
thermal operation Γwit defined on a qubit battery Wwit into
a map ΓN acting on an (N + 1)-level harmonic oscillator.
When battery has infinite spectrum the construction yields a
map Γosc[·] := limN→∞ ΓN [·]. In the Appendix we show that
for every N ∈ N channel ΓN is a thermal operation and in
the limit N →∞ becomes translationally invariant, provided
that the battery starts above the ground state |0〉. Blue
color corresponds to an exemplary battery subchannel for a
3−level battery, that is R(2)01 [·] = R00 ◦R01 [·]. Other battery
sub-channels can be found in an analogous way.
can associate a subchannel Λi such that Λi [ρSW ] = ρiSW
and ΓSW [·] =
∑
i p(i)Λi [·]. Writing this formally we
have:
wi = tr [HW (Λi [ρSW ]− ρSW )]
= tr
[
HW
(
ρiW − ρW
)]
, (27)
where we denoted possible battery output states with
ρiW = trS Λi [ρSW ]. It can be easily verified that the
average of wi is just the ordinary average work 〈w〉, that
is:
〈w〉 =
∑
i
p(i)wi. (28)
We are now ready to analyze the three battery models.
8A. Wit
Let ΓSW = Γwit be a thermal operation that performs
the erasure process from (26) using witWwit with Hamil-
tonian HW = ∆ · |1〉〈1|W as the battery system. We are
thus looking for the following transformation:
Γwit
[
1
2
IS ⊗ |1〉〈1|W
]
= ρS(ε)⊗ |0〉〈0|W . (29)
In order to perform this transformation the value of
w must be chosen such that the input state thermo-
majorizes the output. According to [19] (see also the
Appendix) for ε < 1/2 it is enough to choose ∆ =
kT log 2 + kT log(1− ε). Our map Γwit can output two
different states on S, ρ0S = |0〉〈0|S and ρ1S = |1〉〈1|S with
respective probabilities p(0) = 1 − ε and p(1) = ε. Re-
gardless of the result on S, the wit always ends up in its
ground state. This means that the conditional work is
always the same and given by:
w0 = w1 = −kT log 2− kT log(1− ε). (30)
In this sense deterministic work for wit is fixed, regardless
of whether the error occurred or not during the transfor-
mation.
B. Weight
Consider now an analogous erasure process, but now
taking the battery to be a doubly-infinite weight. In par-
ticular, let ΓSW = Γweight be a thermal operation that
performs (26) using a battery Wweight with Hamiltonian
HW =
∫∞
−∞ dx |x〉〈x|W . It was shown in [9] that a nec-
essary and sufficient condition for the existence of ther-
mal operation realizing process (26) on a doubly-infinite
weight is that for each energy level s′ of the output state
ρ′S we must have:∑
s,w
·p(s′, w|s)eβ(Es′−Es+wss′ ) = 1, (31)
where Ei denotes the energy of i-th eigenstate of S. No-
tice that this is a stronger constraint than (2). In par-
ticular, when summed over an output probability distri-
bution p′S(s
′) it directly implies (2). We would like to
perform an analogous transformation as in the case of
wit. However, as we show below, since (31) must hold
for all s′, we cannot enforce the same work cost when
system ends in state |0〉 and |1〉 as we did somewhat for
free when we used wit as the battery. If we could, then
Γweight would either violate translational invariance or
would not be a thermal operation, the assumptions that
led to (31). Let us thus assume that there is exactly one
amount of work w0 when we erase the state and w1 when
we fail and output an orthogonal state. Applying trans-
formation Γweight leads to the following output state of
the system and the battery:
Γweight
[
1
2
IS ⊗ |0〉〈0|W
]
=∑
s,s′
p(s′|s) |s′〉〈s′|S ⊗ |ws′〉〈ws′ |W , (32)
where probabilities p(s′|s) are chosen such that the trans-
formation reduced to S correctly reproduces (26). The
action of Γweight is summarized in Tab. I. Notice that
|s〉 → |s′〉 p(s′|s) work
|0〉 → |0〉 1− ε w0
|1〉 → |0〉 1− ε w0
|0〉 → |1〉 ε w1
|1〉 → |1〉 ε w1
TABLE I. The action of map Γweight on system S with asso-
ciated work costs.
(31) implies that shifts ws′ on the weight must necessarily
satisfy:
(s′ = 0) eβw0 =
1
2(1− ε) , (33)
(s′ = 1) eβw1 =
1
2ε
. (34)
Using (33) and (34) we can estimate the conditional work
(see the Appendix for details) as:
wi =

−kT log 2− kT log(1− ε) i = 0,
−kT log 2− kT log ε i = 1.
(35)
Suppose now that we want to make the transformation
error ε as small as possible. By taking the limit ε→ 0 we
can see that the conditional work w0 which corresponds
to a successful erasure is finite and approaches the aver-
age 〈w〉 = −kT log 2. However, when the protocol fails
and system S finishes in state |1〉, the conditional work
w1 grows indefinitely. This work gain happens rarely, but
prevents perfect erasure [9]. What is more, the fluctua-
tions of work around the average increase exponentially
as the probability of failure ε decreases. This indicates
that there is a qualitative difference when erasing S us-
ing a doubly-infinite weight and a wit. It is worth noting
that this is also true for probabilistic processes, that is
those for which work is distributed according to some
p(w|s, s′) for a given transition on the system. In this
case both RHS’s of (33) and (34) turn into a probabilis-
tic mixture of exponents which still has to blow-up in the
limit ε→ 0.
C. Harmonic oscillator
Let us consider again the process from (26) but now
implemented using a harmonic oscillator battery with
9FIG. 4. Conditional work w1 corresponding to the case when
state ρ1S = |1〉〈1| is produced (erasure fails). Red curve corre-
sponds to a doubly-infinite weight (see (35)), and black curve
to a harmonic oscillator battery. Note that when accuracy of
the erasure process increases (ε→ 0), the weight predicts that
the associated work of failure diverges to +∞. In the same
time, harmonic oscillator battery predicts that this work ap-
proaches the usual Landauer bound −kT log 2.
Hamiltonian HW =
∑∞
k=0 k |k〉〈k|W , where k = ∆ · k
and energy separation ∆ is chosen similarly as in the first
example, ∆ = kT log 2 + kT log(1− ε). Theorem 2 tells
us that to each thermal operation of the form (29) cor-
responds a thermal operation which acts on a harmonic
oscillator battery and performs exactly the same effec-
tive transformation. This means that there exists a map
Γosc which is easily determined from the map defined on
a wit (29) using the construction we described in III B.
The arising map Γosc has the following property:
Γosc
[
1
2
IS ⊗ |k〉〈k|W
]
=ρS(ε)⊗ |k−∆〉〈k−∆|W . (36)
This holds for every initial state of the battery, provided
that it starts above the ground state, that is k > min =
0. The conditional work can be found in a similar way as
it was done for wit: after transformation we always find
the battery in a lower state |k −∆〉, thus ρ0W = ρ1W .
This implies:
w0 = w1 = kT log 2 + kT log(1− ε), (37)
which coincides with the value we found when performing
(26) using wit. In this way harmonic oscillator battery
faithfully reproduces the amount of deterministic work
needed to perform erasure for arbitrary low error rate ε.
In Fig. 4 we plotted conditional work corresponding to
the case when erasure fails, w1, as a function of the accu-
racy parameter ε for both the weight and harmonic os-
cillator battery. Notice that when ε→ 0, the conditional
work w1 diverges, whereas for oscillator it approaches the
standard value of kT log 2.
V. CONCLUSIONS
We have shown that when the ground state of a work-
storage device is explicitly included, the inequality formu-
lation of the second law of thermodynamics achieves cor-
rection terms which vanish as the distance to the ground
state increases.
This, however, does not imply that ideal weight can
simulate real batteries when they operate far from their
ground states. To show this we have studied the pro-
cess of approximate Landauer erasure and shown that
there is a qualitative difference in possible work distri-
butions between batteries which posses a vacuum state
and those which do not. This effect does not depend on
the distance to the ground state and indicates that work
fluctuations in deterministic processes reported in [9] are
the results of unphysical model of a battery rather than
real thermodynamic effect.
It should be emphasized that this does not mean that
fluctuations of work do not appear when one introduces
a ground state. Rather one should think of them as ef-
fectively hidden in the vacuum state of the battery. This
means that physical batteries might not operate properly
when they are in their ground states.
Finally, our results imply that introducing ground
state of the battery allows to recover previous results (de-
terministic work) which were obtained using a wit bat-
tery. We have shown that thermal operations defined
on a qubit battery can be easily extended to operations
which use a harmonic oscillator instead. The extended
maps act independently of the initial state of the battery
and, when operating far from the vacuum, they obey the
second law of thermodynamics in the standard form. We
believe that this result emphasises the crucial role of the
vacuum state not only in thermodynamic protocols, but
also in other majorization-based resource theories when
resource registers are explicitly modelled [48–53].
To summarize, ground state is a vital notion in nearly
all branches of quantum physics. Our results indicate
that the framework of thermal operations should be mod-
ified to account for effects associated with it. We expect
that this may influence some of the results already ob-
tained in the framework, especially fluctuation theorems
for situations when batteries operate close to their ground
states. On the other hand, translational invariance is a
crucial concept in thermodynamics because it prevents
from drawing work at the cost of battery’s entropy. Even
though it is impossible to introduce the ground state
and in the same time keep translational invariance on
the whole battery subspace, by just requiring that the
battery operates in a translationally invariant way far
from some threshold energy recovers desired properties
of a reasonable battery model. Thus, we propose to in-
troduce the ground state of the battery while demanding
translational invariance wherever it is possible due to the
existence of the ground state.
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APPENDIX
In this Appendix we include details on thermodynamic
formalism used in the main text (Appendix A) and de-
scribe three different battery models used in literature
to define work in the quantum regime (Appendix B). In
Appendix C we prove the general form of the second law
of thermodynamics for batteries with bounded spectrum.
In Appendix D we formally prove properties of the fam-
ily of maps Γosc obtained using the construction from the
main text, as well as an analogous construction valid for
the case when work is extracted from a quantum system.
Finally, in Appendix E we study an exemplary protocol
realizing approximate Landauer erasure.
Appendix A: Thermodynamic framework
1. Thermal operations
The setting of thermal operations consists of a system
S with HamiltonianHS that we would like to apply trans-
formations on, an infinite heat bath B with Hamiltonian
HB , initially in a Gibbs state τB = 1ZB e
−βHB where ZB is
the partition function ZB = tr e−βHB , and a battery sys-
temW with HamiltonianHW which we do not define yet.
Any joint transformation of the system S, bath B and
weightW in this framework can be represented by a com-
pletely positive trace-preserving (CPTP) channel ΓSBW
satisfying the following conditions (see [9, 10, 14, 25] for
a more detailed discussion):
(A) Postulate I: (strict energy conservation)
[U,HS +HB +HW ] = 0. (A1)
This implies that the energy of the joint system
SBW is conserved at each time of the action of
ΓSBW .
(B) Postulate II: (microscopic reversibility)
The joint transformation of the system, bath
and battery is unitary. Thus, there exists a unitary
operator
U : HS ⊗HB ⊗HW → HS ⊗HB ⊗HW ,
such that:
ΓSBW [ρSBW ] = UρSBWU
†, (A2)
where UU† = ISBW and HA denotes the Hilbert
space associated with system A. In other words,
ΓSBW has control over all microscopic degrees of
freedom of the joint system SBW and no informa-
tion is dumped into the environment.
(C) Postulate III: (definition of work)
Before and after applying the global map ΓSBW
the energy of the battery is measured obtaining
outcomes |k〉W and |k + w〉W respectively. The
thermodynamic work w is a random variable with
probability distribution given by:
p(w) =
∑
k
tr [Qk+wΓSWB [QkρSWQk ⊗ τB ]] , (A3)
where Qk = IS ⊗ |k〉〈k|W is a projector on the
energy eigenspace of the battery W .
In what follows we will be interested in the joint dynamics
of the system and the battery and thus the transforma-
tions we consider here are CPTP channels of the form:
ΓSW [ρSW ] = trB ΓSWB [ρSW ⊗ τB ] . (A4)
We will refer to any ΓSW of the above form as a thermal
operation. It is important to note that channel ΓSW pro-
vides only partial information about the action of ΓSWB ,
but for our purposes this is enough since we are inter-
ested in the work distribution p(w). In this paper we
consider processes where the input and output states of
SW are both diagonal in the energy eigenbasis of the
joint Hamiltonian HSBW . For such states the action of
ΓSW can be fully encoded in a stochastic matrix R with
elements 0 ≤ r(s′k′|sk) ≤ 1 defined via:
ΓSW
[
|s〉〈s|S ⊗ |k〉〈k|W
]
=∑
s′,k′
r(s′k′|sk) |s′〉〈s′|S ⊗ |k′〉〈k′|W . (A5)
Due to postulates (I-III) matrix elements r(s′k′|sk)
must satisfy certain conditions in order to describe a
valid thermal operation which takes a diagonal state
ρSW =
∑
s,k pSW (s, k) |s〉〈s|S |k〉〈k|W to some other
diagonal state σSW =
∑
s,k qSW (s, k) |s〉〈s|S ⊗ |k〉〈k|W .
These constraints are:
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∀s′,k′
∑
s,k
pSW (s, k) r(s
′k′|sk) = qSW (s′, k′), (A6)
∀s′,k′
∑
s,k
r(s′k′|sk)e−β(k−k′+Es−Es′ ) = 1 (A7)
∀s,k
∑
s′,k′
r(s′k′|sk) = 1, (A8)
∀s′,k′,s,k r(s′k′|sk) ≥ 0, (A9)
where i and Ej are eigenenergies of battery W and sys-
tem S associated with states |i〉〈i|W and |j〉〈j|S respec-
tively. Condition (A6) implies that the stochastic map
ΓSW is able to create state σS from ρS and condition
(A7) ensures that the fixed point of the map is the joint
Gibbs state τS⊗τW = (ZSZW )−1 ·
∑
s,k e
−β(k+Es). Con-
ditions (A8) and (A9) ensure that R is a stochastic ma-
trix and thus ΓSW is a CPTP channel. It turns out
(see [54]) that the constraints from (A6−A9) can be sat-
isfied by a suitably chosen stochastic matrix R if and
only if the state ρSW thermomajorizes σSW , denoted by
ρSW T σSW . Thermomajorization allows to determine
which state transformations are possible in terms of ther-
mal operations. The following definition was originally
introduced in [22] and presented as thermomajorization
in [19]:
Definition 1 (thermomajorization). Let ρ and σ be two
quantum states block-diagonal in the energy eigenbasis
and let dim ρ = dimσ = d. The order relation of ther-
momajorization, denoted by T , is defined as:
ρ T σ ⇐⇒ ∀k∈N
k∑
i=0
p(i)
e−βi
≥
k∑
i=0
q(i)
e−βi
, (A10)
where p(i) and q(i) are eigenvalues of ρ and σ, respec-
tively, reordered such that p(1)
e−βE1 ≥
p(2)
e−βE2 . . .
p(d)
e−βEd and
q(1)
e−βE1 ≥
q(2)
e−βE2 . . .
q(d)
e−βEd , and i denotes the i-th energy
eigenvalue.
Thus, if state σSW is thermomajorized by another state
ρSW then there always exists a stochastic matrix R with
elements r(s′k′|sk) that satisfy (A6−A9) and it follows,
due to [19], that for diagonal states there always exists
a thermal operation with work ΓSW that performs this
transformation.
2. The average and the conditional work
Let us now study work required to perform a given
process ΓSW , transforming state ρSW into another state
σSW . Consider the input state of the system and battery
to be ρSW =
∑
s,k pSW (s, k) |s〉〈s|S ⊗ |k〉〈k|SW . The
average work 〈w〉 associated with process ΓSW is given
by:
〈w〉 = tr [HW (ΓSW [ρSW ]− ρSW )] (A11)
=
∑
s,k
pSW (s, k) tr
[
HW
(
ΓSW
[ |s〉〈s|S ⊗ |k〉〈k|W ]
− |s〉〈s|S ⊗ |k〉〈k|W
)]
(A12)
(∗)
=
∑
s,k
pSW (s, k)
[∑
s′,k′
r(s′k′|sk)k′ − k
]
(A13)
(∗∗)
=
∑
s′,k′
∑
s,k
pSW (s, k) r(s
′k′|sk)wkk′ . (A14)
where in line (∗) we used HW |k〉W = k |k〉W and in
line (∗∗) we labeled the energy difference associated with
battery states |k〉 and |k′〉 by wkk′ = k′ − k. A neg-
ative value of this quantity corresponds to a work cost
(energy of battery decreases), while positive to a work
gain (energy of battery increases).
One can define another useful work-related quantity
which we denote conditional work wi . When a transfor-
mation takes ρ to a mixture of different states σi, each
with probability p(i) so that averaging over all possible
outcomes gives σ =
∑
i p(i)σ
i, conditional work quanti-
fies the work expenditure (or gain) associated with trans-
forming into one of the states σi. One can think about the
conditional work wi as a shift on battery that happens
when a particular transition takes place. From linearity it
follows that for each output state there is a subchannel Λi
(not neccesarily trace-preserving) such that Λi(ρSW ) =
ρiSW and the full channel is a convex combination of these
subchannels, that is ΓSW [·] =
∑
i p(i)Λi[·]. More for-
mally we have:
〈w〉 = tr [HW (ΓSW [ρSW ]− ρSW )] (A15)
=
∑
i
p(i) tr [HW (Λi [ρSW ]− ρSW )] (A16)
=
∑
i
p(i)wi, (A17)
where the conditional work for outcome ρiS is defined as:
wi : = tr [HW (Λi [ρSW ]− ρSW )] (A18)
= tr
[
HW
(
ρiW − ρW
)]
, (A19)
where ρW = trS ρSW and ρiW = trS Λi [ρSW ].
Appendix B: Thermodynamic batteries
1. Wit as the battery system
Originally the first model of battery in the framework of
thermal operations was introduced by Horodecki and Op-
penheim in [19] who considered the battery W = Wwit
to be a two-level system (called wit) with Hamiltonian
HW = ∆ · |1〉〈1|. This allowed to define a notion of deter-
ministic work (see also [55]) as the difference in energy
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between the ground state and the excited state of the wit.
Thermal operations Γwit take then the following form:
Γwit [ρS ⊗ |i〉〈i|W ] = σS ⊗ |j〉〈j|W , (B1)
where (i, j) = (0, 1) when transformation stores work in
the battery (distillation) or (i, j) = (1, 0) when transfor-
mation Γwit consumes work (formation). Deterministic
work of transition, which we denote here by wdet, is de-
fined to be the maximal (distillation) or minimal (forma-
tion) value of energy separation ∆ for which the input
state thermomajorizes the output state, that is:
ρS ⊗ |i〉〈i|W T σS ⊗ |j〉〈j|W (B2)
For distillation wdet yields the maximal amount of
work that we are guaranteed to extract from state ρ by
converting it into σ. For formation wdet gives the least
amount of work that has to be supplied to guarantee the
transition from ρ to σ. This can be further generalized
to cases where one allows the transformation to fail with
some small probability ε  1. This is equivalent to fin-
ishing in some other state σε being ε-close to the desired
output state σ according to the trace distance metric.
An important result of [19] is that the absolute value of
wεdet(ρ → σ) is different when transformation consumes
(formation) or yields work (distillation), an embodiment
of thermodynamic irreversibility on a microscopic scale.
Let us denote Bε(ρ) = {ρ′ : 12‖ρ′ − ρ‖1 ≤ ε}. When
we demand that the input state for transformation is a
thermal state τ then the associated deterministic work is
called work of formation, and according to [19] is equal
to:
wεF (ρ) = min
ρ′∈Bε(ρ)
[F εmax(ρ
′)− F (τ)] , (B3)
where Fmax(ρ) = kT log min {λ : ρ ≤ λτ} and the mini-
mum is taken over all states ρ′ that are ε-close to ρ. For
the case when output state is a thermal state one defines
work of distillation as:
wεD(ρ) = max
ρ′∈Bε(ρ)
[F (τ)− Fmin(ρ′)] (B4)
where Fmin(ρ) = −kT log
∑
i,g h(ε, g, Ei) e
−βEi , Ei is the
system’s energy, g iterates over degenerate energy levels
in the bath and h(ε, g, Ei) ∈ {0, 1} is a binary indicator
function, see [19] for details. In the classical limit (i.e.
many identical copies and ε going to zero) both wεF and
wεD converge to the difference in standard free energies
F (ρ) = tr(Hρ) − TS(ρ), where S is the ordinary von
Neuman entropy.
The wit allows to define a reasonable notion of work in
single-shot quantum thermodynamics. Since the battery
is in a well-defined state both at the beginning and at
the end of the process, no entropy flows to the battery
and so the energy change may be associated solely to the
work exerted (or extracted) by the system. However, due
to its simplicity, wit has several drawbacks. First, it does
not allow to study transformations associated with a dif-
ferent amount of work at the same time (since the energy
spacing must be tuned each time we perform a different
transformation). Second, the transformation can be per-
formed only when wit is in a specific initial state. Last,
for wit only deterministic work is a legitimate thermody-
namic work. The average work can easily violate second
law of thermodynamics. To see this, consider a thermal
operation that thermalizes the wit by performing trans-
formation: τS ⊗ |0〉〈0|W → τS ⊗ τW . Consider 〈w〉 as
defined in (A11) and initial state ρSW = τS ⊗ |0〉〈0|W .
We have:
〈w〉 = tr [HW (Γwit [ρSW ]− ρSW )] (B5)
= ∆ · tr [|1〉〈1|W (τW − |0〉〈0|W )] (B6)
=
∆
1 + e−β∆
. (B7)
Thus, thermalization of wit yields a positive amount of
work on average, in contradiction to the second law of
thermodynamics.
2. Weight as the battery system
Recent works [9, 10, 17] proposed a different model of
thermodynamic battery based on an ideal weightWweight
with unbounded HamiltonianHW =
∫
R dxx |x〉〈x|, where
the basis is formed from orthonormal states {|x〉 , x ∈ R}
representing position on the weight. Thermal operations
acting on system S and doubly-infinite weight Wweight
are given by a CPTP map denoted by ΓSW = Γweight
and defined as in (A2) but with an additional assumption
that the global unitary U commutes with translations on
the weight:
∀x∈R [U,∆x] = 0, (B8)
where ∆x is a generator of translations defined via the
canonical conjugation relation [HW ,∆x] = i. It is a Her-
mitian operator and acts on the battery states similarly
to the momentum operator: ei·∆x |a〉W = |a+ x〉W for
all x, a ∈ R. In other words, thermal operation Γweight
is translationally invariant and independent of the initial
state of the weight. We can write any thermal opera-
tion acting on a doubly-infinite weight and initial state
ρS =
∑
s pS(s) |s〉〈s|S as:
Γweight
[
ρS ⊗ |0〉〈0|W
]
= (B9)∫ ∞
−∞
∑
s,s′
pS(s) r(s
′x′|s) ∣∣s′〉〈s′∣∣
S
⊗ ∣∣x′〉〈x′∣∣
W
dx′,
where r(s′x′|s) = ∫∞−∞ δ(0)r(s′x′|sx)dx = r(s′x′|s 0)
are transition probabilities satisfying conditions (A6-
A9). The assumption of translational invariance en-
sures that the weight cannot be used as an entropy
dump [14], meaning that the entropy of system S and
heat bath B can never decrease by applying this op-
eration. Formally, translational invariance implies that
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any map ΓSBW reduced to system and bath ΓSB [·] =
trW ΓSBW [(·)⊗ ρW ] for any initial state of the weight
ρW =
∫∞
−∞ pW (x) |x〉〈x|W dx, can be written as a mix-
ture of unitaries [14]:
ΓSB [·] =
∑
x
pW (x)ux(·)u†x, (B10)
where unitaries ux depend only on the global unitary U
and not on the state ρW . Such a mixture cannot decrease
entropy of the system and the bath (but can increase).
In this way energy difference of the battery may be as-
sociated solely with work exerted by (or extracted from)
system S.
3. Harmonic oscillator as the battery system
Here we describe a battery model which will be stud-
ied further in the next sections. The model consists
of a harmonic oscillator Wosc with a fixed energy gap
∆ and Hamiltonian HW =
∑N
k=0 k |k〉〈k|W , where
k = k · ∆ and its size N ∈ N ∪ {∞} can be also
infinite. The basis is formed from orthonormal states
{|k〉W | 0 ≤ k ≤ N, k = k ·∆} representing the number
of fundamental quanta ∆ of charge stored in the battery.
Thermal operations acting on this battery again have the
form from (A2), however with an additional assumption
that the unitary U almost commutes with translations
on the battery. By almost we mean that the reduced
transformation on SW effectively commutes with shifts
on the battery for all states of the battery above a cer-
tain threshold energy min, provided that these shifts are
not too big. Formally this means that for all s, s′, k′ and
all k such that kmin ≤ k ≤ N the channel probabilities
{r(s′k′|sk)} must satisfy:
r(s′k′|sk) = r(s′, n− k|s, n− k′), (B11)
for n ∈ N such that 0 ≤ n−k ≤ N and kmin ≤ n−k′ ≤ N .
This additional assumption means that transitions cor-
responding to the same shift on the battery are all equal.
Notice that here we write this condition in a slightly dif-
ferent form than in the main text (7). That form can be
obtained by changing n→ n− (k + k′).
Appendix C: Second law
In this paragraph we will prove a general form of the
second law of thermodynamics valid for a harmonic os-
cillator batteries. We start by presenting several lemmas
which we will use to prove Theorem 1 from the main text.
Lemma 1 shows that the second law equality (derived for
a weight battery in [9]) holds exactly also for fully trans-
lationally invariant harmonic oscillator batteries. How-
ever, translational invariance on the whole battery sub-
space is a very strong constraint and the only map which
satisfies it is the identity. Because of this in Lemma 2
we demand translational invariance to hold above a cer-
tain threshold energy. Let us now define a random vari-
able fs := Es + kT log pS(s) which occurs with probabil-
ity pS(s) and whose average is the ordinary free energy,
that is 〈fs〉 =
∑
s pS(s) [Es + kT log pS(s)] = F (ρS) for
ρS =
∑
s pS(s) |s〉〈s|. We have the following:
Lemma 1. Let ΓSBW by any thermal operation with
channel probabilities {r(s′k′|sk)} acting on an (N + 1)-
dimensional harmonic oscillator battery W and satisfy-
ing:
∀s,s′,k,k′ r(s′k′|sk) = r(s′, n− k|s, n− k′), (C1)
for n ∈ N such that 0 ≤ n− k ≤ N and 0 ≤ n− k′ ≤ N .
Then the following holds:
〈eβ(fs′−fs+w)〉 = 1. (C2)
Proof. Let us begin by unpacking (C2). The averaging is
over random variables fs, f ′s and w according to a joint
probability distribution p(s, s′, w). We have:
〈eβ(fs′−fs+w)〉 =
∑
s,s′,w
p(s, s′, w) efs′−fs+w (C3)
=
∑
s′
pS(s
′) ·
∑
s,w
p(s′w|s) eβ(Es′−Es+w)
Let us now calculate the probability distribution
{p(s′w|s)} associated with a Gibbs-preserving map ΓSW
(see Postulate III in Appendix 1):
p(s′w|s) =
∑
k,k′
tr
[
(Qk+w ⊗ |s′〉〈s′|)×
ΓSW [|s〉〈s| ⊗QkρWQk]
]
. (C4)
Probability distribution {p(s′w|s)} describes the amount
of work performed by the system while taking it from
|s〉〈s| to |s′〉〈s′| and with battery initially in some state
ρW =
∑
k pW (k) |k〉〈k|W . Using channel probabilities{r(s′k′|sk)} we can rewrite (C4) as:
p(s′w|s) =
∑
k,k′
pW (k) r(s
′k′|sk) δ(k′ , k + w). (C5)
Let us now look at the quantity appearing on the RHS
of (C3):∑
s,w
p(s′w|s)eEs′−Es+w =
∑
s,w
∑
k,k′
r(s′k′|sk) pW (k)×
δ(k′ , k + w)e
β(Es′−Es+w)
=
∑
k
pW (k)h(s
′, k), (C6)
where we defined a shorthand: h(s′, k) :=∑
s,k′ r(s
′k′|sk)eβ(Es′−Es+k′−k). Notice now that
translational invariance (C1) allows us to write:
h(s′, k) =
∑
s
N∑
k′=0
r(s′, N − k|s,N − k′)×
eβ(Es′−Es+k′−k), (C7)
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where we used n = N . Relabelling k → N − l and
changing the summation variable to l′ = N − k′ further
gives:
h(s′, N − l) =
∑
s
l′=0∑
l′=N
r(s′l|sl′)eβ(Es′−Es+N−l′−N−l)
=
∑
s
N∑
l′=0
r(s′l|sl′)eβ(Es′−Es+l−l′ ), (C8)
where in the last line we used the fact that for a harmonic
oscillator N−l′ − N−l = l − l′ and reversed order of
terms appearing in the sum. Notice now that ΓSW is a
Gibbs-preserving map and thus the associated probabil-
ities r(s′l|sl′) satisfy:
∀s′,l
∑
s
N∑
l′=0
r(s′l|sl′)eβ(Es′−Es+l−l′ ) = 1. (C9)
Using this we can conclude that h(s′, N − l) = 1 for each
s′ and l, or equivalently, h(s′, k) = 1 for each s′ and k.
Plugging this into (C6) we obtain:∑
s,w
p(s′w|s)eEs′−Es+w = 1. (C10)
This allows us to write (C3) as:
〈eβ(fs′−fs+w)〉 = 1, (C11)
which proves the lemma.
Let us now see what changes when condition (C1) is sat-
isfied only for levels with big enough energy, that is for
all k such that kmin ≤ k ≤ N and assuming that the
initial state of the battery does not occupy levels below
kmin. This relaxation leads to the following lemma:
Lemma 2. Let ΓSBW be any thermal operation with
channel probabilities {r(s′k′|sk)} acting on a an (N+1)-
dimensional harmonic oscillator battery W and such that
for all s, s′, k′ and k such that kmin ≤ k ≤ N the channel
probabilities satisfy:
r(s′k′|sk) = r(s′, n− k|s, n− k′), (C12)
for n ∈ N such that 0 ≤ n − k ≤ N and kmin ≤
n − k′ ≤ N . Then, for any initial battery state ρW =∑N
k=0 pW (k) |k〉〈k|W such that pW (k) = 0 for k < kmin,
we have:
〈eβ(fs′−fs+w)〉 ≤ 1 + ηS ·
N∑
k=kmin
pW (k) e
−βδk , (C13)
where ηS := ZS · eβEmaxS and EmaxS is the maximal energy
of system S and δk := k − kmin + ∆.
Proof. Recall the following quantity:
〈eβ(fs′−fs+w)〉 =
∑
s,s′,w
p(s, s′, w) eβ(fs′−fs+w)
=
∑
s′,k
pS(s
′) pW (k)h(s′, k), (C14)
where we defined as before: h(s′, k) =∑
s,k′ r(s
′k′|sk)eβ(Es′−Es+k′−k). It turns out that
to prove our claim it will be convenient to work with
channel probabilities rescaled by Gibbs factors, that is:
gs′(k
′|k) :=
∑
s
eβ(Es′−Es) r(s′k′|sk). (C15)
For each k ≥ kmin we can rewrite h(s′, k) as:
h(s′, k) =
N−kmin∑
k′=0
gs′(k
′|k)eβ(k′−k)+ (C16)
N∑
k′=N−kmin+1
gs′(k
′|k)eβ(k′−k)
=
N−kmin∑
k′=0
gs′(k
′|k)eβ(k′−k)+
kmin∑
i=1
gs′(N − k + i|kmin)eβ(N−k+i−min),
where in the last equation we changed the summation
index to i = k′−N+kmin and used the fact that gs′(N−
kmin + i|k) = gs′(N − k + i|kmin) for k ≥ kmin. Using
Gibbs-preserving conditions and translational invariance
property we can rewrite the first sum as:
N−kmin∑
k′=0
gs′(k
′|k)eβ(k′−k) =
=
N−kmin∑
k′=0
gs′(N − k|N − k′)eβ(k′−k)
=
N∑
l′=kmin
gs′(N − k|l′)eβ(N−l′−k)
= 1−
kmin−1∑
l=0
gs′(N − k|l)eβ(N−k−l)
= 1−As′(N − k), (C17)
where we labelled As′(x) :=
∑kmin−1
l=0 gs′(x|l) eβ(x−l).
Notice now that by writing Gibbs-preserving constraint
(A7) for k′ = N − k we obtain the following relation:
As′(N − k) +
N−1∑
l=kmin
gs′(N − k|l)eβ(N−k−l)+ (C18)
gs′(N − k|N)eβ(N−k−N ) = 1.
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On the other hand for k′ = N − k + 1 we have:
As′(N − k + 1) + gs′(N − k + 1|kmin) eβ(N−k+1−min)+
N∑
l=kmin+1
gs′(N − k + 1|l)eβ(N−k+1−l) = 1. (C19)
Notice now that due to translational invariance we have:
N∑
l=kmin+1
gs′(N − k + 1|l)eβ(N−k+1−l) =
N−1∑
l=kmin
gs′(N − k|l)eβ(N−k−l), (C20)
we can combine (C18), (C19) and last equation to obtain:
As′(N − k) =As′(N − k + 1)+
gs′(N − k + 1|kmin)eβ(N−k+1−min)−
gs′(N − k|N)eβ(N−k−N ). (C21)
Let us now repeat this step kmin times to express As′(N−
k) using As′(N − k + kmin). We find:
As′(N − k) =As′(N − k + kmin)+ (C22)
kmin∑
i=1
gs′(N − k + i|kmin)eβ(N−k+i−min)−
kmin−1∑
i=0
gs′(N − k + i|N)eβ(N−k+i−N ).
Let us now go back to our main equality (C16). Notice
that the first sum on the RHS of our previous equation
appears on the RHS of (C16). This allows us to write:
∀k≥kmin h(s′, k) = 1 +
kmin−1∑
i=0
gs′(N − k + i|N)eβ(N−k+i−N ) −As′(N − k + kmin) (C23)
= 1 +
kmin−1∑
i=0
gs′(N − k + i|N)eβ(N−k+i−N ) −
kmin−1∑
i=0
gs′(N − k + kmin|i)eβ(N−k+kmin−i) (C24)
= 1 +
kmin−1∑
i=0
[
gs′(N − k + i|N)eβ(i−k) − gs′(N − k + kmin|i)eβ(N−k+kmin−i)
]
(C25)
≤ 1 + e−βk ·
kmin−1∑
i=0
[
gs′(N − k + i|N)eβi
]
, (C26)
where upper bound follows from the fact that coefficients
gs′(k
′|k) are positive for all k, k′. Since we are looking for
a bound which holds for all Gibbs-preserving channels we
have to choose the worst-case set of channel probabilities
{r(s′k′|sk)}. Note now that stochasticity of the channel
implies that for all s, k we have
∑
s′,k′ r(s
′k′|sk) = 1. For
coefficients gs′(k′|k) this implies:
∀s′,k′,k gs′(k′|k) = eβEs′ ·
∑
s
e−βEs r(s′k′|sk)
≤ ZS · eβEs′ , (C27)
where ZS is the partition function of the system S. How-
ever, due to the stochasticity constraint we cannot make
each of the elements in the sum (C26) such big for all
i ∈ [0, kmin − 1]. The best we can do to maximize the
sum on the RHS of (C26) is to set to one all channel prob-
abilities corresponding to i which has the biggest value
of eβi , that is i = kmin − 1. Thus, for all s′ and s we
choose r(s′, N − (k − kmin) − 1|s,N) = 1. This in turn
gives us the following bound:
∀s′ ∀k≥kmin h(s′, k) ≤ 1 + e−βδk · ZS · eβEs′ , (C28)
where δk := k− kmin−1 = ∆ · (k−kmin + 1). Let us now
come back to our starting expression from (C14). When
the initial battery state as given by probability distribu-
tion pW (k) does not have support on energy levels below
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kmin, we have:
〈eβ(fs′−fs+w)〉 =
∑
s′,k
pW (k) pS(s
′)h(s′, k) (C29)
≤ 1 +
N∑
k=kmin
∑
s′
pW (k)pS(s
′)eβ(Es′−δk)ZS
= 1 +
N∑
k=kmin
pW (k)
∑
s′
pS(s
′)eβ(Es′−δk)ZS
≤ 1 + ηS
N∑
k=kmin
pW (k) e
−βδk
where ηS := ZS ·eβEmaxS and EmaxS is the maximal energy
of the system S.
We are now ready to prove the main theorem of this
section.
Theorem 3. Let ΓSBW be any thermal operation with
channel probabilities {r(s′k′|sk)} acting on a an (N+1)-
dimensional harmonic oscillator battery W and such that
for all s, s′, k′ and k such that kmin ≤ k ≤ N the channel
probabilities satisfy:
r(s′k′|sk) = r(s′, n− k|s, n− k′), (C30)
for n ∈ N such that 0 ≤ n − k ≤ N and kmin ≤
n − k′ ≤ N . Then, for any initial battery state ρW =∑N
k=0 pW (k) |k〉〈k|W we have:
〈w〉 ≤ −∆FS +Aβ(ρW , ρS) +Bβ(ρW ) (C31)
where:
Aβ(ρW , ρS) :=
∑
k<kmin
pW (k)
[
EmaxS − F (ρS)− ηS
∂ηk
∂β
]
Bβ(ρW ) :=
1
β
log
1 + N∑
k≥kmin
pW (k) e
−βδk

where ηk := ZW ·eβk , ηS := ZS ·eβEmaxS , EmaxS = maxsEs
is the maximal energy of system S, F (ρS) is the free en-
ergy of the initial state ρS and δk := k − min + ∆.
Proof. We start by decomposing average work 〈w〉 into
a sum of two terms: 〈w〉 = 〈w〉inv + 〈w〉vac, where 〈w〉inv
is the contribution arising when initial state of the
battery has support on energy levels (k ≥ kmin) which
satisfy translational invariance (C30) and 〈w〉vac which
appears when battery has support on levels which do
not satisfy this constraint (k < kmin). Then we use
Lemma 2 and convexity of the exponential function to
upper bound 〈w〉inv and finally, using the fact that ΓSW
is a Gibbs-preserving channel, we upper bound 〈w〉vac
and obtain (C31).
Let us start the proof by writing:
〈w〉 =
∑
w
p(w) · w
=
∑
w
N∑
k=0
pW (k) p(w|k) · w
= 〈w〉vac + 〈w〉inv, (C32)
where we labeled 〈w〉vac :=
∑
w
∑
k<kmin
pW (k) p(w|k)·w
and 〈w〉inv :=
∑
w
∑
k≥kmin pW (k) p(w|k) · w. Using the
definition of work (see Postulate III in Appendix A) we
can write:
〈w〉vac =
∑
w
∑
k<kmin
pW (k) p(w|k) · w (C33)
=
kmin−1∑
k=0
N∑
k′=0
∑
s,s′
pW (k) pS(s) r(s
′k′|sk)(k′ − k).
Notice now that since channel probabilities r(s′k′|sk)
satisfy Gibbs-preserving conditions (A7), for all s, s′
and k, k′ we must necessarily have r(s′k′|sk) ≤
e−β(k′−k) e−β(Es′−Es). This implies:∑
s,s′
pS(s) r(s
′k′|sk) ≤
∑
s,s′
pS(s) e
−β(k′−εk) e−β(Es′−Es)
= eβE
max
S · e−β(k′−k) · ZS
= ηS · e−β(k′−k), (C34)
where in the last line we labeled ηS = ZS · eβEmaxS . Plug-
ging this into our expression for 〈wvac〉 yields:
〈wvac〉 ≤ ηS ·
kmin−1∑
k=0
N∑
k′=0
pW (k) e
−β(k′−k) · (k′ − k)
= −ηS ·
kmin−1∑
k=0
pW (k) · ∂
∂β
(
N∑
k′=0
e−β(k′−k)
)
= −ηS ·
kmin−1∑
k=0
pW (k) · ∂ηk
∂β
(C35)
where ηk = ZW · eβk . Let us now evaluate the second
term appearing on the RHS of (C32). We have:
〈w〉inv =
∑
w
∑
k≥kmin
pW (k) p(w|k) · w (C36)
=
N∑
k=kmin
N∑
k′=0
∑
s,s′
pW (k) pS(s) r(s
′k′|sk)(k′ − k).
Since in the above k is between kmin and N , we can use
the result of Lemma 2 and write (see also (C29)):
〈eβ(fs′−fs+w)〉inv ≤ 1 + ηS ·
N∑
k=kmin
pW (k) e
−βδk , (C37)
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where 〈·〉inv means that averaging is over k such that
kmin ≤ k ≤ N . Taking the logarithm of both sides and
using convexity of the exponential function we get:
〈fs′ − fs + w〉inv ≤ 1
β
log
(
1 + ηS
N∑
k=kmin
pW (k)e
−βδk
)
,
(C38)
where δk := k − kmin + ∆ as before. If we now realize
that ∆FS := 〈fs′ − fs〉 = 〈fs′ − fs〉vac + 〈fs′ − fs〉inv and
denote Bβ(ρW ) := 1β log
(
1 +
∑N
k=kmin
pW (k) e
−βδk
)
, we
can rewrite last inequality as:
〈w〉inv ≤ −∆FS +Bβ(ρW ) + 〈fs′ − fs〉vac, (C39)
Last term from the above expression can be written as
〈fs′〉vac−〈fs〉vac. To compute the first term let us denote
x(k) :=
∑
s,s′,k′ pS(s)r(s
′k′|sk)fs′ . Moreover, notice that
for any k we have x(k) ≤ maxs′ fs′ . This allows us to
write 〈fs′〉vac as:
〈fs′〉vac =
kmin∑
k=0
pW (k)x(k)
≤
(
kmin−1∑
k=0
pW (k)
)
·max
s′
fs′
≤
(
kmin−1∑
k=0
pW (k)
)
· EmaxS , (C40)
where we used the fact that for all s fine-grained free ener-
gies fs can be upper bounded by fs = Es+ 1β log pS(s) ≤
maxsEs. Similarly, we can write the term 〈fs〉vac as:
〈fs〉vac =
kmin∑
k=0
N∑
k′=0
∑
s,s′
pW (k)pS(s)r(s
′k′|sk)fs
=
kmin−1∑
k=0
∑
s
pW (k)pS(s)fs
=
(
kmin−1∑
k=0
pW (k)
)
· FS . (C41)
Let us now combine all contributions to the upper bound
for 〈w〉inv, that is (C38), (C40) and (C41) and define :
Aβ(ρW , ρS) :=
∑
k<kmin
pW (k)
[
EmaxS −F (ρS)−ηS
∂ηk
∂β
]
.
The theorem is proven by combining bounds for (C35)
and (C39).
We now proceed to proving Corrolary 1. Let us de-
note the populations by: δ< =
∑
k<kmin
pW (k), δ> =∑
kmin≤k<k∗ pW (k), and 1−δ =
∑
k≥k∗ pW (k), such that
δ> + δ< = δ is the occupation of the battery below the
energy cut-off ∗ = k∗∆. By rewriting (C35), we obtain
〈w〉vac ≤ ηS
kmin−1∑
k=0
N∑
k′=0
pW (k) e
−β(k′−k) · (k′ − k)
= ηSZW
(
kmin−1∑
k=0
pW (k)e
βk(〈E〉β − k)
)
, (C42)
with ZW =
∑N
k′=0 e
−βk′ and 〈E〉β =
∑N
k′=0
e−βk′
ZW
k′ .
We see that (C42) is upper bounded by
〈w〉vac ≤ ηS ZW δ< eβ(kmin−1)∆〈E〉β
≤ ηS ZW δ eβmin〈E〉β . (C43)
On the other hand notice that the free energy difference
〈fs′ − fs〉vac can be upper bounded as:
〈fs′ − fs〉vac ≤
(
kmin∑
k=0
pW (k)
)
· (EmaxS − FS) (C44)
≤ δ
(
EmaxS +
1
β
log dS
)
. (C45)
Combining last two expressions yields an upper-bound
for Aβ(ρW , ρS):
Aβ(ρW , ρS) ≤ δ
(
ηS ZW e
βmin〈E〉β+ (C46)
EmaxS +
1
β
log dS
)
Furthermore, the correction stemming from the distance
to the vacuum regime can be rewritten as
βBβ(ρW ) ≤ log
[
1 + ηS
k∗−1∑
k=kmin
pW (k)e
−β∆(k−kmin+1)+
ηS
N∑
k=k∗
pW (k)e
−β∆(k−kmin+1)
)]
≤ ηS
(
δ> e
β∆ + (1− δ)e−β∆(k∗−kmin+1)
)
≤ ηS
(
δe−β∆ + e−βD
)
, (C47)
with D := ∆(k∗ − kmin). In the limit N → ∞, we have
ZW = (1− e−β∆)−1 and 〈E〉β = ∆ · e−β∆(1− e−β∆)−1.
Therefore, combining bounds (C46) with (C47), together
with ηS ≤ dSeβEmaxS , allows us to turn (C31) into a
slightly weaker but more illustrative bound:
〈w〉 ≤ −∆FS + C(∗), (C48)
with:
C(∗) = δ(∗)
(
cSe
−β∆(
1
β
+
∆eβmin
(1− e−β∆)2 ) +
1
β
log cS
)
+
cS
β
e−βD(∗), (C49)
where cS := dSeβE
max
S . We also explicitly marked the
dependence of D(∗) and δ(∗) on a selection of threshold
energy ∗ for a given initial state of the battery.
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Appendix D: Extending thermal operations defined
for wit to harmonic oscillator battery
1. Decomposition of thermal operations into
battery subchannels
Consider a thermal operation ΓSW and assume that
the battery system is an (N+1)-level harmonic oscillator
WN defined in [B 3]. In what follows we will denote any
transformation of this type ΓSW = ΓN when N is a finite
number and use Γosc to refer to thermal operations acting
on an infinite battery. Recall that by Kraus theorem [56]
any channel can be written in terms of Kraus operators
Ask→s′k′ , where 0 ≤ s, s′ ≤ dimHS and 0 ≤ k, k′ ≤ N ,
as a sum:
ΓN [ρSW ] =
∑
s,s′
∑
k,k′
Ask→s′k′(ρSW )A
†
sk→s′k′ , (D1)
where Ask→s′k′ :=
√
r(s′k′|sk) |s′〉〈s|S ⊗ |k′〉〈k|W . Co-
efficients 0 ≤ r(s′k′|sk) ≤ 1 are entries of a stochas-
tic matrix associated with channel ΓN , as explained in
Appendix A. For now we assume that ΓN is an arbi-
trary thermal operation acting on WN and so our only
assumption about {r(s′k′|sk)} is that they satisfy condi-
tions from (A6-A9). We introduce the following:
Definition 2. A battery subchannel R(N)kk′ : HS → HS
for a battery WN is defined as:
R(N)kk′ [ρS ] :=
trW
∑
s,s′
Ask→s′k′(ρS ⊗ |k〉〈k|S)A†sk→s′k′
 ,
(D2)
where Ask→s′k′ are Kraus operators defined below (D1).
Decomposing ΓN into battery subchannels R(N)kk′ allows
to consider the channel ΓN as a composition of subchan-
nels acting between battery states |k〉 and |k′〉. In what
follows we assume that the system and battery are ini-
tially uncorrelated and so ρSW = ρS ⊗ ρW . Denoting
initial state of the battery by ρW =
∑N
k=0 pW (k) |k〉〈k|
one can always write ΓN in terms of these subchannels
as:
ΓN [ρS ⊗ ρW ] =
N∑
k,k′
pW (k)R(N)kk′ [ρS ]⊗ |k′〉〈k′ | (D3)
For channel Γ1 which acts on the system and a two-level
battery we will omit the superscript N and write the
corresponding subchannels as Rkk′ . Fig. 5 presents a
graphical interpretation of subchannels Rkk′ . For our
further considerations it will be useful to notice the fol-
lowing fact:
Fact 1. For any thermal operation ΓN [·] which acts
on an (N + 1)-level battery WN with initial prob-
ability distribution ρW =
∑N
k=0 pW (k) |k〉〈k|W and
FIG. 5. Thermal operation Γosc (a) decomposed into a set
of battery subchannels Rkk′ for k, k′ ∈ {0, 1 . . .∞} acting on
system S and respective energy levels of the battery (b).
has a battery subchannel partition ΓN [(·)S ⊗ ρW ] =∑
kk′ pW (k)Rkk′ [·]⊗ |k′〉〈k′ |W the following holds:
∀0≤k≤N tr
∑
k′
Rkk′ [ρ] = tr ρ. (D4)
This follows from the fact that channel ΓN [·] is trace-
preserving on the whole battery subspace, and thus also
for each of the battery levels. One can see this explicitly
by writing the channel ΓN using its stochastic matrix
representation from (A5) and then using (A8).
2. Extending wit to a harmonic oscillator battery
We now present a formal version of the construction
described in the main text. Depending on the initial
state of the wit (either |0〉〈0|W or |1〉〈1|W ), the method
of constructing map ΓN is different.
Theorem 4 (Formation). Let Γ1 : HS ⊗HW1 → HS ⊗
HW1 be a thermal operation as defined in (A4), acting on
an arbitrary system S and a two-level battery W1 (a wit)
with Hamiltonian HW = ∆ · |1〉〈1|W and ∆ > 0, ∆ ∈ R
chosen such that:
Γ1 [ρS ⊗ |1〉〈1|W ] = σS ⊗ |0〉〈0|W . (D5)
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Then, there exists a thermal operation ΓN : HS ⊗
HWN → HS ⊗ HWN acting on system S and a discrete
battery WN with Hamiltonian HW =
∑N
k=0 k |k〉〈k|W
with k = k ·∆, 0 ≤ k ≤ N and arbitrary N (which can
be infinite), which performs transformation (D5) exactly
for all energies k ≥ ∆, that is:
ΓN [ρS ⊗ |k〉〈k|W ] = σS ⊗ |k −∆〉〈k −∆|W , (D6)
In terms of battery sub-channels R(N)kk′ defined in (D2)
with 0 ≤ k, k′ ≤ N , the extended map ΓN is given by:
ΓN [ρS ⊗ ρW ] =
N∑
k,k′=0
pW (k)R(N)kk [ρS ]⊗ |k′〉〈k′ | ,
(D7)
where ρW =
∑N
k=0 pW (k) |k〉〈k| is the initial state of the
battery and subchannels R(N)kk′ are given by the following
recursive relations:
for k < N R(N)kk′ =

R(N−1)kk′ for k′ < N − 1,
R00 ◦ R(N−1)k,N−1 for k′ = N − 1,
R01 ◦ R(N−1)k,N−1 for k′ = N.
(D8)
for k = N R(N)kk′ =

0 for k′ < N − 1,
R10 for k′ = N − 1,
R11 for k′ = N,
where ◦ denotes the ordinary composition operation.
These relations can be solved and yield an explicit (though
complicated) formula for ΓN :
ΓN [(·)S ⊗ ρW ] =
N∑
k′=0
k′∑
k=0
pW (k)R1−δN,k′00 ◦ Rk
′−k
01 ◦ R1−δk,011 [·] ⊗ |k′〉〈k′ |W (D9)
+
N∑
k=1
pW (k)R10 [·]⊗ |k−1〉〈k−1|W .
Proof. The proof is based on showing that ΓN con-
structed using (D8) satisfies conditions from (A6-A9)
and thus is a valid thermal operation as defined in (A4).
By construction ΓN is a CPTP map at each step of it-
eration and thus conditions (A8-A9) are automatically
satisfied. Second, if we take ρS =
∑
s pS(s) |s〉〈s|S and
σS =
∑
s qS(s) |s〉〈s|S and assume according to (D6) that
the battery starts in energy eigenstate |n〉〈n| and after
the transformation goes one level down, meaning that
pW (k) = δk,n and pW (k′) = δk′,n−1 in (A6), then (A6-
A9) are equivalent to:
ΓN
[
τS ⊗ τNW
]
= τS ⊗ τNW , (D10)
ΓN [ρS ⊗ |n〉〈n|W ] = σS ⊗ |n −∆〉〈n −∆|W , (D11)
which can be checked by direct substitution. The first of
these equations means that ΓN is a Gibbs-preserving op-
eration. We can prove that ΓN satisfies (D10) and (D11)
by induction. Using the assumptions of the theorem we
have:
Γ1 [τS ⊗ τW ] = τS ⊗ τW , (D12)
Γ1 [ρS ⊗ |w〉〈w|W ] = σS ⊗ |0〉〈0|W (D13)
In terms of battery sub-channels Rkk′ the above two
equations can be rewritten as:
R00 [τS ] + e−βwR10 [τS ] = τS , (D12a′)
R01 [τS ] + e−βwR11 [τS ] = e−βwτS , (D12b′)
R10 [ρS ] = σS . (D13′)
Now assume that (D10−D11) hold forN−1. We will first
prove the Gibbs-preserving property from (D10) and then
address the state-transformation property from (D11).
a. Gibbs-preserving property Writing (D10) for N−
1 using battery subchannels (D3) yields:
∀
0≤k′≤N−1
N−1∑
k=0
gW (k)R(N−1)kk′ [τS ] = gW (k′) τS , (D14)
where gW (k) = e−βkw/ZNW denote the coefficients of
the battery Gibbs state τNW . Consider now the ac-
tion of ΓN on a global Gibbs state τ = τS ⊗ τNW =
τS ⊗
∑N
k=0 gW (k) |k〉〈k|W . Expressing ΓN in terms of
battery sub-channels gives:
ΓN
[
τS ⊗ τNW
]
=
N∑
k=0
N∑
k′=0
gW (k)R(N)kk′ [τS ]⊗ |k′〉〈k′ |W
= Γ′N−2
[
τS ⊗ τNW
]
+ XN−1 [τS ] +
XN [τS ] + YN−1 [τS ] + YN [τS ] , (D15)
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FIG. 6. Graphical representation of terms appearing in (D15).
where we labeled:
Γ′N−2
[
τS ⊗ τN−1W
]
=
N−1∑
k=0
N−2∑
k′=0
gW (k)R(N)kk′ [τS ]⊗ |k′〉〈k′ |W
Xi [τS ] =
N−1∑
k=0
gW (k)R(N)ki [τS ]⊗ |i〉〈i|W ,
Yi [τS ] = gW (N)R(N)Ni [τS ]⊗ |i〉〈i|W
For an intuitive graphical interpretation of terms appear-
ing in (D15) refer to Fig. 6. The basic idea behind this
part of proof is to note that Γ′N−2 is almost the same as
map ΓN−2 constructed for a battery with N − 2 energy
levels and so it preserves the Gibbs state for the bottom
N − 2 levels. One then only needs to check if the Gibbs
state coefficients are preserved on the remaining two lev-
els (N − 1 and N). Let us evaluate the terms appearing
in (D15) using relations from (D8) and the induction as-
sumption given in (D14):
Γ′N−2
[
τS ⊗ τN−1W
]
=
N−1∑
k=0
N−2∑
k′=0
gW (k)R(N)kk′ [τS ]⊗ |k′〉〈k′ |W (D16)
(D8)
=
N−1∑
k=0
N−2∑
k′=0
gW (k)R(N−1)kk′ [τS ]⊗ |k′〉〈k′ |W (D17)
(D14)
=
N−2∑
k′=0
gW (k
′)τS ⊗ |k′〉〈k′ |W . (D18)
Consider now the term XN−1 [τS ]+YN−1 [τS ]. Using once again (D8) and (D14) yields:
XN−1 [τS ] + YN−1 [τS ] =
[
N−1∑
k=0
gW (k)R(N)k,N−1 [τS ] + gW (N)R(N)N,N−1 [τS ]
]
⊗ |n − w〉〈n − w|W (D19)
(D8)
=
[
R00 ◦
(
N−1∑
k=0
gW (k)R(N−1)k,N−1 [τS ]
)
+ gW (N)R10 [τS ]
]
⊗ |n − w〉〈n − w|W (D20)
(D14)
=
[
gW (N − 1)R00 [τS ] + gW (N)R10 [τS ]
]
⊗ |N − w〉〈N − w|W (D21)
(∗)
= gW (N − 1) τS ⊗ |N − w〉〈N − w|W , (D22)
where in (∗) we used (D12a′) and the fact that
Gibbs coefficients gW (k) are related by gW (k + k′) =
gW (k)gW (k
′). Proceding similarily as in the previous
case one can calculate the remaining terms of (D15):
XN [τS ] + YN [τS ] = gW (N) τS ⊗ |N 〉〈N |W . (D23)
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We can now plug-in the above terms into (D15) to find
that:
ΓN
[
τS ⊗ τNW
]
=
N−2∑
k′=0
gW (k
′) τS ⊗ |k′〉〈k′ |W +
gW (N − 1) τS ⊗ |N −∆〉〈N −∆|W +
gW (N) τS ⊗ |N 〉〈N |W
= τS ⊗ τNW ,
which proves that ΓN is a Gibbs-preserving map and
thus satisfies (A7). This also means that it is a valid
thermal operation as defined in (A3).
b. State-transformation property Let us now show
the second property of map ΓN as given in (D11), mean-
ing that ΓN is able to transform the state ρS into σS
when battery starts and ends up in well-defined energy
eigenstates. For the induction step let us assume that
ΓN−1 [ρS ⊗ |N 〉〈N |W ] = σS ⊗ |N −∆〉〈N −∆| for all
n > 0, where 0 ≤ n ≤ N − 1. In terms of battery sub-
channels Rkk′ we can write this as:
N−1∑
k=0
N−1∑
k′=0
R(N−1)nk′ [ρS ]⊗ |k′〉〈k′ |W =
σS ⊗ |N − w〉〈N − w|W ,
from which it follows that:
R(N−1)nk′ [ρS ] = δk′,n−1 · σS . (D24)
Let us now label for simplicity the part of channel ΓN
that goes to the bottom N − 2 levels of battery WN by
Γ′′N−2, that is:
Γ′′N−2 [ρS ⊗ |N 〉〈N |W ] =
N−2∑
k′=0
R(N)nk′ [ρS ]⊗ |k′〉〈k′ |W
(D25)
Consider now the extended map ΓN and its action on
ρS ⊗ |N 〉〈N |W for 1 ≤ n < N :
ΓN [ρS ⊗ |N 〉〈N |W ] =
N∑
k′=0
R(N)nk′ [ρS ]⊗ |k′〉〈k′ |W
= Γ′′N−2 [ρS ⊗ |N 〉〈N |W ] +R(N)n,N−1 [ρS ]⊗ |N −∆〉〈N −∆|W +R(N)n,N [ρS ]⊗ |N 〉〈N |W
(D8)
= Γ′′N−2 [ρS ⊗ |N 〉〈N |W ] +R00 ◦ R(N−1)n,N−1 [ρS ]⊗ |N −∆〉〈N −∆|W
+R01 ◦ R(N−1)n,N [ρS ]⊗ |N 〉〈N |W
(D24)
= Γ′′N−2 [ρS ⊗ |N 〉〈N |W ] + δN−1,n−1R00 [σS ]⊗ |N −∆〉〈N −∆|W
+ δN,n−1R01 [σS ]⊗ |N 〉〈N |W
(D8)
=
N−2∑
k′=0
R(N−1)n,k′ [ρS ]⊗ |k′〉〈k′ |W
(D24)
= σS ⊗ |N −∆〉〈N −∆|W .
For the case when n = N we can proceed analogously:
ΓN [ρS ⊗ |N 〉〈N |] (D8)= R10 [ρS ]⊗ |N −∆〉〈N −∆|W +
R11 [ρS ]⊗ |N 〉〈N |W
(∗)
= σS ⊗ |N −∆〉〈N −∆|W .
where in line (∗) we used (D34′). This completes the
proof.
Let us now address the situation when ∆ < 0, that is
when thermal operation Γ1 acting on wit extracts work
from system S. For simplicity we will assume that ∆ > 0
and study a transformation where wit gets excited from
|0〉〈0|W to |1〉〈1|W . It turns out that this transformation
can be extended to ΓN in an analogous way as we did
in the case of state formation. The following theorem
summarizes this result:
Theorem 5 (Distillation). Let Γ1 : HS ⊗HW1 → HS ⊗
HW1 be a thermal operation with work defined in (A4),
acting on an arbitrary system S and a two-level battery
W1 (a wit) with Hamiltonian HW = ∆ |1〉〈1|W and ∆ > 0
chosen such that:
Γ1(ρS ⊗ |0〉〈0|W ) = σS ⊗ |1〉〈1|W . (D26)
Then, there exists a thermal operation with work ΓN :
HS ⊗ HWN → HS ⊗ HWN acting on system S and
a discrete battery WN with Hamiltonian HW = ∆ ·∑N
k=0 k |k〉〈k|W for arbitrary N and which performs
transformation (D26) for all battery states below the top
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state:
ΓN [ρS ⊗ |k〉〈k|W ] = σS ⊗ |k + ∆〉〈k + ∆|W , (D27)
for all k < N and k = k · ∆, 0 ≤ k ≤ N . In terms
of battery subchannels R(N)kk′ defined in (D2) with 0 ≤
k, k′ ≤ N , the extended map ΓN is given by:
ΓN [ρS ⊗ ρW ] =
N∑
k,k′
pW (k)R(N)kk′ [ρS ]⊗ |′k〉〈′k| , (D28)
where ρW =
∑N
k pW (k) |k〉〈k| and battery sub-channels
R(N)kk′ are given by the following recursive relations:
for k′ < N R(N)kk′ =

R(N−1)kk′ for k < N − 1,
R(N−1)N−1,k′ ◦ R00 for k = N − 1,
R(N−1)N−1,k′ ◦ R10 for k = N.
(D29)
for k′ = N R(N)kk′ =

0 for k < N − 1,
R01 for k = N − 1,
R11 for k = N,
where ◦ denotes an ordinary composition operation.
These relations can be solved and yield an explicit for-
mula for ΓN :
ΓN [(·)S ⊗ ρW ] = (D30)
N∑
k=0
k∑
k′=0
pW (k)R1−δk′,011 ◦ Rk−k
′
10 ◦ R1−δN,k00 [·] ⊗ |k′〉〈k′ |
+
N−1∑
k=0
pW (k)R01 [·]⊗ |k + w〉〈k + w| .
Proof. The proof of Theorem 5 basically repeats steps
from the proof of Theorem 4. The only difference is that
now the battery starts in one of the states |N 〉〈N |W with
n ≤ N and goes one level up, meaning that the initial and
final states of the battery have coefficients pW (k) = δk,n
and pW (k′) = δk′,n+1 in (A6). Then, conditions from
(A6-A7) become:
ΓN
[
τS ⊗ τNW
]
= τS ⊗ τNW , (D31)
ΓN [ρS ⊗ |N 〉〈N |W ] = σS ⊗ |N + ∆〉〈N + ∆|W .
(D32)
Writing this conditions for N = 1 yields:
Γ1 [τS ⊗ τW ] = τS ⊗ τW , (D33)
Γ1 [ρS ⊗ |0〉〈0|W ] = σS ⊗ |1〉〈1|W . (D34)
Now, analogously as in the case of proving Theorem 4,
we can rewrite this in terms of the battery sub-channels
Rkk′ as:
R00 [τS ] + e−βwR10 [τS ] = τS , (D33a′)
R01 [τS ] + e−βwR11 [τS ] = e−βwτS , (D33b′)
R0k′ [ρS ] = δk′1 σS . (D34′)
FIG. 7. Graphical representation of Theorem 5 which extends
thermal operation Γ1 which extracts work into a map ΓN
performing the same action as Γ1, but on an N + 1 level
battery. This is a mirror image of the extension that we had in
the case of formation. For the case of distillation the map ΓN
is translationaly invariant on the battery subspace H−W , that
is the full battery subspace without the top state |N 〉〈N |W .
The proof is again by induction. We start by assum-
ing that (D31−D32) hold for N − 1 and then the Gibbs-
preserving property from (D31) follows if one uses the
recursive relations from (D29). Similary, one can show
that using (D29), the map ΓN satisfies (D32). In Fig. S2
we have drawn a graphical representation of the exten-
sion for the case of formation.
3. Properties of the extended map Γosc
a. Independence of the initial state of the battery
Let us now show that in the limit as N → ∞ the
average work 〈w〉N (and, in fact, the whole transfor-
mation Γosc) becomes independent of the initial state
ρW , provided that the state ρW does not have support
on the vacuum state |0〉〈0|W = |0〉〈0|W . In what fol-
lows we will denote Γosc[·] = limN→∞ ΓN [·] and similarly
Wosc := limN→∞WN .
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Lemma 3. The work associated with map Γosc acting on
system S and an infinite harmonic oscillator batteryWosc
is independent of the initial state of the battery ρW , pro-
vided that the state has no support on the battery ground
state. This work is given by:
〈w〉osc := lim
N→∞
〈w〉N = ∆ ·
( ∞∑
i=0
trRi01 ◦ R11[ρ]− 1
)
.
(D35)
Proof. Let us start by calculating energy change on a
finite N -level batteryWN . We will then show that in the
limit N → ∞ the amount of work is independent of the
initial state of the battery. Consider applying ΓSW to an
arbitrary input state ρSW . The energy change ∆EW is
given by:
∆E
(N)
W = E
(f)
W − E(i)W , (D36)
where E(f)W = tr [HW ρ
′
W ], E
(i)
W = tr [HW ρW ] with ρW =
trS ρSW and ρ′W = trS ΓSW [ρSW ]. Let us for now as-
sume that the battery is initially in a pure state ρW =
|k〉〈k|W , meaning that the initial energy E(i)W = k. De-
noting the total number of levels above state |k〉〈k|W
by n, that is n = N−k, we can calculate the final energy
E
(f)
W :
E
(f)
W
(1)
= (k −∆) · trR10 [ρ] +
n−1∑
j=0
(k + j ·∆) trR00 ◦ Rj01 ◦ R11 [ρ] + (k + n ·∆) trRn01 ◦ R11 [ρ] (D37)
= (k −∆) ·
(
trR10 [ρ] +
n−1∑
j=0
trR00 ◦ Rj01 ◦ R11 [ρ] + trRn10 ◦ R11 [ρ]
)
(D38)
+ ∆ ·
n−1∑
j=0
(j + 1) trR00 ◦ Rj01 ◦ R11 [ρ] + ∆ · (n+ 1) · trRn01 ◦ R11 [ρ] (D39)
= (k −∆) · (trR10 [ρ] + trR11 [ρ]) + ∆ ·
n−2∑
j=0
(j + 1) trR00 ◦ Rj01 ◦ R11[ρ] (D40)
+ n · trR00 ◦ Rn−101 ◦ R11[ρ] + n · trR01 ◦ Rn−101 ◦ R11[ρ] + trRn01 ◦ R11[ρ] (D41)
(2)
= (k −∆) + ∆ ·
n−2∑
j=0
(j + 1) trR00 ◦ Rj01 ◦ R11[ρ] + ∆ · n · trRn−101 ◦ R11[ρ] + trRn01 ◦ R11[ρ] (D42)
= (k −∆) + trR11[ρ] + trR01 ◦ R11[ρ] + trR201 ◦ R11[ρ] + . . .+ trRn01[ρ] ◦ R11[ρ] (D43)
= (k −∆) +
n∑
j=0
trRj01 ◦ R11[ρ] (D44)
= k + ∆ ·
 n∑
j=0
trRj01 ◦ R11[ρ]− 1
 . (D45)
In line (1) we expressed the action of map ΓSW using
the expansion in terms of battery subchannels from (D8)
and in line (2) we repeatedly applied Fact 1 to channels
having the same power j in Rj01. The energy change on a
(finite) battery associated with transformation ΓSW can
be expressed as:
∆E
(N)
W = ∆ ·
 n∑
j=0
trRj01 ◦ R11[ρ]− 1
 , (D46)
where n = N − k. In Fig. 8 we presented a graphical
scheme representing the action of map ΓN on (arbitrary)
eigenstate |k〉〈k|. Notice that if we now take the limit
N → ∞, then the work 〈w〉N becomes effectively inde-
pendent of k and thus in the infinite limit takes exactly
the same form for any convex combination of eigenstates
|k〉〈k|. This implies that it is also independent of the
initial state of the battery, ρW =
∑N
k=0 pW (k) |k〉〈k|W .
This proves the main claim of the lemma. As a side note
recall that for diagonal states ρS = diag(x) the action of
every channel can be represented by a matrix. In this way
the amount of work for infinite battery can be expressed
as:
〈w〉osc = ∆ ·
[
1T (I−R01)−1R11x− 1
]
, (D47)
whereas the effective map on S is given by a stochastic
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transformation M :
x′ = M x, (D48)
whereM = R10 x+R00(I−R01)−1R11 and diag(x′) = ρ′S .
Lemma 3 allows us to propose the following corollary:
Corollary 2. Channel probabilities {r(s′k′|sk)} associ-
ated with channel Γosc for all values of s, s′ and k, k′ such
that k ≥ kmin for kmin = 1 satisfy:
r(s′k′|sk) = r(s′, n− k|s, n− k′), (D49)
for the values of n ∈ N such that 0 ≤ n − k ≤ N and
kmin ≤ n− k′ ≤ N
Appendix E: Case-study example (deterministic
erasure)
In this section we present an example which explicitly
demonstrates the fundamental difference between ther-
mal operations acting on a battery with the ground state
and thermal operations acting on a weight. We compare
a thermal operation that performs deterministic erasure
on a qubit S with trivial Hamiltonian HS = 0 for three
different batteries: a wit Wwit, a weight Wweight and a
harmonic oscillator Wosc. The transformation that we
want to implement is given by:
ΓS
[
1
2
· IS
]
= ρS(ε) (E1)
where ρS(ε) = (1− ε) |0〉〈0|S + ε |1〉〈1|S is a state ε-close
to a desired state |0〉〈0| and ΓS is a thermal operation
ΓSW reduced to system S, that is: ΓS = trW ΓSW . Let
us consider implementations of this process using three
different types of batteries.
1. Wit
We start with the simplest battery model: a wit. Let
Wwit be a qubit with Hamiltonian HW = w · |w〉〈w|W ,
initially in the excited state ρW = |w〉〈w|W . Let ΓSW =
Γwit be a thermal operation which performs the approx-
imate erasure process from (E1):
Γwit
[
1
2
IS ⊗ |w〉〈w|W
]
= ρS(ε)⊗ |0〉〈0|W , (E2)
This operation can be performed using a qubit battery
provided that the level spacing w is at least equal to
the work of formation of state ρ(ε) given by wF (ρ(ε)) =
kT log 2 + kT log(1− ε). This can be found by compar-
ing Lorenz curves of the joint input and output states as
|s〉S → |s′〉S p(s′|s) work
|0〉S → |0〉S 1− ε w0
|1〉S → |0〉S 1− ε w0
|0〉S → |1〉S ε w1
|1〉S → |1〉S ε w1
TABLE II. The action of map Γweight
described in Appendix B. Let us now evaluate the con-
ditional work as defined in (A18). First, note that the
transformation Γwit can result in two different output
states on S: ρ0 = |0〉〈0|S and ρ1 = |1〉〈1|S . After the
transformation wit ends up always in the ground state,
no matter what was the particular action on S. It follows
that the conditional work in both cases coincides and is
given by −w, that is:
〈ω〉0 = 〈ω〉1 = −w = −kT log 2− log(1− ε). (E3)
2. Weight
Let ΓSW = Γweight be a thermal operation that imple-
ments process from (E1) using a doubly-infinite battery
defined in Sec. B 2. Following our discussion in the main
text, let us thus assume that there is exactly one amount
of work ws′ (a shift in the battery state) associated with
each of the possible output states on system S. Due to
the assumption about translational invariance from (B8)
we can start in any state of the battery ρW , so without
loss of generality we choose ρW = |0〉〈0|W . The action of
Γweight on the input state ρSW = 12 IS ⊗ |0〉〈0|W can be
written as:
Γweight
[
1
2
IS ⊗ |0〉〈0|W
]
=(1− ε) |0〉〈0|S ⊗ |w0〉〈w0|W +
ε |1〉〈1|S ⊗ |w1〉〈w1|W ,
where |ws′〉〈ws′ | are battery eigenstates with the corre-
sponding energies ws′ . The action of Γweight is sum-
marized in Tab. II. In order to compute the condi-
tional work wi note that transformation Γweight can again
yield two different outcomes, ρ0 = |0〉〈0| with probability
p(0) = 1 − ε and ρ1 = |1〉〈1| with p(1) = ε. Decompos-
ing Γweight into a convex sum of subchannels Λi, that is
Γweight [·] = p(0) Λ0 [·] + p(1) Λ1 [·] yields:
Λ0 [ρSW ] = |0〉〈0|S ⊗ |w0〉〈w0|W (E4)
Λ1 [ρSW ] = |1〉〈1|S ⊗ |w1〉〈w1|W (E5)
The conditional work is then simply given by w0 = w0
and w1 = w1. We can interpret w0 as the work of success,
as this is the work associated with a successful erasure
of information stored in qubit S. On the other hand,
w1 can be interpreted as the work of failure that has to
be supplied (or is obtained) when erasure fails, ending
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FIG. 8. Diagram representing the action of map ΓN on one of the battery eigenstates |k〉〈k|W . Black thick lines correspond
to the part of channel ΓN which is effectively used in the transformation. Note that the energy spacing between subsequent
battery levels is constant and equal to ∆, that is k+m = k +m ·∆.
up in the state |1〉〈1|W . It was shown in [9] that the
probability distribution of work p(w) must obey certain
constraints in order to arise from a valid thermal opera-
tion. Precisely, for a transformation ΓSW with a weight
and under the assumption of translational invariance, the
associated work distribution defined in (A3) must satisfy
the so-called Gibbs-stochasticity condition:
∀s′
∑
s,w
p(s′, w|s)eβw = 1, (E6)
where s, s′ denote the input and output levels of S, re-
spectively, and w is the amount of work associated with
a transformation between levels s → s′. In our case we
have p(s′, w|s) = p′S(s′)δw,ws′ . Plugging this into (E6)
we obtain the following two constraints:
eβw0 =
1
2(1− ε) , (E7)
eβw1 =
1
2ε
. (E8)
Using the above we can evaluate conditional work for
s′ = 0, 1 as:
w0 = −kT log 2− kT log(1− ε), (E9)
w1 = −kT log 2− kT log ε. (E10)
We can see that in order to achieve perfect erasure (which
happens in the limit ε→ 0) we must necessarily allow for
work fluctuations scaling as log 1ε . These fluctuations rep-
resent a work yield, as noted in [9]. Such events happen
rarely (with probability ε), but the associated work yield
can be huge (see (E10)). This prevents perfect erasure in
the sense that while approaching ε → 0 the conditional
work w1 explodes to infinity. Note that this does not
mean that the average work 〈w〉 diverges. Since ε goes
to 0 much faster than log 1ε , the contribution from w1 ef-
fectively vanishes in the limit of small ε, yielding a finite
amount of average work:
lim
ε→0
〈w〉 = lim
ε→0
[p(0)w0 + p(1)w1] = −kT log 2. (E11)
In Fig. 4 from the main text we plotted the conditional
work w1 (or work of failure) as a function of ε.
3. Harmonic oscillator
Consider now a thermal operation ΓSW = Γosc acting
on a finite, discrete weight WN and constructed using
the method provided in Theorem 4. In particular, let us
start with a thermal operation Γwit acting on a wit and
system S which performs erasure process from (E1), that
is:
Γwit
[
1
2
IS ⊗ |w〉〈w|W
]
=
[
(1− ε) |0〉〈0|S +
ε |1〉〈1|S
]
⊗ |0〉〈0|W . (E12)
where w = kT log 2 + kT log(1− ε) as previously. In
terms of battery subchannels Rkk′ defined in (D2) trans-
formation Γwit can be equivalently written as:
Γwit
[1
2
IS ⊗ |w〉〈w|W
]
= (E13)(
R00 [ρS ] +R10 [ρS ]
)
⊗ |0〉〈0|W +(
R01 [ρS ] +R11 [ρS ]
)
⊗ |w〉〈w|W .
Writing explicitly, transformation Γwit has the following
decomposition in terms of subchannels Rkk′ :
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R00 [·] = 1− 2ε
2(1− ε) · 〈0| · |0〉S |1〉〈1|S +
1− 2ε
2(1− ε) · 〈1| · |1〉S |1〉〈1|S , (E14)
R01 [·] = 1
2(1− ε) 〈0| · |0〉S |0〉〈0|S +
1
2(1− ε) 〈1| · |1〉S |1〉〈1|S , (E15)
R10 [·] = (1− ε) [〈0| · |0〉S |0〉〈0|S + 〈1| · |1〉S |0〉〈0|S ] + ε [〈0| · |0〉S |1〉〈1|S + 〈1| · |1〉S |1〉〈1|S ] , (E16)
R11 [·] = 0, (E17)
where the action of R00 [·] and R01 [·] is chosen such that
Γwit preserves the Gibbs-state and thus is a valid thermal
operation. Using Theorem 4 we can extend Γwit to a
channel ΓN acting on an (N + 1)-level battery WN for
arbitrary integer N . Here we consider the case when
N = ∞, meaning that the battery is infinitely big (but
bounded from below).
Theorem 4 states that the map constructed in this way
has the same transformation properties as Γwit for all
battery states above the ground state, that is:
Γosc
[1
2
IS ⊗ |E〉〈E|W
]
= (E18)[
(1− ε) |0〉〈0|S + ε |1〉〈1|S
]
⊗ |E − w〉〈E − w|W ,
where E ∈ {w, 2w, 3w, . . .}. Note that for diagonal in-
put states we can think of subchannels Rkk′ as matrices,
denoted by Rkk′ and acting on vectors composed of the
diagonal parts of the states. In this example we have:
R00 =
[
0 0
1−2ε
2(1−ε)
1−2ε
2(1−ε)
]
, R10 =
[
1− ε 1− ε
ε ε
]
,
(E19)
R01 =
[
1
2(1−ε) 0
0 12(1−ε)
]
, R11 =
[
0 0
0 0
]
. (E20)
Elements of matrix Rkk′ , denoted by (Rkk′)ss′ for
s, s′ ∈ {0, 1}, can be interpreted as transition proba-
bilities r(s′k′|sk) of transforming state |s〉S ⊗ |k〉W to
state |s′〉S ⊗ |k′〉W via channel ΓSW which we saw in
conditions (A6-A9). Using this matrix notation, the
composition of maps then reduces to an ordinary matrix
multiplication. In our situation the precise form of the
extended map Γosc is particularly simple as matrix R11
is equal to zero, which implies that the channel Γosc
takes every battery state above the ground state one
level down, that is |E〉〈E|W → |E − w〉〈E − w|W for
all E > w and for all s′ ∈ {0, 1}. More explicitly, our
channel Γosc has the following decomposition in terms
of battery subchannels Rkk′ :
For k = 0 :
Rkk′ = R00Rk′01 (E21)
=
[
0 0
1−2ε
[2(1−ε)]k′+1
1−2ε
[2(1−ε)]k′+1
]
For k > 0 :
Rkk′ =
{
R10, if k′ = k − 1,
0, otherwise.
It is easy to see that the conditional work associated with
process Γosc is the same for all output states on S. Let
us denote the vector of initial probabilities of system S
with x, that is diag(ρS) = x. This way we can use the
formula from (D47) and find that:
〈w〉osc = w ·
[
1T (I−R01)−1R11 x− 1
]
= −w, (E22)
which holds for all x. In this way the conditional work
becomes:
〈ω〉i = 〈w〉osc = −w = −kT log 2− log(1− ε), (E23)
Notice that is is exactly the same as we found with
wit. What is more, this quantity is finite as ε → 0.
Note that we could proceed analogously for an arbitrary
N−level battery, even for small N and still obtain the
same amount of conditional work. Let us now study the
second law equality described in the previous section. We
start by first unpacking the following quantity:
∑
s,w
p(s′, w|s)eβw =
∑
s
N=1∑
k=0
pW (k)×
N=1∑
k′=0
r(s′k′|sk)eβ(Es′−Es+k′−k)
=
∞∑
k=0
pW (k)h(s
′, k) (E24)
where we defined a shorthand: h(s′, k) :=∑
s,k′ r(s
′k′|sk)eβ(Es′−Es+k′−k). In order to find
probabilities r(s′k|sk) for the full channel Γosc we can
use the following realization:
r(s′k′|sk) = tr [|s′〉〈s′|Rkk′ [|s〉〈s|]] (E25)
In our exemplary channel we have:
For k = 0 :
r(0, k′|s, 0) = 0, (E26)
r(1, k′|s, 0) = 1− 2ε
[2(1− ε)]k′−1 . (E27)
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For k > 0 :
r(0, k − 1|s, k) = 1− ε, (E28)
r(1, k − 1|s, k) = ε, (E29)
and all other transition probabilities are equal to zero. In
this way we can compute function h(s′, k) for all possible
values of s′ and k (remember that we have eβw = 2(1 −
ε)):
h(0, 0) =
∑
s,k′
r(0, k′|s, 0)eβw·k′ = 0, (E30)
h(1, 0) =
∑
s,k′
r(1, k′|s, 0)eβw·k′ =
∞∑
k′=0
(
1− ε
1− ε
)
=∞,
and for all k > 0 we have:
h(0, k) =
∑
s,k′
r(0, k′|s, k)eβw·(k′−k) = 1 (E31)
h(1, k) =
∑
s,k′
r(1, k′|s, k)eβw·(k′−k) = ε
1− ε
This implies that the Gibbs-stochasticity condition can
be written as:
(s′ = 0) :
∑
s,w
p(s′ = 0, w|s)eβw =
∞∑
k=1
pW (k), (E32)
(s′ = 1) :
∑
s,w
p(s′ = 1, w|s)eβw = pW (0) · h(1, 0)+
∞∑
k=1
pW (k) · ε
1− ε . (E33)
If we now demand that the battery starts above the
ground state (so that pW (0) = 0), the effective trans-
formation on S (see D48) is given by a stochastic trans-
formation M :
x′ = M x, (E34)
where diag(x′) = ρ′S and M = R10 x + R00(I −
R01)
−1R11 = R10 x, since R11 = 0. This implies that for
this particular channel we have that p(s′ = 0) = (1 − ε)
and p(s′ = 1) = ε. This allows us to further rewrite
(E32) and (E33) as:
(s′ = 0) :
∑
s,w
p(s′ = 0, w|s)eβw = 1, (E35)
(s′ = 1) :
∑
s,w
p(s′ = 1, w|s)eβw = ε
1− ε . (E36)
We can now write the full second law equality as:
〈eβ(fs′−fs+w)〉 =
∑
s′,k
pS(s
′) pW (k)×∑
s,k′
r(s′k′|sk)eβ(Es′−Es+k′−k)
=
∑
s′,k
pS(s
′) pW (k)h(s′, k)
= pS(s
′ = 0) + pS(s′ = 1) · ε
1− ε
= 1− log f(ε) ≤ 1, (E37)
where f(ε) = (1 − ε)/[1 − 2ε(1 − ε)] is positive for all
0 ≤ ε ≤ 1/2. This in particular implies (using convexity
of exponential function) that:
〈w〉 ≤ −∆FS − log f(ε) ≤ −∆FS . (E38)
Notice that here we didn’t have to start sufficiently high
above the ground state. We stress out that work of fail-
ure 〈ω〉1 is finite for ε → 0 is in a strict contrast with
the previous results where battery was unbounded from
below. In that situation one necessarily had to deal with
an infinite amount of work yield when the protocol failed.
This is no longer the case when battery is bounded from
below and translational invariance constraint is lifted
for the ground state. This example shows that there
are stark differences between possible work distributions
when agent executes thermal operations using a battery
with a ground state and battery with a doubly-infinite
spectrum.
