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Abstract 
 
Artificial intelligence techniques have become very popular in public and private organizations 
since they allow a more accurate decision-making process. Private insurance companies have 
ventured into this field by implementing algorithms that allow a better understanding of available 
data. The knowledge of retirement decisions allows the insurance companies to detect early 
retirement at a given time so that they have the adequate budgetary provision in place. In this 
paper, machine learning algorithms and data from private pension plans are used to predict 
whether a person retires before or after 65 years old in function of both individual characteristics 
and macroeconomic factors.  
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Resumen 
Las técnicas de inteligencia artificial se han vuelto muy populares en las organizaciones públicas 
y privadas debido a que permiten un proceso de toma de decisiones más preciso. Las compañías 
de seguros privadas se han aventurado en este campo mediante la implementación de algoritmos 
que permiten una mejor comprensión de los datos disponibles. El conocimiento de las decisiones 
de jubilación permite a las compañías de seguros detectar el retiro temprano en un momento dado 
para tener una provisión presupuestaria adecuada. En este artículo, los algoritmos de aprendizaje 
automático y datos de planes de pensiones privados se utilizan para predecir si una persona se 
jubila antes o después de los 65 años en función de características individuales y factores 
macroeconómicos. 
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The retirement began to be institutionalized and become a reality in the life of workers in the 19th 
century, (Costa, 1998). Later it began to expand and gain strength especially in developed and 
industrialized countries in the 20th century, (Atchley, 1996). Two reasons explain its emergence. 
The first one is that workers agreed with their employers the retirement age because at some point 
in their lives they were going to face weakening of their physical abilities to perform the job, 
(Atchley, 1993). Second, old workers faced difficulties with finding work because employers 
preferred younger workers, limiting their obtaining of income and making necessary the 
development of a system that provided them financial sustenance in this stage of life. The 
retirement is colloquially defined as a change of state in the working life of individuals, a 
definitive abandonment of the labour force, (Zickar, 2012). Definitive abandonment is key in this 
definition because many individuals change jobs several times throughout their lives passing 
through a short period of unemployment. This short period of time away from the labour force 
does not necessarily mean a permanent retirement, (Denton and Spencer, 2009).  Retirement is 
also defined as the event where workers leave the labour force due to a decrease in psychological 
commitment to work and an increase in behavioural withdrawal, (Wang and Shi, 2014). The 
individual's new financial support would be the pension, which is different to the salary from an 
economic activity, (Szinovacz, 2003).  
The study of retirement decisions has strengthened during the last years due to the negative impact 
that early retirement has on the sustainability of public pension and profits of private ones. It is 
commonly known that traditional public pension systems such as pay as you go have a strong 
dependence on the demographic structure of countries. This makes that factors such as the 
increase in life expectancy and a decrease in birth rate cause loss of solvency, (Turner, 2009) and 
(Heinrich and Weil, 2012). The early retirement encourages this effect turning workers into solely 
consumers and paying the pensions for longer. In the private pension schemes where an 
authorized financial company accepts the resources from a natural person in order to invest and 
ensure a pension in the old age, the demographic structure does not have the same impact. These 
ones are affected mostly by variables such as proportion of contributions, fluctuations of interest 
rates, number of pensioners and early retirement. The early retirement in private pension plans 
involves fewer contributions to the system, less investment, and therefore less net earnings. 
Several reasons can lead individuals to an early retirement. Some studies explain that 
macroeconomic factors such as unemployment rate and stock market affect the decision of people 
to advance their retirement or delay it, (Bosworth and Burtless, 2010) and (Coile and Levine, 
2011). Studies such as that of Breinegaard et al. (2017) associate early retirement with 
organizational and management factors. Stress at work has also been a factor associated with early 
retirement, (Wang et al., 2008) and (Lin, 2001). Other articles show that personality traits can 
predict the timing and routes of people's retirement, Blekesaune and Skirbekk (2012) and Feldman 
and Beehr (2011). The policies and conditions for the claim of pensions can encourage early 
retirement since people tend to claim their pension as soon as they meet the conditions of age and 
time worked as established by Muldoon and Kopcke (2008). Also, the absence of recessions and 
the presence of a stable economic environment, stimulate an early retirement since workers have 
no personal financial reasons to stay in the workforce for longer, (Hurd and Rohwedder, 2010). 
In the context of a private company that offers personal pension plans, the prediction of early 
retirement is of high interest because it allows foreseeing how much and when the budgetary 
provision will be needed to make the pension payments almost immediately. Unfortunately and 




not been developed to track early retirement of individuals in real-time and act on it, by 
implementing it, in the internal systems of a company. 
The purpose of this research is developing an early retirement score system using machine 
learning techniques to predict whether an individual with certain characteristics and 
macroeconomic conditions is more likely to retire before or after 65 years old.1 This analysis uses 
data offered by a private insurance company in Mexico but the model could also be applied to the 
public sector. 
After this introduction, the paper is structured as follows. Section 2 gives summarised 
explanations about the use of machine learning as predictive tools. In section 3 the data used in 
the analysis is presented. Section 4 presents the methodology used in the study. Section 5 shows 
the results. Section 6 provides conclusions. 
 
2. Machine Learning as Predictive Tool and Advantages 
 
Constantly companies take important decisions based on predictions made by their internal 
systems. Traditionally, the techniques used to make predictions were based on statistical models 
such as regressions. Recently, machine learning algorithms have spread and dominated the 
internal processes of companies due to the ease of their computational implementation and 
production of reliable and predictive models, (Talwar and Kumar, 2013). For example, platforms 
such as Amazon and Netflix use these models to predict the preferences of the customers based 
on their previous choices, (Bell et al., 2008). Models for prediction of weather changes also use 
these algorithms and update continuously online as the environmental conditions change, (Alavi 
et al., 2016). Within the financial sector, machine learning algorithms such as decision tree and 
neural networks have been used to detect credit card fraud. These models help companies to 
minimize the loss from this financial crime, (Bolton and Hand, 2001), (Delamaire et al., 2009), 
(Juszczak et al., 2008) and (Pozzolo et al., 2014). Studies in the insurance sector have used 
artificial neural networks to evaluate the financial capability of insurance companies and predict 
insolvency (Olaniyi et al., 2012). Other studies have used feedforward neural networks with the 
back-propagation algorithm to build decision models for five insurances including life, annuity, 
health, accident, and investment-oriented insurances (Lin et al., 2008). 
Machine learning has some advantages over traditional statistical and econometric models. First, 
in data processing, machine learning algorithms are more efficient in the manipulation of big data 
sets. Second, machine learning allows more effective ways of model complex relationships than 
simple linear regressions, (Varian, 2014). Third, conventional statistical models as those ones 
used in econometrics focus more on finding causality relationships between the variables by 
estimating partial correlations (ceteris paribus) and under certain statistical assumptions.  
 
_______________ 
165 years old is the threshold commonly used to define early retirement, Feldman (1994). 
Machine learning focuses on the prediction and classification using data, very computational not 
necessarily in a statistical way. Machine learning is not very focused on finding causality between 
the variables, (Zheng et al., 2017). Finally, another attractive advantage of these algorithms is 
learning. Previously companies processed information with data available at a certain time, and 




in the parameters of the model despite the fact that new data was constantly being generated. The 
innovative idea of machine learning is that methodologies are designed for computers to learn 
constantly as data is generated over time. This makes predictions of the future more accurately. 
A new trend is arising in which it is recommended to use both traditional statistical models and 
machine learning algorithms in an integral way to strengthen the result on prediction both in short 
and long term. There is evidence that machine learning may be better at making short-term 
predictions and statistical techniques as econometrics turn out to be better in the long term. This 
is because machine learning methodologies deal with the heterogeneity of data and therefore are 
better at capturing short-term predictions. Econometrics, on the other hand, is better with long-
run trends, i.e. linear or regular patterns, (Liu and Xie, 2018). 
In the case of this study, only machine learning algorithms will be used to make predictions since 
the objective of the model is purely of computational interest to create a score to predict early 
retirement. 
 
3. Data  
 
For the purpose of this study, information on retirement events was obtained from an important 
private insurance company in Mexico which offers personal pension plans. These pension plans 
can be acquired by people on a voluntary basis and under certain agreements. The available 
information consists of individual characteristics of each event of retirement from 2005 to 2017, 
totalling 1500 claims in the period. These claims coincide with the ones reported to the Mexican 
Institute of Social Security (IMSS).2 This indicates that the sample is composed of definitive 
retirements.  
 
In order to consider the macroeconomic environment, variables such as the return of government 


























The representation of the variables in the algorithms is shown in the table 1. 
 
Table 1. Variables used in the algorithms. 
Variable Representation 
Gender This variable takes value 1 if the person is male and 0 female. 
Disease 
This variable is 1 if the person has a condition related to the 10 most 
common mortal diseases in Mexico and 0 otherwise. 
Level of Education 
1 means the person has elementary or secondary education, 2 high 
school, 3 graduate studies and 4 postgraduate studies. 
Marital Status 1 if the person is married, 0 otherwise. 
Salary The last salary obtained at the moment of retirement. 
Employment Status 
This variable takes value 1 if the person is an employer and 0 if the 
person is an employee. 
Dependants The number of people who depend economically from the pensioner. 
Unemployment Rate Unemployment rate at the moment of retirement. 
Credit Score  The score fluctuates between 400 and 850, 850 is the best rating. 
Return of Government 
Bonds 
Return of the government bonds at the moment of retirement. 
Stock Market Stock Market at the moment of retirement. 
Source: Own elaboration. Characteristics observed in the sample of claims in private retirement plans. 
The construction of the dependent variable considers as early retirement that one which occurs 
before 65 years old, according to Feldman (1994) and Wang and Alterman (2017). Thus, the 
dependent variable will be a binary one that takes 1 if the person retired before 65 years old and 
0 otherwise. 
 




The total sample has 909 men and 591 women. According to statistics from OECD studies, in 
2016 the man was the main financial support in OECD countries having an employment rate of 
78% in Mexico and 74% in the rest of the countries against of 44% and 58% in women, 
respectively3. Commonly, the women are those who stays at home doing the housework. Under 
this context, it is expected that being woman increases the probability of early retirement since in 


















The health has been a common predictor of retirement, (Clark and Spengler, 1980). A deteriorated 
health condition is an important cause of early retirement according to Leinonen et al. (2016). 
Also, studies such as Burtless and Quinn (2000) explain that workers with poor health status and 
who perform very demanding jobs tend to be the first to retire. The health conditions of clients 
are monitored constantly by insurance companies due to the appearance of physical disabilities 
which are some of the risks covered by the personal pension plans. The database for this analysis 
provides information on whether the worker has health conditions related to the most common 
mortal diseases in Mexico. According to INEGI statistics4, these diseases are heart illness, 
diabetes mellitus, cancer, liver disease, cerebral-vascular illnesses, lung diseases, pneumonia, 




The pattern observed in the last years of the twentieth century suggests that individuals prefer to 
remain in the workforce for longer to get higher salaries, (Atchley, 1989). Brown et al. (1996), 
show that high social class is related to late retirement. Individuals of lower social status generally 
feel less satisfaction, autonomy, and appreciation at work which make them retire early. From 
this evidence is expected that individuals with lower salaries are more likely to retire early. The 
average salary in the sample is around 1,300.00 USD a month. The salary in the sample varies 
from 750 to 2000 USD, which is considered the salary of the middle class and upper-middle-class 




Espenshade et al. (1983) despite the fact that larger families tend to have an increased spending, 
the per capita consumption falls. Also, studies such as Gensler (1997) indicate that large families 
are related to low wages and education. Based on this, it is expected that individuals with major 
number dependants work for longer to compensate and improve the low welfare in the family. In 
the sample of the study, 34.71% of individuals have 4 dependants while only 0.73% has 1 
dependant. At first glance, it seems to be a large number of dependents compared to European 
countries or northern America. The sample considers people who have retired in the last 12 years, 
people who were born in the fifties and who began to procreate in the sixties and seventies. In 
Mexico, according to statistics from the National Population Council (CONAPO), the average 
number of children per woman in the seventies was 6.1. Taking this into account, it is seen that 















Level of Education 
 
Stenberg and Westerlund (2016) using longitudinal population register data in Sweden from 1982 
to 2010 find that higher education increases the labor survival rates of individuals aged 61-66 by 
around 5%. Other researches such as Peracchi and Welch (1994) suggest that skilled workers that 
are often related to higher education are less likely to leave full-time employment. Consequently, 
it is expected that higher education decreases the probability of early retirement.  
In the sample, 25.40% of individuals have elementary education, 25.47% high school, 23.07% 
graduate studies while 26.06% have postgraduate studies. According to statistics from the 
National Employment and Occupation Survey (ENOE), the generations of the sixties and 
seventies used to finish only elementary education and high school. This explains the high 
frequency of individuals with only basic education. Over the years and as Mexico grew 
economically and became involved in a globalized and competitive world, individuals chose to 
acquire higher educational degrees. On the other hand, the high frequency of individuals with 
postgraduate studies in the sample may be due to the profile that is commonly associated with a 
private insurance company. Individuals with higher educational levels tend to have better jobs, 




This variable was included as a measure of an individual's financial health regarding personal 
debt. The greater the score the better the financial health of the person. Usually, a person with a 
high personal debt and bad financial management will remain working for longer to discharge his 
debt. This variable is commonly used in the banking sector to predict the credit default of 
consumers and companies. Individuals and companies with low scores are rejected or given 
smaller credits. The sample is composed by workers who have a score between 600 and 800.5 In 




The marital status is a variable that can also influence early retirement, (Figueira et al., 2017). For 
example, if the spouse receives a high income that allows the couple to have a good quality of 
life, the other one might retire early. The possibility of early retirement can increase even more if 





The social environment at work is often the second family and home of the employee. This is why 
conditions at work and how comfortable employee feels influence retirement decisions. If the 
worker does not have a good relationship with colleagues or the environment is simply unfriendly 
and stressful he will retire early, (Elovainio et al., 2005) and (Carr et al., 2016). This situation 
disappears when the individual is an employer and can decide the environment he wants to work 












This variable was introduced as an indicator of a fixed rate and was obtained from statistics of the 
Bank of Mexico. In the sample, the return of government bonds faced by individuals varies in a 
range of between 6% and 8%. 
 
Unemployment Rate and Stock Market 
 
These variables were obtained from statistics of Bank of Mexico and were included as 
macroeconomic indicators that can influence retirement decisions. Bosworth and Burtless (2010) 
explain that when the unemployment rate decreases, people tend to retire early because there are 
no jobs in the market. Coile and Levine (2011) show that fluctuations in the stock market have an 
impact on the retirement decisions of workers with a high level of education. Particularly, 
decreases in stock market cause a delay in retirement because people decide to stay in the labour 
market longer to rebuild their lost wealth.   
 
The trends explained above imply, in their majority, relationships of causality and were mentioned 
with the objective of supporting the inclusion of the variables in the machine learning algorithms. 
Since machine learning does not focus on causality some of these trends might change on the 
recognition of patterns. 
 
4. Methodology and Model 
 
4.1 Learning Process 
 
The vital part of machine learning algorithms is “learning”. It is assumed that there exists a 
function "𝐹" applied to a set of data and the objective of the apprentice system is to guess what 
type of function it is. A hypothesis is created about the function to be learned, let us say "𝐿". It is 
understood that "𝐿(𝑥)"  is the function to be estimated and implemented by the system that has as 
input the vector 𝑥 = (𝑥1, 𝑥2, . . . , 𝑥𝑘)  with "𝑘" components. The creation of "𝐿" is based on a set 
of data called training set with "𝑛" input vectors. In several cases, there is also a test set to evaluate 
the fit and accuracy of the "𝐿" function with respect to the "𝐹"  function. The learning process in 
these algorithms can be done in two ways: supervised learning and unsupervised learning. The 
learning that is a matter for us in this paper is supervised learning. 
 
Formally, a supervised learning consists of a set of "𝑛" ordered pairs (𝑥1, 𝑦1). . . (𝑥𝑛, 𝑦𝑛), where 
𝑥𝑖 is a vector of characteristics and 𝑦𝑖 is the label of the vector. In the case of this study, the vector 
𝑥𝑖 represents the characteristics or attributes of retired people and 𝑦𝑖 is the classification of the 
pensioner as "retired before 65" or "retired at 65 or after". The test data will be a set of “m” vectors 
without classification, (𝑥𝑛+1, . . . , 𝑥𝑛+𝑚). The goal is to label the test set as “retired before 65 years 









4.2 Supervised Learning Algorithms 
 
This paper applies three models of supervised learning to see the behaviour of data in each one 
and select that one with the best performance to create the scoring of early retirement prediction. 




Random forest is a classifier that consists of a collection of tree-structured classifiers {ℎ(𝑥, 𝑘), 𝑘 =
1, . . . } where the {𝑘} are independent identically distributed random vectors and each tree casts a 
unit vote for the most popular class at input 𝑥, (Breiman, 2001). It is a substantial modification of 
bagging that builds a large collection of de-correlated trees and then averages them. In many 
ways, the performance of random forests is very similar to boosting, but they are simpler to train 
and tune.  
 
The random forest technique can be used in two ways, to estimate a regression or classification. 
The regression is used when the output variable is continuous; the classification function is used 
when the output variable is categorical. For example, if we want to determine or predict the 
systolic pressure of a person based on height, weight and age, a regression would be used. If we 
want to determine if a person will retire before or after 65 years old (as is our case, yes/no) 
depending on his gender, health status, monthly salary, etc., the classification function would be 
used. 
 
This technique has some advantages over other classification models. First, it avoids the problem 
of over-fitting. Second, if the variable is continuous the same algorithm and trees can be used. 





The goal of logistic regression is to find the best fitting model to describe the relationship between 
the dichotomous characteristic of interest (dependent variable = response or outcome variable) 
and a set of independent (predictor or explanatory) variables. Logistic regression generates the 
coefficients (and its standard errors and significance levels) of a formula to predict a logit 
transformation of the probability of the presence of the characteristic of interest.   
This model starts with the following. 
 
Let 𝑦𝑖  be the binary variable and 𝑥𝑖 the vector of explanatory variables. We define: 
 




= 1 − 𝐹 [− (𝛽0 + ∑ 𝛽𝑗𝑥𝑖,𝑗
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Where 𝐹, is the comulative distribution function of 𝑢𝑖 and 𝑃𝑖 is the probability of retirig before 
65 years old. 𝑦𝑖 = 1 if individuals retire before 65 years old and 0 otherwise. 
 



















Where 𝑃𝑖 is the probability of early retirement, 𝑥𝑖 the vector of explanatory variables and 𝛽 are 
the parameters to be estimated. 
 
One of the advantages of the logistic regression is that it does not require all the assumptions of 
the linear regressions to generate good estimators. It is also possible to work with non-linear 
relationships between the dependent variable and the explanatory variables since a logarithmic 
transformation of the linear regression is used. 
 
Support Vector Machine 
 
The intuition behind Support Vector Machine (SVM) is the following: consider the following 
graph, in which “x´s” represent individuals who retired early, “o's” denoting individuals who 
retired late and the decision boundary which is a line given by the equation 𝜃𝑥𝑇 = 0 (this line is 
also called the separating hyperplane). Three points have also been labelled A, B and C. 
 
 
     
     
     
     
     
     
     
     
     
     
SVM technique represents the sample points in space, separating the classes into 2 spaces as wide 
as possible by a hyper-plane defined as the vector between the 2 points, of the 2 classes, closest 
to which is called support vector. When the new samples are put in correspondence with said 
model, depending on the spaces to which they belong, they can be classified in one or other class, 
(Cortes and Vapnik, 1995). For example, point A is very far from the hyper-plane, so it can be 


















to the borderline, being labelled as early retirement but not with the same level of confidence as 
point A. 






𝑠. 𝑡.   𝑦𝑖(𝜔𝑇𝑥𝑖 + 𝑏) ≥ 1, 𝑖 = 1,2, . . . , 𝑚 
 
Where 𝛾 is the distance to the decision boundary, (𝜔, 𝑏) is the orthogonal vector of the hyperplane 












































The data was divided into two parts: 70% for the training set and 30% for the test set.  The test 
set was used to evaluate the fitness of the models. The split is made randomly and each model 
considers same training and test sets. 
 
The performance of the model on the prediction can be measured by the confusion matrix. This 
matrix shows the proportion of true positives (proportion of positive cases that were correctly 
classified TP), false positives (proportion of positive cases that were incorrectly classified FP), 
true negatives (proportion of negatives cases that were correctly classified TN) and false negatives 
(proportion of negative cases that were incorrectly classified FN).  
 
The table 2 shows the confusion matrix of the three models. 
 
Table 2. Confusion Matrix.       
Random Forest  Logistic Regression 
  Predicted    Predicted 
  Early Late   
 Early Late 
Real 
Early 177 41  Real 
Early 173 35 
Late 62 170  Late 66 176 
         
   Support Vector Machine   
     Predicted   
     Early Late   
   Real 
Early 174 40   
   Late 65 171   
Own elaboration. 
 
The confusion matrixes were constructed considering a threshold of 0.5. This means that if the 
predicted probability of the event in the test set was greater than 0.5, it classified as “Early 
Retirement”, otherwise “Late Retirement”. The numbers along the main diagonal represent the 
correct decisions made in the test set. From the table 2, it can be obtained that the decisions made 
correctly were 347, 349 and 345 for random forest, logistic regression and SVM, respectively. 
Although there is not much difference between these values, it is observed that logistic regression 
has the best performance to predict true events of early and late retirement. 
The proportion of true positives is also known as sensitivity, which is the probability of predicting 
an early retirement on the test set when the person actually retired early. The proportion of true 
negatives is also known as specificity which means the probability of predicting a late retirement 











The measures of sensitivity and specificity are used to construct the ROC Curve which is the 
graph of 1-specificity versus the sensitivity for each possible threshold value or cut-off point on 
the scale of results of the test under study, (Fawcett, 2006). Then, we have probabilities in both 
axes of the ROC curve, it will be contained in the square[0,1]𝑋[0,1]. The graph 2 shows the ROC 
curve of the three models of this analysis.  
 
 Graph 2. ROC Curves.    
 
 
      
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       
       











It is observed that the three models have almost the same shape and curvature on the ROC graphs. 
The area under the ROC Curve is known as accuracy (AUC) and represents the probability of 
discriminating correctly between early and late retirement.  
Despite the small differences, the logistic regression has the best performance based on accuracy. 
Another advantage of the logistic regression is the ease to create the score. Usually, the creation 
of scores with vector machine and random forest requires additional steps in the internal 
algorithms of the systems, while with logistic regression the score is generated directly and 
naturally. 
  
Table 3 shows the score for 2 clients in the test set based on the logit model.  
 
Table 3. Score based on logit model. 
Variables Individual 1 Individual 2 
Gender Male Female 
Disease No Disease Disease 






Marital Status Married Single 
Salary 26 000 25 000 
Employment Status Employer Employee 
Dependants 4 5 
Unemployment rate 2.93 4.6 
Credit Score  624 694 
Return of Government Bonds 8.89 6.05 
Stock Market 19520.66 44100.16 
Score of Early 
Retirement(Probability of early 
retirement) 
0.0404 0.9495 
Source: Own elaboration. 
 
Certain expected patterns can be observed from the attributes of these two individuals and the 
scores obtained. Individual 1 has a higher level of education than individual 2, which indicate that 
workers with a lower level of education tend to retire early. Also, Individual 1 earns a little bit 
more than individual 2, which supports the idea that workers with higher incomes tend to work 
for longer. Individual 1 is male and 2 female, which implies that men remain in the labour force 
for a longer time than women. Individual 2 is subject to a higher unemployment rate than 
individual 1, which confirms the idea that a high unemployment rate pushes workers to early 
retirement. Individual 2 is subject to a higher stock market confirming the trend that a high stock 
market is related to early retirement. Regarding the returns on bonds, the individual 2 who faced 
a lower return, obtained a higher score(probability) of retirement before 65 years. The individual 
1 has a lower credit score than individual 2 and less score(probability) of early retirement, which 
coincide with the expected trend of this variable. As for health, Individual 2 has a condition related 









This paper shows how to create a score system to predict early retirement using personal attributes 
and macroeconomic variables. The algorithms used for the analysis are support vector machine, 
logistic regression and random forest. Logistic regression is the model with the best performance 
and the most suitable for scoring. 
 
The scoring system can be used in any insurance company that has the necessary data to make 
predictions. The advantage of machine learning techniques is that new variables can always be 
incorporated into the model in order to improve the accuracy of the results. This work also gives 
an example of how data and machine learning methodologies might be used, if the availability of 
data was bigger. For example, in the case of a movement from a public pension system to a private 
one of individual accounts, the availability of data would be BIG and machine learning algorithms 
would be suitable to process that amount of data. 
 
The creation of score systems in pension plans is innovative and offers insurance companies an 
alternative to track and control early retirement. Predictive data modelling is gaining strength in 
different fields of the industry and pension sector must implement artificial intelligence in its 
processes to improve its results. 
 
Future research aims to analyse how the predictions would change if we apply the models in the 
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