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R. Fei, W. Merzkirch
Abstract With a stereo PIV system, in order to perform
reliable measurements of the three velocity components in
liquid flow, it is mandatory to minimise the errors made in
determining the 2D displacement vectors and the viewing
direction of each of the two cameras. We present a method
for determining the viewing direction in the ‘‘angular
displacement’’ stereo system by means of a digital imaging
procedure such that the direct measurement of geometri-
cal parameters of the set-up is avoided. This makes the
method particularly useful for measurements through the
transparent walls confining the liquid flow. A third order
polynomial used for calibrating the stereo system is shown
to provide more accurate results than imaging functions of
lower order. Further improvement of the evaluation
accuracy is obtained with the application of an artificial
neuronal network, but at the expense of considerably
increasing the computation time. A comparison of the
evaluation results obtained with the operational proce-
dures presented in this paper with those generated with
another method that is applicable to liquid flow (Soloff
et al. 1997) shows, that the present procedures can be
considered as a viable alternative to existing methods.
1
Introduction
During the past decade the PIV technology has been ex-
tended towards stereo systems which allow to measure the
out-of-plane velocity component together with the two
components in the plane of the laser light sheet. Stereo PIV
systems use two cameras that record the two-dimensional
(2D) in-plane particle image patterns under different
viewing directions. Currently, the ‘‘angular displacement’’
system is the standard configuration of the two cameras,
and fulfilling the Scheimpflug condition ensures that all
particle images are focused (Prasad 2000; Raffel et al. 1998;
Hinsch 1995).
The three-component (3C) velocity vectors are deter-
mined from the two separate two-component (2C) vector
patterns by means of a special reconstruction algorithm. It
is reported that the error in the out-of-plane component
relative to the in-plane component is equal to 1/tan a,
where a is the viewing angle (see, e.g. Prasad 2000;
Lawson and Wu 1997; Prasad and Jensen 1995; Prasad
and Adrian 1993). The error in determining the out-of-
plane component is composed of the errors made in
measuring the two 2C velocity fields and the error involved
in the reconstruction process. Minimising this error is still
the aim of current research (see, e.g. Coudert and Schon
2001).
Calculating the three Cartesian components of the
particle displacement, dx, dy, dz, from the in-plane dis-
placements dx1, dy1, dx2, dy2 (the indices 1, 2 refer to
cameras 1 and 2, respectively; see Fig. 1) can be done by
means of the following equations:
dx ¼ dx2  tan a1  dx1  tan a2
tan a1  tan a2
dy ¼ 1
2
dy1 þ dy2ð Þ
dz ¼ dx1  dx2
tan a1  tan a2
ð1Þ
a1, a2 define the respective viewing directions with
a1>0 and a2<0 (angle between optical axis of camera and
direction normal to light sheet plane z). The symbols used
in Eq. 1 are explained in Fig. 1. The first and third rela-
tionships are almost identical with Eqs. 1 and 3 in Willert
(1997); they differ in comparison to Willert by the sign on
the right side of Willert’s Eq. 3 because the viewing angles
ai are defined in a different way. The second relationship
applies to very small values of bi as it is also shown in
Willert (1997); this simplification is justified because the
two cameras in the set-up considered here are situated in a
horizontal plane (bi<<0). Details of the derivation of Eq. 1
can also be found in Fei (2002).
dX and dY are projections of the particle displacement
on the x–z and y–z planes, respectively. The quantities dxi,
dyi, ai must be measured with the highest achievable
accuracy. It is known that, in the ‘‘angular displacement’’
system, the imaging ratio is not constant across the whole
field of each 2D PIV recording. Therefore, a necessary first
step should correct the distorted 2D PIV recordings by
means of an appropriate transformation, such that the
displacements dxi, dyi are the ‘‘correct’’ values in the
transformed x–y coordinate systems. Different calibration
procedures using imaging functions or mapping
algorithms have been reported for this purpose (e.g.
Ehrenfried 2002; Westerweel and van Oord 1999; Ja¨hne
1997; Willert 1997). In this paper we investigate and
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discuss a number of operational procedures that can be
considered as alternatives for known procedures used in
practical stereo PIV systems. These have a third order
polynomial as the imaging function, and a method based
on the use of an artificial neuronal network (ANN) for the
same purpose. Furthermore, we propose a procedure for
determining the angular directions ai by means of digital
image processing. We emphasise possible applications of
the proposed procedures to liquid flows where the imaging
must be done through one or several glass plates. The
questions we would like to answer are: Which accuracy
can be achieved when these procedures are used in a
measurement system, and at what expense.
The proposed operational procedures are demonstrated
in an experiment and compared with an existing method.
For the PIV evaluation, i.e. the measurement of the particle
displacements, we use the MQD method (Gui and Mer-
zkirch 1996) that, for the present applications, has been
proven to ensure a high evaluation accuracy (Fei et al.
1999). Details of the derivation of the new procedures and
experimental verification can be found in the dissertation
of Fei (2002).
2
Determining the viewing direction
The reconstruction of the 3D velocity or displacement
vector according to Eq. 1 requires knowledge of the
viewing direction, expressed by the angles a1, a2. In many
cases it is not possible to determine a1 and a2 from the
known geometry of the set-up with high precision, be-
cause the distance between light sheet and image plane of
the cameras cannot be measured with sufficient accuracy,
particularly if the imaging takes place through transpar-
ent walls. Before describing a new procedure for deter-
mining a1 and a2, we shall give an estimate of the
influence of the error made when determining the view-
ing angle da on the inaccuracy of the displacement
component dz.
In order to facilitate the derivation and form of the
following equations (Eqs. 2 and 3) we assume a symmet-
rical orientation of the two cameras with |a1| = |a2|. This
assumption was not used for determining the viewing
angle (Eq. 4), so that the two viewing angles can be
determined independently of each other. Therefore, only
one camera is considered and depicted in the respective
figure (Fig. 2). From Eq. 1 and with |a1| = |a2| = a one
derives for the differential of dz




 d dx1  dx2ð Þ þ 1
2




The relative deviation of dz
d dzð Þ=dz ¼ d dx1  dx2ð Þ
dx1  dx2 
1
sin a  cos a  da ð3Þ
is composed of two contributions: The first term on the left
side describes the error made in the 2D PIV recordings,
the second term is the contribution due to the inaccuracy
of determining the viewing direction. It can be seen that
d(d z)/d z increases with decreasing value of a, and for
typical number values of a one can derive that a relative
error of a few percent in a may cause relative deviations in
d z of also a few percent. This calls for a precise method for
determining a.
For the proposed method of determining the viewing
angle a a reference scale of length d x is placed in the
object plane. The procedure is explained with reference to
the geometry defined in Fig. 2. The scale that is parallel to
the light sheet or object plane is displaced normal to that
plane by the amount dz. The projection of dz onto the
object plane is d z¢=dzÆtan a, that of dx is dx¢. If the
imaging ratio is M, the projections are dx¢m=MÆdx¢ and
dz¢m=MÆdz¢, respectively. Then, the viewing angle a can be
determined from







It is known that in the ‘‘angular displacement’’ system
the imaging ratio is not constant across the whole field of
each 2D PIV recording. An imaging function (described
next) was used to convert the image recorded with dis-
tortion into an ‘‘ideal’’ new image free of distortion with a
constant imaging ratio M and the same value of the
viewing angle within the whole image, before the viewing
angle was calculated.
In a calibration dx and dz should be determined with
high accuracy; dx¢m and dz¢m are measured in the (digital)
imaging plane. For determining dz¢m, two exposures, taken
before and after displacing the object plane by dz, are
correlated, and d z¢m can be measured with sub-pixel
accuracy. It is thus unnecessary to measure any geomet-
Fig. 2. Determination of the viewing angle a. Typical dimensions
in the experiments are dx=5 mm, dz=0.5–1.0 mm
Fig. 1. Definition of geometrical quantities used for describing
the ‘‘angular displacement’’ stereo PIV system
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rical parameter of the experimental set-up, so that this
procedure accounts automatically for the imaging through
transparent walls when the stereo system is applied to li-
quid flow confined by such walls. It is difficult to give an
estimate of the error made in determining the viewing
angle in this way, because we have no means to determine
a reference value of a for the arrangement in which the
object is situated in a water tank and seen through (at
least) one glass window. We can only use the result of the
experiment described in Sect. 4 as an indirect proof for the





The imaging function serves to transform a recorded im-
age into a different coordinate system in order to com-
pensate for distortions. The transformed image is called
the physical plane. Here, the aim is that the transformed
image exhibits a constant imaging ratio throughout the
whole physical plane. For this purpose we use a third order
polynomial of the following form:
xi ¼ a1X3i þ a2Y3i þ a3X2i Yi þ a4XiY2i þ a5X2i þ a6Y2i
þ a7XiYi þ a8Xi þ a9Yi þ a10yi
¼ b1X3i þ b2Y3i þ b3X2i Yi þ b4XiY2i þ b5X2i þ b6Y2i
þ b7XiYi þ b8Xi þ b9Yi þ b10
ð5Þ
xi, yi are the coordinates in the physical plane, while Xi,
Yi are the coordinates in the recording plane. For deter-
mining the 20 constant coefficients a1 ... a10 and b1 ... b10, it
is required that the coordinates xi, yi, Xi, Yi are known for m
points in the two planes with m‡10. A scheme for solving
the system for the 20 unknowns by means of a set of 2m
linear equations is included in Fei (2002). The identification
of the m points in the recording plane and the physical
plane is done in a calibration process, for which a calibra-
tion grid is placed in the light sheet plane. The procedure is
similar to methods described by, e.g. Ehrenfried (2002);
Westerweel and van Oord (1999); Willert (1997).
3.2
Comparative study of different imaging functions
As mentioned above, a number of imaging functions or
mapping procedures have been reported in the literature.
Here, we compare three algebraic functions and the third
order polynomial according to Eq. 5 by applying these
relationships to mapping a calibration grid that is placed
in the centre of the light sheet in a water tank. The imaging
is done through the transparent glass walls of the tank (for
dimensions, see Sect. 4.1). The arrangement for these
studies is the same as sketched in Fig. 7 (see Sect. 4.2). The
rectangular grid has a total of 9Æ13=117 nodal points. Of
these points, 93 serve as reference coordinates for deter-
mining the constants used in the imaging functions
(m=93). The coordinates of the remaining 24 points in the
physical plane are determined by means of the imaging
functions. Since the true coordinates of these points are
known, the accuracy of the mapping procedure can be
determined.
The following imaging functions from the literature are
used for this comparison:
a) The second order polynomial reported by Westerweel
and van Oord (1999)
xi ¼ a1X2i þ a2Y2i þ a3XiYi þ a4Xi þ a5Yi þ a6
yi ¼ b1X2i þ b2Y2i þ b3XiYi þ b4Xi þ b5Yi þ b6
ð6Þ
b) The (first order) mapping function defined by Willert
(1997)
xi ¼ a11Xi þ a12Yi þ a13
a31Xi þ a32Yi þ 1
yi ¼ a21Xi þ a22Yi þ a23
a31Xi þ a32Yi þ 1
ð7Þ




i þ a12Y2i þ a13XiYi þ a14Xi þ a15Yi þ a16
a31X2i þ a32Y2i þ a33XiYi þ a34Xi þ a35Yi þ 1
yi ¼ a21X
2
i þ a22Y2i þ a23XiYi þ a24Xi þ a25Yi þ a26
a31X2i þ a32Y2i þ a33XiYi þ a34Xi þ a35Yi þ 1
ð8Þ
The grid was shifted to a number of z-positions in the
light sheet within an interval of D = ±0.5 mm, and at each
position the procedure was performed for the 24 test
points. The RMS values of the deviation from the true
coordinates (in pixels) found for the 24 points at different
z-positions (abscissa) are given in Fig. 3. The smallest
deviation is obtained when applying the third order
polynomial, Eq. 5. This result confirms the expectation
that higher order polynomials can describe more complex
distortions (Raffel et al. 1998).
Fig. 3. RMS values of deviation from true coordinates when
applying four different mapping functions; abscissa: number
value of the different z-positions
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3.3
Calibration by using an artificial neuronal network
The higher order polynomials are approaches to the
imaging function whose exact form is not known. Under
certain circumstances, artificial neuronal networks (ANN)
are expected to approach the desired relationship very
accurately. Therefore, we find it interesting to check the
capabilities of an ANN for establishing a relationship be-
tween the coordinates in the image plane and those in the
physical plane. For this purpose we make use of the
toolbox available with the Matlab 5.0 software. A two-
layer feed-forward net with the input variables (Xi,Yi), as
coordinates in the recording plane, and the output vari-
ables (xi,yi), as coordinates in the physical plane, is formed
in order to provide an approximated imaging function
~x ¼~F ~X  ð9Þ
The ANN is applied to and trained with the calibration
grid described in Sect. 3.2. From the total of 117 nodal
points, the coordinates of 93 points are used for the
training of the network, while the coordinates of the
remaining 24 nodal points serve for testing the perfor-
mance of the network after the training. The 24 points for
the testing are selected such that they are uniformly and
equally distributed in the plane of the grid. Additional
information on the training of the ANN and the optimi-
sation of the number of neurons for the approximation
process is available in Fei (2002).
The ANN is tested in the same way as reported in
Sect. 3.2 for checking the accuracy of the imaging func-
tions: The ANN is applied to the images of the grid shifted
to various positions in the water tank for converting the
distorted images. The RMS values of the deviations of the
predictions from the known true positions of the 24 nodal
points at different z-positions are shown in Fig. 4, which
also includes the results obtained by applying Eq. 5 to
these test cases. Obviously, the result from using the ANN
is better than that obtained with the third order polyno-
mial. However, a problem with applying the ANN for this
purpose is the significantly longer time needed for com-
putation: While the time needed for converting an image
of 1280·1024 pixels in size was only 6 s using Eq. 5, this
computation required 241 s for the ANN on a Pentium II
(233 MHz). The expense of computing time must be





Velocity measurement of a system of particles suspended
in water
In this section we report on experimental studies in which
the tools developed for a 3D evaluation as described in
Sects. 2 and 3 are applied to the motion of particles sus-
pended in water. Several procedures for checking the
accuracy of 3D PIV evaluations are reported in the liter-
ature, e.g. on the basis of artificially generated PIV pat-
terns (Soloff et al. 1997; Lecerf et al. 1999) or by using as
the object an ensemble of particles enclosed in a solid
transparent Plexiglas cube (Lawson and Wu 1997). In our
experimental check we use a system of particles in the
same environment as would occur in liquid flow, i.e. the
particles are suspended in water and viewed through the
transparent walls of a tank. Subsequently, we evaluate this
3D object with the method of Soloff et al. (1997), which is
applicable to this situation.
The object is a Plexiglas tank 200 mm·200 mm·50 mm
in size that is filled with water and can be moved at a
controlled speed along a straight rail. The thickness of the
Plexiglas plane walls is 5 mm. Tracer particles 10 lm in
size with a specific weight of 1100(±50) kg/m3 are sus-
pended in the water, whose specific weight is adjusted to
that of the particles by adding and dissolving an appro-
priate amount of NaCl. In this way a neutrally buoyant
system of particles suspended in the liquid is generated
Fig. 4. Comparison of the calibration of a distorted image by
applying the third order polynomial, Eq. 5, as imaging function
and the ANN
Fig. 5. Experimental set-up for measuring the velocity of the
particles within the water tank by the stereo PIV system. The
water tank moves along the straight rail, and its instantaneous
velocity, as the reference velocity, is measured with a second (2D)
PIV system (see the Kodak camera)
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such that the particles assume the velocity of the tank
when it is moved with constant speed along the rail. PIV
measurements ensured that, after a specific period of
acceleration, the velocities of tank, water, and particles are
equal.
In our experimental set-up (Fig. 5) the tank, and thus
the particles, move in a direction perpendicular to the light
sheet, and this velocity had to be determined with the
stereo PIV system. The light sheet is generated with a
double-pulsed Nd:YAG laser and, in the water, it has a
thickness of approximately 1 mm. Two PCO cameras
(PCO Flow Master 3, 1280·1024 pixels, LaVision) serve for
recording the particle image patterns in the ‘‘angular dis-
placement’’ mode of the stereo system. The Scheimpflug
condition is fulfilled by means of special adapters (pro-
vided by LaVision) to the cameras. Since the object is
moving and the light sheet is fixed in space, the recording
of the PIV patterns must be synchronised with the moving
tank such that the PIV system is triggered when the tank is
at the respective position on the rail. For several reasons
the velocity of the tank is not ideally constant, but it must
be known as the reference velocity against which the
velocity determined with the stereo measurement should
be checked. The instantaneous velocity of the tank on the
rail is measured with a separate 2D PIV system (see the
Kodak camera in Fig. 5 that is directed towards a grid
fixed on the side wall of the tank), and thus, the reference
velocity is determined and available with the known sub-
pixel accuracy of a 2D PIV measurement.
For the calibration of the stereo system we use a cali-
bration grid immersed in the water tank, with the third
order polynomial according to Eq. 5, and we follow the
procedure explained in Sect. 3.1. Similarly, the determi-
nation of the viewing angles a1 and a2, needed for using
Eq. 1, is done as described in Sect. 2. The particle image
patterns are evaluated with the MQD method (Gui and
Merzkirch 1996).
The tank is moved on the rail in three different velocity
ranges: approximately 75 mm/s, 100 mm/s, and 150 mm/s.
The actual tank velocity in each experiment is determined
with the 2D PIV system and with the accuracy of a 2D PIV
measurement. A comparison of the ‘‘reference velocity’’,
measured in this way, and the result of the stereo mea-
surement are given in Fig. 6 for the three velocity ranges.
The horizontal scale is the reference velocity, while the
vertical scale applies to the values measured with the ste-
reo PIV system. The solid line at 45 indicates complete
agreement between the two values, and the two dashed
lines on each side of the solid line confine the range of
±3% relative deviation between reference and stereo
measurements. All experimental values lie within this
range. For the 75 mm/s range, the average of the absolute
value of the relative deviation is 1.1%, and the maximal
deviation is 2.2%. These values are for the 100 mm/s range
1.1% and 2.8%, respectively, and for the 150 mm/s range
1.2% and 2.7%, respectively. The deviations can be
attributed to several independent effects. One possible
effect results from the fact that the motion of the tank
is normal to the light sheet. This arrangement requires that
the time interval between the two YAG laser pulses has
to be short enough to ensure that the particles remain
within the light sheet during that interval. Therefore, the
distance between the particle images is only of the order of
1 to 2 pixels. Assuming a resolution of 0.01 pixels in the
Fig. 6a–c. Comparison of ‘‘reference
velocity’’ and velocity measured with the
stereo PIV system. Dashed lines indicate
±3% deviation. Velocity ranges: a
75 mm/s; b 100 mm/s; c 150 mm/s
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measurement, the contribution of this effect to the above-
mentioned deviation is of the order of 1%.
4.2
Comparison with the method of Soloff et al. (1997)
The method of Soloff et al. (1997) uses a three-dimensional
polynomial for relating the positions in the 3D physical
space and the respective positions in the 2D recording
planes of the cameras. Therefore it can be applied to the
flow of a liquid in a tank where it is necessary to record the
particle image patterns through transparent walls. The
coefficients of the polynomial are found by calibration. A
further difference to the method presented in this paper is
that the PIV recordings are evaluated prior to being con-
verted by means of the calibration procedure; the con-
version or correction of the geometrical coordinates is
done in the planar distribution of the evaluated displace-
ment data. We apply the method of Soloff et al. (1997) to
the same object that we have used for verifying the eval-
uation method presented in this paper (see Sect. 4.1). The
necessary steps in this evaluation and the principal dif-
ferences between the two methods are discussed in detail
by Fei (2002).
The comparative studies with the two methods are
performed in the same set-up that is used for the cali-
bration (see Sect. 3.2). The grid positioned in the filled
water tank is used for both the calibration and checking of
the accuracy of the two methods. The arrangement for
these studies is sketched in Fig. 7. For determining the
viewing angle and calibrating the method described in this
paper the grid pattern must be recorded at two different
z-positions of the grid, here: z = +0.5 mm and )0.5 mm,
while three positions are necessary for calibrating the
method of Soloff et al.; we use the z-coordinates +0.5 mm,
0, and )0.5 mm. All z-displacements of the grid are con-
trolled with the 2D PIV system for which the Kodak
camera is used (Fig. 7), and these values are taken as a
reference. When the tank is displaced between exposures,
the optical path from the light sheet to the lens changes
slightly. Since this occurs both in the determination of the
viewing angles and in the experiment, we assume that this
effect is compensated automatically. After the calibration
the grid is shifted to several positions near z = )0.4 mm,
and the displacement with regard to the z = 0 position is
measured by means of the two methods. The results are
shown in Fig. 8 where the abscissa is the ‘‘true’’ (reference)
value of the displacement, while the ordinate is the dis-
placement measured with the two stereo evaluations. The
45 line indicates complete agreement of the measurement
with the reference value. The experimental points are close
to this line, and the difference between the two methods
appears to be small.
The difference between the two methods can be
recognised easier in the diagram of Fig. 9, where the rel-
ative deviations from the reference values are shown for
the method presented in this paper (abscissa) and the
method of Soloff et al. (ordinate). Apparently, smaller
deviations result from the present method; this result is, of
course, restricted to this particular experiment.
5
Conclusion
In order to perform reliable measurements of the three
velocity components in liquid flow with a stereo PIV sys-
tem it is mandatory to minimise the errors made in
determining the 2C displacement vectors and the viewing
direction of each of the two cameras. The difficulties in
determining these quantities with high accuracy result
from the refraction through the transparent walls confin-
ing the liquid. We present a method for determining the
viewing direction by using digital imaging procedures
such that it becomes unnecessary to directly measure
geometrical parameters of the set-up. When applying this
method in the reported experiment the viewing angle is
just a coefficient, analogous to the coefficients found by
calibration. For calibrating the coordinate system in the
physical plane against the (distorted) coordinates in the
imaging plane we use a third order polynomial that, as one
can expect, provides more accurate results than imaging
functions of lower order would do. An additional
improvement is obtained when the calibration is done by
means of an artificial neural network, but at the expense of
considerably increasing the computation time. A com-
parison of the evaluation results obtained with the oper-
ational procedures presented in this paper and those
Fig. 7. Set-up for calibrating the evaluation methods
Fig. 8. Comparison of measuring the known displacement of the
grid with the two methods
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generated with another method that is applicable to liquid
flow (Soloff et al. 1997) shows, that the presented methods
can be considered as viable alternatives to existing meth-
ods. In order to account for the imaging through the
transparent walls the method of Soloff et al. makes use of a
three-dimensional calibration, while for the present
method a 2D calibration is sufficient. The algorithms and
procedures proposed here can be implemented easily in
the respective PIV software.
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