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Abstract-Let A = (aij) be an n x n matrix. Consider the discrete transform u + Au, and 
associate with the jth column of A the eigenpolynomial aj(z) = cyzol aij xj. The properties of 
eigenpolynomials play an important role in the case where A is a matrix of eigenvectors of a Toeplitz 
matrix [1,2]. Here we consider the cases where A is the matrix defining the Discrete Fourier Transform 
(DFT), the Discrete Hartley ‘Transform (DHT), the Discrete Sine Transform (DST) and the Discrete 
Cosine ‘Dansform (DCT) in its two versions of (31 and (41. For each eigenpolynomial of each transform, 
we explicitly determine all its zeros. We use eigenpolynomials as a unifying tool for describing the 
Decimation In Frequency (DIF) versions of the main known algorithms for DFT. Moreover, by using 
the information about the zeros of the eigenpolynomials we devise new algorithms for DFT, DHT, 
DST and DCT, which reach or improve (in the case of DST and DCT) the record complexity bounds 
without requiring the use of the algorithm for complex multiplication with three multiplications and 
three additions [5] and of the implicit preconditioning. 
1. INTRODUCTION AND PRELIMINARIES 
Let A be an n x n matrix and v = (vi) an eigenvector of A, i.e., a nonzero vector such that 
Av = Xv for a scalar A. We call the polynomial V(X) = CyLi wi zi, whose coefficients are the 
components of the eigenvector v, eigenpolynomial associated with v. 
Particular interest [1,2] has been devoted to the study of the zeros of eigenpolynomials of 
Toeplitz matrices (a matrix T is Toeplitz if its entry ti,j is function of the difference j - i) due 
to the role that these polynomials play in the optimization of rejection filters. 
In particular, in [l] it is proved that all the zeros of the eigenpolynomials associated with the 
extreme eigenvalues of a symmetric Toeplitz matrix have unit modulus, and a lower bound to the 
number of zeros lying on the unit circle in the complex plane is given. In [2], a sharper uniform 
(i.e., independent of the eigenvalue) lower bound is given in the case where the Toeplitz matrix 
is generated by a rational function. 
Indeed, there are subsets of the class of Toeplitz matrices whose eigenpolynomials have all 
their zeros on the unit circle of the complex plane. Consider, for instance, the class of circulant 
matrices [6] made up by Toeplitz matrices such that each column is obtained by the former by 
means of a cyclic permutation. The structure of a circulant matrix is displayed below for n = 4 
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It is a simple matter to prove that the eigenpolynomials of any circulant matrix have all 
their zeros on the unit circle (see Section 2). Less straightforward is the fact that this property 
is strongly related to Fast Fourier Transform (FFT) algorithms. Indeed, as it is well-known, 
circulant matrices can be simultaneously diagonalized by the same similarity transformation 
which is associated with the DFT. Specifically, denoting C(a) the circulant matrix whose first 
column is a, we have 
C(a) = FL1 Diag(be, . . . , bn_l)Fn, 
F, = (~~j)~,+e,~_r, 
2n 
w = cos q - i sin $, 1’ = -I, 
b=F,a, 
where Diag( be, . . . , &_I) is the diagonal matrix having diagonal entries bc, . . . , b-1. Moreover, 
the transform u ---) F,, u is the well-known DFT. We will call F,, the Fourier matrix. 
The columns of F, define a set of eigenpolynomials associated with the class of circulant 
matrices. By using the explicit formulation of the zeros of each eigenpolynomial, that we give in 
Section 2, it is a simple matter to devise Decimation In Frequency (DIF) FFT algorithms for the 
DFT (see Section 3). 
More generally, given a matrix G = (gij), we may look at the discrete transform u --) G u as 
to the application associating the coefficients of the polynomial CyIi uj gj(z) with the vector u, 
where gj(z) is the polynomial whose coefficients are the entries of the jth column of G. The 
properties of the zeros of the polynomials gj (z) play an important role in devising and analyzing 
fast algorithms for the computation of the transform. 
Some other special classes of matrices, somehow related to Toeplitz matrices, can be associated 
with the customary discrete transforms. Specifically, besides circulant matrices and DFT, we 
recall the r class [7] associated with the Discrete Sine Transform (DST) [3,4] and the Hartley 
class [8] associated with the Discrete Hartley Transform (DHT) [9]. More classes can be defined 
in relation with the different versions of the Discrete Cosine Transform (DCT) of [3] and [4]. 
In this paper, we analyze the properties of the eigenpolynomials of these classes of matrices. 
For each class we give an explicit representation of the zeros of their eigenpolynomials. This 
allow us to define a unifying framework within which we can describe, in their DIF version, all 
the main fast algorithms for the DFT, in particular the radix-2 and radix-4 FFT [lO,ll], the 
split-radix FFT [ 121. 
By using the tool of eigenpolynomials we devise a new algorithm for DFT which can be viewed 
as the DIF version of Bruun’s algorithm [13]. In the original paper [13] this algorithm was 
formulated only in its Decimation In Time (DIT) version. Our algorithm has some interesting 
features. Unlike the DIT version, with the DIF version of Bruun’s algorithm it is possible to 
compute the DFT by using only real arithmetic and by saving a factor of l/2 with respect to 
the computational cost of the DIT version, in the case where the output is real. Moreover, in 
the computation of the convolution of two vectors, by using both the two versions of Bruun’s 
algorithm it is possible to avoid applying the permutation involved in the algorithm (the analysis 
of this permutation, which is different from the bit reversal, is performed in the appendix). 
Moreover, concerning DHT, DST and DCT, we exploit the properties of the eigenpolynomials 
in order to devise fast and, to our knowledge, new algorithms for their computation. These 
algorithms somehow extend the DIF version of Bruun’s algorithm to the case of DHT, DST, 
DCT. 
Unlike the algorithms that make use of the schema for complex multiplication with three real 
multiplications and three real additions [5], our algorithms for DHT, DST and DCT do not require 
preconditioning. Their computational costs are lower than the costs of the unpreconditioned 
versions of the algorithms for the same transforms based on the split-radix FFT. In the case of 
DST and DCT the costs of the new algorithms are still lower even if preconditioning is allowed. 
Fast Discrete Transforms 37 
The paper is organized as follows. In the rest of this section, we recall the definitions and 
the main properties of the matrices of the discrete transforms which we deal with. In Section 2, 
we determine explicit representations of the zeros of the eigenpolynomials associated with the 
columns of the DFT, DHT, DST, and DCT transform matrices. In Section 3, we revisit the main 
algorithms for DFT in terms of eigenpolynomials and we present the DIF version of Bruun’s 
algorithm. Section 4 is devoted to devising and analyzing algorithms for the DHT, DST and 
DCT. In Section 5, we study the properties of some permutations involved by our algorithms. 
Let us now recall some property of the Fourier matrix F,. Obviously F,” = &, moreover, it is 
easy to verify that F, F,” = F,, & = n I,, and F; = n J, where I, is the identity matrix of order n 
and J, = (bO,i+j,,,O,jn). If we put & = (sin y) and & = (cos F) then F,, = & - i & and 
from F, = J, I?, = F, J, we have & = J, C, = & J, and & = -J, i!& = -i& J,, [8]. 
The Hartley matrix is defined as H, = 6’n + &,. Clearly H,’ = H, and Hz = H, H,’ = n I,. 
Fourier and Hartley matrix are strictly related in fact 
H,=i(l+i)F,+i(l-i)F,J,. (1) 
Literature provides various versions for Sine and Cosine transform matrices of interest in image 
and signal processing as well as in the solution of differential equations [3,4]. In order to show 
the wide applicability of our approach, we present three examples. In particular, we consider the 
versions of Sine and Cosine transforms defined in [3], and in addition a second version of Cosine 
transform that recently has received considerable attention [2,14,15]. 
In 131, the Sine matrix is defined as S, = (. 3) sm where i,j = 1,. . . , n. From the definition 
S,, = S,’ and easily 5’: = SnSL = ‘“3_L I,. The Cosine matrix is defined as C, = (cos %) 
where i,j = 0,. . . , n - 1. Note that C, is symmetric but not orthogonal. 
In [15], the Cosine matrix is defined as T, = 
( 
ki cos v) i,j = l,...,n - 1 where 
kO = -& and ki = 1 otherwise. It turns out that T, T,’ = t I so T, is orthogonal. See 
also [4,12,14,16]. 
2. STRUCTURE OF THE EIGENPOLYNOMIALS 
In this paragraph, we determine compact representations for the eigenpolynomials associated 
with the columns of Fourier, Hartley, Sine and Cosine transform matrices. These representations 
allow us to explicitly determine the zeros of the eigenpolynomials. The simplest case concerns 
the Fourier matrix Fn, for which we have the following straightforward result. 
THEOREM 1. Let 
n-1 
Pn,j Cx) = C Wkj Xk7 j=O,...,n-1, (2) 
k=O 
be the eigenpolynomials associated with the columns of F,, then 
Pn,j(X) = w:nxe_‘l. 
72 
Therefore, the roots of p,,j (x) are the nth roots of unity without WA = WE-j. 
PROOF. The thesis follows from the relation P~,~(s) = C;i,‘(wb x)~ = ““‘jZ~“;‘. 
n 
Now consider the case of the Hartley matrix H,. 
THEOREM 2. Let 
(3) 
I 
j=o,...,n-1. 
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be the eigenpolynomials associated with the cohunns of H,,. Then 
h&j(x)= (x* -1) 
PjX-1 
(x-l&)(x -w$ 
(4 
IeLi- where pj = cos n sin y. Therefore the roots of h,,j(x) are the nth roots of unity: 
1. without 1 if j = 0; 
2. without -1 if j = n/2; 
3. without wi and ci$ if j = n/8, 5n/8; 
4. without wi and 3: and with l/pj, otherwise (j 4 (0, n/2, n/8, 5n/8}). 
PROOF. From (1) we have 
1 1 
hn'j(X)= 2(1 +i)pn,j(X) + 2(1-i)p,,,_j(X) 
and thus, using (3), 
hn,j(x) = ;(xn - 1) 
Whence we find 
h&x) = (xn - 1) 
PjX-1 
(X - &Ii) (x - Ui) ’ 
(5) 
where 
pj = COS 2rj sin2*j -. 
n n 
I 
We turn now to the case of the Sine matrix S,. Let p,, = wzn = exp(-i $), then the following 
theorem holds. 
THEOREM 3. Let 
Sn,j(X) = eXk_' sin%, j=l ,..‘, n, 
k=l 
be the eigenpolynomials associated with the columns of S,,. Then 
It follows that the roots of s ,,,j(x) are the (n + l)st roots of (-1)j without 8,+1 and ,$i+l. 
PROOF. Let Qn,j(Z) = ~~=, &, xk SO that 
Qn,j(X) = 
~n+l (--i)j - 1 _ 1 
WA+1 -
(6) 
(7) 
Denoting with &,j(x) the polynomial having conjugate coefficients with respect to qn,j(x), we 
have 
Sn,j(X> = (8) 
and thus, using (7) and (8), 
&xn+l x %,j(X) = (-1)j - 1) ( pi,+1 - @ii,+1 > 
( xPf;+l-l xdn+rl) >( 
The thesis follows immediately. I 
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Concerning DCT we will in turn consider the matrices C,, and T,,. For C,, we have the 
following result, whose proof is omitted being analogous to that of Theorem 3. 
THEOREM 4. Let 
n-l 
c&z) = c Zk cos -, 
n 
j=o,...,n-1, 
k=O 
be the eigenpolynomials associated with the cohmms of C,,. Then 
Cn,j(X) = (XCOS (:) -1) cx ~~~~x_k>, . (9) 
Therefore, the roots of G,j (x) are the nth roots of (-1)j: 
1. without 1 ifj = 0; 
2. without i and -i if j = n/2; 
3. without & and & and with l/cos %, otherwise. 
Finally we consider the matrix T,. In order to simplify our analysis, replace T, with the scaled 
matrix D,T, where 0, = Diag(& 1, . . . , 1). 
THEOREM 5. Let 
n-l 
tn,j(X) = C XkCOS k(2j2i 1)A, j =O,...,n- 1, 
k=O 
be the eigenpolynomials sssociated with the columns of D, T,. We have 
h,j(X) = 
xn+l (-l)j sin GQ&+k _ 2 cos IW$.h + 1 
lx - &;“) cx _ p”j+l) 
2n 
(10) 
PROOF. We proceed as in Theorem 3. We put 
k=O 
Being 
the thesis follows. 
Ga,j(X> = f (Ga,j(X) + h,j(X>>, 
The matrix DnTn is orthogonal but not symmetric, thus, in order to compute the inverse 
transform, we have to consider its transposed, i.e., T,’ 0:. 
THEOREM 6. Let 
n-l 
p) = 
n,k c xj cos 
k (2j + 1) ?r 
2n ’ 
k=O,...,n-1. 
j=O 
be the eigenpolynomials associated with the columns of T,’ 0:. Then 
~~~,T!(x)=(x_~)coS~ xn(-l)k-l 
2n (x - A) (x - pk) ’ 01) 
Then the roots of ti:i (x) are the nth roots of (- 1)“: 
(1) without 1 if k=O; 
(2) without & and j$ and with 1 if k is odd; 
(3) without p: and & and with 1 having multiplicity 2 if k # 0 is even. 
40 D. BINI AND E. Bozzo 
PROOF. Put 
n-l 
an,&) = c Zk &+ljk = PL 
X:“(-l)k - 1 
.rp$ _ I ’ 
j=O 
and observe that 
t:l(x) = fL (8, k(T) + %,le(X)). 2 ’ I 
3. FOURIER TRANSFORM 
As already observed, the matrix by vector product G b can be reinterpreted in terms of eigen- 
polynomials as computing the coefficients of the polynomial C(Z) = Eyzt gj(X) bj. In the case of 
DFT, in view of Theorem 1, we have 
n-1 
c(z)=(l-C)C bj- 
j=. 1 -“$r’ 
so that the numerator of the rational function 
n-1 
c 
bj 
j=O 1 -L&z’ (12) 
yields the coefficients of the seeked polynomial. This way, we may get FFT algorithms by 
using different strategies of grouping the terms in the summation (12) in order to reduce the 
computational cost. For instance, we may compute (12) by grouping the terms j and j + n/2, 
j = 0,. . . ,n/2 - 1, that is, 
c(x) = (1 - P) nE’ ( 1 _“;j z + Ib;/z;:) 
j=O n n 
(we used the fact that &‘n/2 = -wi), which leads to 
n’2-1 (bj + bn/,+j) + (bj - bn/2+j)W4 X 
c(x) = (1 - z”) c 
j=O 1 - w;,2 x2 
(13) 
Observe that replacing x2 with y in (13), leads again to a summation of partial fractions where 
the numerator is a polynomial of degree 1 and the denominator has the form 1 - w:,~ y, j = 
0 ,“.? n/2-1. This summation can be computed by using the same technique. This way, we arrive 
at the well-known radix-2 FFT algorithm [lO,ll] in its DIF form, described in terms of partial 
fractions. At the general ICth recursive step of the algorithm n/2” additions of partial fractions 
must be performed Ic = 1, . . . , log n. The results are partial fractions having as denominators 
1-w~,2,x2k’j=0’... , n/2k - 1, and as numerators polynomials of degree at most 2k - 1. 
In this section, we want to show how algorithms such as radix-4 FFT [ll] and split-radix 
FFT [12] in their DIF form, can be easily described under this unifying framework by using 
the properties of the eigenpolynomials of the Fourier matrix. Moreover, with this approach we 
obtain in a very neat way a DIF version of Bruun’s algorithm [11,13]. In the next section, we will 
perform a similar analysis and we will obtain new fast algorithms for the computation of DHT, 
DST and DCT. 
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For radix-4 FFT our strategy will be to group together in (12) 
and 3/4n + j with j = 0,. . . , n/4 - 1. Observing that w:/~+ 
obtain 
41 
the four terms j, n/2+ j, n/4+ j 
= i& and uinn14+j = -iwi we 
n/4-1 
C(X) = (1 -P) c 
j=O 
--& + 1b;1,:3, + bn/4+! + lb;;;J , 
n n l-i&2 71 
n/4-1 
= (1 -P) c !7(z) 
j=. 1 - ULj4 x4’ 
where 
q(z) = ((bj + L/z+j) + (bn/d+j + bsn/d+j)) + ((bj - b++j) + i (&/4+j - bsn/d+j))Wi z + 
((bj + bn/z+j) - (bn/d+j + bsn/d+j)) J ,qzz’ + ((bj - &/z+j) - i (&/4+j + bsn/d+j )) w&,/4 x3. 
Replacing x4 with y, we get again a sum of partial fractions and we can recursively proceed in 
the computation. In this case, at the Ph recursive step the denominator of each partial fraction 
obtained is 1 - wj n/Q x 4k and the numerator is a polynomial of degree at most 4k - 1 where 
Ic = l,..., (l/2) logn, and j = 0,. . . , n/4k - 1. 
We turn now to the split-radix FFT algorithm. As it is well-known [12], this algorithm is a 
blend of radix-2 and radix-4 FFT, but nevertheless has an arithmetic cost that is inferior to that 
of any radix-2m FFT algorithm (see the table at the end of the paragraph and [12]). We start 
from (13) and rewrite it as follows: 
n’2-1 bj + bn/z+j 
c(x) = (1 - 2”) c 
n/2-1 (bj - bn/,+j) WA X 
j=O ’ - Wh/2 x2 
+(1 -xn> c 
1+,x2 . 
(14) 
j=O 
Now we perform another recursive step of radix-2 FFT algorithm on the second summation in 
the previous display and we reach a description of the first step of split-radix FFT in terms of 
sums of partial fractions 
n’2-1 bj + bn/g+j n/4-1 
c(x) = (1 - xn) c + (1 -x”) c 
P(X) 
j=O ’ - j,,2 x2 j=. 1 - w;,4 x4’ 
(15) 
where 
P(X) = ((bj - &/z+j) +i(bn/d+j -bsn/4+j))&z+ ((bj -bn/z+j) -i(bn/a+j +bn/4+j))~&4X~- 
At this point, we proceed recursively both on the first and on the second summation in (15). 
We turn now to Bruun’s algorithm [11,13], probably less known among nonspecialists with 
respect to the algorithms previously discussed. In the original paper [13], Bruun presented only 
the DIT version of the algorithm. To our knowledge, the DIF version of the algorithm has never 
been explicitly discussed: using the structure properties of eigenpolynomials here, we present and 
analyze it. 
The key idea is to group in summation (12) the terms 0 and n/2 and the terms j and n - j for 
j = l,... , n/2 - 1. Noting that wf = a,“-j andthat(l-wit)(l-a?/~)= (1 -2x cos(T) +x2) 
the result is 
c(x) = (1-xn) 
(a0 + G/2) + (a0 - %z/2) X 
1 - x2 . (16) 
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At this point, we perform the second step by grouping terms as we did in the first one, i.e., 0 and 
n/4andjandn/2_jforj=l,... , n/4 - 1. Doing so we will obtain as numerators polynomials 
of degree at most three and as denominators 1 - x4 and (1 - wh x) (1 - ijf x) (1 - w:‘~-’ x) (1 - 
ijz’2-j x)= 1 - 2x2 cos (2rr j)/(n/2) + x4, j = 1 , . . . , n/4 - 1 respectively, so that we can at this 
point substitute x2 with y and proceed recursively. 
Now we want to describe more formally the DIF version of Bruun’s algorithm. Let n = 2d. The 
algorithm proceeds throught d steps. In the lth step, with 1 = 0,. . . , d - 1, we will calculate the 
numerators 4l,j of 2d-“-’ partial fractions. For the sake of clarity we divide the algorithm in two 
stages. In the first one, we perform the first step of the algorithm, in the second one, we perform 
steps from 1 to d- 1. In both stages we calculate &,e apart from 4l,j with j = 1, . . . , 2d-‘-1 - 1, in 
order to put in evidence that its calculation does not require multiplications but only additions. 
Bruun’s Algorithm (DIF Version) 
Stage 1) Compute: 
40,o = ao(x + 1) + a,/z(-X + 1) = X(ao - U,/z) + (a0 + c&/2), 
dO,j = Uj(-wb 2 + 1) + U,_j(-Wi X + 1) 
= -X(Uj ai + Un-j Cd:) + (Uj + t&-j), j=l ,‘**, n/2 - 1. 
Stage 2) For 1 = 1,. . . , d - 1 compute: 
ho = &-1,0(x 
2’ 
+ 1) + 9$-1,2d-‘-1(-x 2l+1) 
= 22’(&--1,e - $1-i,+‘-‘) + (&--1,s + ‘&,2d-i-l), 
41,j = 4l-l,j 
( 
3Z2’ + 22 
2’-’ 
cos $& + 1 + +l_1,2d-‘_j 
> 
X2’ 
_ 2X214 . 
COS & + 1) 
= x2’(41--l,j + $1-1,2d-l-j) + 2 2’-‘($l-_l,j - $1_1,2d-‘_j)ZCOS $& 
+ (4l-1,j + $1-1,2d-l-j), j = l,..., 
2d-‘-1 _ 1 
For example, for n = 16 the computation proceeds as follows 
The leaves of the preceding tree are evidently not in bit reversed order. However, we can represent 
the permutation involved using the following recursive relation, where C, denotes the matrix 
associated with the permutation: 
Clearly C, is, in general, not involutory. Bruun in [13] does not discuss the properties of the 
permutation C,. In the appendix, we will study it with more details. This will lead us to a 
matrix formulation of the algorithm. 
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We observe that, by using the above DIF version of Bruun’s algorithm together with its original 
DIT version, it is possible to skip the permutation C, in the important case of computing the 
convolution of two vectors cl and ~2. In fact, convolution theorem states 
Cl * c2 = +, Cl 0 F, cz), (18) 
where * and o denote, respectively, cyclic convolution and element by element vector product. 
Keeping in mind that in DIT and DIF versions of Bruun’s algorithm the permutation stage 
appears at the last and at the first stage, respectively, we may write F, = CiBdt and F, = BdfC,,, 
where the matrices &t = C,F, and Ba = F,CL embody the rest of the two algorithms. 
Substituting in (18), we find 
‘21 * Cq = $&f(&, Cl 0 & 4. 
An analogous feature is well-known for DIT and DIF versions of radix-2 FFT [3,11]. 
In the following table, we collect the arithmetic costs of transforming a complex sequence by 
means of the algorithms discussed in the paragraph (in the case of complex data the DIT and 
DIF versions of the four algorithms presented have the same arithmetic cost). We display the 
real operations supposing that a general complex multiplication is calculated using three real 
multiplications and three additions (two more additions are required as preconditioning, see [5]). 
Moreover, we will take into account that, when one of the factors is ei k 4 with k odd, only two real 
multiplications and two real additions are required, while no real multiplications nor additions 
are required if one of the factors is ei Ic *. 
1 Mults Adds I 
Radix-2 n(3/2logn-5)+8 I n(7/2logn - 5) + 8 I 
Radix-4 n(9/8 logn - 43112) + 1613 n(25/8 log n - 43112) + 1613 
Split-Radix n(logn-3)+4 n(3logn-3)+4 
r- Bruun n(logn - 1) - 8 I n(3logn - 2) I 
In this setting, the split-radix FFT algorithm has the lower arithmetic cost. To be completely 
fair, let us note that if the classical (and numerically more stable) algorithm for complex multi- 
plication with four real multiplication and four real additions is used then: 
(1) the cost of Bruun’s algorithm remains the same; 
(2) for the other three algorithms, the number of real multiplications is increased by about a 
factor of 413 and the number of additions is slightly decreased. 
Thus, in this setting Bruun’s algorithm minimizes the number of multiplications. 
An interesting feature of the DIF version of Bruun’s algorithm is that if the algorithm is applied 
to a data sequence b such that J b = i!~ (the DFT of a real data sequence has this property), 
then a saving of about one half of the arithmetic cost can be obtained. This is due to the fact 
that the +o,j, j = 0,. . . , 12/2 - 1, have real coefficients, so that only real arithmetic is required 
in the subsequent steps. This feature is dual to that exhibited from the DIT version of the 
algorithm when applied to a real data sequence. For the sake of completeness in the following 
table we display the arithmetic costs of transforming a real data sequence using the DIT versions 
of Split-Radix and of Bruun’s algorithm. These costs are the same of transforming a sequence b 
with the property J b = 6 with the DIF versions of the two algorithms. 
Mults Adds 
Split-Radix n/2( log n - 3) + 2 n/2(3 log n - 5) + 4 
Bruun n/2(logn - 1) - 4 n/2(31ogn-4)+2 
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4. REAL TRANSFORMS 
In this paragraph, we obtain new algorithms for Hartley, Sine and Cosine discrete transforms. 
We move from the observation that ail the expressions (4), (6), (9), (10) and (11) have as 
denominators real polynomials of the form 1 - 2x cos (Y + z2 for suitable (Y. They are exactly of 
the type that we met in paragraph 3 in the first step of the DIF version of Bruun’s algorithm as 
denominators of the partial fractions in the summation (16). This suggests us to use the same 
grouping technique used in Bruun’s algorithm for the computation of the linear combinations 
c,“zi bj pj (z) when pj = h,j, pj = sn,j, pj = Cn,j and so on. In other words, in the first step 
we compute @OPO@) + ~/~P~/z(s)) and (bjpj(E) + b,_jpn_j(z)) for j = 0,. . . ,n/2 - 1, and 
we proceed recursively by using the same grouping strategy in the subsequent steps. Since the 
algorithms we present here extend in a certain sense the structure of Bruun’s algorithm to DHT, 
DST and DCT we call them BFHT, BFST and BFCT. 
4.1. Hartley Transform 
Let b = (bj) j = 0,. . . , n - 1 with n = 2d. We have to compute the linear combination 
n-1 
4x1 = C bjhn,j(x), 
j=O 
(19) 
see (4). By adding terms 0 and n/2 and j and n - j we obtain 
c(x) = (xn - 1) 4bo -bn/z) + (bo+b,/z) n’2-1 z(bjpj + bn-jp,-j) - (bj + b,_j) 
22 - 1 
+ (xn - 1) c 
j=O (x-L&(x--(;jn) ’ 
in fact, since (z - wi) (z - (;Ii) = (x - WE-j) (x - GE-j), the representations (4) of hn,j(z) and 
hn-j,j(x) have the same denominator. From this point, BFHT proceeds through d - 1 steps 
exactly as Bruun’s algorithm. 
The formal description of BFHT follows. For the sake of clarity we subdivide it in two stages. 
The first one contains the first step of the algorithm. The second one contains the steps from 
1 to d - 1. As for Bruun’s algorithm we denote with &,j(Z) with 1 = 0,. . . , d - 1 and j = 
0 , . . . ) 2d-r-1 - 1, the numerators of the partial fractions that we construct step after step by 
grouping and adding terms of the summation (19) as described. 
BFHT. 
Stage 1) 
do,0 = Go - bn/z) + (bo + b,/z). 
&,j = x(bjPj + bn-jpn-j) - (bj + b-j), j=1,...,2d-i-1. 
Stage 2) For 1 = 1,. . . ,d - 1 we compute 
4l,O = &-1,0(x2’ + 1) + h-1,2"-'-1(X 2' - 1) 
= 52’(&-1,o + k1,2”-I-1) + (qLl,O - &-1,2d-t-1). 
= x2'(h-1,j + 4I-l,@-l-j) + 2COS(2~j/2d-z”)(~~_l,j - f#l _l,p-t-j)2 
2L-’ 
+ (+I-1,j + 41-1,2d-1-j), j = I,..., 
2d-‘-1 _ 1 
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The same tree shown in the case of Bruun’s algorithm describes as well the computation of 
BFHT. 
In the following table, we make a comparison between the arithmetic cost of BFHT and of split- 
radix fast Hartley transform in the versions (a) in which the method for complex multiplication 
with three multiplications and three additions is used and (b) not used (see [S]). The same 
remarks we made in paragraph 3 apply in this case. 
Mults I Adds 
BFHT $ylogn - 1) - 4 %((logn - 1) 
Split-Radix (a) $(logn-3)+2 %(logn-1)+2 
Split-Radix (b) n($logn-q)+3+(-l)d+ n($logn-!.+)+3+(-l)dZ 
Observe that BFHT reachs almost the same cost bounds of split-radix (a) without requiring any 
preconditioning. For the sake of completeness we recall that in [17] a new algorithm is presented 
for the computation of discrete Hartley transform that saves about n additions with respect to 
split-radix (a) algorithm. The algorithm is interesting from a theoretical point of wiew, because in 
a certain sense it shows the equivalence between computations of Hartley and Fourier transform 
of a real sequence, however its implementation is in general not so effective as that obtained from 
the split-radix algorithm. 
4.2. Sine Transform 
We have to compute & bj sn,j(z), where formula (6) holds for the sn,j(z) with j # 0. Let 
in this case n + 1 = 2d. For convenience we put s,,a(z) = 0 so that we may let j start from 0 in 
the above summation. 
The BFST algorithm we present performs d steps indexed with 1 ranging from 1 to d. It uses 
the same grouping technique used by Bruun’s algorithm and BFHT. The main difference is that 
in the present case the eigenpolynomials (6) of odd and even index have a slightly different form. 
However, note that the indexes j and Zd-” - j are both even or both odd if 1 < d. This means 
that the computations of the summations 5 bj Sn,j(Z) and 2 bj sn,j(z) are independent until 
j=O j-0 
j even j odd 
1 = d. Moreover, since jfio (z - 4) (zr - Ai,> = zn+l - 1 and jio (z - pi,) (z - &) = zn+l - 1, 
j even j odd 
in the dth step of the algorithm, we have 
2 bjsn,j(z)+ 2 bjs,j(z)=(-z""+1,,~~;", +(~~"+l,~ff~';l~ 
j=O j=O 
j even j odd 
= 4d-I,1 - 4d-1,0, 
where the symbols $l,j have the usual meaning. The formal description of BFST follows. 
BFST 
Stage 1) Put 
~$1,~ = b2d--1(x2 - 1). 
41,j = r2sins(bj + b2d_j) +2~0~ssin$(bj - b2ct_j)Z+sin$(bj +bzd-j). 
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Stage 2) For 1 = 2,. . . , d - 1 compute 
h,o = h-1,0(x 2’ + 1) + 41-1,2”-1 (x 2’ - 1) 
= &&-1,o + #1-1,2d-1) + (h-1,0 - 41_1,2d-I). 
4l,j = h_l,j (x” +2cos (A) P1 +1) 
= 22L (&_l,j + &_1,2d-‘+1-j) + 2 co53 (h-1,j - 4l-l,2d-‘+‘-j)Z 
‘y-1 
(20) 
+ (6l,j + @I-l,W+‘-j), j=1,...,2d-‘-1. 
Stage 3) Compute 
+d,O = #d-l,1 - 4d-1,O. 
We note that $r,j has degree 2l+l - 2 for every j = 0,. . . ,2d-1 - 1. In addition, $l,j is 
l-reciprocal if j # 0 while is -l-reciprocal if j = 0 (an nth degree polynomial p(z) is e-reciprocal 
if zcnp(l/z) = cp(z)). Th ese properties lead to a reduction of the arithmetic cost by a factor 
of 4. We compare BFST with the algorithm proposed in [3] in which Sine transform is reduced 
to real Fourier transform at the cost of (n + 1)/2 - 1 multiplications and 5(n + 1)/2 - 5 additions. 
Here, we suppose that the real Fourier transform is performed by using the real data version of 
split-radix algorithm described in [12]. 
Mults Adds 
BFST Y(log(n + 1) - 1) (n + l)(Z log(n + 1) - 2) - log(n + 1) + 2 
131 F(log(n + 1) - 2) + 1 (n + 1,; log(n + 1) - 1 
Thus, BFST has a lower arithmetic cost and does not need any preconditioning. 
4.3. Cosine Transform I 
In this paragraph, we consider the cosine matrix C, = (cos y), whose eigenpolynomials are 
representable as in (9). 
Here we again let n = 2d. In BFST, we exploited the symmetry properties of the eigenpolyno- 
mials. In order to do the same for cosine transform let us slightly modify the polynomial cn,j(s) 
obtained in (9). More precisely, we replace cn,j(x) with 
E,,j(X) = Cn,j(X) + i(X”(-l)j - 1) = $(x2 - 1) m(_1)3 - ’ 
(VA) (x-&n>’ 
(21) 
and compute CyIt bj &,j: it is obvious how to recover the correct transform from the resulting 
polynomial. 
The algorithm BFCT(1) (in the next paragraph we will consider a different version of the cosine 
matrix and introduce a BFCT(I1)) we present performs d + 2 steps. We divided the algorithm 
in four stages. In Phase 1, we use the fact that &,0(x) = f (x + 1)2 (s). Stage 2 is quite 
analogous to the same phase in BFST. The comments made for the sum of odd and even indexed 
eigenpolynomials in BFST apply as well for BFCT(I), with the only observation that in (d + l)st 
step we compute &j-1,0 -&_r,l. This is done in Stage 3. Stage 4 is devoted to the reconstruction 
of the desired transform Cyzl bjc,,j from Cyzi bj En,j. 
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BFCT 
Stage 1) Put 
bo 
40,o = a(” + q2. 
b. 
q50,j = +x2 - l), 
2 
j=l,...,n-1. 
Stage 2) For I = 1, , d - 1 execute (20). 
Stage 3) Compute 
A&O = 4d-1,o - 4d-1,l. 
Stage 4) If 4~ = Cy=, 9.j xj then the desired transform is (2~0,cpl,. . . , cp,-1). 
In BFCT for 1 = 0,. . . , d - 1 and j = 0,. . . , 2d-1 - 1, we have that 4l,j has degree 2l+l and 
is -l-reciprocal if j # 0 while is l-reciprocal if j = 0 (see paragraph on BFST). In [3] DCT is 
reduced to DFT of a real sequence. The cost of this reduction is n - 2 multiplications and 3n - 6 
additions. We suppose that the real DFT is performed using the real data version of split-radix 
algorithm [12]. 
So BFCT leads to a saving both on multiplications and on additions, without need of any pre- 
conditioning. 
4.4. Cosine Transform II 
In this paragraph, we consider the Cosine matrix T, defined in the introduction. In paragraph 2, 
we found compact representations for the eigenpolynomials of Diag( fi, 1, . . . , l)Tn = D, T,, 
see (lo), and of T,’ D,‘, see (11). 
We consider first the computation of inverse DCT, i.e., of the linear combination $$ t$i(z) + 
x:1,’ bk tLTL (z) The eigenpolynomials tri 
sn,j(z) see \6) ad cn,j(Z) see (9). 1 ’ 
(x) have a form very close to that of eigenpolynomials 
Th e a gorithm that we propose in order to compute their linear 
combination does not differ in any significant way from BFCT(1). W e call it IBFCT(II), for inverse 
BFCT(I1): its formal description follows. 
IBFCT(I1) 
Stage 1) Put 
Stage 2) For 1 = 1, 
Stage 3) Compute 
Remark that 
40,o = $ (x + 1). 
&,j = bj COS g (X - l), j = 1, 
. . . ,d - 1 compute (20). 
. . . ,n- 1. 
bd,O = tid-1,O - $d-l,l. 
(4 
(b) 
the computations of the summations 2 bk t$(x) and 5 bk tiTi(z) are independent 
k=O k=O ’ 
j even j odd 
until step d + 1, 
in IBFCT(I1) for every 1 = 0,. . . , d - 1 and j = 0,. . . , Zd-’ - 1 results that dl,j has degree 
2l+’ - 1 and is -l-reciprocal if j # 0 while is l-reciprocal if j = 0. 
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We turn to the problem of an efficient computation of the linear combination xyzi bj tn,j(x). 
Unfortunately, expression (10) does not exhibit any symmetry property. However, observe that 
formally 
n-1 
c 
p(x) bj tn,j = - 
j=O 
x2n+1’ (22) 
being p(x) a polynomial of degree 3n - 1. Clearly p(x) must be of the form (z2n + 1) q(x) having 
q(x) degree n - 1. This means that we need to compute only the coefficients of the n monomials 
of lower degree of p(z), but for this is just enough to compute (x~~ + 1) ~~~~ bj in,j (x) with 
&j(X) = 
-,cos&p f 1 
cx _ $;+l) cx _ $j+l). 
2n 
Moreover, we can treat the &j(x) ss we did for the cn,j(x) in (21) obtaining 
&,j(X) = &,j(X) - $ = i 1 - x2 
( 
2 - &+l 
>( 
-2j+l ’ 
x - P2n > 
(23) 
Thus, our strategy will be the computation of 
n-l 
(x2n + 1) C bj in,j (X). 
j=O 
(24 
Furthermore, we can get the cosine transform of b from (24) just by multiplying the last 
coefficient of the result by fi. 
The particular form of the denominators of the eigenpolynomials, i.e. (z - ~2”) (x - $i”), 
j = o,..., n - 1, induces us to use a different grouping technique for computing the linear 
combination (24). More precisely, in the first step, we add terms of index j and n - j - 1 for 
j=o,... , n/2- 1 and we proceed uniformly in the successive steps. Proceeding in this way, at the 
Zth step we are left with n/2l partial fractions having as denominators (z2’ - p$,‘,) (x2’ -$$), 
j = o,... ,n/2’ - 1, and as numerators -l-reciprocal polynomials of degree 2l+i. As usual, we 
denote these numerators with $l,j. The formal description of the algorithm follows. 
BFCT(I1) 
Stage 1) Forj=O,...,n-1 put 
1 
$c,j = - b.(l - x2). 
2 3 
Stage 2) For I = 1,. . . , d 
m,,j=c_l,j(X2'+2COS(~~~,::)) X2’-1+1) 
+ +l-_1,2d-l+l-j-1 (X2’ - 2COS ( T$z:)> X2'-' + 1) 
= X2’(&-_l,j + $~_1,2d-l+l-j-1) + 2COS ( R$!;:)) (4l-1,j - 41-l,2d-L+1-j-l)x 
2’-l 
f (h-1,j + 41-1,2d-‘+l-j-1), j = 0,. . . ) 2d-1. 
Stage 3) If &,IJ = CT:0 pj Zj then the desired transform is (five, cpi, . . . , cp,_l). 
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For example, for n = 16 the computation proceeds as follows 
The permutation involved is the following: 
Here Kn = (l&-j-~) with i, j = 0,. . . , n - 1. In the appendix, among other things, it is formally 
shown that K,, is the permutation applied to the eigenpolynomials of odd index in Bruun’s 
algorithm. 
The arithmetic costs of IBFCT(I1) and BFCT(I1) are the same and precisely $ logn + 1 mul- 
tiplications (included the multiplication by fi needed in both cases to reconstruct exactly the 
DCT), and n(g logn - 1) + 1 additions. These costs are exactly the same of the best algorithms 
known so far for the computation of this particular kind of DCT [14,15]. 
APPENDIX 
SOME PROPERTIES OF xN AND MATRIX FORMULATION 
OF BRUUN’S ALGORITHM 
A new recursive representation of the permutation matrix C, of (17) leads to a matrix descrip- 
tion of Bruun’s algorithm. First of all, let K, be the reversion matrix, i.e. K, = (bi,,_j_l) for 
i,j=O , . . . , n - 1, and Tn be the odd-even permutation matrix, Yn = (m) . Consider 
the permutation matrix r, defined in (25). Then the matrix 
p = %/2@‘(1 0) x,/2 0 
n 
( r,,, 8 (0 1) = 0 > ( q2 > ‘no (26) 
coincides with C,. 
THEOREM 7. For every n = 2d with d 2 1, we have l?, = C,. 
PROOF. We proceed by induction on n. For n = 2,4 the thesis is obtained by direct inspection. 
In general, using the inductive hypotesis and the fact that 
we find 
c 
c, = 
0 1 
rn/4 @ 0 0 
( ) 
The thesis follows immediately. I 
Observe that from (26) and from Theorem (7) we have that rn is the permutation applied to 
the eigenpolynomials of odd index in Bruun’s algorithm. 
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Now we introduce the new permutation: 
. 
LEMMA 1. For every n = 2d with d 2 2, we have 
= I2 @ K,/z. 
PROOF. Easy induction. 
Using Lemma 1, we find the following theorem. 
THEOREM 8. For every n = 2d with d 2 2 
PROOF. Another simple induction. The cases n = 4,8 are easy. In general, we have 
*; 
0 0 0 0 1 0 0 
r, = r,/2 C,,@ ()( ; 
1 0 
o o 1 o > ~+4+rn12K~j2C,2~ O( 1 0 0 0 1 > @In/4. 
The thesis follows from this relation using Lemma 1 and the inductive hypothesis. I 
Using theorems (7) and (8), we can now show a recursive matrix factorization of the Fourier 
matrix F, that leads naturally to a matrix description of Bruun’s algorithm. The factorization 
deals with certain submatrices BZd-t,j, with 1 = 0,. . . , d - 1 and j = 0,. . . ,2l - 1, of the Fourier 
matrix. We now define these submatrices. In order to help intuition it is convenient to let the 
B2d-;,j be the nodes of a binary tree as follows: 
%d ,o 
2 
B2d--l,l 
/"2 . . 
B2d-2,0 B2d-2,2 B2d-2,1 B2d--2,3 
/"2 /2 /"2 /2 
%d-3,o B2d-3,4 B2d--3,2 B2d-3,6 
B2”-3,1 B+-3,7 B2d-3,3 &d--3,5 
as follows 
We begin defining B2d,0 = F 2d. Now it is easy to observe that T2rl B2d,0 can be block partitioned 
~2dB2~~,0= (; $7 (27) 
being M and N square matrices of order 2d-1. We put B2d-1,0 = M and B2+1,1 = N. Proceding 
in this way we can define all the matrices B2~-1,0 and B2d-l,2L--1. Now it is possible to show (we 
omit the proof) that for the matrix B2d-l,l the following block decomposition holds 
(28) 
being P and Q square matrices of order 2d-2, and being 0 a 2d-2 x ZdF3 block of zeros. We put 
B2~-2,1 = P and B2d-2,3 = Q. Proceeding in this way we may define all the matrices BZd-I,j 
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with j # 0 and j # 2 - 1 l. In the following example, we show how this works in the case d = 3, 
and how using this factorization we can describe Bruun’s algorithm. 
EXAMPLE 1. For n = 8 = 23 we have Bg,o = F8. We find 
T8 B8.0 = 
/l 1 1 1 1 1 1 1 
1 i -1 -i 1 i -1 -i 
1 -1 1 -1 1 -1 1 -1 
1 -i -1 i 1 -i -1 i 
1 w, i wz -1 w; -i w: 
1 wi -i wn -1 wz i w; 
1 wi i w: -1 wn -i wi 
\l wi -i wi -1 wi i wn 
This leads to 
1 1 1 1 
B4,0 = M = 
1 i -1 -i 
B4,1 = N = 
Analogously, we calculate T4B4,o and we find 
1 w, i w; 
1 wi -i wn 
1 wz i wz 
1 w; -i wi 
Bz,o = M = Bz,z = N = 
On the other hand, we calculate V!4B4,1 and we find 
Bz,l = P = 
In fact, it is easy to verify that 
Now we turn to Bruun’s algorithm. Let v = (vi), i = 0,. . . ,7, the input data sequence. Then 
where v1 and vp are the upper and lower parts of v. Moreover, put w = v1 - v2 = (wi) with 
i=o , . . . ,3, then 
B4,lw = Q 
I: 
( 
B2,1(w1 + ~2 + ~‘5~3) 
B2,3(Wl + w2 - dw3) > 
where w1 = (wo,w~)~, w2 = (~2,~s)~ and w3 = (~l,w2)~. 
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