area, left postcentral gyrus, paracentral lobule, and parietal cortex when participants were forced to terminate more quickly. These results were not attributable to the temporal predictability of each condition. These findings support the notion that the PMBR response at least partially serves motor inhibition, independent of the parameters within the motor output itself, and that particular nodes of the motor network may be differentially modulated by motor termination.
Introduction
In humans, voluntary movements are associated with a specific, well-established pattern of neural oscillatory responses in the sensorimotor cortices (Wilson et al. 2010 (Wilson et al. , 2011a (Wilson et al. , b, 2013 Cheyne et al. 2006; Heinrichs-Graham et al. 2014 , 2017 Wilson 2015, 2016; Jurkiewicz et al. 2006; Gaetz et al. 2010 Gaetz et al. , 2011 Tzagarakis et al. 2010) . Essentially, prior to movement onset, there is a strong desynchronization in the beta band (14-30 Hz) that starts approximately 0.5 s before movement onset and continues throughout movement execution. Following movement termination, there is a strong resynchronization in the beta band known as the post-movement beta rebound (PMBR) response. The PMBR reaches its maximum amplitude 0.5-1.0 s after the termination of movement, and continues for about 1.0 s before returning to baseline levels (Gaetz et al. 2010; Jurkiewicz et al. 2006; Cheyne et al. 2006; Heinrichs-Graham et al. 2014; Wilson 2015, 2016; Wilson et al. 2010 Wilson et al. , 2014 . These neural responses are at least partially Abstract Shortly after movement termination, there is a strong increase or resynchronization of the beta rhythm (15-30 Hz) across the sensorimotor network of humans, known as the post-movement beta rebound (PMBR). This response has been associated with active inhibition of the motor network following the completion of a movement, sensory afferentation of the sensorimotor cortices, and other functions. However, studies that have directly probed the role of the PMBR in movement execution have reported mixed results, possibly due to differences in the amount of total motor output and/or movement complexity. Herein, we used magnetoencephalography during an isometric-force control task to examine whether alterations in the timing of motor termination demands modulate the PMBR, independent of differences in the motor output itself. Briefly, we manipulated the amount of time between the cue to initiate the force and the cue to terminate the force, such that participants were either forced to terminate quickly or slowly. We also performed a control experiment to test for temporal predictability effects. Our results indicated that the PMBR was stronger immediately following movement termination in the prefrontal cortices, supplementary motor spatially distinct; the peri-movement beta desynchronization response generally involves the contralateral primary sensorimotor cortices, supplementary motor area (SMA), parietal lobe and the cerebellum (Wilson et al. 2010 (Wilson et al. , 2013 Cheyne et al. 2006 Cheyne et al. , 2008 Gaetz et al. 2010; Jurkiewicz et al. 2006; Muthukumaraswamy 2010; Heinrichs-Graham et al. 2014 Heinrichs-Graham and Wilson 2015) , whereas the PMBR has been reported in the sensorimotor cortices, premotor cortex, SMA, and medial prefrontal region (mPFC) (Jurkiewicz et al. 2006; Ohara et al. 2000; Szurhaj et al. 2003; Parkes et al. 2006; Wilson et al. 2010 Wilson et al. , 2011 Heinrichs-Graham et al. 2014) .
While these oscillatory responses have been repeatedly associated with voluntary movement, only recently have their functional roles started to emerge. In particular, the generally accepted functional correlates of the PMBR are active inhibition of the motor cortex following movement termination and/or sensory feedback to the motor cortices (Salmelin et al. 1995; Pfurtscheller and Neuper 1997; Korvenoja et al. 1999; Cassim et al. 2001; Pfurtscheller et al. 2001a Pfurtscheller et al. , b, 2005 Houdayer et al. 2006; Parkes et al. 2006; Gaetz and Cheyne 2006; Reyns et al. 2008) . In other words, the PMBR may reflect both an afferent sensory "check" following the movement and an active inhibitory mechanism by which movement is controlled. However, both of these purported functions require further study, individually and in parallel, and additional functional roles of the PMBR have not been ruled out. For example, an eloquent recent study by Fry and colleagues (2016) showed that the amplitude of the PMBR is also modulated by parameters of movement initiation, namely the rate of force development and force output magnitude, which may suggest that this response serves multiple complimentary functions regarding both movement initiation and movement termination.
Numerous studies have investigated whether specific movement parameters modulate the PMBR. For example, Alegre and colleagues (2004a) recorded EEG while participants performed a sequence of two movements and found strong fronto-central PMBR responses in all participants, but only after the termination of the second movement in the sequence. They posited that the PMBR is definitively important in terminating an entire movement process, and not strictly a result of sensory afference to the motor cortices, as such would have produced a PMBR after the first movement in the sequence. Further, a combined EEG/fMRI study found that the amplitude of the PMBR scaled with the number of movements in a sequence and the speed at which the movements were executed, which also complicates a simple sensory afferent interpretation (Parkes et al. 2006) . Other studies have directly probed the effects of inhibition and/or termination parameters on the PMBR response, but their results have been mixed, possibly due to differences in paradigm design. For example, differences in the amplitude or duration of the PMBR have been reported during "go" vs. "no-go" tasks (Alegre et al. 2004b; Solis-Escalante et al. 2012) , forced termination of movement (Alegre et al. 2008) , and real vs. imagined movements (Pfurtscheller and Neuper 1997; Pfurtscheller et al. 2005; Alegre et al. 2006) . In general, the PMBR has a higher amplitude after actual movement compared to suppressed movement (Alegre et al. 2004b; Solis-Escalante et al. 2012) , during completion of a movement sequence over forced premature termination (Alegre et al. 2008) , and after real movements relative to imagined movements (Solis-Escalante et al. 2012; Pfurtscheller and Solis-Escalante 2009; Pfurtscheller and Neuper 1997) . However, a limitation of these studies is that the target behaviors differed in complexity and/or in the total amount of actual movement. Given the tight link between different types of movement and PMBR characteristics (e.g., amplitude, duration, frequency), differences in the amount of total movement and/or the complexity of movement may modulate the PMBR in ways unrelated to actual movement inhibition or termination. In other words, when participants moved significantly less or not at all, the PMBR was of lower amplitude, but this could simply reflect the lack of motor output and not motor inhibition or termination, per se.
The goal of the current study was to clarify the role of the PMBR in motor termination, while tightly controlling for the characteristics of the motor output. To this end, we used MEG to examine whether alterations in the timing of motor output termination demands modulate the PMBR in healthy adults. Participants performed a novel motor paradigm that involved maintaining a single, controlled motor-force output for differing durations during MEG. By requiring this challenging isometric force maintenance component, we were able to control the duration and amount of motor output and dictate when the participant terminated a specific motor control signal, and hence manipulate the "active inhibition" component without modifying the nature of the movement that the participant was performing. Note that this experiment was not designed to assess the putative role of the PMBR in sensory feedback following movement. These data were examined in the time-frequency domain using advanced beamforming techniques. We hypothesized that when participants were forced to terminate a sustained force more suddenly, the PMBR would be of higher amplitude (i.e., more inhibition) in areas of the cortical motor network known to be critical for motor control, which would more precisely link the PMBR response to active inhibition of the cortical motor network.
Methods

Subject selection
We studied 21 healthy, right-handed males (mean age 26.05, range 19-30), all of whom were recruited from the local community. Exclusionary criteria included any medical illness affecting CNS function, neurological or psychiatric disorder, history of head trauma, current substance abuse, and the MEG Laboratory's standard exclusion criteria (e.g., dental braces, metal implants, battery operated implants, and/or any type of ferromagnetic implanted material). After complete description of the study was given to participants, written informed consent was obtained following the guidelines of the University of Nebraska Medical Center's Institutional Review Board, which approved the study protocol.
Experimental paradigm and stimuli
During MEG recording, participants were seated in a nonmagnetic chair within the magnetically-shielded room (MSR). The participants rested their right hand on a custom-made force transducer response box that had a single black button that was interfaced with a magnetically silent load cell (FX1901, Measurement specialties, Hampton, VA; Fig. 1b ). The load cell was connected to a custom built amplifier that was located outside the MSR via a CAT6 network cable. The output of the amplifier was sent to an analogue-to-digital acquisition board (Phidgets Inc., Calgary, CA) that was used to drive the presentation software, and sent to the MEG acquisition station. Thus, a continuous measurement of compression force applied by the finger was recorded simultaneously with the MEG data and at the same temporal resolution.
Prior to the start of the experiment, the subject generated a maximum flexion isometric force against the force transducer with the right digitus medius (e.g., middle finger). The experimental paradigm involved generating an isometric finger flexion force that was at 10% of the participant's maximum voluntary force. This relatively small force value was chosen to eliminate any effects of fatigue, as well as any potential differences in force output between conditions. Custom C++/OpenGL software was developed to measure the output of the force transducer and displayed the applied force as a small white box and a larger target force box. The white box moved towards the top of the screen according to the amount of force being applied to the force transducer. Both boxes were always present on the screen and the white box rested near the bottom of the screen when the transducer was not being compressed. For the experiment, the participants initially fixated on a crosshair for 3.75 s before the beginning of each trial, during which time the larger box was blue. After this baseline period, the larger target box changed from blue to green. When the box changed color, the participant was instructed to begin pressing the force transducer, with the goal of moving the white box into the green box and holding it there until the green box turned back to blue. When the box turned blue, participants were instructed to stop pressing Fig. 1 Task Paradigm. a During the entirety of the task, there was a small white box presented on the screen, with a larger target box above it. The target box represented 10% of the participant's maximum voluntary flexion isometric force, generated with the digitus medius. Participants initially fixated on a crosshair for 3.75 s before the beginning of each trial, during which time the larger target box was blue. After this baseline, the larger target box's color changed to green, which cued the participant to begin pressing the force transducer, with the goal of moving the white box into the green box and holding it until the green box turned back to blue. When the box turned blue, participants stopped pressing the transducer as quickly as possible and relaxed. Participants maintained the white box inside the green target box for two different durations. In the "fast" termination condition, the green target box appeared for 2.0 s, while in the "slow" termination condition the green target box was presented for 2.5 s. There was a 1.0 s period after the termination cue to allow participants adequate time to disengage their force application. b Force Transducer. Participants placed their right digitus medius (middle finger) on the black button, which was interfaced with a load cell that measured the amount of compression force the transducer as quickly as possible and relax. Participants had to maintain the white box inside the green box for two different durations. In the "fast" termination condition, the green box was presented for 2.0 s, while in the "slow" termination condition, the green box was presented for 2.5 s. Participants then had a 1.0 s period to disengage their force application after the termination cue. This combination of screens constituted one trial (see Fig. 1a ). Trials were randomized to ensure that each condition was equally likely for each trial, and a total of 80 trials per condition (160 total trials) were completed, totaling about 19 min for the task.
In addition to this MEG task, participants completed an additional behavioral experiment to test for possible temporal predictability effects. Essentially, since there were two possible time points at which the participant was cued to terminate movement, our behavioral and neural metrics in the main experiment could be affected by inter-conditional differences in temporal predictability (i.e., if force termination did not occur at 2.0 s, then it was certain to occur at 2.5 s). Following this logic, participants may respond more quickly in the 2.5 s condition irrespective of differences in force duration, because they may be actively predicting the offset of the movement cue. Of course, such "stimulus predicting" would also affect our neural MEG data in undesirable ways. To evaluate this possibility, participants performed a behavioral task that was identical to the MEG study described above, except that after each trial, they were instructed to categorize each trial in a way that they thought the trials could be categorized. For example, if the participant thought there were two conditions, they could categorize the trials as long versus short, whereas if they thought that there were three conditions, they could categorize each trial as long, medium, or short (etc.). Participants were not asked to simply rate the trials as "long" or "short," because we sought to identify whether participants were able to distinguish that there were two conditions. After task completion, participants reported how many conditions they thought were in the experiment. We calculated the accuracy of each participant's responses, and performed a one-sample t-test against chance (0.5) to determine whether participants were able to reliably predict longer and shorter trials.
Behavioral data analysis
The voltage output from the force transducer was converted into Newtons and smoothed with a 10 Hz zero lag low-pass Butterworth filter. For each trial, the time from when the termination signal was issued (e.g., target box turns back to blue) until the force values returned to baseline were calculated to determine the termination reaction time. First central difference method was additionally employed to numerically calculate the maximum rate of change of the force as it was being released.
MEG data acquisition
All recordings were conducted in a one-layer MSR with active shielding engaged. Neuromagnetic responses were sampled continuously at 1 kHz with an acquisition bandwidth of 0.1-330 Hz using an Elekta MEG system with 306 magnetic sensors (Elekta, Helsinki, Finland). Using MaxFilter (v2.2; Elekta), MEG data from each subject were individually corrected for head motion and subjected to noise reduction using the signal space separation method with a temporal extension (Taulu et al. 2005) .
MEG coregistration and structural MRI processing
Prior to MEG measurement, four coils were attached to the subject's head and localized, together with the three fiducial points and scalp surface, with a 3-D digitizer (Fastrak 3SF0002, Polhemus Navigator Sciences, Colchester, VT, USA). Once the subject was positioned for MEG recording, an electric current with a unique frequency label (e.g., 322 Hz) was fed to each of the coils. This induced a measurable magnetic field and allowed each coil to be localized with reference to the sensors throughout the recording session. Since coil locations were also known in head coordinates, all MEG measurements could be transformed into a common coordinate system. With this coordinate system, each participant's MEG data were coregistered with structural T1-weighted MRI data prior to source space analyses using BESA MRI (Version 2.0). Structural MRI data were aligned parallel to the anterior and posterior commissures and transformed into standardized space. Following beamformer analysis, each subject's functional images were also transformed into standardized space using the transform that was previously applied to the structural MRI volume and then spatially resampled.
MEG time-frequency transformation and statistics
Cardio-artifacts were removed from the data using signal-space projection (SSP), which was accounted for during source reconstruction (Uusitalo and Ilmoniemi 1997) . The continuous magnetic time series was divided into epochs of 6.5 s duration, with 0.0 s defined as movement offset and the baseline defined as −2.9 to −2.5 s before movement offset in the fast condition, and −3.4 to −3.0 s before movement offset in the slow condition, which corresponded to approximately −0.9 to −0.5 s before the cue to move in each condition, respectively (Fig. 1a) .
By using a baseline period that was well before the cue to move, we were able to ensure that the peri-movement beta desynchronization did not affect our estimates of PMBR amplitude. Epochs containing artifacts were rejected based on a fixed threshold method, supplemented with visual inspection.
Artifact-free epochs were transformed into the time-frequency domain using complex demodulation (resolution: 2.0 Hz, 25 ms), and the resulting spectral power estimations per sensor were averaged over trials to generate time-frequency plots of mean spectral density. These sensor-level data were normalized by dividing the power value of each time-frequency bin by the respective bin's baseline power, which was calculated as the mean power during the −0.9 to −0.5 s pre-cue time period. This normalization allowed task-related power fluctuations to be visualized in sensor space.
The specific time-frequency windows used for imaging were determined by statistical analysis of the sensorlevel spectrograms across the entire array of gradiometers. Each data point in the spectrogram was initially evaluated using a mass univariate approach based on the general linear model. To reduce the risk of false positive results while maintaining reasonable sensitivity, a two-stage procedure was followed to control for Type 1 error. In the first stage, one-sample t-tests were conducted on each data point and the output spectrogram of t-values was thresholded at p < 0.05 to define time-frequency bins containing potentially significant oscillatory deviations across all participants and conditions. In stage 2, time-frequency bins that survived the threshold were clustered with temporally and/or spectrally neighboring bins that were also above the (p < 0.05) threshold and within 2 cm of each other spatially, and a cluster value was derived by summing all of the t values of all data points in the cluster. Nonparametric permutation testing was then used to derive a distribution of cluster values and the significance level of the observed clusters (from stage 1) were tested directly using this distribution (Ernst 2004; Maris and Oostenveld 2007) . For each comparison, at least 10,000 permutations were computed to build a distribution of cluster values. Based on these analyses, time-frequency windows that corresponded to events of a priori interest (i.e., the PMBR) and contained a significant oscillatory event across all participants and conditions were subjected to the beamforming analysis. As described in the "Results", significant PMBR activity was sustained across an extended time window, and consequently we divided the window into smaller temporal bins to identify the temporal evolution of the response, as well as any temporally restricted differences in PMBR amplitude between conditions (e.g., differences during at the initiation of the response only).
MEG imaging and statistics
Cortical networks were imaged through an extension of the linearly constrained minimum variance vector beamformer (Van Veen et al. 1997; Gross et al. 2001) , which employs spatial filters in the frequency domain to calculate source power for the entire brain volume. The single images are derived from the cross spectral densities of all combinations of MEG gradiometers averaged over the time-frequency range of interest, and the solution of the forward problem for each location on a grid specified by input voxel space. Following convention, the source power in these images was normalized per participant using a separately averaged pre-stimulus noise period of equal duration and bandwidth. MEG pre-processing and imaging used the Brain Electrical Source Analysis (BESA version 6.0) software.
Normalized source power was computed for the selected time-frequency bands over the entire brain volume per participant at 4.0 × 4.0 × 4.0 mm resolution. Task effects were identified using a one-sample t test for each condition ("fast" termination and "slow" termination), and the effect of condition was examined using a random effects analysis for the time-frequency bins of interest. Briefly, paired-sample t tests were conducted to probe differences in PMBR amplitude as a function of forced termination speed and, as with the sensor-level analysis, a two-stage approach was used to control for Type 1 error. In the first stage, t tests were conducted on each voxel and the output was thresholded at (p < 0.05) to create statistical parametric maps (SPMs) showing clusters of potentially significant activation. A cluster value was derived in stage 2, for each cluster surviving stage 1, by summing all of the t values of all data points (voxels) within the cluster. Subsequently, permutation testing was used to derive a distribution of cluster values, and the observed clusters were tested for significance using this distribution (Ernst 2004; Maris and Oostenveld 2007) . For each comparison, at least 1000 permutations were computed to build a distribution of cluster values.
Results
Behavioral results
All participants were able to successfully perform the MEG task. Three participants were excluded from all statistical analyses due to excessive artifacts in their MEG data. Reaction time, defined as the time between target removal and termination of movement, as well as force termination velocity, were calculated from the force transducer data for each trial per participant. Before conducting pairedsamples t tests on these data, we evaluated their normality using a Shapiro-Wilk W test. These analyses indicated that the reaction time data did follow a normal distribution (fast termination: W = 0.944, p = 0.340; slow termination: W = 0.955, p = 0.512), but that the force termination velocity data did not (fast termination: W = 0.829, p = 0.004; slow termination: W = 0.810, p = 0.002). Thus, the velocity data was log-transformed prior to analysis (log-transformed test for normality: fast termination: W = 0.969, p = 0.777; slow termination: W = 0.963, p = 0.660). Paired-samples testing indicated a significant effect of condition on both reaction time, t(17) = 5.56, p < 0.0001, and the rate of force termination, t(17) = 2.52, p = 0.022 (fast = −485.4 ± 63 N/s; slow = −500.3 ± 64 N/s). Specifically, participants had a longer reaction time and a slower termination of force (i.e., their rate of decline in force production was decreased) in the fast termination condition compared to the slow termination condition. These behavioral results are shown in Fig. 2 . Lastly, recent work by Fry and colleagues (2016) used an isometric force task and showed that PMBR amplitude increases as the rate of force development increases and the time to target decreases. Thus, we sought to ensure that these parameters were uniform between conditions in the current study, and paired-samples t tests indicated that there were no significant effects between conditions on either parameter (rate of force development: t(17) = 0.52, p = 0.61; time to target: t(17) = 0.697, p = 0.50).
Participants also performed a control task to test the temporal predictability of the movement offset cue. Critically, we found that participants were unable to predict the condition of each trial better than chance, t(16) = −1.578, p = 0.134. Participants predicted long and short trials with an average accuracy of 43.20% (SD 17.78%). Furthermore, only 29.41% of participants reported that they thought there were two conditions (64.71% thought there were three conditions and 5.88% reported only one condition). Thus, any behavioral and/or brain differences were most likely due to forced fast termination in the fast termination condition, and not the ability to predict when the movement was to terminate in the slow termination condition.
MEG sensor-level results
Following artifact rejection, a total of 66.22 (SD 2.71) trials for the fast termination condition and 65.06 (SD 3.21) trials for the slow termination condition were included in analysis. The difference in the number of trials between conditions was not significant, t(17) = 1.158, p = 0.263. Sensorlevel time-frequency spectrograms indicated the typical response pattern of peri-movement alpha and beta desynchronizations prior to and during movement, followed by a strong PMBR, in all participants. These spectrograms were statistically examined using a one sample t-test of the sensor-level across conditions. Results indicated significant peri-movement beta event-related desynchronization (ERD) in a large number of sensors around the sensorimotor cortices in the 16-26 Hz frequency range that persisted throughout movement before terminating about 0.3 s after movement offset. After this initial beta ERD, there was a significant PMBR in sensors around the sensorimotor regions that lasted from about 0.4-2.0 s after movement offset before returning to baseline (p < 0.0001, corrected). In order to identify the temporal evolution of the PMBR response, as well as any temporally restricted differences in PMBR amplitude between conditions (i.e., differences at the initiation of the response, sustained differences, Fig. 2 Behavioral results. In each bar graph, the fast termination condition is shown in red, while the slow termination condition is shown in blue. Error bars denote the standard error of the mean (SEM). The rate that the force (in N/s) was terminated is shown in the left panel, while reaction time (ms) appears on the right. There was a significant effect of condition for the rate that the force was terminated, such that participants terminated movement at a slower speed in the fast termination condition than the slow termination condition (p = 0.022). There was also a significant difference in reaction time between conditions, where participants had a longer reaction time in the fast condition compared to the slow condition (p < 0.001). *p < 0.05 etc.), the significant PMBR response period was divided into three temporally distinct 16-26 Hz time windows (i.e., Time 1: 0.4-0.7 s after movement offset, Time 2: 0.7-1.0 s after movement offset, Time 3: 1.0-1.3 s after movement offset), and these windows were independently imaged in each participant using beamforming to localize the precise brain regions generating the response. Group-averaged time-frequency plots of the peak sensor are shown in Fig. 3 .
Neuroanatomical results
Temporal evolution of the PMBR response
Analysis of both fast and slow terminations during Time 1 indicated significant PMBR task effects in the left precentral gyrus near the hand knob region, as well as the cerebellum (p < 0.005, corrected). In the fast condition only, there were also significant PMBR peaks in the medial prefrontal cortex (mPFC) stretching into the SMA, as well as the left dorsolateral prefrontal cortex (DLPFC; p < 0.005, corrected; Fig. 4 ). In the slow condition, there was an additional ERD peak in the medial parieto-occipital regions (p < 0.005, corrected). During Time 2, significant PMBR activity persisted in the left precentral gyrus and cerebellum bilaterally, and additional peaks also emerged in the left postcentral gyrus, premotor cortex, and left DLPFC in both conditions (p < 0.005, corrected). In the fast condition only, there were significant PMBR responses in the right superior temporal gyrus, mPFC, and right DLPFC (p < 0.005, corrected). Finally, during Time 3, there were sustained PMBR responses in the left precentral and postcentral gyri, left premotor cortex, and cerebellum in both conditions. The fast condition also showed continued PMBR in the left DLPFC and mPFC, as well as the right superior temporal gyrus (p < 0.005, corrected). These results appear in Fig. 4 .
Areas significantly modulated by force termination speed
Statistical analyses using paired-samples t tests showed a significant increase in PMBR amplitude in the left postcentral gyrus, SMA, paracentral lobule, mPFC, DLPFC, and left posterior parietal cortex in the fast termination condition compared to the slow termination condition during Time 1 (p < 0.005, corrected). Significantly increased PMBR amplitude in the SMA and left postcentral gyrus in the fast compared to slow condition persisted into Time 2 (p < 0.005, corrected), and a significant increase in PMBR amplitude also emerged in the left precentral gyrus in the fast compared to the slow condition (p < 0.005, corrected). There were no significant differences between conditions in Time 3. Following statistical analysis of the beamformer images, we extracted virtual sensors corresponding to the peak voxel for each conditional effect (e.g., fast > slow termination). These virtual sensors were used to identify the time course of neuronal activity in brain regions where significant oscillatory responses were detected. Analysis of peak voxel time courses showed no significant difference between conditions on the peak latency of the PMBR response in any region. All conditional effects are shown in Fig. 5 , with the peak coordinates and anatomical labels for each significant cluster listed in Table 1 . Fig. 3 Group-averaged time-frequency spectra during fast and slow motor termination. Time (s) is denoted on the x-axis, with 0.0 s defined as movement offset. Frequency (Hz) is shown on the y-axis. All signal power data is expressed as a percent difference from baseline, with the color legend shown to the far right. The baseline was defined as approximately −0.9 to −0.5 s before initial movement cue, which corresponded to the −2.9 to −2.5 s period in the fast and −3.4 to −3.0 s period in the slow condition. Data represent a group-averaged gradiometer near the left sensorimotor cortex of each participant (the same sensor was selected in each participant) in the fast termination (top) and slow termination (bottom) conditions. As can be discerned, motor onset and offset each induced a strong movementevoked potential (at ~5 Hz). Additionally, just prior to and during the isometric force, there was a strong alpha/beta desynchronization in both conditions. After force offset, participants exhibited a strong PMBR in both conditions, but this response was clearly reduced in the slow termination condition
Discussion
In the current study, we used a novel, motor control paradigm that involved terminating motor-force output after differing durations of isometric force production during MEG. Basically, participants were asked to maintain a force until cued to terminate the force, which occurred at either a short (i.e., fast termination condition) or a longer duration (i.e., slow termination condition). Importantly, conditions were randomized between the two conditions, so in any given trial, participants were unaware whether they would have to maintain a shorter or longer force, and consequently motor output itself was equal between conditions and only differed in the timing of termination. Furthermore, we ran a follow-up behavioral experiment to test for any interconditional temporal predictability effects, and our findings clearly indicated that participants were unaware of the manipulation and consequently unable to predict which condition was being performed during each trial. Thus, this study was able to isolate the effect of motor termination on the well-characterized PMBR, independent of differences in the motor output itself. We found that when participants were forced to terminate motor output more quickly (i.e., fast condition > slow condition), there was a widespread increase in PMBR amplitude in many prefrontal and sensorimotor areas, including the left postcentral gyrus, SMA, paracentral lobule, posterior parietal areas, mPFC, and left DLPFC. We discuss the implications of these findings below for further elucidating the functional role of the PMBR in motor behavior.
The results of this investigation help clarify previous findings, which suggested that the PMBR functions as a motor termination mechanism. For example, Alegre and colleagues (2004b) utilized a "go/no-go" paradigm, with a modification such that participants were either pre-cued or not pre-cued on whether the pending movement was to be executed or inhibited, prior to the actual cue to move or inhibit movement. They found significant PMBR activity in the central and frontal electrodes both immediately following a "no-go" pre-cue, and following the cue to inhibit movement if the pre-cue was not presented (Alegre et al. 2004b) . They interpreted these findings to indicate that the PMBR functions as a physiological marker of movement inhibition. However, in a follow-up study, the same group found contrary results when they instructed participants to write their signature with a pen during EEG. In this study, a portion of the trials contained a tone that cued participants to stop writing immediately. Their results showed a smaller PMBR in central sensors in trials where the participant was forced to stop writing prematurely. They posited that this may be due to the PMBR having a role in movement inhibition, but not premature termination of an already-initiated movement (Alegre et al. 2008) . Importantly, in this study the prematurely terminated movement was almost 2 s shorter than the full movement, and lasted only about 0.6 s before being terminated; thus any decrease in PMBR   Fig. 4 Evolution of the PMBR response as a function of termination condition. The post-movement beta rebound (PMBR) was imaged using beamforming after forced motor termination in three temporally-distinct time windows (left panel 0.4-0.7 s; middle panel 0.7-1.0 s; right panel 1.0-1.3 s). Statistical parametric maps (t-maps) of beta activity are shown for the fast termination (top row) and slow termination (bottom row) conditions. Color bars to the right of each image denote image thresholds, where warm colors denote areas of strong PMBR activity, while cool colors denote brain areas with beta event-related desynchronization. As shown, strong PMBR activity was found throughout areas of the left sensorimotor network and bilateral cerebellum in all three time bins in both conditions, but this activity was more limited in the slow relative to the fast condition. Labels below each image indicate the slice coordinate number in the shown plane amplitude could have been a byproduct of having a significantly reduced total motor output. Furthermore, their analysis focused on electrode positions, which limited conclusions about the anatomical generators of these responses. Nonetheless, the results of the current study provide a nice bridge between the theories posited by this and other studies. In our paradigm, participants performed a movement that required constant low level force generation, and had no indication of when the force would be terminated. Thus, the relative difficulty of our task, coupled with the unknown nature of motor termination regardless of the condition (strongly supported by our control experiment), aligns more directly with a go/no-go task but ameliorates the confound of a lack of motor output in one condition. As predicted, forced termination (i.e., inhibition) of motor output resulted in widespread increases in PMBR amplitude that were localized to key regions of the motor and executive function networks. These findings strongly support the notion that the PMBR serves a role in motor termination and the active inhibition of motor output. Future studies should directly address the possible involvement of PMBR activity in sensory afference following movement, as other work has supported such involvement and the current study was not designed to assess a possible additional role in sensory feedback.
Regardless of termination condition, we found significant PMBR activity throughout many areas of the left sensorimotor network, including the premotor cortex, primary Differences in PMBR amplitude were sustained into Time 2 (0.7-1.0 s after movement offset, bottom left) in the left postcentral gyrus and parietal cortex (p < 0.005, corrected). There were no significant differences between conditions in Time 3 (1.0-1.3 s, not shown). To more precisely examine the dynamics, virtual sensors from the peak voxel of the condition effects in each region were extracted (right panel), which confirmed and extended the temporal progression of neuronal activity that was discernable in the discrete beamformer images. For each voxel time series, relative power (in percentage from baseline) is shown on the y-axis, with time on the x-axis (in s, force offset = 0.0 s). The slow condition is shown with a blue line, while the fast condition is shown in red. Shaded areas denote SEM. Approximate cue to initiate force is denoted as a blue vertical line (slow condition) and red vertical line (fast condition). Axial slices are shown in radiologic convention (right = left). Labels below each image indicate the slice coordinate number in the shown plane motor and sensory cortices, SMA, paracentral lobule, and parietal cortex, as well as the cerebellum. There was also strong PMBR activity in areas of executive motor control in the frontal cortex, including the mPFC and DLPFC. These areas have all been reliably linked to motor control and movement coordination, so it is intuitive that they would be involved in the termination of movement. There was also stronger PMBR activity in the fast relative to the slow termination condition in a subset of these areas, including the left DLPFC, mPFC, SMA, paracentral lobule, left postcentral gyrus, and left parietal cortex. Notably absent was a difference in the left primary motor cortex, which is an area commonly reported as the locus of the PMBR response (Gaetz et al. 2010; Jurkiewicz et al. 2006) . We posit that, despite being required to terminate the force either more quickly or slowly, the actual termination of motor output was very similar between conditions, such that the force was of the same length, amplitude, and direction, and thus the primary region responsible for motor termination was recruited similarly between conditions. As noted above, many secondary regions that aid in movement coordination and termination (e.g., SMA, paracentral lobule, parietal cortex), as well as regions that comprise the fronto-parietal control network [e.g., mPFC, DLPFC, parietal cortex; (Cole et al. 2014) ] were of higher amplitude in the fast termination condition. The latter network is a domain-general network that is responsible for task-relevant, goal-directed decision making and response inhibition (Cole et al. 2014) . We posit that the stronger PMBR in this network reflects greater neuronal recruitment from both networks, in order to compensate for the lack of time given to terminate the force in the fast termination condition. Specifically, when a force was cued to be quickly terminated, greater neuronal processing was required from frontal areas responsible for the cognitive control of inhibition, while greater activity in many motor network regions allowed participants to actually terminate the force quickly. This hypothesis is further supported by the behavioral data, as participants were slower and had longer reaction times in the fast termination condition, suggesting that this condition was more difficult and hence required additional neuronal resources. Curiously, sustained PMBR differences between the fast and slow termination conditions were restricted to the SMA and left postcentral gyrus. We suggest that this result is simply a byproduct of the initial magnitude of differences between conditions. Basically, as indicated in the time series data from the SMA and postcentral gyrus in Fig. 5 , differences in PMBR amplitude between conditions were greater in these two regions than any other region. Thus, it seems that these differences took longer to normalize, which resulted in significant differences sustained through a later time bin.
In conclusion, this study was the first to directly probe the effects of movement termination on the PMBR response, while controlling for the amount of motor output that the participant was knowingly exerting. We found widespread increases in PMBR amplitude throughout the sensorimotor and executive control networks in the fast termination condition, including peaks in the left DLPFC, left postcentral gyrus, left parietal cortex, mPFC, SMA, and paracentral lobule, with sustained differences in PMBR amplitude in the SMA and left primary somatosensory cortex. In other words, forced, fast motor termination elicited a stronger PMBR response in many regions responsible for movement control and coordination. Taken together, these data support the notion that the PMBR functions as an active motor inhibitory response, independent of parameters within the motor output itself. Before closing, it is important to acknowledge some possible limitations of this study. First, small differences in sensory stimulation from the tranducer could potentially contribute to differences in PMBR amplitude, as the PMBR has also been associated with sensory feedback to the motor cortices. However, such differences in sensory stimulation are unlikely to have affected the current study, as we focused on responses following movement offset in both conditions. The only possible exception would be unequal sensory after-effects following movement termination due to slight differences in force duration, but any such effect should be small. Second, despite our careful design, there remained slight differences in the total motor output between the two conditions (i.e., the participant produced slightly longer in the slow condition), which could have affected the amplitude of the PMBR. While clearly possible, we believe such differences were unlikely to have affected our results, as their direction should have been the opposite (i.e., greater PMBR in the slow relative to fast termination) of our main finding. Third, it is unknown whether the duration of beta ERD during movement is related to PMBR amplitude, and unfortunately this cannot be directly investigated in the current study because of the difference in the duration of each trial. Future studies should investigate the role of the PMBR response in sensory feedback following movement termination, carefully control total motor output, and probe the relationship between beta ERD duration and PMBR amplitude. Despite these limitations, the current study presents important new data on how the PMBR response serves motor behavior, and provides crucial new evidence supporting a possible link between the PMBR and motor termination in humans.
