Many important initial value problems have the property that energy is nonincreasing in time. Energy stable methods, also referred to as strongly stable methods, guarantee the same property discretely. We investigate requirements for conditional energy stability of explicit Runge-Kutta methods for nonlinear or non-autonomous problems. We provide both necessary and sufficient conditions for energy stability over these classes of problems. Examples of conditionally energy stable schemes are constructed and an example is given in which unconditional energy stability is obtained with an explicit scheme.
preserving (SSP) methods of order two and greater have been proved. A first order accurate energy stable SSP method for autonomous problems has also been discovered therein.
This article extends these previous works considerably by studying both time-dependent linear and autonomous nonlinear problems. After introducing the notation and reviewing some basic results in Section 2, the focus lies on time-dependent linear operators in Section 3. The main result, Theorem 3.4, gives necessary conditions for conditional energy stability in this setting. These conditions are not satisfied by any known Runge-Kutta scheme we are aware of. However, an example of a scheme fulfilling these necessary conditions is given, and is proved to be energy stable for a restricted class of relevant problems (Theorem 3.12).
Next, autonomous nonlinear problems are studied in Section 4. The necessary conditions in this setting are, perhaps surprisingly, weaker than in the non-autonomous linear case. These conditions are based on an expansion of the change of energy (26) , which is also used to study sufficient conditions for energy stability. Based thereon, we give a procedure for developing energy stable schemes, and give examples of schemes of second and third order (Theorem 4.11 and Corollary 4.15) .
While most of the paper is devoted to the guarantee of stability over a whole class of semibounded problems, in Section 5 we ask whether an explicit Runge-Kutta method can be unconditionally energy stable for some specific problem. We show that this is impossible if the problem is linear, but -surprisingly -we give an example of unconditional stability for a nonlinear problem. Finally, in Section 6, the results are summed up, open questions are discussed, and directions of future research are outlined.
Energy Evolution by Runge-Kutta Methods
Consider a time-dependent initial value problem d dt u(t) f (t, u(t)), t ∈ (0, T), u(0) u 0 ,
in a real Hilbert space H with inner product ·, · , inducing the norm · . We refer to · 2 as the energy.
Energy Stability
For a smooth solution of (1), the time derivative of the energy is d dt u(t) 2 2 u(t), d dt u(t) 2 u(t), f (t, u(t)) . 
If f is semibounded, the ODE (1) will sometimes also be called semibounded.
Remark 2.2. The results in this work extend to complex Hilbert spaces if one assumes that the real part of the inner product u, f (t, u) is non-positive.
Thus, the energy of any smooth solution of (1) is bounded by its initial value if f is semibounded. However, an approximate solution obtained by a numerical method does not necessarily satisfy this inequality. For example, applying one step of the explicit Euler method to (1) 
Thus, for a general semibounded f , the norm of the numerical solution can increase during one time step, e.g. if u 0 , f (0, u 0 ) 0. In particular, this happens if f (t, u) L(t)u, where L(t) 0 is a skew-symmetric operator. Definition 2.3. A one-step numerical scheme for approximating the solution of (1) is conditionally energy stable with respect to a class F of semibounded problems if for each f ∈ F there exists ∆t max > 0 such that u + 2 ≤ u 0 2 for all 0 < ∆t ≤ ∆t max .
Here ∆t max may depend on f , u 0 , and the method itself. In the following we will consider the classes F of linear non-autonomous and nonlinear autonomous problems. We will often omit the word conditional for brevity.
Runge-Kutta Methods
A general (explicit or implicit) Runge-Kutta method with s stages can be described by its Butcher tableau [4, 14] c A b (5) where A ∈ R s×s and b, c ∈ R s . For (1), a step from u 0 to u + is given by
Here, u i are the stage values of the Runge-Kutta method. It is also possible to express the method via the slopes k i f (c i ∆t, u i ).
Using the stage values u i as in (6), the change in energy is given by [4, equation ( 
The first term on the right hand side is consistent with 
Comparison with (7) shows that algebraically stable Runge-Kutta methods are energy stable for any time step size ∆t > 0, cf. [4, section 357] and references cited therein. While there are Runge-Kutta methods with these nice stability properties such as Gauß, Radau IA/IIA or Lobatto IIIC schemes, these are necessarily implicit.
For linear and semibounded problems (1) with constant coefficients, several results concerning the conditional energy stability of explicit Runge-Kutta methods have been achieved [27, 32, 33, 35] (note that the term conditional energy stability herein is precisely what is meant by strong stability in the latter works). Typically, conditional energy stability can be guaranteed for problems f (t, u) Lu in this class under a time step restriction of the form ∆t ≤ C L −1 , corresponding to a classical CFL criterion for discretizations of hyperbolic conservation laws. Similar results have been obtained for some first order accurate schemes and autonomous semibounded nonlinear problems [24] . In the latter setting, the maximal time step is proportional to the inverse of the Lipschitz constant of the nonlinear right-hand side f of the ODE.
Non-autonomous Linear Operators
In this section, the special case of non-autonomous linear operators is studied. Hence,
is considered as special case of (1). To formulate our results, we need the following definitions regarding the abscissae, or nodes, of a Runge-Kutta method. Definition 3.1. We say node c k of a Runge-Kutta method is unique if there is no other node c j c k such that j k.
Definition 3.2.
A Runge-Kutta method is said to be non-confluent if each of its nodes is unique. Otherwise, it is called confluent. Definition 3.3. We say the node c k of a Runge-Kutta method is a quadrature node if b k 0.
Main Result
For linear problems with constant coefficients, some common and practical Runge-Kutta methods have been shown to be conditionally energy stable [27, 32, 33, 35] . For linear problems with varying coefficients, energy stability is more difficult to attain. Given almost any Runge-Kutta method, we can choose a non-autonomous problem (8) that makes the given method behave like Euler's method, leading to energy growth. 
This is equivalent to an explicit Euler step with time step b k ∆t 0. Since L(c k ∆t) 0 is skew-symmetric and injective,
Hence, the explicit Runge-Kutta method is not energy stable. In a non-confluent method, every node is unique, so Theorem 3.4 implies such methods cannot be energy stable. Moreover, it seems that all methods currently used in practice have at least one unique quadrature node. The only schemes not covered by the theorem are those for which every quadrature node is repeated.
Remark 3.8. The proof shows additionally that a kk 0 (taking k as in the proof) is a necessary condition for an implicit Runge-Kutta scheme to be energy stable. In particular, the Lobatto IIIA and IIIB schemes cannot be energy stable because they have a zero row or column in A and only positive b i . Remark 3.9. The technique used in the proof of Theorem 3.4 cannot be extended to arbitrary confluent Runge-Kutta schemes. Indeed, consider the Butcher tableau
and the associated Runge-Kutta method for (8)
If L(t) is skew-symmetric, L(0) 0, and L(∆t) 0,
and
If ∆t is sufficiently small, u + 2 − u 0 2 < 0. Similarly, if L(t) is skew-symmetric, L(0) 0, and L(∆t) 0, u + u 0 and the first time step is energy stable.
However, this does not mean that the scheme (11) is energy stable for semibounded operators. Indeed, its stability function
satisfies ϕ(iy) > 1 for 0 y ∈ R. Hence, the scheme is not even stable for linear skew-symmetric operators with constant coefficients.
Remark 3.10. The proof above relies on the fact that if a Runge-Kutta method has a unique node c k , then the value of the corresponding stage derivative L(c k ∆t) can be chosen independently of the values of all other stages. For methods with only duplicated nodes, the values of the stage derivatives become coupled and the problematic construction in the proof is precluded.
The assumption of Theorem 3.4 may be necessary. This conjecture is supported by the following scheme. 
has four stages, is second order accurate, and does not have a unique node.
The proof of Theorem 3.4 relies on the construction of a suitable operator L such that L(t 1 )L(t 2 )
For such operators, the scheme (16) is energy stable.
Theorem 3.12. The Runge-Kutta scheme with coefficients (16) is conditionally energy stable for the class of linear non-autonomous ODEs (8) where the operator L is bounded and satisfies ∀t 1 , t 2 ∈ [0, T] : L(t 1 )L(t 2 ) L(t 2 )L(t 1 ) and ∀t ∈ [0, T] : L(t) −L(t) T .
Proof. Using L 0 : L(0) and L 1 : L(∆t), the change of the norm can be calculated explicitly for general L as
Inserting the assumptions on L, this equation reduces to
The ∆t 2 term is nonpositive. If the ∆t 2 term is negative, the energy is non-increasing if the time step ∆t is small enough.
Otherwise, L 0 u 0 must be equal to L 1 u 0 and the ∆t 4 term is − 1
vanishes, all products of higher powers of L 0 , L 1 and u 0 must vanish, too, i.e. u + 2 u 0 2 .
Boundedness
Using an additional technical assumption, the construction used to prove Theorem 3.4 can be used to show that the growth of the norm is unbounded.
Theorem 3.13. Let an explicit Runge-Kutta method be given. Suppose there exists a quadrature node c k such that for all j k the difference c j − c k is not an integer. Then there exists a semibounded problem (8) such that the numerical solution given by the method grows monotonically without bound.
Proof. The construction used in the proof of Theorem 3.4 can be applied to all steps of the given Runge-Kutta method simultaneously, since ∀l ∈ Z, j k : c k c j + l. Hence, for every step from u (n) to u (n+1) ,
Therefore, the norms of the numerical solutions grow monotonically and without bounds.
Example 3.14. Besides SSPRK(10,4) of [17] , Theorem 3.13 can be applied to the popular explicit strong stability preserving Runge-Kutta method SSPRK(3,3) of [31] . For this scheme we have found other ODEs that appear to lead to unbounded growth of the energy; e.g.
and the example in Subsection 3.4.
Connection to Algebraic Stability
Adapting a result of Burrage and Butcher [3] slightly, energy stability for (8) is equivalent to algebraic stability for some schemes. Proof. This proof is more or less a repetition of a result of Burrage and Butcher [3] , enhanced by noting that the varying coefficient can be chosen such that L(t) and the Lipschitz constant of t → L(t) are arbitrarily small. For completeness, the proof is given in the following.
Choosing L(t) −λ(t) ∈ R, λ(c i ∆t) ε, and λ(c j ∆t) 0 for j i with ε > 0 sufficiently small, L can be extended to a smooth mapping with arbitrarily small L(t) and Lipschitz constant of t → L(t). Hence, energy stability and (7) imply
For small ε∆t > 0 and u 0 0, u i 0 and the second term is negligible.
For λ(c i ∆t) εξ i with arbitrary ξ ∈ R s and sufficiently small ε > 0, L can be extended to a smooth mapping with arbitrarily small L(t) and Lipschitz constant of t → L(t). Since u i u 0 + O(ε∆t), energy stability and (21) imply
Hence, the matrix with entries
Theorem 3.15 shows that conditional stability for non-autonomous linear problems is equivalent to unconditional stability for general nonlinear problems in the context of non-confluent Runge-Kutta methods and ODEs with semibounded operators. 
Numerical Results
The problems constructed in the proofs above are rather special and perhaps not typical of applications. The following example shows that the (poor) behaviors suggested in the above theorems also occur for a more natural problem. Consider the linear advection equation with periodic boundary conditions. A finite difference semidiscretization using the classical second order accurate central stencil and 50 grid points results in a skew-symmetric ODE (1). Applying SSPRK(3,3) [31] , the time step ∆t 10 −5 is approximately three orders of magnitude smaller than required for energy stability of a corresponding constant coefficient problem [27, 35] . However, the energy u(t) 2 ∆x i u 2 i increases exponentially, as can be seen in Figure 1 . In contrast, the energy of the numerical approximation using the scheme (16) is decreasing, in accordance with Theorem 3.12.
The methods are implemented using double precision numbers Float64 in the package DifferentialEquations.jl [23] in Julia [1] . The source code for these numerical experiments is available at [26] .
Time-Independent Nonlinear Operators
In this section, the special case of time-independent but possibly nonlinear operators is studied.
is considered as special case of (1). The technique used in the stability proof of [24, Theorem 7.1] can be described as follows.
1. Expand u + 2 − u 0 2 as in (7).
2. Use the Lipschitz continuity of the right-hand side of (24) in order to expand the ∆t 2 term in a power series in ∆t.
3. Use the coefficients of the scheme and signs of the dominant terms in the power series to determine conditions for energy stability.
The second step can be generalised to higher order schemes by considering analytic right-hand sides f and the expansion [4, equation (313b)]
This is a sum over all trees t of order |t| ≤ n, σ(t) is the symmetry of t, (Φ i D)(t) is the i-th derivative weight of t, and F(t)(u 0 ) the elementary differential associated with the tree t and the right hand side f , evaluated at u 0 .
Inserting (25) into (7) yields 
the first terms of the sum over trees in (26) are
By a suitable choice of a non-dissipative right hand side f such that ∀u : u, f (u) 0, the leading order term can be made positive. Hence, the energy increases for every sufficiently small time step ∆t.
Of course, there are also problems for which SSPRK(3,3) is conditionally energy stable. For example, the right hand side f :
as first terms of the expansion (26) .
Example 4.2.
It is appealing to choose a Runge-Kutta method such that the coefficients in front of scalar products of elementary differentials whose sign cannot be controlled vanish and such that the coefficients multiplying non-negative terms such as f f 2 are negative. However, it seems difficult to do this in a way that guarantees energy stability for all semibounded f . For example,
represents a three stage, second order scheme. The corresponding first terms of the sum over trees in (26) are
. 
Necessary Conditions for Energy Stability
The Examples 4.1 and 4.2 demonstrate the importance of the bushy trees , , , . . . with corresponding derivative weights c i ,
While it is known that the elementary differentials are linearly independent for general right hand sides f [4, Section 314], it is of interest to study the independence of these terms for semibounded f and in particular for non-dissipative f .
In order to do that, the setting will be changed. Instead of considering a Hilbert space, H is a real semi inner product space. The semi inner product is still written as ·, · and · denotes the induced seminorm (i.e. nearly a norm but not necessarily definite). The same definitions of energy stability etc. as for inner product spaces are used. Semi inner products will be considered only in this subsection. Proof. Consider the space R 3 equipped with the semi inner product induced by the matrix P diag(0, 1, 1), i.e. u, v P u T Pv. Consider the ODE u (t) f (u(t)), u(0)
The right hand side f satisfies ∀u ∈ R 3 : u, f (u) P 0 and f (u 0 ) (1, 0, 0) T 0. Hence, for l ∈ N, the i-th component of the elementary differential f (l) ( f , . . . , f ) evaluated at u 0 is [4,
Definition 310A]
Here, summation over repeated indices is implied, upper indices denote components, lower indices denote derivatives, and δ k,l is the Kronecker delta.
Remark 4.4. If semi inner products are allowed, problems depending explicitly on time have to be considered again. Indeed, the test problem constructed in the proof of Theorem 4.3 is of this form since u 1 can be interpreted as time t and the numerical approximation of u 1 is equal to t if the classical condition c i s j 1 a i j is satisfied. Hence, the results of section 3 can be applied, showing that there is nothing to gain if there is a c i distinct from the others with b i 0. Thus, it is interesting whether the independence of the elementary differentials for energy conservative right hand sides holds also in inner product spaces. Since this problem seems to be intractable with the current methods, it is left for future investigations. 
then the method is not energy stable for general autonomous and semibounded ODEs in semi inner product spaces.
Proof. Since the method is at least second order accurate, the lowest order term in the sum involving trees in (26) vanishes since
Because of Theorem 4.3, it is possible to choose f such that the remaining terms all vanish except the one corresponding to the bushy tree with k leaves. While this is not formulated directly there, a close inspection of the proof reveals that this is indeed true. 
Hence, u + 2 > u 0 2 for arbitrarily small ∆t > 0.
Theorem 4.5 implies in particular that s i, j 1 (b i b j − b i a i j − b j a ji )c k i c k j must be non-positive for B-stable methods. This is related to algebraically stable schemes, where the matrix with entries 
vanish, exactly as for the implicit midpoint method to which these schemes can be reduced.
While explicit Runge-Kutta methods cannot be algebraically stable, i.e. unconditionally stable for all semibounded problems, it is interesting to study whether they can be stable for these problems under a suitable time step restriction. Theorem 7.1 of [24] proves that there are indeed conditionally energy stable schemes of first order. For higher order schemes, it remains to check the condition given in Theorem 4.5. While this can be done for every scheme given explicitly, there are some results for general classes of schemes. Theorem 4.7. Consider an explicit Runge-Kutta method. Assume that there is a unique i max such that c i max max i |c i | and that b i max 0. Then there is a k ∈ N such that (33) is satisfied. Hence, if the method is at least second order accurate, it is not energy stable for general autonomous and semibounded ODEs in semi inner product spaces.
Proof. The expression on the left hand side of (33) can be written as
where the exponentiation is performed componentwise. Using the given assumptions,
where e i max is the standard unit vector with components (e i max ) j δ j,i max . Since the Runge-Kutta scheme is explicit, A is a strictly lower triangular matrix and e T i max diag(b)Ae
for k → ∞. Hence, there is a k ∈ N such that (33) is satisfied.
Remark 4.8. Theorem 4.7 can also be applied to many confluent methods such as the ten-stage, fourth order, explicit strong stability preserving method SSPRK(10,4) of [17] . Indeed, i max 10, c i max 1, and b i max 1 10 in that case. That this scheme is not energy stable for autonomous and semibounded problems has also been proved using some specific counterexamples in [24, 
Sufficient Conditions for Energy Stability
Thus, the sum in (33) is negative for all k ∈ N. 
• ∀i ∈ {1, . . . , s} : c i s j 1 a i j , • ∀k ∈ N : The sum in (33) is negative.
Such a scheme is conditionally energy stable for any autonomous ODE (24) with right hand side that is analytical and semibounded with respect to an inner product. The proof is basically the same as that of Theorem 4.11. The restriction to second and third order accurate schemes is explained in Section 4.3 below.
Remark 4.13. Since infinitely many constraints have to be satisfied to apply Proposition 4.12, it is useful to consider additional simplifying assumptions/constraints in order to find feasible solutions. The Runge-Kutta method given in Example 4.10 and other schemes have been constructed using the following additional steps.
• Because of Theorem 4.7, the node with biggest absolute value should appear at least twice. In order to facilitate the search for a solution, it has been useful to choose the nodes c i manually. Here, the biggest node is chosen as 1 (twice). In numerical experiments, it seemed to be useful/necessary to specify also the node 0 twice.
• The sum in (33) with k 1 has to be negative. Additionally, the same sum involving only the nodes 0 and 1 should be negative. In numerical experiments, this additional condition has often be sufficient to guarantee that the sum in (33) is negative for general k ∈ N. has been constructed using the approach just described. 
the sum in (33) is negative for general k ∈ N and Proposition 4.12 can be applied.
Limitations for Higher Order Schemes
The conditions listed in Proposition 4.12 are not sufficient to create energy stable fourth order methods, since the coefficient of f f 2 in the expansion (26) vanishes because of accuracy constraints. However, terms like f f , f f f etc. appear later, which cannot be controlled in general. Hence, one has to impose additionally that all scalar products of f f with higher order differentials vanish. Because of s i, j 1 By summing over j and using the order conditions for order 3, it becomes clear that some nodes c i must be negative if this constraint should be satisfied. Nevertheless, even this additional constraint does not suffice to guarantee energy stability. Indeed, terms involving higher order differentials of the form f f f 2 appear and cannot be controlled by the previous terms with negative coefficients.
Unconditional Stability of Explicit Runge-Kutta Discretizations
In this section we investigate the possibility of obtaining unconditional stability with explicit Runge-Kutta methods. It is usually true in numerical analysis that explicit methods can be only conditionally stable. The following (unsurprising) theorem confirms this view, in the context of the linear autonomous initial-value problem:
Theorem 5.1. Let an at least first order accurate explicit Runge-Kutta method and constant (possibly complex) matrix L 0 be given. Then, there exist initial values u 0 and a step size ∆t * (A, b, L) such that the numerical solution u n of (47) blows up as n → ∞ for any ∆t > ∆t * .
Proof. An s-stage explicit Runge-Kutta method applied to (47) gives the solution u n+1 R(∆tL)u n , where R(z) d j 0 α j z j is a polynomial with degree d ≤ s and α 0 α 1 1. Two cases can occur.
1. L has an eigenvalue λ 0 with eigenvector u 0 : Then, R(∆tL)u 0 (I + α 1 ∆tL + · · · + α d ∆t d L d )u 0 (I + α 1 ∆tλ + ... + α d ∆t d λ d )u 0 . Thus, R(∆tL) n u 0 → ∞ for n → ∞ if ∆t is big enough.
2. Zero is the only eigenvalue of L: Then, there is a vector u 0 such that Lv 0 but L 2 v 0 (consider the Jordan canonical form). Thus, R(∆tL) n u 0 (1 + nα 1 ∆tL)u 0 → ∞ for n → ∞ if ∆t is big enough.
In practice, due to rounding errors, it is reasonable to expect a blowup for almost all initial data.
Nonlinear Problems
It is natural to ask if a result like Theorem 5.1 holds when L is allowed to be nonlinear. It seems quite natural to expect that the answer is yes. However, we have the following result: Proof. We prove this result by constructing an example -the only example of which we are presently aware. We take the explicit midpoint Runge-Kutta method
and the ODEs
Direct calculation of the change in energy over a step (using (7) ) reveals that it is constant:
In fact, we can write explicitly the solution obtained for the example in the proof. For the general initial value u 0 r 0 (cos(θ 0 ), sin(θ 0 )) T , the numerical solution of (49) obtained with the explicit midpoint RK method is
This example is quite remarkable, and naturally leads one to wonder if others like it exist. If we assume the numerical energy is constant, then the problem must also be energy conservative since the Runge-Kutta scheme converges to the analytical solution (if the right hand side is locally Lipschitz continuous). In R 2 , every energy conservative problem is of the form
where g is a scalar valued function. We have the following uniqueness result. Proof. a) For brevity, let r g(u 0 ) and s g(y 2 ) g(u 0 + a 21 ∆t f (u 0 )).
Thus energy is conserved if and only if (after dividing through by u 0 2 )
This is a quadratic equation in s, which has real roots only if
This cannot hold for all ∆t unless the term involving ∆t vanishes. So we must have b 1 b 2 a 21 r 0. The case r 0 is ruled out by assumption, while b 2 0 implies r 0 by (54). Taking a 21 0 implies (by (54)) that the ratio r/s is equal to a constant independent of ∆t or u, which is not possible. Thus we must have b 1 0; consistency then requires b 2 1. This implies that s 0 (trivial) or that g(u + a 21 ∆t f (u))(1 + a 2 21 ∆t 2 (g(u)) 2 ) 2a 21 g(u).
Considering ∆t → 0, we find that necessarily a 21 b) It suffices to consider g 0. Expanding (56) with a 21 1 /2 as required by a) yields
This is equivalent to
Since this has to hold for all ∆t,
This infinite set of conditions determines g uniquely up to a scalar multiple. Indeed, using polar coordinates (r, θ) for u, the condition g f 0 implies that g does not depend on the angle θ, i.e. that g is radially symmetric. Hence, g can be considered as a function depending only on the radius r in (56). Expanding this analytic function (0, ∞) → R in (56), all derivatives at an arbitrary point are fixed. Hence, g is determined up to a multiplicative factor. Remark 5.4. Theorem 5.3 holds also for R 3 instead of R 2 . Indeed, the action of an arbitrary skew-symmetric matrix is equivalent to the cross product with an associated vector in R 3 . The span of this vector is irrelevant for the considered problem.
Numerical Experiments
Here, some numerical experiments using the ODE (49) are performed. The explicit midpoint method (48), the third order strong stability preserving method SSPRK33 of [31] , and the energy stable second and third order methods given in Examples 4.10 and 4.14 are applied with constant time steps ∆t ∈ 10 −1 , 10 −5 . The methods are implemented using quadruple precision numbers Float128 in the package DifferentialEquations.jl [23] in Julia [1] . The source code for these numerical experiments is available at [26] .
The results displayed in Figure 2 confirm the analytical results: The energy grows monotonically for SSPRK33, stays constant for the midpoint rule and decays for the energy stable methods.
Remark 5.5. The first terms of the expansion (26) 
Thus, this method is energy stable, too. Additionally, this explains why the third order method is more (nearly twice as) dissipative than the second order one in Figure 2 .
Summary and Conclusions
As we have seen, explicit Runge-Kutta methods that are conditionally energy stable for all nonlinear autonomous semibounded problems are rare, but they do exist. The existence of explicit energy stable methods for non-autonomous problems (even in the linear setting) is still an open question. Any explicit energy stable method for non-autonomous problems must be confluent, since otherwise it would need to be unconditionally stable (see Theorem 3.15). Nevertheless, there is at least a second order accurate scheme that is energy stable for a restricted class of relevant problems (see Theorem 3.12).
For nonlinear autonomous problems, our analysis is based on the series expansion (26) of the change in energy. Besides deriving necessary conditions, Proposition 4.12 and Remark 4.13 list sufficient conditions and approaches that can be used to create energy stable second and third order methods (see Theorem 4.11 and Corollary 4.15) . This approach could also be used to construct methods that are energy stable for a particular problem, if one knows which elementary differentials of f vanish.
Some of our results seem at first glance surprising or counter-intuitive. A common intuition is that linear problems are easier than nonlinear problems. But if explicit time dependence is allowed, the linear setting becomes much more challenging: notice that the derived necessary conditions for energy stability in this case are more restrictive than for autonomous nonlinear problems. In a similar vein, a particular nonlinear ODE may be easier to deal with than even any linear autonomous ODE, as demonstrated by Theorem 5.2 (showing unconditional stability for a specific nonlinear ODE and explicit RK method) and Theorem 5.1 (showing that no explicit RK method is unconditionally stable for any non-trivial linear problem).
In the literature, the assumption of non-confluence is often merely technical and not necessary. In contrast, in our study of energy stability for non-autonomous problems we have found that confluence is an important property, and that certain confluent Runge-Kutta methods (more specifically, methods with no unique quadrature node) can have stability properties that are impossible for non-confluent methods.
While developing many answers, this article has also revealed several open questions and directions of further research. First of all, an obvious question concerns the possibility of fourth or higher order explicit Runge-Kutta that are conditionally energy stable (at least for autonomous problems). From a practical point of view, it would be interesting to perform a computational optimization of energy stable Runge-Kutta methods and compare them to state of the art schemes that are not energy stable.
More theoretically interesting questions concern the independence of the elementary differentials for conservative problems and the existence or uniqueness of unconditionally stable explicit Runge-Kutta methods and associated nonlinear right hand sides. For instance, if it were possible to choose the values of the elementary differentials independently while also choosing f to conserve energy, then it would be possible (in principle) to construct, for each Runge-Kutta method (including all explicit methods), a problem for which that method is unconditionally energy conservative.
