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Resumen
En este trabajo se aborda el cálculo de la enerǵıa Casimir para teoŕıas gauge no abelianas
en 3 + 1 dimensiones. En el caso de la teoŕıa de Yang-Mills con grupo gauge SU(2) en 2 + 1
dimensiones se ha observado que hay una parametrización de los grados de libertad invariantes
que implica a un solo campo escalar que adquiere masa debido a la presencia de una anomaĺıa.
En ese caso el cálculo de la enerǵıa Casimir generada por este campo coincide con la obtenida por
las simulaciones numéricas de la teoŕıa de campos gauge. Suponiendo que un fenómeno similar
ocurre en 3 + 1, calculamos la enerǵıa Casimir para un campo escalar masivo en un espacio-
tiempo de 3 + 1 dimensiones con la esperanza de que coincida con las simulaciones numéricas de
la teoŕıa. Realizamos dicho cálculo para condiciones de contorno arbitrarias. Las simulaciones
numéricas se han realizado con condiciones de contorno periódicas, pero recientemente se están
considerando otro tipo condiciones de contorno. Desde un punto de vista anaĺıtico obtenemos
fórmulas compactas en aproximación de baja masa y también cuando la separación de las placas
es grande, mediante desarrollos asintóticos. En ambos casos se obtienen formulas expĺıcitas para
cualquier tipo de condiciones de contorno. El resultado es que las condiciones de contorno se
dividen en dos clases: para unas el decaimiento exponencial con la distancia es de la forma e−ma
y para otras e−2ma.
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1. Introducción y Objetivos
La enerǵıa Casimir es la enerǵıa que se genera en el vaćıo de las teoŕıas cuánticas de campos
debido a la presencia de barreras f́ısicas en el espacio. Esta fue predicha teóricamente por Hen-
drik Casimir en 1948 [1] para el caso de una teoŕıa escalar sin masa en presencia de dos placas
paralelas.
En este trabajo vamos a analizar el efecto Casimir en las teoŕıas gauge no abelianas y en
part́ıcular en la teoŕıa de Yang-Mills. Estas son teoŕıas de campos que describen la dinámica
de numerosos sistemas f́ısicos fundamentales y que no solamente se usan para las interacciones
fundamentales en f́ısica de altas enerǵıas.
Debido a la complejidad de estas teoŕıas el estado fundamental aún no se ha entendido com-
pletamente. Por ejemplo en el caso de 3+1 dimensiones espacio-temporales, se tiene el llamado
”Mass Gas Problem”, en el que las part́ıculas cuánticas tienen masa positiva a pesar de que
las ondas clásicas viajan a la velocidad de la luz. Esta propiedad solo se ha obtenido mediante
simulaciones numéricas pero no de forma anaĺıtica.
Para abordar el problema se va a calcular la enerǵıa Casimir en un campo escalar masivo
en 3 + 1 dimensiones para condiciones de contorno arbitrarias en una de las dimensiones es-
paciales. Se va a trabajar con este campo escalar masivo ya que, por analoǵıa con el caso de
2 + 1 dimensiones, es esperable que a partir del estado de vaćıo de la teoŕıa de Yang-Mills se
genere un campo escalar masivo. Aunque no existe una demostración anaĺıtica de esto, mediante
simulaciones numéricas se podŕıa comprobar la validez de esta asunción.
En el trabajo se va a comenzar usando el desarrollo de Karabali y Nair para las teoŕıas de
Yang-Mills en 2 + 1 dimensiones, que permite generar un campo escalar masivo a partir del
estado de vaćıo usando una parametrización invariante gauge. Con este método se obtiene una
masa que depende de la constante de acoplo y es bastante menor que la primer part́ıcula masiva
de la teoŕıa (glueball). Por desgracia este método no se puede aplicar para el caso de 3 + 1
dimensiones para obtener un resultado similar.
Posteriormente calcularemos la enerǵıa Casimir para un campo escalar masivo en 3+1 dimen-
siones aplicando un método [2] que permite obtenerla para condiciones de contorno arbitrarias
en una de las dimensiones. Estas condiciones que se van a estudiar son equivalente a colocar
dos placas paralelas infinitas bidimensionales que dan unas condiciones al valor del campo y su
derivada normal en la dirección de las placas. Con este método se va a obtener una formula
general y posteriormente se particularizará para algunas condiciones de contorno especialmente
interesantes.
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Como veremos se van a obtener fórmulas integrales que no se pueden resolver anaĺıticamen-
te por lo que realizaremos un desarrollo para baja masa con las condiciones más generales de
condiciones de contorno, y posteriormente lo aplicaremos a algunas condiciones de contorno
particulares. Esto nos permitirá comparar el resultado de la aproximación con la integración
numérica de la fórmula exacta. Este desarrollo también nos permitirá ver la gran diferencia
entre la existencia de esta masa con el caso sin masa.
Finalmente realizaremos un desarrollo asintótico en el ĺımite en el que la distancia entre
las placas es grande para las condiciones de contorno arbitrarias. Este nos permitirá obtener
una formula anaĺıtica en función de la masa, la longitud entre las placas y los parámetros
que definen las condiciones de contorno. Con este desarrollo veremos que la enerǵıa Casimir
presenta un decaimiento exponencial con el producto de la masa y la distancia entre las placas,
y que, en función de las condiciones de contorno, este decaimiento exponencial presenta dos
comportamientos diferenciados.
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2. Teoŕıa de Yang-Mills
Como se ha comentado anteriormente no existe un desarrollo anaĺıtico en 3 + 1 dimensiones
para llegar a un campo masivo escalar a partir de la teoŕıa de Yang-Mills. Pero en el caso de
2 + 1 śı que existe, por lo que primero vamos a realizar una introducción a este desarrollo.
2.1. Hamiltoniano en la teoŕıa de Yang-Mills
Antes de realizar este desarrollo veamos cual es el Hamiltoniano cuántico de la teoŕıa a partir






Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ] (2.2)
donde Aµ = Aµ(x) es el campo gauge no abeliano. La existencia de términos de autointeracción
es la que complica el cálculo del estado del vaćıo.




= 0, Πi =
δL
δA0
= −F0i ≡ −Ei, (2.3)
por lo que la densidad Hamiltoniana es








∂iA0 − [Ai, A0]
)
, (2.4)
donde B = 1/2εijF











|B|2 − ∂iEiA0 + Ei [Ai, A0]
)
, (2.5)
donde se ha integrado por partes el tercer término y σ es el recinto de integración en 2 dimen-
siones. Debemos mantener la condición Π0 = 0, lo que nos impone que
Gt ≡ Π̇t0 = −∂iEti − f tabAaiEbi = 0 (2.6)
con fabc la constante de estructura del grupo de Lie. Es decir, que tenemos que escoger los campos
que satisfacen esta condición. El Hamiltoniano, teniendo en cuenta estas indeterminaciones, viene
dado por
H = H +
∫
σ
d2x (αa(x)Πa0(x) + β
a(x)Ga(x)) . (2.7)













Ahora quantizamos el Hamiltoniano, si es Ψ la función de onda en el espacio de campos
gauge se tiene que









∣∣∣∣2 + 12g2 |Fij(A)|2 (2.10)
donde |·| es la norma en el espacio de funciones de onda.
Los estados Ψ deben cumplir ĜΨ(A) = 0 para que se puedan considerar estados f́ısicos y
sean independientes del gauge.
2.2. Parametrización de Karabali-Kim-Nair
Una vez que hemos calculado el Hamiltoniano veamos como se puede obtener el de un campo
escalar masivo a partir de este. Para ello vamos a usar el desarrollo de [3].
Consideramos una teoŕıa gauge de SU(N) en una variedad de 2 + 1 dimensiones y tomamos
el gauge temporal A0 = 0. El potencial se puede escribir como Ai = −itaAai , con ta matrices
N × N que forman una base del algebra de Lie tal que [ta, tb] = ifabctc y tr(tatb) = 12δ
ab. Las




(A1 + iA2) = −∂zMM−1, Az̄ =
1
2






donde z = x1 + ix2 y z̄ = x1 − ix2 y M(x) es un elemento del grupo SU(N)C, es decir, una
matriz de SL(N,C). Con esta parametrización las transformaciones de gauge (M → g−1M con





M−1g = g−1Azg + ∂gg
−1 = Agz. (2.12)
En esta representación los grados de libertad invariantes gauge están parametrizados por la ma-
triz hermı́tica H = M †M que no depende de g y de la que los estados f́ısicos son funcionales.
La quantización requiere la introducción de una medida invariante gauge en el espacio de s










z̄ la medida en el espacio de potenciales gauge A y vol(G) es el
volumen de las funciones evaluadas en SU(N). Ahora veamos como expresar el elemento de





−1) + [Az, δMM
−1]
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con dµ(M,M †) =
∏
x dV (M,M
†) y dV es el elemento de volumen para SL(N,C), que es de la
forma
















donde n = N2 − 1. Sustituyendo M por su descomposición polar (M = Uρ), se tiene































con dµ(H) la medida de Haar para SU(N). En esta expresión la parte invariante gauge viene




dV (M,M †) = vol(G)dµ(H), (2.18)
donde el término de dµ(U) da el volumen de G y dµ(H) es la medida de Haar para los campos






solamente nos falta obtener el determinante del operador bidimensional DD̄. Este es un resultado






exp (2cAS(H)) , (2.20)
donde cAδ

























donde la medida (2.19) se ha integrado y es dµ(A) = dµ(H) exp (2cAS(H)).
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Podemos aprovechar el resultado de que todas las funciones de onda de producto interno y

























































Para poder calcular el coeficiente de T hay que regularizarlo ya que es un término singular,





































El primer término en T nos muestra que cada potencia de J da una contribución m a la
enerǵıa, por lo que se puede considerar Ja como la definición invariante gauge del gluón con una
masa dinámica m.
Usando que H = etaϕa podemos hacer una expansión de J en potencias ϕa y obtener que
J ' (cA/π) ∂ata lo que simplifica el Hamiltoniano ya que pasa a depender del campo escalar ϕa.







que se obtiene en dµ(A) al realizar la expansión







Ψ. Con lo que el Hamiltoniano actuando















+ . . . (2.29)
donde φa =
√
cAkk̄/(2πm)ϕa(~k), que se comporta como un bosón masivo con masa m que
depende de la constante de acoplo.
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3. Enerǵıa Casimir
Desgraciadamente no existe un argumento similar por el que el desarrollo anterior puede
extenderse a teoŕıas gauge en 3+1 dimensiones. Sin embargo, es sabido que las primeras excita-
ciones del vaćıo en este caso se describen por particulas bosónicas con masa (glueballs). Por ello,
es muy plausible que el cálculo de la enerǵıa de Casimir del vaćıo sea equivalente al del caso de
una part́ıcula escalar con masa. Por lo que vamos a emprender el cálculo de la enerǵıa Casimir
para campos masivo escalares en 3 + 1 dimensiones.
3.1. Condiciones de contorno
Consideremos la modificación del vaćıo de la teoŕıa debida a la presencia de dos placas
homogéneas paralelas. Debido a la homegeneidad de las placas las condiciones de contorno deben
ser invariantes bajo traslaciones a lo largo de las placas. Por lo que, las posibles condiciones de
contorno de los estados f́ısicos ψ se van a caracterizar en términos de matrices 2 × 2 unitarias
U ∈ U(2) como se desarrolla en [2], de la siguiente forma:











Es decir, que ϕ son los valores de los estados en las placas y ϕ̇ el de sus derivadas normales en
dirección exterior. L será la distancia entre las placas. Tomando la parametrización usual de las
matrices de U(2)
U(α, β, ~n) = eiα (I cosβ + i~n~σ sinβ) α ∈ [0, 2π], β ∈ [−π/2, π/2], (3.2)
donde se ha tomado l = 1, ~n ∈ S2 y ~σ son las matrices de Pauli. Por lo que con estos parámetros
α, β y ~n podemos caracterizar las condiciones de contorno.
3.2. Cálculo general
El estado correspodiente al vaćıo de una teoŕıa escalar masiva libre con una condiciones de
contorno dadas por una matriz U es único y viene dada por









en la representación funcional de Schrödinger, con N una constante de normalización. La enerǵıa









La suma de estos valores es divergente de forma ultravioleta, pero existen correcciones de
volumen finito que dan lugar a un efecto Casimir finito. Para regularizar la expresión vamos a









con ε el parámetro de regularización ultravioleta que tiene dimensiones de inverso de enerǵıa.
El espectro de ∇2U tiene una componente continua en dos dimensiones mientras que la dirección
perpendicular a las placas genera una componente discreta en el espectro que dependerá de las
condiciones iniciales, es decir




2 = λi + k
2, (3.6)












actuando en las funciones definidas en [0, L] con las condiciones de contorno de (3.1).
















k2 + λ2i +m
2, (3.8)
donde S es la superficie de las placas. Integrando la parte angular y haciendo el cambio de


































































Para poder obtener la enerǵıa es necesario conocer los autovalores λ2i . Estos se pueden calcular






















cosλL− iλ sinλL −λ cosλL+ i sinλL
)
. (3.15)
El sistema lineal (3.13) tiene soluciones no triviales si y solo si det(M −UN) = 0. Por lo que
los autovalores λ2i de −∇2U están dados por los ceros de la función espectral:
hu(k) =det (M − UN) = 4kdetU cos kL− 2i(1 + k2)detU sin kL+ 4(U21 + U12)
− 2i(1 + k2) sin kL− 4k cos kL+ 2i(1− k2)trU sin kL. (3.16)
Estos ceros nos dan los autovalores de −∇2U excepto para el caso de k = 0, pero este caso
no juega un papel relevante ya que solo añade un término constante a la enerǵıa. Por lo que






(k2 − 1) cosβ + (k2 − 1) cosα
)
− 2k sinα cos(kL)− 2kn1 sinβ
]
, (3.17)
donde, como se ha comentado anteriormente, se ha tomado l = 1 lo que provoca que haya una
aparente falta de homogeneidad en las dimensiones. En general lo que aparecerá serán potencias
de la variable adimensional kl en vez de k por lo que las expresiones son correctas dimensional-
mente.
Un aspecto relevante de la función espectral es que no solo depende de los invariantes al-
gebraicos de las matrices detU y trU sino también de los elementos U21 y U12 de fuera de la
diagonal. Esto implica que el espectro de la teoŕıa cuántica será diferente para matrices U con
los mismos autovalores, aunque sean equivalentes como matrices.
Teniendo todo esto en cuenta, la suma de los autovalores del operador
√
−∇2U es equivalente
a la suma de los ceros de la función espectral hU (k). Como hU (k) es holomórfica en k, la suma
de los ceros se puede reescribir en términos de una integral de contorno que contenga todos
los ceros de la función. Debido a las condiciones de consistencia todos los ceros de hU están
contenidos en R+, por lo que usando el teorema de Cauchy de los residuos la expresión (3.11)























log (hU (k)) , (3.18)
donde el contorno de integración encierra el eje positivo real que incluye todos los ceros de
hU . Los ceros de la función espectral generan polos simples o dobles de la derivada logaŕıtmica
d
dk log (hU (k)).













+ cc +O(ε1/2). (3.19)
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Por lo que para obtener la parte finita que contiene la enerǵıa Casimir hay que eliminar los tres
primeros términos que son los que divergen. El primero de ellos es la divergencia dominante de
la enerǵıa del vaćıo (que no depende de las condiciones de contorno), el segundo es la divergencia
subdominante asociada a la auto-enerǵıa de las placas y el tercero es un término que se debe a la
presencia de masa que tampoco depende de las condiciones de contorno. Como puede verse en [2]
los dos primeros términos son iguales que en el caso de masa nula. Para eliminar estos términos
divergentes restamos la enerǵıa del vaćıo de un sistema idéntico con las mismas condiciones de






















donde el primer término es necesario para cancelar la primera y tercera divergencia, mientras
que el segundo cancela la segunda. Aśı la enerǵıa Casimir vendrá dada por la parte finita de
(3.18), que se obtiene quitando los términos divergentes y haciendo el ĺımite ε→ 0, para lo que





























































Como la expresión será finita y convergente en el ĺımite de ε→ 0 podemos eliminar el factor e−εk2 .
Debido a las propiedades holomórficas del integrando, la integral se puede extender a un contorno
dado por un semi-ćırculo infinito limitado por el eje imaginario por su izquierda. Mientras la
integración a lo largo del semićırculo es cero, la integración se reduce al eje imaginario en el
plano complejo de k y teniendo en cuenta la invarianza por paridad del integrando, el intervalo
de integración se puede reducir al eje positivo imaginario desde k = im hasta infinito. Aśı la





















3.3. Casos particulares de condiciones de contorno
Ahora vamos a obtener la expresión integral de la enerǵıa Casimir para algunos casos parti-
culares de condiciones de contorno.
3.3.1. Dirichlet y Neumann
Las condiciones de Dirichlet cumplen que ψ(0) = ψ(L) = 0 por lo que su operador unitario
asociado es Ud = −I y su función espectral:
hLd (k) = 4i sin(kL). (3.25)
Para el caso de las condiciones de Neumann se cumple ψ′(0) = ψ′(L) = 0 por lo que su operador
unitario asociado es Un = I y su función espectral
hLn(k) = 4ik
2 sin(kL). (3.26)
Por lo que el cociente hLU/h
L0
U será igual en ambos casos lo que implica que su expresión para la











(L− L0 + L0 coth(kL0)− L coth(kL)) . (3.27)
Esta integral no se puede resolver anaĺıticamente. En la figura 1 se muestra el resultado que se
obtiene al realizar la integral numérica en función de L para distintas masas.
3.3.2. Pseudo-periódicas
Estas son una familia uniparamétrica de condiciones de contorno que cumplen que:
ψ(L) = e−iαψ(0), ψ′(L) = e−iαψ′(0). (3.28)
Las matrices unitarias que definen estas condiciones son





, α ∈ [−π, π]. (3.29)
Su función espectral es
hpp = 4k(cos(kL)− cosα). (3.30)



















Dentro de esta familia hay dos condiciones de contorno particularmente interesantes.
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Periódicas
Estas corresponden a plegar el espacio en un cilindro, es decir ψ(0) = ψ(L) y ψ′(0) = ψ′(L).
Por lo que están descritas por el operador unitario






y la función espectral
hLp (k) = 4k(cos(kL)− 1). (3.33)






















Que tampoco tiene solución anaĺıtica, pero en la figura 1 se muestran sus valores en función de
L para distintas masas.
Anti-periódicas
Estas condiciones conrresponden a ψ(0) = −ψ(L) y ψ′(0) = −ψ′(L), y son descritas por el
operador unitario






La función espectral asocidada es
hLap(k) = 4k(cos(kL) + 1) (3.36)






















En la figura 1 se muestran sus valores en función de L para distintas masas.
3.3.3. Quasi-periódicas
Como las condiciones pseudo-periódicas, estas son una familia uniparamétrica de condiciones








con el operador unitario







Por lo que su función espectral es
hLqp = 4k(cos(kL)− sinα), (3.40)




















Un caso particular interesante de las condiciones quasi-periódicas son las de Zaremba. En
estas, en una placa se dan las condiciones de Dirichlet y en la otra las de Neumann. Por lo que
hay dos matrices unitarias que dan esta condición






pero que resultan en la misma función espectral
hZ(k) = −8k cos(kL), (3.43)











(L− L0 + L0 tanh(kL0)− L tanh(kL)) . (3.44)
Como en los casos anteriores, no se puede resolver anaĺıticamente la integral, por lo que en la
figura 1 se muestra la resolución numérica en función de L para distintas masas.
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Figura 1: Valores de la enerǵıa Casimir en función de L para distintos valores de la masa usando
distintas condiciones de contorno: Dirichlet, periódicas, anti-periódicas y Zaremba
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4. Aproximación de baja masa
Ahora vamos a aproximar la expresión que hemos obtenido anteriormente para la enerǵıa
Casimir para baja masa, lo que nos permitirá resolver las integrales de forma anaĺıtica. Para
obtener la expresión vamos a hacer el desarrollo en serie de la expresión (3.24) hasta segundo
orden en la masa, teniendo en cuenta que esta, ademas de aparecer en el integrando, lo hace en






















El término sin masa que se obtiene es el correspondiente a calcular la enerǵıa Casimir de un
campo escalar sin masa [2] en tres dimensiones. Una vez que tenemos esta expresión obtengamos
los valores de la enerǵıa para las condiciones de contorno mencionadas anteriormente en esta
aproximación.
4.1. Dirichlet y Neumann














Si comparamos esta aproximación con el valor que se obtiene de integrar numéricamente (3.27).

































Figura 2: a) Valores obtenidos para L = 0,25 en función de la masa integrando numéricamente
la fórmula exacta y usando la aproximación de masa pequeña. b) Error relativo entre el valor
obtenido integrando numéricamente y usando esta aproximación, en función de la masa para
distintos valores de L. Ambos casos con las condiciones de contorno de Dirichlet.
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4.2. Periódicas






























Si comparamos esta aproximación con el valor que se obtiene de integrar numéricamente



































Figura 3: a) Valores obtenidos para L = 0,25 en función de la masa integrando numéricamente
la fórmula exacta y usando la aproximación de masa pequeña. b) Error relativo entre el valor
obtenido integrando numéricamente y usando esta aproximación en función de la masa para
distintos valores de L. Ambos casos con las condiciones de contorno periódicas.
4.3. Anti-periódicas






























Si comparamos esta aproximación con el valor que se obtiene de integrar numéricamente
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Figura 4: a) Valores obtenidos para L = 0,5 en función de la masa integrando numéricamente
la fórmula exacta y usando la aproximación de masa pequeña. b) Error relativo entre el valor
obtenido integrando numéricamente y usando esta aproximación, en función de la masa para
distintos valores de L. Ambos casos con las condiciones de contorno anti-periódicas.
4.4. Zaremba





















Si comparamos esta aproximación con el valor que se obtiene de integrar numéricamente




































Figura 5: a) Valores obtenidos para L = 0,5 en función de la masa integrando numéricamente
la fórmula exacta y usando la aproximación de masa pequeña. b) Error relativo entre el valor
obtenido integrando numéricamente y usando esta aproximación, en función de la masa para
distintos valores de L. Ambos casos con las condiciones de contorno de Zaremba.
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4.5. Validez de la aproximación
En las gráficas 2,3,4 y 5 se observa como la aproximación para m pequeño tiene la misma
dependencia que la integración numérica y que los valores coinciden muy bien.
Un factor importante que se observa en los cuatro casos es la fuerte dependencia del error
relativo entre ambos con el valor de L, esto (como veremos posteriormente) se podŕıa explicar
por la dependencia exponencial con el producto de m y L de la enerǵıa Casimir. Lo que hace que
al tener mayores valores L esta dependencia exponencial tenga mayor relevancia para valores
menores de m por lo que la aproximación que se ha tomado a segundo orden en la masa deje de
ser válida para valores menores de m.
Otro aspecto que se observa es la diferencia de esta dependencia de la calidad de la aproxi-
mación con L para las distintas condiciones de contorno. Para el caso de Dirichlet y Zaremba
el error aumenta más rápido al tener un L mayor que en el caso de las condiciones periódicas y
anti-periódicas. Esto se podŕıa explicar teniendo el cuenta que estas condiciones de contorno se
agrupan en dos familias que muestran diferente dependencia en el decaimiento exponencial de la
enerǵıa Casimir. Esto podŕıa explicar porque para unas condiciones la aproximación deja de ser
válida para valores menores de m que en los otros casos. Esta diferencia en el comportamiento
exponencial de la enerǵıa Casimir en función de las condiciones de contorno se desarrollará en
el siguiente caṕıtulo.
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5. Comportamiento asintótico de la enerǵıa Casimir
Como se puede apreciar en la gráfica 1, la enerǵıa Casimir parece decaer de forma exponencial
al aumentar L y m. Vamos a calcular una fórmula anaĺıtica en función de los parámetros que
caracterizan las distintas condiciones de contorno (α, β y n1) en el ĺımite para valores grandes
de L. Para ello se va a desarrollar la función hu que contiene la información de las condiciones
de contorno en este ĺımite de L grande.
5.1. Derivación de la fórmula
Primero vamos a expresar la función hLu en función de términos exponenciales de L para
poder hacer el desarrollo en el ĺımite de L grande. Partiendo de (3.17) y recuperando el factor l
(que anteriormente se hab́ıa tomado como l = 1) se puede llegar a





(−k2l2 − 1) cosβ + (−k2l2 + 1) cosα
)




(k2l2 + 1) cosβ + (k2l2 − 1) cosα+ 2kl sinα+ e−kL4kn1 senβ+
+e−2kL
(




(k2l2 + 1) cosβ + (k2l2 − 1) cosα+ 2kl sinα
) [
1 + e−kLA+ e−2kLB
]
, (5.1)
donde los términos A y B son
A =
4kln1 senβ
(k2l2 + 1) cosβ + (k2l2 − 1) cosα+ 2kl sinα
, (5.2)
B =
−(k2l2 + 1) cosβ − (k2l2 − 1) cosα+ 2kl sinα
(k2l2 + 1) cosβ + (k2l2 − 1) cosα+ 2kl sinα
. (5.3)
Usando esta expresión el logaritmo del cociente de las funciones hLu que aparece en la expresión







(k2l2 + 1) cosβ + (k2l2 − 1) cosα+ 2kl sinα
) [
1 + e−kLA+ e−2kLB
]
eiαekL0 ((k2l2 + 1) cosβ + (k2l2 − 1) cosα+ 2kl sinα) [1 + e−kL0A+ e−2kL0B]
= k(L− L0) + log
1 + e−kLA+ e−2kLB
1 + e−kL0A+ e−2kL0B
' k(L− L0) + log
(
1 + e−kLA+ e−2kLB
)







Donde se ha tomado el ĺımite L0 →∞ y se ha desarrollado el logaritmo.
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dk 3k(k2 −m2)1/2e−kL 4kln1 senβ






2 + 1) cosβ − ((kl)2 − 1) cosα+ 2kl sinα
((kl)2 + 1) cosβ + ((kl)2 − 1) cosα+ 2kl sinα
. (5.6)
Entre la segunda y tercera igualdad se ha integrado por partes. Vemos que se obtienen dos com-
portamientos exponenciales distintos en función de si n1 · senβ es cero o no. En el que caso de
que no lo sea, el término dominante será el primero (e−kL) y en el ĺımite que se esta considerando
será suficiente con solo considerar este término. Para el caso de que sea nulo hay que considerar
el segundo término (e−2kL), notese que se ha eliminado el término de A2 ya que si se tiene en
cuenta este término significa que A = 0.
5.2. Resolución de las integrales
Ahora para obtener las fórmulas anaĺıticas se van a resolver las integrales. Como no es posible
hacerlo de forma exacta, se va usar la aproximación de saddle point para ambos casos. En esta
se aproxima la integral de una exponencial por la integral de la exponencial del desarrollo a



























con x0 el máximo de F (x) en el recinto de integración y Erfc la función error complementaria.
5.2.1. Caso n1 sinβ 6= 0
En este caso, como se ha comentado anteriormente, hay que resolver la integral (5.5). Para
aplicar el método de saddle point primero expresamos la integral de la siguiente forma∫ ∞
m
dk 3k(k2 −m2)1/2e−kL 4kln1 senβ








((kl)2 + 1) cosβ + ((kl)2 − 1) cosα+ 2kl sinα
]
, (5.8)
por lo que la función a maximizar (el exponente) para este caso es
F1(k) = −kL+ log
k2l(k2 −m2)1/2
((kl)2 + 1) cosβ + ((kl)2 − 1) cosα+ 2kL sinα
. (5.9)
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k3L− 2k2 − kLm2 +m2
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− 3k2 − kLm2 + 2m2
)












+ 3k2 + kLm2 − 2m2
)
k (k2 −m2) (cos(β) + cos(α) (k2l2 − 1) + k2l2 cos(β) + 2kl sin(α))
= 0. (5.10)
Puede verse que la solución que corresponde al máximo se puede aproximar por k0 = m+ ε,
donde ε ∼ 1/L. Como estamos trabajando en el ĺımite de L grande, ε será un término pequeño.














(l2m4 −m2) + ε(2m2 − 2l2m4)
)







(m4 +m2)− ε(2m2 + 2m4)
)
= 0⇒ ε = 1
2L
.
Vemos como con ese valor ε se anulan los tres sumandos a primer orden, por lo que cumple la
condición de extremo. Como hab́ıamos supuesto el término de ε es inversamente proporcional a L.
Ahora calculamos la segunda derivada del exponente,




(cos(α) + cos(β))2 +
(
3k4 − 3k2m2 + 2m4
)
(cos(β)− cos(α))2
k2 (k2 −m2)2 ((k2l2 + 1) cos(β) + cos(α) (k2l2 − 1) + 2kl sin(α))2
−
(






2k4 − k2m2 +m4
)












k2 (k2 −m2)2 ((k2l2 + 1) cos(β) + cos(α) (k2l2 − 1) + 2kl sin(α))2
Una vez tenemos la expresión evaluamos la segunda derivada en el extremo obtenido anterior-
mente (k0 = m+ 1/(2L)) para los dos primeros órdenes en 1/L. Para aligerar la notación se van
a usar las siguientes definiciones
C = (m2l2 + 1) cosβ + (m2l2 − 1) cosα+ 2ml sinα, D = cosβ + cosα, E = cosβ − cosα.
(5.11)
Con lo que la segunda derivada en ese punto es













C2 + 2mL (m































7m4l4D2 + 3E2 + 10m2l2DE + 20m2l2 sin2 α+ 4ml sinα
(






Vemos que la segunda derivada es negativa lo que nos confirma que el punto escogido es un
máximo.
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1 + 1mLC (m


















Con estos valores ya podemos usar la expresión (5.7) para resolver la integral, pero primero

































Donde se ha usado el desarrollo en serie de la función error. Con las expresiones (5.12), (5.14)




































Como hab́ıamos comentado, la enerǵıa Casimir decae exponencialmente con e−Lm. La de-
pendencia que se obtiene del término dominante es m5/2/L3/2 y la del término subdominante
m3/2/L5/2.
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Una vez que tenemos la fórmula, comparemos el valor de esta con lo que se obtiene integrando
numéricamente (3.24). Para las condiciones periódicas (que son de este tipo ya que cumplen que
n1 sinβ 6= 0) se tiene










































Figura 6: a) Valores obtenidos para m = 1 en función de L integrando numéricamente la fórmula
exacta y usando el desarrollo asintótico. b) Cociente entre el valor obtenido integrando numéri-
camente y usando el desarrollo asintótico en función de L para distintos valores de m. Ambos
casos con las condiciones de contorno periódicas
Se observa como al aumentar L ambos valores se acercan y el cociente parece tender a un
valor cercano a la unidad. También se puede apreciar como, al aumentar la masa, los dos valores
necesitan un mayor valor de L para coincidir pero al final el cociente parece tender a un mismo
valor independientemente de la masa.
Finalmente comentar que se ha comprobado que la dependencia del término dominante con
m y L es la adecuada, ya que es la que mejor se ajusta al valor que se obtiene integrando
numéricamente.
5.2.2. Caso n1 sinβ = 0
En este caso hay que resolver la integral (5.6). Primero expresamos la integral como∫ ∞
m
dk 3k(k2 −m2)1/2e−2kL−((kl)
2 + 1) cosβ − ((kl)2 − 1) cosα+ 2kl sinα











((kl)2 + 1) cosβ + ((kl)2 − 1) cosα− 2kl sinα
)
((kl)2 + 1) cosβ + ((kl)2 − 1) cosα+ 2kl sinα
 ,
(5.17)
con lo que la función a maximizar es






((kl)2 + 1) cosβ + ((kl)2 − 1) cosα− 2kl sinα
)
((kl)2 + 1) cosβ + ((kl)2 − 1) cosα+ 2kl sinα
. (5.18)
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La primera derivada de la función en este caso es
F ′2(k) = L
(
cosα(k2l2 − 1) + cosβ(k2l2 + 1)
)2 (









cosα(k2l2 − 1) + cosβ(k2l2 + 1)
)
k2−m2
L + kl sinα
(





(cosα(k2l2 − 1) + cosβ(k2l2 + 1))2 − 4k2l2 sin2 α
] .
(5.19)
Como en el caso anterior, suponemos una solución de la forma k0 = m + ε
′ con ε′ ∼ 1/L.







− 2m2ε′ = 0⇒ ε′ = 1
4L
, (5.20)
donde se ha tenido en cuenta que a primer orden solo contribuyen el primero y tercer término
de (5.19). Por que el extremo se da en k′0 = m+ 1/(4L).
La segunda derivada de la función del exponente es
F ′′2 (k) =−
(












k2(P (k)2 − 4k2l2 sin2 α)2
,
(5.21)
donde se han usado las definiciones de (5.11) y P (k) = cosα(k2l2 − 1) + cosβ(k2l2 + 1). Ahora
vamos a calcular el valor de la segunda derivada en el máximo k0, quedándonos con los términos
























El segundo sumando de (5.21) no contribuye ya que es de tercer orden. Vemos como la segunda
derivada es negativa lo que confirma que el extremo k′0 es el máximo.

















l2m2D − lm sinα
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C + 12Lm (l













1 + 12LmC (l




















donde C− = (m
2l2 + 1) cosβ + (m2l2 − 1) cosα− 2ml sinα.
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En este caso la enerǵıa Casimir decae exponencialmente como e−2mL. El término dominante
tiene una dependencia con (m/L)3/2 y el subdominante con m1/2/L5/2.
Una vez que tenemos la fórmula comparemos el valor de esta con lo que se obtiene integrando
numéricamente (3.24), para las condiciones de Dirichlet (que cumplen que n1 sinβ = 0), se tiene







































Figura 7: a) Valores obtenidos para m = 1 en función de L integrando numéricamente la fórmula
exacta y usando el desarrollo asintótico. b) Cociente entre el valor obtenido integrando numéri-
camente y usando el desarrollo asintótico en función de L para distintos valores de m. Ambos
casos con las condiciones de contorno de Dirichlet
Igual que anteriormente se observa como al aumentar L ambos valores se acercan y el cocien-
te parece tender a un valor cercano a la unidad. Pero en este caso lo hace con mayor rapidez y
a un valor mucho más cercano a la unidad que en el caso anterior. También se aprecia la misma
dependencia con m que en el otro caso.
Finalmente comentar que también se ha comprobado que la dependencia del término do-




Hemos demostrado como en 2 + 1 dimensiones se puede llegar desde una teoŕıa gauge no
abeliana hasta un campo bosónico con masa m = g2cA/(2π) (dependiente de la constante de
acoplo). Esto sugiere que quizás el mismo fenómeno ocurre en 3 + 1 dimensiones, ya que am-
bas teoŕıas presentan un gap de masa en su espectro de enerǵıas. Con esa perspectiva, en este
trabajo emprendemos el cálculo de la enerǵıa Casimir para un campo escalar masivo en 3 + 1
dimensiones. Hemos usado un método novedoso que nos permite obtenerla para condiciones de
contorno arbitrarias, aunque el resultado es una fórmula con una integral sin expresión anaĺıtica
(3.24).
Posteriormente, se ha desarrollado una fórmula anaĺıtica en la aproximación en la que la
masa es pequeña, cuya validez (como ya se ha comentado), depende no solo de la masa sino
también de L. En estas fórmulas se puede observar la gran diferencia entre el comportamiento
con masa y sin masa, ya que en la ausencia esta, no hay un decaimiento exponencial con L sino
uno potencial con L3.
Finalmente se ha obtenido una fórmula anaĺıtica para el comportamiento asintótico cuando
L → ∞, en función de los parámetros de los que dependen las condiciones de contorno. En el
desarrolló de esta se ha observado dos comportamientos asintóticos diferenciados en función de
las condiciones de contorno
E ∼
{
e−mL si tr(Uσ1) 6= 0
e−2mL si tr(Uσ1) = 0.
(6.1)
Se ha comprobado que, efectivamente, la integración numérica de un caso particular de cada
tipo de dependencia sigue el decaimiento predicho por esta fórmula. Como se ha mencionado an-
teriormente, esta dependencia exponencial podŕıa explicar porqué la validez de la aproximación
de baja masa depende de L. También está de acuerdo con los dos comportamientos diferenciados
que se hab́ıan observado para las distintas condiciones de contorno, ya que las de Dirichlet y
Zaremba cumplen tr(Uσ1) = 0 por lo que la importancia del factor exponencial (e
−2mL en este
caso) es mayor que para las condiciones periódicas y anti-periódicas que decaen con e−mL.
Todas estas predicciones que se han hecho a lo largo de este trabajo, se podŕıan usar para
compararlas con los resultados que se obtendŕıan mediantes simulaciones numéricas de la teoŕıa
de Yang-Mills para distintas condiciones de contorno. Esto nos daŕıa indicios de si esta teoŕıa
también se puede aproximar por un campo escalar masivo en 3 + 1 dimensiones como en el
caso de 2 + 1. También nos permitiŕıa estimar el valor de la masa de ese campo escalar, ya que
como se ha visto, la enerǵıa Casimir tiene una fuerte dependencia con esta y especialmente en
el régimen asintótico en L con la dependencia exponencial con la masa.
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