Issues related to the implementation of dynamic programming for optimal control of a three-dimensional dynamic model (the fish populations management problem) are presented. They belong to a class of models called Lotka-Volterra models. The existence of bionomic equilibria will be considered. The problem of optimal harvest policy is then solved for the control of various classes of its behaviour. Therefore the focus will be the optimality conditions by using the Bellman principle. Moreover, we consider a different form for the optimal value of the control vector, namely the feedback or closed-loop form of the control. Academic examples are studied in order to demonstrate the proposed methods.
The Problem
Currently the fish populations in the Baltic Sea have many problems, which are mainly caused by human influence. Some fish species are catched too much. The fundamental risk of overfishing is that a stock (occurrence of species in a given region) is so decimated that the natural regeneration ability is not given and at worst the species die out. The Living Planet Index for marine species of the WWF shows an average decrease of 14% between 1970 and 2005 (see Living Planet Report 2008). The over fishing is the main cause apart from possible environmental factors (climate change, pollutants, etc.).
Therefore, the goal of the Baltic Sea fishermen must be conscientious, by the policy prescribed regulations and the advance (such as from International Council for the Exploration of the Sea) to protect the Baltic Sea fauna deal. A responsible management must reduce the fishing effort to an environmentally acceptable level and call for the cooperation among the participating countries. This is of utmost importance, since the economic value of the catches depends on the stock and the biodiversity of the Baltic Sea.
Several interacting species are modeled, which inhabit in a common habitat with limited resources. So, a dynamic system is to be studied, which depends on several states and controls (e.g. the number of fishing boats). A typical question for such systems is to find a controller that regulates the system in a desired target. In many applications a cost functional is to be optimized, this is usually a functional of the state trajectory and the controls of the system. The profit of a sustainable fishing industry should be maximized without disappearance of the species.
In this paper necessary (and sometimes sufficient) optimality conditions are derived. Numerical methods are obtained from the optimality conditions in order to calculate (approximately) optimal controls.
Optimal Control Problems
Whenever a state function depending on the time is described by an ordinary differential equation which depends on the control variable, it is called a control system of ordinary differential equations. Optimal control is related to the development of space flight and military researches beginning from the 1950s. We can find the applications of the control theory in economics, in chemistry or even in population dynamics. The general task of optimal control is defined as follows: Let m R   be a nonempty (often convex and closed) control region. Let , , g q f be given smooth 
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We denote generally: i  are growth coefficients, ij  are the phagos coefficients of the population i with respect to the population j and K i are logistical terms. We denote the control of the fish populations   i u t (it can be a regulation of the fishing, e.g. the number of the fishing boats if ), p i are fish prices (per ton), r i are catch proportionalities. Therefore, the development of m populations can be described by a generalized system
The objective function (the profit) is to be maximized 
Bellman's Principle
A key aspect of dynamic programming is the Bellman principle. The basic idea is to calculate the optimal solutions of many small subproblems and then to compose these subsolutions to a suitable global optimal solution. It was formulated in 1957 by Bellman.
An optimal policy has the property that whatever the initial state and initial decision are, the remaining decisions must be an optimal policy with regard to the state resulting from the first decision [3] .
This idea can be used to derive a necessary and sufficient condition. We consider here two forms of the optimal controls of (1) , namely the open-loop form and the closed-loop form. The closed-loop form gives the optimal value of the control vector as a function of the time and the current state. 
The open-loop form gives the optimal value of the control vector as a function of the time and the initial values of the state vector. The closed-loop form of the optimal control is a decision rule, for it gives the optimal value of the control for any current period and an admissible state in the current period that may arise. In contrast, the open-loop form of the optimal control is a curve, for it gives the optimal values of the control as the independent variable time over the planning horizon.
We consider an optimal control problem (1) under the control condition:
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Control Problems with Piecewise Constant Controls
Now we consider problem (1) with piecewise constant controls.
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Numerical Solution Using Standard Software
For a concrete example of (cod-herring-sprat) we choose: ). e data fo the 0th year are based on the state of fish stocks in the Baltic Sea [6] .
The system tends toward an equilibrium. The proposed fishing strategy achieves the largest profit with respect to sustainability. ( Table 2 ). The fishing capacities for the Baltic Sea have been estimated from statistical data. A sustainable fishery can be achieved by converting the cod fishery on long lines [11, 12] .
The profit of the fishing industry in the beginning of the respective years are the following amounts (in million Euro) (Figure 1 The number of fishing cutters that were used in the optimal case is certainly underestimated for the Baltic Sea. The maximum stock of herring and sprat in our model was taken far belo 3,4). 
Comments
The value function is globally continuously differentiable only in onal cases (for example, in n operate even if the value function is only piecewise differentiable. This happens when the set of the points of discontinuity of is composed of smooth surfaces.
Useful general principles that guarantee a -solution of the HJB equation are not known. In gener l, the value function is not smooth. Even if the value function is smooth, then the solution can be not expressed in explicit formulas [13] .
There is a possibility of introducing a generalized solution concept, which is also obtained in the case of non-differentiability of a value function.
  , V t x excepti the linear-quadratic problems).
The Bellman principle ca er ha ould be ken so that onee does not get too many possible solutions of the HJB quation -in the ideal case, the optimal value function is the unique solution [14, 15] . This generalized solution is called a viscosity solution.
