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Introduction
In the past few years, the availability of financial data at a very high frequency has allowed innovative measuring and modeling of many market phenomena, among which volatility is one of the most investigated. "In financial economics, volatility is often defined as the (instantaneous) standard deviation (or "sigma") of the random Wiener-driven component in a continuous-time diffusion model" (Andersen et al., 2005) : many authors have addressed the issue of consistently estimating a discrete time transformation of this (unobservable) continuous-time object. The most notable set of contributions is a series of papers by Anderson, Bollerslev, Diebold and coauthors (e.g. Anderson et al., 2003) who exploit tick-by-tick (irregularly spaced) data to reconstruct intra-daily series of transaction prices at regular intervals and then derive a realized variance series as an estimator of integrated variance. Five minutes seems to be the frequency of choice, as a rule of thumb trade-off between getting close to continuous time and incurring in so-called market microstructure problems (liquidity, bid-ask bounce, etc.) which would distort the overall picture (cf. Hansen and Lunde, 2006 , for a discussion of the treatment of microstructure noise in this context).
More recent research (Barndorff-Nielsen and Shephard, 2002 Shephard, , 2004 Shephard, , 2006 pointed out that in the presence of jumps the realized variance is affected by a non-vanishing bias. Squared returns have been long recognized to be a noisy measure of integrated variance, although they seem to possess some specific information (possibly connected with overnight behavior) which is not contained in intra-daily data derived measures (Gallo, 2001) .
In this paper, we adopt a Multiplicative Error Model as employed by Engle and Gallo (2006) in order to analyze the interaction between three different indicators, namely squared returns, realized variance and bi-power variance. The goal is to detect which significant lagged relationships there exists, if any, in the specification for the conditional expectation of each indicator. The results show that the lagged squared returns enter significantly and with approximately the same coefficient size each specification when they are associated with the sign of past returns. Bi-power variance is also significant everywhere but in a way that is not differentiated according to whether past returns are positive or negative. The role of jumps is present only in the model for realized variance and in a separate form from bi-power variance.
The paper is organized as follows: section 2 summarizes the main results of the theoretical debate on high-frequency measures of volatility, establishing some notation as well. Section 3 is devoted to the specification of the Multiplicative Error Model when the conditional expectation term is augmented with predetermined variables. Section 4 contains the main estimation results and a comparison exercise based on Mincer-Zarnowitz regressions of the indicators on the forecasts produced by the MEMs. Concluding remarks follow.
Some Theoretical Background
Various arguments can justify the interest in the high-frequency based measures of volatility 1 . Andersen and Bollerslev (1998) pointed out that squared daily returns is a noisy measure of variation: with simulation arguments they show that Mincer-Zarnowitz type regressions of squared returns on any conditional variance forecast would produce a very low R 2 . Given that volatility or variance of returns is not observed, it has to be substituted with a proxy whose measurement error should vanish under certain conditions. One solution suggested is to refer to the availability of ultra-high frequency data on returns and to compute a variable called realized variance, constructed as
where the generic term r t−1+iτ is the return measured intra-daily as the price variation of an asset over a (very small) period τ , that is,
The interval τ can be chosen as to have its reciprocal be an integer value, representing the number of intradaily time intervals considered during the day. When τ = 1 we get squared returns back (but we will need to discuss the role of overnight returns); common choices are fractions of the trading day corresponding to five minutes or thirty minutes intervals. Using this variable as the left-hand side variable to evaluate forecasts, Andersen and Bollerslev showed that the R 2 of the Mincer-Zarnowitz regression would increase as τ decreases.
The theoretical support for such a result stems from the following considerations. Assuming that the (log of) asset prices evolve according to a stochastic differential equation (cf. Andersen, Bollerslev and Diebold, 2005) dp(t) = µ(t)dt + σ(t)dW (t) (2) where µ(t) denotes the drift term, σ(t) is the instantaneous (or spot) volatility, dW (t) is a standard Brownian motion.
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Over an infinitesimal discrete time interval τ , returns can be written as
where
Over a day, we would then have
if the volatility process σ(t) is independent of the Wiener process, W (t), then the distribution of the returns at time t, conditional on the path of the drift process µ(s) and the volatility process σ(s) between t − 1 and t, is actually Gaussian with variance
which is called the integrated variance. It has an interest in itself since it is at the basis of the most important derivative pricing formulas with stochastic variance. The link with existing discrete time counterparts is straightforward: the variance of the returns r t+1 measured in discrete time conditional on the information set at time t, I t is actually
This justifies using the integrated variance on the left-hand side of a MincerZarnowitz regression where the regressor is the estimated conditional variance from some model. By the same token, since iv t+1 is a latent variable, an observable counterpart is needed. The theory states that, in the absence of jumps, the realized variance rv t+1 (τ ) converges uniformly to the integrated variance as τ tends to zero.
Empirical illustration of some of the data features can be provided in reference to a highly capitalized stock, General Electric (GE), whose transaction data have been extracted from the NYSE TAQ database between January 4, 1995 and December 29, 2000, following a procedure described in Brownlees and Gallo (2005) . The tick-by-tick (irregularly spaced) transaction price data for a randomly chosen day in the sample of GE data are depicted in the top-left panel of Figure 1 : note the highly irregular profile with frequent spikes in the data. The other panels show (left to right; top to bottom) prices sampled at regular intervals τ every 1 minute, every 5 minutes and every 10 minutes; the corresponding returns are reported in Figure 2 . The presence of jumps in the process dp(t) somewhat modifies the picture. Equation 2 is extended to include tractable jumps, namely, dp(t) = µ(t)dt + σ(t)dW (t) + κ(t)dq(t) where q(t) is a process keeping track of how many jumps have occurred at time t, and κ(t) indicates the size of the jump at time t when one occurs. Correspondingly, over a day, we would then have
and the quantity that the realized variance rv t converges to is not the integrated variance but
In a series of papers, Barndorff-Nielsen and Shephard (e.g. 2006), suggest a different measure of volatility which is robust under the presence of jumps.
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The Bi-power realized variance is defined as
which is also function of the intradaily time interval τ . As τ converges to zero, bv t (τ ) converges uniformly to the integrated variance iv t . For illustrative purposes, it is instructive to look at the elements that are used to compute the two measures. In Figure 3 we report the pattern of squared returns and of cross absolute returns for a frequency of five and ten minutes. The time series of the resulting daily measures are depicted in Figure 4 for the days in Sep. 1999; the bivariate scatterplots (reported in Figure 5 ) show that the two ultra-high frequency measures of variability are strongly correlated with one another, but much less so with the squared returns. What we are interested in is the fact that an estimate of the jumps at time t (Barndorff-Nielsen and Shephard, 2004) can be taken to be the difference between the two measures when it is positive, namely
An example of the time profile of jumps is given for the GE stock in Fig A further dimension of interest is the sampling frequency, as too high of a frequency will produce some biases which are connected with market microstructure (cf. the recent paper by Hansen and Lunde, 2006 , with the discussion by several scholars). We will not pursue the issue of optimal sampling here, nor will we reproduce our results for different time intervals. In what follows, we will adopt a five-minute interval as it seems to be a good compromise between the need to have enough sample points within a day and the danger of inserting further biases in the analysis. In concluding this discussion of the theoretical results we have all the ingredients to proceed in our analysis, except for a further look at the daily squared returns. So far, we have assumed that the ultra-high frequency measures of volatility relate to a fine division of the day into intervals of the same size. However, stock markets are closed for a long period during which no (significant) trading occurs. In practice, therefore, researchers prefer to compute both rv t (τ ) and bv t (τ ) on the basis of the prices recorded during market activity time. Recorded daily prices, on the contrary, are measured from closing time to closing time, so that, if we define the (log) closing price at time t as c t , and the (log) opening price 3 at time t as o t , we have
that is, the sum of intradaily return and overnight return. Squared daily returns, therefore, are certainly a noisy measure of integrated variance, as seen above, but they contain some extra information that is not considered in the ultra-high frequency measures of volatility. In fact,
Gallo (2002) shows that in modeling intradaily variance with a GARCH model there may be a significant contribution from overnight innovations which are available in the information set at the beginning of the day. We will return on this aspect in the discussion of the empirical results: for the time being, let us examine the correlations for the GE stock, reported in Table 1 . Intradaily returns are clearly more correlated with ultra-high frequency realized measures, especially jumps.
The Multiplicative Error Model
We address the issue of analyzing the two ultra-high frequency based measures of volatility in the framework of the Multiplicative Error Model used by Engle and Gallo (2006) . Such a model extends the GARCH approach to studying positive valued phenomena (exchanged volumes, durations between trades, daily ranges, etc.): the measures described above fall in this category. Let us consider a generic indicator as a random variable with positive support σ between a scale factor evolving in a conditionally autoregressive fashion (the expected value) and a innovation term with positive support and unit expectation. In detail, σ 2 i,t = µ i,t ε i,t , where ε t ∼ D(1, ϕ), i.e. has unit mean and variance ϕ. As a consequence, the conditional expected value of σ 2 i,t , µ i,t , is specified as
What is of interest in general, and for the case at hand in particular, is the presence in the model of a vector of weakly exogenous variables z t−1 in the information set at time t − 1 (stationarity conditions are discussed by Engle, 2002) . Since the process σ 2 i,t represents the behavior of a specific variance indicator at time t it is interesting to see what explanation is added by inserting the values of functions of past indicators among the predetermined variables. By simplifying notation to the case of just one lag on the right-hand side, and splitting lagged observed values into two components corresponding to whether lagged returns were positive or negative, we obtain
In the expression, d 
In view of the fact that rv t ≈ bv t + j t alternative models to be estimated can be seen as reparameterization of the previous ones, highlighting the separate role of jumps:
Model 1 -Squared returns r 
In each of the three expressions (9), (10), and (11) we can analyze the individual significance of the estimated coefficients, but also the following restrictions (for each indicator i = r, v, b):
1. if both δ i,v and δ i,b are equal to zero, there is no lagged influence from either bi-power variation, jumps or realized variance. 
If δ
i,v = 0 but δ i,b = 0 then the autonomous effect of bi-power variation is not present, since the coefficient on this variable is the same as the one associated with jumps. In other words, this is the case when realized variance enters as a significant variable in lieu of bi-power variation.
The Estimation Results
The three models were estimated and the coefficients are reported in Tables 2  to 4 . In each table there are three columns: for comparison purposes, the first reports the results for the so-called base specification where only the own terms as in A few comments are in order: there is a striking regularity of the significance of the lagged squared returns when returns are negative (coefficient values are around 0.10); the counterpart for positive returns is consistently dropped from all specification as insignificant. This is consistent with the findings by Forsberg and Ghysels (2007) who find that lagged absolute returns have explanatory power for realized volatility and expands those findings to bi-power variance. The coefficients on lagged µ are all high and statistically different from zero (more so for the squared returns, around 0.75, than for the other indicators, around 0.6). Lagged bi-power variance is present in all retained specifications with coefficients which are around 0.27 in most specifications (a little lower in the squared returns specification -around 0.16). The significant presence of jumps is detected only in the model for realized variance. The asymmetric effects for these two variables are not present, in that tests for pairwise coefficient equality fail to reject the null hypothesis.
There is no evidence about realized variance influencing itself with a lag on the basis of the tests described before: coefficient restrictions on the G-to-S specification show that the equality of the coefficients on bi-power variation and jumps is always rejected (only marginally so in the case of negative effects). There is a stronger evidence favoring absence of asymmetric effects (the test statistic for the equality of coefficients on bi-power and jumps has a p-value of 0.25 4 ), and when coefficient equality across asymmetric effects is imposed, the two coefficients on bi-power and jumps are significantly different from one another.
All evidence, therefore, points to the important role played, even dynamically, by the jumps component of the realized variance which have significant influence on future realized variance separately from the bi-power variation.
The results on the bi-power variance parallel, in a way, the ones on squared returns, with the same significant variables being retained and values of the coefficients which are pairwise very similar to one another.
The usefulness of the model with predetermined indicators in the specification lies in the evaluation of the informational content of the estimated expected value according to various models. The forecasts produced by the models are generally highly correlated with one another, as shown in Table 5 : the only exception is the column related to the base version of expected squared returns. The additional information included in the lagged values of the indicators seems to make a difference in the values of the forecasts.
Although limited to in-sample at this stage, the comparison across models that one can make can be performed via two sets of Mincer-Zarnowitz regressions for each indicator in which the left hand-side is the indicator of interest and on the right-hand side an estimated µ t . The first set of forecasts uses the estimated µ t according to the base specification, the second one the G-to-S specification detailed in the tables above. Table 6 reports in the first row the p-values of a Wald test statistics for unbiased forecasts of the form σ 2 i,t = a + bμ j,t + u t where the σ 2 i,t is the indicator reported in the column of the table andμ j,t is the fitted value of the model estimated in Tables 2, 3 and 4 above, and in the second row the R 2 of the corresponding regression. In a lot of cases the test statistics falls in the rejection region signifying biasedness of the corresponding forecast. When we fail to reject, the corresponding p-value is highlighted in italics and among those results we report in boldface the highest R 2 . It is striking to see that the best results (unbiasedness cum highest R 2 ) are obtained for the G-to-S specification of the model for its own indicator, a sign that the persistence measured by the own lagged µ term and by the extra information available at t − 1 has valuable content.
The R 2 for the expected squared returns are (unsurprisingly) the lowest in the lot: in a way the findings by Andersen and Bollerslev about this indicator being a noisy measure of volatility get confirmed even in this context where all forecasts deliver a low R 2 even when the bi-power variation enters the G-to-S specification. Interestingly, the R 2 are fairly similar to one another across forecasts but the bi-power specifications do not pass the unbiasedness test.
The forecasts for the realized variance have a strong improvement (as measured by the R 2 ) when past bi-power and jumps are considered. The role of asymmetric squared returns is also to be pointed out since the R 2 of the G-to-S squared returns forecasts is also fairly high.
Finally, bi-power variance is often a biased forecast of other indicators and is also biasedly predicted by other specifications. The highest fit is obtained by its own specification when lagged squared returns are (asymmetrically) considered.
Conclusions
In this paper, we presented some evidence about the dynamic interrelationships among different measures of integrated variance, as estimated within a Multiplicative Error Model framework. The behavior of several variance measures is modeled as the product of a scale factor and a unit mean innovation allowing for the former to have all lagged indicators on the right-hand side. We focus especially on the decomposition of realized variance into a jump component and a bi-power variation component, and on the role of lagged squared returns as an explanatory variable. The results show that lagged jumps are not relevant for either squared returns or bi-power variance (as expected), that lagged squared returns are relevant when they are associated with asymmetric effects (lagged negative returns), and that bipower variations are entering significantly in all specifications (although not differentiated by the sign of returns). Realized variance gets separate impacts by lagged jumps and bi-power variations.
Mincer-Zarnowitz regressions show that the augmented MEM specifications (selected by a general-to-specific strategy) provide estimates which are unbiased in-sample predictions of the corresponding indicator.
It goes beyond the scope of this paper to investigate the possible reasons of why a noisy measure of variance such as squared returns still provides valuable information to predict high-frequency based measures of volatility. The conjecture is that a decomposition of returns into overnight and intradaily returns (measured on the basis of opening and closing prices) may reveal the impact of market information accumulation during closing times on the size of volatility the following day. 
