In the field of 5G mobile communication networks, coverage performance is an important indicator that can affect the user's terminal experience. The current method for coverage detection is drive test, which is based on mobile terminals. Although the application of the technology in practice has matured, the implementation of drive test requires additional time and manpower. However, in the test phase of a 5G mobile communication network, the detection should be onthe-spot, real time, and repeatable. To overcome these challenges, this article proposes 5G network wireless coverage area detection technology that is based on wireless sensor networks. First, sensor nodes are deployed to collect the received signal strength. Second, the algorithm performs Gaussian filtering on collected data. Then, an interpolation estimation algorithm is adopted to estimate the interpolation of the area. Finally, the data collected by sensor nodes and estimated by interpolation points are integrated to generate the effective coverage area status. To overcome the human subjectivity of the traditional model fitting when performing the variation function fitting in the interpolation estimation, a support vector regression algorithm is employed. The simulation results indicate that the algorithm can rapidly and correctly detect the coverage area of a 5G mobile communication network.
Introduction
5G is a new generation of mobile communication systems for mobile communication needs after 2020. According to the development of mobile communications, 5G will have high spectral efficiency and energy efficiency. In the transmission rate and resource utilization, 5G mobile communication will increase by an order of magnitude or higher compared with 4G, 1 and the wireless coverage performance, transmission delay, system security, and user experience will be significantly improved. 5G mobile communication and other wireless mobile communication technology will be closely integrated to form a new generation of ubiquitous mobile information networks. A 5G mobile communication network has become an inevitable trend and research hotspot in the communication field.
Numerous countries are conducting research, development, and testing to significantly improve the network's wireless coverage performance, transmission latency, system security, and user experience. 2 At the beginning of 2013, the EU launched the METIS (mobile and wireless communications enablers for the 2020 information society) project for 5G research and development in the 7th Framework Program, which was shared by 29 participants. 3 Simultaneously, Korea and China also set up a 5G technical forum and the IMT-2020 (5G) promotion group. The China 863 program also launched a major 5G project that consisted of two research projects in June 2013 and March 2014. 4 On 8 May 2014, the Japanese telecommunications operator NTT DoCoMo officially announced it will work with Ericsson, Nokia, Samsung and six other manufacturers to test the high-speed 5G network, whose transmission speed is expected to increase to 10 Gbps. Expanded outdoor testing, which is expected in 2015, is expected to begin operation in 2020.
5G is the main direction of the development of nextgeneration mobile communication technology, and it is an important part of the next generation of information infrastructure. Compared with 4G, 5G will not only enhance the network experience of users but also satisfy the future needs of all interconnections. For the user experience, 5G will offer a higher rate and a wider bandwidth. The speed of 5G is expected to be approximately 10 times higher than that of 4G to satisfy consumer demand for virtual reality, ultra-high-definition video, and other higher network experience needs. From the perspective of industry applications, 5G has higher reliability and lower latency and can satisfy the smart manufacturing, automatic driving, and other industry application needs. From the development trend, 5G remains in the research stage of the technical standards; thus, 4G will remain dominant in the next few years. However, 5G is expected to be officially commercial in 2020.
To achieve these business support capabilities, 5G will present a new breakthrough in wireless transmission technology and network technology. 5 Key technologies of 5G mobile communication are primarily reflected in ultra-high performance wireless transmission technology and high-density wireless network technology. In wireless transmission technology, 5G will introduce a technology that can tap the potential of spectrum efficiency, such as advanced multi-access technology, multi-antenna technology, coding and modulation technology, and new waveform design technology. In wireless networks, 5G will adopt a more flexible and intelligent network architecture and networking technology, such as a unified self-organizing network (SON) and heterogeneous ultra-intensive deployment.
As shown in Figure 1 , specific key technologies of a 5G mobile communication network are large-scale MIMO technology, multi-carrier technology, fullduplex technology, ultra-dense heterogeneous network technology, SON technology, soft-defined networking, and a content distribution network. [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] With the development of these new technologies, the 5G mobile communication network is in a critical stage of research and testing. The network performance indicators that are primarily considered during the test include the user experience rate, connection density, end-to-end delay, mobility, flow density, user peak rate, and network coverage performance, which are listed in Table 1 .
A network coverage performance evaluation must be based on wireless coverage area detection technology. Therefore, we propose a new wireless coverage area detection technology that is based on a wireless sensor network (WSN). The main contributions of our work are as follows: first, we evenly deploy distributed sensor nodes to collect the received signal strength (RSSI) of a 5G base station. Second, we perform Gaussian filtering on the collected data to ensure the accuracy of the data. Third, we divide the target area and select the interpolation points by the Delaunay triangulation technique. Then, we propose an improved Kriging interpolation algorithm to estimate the received signal strengths of interpolation points. Finally, by integrating the data collected by sensor nodes and estimated by interpolation points, we generate the effective coverage area status of a 5G mobile communication network.
To improve the Kriging interpolation algorithm, we primarily improved the curve fitting of the variation function in the algorithm. In the traditional Kriging interpolation algorithm, the fitting method of the variation function curve is human subjective. To overcome this shortcoming, we employ the support vector regression (SVR) to complete the curve fitting.
The remainder of this article is organized as follows: we place our work within the context of related research in section ''Related work.'' The basic theoretical knowledge of the article is elaborated in section ''Basic knowledge.'' The algorithm architecture and the steps of the algorithm are presented in section ''Coverage detection technology of 5G mobile communication network.'' Detailed simulations of the proposed algorithm are presented and the signal contour line of the 5G mobile communication network is generated in section 
Related work
The wireless coverage performance of a 5G mobile communication network is an important indicator that must be considered in the test and trial process. The mobile network optimization test, which is represented by the network coverage, has become a daily function for operators. Wireless coverage area detection technology has formed a set of standard processes, and the current technology requires a number of well-trained optimization engineers to complete these processes. However, part of the work of engineers will likely be replaced with new technology and new methods from current technological developments. This trend can be attributed to intelligence and integration. Many types of tools are available for network coverage detection, and a number of the commonly employed detection tools are presented in Table 2 . [16] [17] [18] A mature and extensive method of coverage area detection in wireless communication networks is the drive test. 19, 20 Because of variations in the beam direction of smart antennas, the drive test is not appropriate for a 5G mobile communication network. Based on the repeated measurements that require wireless network coverage, the intensive time and labor consumption of the drive test in the test and trial phase of a 5G mobile communication network, a high-precision, all-round, all-process, all-weather, and all-day technology scheme is necessary to achieve coverage area detection for a 5G mobile communication network. According to these demands, a feasible technology scheme that can realize the coverage detection of a 5G mobile communication network via WSN is proposed in this article. The principle of the scheme is to collect data for an RSSI by the distributed sensor nodes deployed in the communication network and integrate the data to generate the effective coverage area of the network. To obtain the effective wireless coverage status of the entire test area of the 5G mobile communication network with the RSSI data collected by the finite sensor nodes, the blind region outside the sensor nodes must be estimated when performing data processing. Therefore, estimating the RSSI is an urgent problem that must be resolved in the technology scheme of the paper.
The two main RSSI estimation methods are signal propagation model estimation and interpolation estimation. 21 The former involves estimations based on the RSSIs of sensor nodes combined with an appropriate propagation attenuation model of the signal. Although the model has low computational complexity, it also has low accuracy; moreover, it cannot accurately match the actual geographical environment of the target area. A mature model that can be employed for a 5G mobile communication network has not been developed. Based on the characteristic attributes of the sensor nodes in the neighborhood, the latter's accuracy of interpolating point attribute estimations is relatively high. 22 Common interpolation estimation methods include classification interpolation, inverse distance weight (IDW) interpolation, and Kriging interpolation. Although IDW improves the accuracy of the algorithm by estimating the RSSIs of the interpolation points, the interpolation accuracy requires further improvement because only the distance between the interpolation point and sensor nodes is considered in Mrinmoy et al. 23 The Kriging interpolation employed in Evangelos et al. 24 is an unbiased RSSI estimation method of the interpolation point based on the spherical model fitted by variation function values among RSSIs collected by sensor nodes. However, the choice of variation function model is subjective, which causes a lack of credibility in certain cases.
To overcome the shortcomings of the algorithms applied in wireless coverage area detection, this article proposes an improved Kriging interpolation algorithm. The algorithm fits the variation function curve via SVR to overcome the human subjective factors of traditional methods and improve the reliability and accuracy of coverage detection.
Basic knowledge

Kriging interpolation
Kriging interpolation is a generalized grid-based statistical method for geological surveys. 25 In mathematics, this method has been proven to be linear unbiased. 26 The principle is to estimate the attributes of the interpolation point by the characteristic attributes of the sensor nodes in the neighborhood of the interpolation point. In this article, the characteristic attribute is the RSSI.
Assuming that the RSSI of the interpolation point is Z(x 0 ) and the RSSIs after preprocessing the m sensor nodes in the neighborhood are Z(x i )(i = 1, 2, . . . , m), then Z(x 0 ) can be estimated by the weighted sum of
where l i represents the weights of Z(x i ) and P m i = 1 l i = 1 is derived from the eigenvalue condition. The key to estimating Z(x 0 ) is to calculate l i by equation (1) .
According to the second order of Z(x i ), the following expressions can be obtained
Assume that Z Ã (x 0 ) is the unbiased estimate of Z(x 0 ), where the estimated variance of the interpolation point x 0 is the smallest value
The Lagrange multiplier m is introduced, and it can be expressed as follows
where i = 1, 2, . . . , m. The following equations are obtained by calculating and simplifying equation (4)
where g(x i À x j ) represents the variation function value between x i and x j . As the core of Kriging interpolation, the variation function is proposed to solve the spatial characteristics of interpolation points. With the variation function, the characteristic attribute of the interpolation point can be deduced by the rule in which the characteristic attributes of the sensor nodes change with the separation distance among the sensor nodes. The variation function value can be calculated by the following equation
where h j represents the separation distance of a pair of sensor nodes in the target area and N hj represents the number of sensor node pairs in the distance h j . The variation function values of different separation distances can be calculated by equation (6) , and these variation function values can be fitted with the variation function curve g(h). According to the curve, the variation function values between the attribute of the interpolation point and the attributes of the sensor nodes in the neighborhood can be solved. The weight l i and the Lagrange multiplier m can be obtained by substituting them into the equation.
In the process of fitting the variation function curve, a variation function model is usually employed. Then, variance function curve fitting is performed by the least squares method. 24 Common classical variation function models include the linear model, Gaussian model, spherical model, and exponential model. When solving practical problems, the model matching method cannot exclude subjective randomness. Moreover, the model may not match the data set to be fitted. To break through the limitations of the model matching method, this article starts with the SVR to fit the variation function curve.
SVR
A support vector machine (SVM) has a better generalization ability for solving the classification problem and can obtain better classification results with limited sample data. 27 SVR can be obtained by introducing the e insensitive loss function in the SVM. The basic idea of SVR is to find an optimal classification surface to minimize the error of the training sample from the classification surface. 28 The function curve is predominantly nonlinear when a function is fitted, whereas linear regression fitting is applied in a SVR function fitting. Thus, the sample data must be mapped to a high-dimensional feature space by the nonlinear mapping function for linear regressions.
For the training set T = f(x 1 , y 1 ), (x 2 , y 2 ), . . . , (x k , y k )g 2 (R n 3 R) with k samples, x l (l 2 (1, k)) represents the input vector of the lth training sample and y l is its corresponding output value. Assume that the linear regression function in the high-dimensional feature space is expressed as follows
where F(x) is a nonlinear mapping function. The following equation is obtained by introducing an e linear insensitive loss function
where f (x) is the predicted value of equation (7) and y is the true value of the sample. By introducing the slack variables
T , the linear SVR problem can be expressed as follows
where C is the penalty parameter. Substituting w and b obtained by solving equations (9) to (12) into equation (7) generates a linear regression function in highdimensional feature space. For convenience, the Lagrange multipliers a l and a Ã l can be introduced to obtain the dual form of the original equations (9) to (12) , which can be expressed as follows 
s:t:
where K(x l , x j ) = F(x l )F(x j ) is referred to as the kernel function of SVR. The solution of equations (13) to (15) is a convex quadratic optimization problem. 29 Assuming that a = ½ a 1 , a 2 , . . . , a k and
k are the optimal solutions for the problem, the parameters w and b can be expressed as follows where N NSV is the number of support vectors (SVs). For the sensor node x i , if the corresponding (a i À a Ã i ) is not 0, then the sensor node is a SV. Substituting equations (16) and (17) into equation (8) generates the linear regression function f (x)
Coverage detection technology of 5G mobile communication networks
Based on a WSN, this article proposes a new coverage detection technology of a 5G mobile communication network. Because the sensor nodes can collect information in real time, the purpose of network coverage detection can be achieved anytime and anywhere, and it can satisfy the needs of network multiple coverage detection in the test and trial phase of a 5G mobile communication network. The proposed algorithm simultaneously performs estimations based on RSSIs received by sensor nodes; thus, the requirements of the base station antenna are low. For a conventional omnidirectional antenna or a smart antenna with a narrow beam of adjustable direction, the algorithm has good applicability.
To ensure the completeness of 5G wireless coverage area detection, the coverage detection technology proposed in this article applies Kriging interpolation to realize the network coverage detection in the target area. The algorithm architecture is shown in Figure 2 .
The algorithm is primarily composed of three modules: data collection and processing, Kriging interpolation, and network coverage performance generation. Data collection and processing primarily includes performing the target area division, interpolation points selection, RSSI data collection, and data preprocessing. Kriging interpolation primarily includes calculating the variation function values of the sample data set and performing the variation function curve fitting and the interpolation points RSSIs estimation. Network coverage performance generation primarily includes combining the data that were collected by the sensor nodes and estimated by the interpolation points to generate the signal contour line of a 5G mobile communication network. The signal contour line is similar to the contour line in geography. This article defines this line as a closed curve of each point on a topographic map, where the signal strengths are equal. The map can intuitively display the coverage performance of a 5G mobile communication network. The main algorithm modules shown in Figure 2 will be described.
Data collection and processing
RSSI data collection and data preprocessing. In RSSI data collection, if collected only once, then the acquisition results may present errors with the actual values. To ensure the accuracy of the RSSI collected by the sensor nodes, data must be collected many times and the geometric means must be employed as the collected value. Because each collected datum is independent, the RSSIs that are collected many times are subject to a Gaussian distribution. 30 Thus, we employ a Gaussian filter for data preprocessing. The small probability interference can be processed by Gaussian filtering to obtain an accurate and stable RSSI. The specific method is as follows.
For multiple collections of RSSIs in each sensor node (RSSI m is employed to represent the result of the mth collection), the density function of the result x is expressed in equation (19) , where n is the number of collections, m is the mean of the data set, and s 2 is the variance
According to the probability density function calculated by equation (19) , the corresponding RSSIs in the range of the high probability occurrence area f (x) ! 0:6 (empirical value) are selected. Their geometric mean is used as the RSSI of the sensor node after preprocessing.
Target area division and interpolation point selection. To facilitate the selection of interpolation points and their neighborhoods in the Kriging interpolation, the target area must be divided. Based on the Delaunay triangulation scheme, the area can be divided into several closed triangular meshes according to the sensor nodes positions. The sensor nodes are located at the vertexes of the triangle after division. 31 The selected interpolation points are located in the triangular mesh. The sensor nodes in the neighborhoods of the interpolation point constitute the three vertexes of the triangle. Because of the space limitations of this article, only a brief explanation is provided.
Improved Kriging interpolation
According to the principle of SVR in section ''SVR,'' the kernel function K(x l , x) and the penalty parameter C are determined in SVR. Commonly employed kernel functions are the sigmoid kernel function, polynomial kernel function, and radial basis function (RBF) kernel function. The RBF kernel function in equation (22) is superior when the variation function curve is fitted
where s is the kernel parameter of the smooth kernel function. Therefore, the parameters s and C must be determined in the SVR fitting of the variation function curve. In this article, we apply the selection method of the RBF kernel function parameter proposed in Mingshan et al. 33 A method for obtaining parameters with high precision is proposed via a uniform experiment design. Because of the space limitations of this article, only a brief explanation is provided.
The steps of the improved Kriging interpolation are as follows. The algorithm flow is shown in Figure 3 .
Step 1: Calculate the distance h j of all pairs of sample data and the corresponding variance function values g(h j ) according to equation (6) . Then, generate the data set ½h j , g(h j ).
Step 2: Randomly select most of the data in the data set to generate the training set T, T = f½h 1 , g(h 1 ), ½h 2 , g(h 2 ), . . . , ½h k , g(h k )g; the remainder of the data constitute the test set.
Step 3: Use the SVR training T and fit the variation function curve g(h) according to the training results.
Step 4: Use the test set generated in step 2 to evaluate the performance of the variance function curve g(h) and then output the results if the expected requirement is reached; otherwise, modify the parameters and return to step 3 to re-fit.
Step 5: Obtain the variation function values between the interpolation point and the sensor nodes in its neighborhood according to the g(h) that satisfies the expected requirement. Substitute the values into equation (5) to obtain the weights l i .
Step 6: Substitute the weights l i obtained in step 5 into equation (1) to estimate the RSSI of the interpolation points.
Simulation experiments analysis
Construction of simulation environment
To verify the performance of the 5G wireless coverage detection technology proposed in this article, we choose an 8000 m 3 8000 m hilly area as the experimental simulation environment. Assume that the 5G mobile communication network in this area contains four base stations. The special simulation software Atoll developed by France FORSK company is used to draw the signal coverage of the base stations as shown in Figure 4 . The parameter settings are shown in Table 3 . In the simulation, the signal coverage of the base stations is assumed to be unknown.
Assume that 40 sensor nodes are uniformly deployed in the area. To compare and analyze the accuracy of the interpolation, 34 sensor nodes are randomly selected as sampling points, whereas the remaining 6 nodes are verification points. To verify the performance of the algorithm, this article simulates three experiments from three aspects: the performance analysis of the variation function fitting, the performance analysis of the improved Kriging interpolation, and the influence of the number of sensor nodes and BS on the performance of the algorithm. The signal contour line in the target area is generated based on these aspects.
Performance analysis of variation function fitting
As the core step of this algorithm, the accuracy of the variation function fitting determines the accuracy of the Kriging interpolation. The variation function data set is generated based on the RSSIs of the selected 34 sensor nodes. Eighty percentage of the set is randomly selected as a training set, and then SVR is used to fit the training set in MATLAB. The results are shown in Figure 5 . Figure 6 .
The root mean square error (RMSE) of each model is separately calculated. The Gaussian model is 27.256, the exponential model is 29.257, the spherical model is 29.245, and the SVR is 24.345. The comparison shows that the SVR fitting presents the lowest RMSE and the highest precision.
To effectively measure the fitting accuracy of each model, 5000 independent random drawings are performed to the 34 sensor nodes. A considerable number of fitting experiments were performed. The average RMSE and average decision coefficients (R 2 ) of each model fit in multiple experiments are listed in Table 4 . Table 4 shows that the proposed algorithm fitting curve presents a lower RMSE than the other models and a higher R 2 . Therefore, the variation function curve fitted by the algorithm has a high degree of coincidence.
Performance analysis of the improved Kriging interpolation
To verify the accuracy of the improved Kriging interpolation proposed in this article, the proposed algorithm, the ordinary Kriging interpolation, and the IDW interpolation are interpolated using the six verification points selected in section ''Construction of simulation environment'' as examples. The comparison results of the interpolations and the true values are shown in Figure 7 .
By separately calculating the RMSE of the three algorithms, the ordinary Kriging interpolation is 4.8778, the IDW interpolation is 7.7424, and the proposed algorithm is 2.9033. The comparison shows that the proposed algorithm has the lowest RMSE and the highest precision of the interpolation.
Influence of the number of sensor nodes and BS on the performance of the algorithm First, to verify the effect of the number of sensor nodes on the performance of the algorithm, we select certain nodes from the 40 sensor nodes to participate in the operation of the algorithm. Second, we calculate the RMSE of the generated BS. The signal contour lines and results after multiple simulations are shown in Figure 8 .
As shown in Figure 8 , as the number of sensor nodes decreases, the RMSE exhibits an increasing trend, which becomes increasingly distinct. Thus, the results indicate that the number of sensor nodes will have an impact on the performance of the algorithm and few sensor nodes will produce a larger algorithm error. Second, to verify the effect of the number of BSs on the performance of the algorithm, we establish a different number of BSs for the experiment, and the results are shown in Table 5 .
As shown in Table 5 , as the number of BS changes, the RMSE values undergo minimal change. Thus, the number of BSs has a minimal effect on the performance of the proposed algorithm.
Signal contour line generation of the 5G mobile communication network
The interpolations of the target area are estimated using the three algorithms compared in section ''Performance analysis of the improved Kriging interpolation.'' Then, the signal contour line based on these three algorithms is generated as shown in Figure 9 .
One hundred positions are randomly selected from the target area, and then the RMSE of the estimation results interpolated by these three algorithms at the 100 positions is calculated. To ensure the credibility of the accuracy comparison, and the 5000 sets of experiments randomly selected in section ''Performance analysis of variation function fitting'' are used as examples, the three algorithms are applied for the 100 positions in the 5000 experiments and the mean RMSE is calculated. The mean RMSE of the IDW interpolation is 25.9589; the ordinary Kriging interpolation is 14.6908; and the proposed algorithm is 10.2936. The improved Kriging interpolation algorithm proposed in this article produces the most accurate signal contour line, which can better reflect the true coverage of the 5G mobile communication network.
Conclusion
To obtain the wireless coverage area status of the 5G mobile communication network in this test and trial phase, the article proposes a new technology for wireless coverage area detection based on a WSN. The signal contour line generated by the proposed technology can visually display the signal coverage of the 5G mobile communication network and has a certain reference value for measuring the network coverage performance. The validity of the signal contour line is verified by simulation experiments. Although the WSN is deployed, the proposed algorithm will generate an all-weather and allround signal contour that can satisfy the special requirements of being on-the-spot, real time, and repeatable in the test and trial phase of the 5G network.
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