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Abstract
This thesis addresses the problem of impulsive manipulation of arbitrary rigid objects by using
the lower extremities of a humanoid robot, action that is termed as impulsive pedipulation.
The objective of the impulsive pedipulation approach explained in this thesis consists on
driving an object to a specified 3D position in space, along with some desirable motion
characteristics. This shall be done by using any link belonging to the lower extremities
of the humanoid robot in order to exert a proper impact on the object. This impact must be
capable of transmitting the required momentum to the object for it to move freely in space
and reach the desired goal position. By considering to use the lower links as an alternative
end effector and being able to succeed in this kind of tasks, the “manipulation” capabilities
of the robot would be extended without the consideration of additional hardware.
However, this is not a straightforward problem. First of all, the mechanics of the impact
are complex, even if we assume that the objects are rigid. The inertial parameters of the bodies
(or systems of bodies) that enter into contact, the topological structure of their surface, their
rugosity and the loss of energy during the impact are all entangled during the impact process,
for which finding its inverse problem is required. Moreover, exerting an impulse by using
the lower extremities of the robot requires to take into account the complex dynamics of the
humanoid robot which, besides performing the pedipulation task, has to keep stability, given
the presence of under-actuation and unilateral constraints between its feet and the floor.
This thesis solves this problem by first finding a solution for the inverse motion problem;
that is, finding the initial conditions for the motion required to achieve the goal. Then, by
proposing some conditions to perform the pedipulation such that the problem get simplified,
the inverse problem of the impact is solved, resulting in a required approaching velocity
of impact that the robot has to fulfill by means of an appropriate trajectory of one of its
lower extremities. Having done this, the high redundancy of the humanoid robot is used to
compensate the dynamical effects of this required motion, in order to prevent not only its fall,
but also any undesired slippage. Slippages cause rotation about the vertical axis that deviate
the robot from its assumed orientation. This compensation is done by using a novel method
proposed in this thesis, which uses a synergetic motion of any set of selected “free” joints.
The whole pedipulation algorithm is then validated by means of simulations and experi-
ments on a real humanoid robot. This is done by choosing a simple pedipulation task easy to
describe that includes the necessary complexities to show the applicability of the algorithm:
the free kick in soccer, which requires to drive a ball to a desired 3D goal position.
This simple task was, however, not easy to simulate at first. The simulation platform was
not able to properly simulate the dynamics of a spherical object because it was by default
treated as a polygonal mesh, resulting in an unnatural bouncing and rolling behavior. It was
then required to improve the collision detection system of the dynamics simulation engine, by
using an algorithm also described in this thesis.
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Chapter 1
Introduction
Nowadays, the field of robotics is continuously expanding from the fixed environment of a
production line to include more complex environments such as homes, offices and hospitals.
The new application areas require versatile autonomous intelligent robots that can interact
with humans and their wider range of tools in real-world environments. To perform increas-
ingly human-like functions, robots are required to be able to perform increasingly human-like
manipulation tasks [1].
Definition 1.1 (Manipulation). The term manipulation, from the Latin manus “hand” plus
the root plere “to fill”, is defined as the sense of “skillful handling of objects”; that is, a
dexterous method or process by which objects are moved, operated or controlled by using the
hands, or any other mechanical means [2].
Traditional industrial robots are typically used for factory automation; that is, they oper-
ate in very structured environments. On the other hand, human lives and activities take place
in environments that are uncontrolled and dynamic [3]. Industrial robots manipulate objects
in the environment by means of an end effector, whose shape and functionality depend highly
on the task it is meant for. One common approach is to use grippers, “hand”-like end effectors
intended for skillfully handling targeted objects by means of a pick-and-place strategy; that
is, by grasping them, carrying them to a new location, and releasing them [4] [5] [6].
On the other hand, humanoid robots may or may not have a proper grasping system, as the
focus of most of the research nowadays is on the locomotion and the whole body motion itself.
Take as an example some actual humanoid robots. GR-001 from HPI G-Robots (Figure 1.1a)
is one of the many examples of the humanoid robots produced as toys. These ones don’t even
have a hand given their reduced size and low cost. As an example with more capabilities,
NAO is also a small-sized humanoid robot developed and distributed by Aldebaran Robotics
(Figure 1.1b). This one seems to have a human-shaped hand, but it only has 1 degree of
freedom (dof) [7]; that is, all of its fingers open/close simultaneously, limiting the grasps
that it can achieve. A very representative example of high-tech humanoid robots is ASIMO
(Advanced Step in Innovative Mobility), developed by Honda. Its earliest versions (2000-
2002) had hands of 1 dof [8]. It is just until the versions of 2011 and 2014 that it incorporates
hands of 13 dof each (Figure 1.1c). However, each one can achieve a maximum grasping force
of 0.5 kg [9], which limits the variety of objects that it can grasp and the tasks that it can
perform. Another example is Atlas from Boston Dynamics (Figure 1.1d), a hydraulic actuated
1.88 m tall humanoid robot designed for a variety of search and rescue tasks, with funding and
oversight from the United States Defense Advanced Research Projects Agency (DARPA) [10].
This one has 2-dof modular wrists capable to connect to interchangeable hands [11], adapted
depending on the current desired task; that is, following the same principle for the end effector
of the industrial robots.
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(a) GR-001. (b) NAO [18]. (c) ASIMO [9]. (d) Atlas [19].
(e) HRP-2 [12]. (f) HRP-3 [13]. (g) HRP-4 [14]. (h) HRP-4C [17].
Figure 1.1: Humanoid robots.
The series of human-sized humanoid robots HRP (Humanoid Robotics Platform) devel-
oped by Kawada Industries and the National Institute of Advanced Industrial Science and
Technology (AIST) are mainly used for research purposes. The most stable version, HRP-2
(Figure 1.1e), has 1 dof hands consisting on simple grippers [12], while HRP-3 (Figure 1.1f)
has three-fingered 6 dof hands. Although the capability of grasping objects of the HRP-3 is
improved over the HRP-2, application tasks are still limited [13]. On the other hand, HRP-4
and HRP-4C (Figure 1.1g and Figure 1.1h, respectively) have 2 dof on each hand [14], but
capable of dealing with a maximum payload of only 0.5 kg on each hand [15]. HRP-4C has
an improved hand designed specifically for dance motions [16] [17], but not for manipulation.
As we can see, although humanoid robots nowadays are equipped with a system providing
the functionality of the hand, this one lack the size, strength, or dexterity needed to grasp
objects in the same way that humans can do [20]. These objects in the environment can be
located at different heights, or even placed at floor level, such that if the robot is required
to change the position or layout of these objects without lifting them from the floor, the
robot would have to bend down to perform the manipulation task, as depicted in Figure 1.2a.
However, this is not efficient from the point of view of the energy required. In such a situation,
humans even choose to push (or tap) the object by means of their feet. These objects may
represent an obstruction on the path, which can be easily cleared by using the feet if the
objects are light enough, especially if the grasping system is dedicated to another task. As
an example, consider the situation depicted in Figure 1.2b.
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(a) HRP-2 bending down (b) ASIMO with a tray
Figure 1.2: Some advantages of the pedipulation.
By considering the use of the feet (or any part of the legs) of the humanoid robot as an al-
ternative end effector, it is possible to extend the “manipulation” capabilities of the humanoid
robot without the need of specific additional hardware. These kind of “manipulation” which
uses the feet instead of the hands can be termed as pedipulation and defined as follows.
Definition 1.2 (Pedipulation). The term pedipulation, from the Latin pes (genitive pedis)
“foot” plus the root plere “to fill” [2], can be defined as the process by which objects in
the environment are moved, operated or controlled by using the feet, especially in a skillful
manner.
In order to perform these pedipulation tasks, the robot could simply make use of artic-
ulated toes intended to grasp objects. However, this behavior is not typical on humans and
not practical either, as it would require complex additional hardware to be installed at the
feet. That is, conventional grasp-based manipulation is not practical.
As a feasible alternative it is possible for the actual feet of the robot to make use of graspless
strategies. These ones exploit the mechanics of the task to achieve a goal state without the
need of specialized hardware, allowing simple mechanisms to accomplish complex tasks [20].
Graspless strategies are characterized by the use of repulsive forces, which may be impulsive
or non-impulsive. Impulsive forces are mainly used by striking strategies which basically
provide an initial linear and angular velocity to an object by means of an impact. Then, this
object continues its motion subject to forces and constraints imposed by the environment [21].
Non-impulsive forces, on the other hand, are mainly used by pushing, throwing, rolling and
other strategies. Pushing is preferable when a fine handling is required, or in case that the
initial and the goal locations share the same support face and the distance between them
be short enough [20]. In this case the movement of the object coincides with the motion of
the robot, as detaching is not desirable. The other strategies smoothly accelerate the object
(in different ways) and release it when the required linear and angular velocities are reached,
letting the object to continue its motion subject to forces and constraints imposed by the
environment [6] [21].
Pedipulation tasks that use impulsive or non-impulsive strategies are not uncommon in
our daily lives. For example, when pushing a pedal or operating a mechanism placed at
floor level. Cyclists drive pedals to propel the bicycle motion, drivers accelerate / decelerate
the car by pushing them, musicians that play the drums or the organ also pedipulate those
instruments. Some valves, or pop-up drain stoppers are specifically designed to be placed at
floor level for being pressed by means of the feet [22]. It is also possible, as mentioned before,
to push or strike an object at floor level to move it, in order to line it up, bring it closer or
push it away, without bending down. It is also common to move a chair away, or open / close
a door by pushing it with the feet while using the hands for another task.
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Other typical applications of pedipulation can be found in some sports and entertaining
tasks as juggling, swimming, martial arts, american football, rugby, soccer, etc. Juggling
objects combines non-impulsive and impulsive strategies. Pedipulation in swimming is used
to propel the motion through the water. Martial arts consider the use of kicking as part of the
fighting strategies. In american football, rugby and specially soccer players pedipulate the ball
as a part of the game. From these ones, soccer is by far the most representative application.
Its primary objective is to drive the ball to the opposite goal by using only the feet, involving
tasks such as stopping (“killing”), dribbling and kicking the ball. Both, kicking and stopping
the ball, make use of an impulsive strategy. The first one may consider to put a steady ball
into motion, as in a free kick, or changing the velocity (magnitude and/or direction) of a ball
already set in motion. The second one also changes the velocity state of a ball in motion, but
in this case to stop it suddenly by means of an appropriate impact. Dribbling a ball represents
a more complicated pedipulation task. The ball may be rolled by pushing it with the contour
of the foot, or by using the sole to exert a tangential force. It can also be lifted by pushing it
upwards with the aid of the instep.
1.1 State of art
Pedipulation is not a new term. Indications of its usage can even be found in documents
published at the beginning of the 19th Century. For example, the New Annual Register,
or General Repository of History, Politics, and Literature of 1812 describes some handicrafts
operations performed by the toes of the Turks as pedipulation [23], whereas the British Journal
of 1853 describes some juggling abilities of the aboriginal population of Australia also with
that term [24]. This word is even mentioned in some related patents [25] [26] [27]. However,
besides other similar examples, the term is rarely used for robotics applications.
In robotics, the term pedipulation has been mainly used as a synonym of gait for a
humanoid robot, as mentioned mainly by Sugihara in some of his works [28] [29] [30] [31].
Also, it has been used to describe the action performed by the foot of a human or a robot
when it is used to juggle objects, as mentioned by Mason as an example for the dynamic
control of the environment [32]. Taking control of the interaction between the feet and the
floor for achieving a controlled sliding in order to perform a faster turning motion has also
been termed as “pedipulating the floor”, as mentioned by Miura [33]. With respect to other
type of legged robots, Kessis used this term for referring to the gait of an hexapod [34], while
Pankiewicz described a logical controller for a quadruped by using this word [35]. However,
besides these examples, this term hasn’t been used in a generalized way of handling objects
with the feet while maintaining the balance of the humanoid robot.
1.2 Problem statement
Just as the manipulation problem, the principal interest on graspless pedipulation relies on
finding a solution to the inverse mechanics problem. The key question of this problem can
be stated as follows: “given a start attitude (position and orientation) and a desired goal
attitude, how should an object be operated in order for it to move from the start to the
goal?” [36]. For this purpose the robot can either apply impulsive or non-impulsive strategies
for carrying out the task, and each one of them requires a different feet-object interaction.
In addition, contrary as it happens with a fixed-base manipulator whose only concern is
the exertion of the required repulsive forces, this has to be carried out by considering the
generation of an appropriate coordination with the locomotion of the humanoid robot, char-
acterized by its hybrid complex dynamics and the presence of under-actuation and unilateral
constraints between its feet and the floor. The nature of these constraints makes it necessary
to consider the whole-body dynamics to keep the robot’s stability and guarantee its safeness.
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In this way, the robot needs to exert the appropriate force (impulsive or non-impulsive)
according to the required task by controlling the whole-body dynamics, constrained by the
physical / technological limitations of the robot. For example, the range of its joints is
constrained by joint limits. Also, they cannot achieve any angular velocity or exert any
torque, beyond some maximum values. Then, it is worth to consider the generation of an
efficient pedipulation motion, capable of exerting the desired force while not exceeding these
limitations. This can be done by proposing a proper pedipulation planning.
1.3 Thesis goal
Pedipulation is a broad topic, as there are several variety of modes in which it can be carried
out (pushing, rolling, striking, throwing) depending on the task, the object and the environ-
ment. However, for the humanoid robot, all of them will represent an external force acting
at some point of its lower extremities. Under the appropriate circumstances (e.g. the mass of
the object is small compared to the mass of the robot), the control system of the humanoid
can deal with these external forces as if they were disturbances. Then, it is necessary to
generate a proper motion to drive a point on the leg of the robot to a desired contact point
with certain velocity, as it is the case for impulsive pedipulation, or to follow a path with
certain required velocity profile, as it is the case of non-impulsive pedipulation, in order to
achieve the required task.
With the aim of introducing the framework required to deal with the implications involved
in these tasks, this thesis will concentrate on impulsive pedipulation. Then, it is our concern
for a humanoid robot to perform this type of pedipulation tasks in order to achieve a desired
behavior on the pedipulated object; that is, some motion characteristics that this one needs
to achieve, considering the restrictions and constraints imposed by the environment.
For this purpose, one of the main contributions of this work is the solution of the cor-
responding inverse mechanics problem and the planning of a suitable stable motion for the
humanoid robot capable to achieve the impact conditions. The solution of the inverse me-
chanics problem was achieved by developing a proper impact model between an arbitrary rigid
object and the humanoid robot represented by an actuated mechanism which is constrained
by the unilateral interaction with the ground [37] [38]. Additionally, another main contribu-
tion of this thesis was the generation of a whole-body motion capable of preventing undesired
rotations between the feet and the ground. These rotations deviate the robot from its desired
orientation, leading to inaccuracies for the planned pedipulation motion [39] [40].
It is the main goal of this thesis to develop a framework for pedipulating an arbitrary rigid
object by means of an impulsive strategy, capable of driving it to a three-dimensional goal
position while achieving certain desired motion characteristics. This requires the planning
of a suitable motion for the legs of a humanoid robot, capable to exert the required impact
conditions while maintaining its dynamic stability, and within its physical limitations.
As a way to exemplify this framework, one representative case study was chosen and
analyzed in detail: the free kick in soccer. This example includes all the complexities that
are necessary to understand the applicability of the theoretical points presented in this thesis.
However, the simulation of this case study required some additional considerations regarding
to the simulation platform, as this one was unable to properly handle the dynamics of a
spherical object. As another contribution of this thesis, this problem was also solved [41].
Two humanoid robots were used to test the algorithm developed in this thesis: GR-001
and HRP-2 humanoid robots. While the latter one possesses a friendly kinematic structure
that lead to an analytical solution of its inverse kinematic problem, the former one doesn’t.
Then, it was required to develop a feasible solution for its inverse kinematic problem, a hybrid
approach applicable to humanoid robots with offsets at their joints, such that its computation
could be done in real-time. This is another contribution of this thesis [42].
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1.4 Thesis structure
This thesis was designed to be self-contained; that is, by first presenting two theoritical
framework chapters: kinematics (Chapter 2) and dynamics (Chapter 3) oriented to humanoid
robots, the notation as well as the specialized theory involved in this thesis is explained.
Then, the following three chapters describe in detail the developed algorithm for impulsive
pedipulation:
• Chapter 4 describes the inverse mechanics problem, divided in two parts. First, the
inverse motion problem; that is, how to calculate the initial motion conditions necessary
for an object to reach a point in space, with a particular motion profile. Then, the inverse
impact problem, which consists on calculating the motion conditions of the robot that
are necessary for exerting the required impact to the object, that develop into its desired
initial motion conditions. Then, the rest of the chapter describes how to achieve those
motion conditions.
• Chapter 5 focuses on the stabilization of the motion; that is, on the way to modify the
proposed motion in order to produce a balanced one by means of moving the waist.
Additionally, this chapter also explains how to use the upper-body motion to avoid
unwanted rotations of the support foot with respect to the floor.
• Then, Chapter 6 takes as a case study the free kick in soccer to apply the algorithm
explained in previous sections to a simple and representative pedipulation task.
Next, before showing simulation and experimental results, Chapter 7 briefly describes
how the simulation platform used in this thesis was improved to allow realistic simulations of
the ball dynamics. Simulation and experimental results are shown in Chapter 8 along with
a detailed explanation of the calculations and the conditions of the experiments. Finally,
Chapter 9 concludes this thesis.
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Chapter 2
Kinematics for humanoid robots
A humanoid robot is a robot that has a human-like shape composed of several segments
analogous to those of a human, capable of performing similar complex motions. Analyzing
these motions requires the description of the position of these segments and their relative
motion. This can be done by using some anatomical terms borrowed from biomechanics,
which are first explained in this chapter.
Then, once this is done, the kinematical aspects of the motion of a humanoid robot can be
addressed. This is done by first explaining the kinematic notation used in this thesis as well
as the general kinematic model of a humanoid robot. Then, a fast review of the kinematics
applied to humanoid robots is performed. This one will be used to describe the kinematic
structure of two humanoid robots used in this thesis to test the developed theory: GR-001
and HRP-2.
2.1 Anatomical terminology
Given that the structure of humanoid robots is equivalent to the one of humans, they are
composed by several parts which can be named in accordance to the human counterparts (see
Figure 2.1). Their body is comprised by the trunk (and the head), two lower extremities and
two upper extremities [43]. Each extremity is composed by a motion transmission system
(the arm in the case of an upper extremity or the leg in the case of a lower one) and the
corresponding end effector (a hand or a foot, respectively) [44]; that is, a segment directly
interacting with the environment. The leg is, in turn, composed by the thigh and the shank,
while the arm is composed by the upper arm and the forearm. The trunk is composed by the
waist and the thorax [43].
Figure 2.1: The segments of the humanoid body [43] (3D art courtesy of [45]).
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The joints connecting the leg segments are the hip, the knee and the ankle, while the joints
connecting the arm segments are the shoulder, the elbow and the wrist. The head is connected
to the thorax by means of the neck. Thorax and waist can be thought to be connected by a
fictional joint too, which we call the “belly” (see Figure 2.2).
Figure 2.2: The joints of the humanoid body [43] (3D art courtesy of [45]).
2.1.1 Spatial and directional terminology
To describe the location or movement of a body part, the other parts of the body are used
as a reference. However, the human body can adopt many different configurations, and the
orientation of all the links may change as well, so a common reference configuration of the
body must be used. This one is also known as the anatomical configuration.
When the body is in this configuration it is standing erect, facing forward, both feet
are aligned parallel to each other, toes are also facing forward, arms and hands are hanging
straight below the shoulders at the sides with fingers extended and palms facing forward. This
configuration is shown in Figure 2.3 [43]. A humanoid robot in a similar configuration is also
said to be in reference configuration.
Figure 2.3: Anatomical configuration – directional terminology [43] (3D art courtesy of [45]).
The anatomical configuration is the standard reference for the body when describing lo-
cations, positions or movements of the links. This means that it doesn’t matter the actual
configuration of the body, the description is always done as if they were in anatomical con-
figuration. Let us consider the directional terminology also depicted in Figure 2.3 [43]:
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• Anterior and posterior mean toward the front and the rear of the body, respectively.
• Superior indicates toward or closer to the head, whereas inferior indicates toward or
closer to the feet.
• Medial and lateral refer to directions relative to the midline of the body. The first one
refers to a location or direction closer to this line, whereas the second one refers to a
direction farther from it.
• Proximal and distal refer to directions or relative positions along a segment. Proximal
refers to a location or direction toward to the joint closer to the body, whereas distal
refers to a location or direction toward to the joint further away from the body.
Additionally, it is possible to define some planes and axes of motion that are useful in
describing relative motions of body parts (see Figure 2.4):
• A sagittal plane is an imaginary plane running anterior to posterior and superior to
inferior, dividing the body into right and left parts. Perpendicular to it, the mediolateral
axis is an imaginary line running from left to right.
• A frontal plane is an imaginary plane running side to side and superior to inferior, divid-
ing the body into anterior and posterior parts. Perpendicular to it, the anteroposterior
axis is an imaginary line running from anterior to posterior.
• A transverse plane is an imaginary plane running side to side and anterior to posterior,
dividing the body into superior and inferior parts. Perpendicular to it, the longitudinal
axis is an imaginary line running from inferior to superior.
It is possible to define many of these planes passing through the body, but they are all
parallel to each other. A cardinal plane (sagittal, frontal or transverse) is a plane that passes
through the center of mass of the body.
Figure 2.4: Planes and axes of motion [43].
2.1.2 Relative movement terminology
In order to describe the relative movement of two segments on either side of a joint, some
relative movement terminology is introduced, and classified with respect to the axes of motion
(or the planes of motion) where they occur. These ones can further be classified with respect
to the joints over which they take place.
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Movements around mediolateral axes (over sagittal planes)
At the neck, trunk, shoulders, wrists, elbows, hips and knees:
• Flexion is the joint action causing link movements in sagittal planes that go through
the largest range of motion.
• Extension is the joint action causing the opposite movements in sagittal planes and
returning the links to the anatomical configuration.
• Hiperextension is the continuation of the extension beyond the anatomical configuration.
At the ankles:
• Dorsiflexion is the joint action causing the foot to move in the sagittal plane such that
it moves upward toward the leg.
• Plantar flexion is the joint action causing the opposite movement in the sagittal plane,
so that it moves downward away from the leg.
See Figure 2.5.
Figure 2.5: Sagittal plane joint actions (Image courtesy of [43]).
Movements around anteroposterior axes (over frontal planes)
At the shoulders and hips:
• Abduction is the joint action causing link movements in frontal planes that go through
the largest range of motion.
• Adduction is the joint action causing link movements in frontal planes back toward the
anatomical configuration.
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At the wrists, deviation is the joint action causing link movements in the frontal plane.
At the ankle:
• Inversion is the joint action that occurs when the medial side of the foot is lifted.
• Eversion is the joint action that occurs when the lateral side of the foot is lifted.
At the neck and trunk, lateral flexion to the left or right also occurs in the frontal plane.
See Figure 2.6.
Figure 2.6: Frontal plane joint actions (Image courtesy of [43]).
Movements around longitudinal axes (over transverse planes)
At the shoulders and the hips:
• Internal rotations and external rotations are joint actions causing link movements in
the transverse plane such that the links turn inward or outward toward the midline of
the body, respectively.
• Horizontal abduction and horizontal adduction are joint actions that do not commence
from anatomical configuration. First, the corresponding flexion must occur and continue
until the upper arm or the thigh is in the transverse plane. Then, horizontal abduction
is the joint action causing the corresponding motion of the link in the transverse plane,
away from the midline of the body. Horizontal adduction is the return movement.
At the neck and the trunk, rotation to the left or right also occurs in the transverse plane.
See Figure 2.7.
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Figure 2.7: Transverse plane joint actions (Image courtesy of [43]).
2.1.3 Locomotion terminology
A biped mechanism, as it is the case of a human or a humanoid robot, is usually divided into
two functional units: (i) the locomotor unit made up of the waist and the lower extremities
and (ii) the passenger unit, conformed by the rest of the upper-body links [46]. The locomotor
unit is in charge of the locomotion of the biped mechanism on space, performed by means of
a repetitive sequence of rhythmical motions of the lower extremities. This repetitive sequence
of motions is known as the gait cycle [47].
The gait cycle is characterized by the state of the foot-ground interaction. When only one
foot is in contact with the ground, the contacting foot is called the support foot whereas the
other is called the swing foot. In this way, by taking both feet into account, a walking gait
cycle is divided into two phases (see Figure 2.8): (i) the double support phase, if both feet
are in contact with the ground, and (ii) the single support phase, if only one foot is making
contact [46] [48]. If the robot is running instead of walking an additional flying phase must
be considered, in which no foot is in contact with the ground.
Figure 2.8: Walking gait cycle (Image courtesy of [46]).
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The action by which the feet go from one double support phase to the other through one
single support phase is called a step. During one gait cycle, two steps are performed. Two
steps equal to one stride [46].
2.2 Kinematic notation
Throughout all this thesis the following kinematic notation will be adopted:
• Vectors will be denoted by small letters a, whereas matrices by capital letters, A. Unit
vectors will be denoted by a˘. Position vectors will generally be denoted by pA, where
the subscript indicates the point described. The trajectory pA (t) can be expressed as
pA,t. The difference between two position vectors will be denoted by rA/B = pA − pB.
• The local reference frame attached to a certain body B will be denoted by {B}, whereas
the world reference frame will always be denoted by {W}. The attitude of {B} will be
described by the position of its origin, pOB and its orientation by means of the rotation
matrix RB.
• If the vector pA is described relative to {B} it will be denoted by BpA. Vectors without
a leading superscript will be assumed to be described relative to {W}. A rotation matrix
describing the orientation of a frame {B} relative to {A} will be denoted by ARB.
• The operator “wedge” [49], (ˆ·) : R3 → R3×3 [50], maps a vector into a skew-symmetric
matrix, such that
aˆ :=
 0 −a3 a2a3 0 −a1
−a2 a1 0
 , ∀a ∈ R3. (2.1)
Then, ∀a, b ∈ R3 we have
a× b = aˆb, (2.2)
−a× b = aˆTb. (2.3)
Conversely, the operator “vee”, (ˇ·) : R3×3 → R3 [49], is the inverse operator of “wedge”;
that is, an operator that maps a skew-symmetric matrix into a vector, such that if
∀a ∈ R3, A = aˆ then Aˇ = a.
• An orientation can also be represented by using the Rodrigues’ parameters: a rotation
of an angle θ around an arbitrary axis k˘. A rotation matrix is related to the Rodrigues’
parameters by means of the exponential matrix ekˆθ, defined as
R
(
k˘, θ
)
= ekˆθ =
 k˘21vθ + cθ k˘1k˘2vθ − k˘3sθ k˘1k˘3vθ + k˘2sθk˘1k˘2vθ + k˘3sθ k˘22vθ + cθ k˘2k˘3vθ − k˘1sθ
k˘1k˘3vθ − k˘2sθ k˘2k˘3vθ + k˘1sθ k˘23vθ + cθ
 , (2.4)
where sθ = sin θ, cθ = cos θ and vθ = 1− cos θ, from now on [50].
• An homogeneous transformation matrix describing a frame {B} relative to {A} will be
denoted by ATB and given by
ATB =
[
ARB
ApOB
0 1
]
. (2.5)
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2.3 Kinematic model
Let us assume a humanoid robot with n joints connecting n + 1 links in a tree structure
whose root corresponds to a free-flying base [51], represented by its waist. This tree structure
consists of several kinematic chains made up of links (or segments) connected by rotational
joints [49] [48]. See Figure 2.9.
Figure 2.9: The robot structure is composed by links and joints. In this diagram joints are
represented by lines, whereas joints are represented by cylinders (Image courtesy of [51]).
The resulting configuration space of a humanoid robot Q can be fully described by a vector
qR ∈ Rn+6 partitioned as follows:
qR =
[
qTRθ q
T
Rp
qTRr
]T
, (2.6)
where qRθ ∈ Rn comprises all the joint variables (the kinematic structure), whereas qRp ∈ R3
and qRr ∈ R3 indicate the position and orientation, respectively, of the free-flying base link.
Let us refer to n as the structural degrees of freedom of the humanoid robot. In general,
humanoid robots tend to have a large number of structural degrees of freedom. This is in
contrast to traditional industrial manipulators that are often engineered to have minimal
redundancy (6 dof) and more easily analyzable kinematic structures [52].
2.3.1 Kinematic structure
Let us associate each link to the proximal joint as shown in Figure 2.10. In this way, only one
joint will be associated to every link, except from the base (the waist) which has no joints
associated. Then, every joint-link entity can be treated in the same way, no matter the degree
of connection of the link.
Having done this, let us break up the joint vector qRθ according to each kinematic chain;
that is,
qRθ =
[
qTRθRL
qTRθLL
qTRθT/H
qTRθRA
qTRθLA
]T
. (2.7)
Each one of these is composed by joint variables named as θκi , i = 1, . . . , nκ, where
κ ∈ K = {RL, LL, T/H, RA, LA} stands for each kinematic chain, and nκ denotes the
corresponding structural degrees of freedom of that chain. In this way, the joint κi directly
drives the link κi. The corresponding joint-link entity is denoted as
∑
κi
. Each kinematic
chain κ has an end effector corresponding to its corresponding distal link, namely the feet for
the legs, the hands for the arms and the head.
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Figure 2.10: Definition of the joint-link entities (Image courtesy of [49]).
Each kinematic chain is composed by joints of 1 dof resembling the kinematic structure
of a human. As an example, let us consider a typical structure for the locomotor unit of a
humanoid robot, like the one shown in Figure 2.11.
Figure 2.11: Typical structure of a humanoid robot (Image courtesy of [49]).
As can be seen, each hip is typically constructed by using three rotational joints, whose
axes are orthogonal to each other. Each one of these, from proximal to distal order, provide
the joint motion corresponding to the internal-external rotation, abduction-adduction and
flexion-extension, respectively. On the other hand, each ankle is typically constructed by using
two rotational joints, with mutually orthogonal axes. Each one of these, from proximal to
distal order, provide the joint motion corresponding to the dorsi-plantar flexion and inversion-
eversion. If all the axes corresponding to a cluster of joints, as it is the hip (or the ankle),
intersect in a single point, then the cluster is said to be spherical. Otherwise, it is said to
contain an offset. Knees are typically simplified to only 1 dof in order to have a non-redundant
sub-mechanism.
2.3.2 Motion and constraints of the humanoid robot in space
Up to now, the waist of a humanoid robot has been considered to be a free-flying base, which
added 6 dof to the mechanism. However, the humanoid robot intermittently interacts with
its environment – the ground – through each foot. The foot/ground “joint” is unilateral,
since attractive forces are not present, and underactuated, since control inputs are absent [53].
These constraints reduce the total degrees of freedom of the robot [51].
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Let us define a world reference frame, {W}, and three local reference frames: {C}, {Sup}
and {Swg}, rigidly attached to the waist, the support foot and the swing foot of the robot,
respectively, as depicted in Figure 2.12. These ones are oriented with respect to the reference
configuration such that the X axis coincides with the anteroposterior axis in the anterior
direction (the typical direction of motion) and the Z axis coincides with the longitudinal axis
pointing in the superior direction. The Y axis is established to complete a right-handed frame.
The origin of these frames is positioned as follows: (i) the origin of the frame attached to the
waist, {C}, is positioned at the crotch (this is why the letter C was chosen, as W is used for
the world reference frame), (ii) while the origin of the frame attached to each foot, {Sup} or
{Swg}, is placed at the ankle. The attitude of these main links is described by their position
and orientation, indicated as (pOC ,RC),
(
pOSup ,RSup
)
and
(
pOSwg ,RSwg
)
, respectively.
Figure 2.12: Main reference frames.
Alternatively, it is also possible to refer to the feet reference frames as {RF} for the right
foot and {LF} for the left foot, given that the previous notation alternates the frame location
on each foot with every step. Then, their attitudes can also be described by (pORF ,RRF )
and (pOLF ,RLF ), respectively.
Let us consider that the ground is a two-dimensional manifold; that is, around every point,
there is a neighborhood that is topologically the same as the open unit ball in R2. This notion
is used to get rid of the restriction that it is perfectly flat, but nearly “flat” on the same scale
as the size of the feet.
Then, even when the attitude of a foot is six-dimensional, its configuration when it is
fully touching the ground can be described by a footprint defined as Φ ∈ R2 ∪ [0, 2pi); that
is, a 2D position and one angle for its orientation [54]. The footprint for the support foot is
denoted as ΦSup, whereas for the swing foot the footprints at detaching and landing instants
are denoted as ΦSwg,det and ΦSwg,lan. If it is required to indicate explicitly the footprints
for the right and left foot, then these ones can be denoted as ΦS , where S is a generic name
for each foot, S = {R,L}.
A stance is defined by the footprints of both feet when the robot is in double support phase,
and is denoted as (ΦR,ΦL). The step, previously defined, can be alternatively described with
a stance, but they are different. The first corresponds to the action, while the second to the
achieved configurations. On the other hand, the configurations achieved by the stride, also
previously defined, can be described by three footprints: (ΦSup,ΦSwg,det,ΦSwg,lan) [54].
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2.4 Forward kinematics for humanoid robots
The forward kinematics of a robot is a mapping that determines the attitude of one of the end
effectors given the relative configurations of each pair of adjacent links of the robot; that is, its
joint values [50]. Classically, the forward kinematics map for a robot made of open-subchains is
constructed by composing the rigid motions due to the individual joints. That is, by attaching
a local reference frame {κi} to each joint-link entity
∑
κi
, the attitude of the end effector can
be computed by means of the composition of the corresponding homogeneous transformation
matrices describing the relative attitude of adjacent links. That is, if the attitude of the joint-
link entity {κi} is described relative to {κi−1} by means of the homogeneous transformation
matrix κi−1Tκi , then the attitude of any link κj of the robot with respect to the base,
CTκj
is given by
CTκj =
CTκ1
κ1Tκ2 · · · κj−1Tκj . (2.8)
In order to carry out this analysis it is required to establish a local reference frame on each
joint-link entity in a systematic way. One well known method for doing that was proposed
by Denavit and Hartenberg in 1955 [55] [56], however its implementation is error-prone and
that is the reason why we adopted a modern convention, described by Kajita et al [49].
2.4.1 Modern convention
Let us consider as an example just the locomotor unit of a humanoid robot that is depicted
in Figure 2.13. The origin of each local reference frame can be placed anywhere on the joint
axis. However, for the joints comprising the hips and the ankles, it is reasonable to place it
at the corresponding intersection of axes. Then, all the local reference frames are set up in
the same way as for the waist and the feet, as described in Section 2.3.2; that is, aligned with
the axes of motion in the reference configuration [49].
Figure 2.13: Defined local reference frames on the humanoid robot (Image courtesy of [49]).
Having done this, two joint parameters are defined as follows:
• The joint axis vector a˘κi , a unit vector defining the axis of the joint with respect to
{κi−1}, directed in the sense for a positive joint rotation.
• The relative position vector bκi , describing the origin of {κi} with respect to {κi−1}.
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Figure 2.14: Link relative transformation (Image courtesy of [49]).
See Figure 2.14 [49].
Then, the homogeneous transformation κi−1Tκi can be calculated as
κi−1Tκi =
[
eaˆκiθκi bκi
0 1
]
. (2.9)
Having done this, the attitude of all the links of the robot relative to the base can be
computed by applying (2.8) [49]. Next, let us assume that the position of the link κi relative
to the base can be described by CpOκi , while its orientation by
CRκi , such that
CTκi =
[
CRκi
CpOκi
0 1
]
. (2.10)
Then, if we know
(
WpOC ,
WRC
)
we can build WTC in a similar way and compute the
absolute attitude of every link of the humanoid robot by
WTκi =
WTC
CTκi . (2.11)
2.5 Differential kinematics for humanoid robots
Let us denote some point of interest on any link of the robot as an operational point [57], pOP ,
such that we attach a local reference frame to that point, usually with the same orientation
as the local reference frame of the link where it belongs. This one will be termed as the
operational frame, {P}, and its configuration will be described by (pOP ,RP ), or by an m-
dimensional operational configuration vector xP ∈ Rm, where m ≤ 6. The number m of
independent parameters needed to describe this configuration is determined by the degrees of
freedom of the operational space [57].
Now, let us consider the robot configuration vector qR ∈ Rn+6 defined in Section 2.3 and
describe the mapping between xP ∈ Rm and qR ∈ Rn+6 as [58]
xP = f (qR) . (2.12)
The relation between the differentials of xP and qR is given by the Jacobian matrix
JR,P ∈ Rm×(n+6), such that
δxP = JR,P (qR) δqR. (2.13)
Here, we used the notation JR,P to indicate that this Jacobian relates the configuration of
the humanoid robot qR to the configuration of the operational point xP . Dividing both sides
of (2.13) by the differential time element, we get the following relationship of velocities:
x˙P = JR,P (qR) q˙R. (2.14)
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2.5.1 Derivation of a Jacobian
It is possible to derive a Jacobian for the humanoid robot systematically, by taking advantage
of its tree structure. However, in order to logically do it and comply with similar procedures
for fixed-base robots, let us define two Jacobians, a relative one and an absolute one. The
first one will consider the base of the robot as fixed, such that the degrees of freedom of the
robot be equal to its structural degrees of freedom, n. Then, by considering the base as a
free-flying link, this one can be extended to provide an absolute relationship of velocities; that
is, by considering the motion of the base.
2.5.1.1 Relative Jacobian
For simplicity, let us just consider one of the chains of the humanoid robot composed by n links
and that the desired operational point is located at the n-th link, as depicted in Figure 2.15.
Furthermore, it will be assumed that the forward kinematics have been calculated and that the
attitude of each link and the one for the operational frame are already known [49]. Without
loss of generality let us select, as an example, the operational point to be the origin of the
local reference frame attached to the link n.
Now, let us assume that we keep all the joints fixed except for one, turned by a small
angle δθκj . The amount of change in attitude of the operational frame due to the action of
the joint κj is given by
(
δp
(κj)
Oκn
, δθ
(κj)
κn
)
, respectively, and calculated as [49] δp
(κj)
Oκn
= a˘κj ×
(
pOκn − pOκj
)
δθκj ,
δθ
(κj)
κn = a˘κjδθκj .
(2.15)
Figure 2.15: Derivation of the relative Jacobian (Image courtesy of [49]).
By applying the same procedure on all the links that have influence on the operational
frame and calculating their sum, we obtain the total change that occurs when all the joints
are rotated by a small amount as [49]
δpOκn =
n∑
j=1
δp
(κj)
Oκn
,
δθκn =
n∑
j=1
δθ
(κj)
κn .
(2.16)
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This can be rewritten in matrix form to obtain
[
δpOκn
δθκn
]
= Jθ,κn
 δθκ1...
δθκn
 , (2.17)
where Jθ,κn ∈ R6×n stands for the relative Jacobian that relates the joint variables directly
influencing the operational frame to the configuration of this operational frame, {P} = {κn}
in this case. This Jacobian is given by
Jθ,κn =
[
Jθ,κn,v1 Jθ,κn,v2 · · · Jθ,κn,vn
Jθ,κn,ω1 Jθ,κn,ω2 · · · Jθ,κn,ωn
]
, (2.18)
where Jθ,κn,vj ∈ R3 and Jθ,κn,ωj ∈ R3 stand for the j-th vector element of the linear and
the angular component of the Jacobian, Jθ,κn,v ∈ R3×n and Jθ,κn,ω ∈ R3×n, such that [49]{
Jθ,κn,vj = a˘κj ×
(
pOκn − pOκj
)
,
Jθ,κn,ωj = a˘κj .
(2.19)
Let us point out at δθκn included in (2.17), which is a vector known as the differential
of rotation; that is, a vector in the direction of the axis of rotation but with a differential
magnitude, related to the angular velocity ωκn [47].
If the orientation of the reference frame attached to the operational point is described by
a set of Euler angles, it is possible to find a relationship between this differential of rotation
and the differential of these angles. For example, if this orientation is described using the
Euler ZY X convention with angles (φκn , θκn , ψκn), then
ωκn =
(
R˙κnR
T
κn
)∨
= Ωκn
 φ˙κnθ˙κn
ψ˙κn
 , (2.20)
where the Omega matrix, Ωκn , is given by
Ωκn =
 0 −sφκn cφκn cθκn0 cφκn sφκn cθκn
1 0 −sθκn
 , (2.21)
and in the same way we have
δθκn = Ωκn
 δφκnδθκn
δψκn
 . (2.22)
2.5.1.2 Absolute Jacobian
In order to calculate the Jacobian that relates the configuration of the humanoid robot con-
sidering its free-flying base, qR, to the attitude of the operational frame, let us calculate the
corresponding linear and angular velocities, vOκn and ωκn , as a function of q˙R, such that
vOκn = q˙Rp + ΩRq˙Rr ×
(
pOκn − pOC
)
+ JRθ,κn,vq˙Rθ , (2.23)
ωκn = ΩRq˙Rr + JRθ,κn,ωq˙Rθ , (2.24)
where ΩR is as defined in (2.20) but for the orientation of the waist in terms of the corre-
sponding Euler angles and JRθ,κn,v and JRθ,κn,ω are the linear and angular components of
the relative Jacobian.
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These equations, may be expressed in matrix form as[
vOκn
ωκn
]
=
[
JTRθ,κn,v E3 −
(
pOκn − pOC
)∧
ΩR
JTRθ,κn,ω 03 ΩR
]
q˙R = JR,κn q˙R, (2.25)
such that JR,κn corresponds to the absolute Jacobian.
2.5.2 Inversion of the Jacobian
The Jacobian JR,P ∈ Rm×n represents a method to obtain the linear and angular velocity of
the operational frame given the rate of change of the configuration of the humanoid robot,
but sometimes the inverse problem is required.
This problem is difficult given the existence of the denominated workspace of the humanoid
robot; that is, the set of operational configurations that can be attained by selecting some
configuration for the humanoid robot. That is, if Q is its configuration space and f is the
mapping defined in (2.12), then the workspace is defined as W = {f (qR) |qR ∈ Q} [50].
Then, given any configuration for the humanoid robot, it is possible that not every in-
finitesimal displacement be achieved by the operational point, specially at the boundary of
the workspace; that is, the required motion is not included in the image of the Jacobian,
x˙P /∈ Im (JR,P ). Then, it is possible that some infinitesimal changes in the configuration
of the humanoid robot generate no motion at all on the operational point. Those motions
are said to happen in the null space of the Jacobian, q˙R ∈ ker (JR,P ). Otherwise, there is a
unique set of q˙R that produces the desired x˙P [47].
In general, only when the Jacobian is a square matrix (i.e. m = n) the inverse of the
Jacobian can be obtained if it is not singular ; that is, if its determinant is non-zero and the
matrix is invertible. In any other case, represented by a singular Jacobian or a rectangular one
(m 6= n), there is no exact solution to the inverse problem. However, it is possible to obtain
an approximate solution by means of the generalized Moore-Penrose inverse of the Jacobian,
also known as its pseudoinverse and denoted by J†R,P [59].
2.5.2.1 Pseudoinverse of the Jacobian
Definition 2.1 (Pseudoinverse). The pseudoinverse of J ∈ Rm×n denoted as J† ∈ Rn×m is
defined as a unique matrix such that [60]
JJ†J = J , J†JJ† = J†,
(
JJ†
)T
= JJ†,
(
J†J
)T
= J†J . (2.26)
This matrix is defined ∀J ∈ Rm×n, even if it is not square or is singular. Also, as
J† is unique, if J is invertible then J−1 = J†. Otherwise, J† finds the unique approximate
“solution” such that
∥∥∥Jθ˙ − x˙∥∥∥2 be minimum [59] [60]. In order to calculate this pseudoinverse
let us consider the following proposition:
Proposition 2.1. Let us express J ∈ Rm×n in terms of its singular value descomposition
(svd):
J = USV T , (2.27)
where U ∈ Rm×m and V ∈ Rn×n are orthogonal matrices and S ∈ Rm×n is defined as
S =
[ SD 0
0 0
]
, (2.28)
such that SD = diag{σ1, σ2, . . . , σr} ∈ Rr×r, being σi the ith singular value of J and r the
rank of J . Then, the pseudoinverse of J can be calculated as
J† = V SIUT , (2.29)
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where SI is defined as
SI =
[ SD−1 0
0 0
]
; (2.30)
that is, SD−1 = diag{σ−11 , σ−12 , . . . , σ−1r } [59] [60].
Alternatively if the rank of J is ρr (J) = m or ρr (J) = n, the pseudoinverse can be easily
calculated as [60]
J† = JT
(
JJT
)−1
if ρr (J) = m, (2.31)
J† =
(
JTJ
)−1
JT if ρr (J) = n. (2.32)
Finally, if J†x˙ is the approximate general “solution” obtained by means of the pseudoin-
verse, any other solution can be calculated if a vector ϕ defined over the configuration space
Q is projected over the null space of J and then summed to the general solution [59]. Let us
consider the following proposition:
Proposition 2.2. Let ϕ be a vector defined over the configuration space Q, then the following
expression projects this vector onto the null space of J [59]:(
En − J†J
)
ϕ ∈ ker(J), (2.33)
where En ∈ Rn×n is an identity matrix.
2.6 Inverse kinematics for humanoid robots
Movement tasks for a humanoid robot are generally specified by means of configuration tra-
jectories for some operational points and described in the operational space; that is, where
this task is performed. This one is different from the configuration space Q where commands
are specified. Hence, movement planning requires an appropriate transformation that can be
found by solving the inverse kinematics (IK) problem, which arises from the fact that the
inverse transformation is often complex and ill-posed [58].
Let us remember that the forward kinematics mapping can be expressed as in (2.12).
Then, the IK problem consists on finding the inverse transformation of this mapping; that is,
qR = f
−1 (xP ) . (2.34)
The IK problem cannot be solved by means of a generalized systematic process as it
is highly dependent on the robot’s kinematic structure. Besides that it yields to infinite,
multiple, one or none solutions, depending on if the desired configuration is inside of the
corresponding workspace [56]. Only in simple cases, as in the case when some analyzed
kinematic chain has no more than 6 dof and joint clusters are spherical, the IK problem for
position and orientation can be decoupled, as stated by the so popular method proposed by
Pieper in his PhD thesis [61], such that it can be solved analytically by means of geometrical
methods. This is the case of some of the most popular humanoid robots, i.e. ASIMO or
the HRP series. However, the presence of offsets prevents such decoupling. Therefore, it
is extremely complicated to find analytical solutions for this problem, assuming that they
even exist [62]. One example of such situation is SILO-2 (Locomotion System with 2 limbs,
in Spanish), a biped robot developed at the Center of Automation and Robotics (CAR) in
Madrid, Spain. The hip of the robot contains an offset which prevents the development of
analytical solutions for its IK problem (see Figure 2.16) [63].
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Figure 2.16: SILO-2’s joints placement (Image courtesy of [63]).
Numerical methods have been commonly used to solve the IK problem, by using the
pseudoinverse of the Jacobian (or a modification of it) [58] [64], the Cyclic Coordinate Descent
(CCD) method [65] [66] or a procedure based on iterative triangulation [67] [68]. Some authors
also use neural approaches [69] [70] or computational approaches based on conformal geometric
algebra [71] or symbolic preprocessing [72]. However, these ones cannot be as efficient as the
analytical ones, as they may require several iterations (not known a priori) in order to reach a
particular precision, leading in many cases to computationally expensive solutions, which can
be numerically unstable [59] [73]. Not to mention that a numerical algorithm may converge to
a local minima instead of the desired global one, represented by the desired solution [74]. This
makes it even more difficult to develop real time applications, as these ones require fast and
efficient algorithms for computing the gait patterns required to achieve dynamical stability.
Therefore, finding a solution that takes a minimum number of iterations makes it possible to
develop controllers able to compensate dynamical effects by changing motion patterns in real
time [42]. For this reason, a hybrid approach was proposed in this thesis [42].
2.6.1 Hybrid approach
In order to solve the IK problem it is possible to find first an approximate analytical “solution”
for this problem by neglecting the presence of offsets, as long as they are small compared to
the actual size of the robot, and then to use this “solution” as the initial condition of a
numerical method, such that the number of iterations needed be drastically reduced [42].
This idea is similar to the one proposed in [62]. However, the last one only deals with
the case of a double universal joint placed at the wrist. On the other hand, the following
procedure is not restricted to any particular kinematic configuration, as long as the offset is
small compared to the size of the robot [42].
2.6.1.1 Approximate analytical “solution”
First, let us neglect all the offsets whose magnitudes are small enough compared to the length
of the links. Then, it is possible to assume that we have spherical clusters of joints at the hip
and the ankle. By doing this, a purely analytical solution exists, so that it can be found by
using a geometric method or by using the so-called Paden-Kahan methodology [50] [75] [76].
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2.6.1.2 Numerical refining
The approximate “solution” obtained by assuming a spherical hip generates significant er-
rors that can not be neglected when dealing with gait generation. However, these ones are
small compared to the actual size of the robot. An example of this fact can be depicted in
Figure 2.17, where both the real kinematic structure of one leg of SILO-2 and its supposed
kinematic structure are shown having the same joint values. As can be seen, the assumption
leads to an error 0f 0.028 m, which is small compared to the actual structure of 1 m height,
but large enough to make the robot fall.
Figure 2.17: Real kinematic structure of a leg of SILO-2 (golden) vs. supposed one (brown).
In this way, if such approximate “solution” is used as the initial condition of a numerical
method, the algorithm will likely converge to the desired solution instead of getting trapped
in a local minima. Furthermore, the number of iterations required for a negligible error can be
drastically reduced in most of the cases. These statements rely in the fact that the convergence
of any numerical method almost entirely depends on the selection of the initial values [73].
Numerical algorithms
A numerical algorithm for this problem basically increments (or decrements) the joint config-
uration qRθκ by means of an increment vector ∆qRθκ , in a certain number of iterations; that
is, qnewRθκ
:= qoldRθκ
+ ∆qRθκ in each one. To compute this ∆qRθκ there are many available
methods which primarily use the Jacobian JRθκ ,P , by taking advantage of the fact that [59]
∆xP ≈ JRθκ ,P∆qRθκ , (2.35)
where ∆xP is an increment of the operational configuration.
One way of doing this is by using the Moore-Penrose’s pseudoinverse of the Jacobian
J†Rθκ ,P , such that
∆qRθκ = J
†
Rθκ ,P
eP , (2.36)
where eP is the error vector between the desired attitude and the actual one.
The pseudoinverse provides the “best fit” solution to a system of linear equations that lacks
of unique solution. However, it is prone to be unstable in the neighborhood of singularities, as
the singular values of J†Rθκ ,P are calculated from the inverse of the singular values of JRθκ ,P ,
which are small in the neighborhood of singularities [59].
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The Levenberg-Marquardt’s method (also known as the damped least squares’ method)
improves the behavior of the pseudoinverse near the singularities, resulting in a stable way
for computing ∆qRθκ . This is done by including a damping factor λ, such that [59]
∆qRθκ =
(
JTRθκ ,P
JRθκ ,P + λ
2En
)−1 (
JTRθκ ,P
)
eP =
(
GRθκ ,P
)
eP . (2.37)
The reason for such improvement is because the singular values σGi of GRθ,P can also be
expressed as
σGi =
σJi
σ2Ji + λ
2
, (2.38)
where σJi , i = 1, . . . , ρr
{
JRθκ ,P
}
are the singular values of JRθκ ,P .
So, given that λ is small, if σJi >> λ, then
σJi
σ2Ji
+λ2
≈ 1σJi , such that both methods behave
in a similar way. But, if σJi ≈ λ, then ∀λ > 0,
σJi
σ2Ji
+λ2
→ 0 as σJi → 0, behaving in a stable
manner [59]. This fact gives us the clue to calculate λ as
λ = min {σJi , λmax} . (2.39)
As a final remark, it is worth to mention that the error vector is composed by two com-
ponents: the error in position and the error in orientation; that is, eP =
[
eTPp e
T
Pr
]T
.
Whereas the error in position is straightforward to calculate as the difference between the
desired and the actual position of the operational point, the error in orientation is not. The
latter one can be defined as a vector of rotational increment, ePr = ∆θP . This one is a vector
of finite magnitude that represents an increment in the angle of rotation around the same axis
of rotation as the differential of rotation, defined in Section 2.5.1.1 [47]; that is, δθP = ∆θP ,
where  is an infinitesimal quantity.
2.7 GR-001 Humanoid Robot
GR-001 is a small-sized commercial humanoid robot developed by hpi that was used at early
stages of this thesis. This humanoid, shown in Figure 2.18 is 25.5 cm tall and its structure
consists of 20 small digital servomotors, being 11 of them described as having a high torque of
6.5 kgf·cm (Futaba RS303MR), whereas the remaining have a torque of just 5.0 kgf·cm (Futaba
RS304MD). The former ones are mainly used at the legs (except for the most proximal joint)
and the waist. These servomotors are joined by frames made of polycarbonate resin, resulting
in a light structure of just 0.9 kg of weight. This robot has 20 dof: six at each leg, three
at each arm, one at the waist and one at the neck. These ones are distributed as shown in
Table 2.1, along with the corresponding joint limits.
2.7.1 Forward kinematics
In order to obtain the forward kinematics for the legs of this humanoid robot, we must first
construct its kinematic diagram according to the modern convention explained in Section 2.4.1.
The resulting diagram is shown in Figure 2.19 (the actual length for the dimensions shown in
this diagram are reported in Table 2.2).
Having done this, the joint-link parameters are extracted and reported in Table 2.3 where,
in order to take advantage of the symmetry of the legs, a term ξ was introduced. The value
of this one depends on the side of each kinematic chain that we are considering: ξ = 1 for the
left leg (κ = LL) or ξ = −1 for the right leg (κ = RL).
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(a) Frontal plane (b) Sagittal plane
Figure 2.18: Views of GR-001 robot.
Table 2.1: Joint limits for the GR-001.
kinematic joint joint
motion
limits [deg]
chain name variable min max
Right Leg
Hip
θRL1 internal-external rotation -150 30
θRL2 abduction-adduction -90 90
θRL3 flexion-extension -40 120
Knee θRL4 flexion-extension -130 0
Ankle
θRL5 dorsi-plantar flexion -95 60
θRL6 inversion-eversion -45 90
Left Leg
Hip
θLL1 internal-external rotation -30 150
θLL2 abduction-adduction -90 90
θLL3 flexion-extension -120 40
Knee θLL4 flexion-extension 0 130
Ankle
θLL5 dorsi-plantar flexion -60 95
θLL6 inversion-eversion -90 45
Trunk Belly θT/H1 flexion-extension -95 0
Head Neck θT/H2 right-left rotation -50 50
Right Arm
Shoulder
θRA1 flexion-extension -150 150
θRA2 abduction-adduction -150 40
Elbow θRA3 flexion-extension -130 50
Left Arm
Shoulder
θLA1 flexion-extension -150 150
θLA2 abduction-adduction -40 150
Elbow θLA3 flexion-extension -50 130
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Figure 2.19: Kinematic diagram for the GR-001 humanoid robot.
Table 2.2: Link dimensions for the legs of GR-001.
dimension length [m]
l1 0.022
l2 0.028
lo2 0.003
l3 0.029
lo3 0.005
l4 0.048
l5 0.059
lo6 0.005
27
Table 2.3: Joint-Link parameters for the legs of GR-001.
Joint-Link i a˘κi bκi∑
κ1
[
0 0 1
]T [
0 ξl1 0
]T∑
κ2
[ −1 0 0 ]T [ 0 −ξlo2 −l2 ]T∑
κ3
[
0 ξ 0
]T [
l3 0 −lo3
]T∑
κ4
[
0 ξ 0
]T [
0 0 −l4
]T∑
κ5
[
0 −ξ 0 ]T [ 0 0 −l5 ]T∑
κ6
[
1 0 0
]T [
0 0 lo6
]T
2.7.2 Inverse kinematics
Given that it was required to generate motions for this humanoid robot in order to test the
algorithm developed in this thesis in early stages, an efficient solution for its IK problem had
to be developed, given that previously it was done by using a purely numerical solution. In
order to do that, it is worth to notice the following facts that arise from the kinematic diagram
shown in Figure 2.19:
1. The cluster of joints at the hip is not spherical. There are three orthogonal offsets that
can be identified: Two of them, lo2 and lo3, are small enough compared to the size
of the links of the robot. As a consequence, their impact on the kinematic model is
minimum. The size of the remaining offset, l3, on the other hand, is big enough to have
a considerable effect on this model.
2. The cluster of joints at the ankle is not spherical either. However, the offset (lo6) is also
small and its effect on the kinematic model is also minimum.
The presence of these offsets make the development of a purely analytical IK algorithm
difficult, if not impossible, to find. However, we can consider the hybrid approach described
in Section 2.6.1 [42]. In order to take this approach we must find an approximate analytical
“solution”, close enough to the real one such that the number of iterations required by the
numerical refinement be minimum. This can be done by neglecting almost all the offsets
except for the largest one (l3). This means that we cannot apply the decoupling method
proposed by Pieper as we don’t have a spherical cluster of joints at the hip [56]. However, a
purely geometrical method which takes into account this large offset could be found and is
described in the following.
2.7.2.1 Approximate analytical “solution”
To develop the inverse kinematics model it is necessary to first neglect some little offsets (lo2,
lo3, lo6) while preserving the biggest one (l3). By doing this, the obtained solution is not
accurate but approximated.
Remember that κ can be generically used for denoting the right leg, κ = RL or the left
leg κ = LL. The last link of each leg corresponds to the foot, whose local reference frame is
{κ6} as it is directly driven by the joint κ6. See Figure 2.20.
The IK problem for this robot assumes that the attitude of {κ6} is given and represented by(
pOκ6 ,Rκ6
)
. Also, it is assumed that the attitude of the waist, {C}, is given and represented
by (pOC ,RC). Let us first compute the attitude of the foot with respect to the waist as
CTκ6 =
[
CRκ6
CpOκ6
0 1
]
= T−1C
[
Rκ6 pOκ6
0 1
]
. (2.40)
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Figure 2.20: Local reference frame attached to the foot.
Now, let us turn our attention to joint κ5. This joint rotates {κ6} about C a˘κ5 in such a
way that the axis Xκ6 , represented by the unit vector
Cx˘κ6 , be always contained on plane Π.
This plane is, in turn, always perpendicular to C a˘κ3 and to
C a˘κ4 (see Figure 2.21a).
Also, let us notice that due to the action of joint κ1, the approximated origin
CpOκ2
will not move with respect to the waist (it is located exactly at its axis), such that the
approximation of this point (lo2 ≈ 0) be always given by
CpOκ2 =
[
0 ξl1 −l2
]T
. (2.41)
Now, let us define a vector Cv1 from
CpOκ2 to
CpOκ5 (remember that
CpOκ5 ≈ CpOκ6 );
that is,
Cv1 =
CpOκ5 − pOκ2 . (2.42)
This vector Cv1 will always be contained in plane Π. The cross product of
Cv1 and
Cx˘κ6 is
normal to Π and has the same direction as C a˘κ3 (see Figure 2.21b); that is,
C a˘κ3 =
Cv1 × Cx˘κ6∥∥Cv1 × Cx˘κ6∥∥ . (2.43)
At the same time, C a˘κ3 is a function of angles θκ1 and θκ2 (a˘κ3 it is defined in {κ2}), by
means of [
C a˘κ3
0
]
= CTκ1
κ1Tκ2
[
a˘κ3
0
]
=

−ξsκ1cκ2
ξcκ1cκ2
−ξsκ2
0
 , (2.44)
such that θκ1 and θκ2 can be calculated as
θκ1 = arctan2
(−ξC a˘κ3x , ξC a˘κ3y) , (2.45)
θκ2 = arcsin
(−ξC a˘κ2x) . (2.46)
In order to obtain θκ3 and θκ4 a vector
κ2v2 from
κ2pOκ3 to
κ2pOκ5 needs to be defined
(see Figure 2.21c). Remember that κ2pOκ3 = bκ3 and that
CTκ2 can be calculated. This
vector κ2v2 is calculated as[
κ2v2
0
]
= CT−1κ2
[
κ2pOκ5
1
]
−
[
bκ3
1
]
. (2.47)
Those angles can be calculated after recognizing a similarity to the well-known two degrees-
of-freedom planar robot whose solution is reported in every basic book of robotics [55] [56].
By defining
D =
‖κ2v2‖ − l24 − l25
2l4l5
, (2.48)
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these angles can be calculated as
θκ4 = arctan2
(
ξ
√
1−D2, D
)
, (2.49)
θκ3 = arctan2 (−l5 sin θκ4 , l4 + l5 cos θκ4)− arctan2
(
κ2v2x,
√
κ2v22y +
κ2v22z
)
. (2.50)
(a) Step 1 (b) Step 2 (c) Step 3
Figure 2.21: Steps for the resolution of the approximate IK problem for the GR-001 robot.
The remaining angles θκ5 and θκ6 can be calculated after finding the corresponding homo-
geneous transformation (κ4Tκ6), given that we know the first four angles (in order to compute
CTκ4) and the final desired attitude of the foot (
CTκ6). This required approximated homo-
geneous transformation (lo6 ≈ 0) is given by
κ4Tκ6 =
CT−1κ4
CTκ6
=

cκ5 −ξsκ5sκ6 −ξsκ5cκ6 0
0 cκ6 −sκ6 0
ξsκ5 cκ5sκ6 cκ5cκ6 −l5
0 0 0 1

=

T11 T12 T13 T14
T21 T22 T23 T24
T31 T32 T33 T34
T41 T42 T43 T44
 ,
(2.51)
such that θκ5 and θκ6 can be calculated as
θκ5 = arctan2 (−ξT12, T32) , (2.52)
θκ6 = arcsin (−T23) . (2.53)
30
2.7.2.2 Numerical refining
The approximated result can then be used as the initial condition of the Levenberg-Marquardt’s
numerical method. Let us first define the error vector eκ6 as
eκ6 =
[
∆pOκ6
∆θκ6
]
, (2.54)
where ∆pOκ6 is the difference between the desired and the actual position for the origin of
the reference frame of the foot and ∆θκ6 is defined as
∆θκ6 = Ωκ6
 ∆φκ6∆θκ6
∆ψκ6
 , (2.55)
where (∆φκ6 ,∆θκ6 ,∆ψκ6) is the difference between the desired and the actual orientation of
the reference frame of the foot, expressed by using some convention of Euler angles, as it is
the ZY X convention.
Having done this, we compute the Jacobian JRθκ ,κ6 ∈ R6×6 by using the method described
in Section 2.5.1.1 and considering all the offsets, such that we can calculate the increment in
joint configuration for the leg, qRθκ , as
∆qRθκ =
(
JTRθκ ,κ6
JRθκ ,κ6 + λ
2E6
)−1 (
JTRθκ ,κ6
)
eκ6 , (2.56)
where we chose a value λ = 0.001.
The updated joint configuration is then calculated as
qnewRθκ
:= qoldRθκ
+ ∆qRθκ , (2.57)
and the process is repeated until
∥∥∆qRθκ∥∥ < tolerance. In this way, only 3 or 4 iterations
are needed in order to reach a maximum error of 0.001 deg when the solution is inside the
ideal workspace; that is, without taking into account the joint limits.
2.8 HRP-2 Humanoid Robot
HRP-2 is a Humanoid Robotics Platform, developed in phase two of the Humanoid Robotics
Project, which was run by the Ministry of Economy, Trade and Industry (METI) of Japan
from 1998 to 2002. This project has as its final goal the creation of “useful” robots; that is,
robots that can be used for tasks besides pure entertainment [12].
This robot is 1.54 m tall and weighs 58 kg including batteries (Figure 2.22). It has 30
dof: 6 at each leg, 6 at each arm, 1 at each hand, 2 at the waist and 2 at the neck. These
ones are distributed as shown in Table 2.4, along with the corresponding joint limits. The hip
cluster of joints of HRP-2 has a cantilever type structure, designed in that way to reduce the
possibility of a collision between both medial proximal sides of the thighs, when compared
to other implementations. This design also enables the robot to perform a cross-legged walk,
letting it walk through narrow paths. This robot also considers a longitudinal-axis belly joint,
which extends the workspace of the arms by giving redundancy to their motion. This joint is
particularly important when compensating the yaw moment, as required for fast walks [12].
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Figure 2.22: HRP-2 (Image courtesy of [49]).
Table 2.4: Joint limits for the HRP-2 [12].
kinematic joint joint
motion
limits [deg]
chain name variable min max
Right Leg
Hip
θRL1 internal-external rotation -45 30
θRL2 abduction-adduction -35 20
θRL3 flexion-extension -125 42
Knee θRL4 flexion-extension -2 150
Ankle
θRL5 dorsi-plantar flexion -75 42
θRL6 inversion-eversion -20 35
Left Leg
Hip
θLL1 internal-external rotation -30 45
θLL2 abduction-adduction -20 35
θLL3 flexion-extension -125 42
Knee θLL4 flexion-extension -2 150
Ankle
θLL5 dorsi-plantar flexion -75 42
θLL6 inversion-eversion -35 20
Trunk Belly
θT/H1 right-left rotation -45 45
θT/H2 flexion-extension -5 60
Head Neck
θT/H3 right-left rotation -45 45
θT/H4 flexion-extension -30 45
Right Arm
Shoulder
θRA1 flexion-extension -180 60
θRA2 abduction-adduction -95 10
θRA3 internal-external rotation -92 92
Elbow θRA4 flexion-extension -137 2
Wrist
θRA5 internal-external rotation -92 92
θRA6 flexion-extension -92 92
Right Hand Gripper θRA7 open-close -60 16
Left Arm
Shoulder
θLA1 flexion-extension -180 60
θLA2 abduction-adduction -10 95
θLA3 internal-external rotation -92 92
Elbow θLA4 flexion-extension -137 2
Wrist
θLA5 internal-external rotation -92 92
θLA6 flexion-extension -92 92
Left Hand Gripper θLA7 open-close -60 16
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Chapter 3
Dynamics for humanoid robots
By means of a dynamical analysis it is possible to generate a desired space-time evolution of the
configuration of the humanoid robot subject to all the forces acting on it. To do that, we use a
formulation for the dynamics of the system based on its linear and angular momenta adapted
to the study of humanoid robots. By means of this formulation it is possible to calculate
the very well-known figure of merit known as Zero Moment Point (ZMP) for evaluating the
stability of the robot.
Assuming the kinematic model of a humanoid robot presented in Section 2.3, this robot
can be regarded as a free-flying-base mechanism made up of rigid objects comprising its links.
Then, its dynamical parameters like its momenta and mass distribution will depend on its
configuration, which basically determines the disposition of every link in space.
3.1 Dynamical parameters
Let us augment the notation introduced in Section 2.3 in order to include the dynamical
parameters of each link. Every kinematic chain of the humanoid robot κ is composed by
joint-link entities
∑
κi
, i = 1, . . . , nκ. Each joint-link entity has two associated local reference
frames. The first one, {κi}, is located somewhere on the corresponding joint axis a˘κi and
its origin with respect to the world reference frame is denoted as pOκi . Its orientation is
described by Rκi . The second one, {κcm,i}, has the same orientation as {κi}, but is located
on the center of mass of the link, pcmκi . The mass of each link is denoted as mκi . The tensor
of inertia of each link is denoted as κcm,iIκi , indicating the link (right subscript) and the local
reference frame relative to which it is described (left superscript).
Besides that, let us consider that each joint drives not only the associated link, but also
the remaining distal portion of the kinematic chain. At any given time t this portion of the
kinematic chain has an instantaneous mass distribution. Let us denote the total mass of the
links driven by joint κi as m˜κi , the instantaneous center of mass of all these links as p˜cmκi and
the instantaneous tensor of inertia of all of them as κcm,i I˜κi . As indicated by the notation,
this tensor of inertia is described relative to a reference frame with the same orientation as
{κi} but with origin at the instantaneous center of mass [51]. See Figure 3.1.
These instantaneous mass distribution parameters can be calculated recursively by using
the tree structure of the humanoid robot, so that for each joint κi,
m˜κi = mκi + m˜κi+1 , (3.1)
p˜cmκi =
mκipcmκi + m˜κi+1 p˜cmκi+1
mκi + m˜κi+1
, (3.2)
Wcmκi I˜κi = Rκi
κcm,iIκiR
T
κi
+mκiG(p˜cmκi−pcmκi )
+
Wcmκi+1 I˜κi+1 , (3.3)
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Figure 3.1: Link configuration of the robot [51].
where G(p˜cmκi−pcmκi )
is a tensor of gyration (see Appendix A.2, specifically Definition A.1),
calculated as
Gp = pˆpˆ
T . (3.4)
The expression (3.3) first transforms the orientation of the tensor of inertia of the link κi to
match the one of the world reference frame by doing Rκi
κcm,iIκiR
T
κi
. Once this is done, by
using the parallel axis theorem (and the tensor of gyration) the calculation of this tensor of
inertia with respect to the instantaneous center of mass of the driven chain is calculated [51].
Then, it can be summed to the one of the driven chain, calculated in the previous iteration,
as both are now described with respect to the same reference frame. Additional details of
these transformations can be found in Appendix A.2.1.
To comply with this notation, the total mass of the robot is denoted as m˜R, its instanta-
neous center of mass as p˜cmR and its instantaneous tensor of inertia as
WcmR I˜R. These ones
are calculated in a similar way by taking into account all the kinematic chains of the robot.
3.2 Linear and angular momenta
Having obtained the dynamical parameters of the humanoid robot, its total linear and angular
momenta with respect to some reference point pp can be calculated. These ones are denoted
as PR and LR,p. This calculation can be done by first computing the momenta of the
humanoid robot considered as a rigid structure and then adding the momenta contributed by
the rotation of each joint of the robot κi, i = 1, . . . , nκ,∀κ, denoted as P(κi)R and L(κi)R,p [51].
Then, considering as a base point for the robot the origin of the local reference frame of
the waist, pOC , and that this link moves in space with instantaneous linear and angular
velocities vOC and ωC , the linear and angular momenta for the robot with respect to pp can
be calculated as [51]
PR = m˜R
(
vOC + ωC × r˜cmR/OC
)
+
∑
κ∈K
nκ∑
i=1
P(κi)R , (3.5)
LR,p = r˜cm/p ×PR + WcmR I˜RωC +
∑
κ∈K
nκ∑
i=1
L(κi)R,p , (3.6)
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where r˜cmR/OC = p˜cmR − pOC . Then, the linear and angular momenta contributed by the
rotation of each joint with speed θ˙κi can be calculated as [51]
P(κi)R = m˜κia˘κi θ˙κi ×
(
p˜cmκi − pOκi
)
=
(
m˜κia˘κi ×
(
p˜cmκi − pOκi
))
θ˙κi
= dκi θ˙κi , (3.7)
L(κi)R,p =
(
p˜cmκi − pp
)
×P(κi)R + Wcmκi I˜κia˘κi θ˙κi
=
((
p˜cmκi − pp
)
× dκi + Wcmκi I˜κia˘κi
)
θ˙κi
= hκi,pθ˙κi . (3.8)
By considering that q˙Rθκ =
[
θ˙κ1 · · · θ˙κnκ
]T
, we can arrange (3.7) and (3.8) for each
kinematic chain in matrix form as
nκ∑
i=1
P(κi)R =
[
dκi · · · dκnκ
]T
q˙Rθκ
= Dκq˙Rθκ , (3.9)
nκ∑
i=1
L(κi)R,p =
[
hκi,p · · · hκnκ ,p
]T
q˙Rθκ
= Hκ,pq˙Rθκ , (3.10)
and for the entire robot comprising all these kinematic chains as
∑
κ∈K
nκ∑
i=1
P(κi)R =
[
DRL DLL DT/H DRA DLA
]T
q˙Rθ
= DRq˙Rθ , (3.11)∑
κ∈K
nκ∑
i=1
L(κi)R,p =
[
HRL,p HLL,p HT/H,p HRA,p HLA,p
]T
q˙Rθ
= HR,pq˙Rθ , (3.12)
so that (3.5) and (3.6) can be expressed as
PR = m˜R
(
vOC + ωC × r˜cmR/OC
)
+DRq˙Rθ , (3.13)
LR,p = r˜cm/p ×PR + WcmR I˜RωC +HR,pq˙Rθ . (3.14)
These expressions are known as the resolved momenta for a humanoid robot, and the matrices
DR and HR,p, as its contributional inertia matrices [51]. The former ones are useful for
analyzing the stability of the robot, as it will be seen in the following section.
3.3 Stability analysis
In order to analyze the stability of a humanoid robot, the concept of Zero Moment Point
(ZMP) is normally used. This was defined by Vukobratovic´ and Stepanenko in 1972 [49].
The ZMP, pzm, is defined to be a point on the ground at which the tangential component
of the moment generated by the ground reaction force becomes zero [77], and it must be
contained inside of the polygon of support (see Figure 3.2). However, at this point the vertical
component of the moment, the yaw moment, is not canceled [53].
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Figure 3.2: Definition of the ZMP [53].
Let us denote by τzm the net moment of the ground reaction force fzm about the ZMP,
pzm (see Figure 3.3). Then, the net moment about the origin of the world coordinate frame,
τOW , can be calculated as
τOW = pzm × fzm + τzm. (3.15)
Figure 3.3: Variables used to describe the ZMP.
In order to calculate pzm we need to express the dynamical equations of the robot, by
considering the reaction force with the ground. Let the motion of the humanoid robot be
characterized by its instantaneous center of mass, and its linear and angular momenta with
respect to the origin of the world reference frame, PR and LR,OW , respectively. Then, the
dynamical equations are given by
P˙R = m˜Rg + fzm, (3.16)
L˙R,OW = p˜cmR × m˜Rg + τOW , (3.17)
where g =
[
0 0 −g ]T is the gravity vector and g, the acceleration due to gravity, whereas
m˜R stands for the total mass of the robot and p˜cmR , for the instantaneous position of its
center of mass.
By substituting (3.15) and (3.16) into (3.17) and solving with respect to τzm, we get
τzm = L˙R,OW − p˜cmR × m˜Rg − pzm ×
(
P˙R − m˜Rg
)
. (3.18)
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This equation can be expressed by components as
τzmx = L˙Rx,OW + p˜cmRym˜Rg + pzmz P˙Ry − pzmy
(
P˙Rz + m˜Rg
)
, (3.19)
τzmy = L˙Ry ,OW − p˜cmRxm˜Rg − pzmz P˙Rx + pzmx
(
P˙Rz + m˜Rg
)
, (3.20)
τzmz = L˙Rz ,OW − pzmxP˙Ry + pzmy P˙Rx . (3.21)
By assuming pzmz = 0 (on the ground), the ZMP is calculated as the point where τzmx =
τzmy = 0, such that [49]
pzmx =
p˜cmRxm˜Rg − L˙Ry ,OW
m˜Rg + P˙z
, pzmy =
p˜cmRym˜Rg + L˙Rx,OW
m˜Rg + P˙z
. (3.22)
On the other hand, the Z component given by (3.21) is not cancelled, and will correspond
to the yaw moment about the ZMP induced by the motion of the robot.
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Chapter 4
Impulsive pedipulation
Let us think on an impulsive pedipulation task that a humanoid robot has to perform. The
robot needs to drive an arbitrary object placed at ground level to a certain goal position in
three-dimensional space, by means of exerting a proper impact on the object. Additionally,
it is required for the object to achieve certain motion characteristics, as for example, to
achieve certain linear and angular velocity at the goal position, as long as they are physically
realizable. The required impact should be exerted by the foot of a humanoid robot, whose
motion needs to be properly planned to perform the desired task while ensuring the stability
of the robot by means of a whole-body motion [37].
In order to solve this problem we propose to follow the process represented by the flowchart
shown in Figure 4.1 and explained as follows:
1. Given a 3D goal position for the object, as well as some desired motion characteristics
regarding its linear and angular velocity, it is first necessary to calculate the required
initial linear and angular velocity of the object at its home position; that is, to solve its
inverse motion model while considering the constraints imposed by the environment.
2. Assuming that the object is originally steady, it is necessary to calculate the impulse
required to produce the change in momentum leading to the desired motion, as well as
where to apply it; that is, some impact coordinates defined on the object. Both, the
impulse vector and its point of application are the required impact conditions.
3. By taking into account both, the impulsive model of the object and the impulsive model
of the robot, the required approaching velocity of some selected operational point on the
swing foot is then calculated.
4. By knowing the contact point where the impulse should be applied and, proposing
feasible attitudes for the support foot and the waist, the configuration of the humanoid
robot at the instant of incidence can be calculated.
5. By proposing proper detaching and landing footprints, a trajectory for the swing foot
can be generated, as well as some desired ZMP trajectory that assures the dynamic
stability of the humanoid robot.
6. Having done this, the proposed generated motion has to be stabilized, by means of a
proper stable trajectory of the waist, capable of realizing the desired ZMP trajectory.
7. Finally, in order to provide accuracy to the motion, it is required to make sure that the
support foot remain steady, without unexpectedly rotating with respect to the ground.
This is done by means of a proper yaw moment compensation by using the upper-body
motion.
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Figure 4.1: Steps needed to solve the impulsive pedipulation problem.
The rest of this chapter tackles the first five points mentioned above, whereas the stabi-
lization and yaw moment compensation are the matter of study of the following one. It is
advisable to take a look at Appendix B. This one explains in detail concepts related with
impact theory of rigid objects, which are used in this chapter.
4.1 Inverse model for the required motion
Let us consider a world reference frame {W} whose Z axis points upwards, as well as a local
reference frame {B} attached to the center of mass of an object B; that is, pOB = pcmB (see
Figure 4.2). This object, considered as originally steady, needs to be driven to a desired 3D
goal position by means of impulsive pedipulation.
Figure 4.2: Local reference frame {B} attached to the center of mass of object B and described
in the world reference frame {W}.
Also, let us assume that besides the initial condition of forces leading to its equilibrium,
after the initial linear and angular conditions of motion are given, the only forces acting on
the object are its weight and any interaction with the air; that is, we exclude any collision
against the ground or any other object. Under these conditions the center of mass of the
object will follow a projectile motion trajectory.
40
4.1.1 Projectile motion in a resistant medium
Without the interaction with the air, this trajectory is parabolic. However, in the general
case the air, as a fluid, exerts a reactive force impeding the flow of the object (the projectile)
in the air and slowing it down. This impeding reactive force is known as the drag force. Drag
is made up of friction forces, which act parallel to the projectile’s surface, and normal forces,
which act in a direction perpendicular to its surface. Both of them, fD, are proportional to
the square of the magnitude of the projectile’s velocity (vcmB ), the density of the air (ρd) and
the frontal or cross-sectional area of the projectile exposed to the flow (A); that is,
fD = CDρdAvcmB , (4.1)
where CD is known as the coefficient of drag. There are several types of drag force. Surface
drag arises from the fact that the molecules of the air that are actually in contact with the
surface of the projectile, to some extent, get dragged along with it and pick energy from
it. Form drag arises because of the shape of the projectile. Projectiles with a larger cross-
section area in the direction of the trajectory path will have a higher drag than thinner ones.
Additionally, at the back of the projectiles, vortices containing low-pressure areas also slow
their progress. This is known as interference drag. Wave drag is caused by shock waves
building up around the projectile. In air, there is a limit on how fast the molecules can move
to accommodate the traveling projectile. When that limit is reached, stability can only be
maintained by the generation of longitudinal waves in the air at the front of the projectile,
slowing it down [78].
In addition to these complexities, the rotation of the projectile is another source for its
flight deviation. Take a spherical projectile as an example. When the projectile spins, the
layer of air closest to its surface will be dragged with it. Depending on the direction of its
motion, a thin air layer will act in contra-flow on one side of the projectile, slowing down
as a consequence, while at the other side this air layer will be swept along in the airflow
incrementing its velocity. According to Bernoulli’s principle, the pressure is greater where the
velocity is less. Then, these areas of slow air layer which are not located at the rear of the
projectile, create a net force in a different direction from its motion. As a consequence, the
projectile may deviate to any direction depending on the spin. This is known as the Magnus
effect [78].
4.1.2 Projectile motion in a non-resistant medium
It is clear from the preceding discussion that the magnitude of fluid drag is a complex affair,
which behaves in a non-linear fashion, dependent on such variables as the projectile shape, the
velocity and the surface roughness [78]. However, over short distances and weak interaction
with the air due to low velocities, it is possible to neglect those effects and idealize the
projectile motion trajectory as a parabolic trajectory.
Under these assumptions the magnitude of the angular velocity of the projectile during
the trajectory cannot change. Then, the magnitude of its initial angular velocity, ωB,0, should
be equal to the final one, ωB,f ; that is,
ωB,0 = ωB,f . (4.2)
Now, given a 3D goal position for the projectile, pG, we can use the standard projectile
motion equations under the sole influence of gravity, that describe the trajectory of its center
of mass, pOB (t), to find a suitable initial velocity vector, vOB,0. This trajectory is given by
pOB (t) = pOB (ti) + vOB,0t+
1
2
gt2, (4.3)
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where ti is the instant of incidence, g =
[
0 0 −g ]T is the gravity vector and g is the
acceleration due to gravity, whereas the initial linear velocity vector, vOB,0 , may be described
by its magnitude, vOB ,0, and two angles representing its direction (φm, θm,0) (Figure 4.3): φm,
the azimuthal angle between the ground projection of the trajectory and the X axis of {W},
and θm,0, the angle of launch. In such a way that,
vOB,0 =
 vOB ,0 cosφm cos θm,0vOB ,0 sinφm cos θm,0
vOB ,0 sin θm,0
 ; (4.4)
then, considering that T is the time needed to attain the goal, we can get pG = pOB (T ).
Now, let us define rG/OB0 = pG − pOB,0, such that
rG/OB0 =
 rG/OB0xrG/OB0y
rG/OB0z
 =
 vOB ,0T cosφm cos θm,0vOB ,0T sinφm cos θm,0
vOB ,0T sin θm,0 − 12gT 2
 . (4.5)
The angle φm represents the orientation of the plane of motion (where the projectile motion
actually occurs) with respect to the XZ plane of {W}, remaining constant during the whole
trajectory. Then, it can be directly calculated from the goal position as
φm = arctan2
(
rG/OB0y , rG/OB0x
)
. (4.6)
Figure 4.3: Projectile motion.
However, the other three variables (T , vOB ,0, θm,0) cannot be directly calculated because the
three equations are not independent. There is an infinite set of possible trajectories capable
of accomplishing the required goal, unless we specify another constraint for the problem. Let
us consider three useful constraints that can be chosen for this problem:
1. An optimum angle of launch such that the initial linear velocity’s magnitude be mini-
mum.
2. A specified angle of launch.
3. A desired reaching angle at the goal position.
These alternatives are explained in the following.
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4.1.2.1 Considering an optimum angle of launch
Here, the purpose is to find an angle of launch θm,0 for which vOB ,0 is minimum. This problem
statement is analogous to finding the optimum θm,0 that maximize the travel distance of the
object assuming a given fixed vOB ,0. Then, once the solution of this problem has been found,
we can use the resulting expression and solve it for vOB ,0, assuming that the travel distance
is the fixed variable.
Let us consider an imaginary inclined plane which extends from the initial position of the
object to the desired goal as it is depicted in Figure 4.4 [78], which shows the plane of motion
for the object.
Figure 4.4: Coordinates for projection up an inclined plane (Image courtesy of [78]).
The inclined plane has an angle ψm with respect to the horizontal given by
ψm = arctan2
(
rG/OB0z ,
√
r2G/OB0x + r
2
G/OB0y
)
. (4.7)
Let us consider now s as the distance that the projectile should need to fly up the slope shown
in Figure 4.4. Knowing that the following trigonometric relationships hold
s =
√
r2G/OB0x + r
2
G/OB0y
cosψm
=
rG/OB0z
sinψm
, (4.8)
and using the relations given in (4.5) we get
s =
vOB ,0T cos θm,0
cosψm
=
vOB ,0T sin θm,0 − 12gT 2
sinψm
, (4.9)
from which the required time T is calculated as
T =
2 (vOB ,0) sin (θm,0 − ψm)
g cosψm
. (4.10)
Then, by substituting T into the left-hand expression of (4.9), we get
s =
2v2OB ,0 sin (θm,0 − ψm) cos θm,0
g cos2 ψm
=
v2OB ,0 (sin (2θm,0 − ψm)− sinψm)
g cos2 ψm
,
(4.11)
whose maximum value occurs when
θm,0 = pi/4 + ψm/2. (4.12)
By making the maximum value of s equal to the magnitude of the goal position vector,∥∥rG/OB0∥∥, we can calculate the required value of vOB ,0 as [78]
vOB ,0 =
√
g (1 + sinψm)
√
r2G/OB0x + r
2
G/OB0y
+ r2G/OB0z . (4.13)
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4.1.2.2 Considering a specified angle of launch
On the other hand, if we wish to specify a desired angle of launch θm,0 we can focus in (4.5).
From the expression for rG/OB0x we can solve for the required time to accomplish the goal, T ,
as
T =
rG/OB0x
vOB ,0 cosφm cos θm,0
, (4.14)
which can be substituted into the expression for rG/OB0z to get
rG/OB0z =
rG/OB0x
cosφm
tan θm,0 − 1
2
g
(
r2G/OB0x
cos2 φm
)(
1 + tan2 θm,0
v2OB ,0
)
, (4.15)
from which we can calculate
vOB ,0 =
√√√√g r2G/OB0x
2
tan2 θm,0 + 1(
rG/OB0x
)
cosφm tan θm,0 −
(
rG/OB0z
)
cos2 φm
. (4.16)
4.1.2.3 Considering a desired reaching angle
Lastly, we can select the reaching angle θm,f (Figure 4.3) as a constraint. This one is defined
as the direction of the motion of the projectile at the goal position, and within the plane
of motion; that is, the angle between the velocity vector at that point, vOB,f , and the XY
plane of {W}. The velocity of the projectile at the goal position is obtained by vOB,f =
d
dtpOB (T ) =
[
vOBx,f vOBy ,f vOBz ,f
]T
, such that
tan θm,f =
vOBz ,f√
v2OBx,f + v
2
OBy ,f
=
vOB ,0 sin θm,0 − gT
vOB ,0 cos θm,0
. (4.17)
The required time for accomplishing the goal is once again given by (4.14). If we substitute
this time T into (4.17) we can get the expression for vOB ,0, as
vOB ,0 =
√
rG/OB0x
cosφm
g (1 + tan2 θm,0)
tan θm,0 − tan θm,f . (4.18)
Then, by considering the expression given in (4.15) and substituting this value, vOB ,0, it is
possible to compute the required angle of launch, θm,0, as
θm,0 = arctan
(
2rG/OB0z
cosφm
rG/OB0x
− tan θm,f
)
. (4.19)
4.2 Inverse model for the impact problem
By solving the inverse model for the required motion, we know the initial linear and angular
velocities, vB,0 and ωB,0, respectively, that an originally steady object must achieve by means
of a proper impact, characterized by means of some required impact conditions. These impact
conditions are the impulse f˜cB ∈ R3 and the contact point pc on which the impulse needs to
be acting (see Appendix B.2). This contact point is, for a very brief period of time, coincident
with a point BpcB belonging to the body B and described relative to its local reference frame.
As well, the contact point is also coincident with an operational point κipcR belonging to some
link κi of a humanoid robot chosen as an end effector. See Figure 4.5.
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Figure 4.5: Contact point as seen relative to {W}, {B} and {κi}.
In this way, the impulse f˜cB , which acts on pcB , produces the change in momentum
required to achieve the desired motion. On the other hand, the selection of a proper contact
point on the object is critical for the right exertion of this desired impulse. Finding these
impact conditions requires a proper impulsive model of both, the object and the humanoid
robot, by projecting their corresponding dynamics into the operational space at the contact
point of the impact [57].
Then, once the required impact conditions are obtained, we are able to calculate the
required approaching velocity of the chosen operational point on the robot, vcR , that will
exert the necessary impulse to start the desired motion of the object.
4.2.1 Impulsive model of the pedipulated object
The dynamical equation of the object can be expressed as
MBq¨B + CB + GB = JTB,c,vfcB , (4.20)
where qB stands for the generalized coordinates of the object describing its attitude, MB ∈
R6×6 corresponds to the mass matrix, CB ∈ R6 to a vector of centrifugal and Coriolis terms,
GB ∈ R6 to a vector of gravitational terms, JB,c,v ∈ R3×6 to the linear component of the
Jacobian that relates the velocity of pcB , denoted as vcB , with q˙B, and fcB to the impulsive
force acting at pcB .
This dynamical model is valid only during the short time that the collision lasts; that is,
from ti (the instant of incidence) to the instant of separation tt = ti + ∆t. Let us integrate
(4.20) in this period of time and assume that ∆t is too small that it is possible to idealize it
as ∆t → 0 (see Appendix B.1.2). Under this assumption, the attitude of the object remains
unchanged during the period of contact. Also, all the velocities, the gravitational effect and
the non-impulsive forces are assumed to be finite, such that the integral terms
∫ ti+∆t
ti
CBdτ
and
∫ ti+∆t
ti
GBdτ become zero as ∆t→ 0 [79] [80]. On the other hand,
∫ ti+∆t
ti
fcBdτ produces
a finite impulse, denoted by f˜cB , such that
MB∆q˙B = J
T
B,c,vf˜cB , (4.21)
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where ∆q˙B = q˙B
(
t+i
) − q˙B (t−i ) (as ∆t → 0, t−i and t+i will be used to refer to the instant
just before and after the incidence, respectively). The expression (4.21) corresponds to the
principle of generalized impulse and momenta for the object. By means of this expression,
the dynamics of a whole system can be “projected” into the operational space of the task [57],
being it a single rigid object or a system of rigid bodies connected by bilateral constraints
(see Appendix B.3). In this way, the impulsive model of the pedipulated object can be
systematically obtained once the contact point has been chosen and a proper orientation for
the impact reference frame has been decided.
4.2.1.1 Selection of the contact point and the orientation of the impact frame
The impact reference frame {Υ} is determined by the definition of the tangential, nor-
mal and binormal directions, relative to the world reference frame; that is,
{
t˘, n˘, b˘
}
(see
Appendix B.2.1). The origin of this impact frame is coincident with the contact point,
pOΥ = pcB .
The selection of a contact point and an orientation of the impact frame entangles several
intricate difficulties which are necessary to consider:
1. If the tensor of inertia of the object, oriented with respect to the impact reference frame,
has a non-symmetric mass distribution with respect to the plane of approaching motion
Πnt (defined by vectors t˘ and n˘); then, unavoidably an impulse will be exerted also in
the direction of b˘, even when the approaching velocity of the operational point of the
robot is fully contained in Πnt (see Appendix (B.2.2)). This leads to a very complex
motion that is out of the scope of this thesis. Then, it is necessary, first of all, to align
the plane Πnt, with a plane of the object for which the mass distribution is symmetric.
2. The contact point must not be located on a vertex of the object. Otherwise, the common
tangent plane formed would be unpredictable, as it would depend on the “curvature”
of the vertex at a microscopical scale.
3. Once the contact point is selected over a smooth surface of the object, the normal
vector n˘ will be automatically determined normal to that surface, and t˘ will depend
on the approaching velocity. The impulse exerted in the direction of the latter one
relies on the friction and the contact mode of the impact. As it will be seen later
in Section 4.2.3, the contact mode is decided by the angle between the approaching
velocity of the operational point and the normal vector, as well as the coefficient of
friction, defining a friction cone. If this coefficient is large enough, the friction cone
will be wide enough to accept larger angles for the approaching velocity in sticking
mode. Otherwise, the impact enters into sliding mode (or reversed sliding mode) and
its tangential component will be delimited by a maximum value that can be exerted (see
Appendix B.2.7). The resultant of the normal and tangential impulses should coincide
with the required impulse. Then, selecting one contact point or another determines if
the required impulse is feasible or not. One strategy that can be adopted to search
for an appropriate contact point is to search for surfaces whose normal is as closest as
possible to the direction of the required impulse. In that way, the tangential component
required would be minimum and easily achievable.
4. Finally, it is necessary to define t˘ from the infinite set of unit vectors orthogonal to n˘.
From that set, only two opposite unit vectors can define a plane Πnt together with n˘
containing the required impulse vector.
In this way, we end up with a definition for the impact frame as shown in Figure 4.6.
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Figure 4.6: Position and orientation of the impact frame.
4.2.1.2 Construction of the impulsive model
The attitude of object B, (pOB ,RB), can be fully described by using 6 generalized coordinates,
corresponding to each component of pOB and a set of three Euler angles, (φB, θB, ψB), which
can be defined by using any convention (let us assume that we have used the Euler ZYX one),
such that
qB =
[
qTBp q
T
Br
]T
=
[
pOBx pOBy pOBz φB θB ψB
]T
. (4.22)
Having done that, let us consider (4.21). In order to calculate the Jacobian JB,c,v, it is
first necessary to establish the relationship between the velocity at the contact point with the
rate of change of its generalized coordinates. This is done by,
vcB = vOB + ωB × rcB/OB
=
[
E3 −rˆcB/OBΩB
] [ q˙Bp
q˙Br
]
= JB,c,vq˙B,
(4.23)
where ΩB is calculated as in (2.20) and rcB/OB = pcB − pOB is depicted in Figure 4.6.
Now, with respect to the mass matrix, one way to easily calculate it for an arbitrary rigid
body is by first computing its kinetic energy TB as a function of its generalized coordinates.
This one is given by
TB = 1
2
q˙TBMBq˙B. (4.24)
where MB is the mass matrix, which we wish to calculate. Let us denote the mass of the
object as mB and its tensor of inertia with respect to the local reference frame {B} (located
at its center of gravity) as BIB; then, its kinetic energy, TB, is given by
TB = 1
2
mBv
T
OB
vOB +
1
2
ωTB
BIBωB
=
1
2
mB q˙
T
Bp
q˙Bp +
1
2
q˙TBrΩ
T
BRB
BIBR
T
BΩBq˙Br
=
1
2
q˙TB
[
E3 0
0 ΩB
]T [
mBE3 0
0 RB
BIBR
T
B
] [
E3 0
0 ΩB
]
q˙B
=
1
2
q˙TBMBq˙B.
(4.25)
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Now, once these matrices are obtained it is possible to calculate the required impulse
f˜cB from (4.21), by noticing that as the object is originally steady, ∆q˙B = q˙B,0, which is a
function of the rate of change of its generalized coordinates, such that
vOB,0 = q˙Bp,0, (4.26)
ωOB,0 = ΩBq˙Br,0. (4.27)
Alternatively, the expression (4.21) can also be written as
∆q˙B = M
−1
B J
T
B,c,vf˜cB . (4.28)
4.2.2 Impulsive model of the humanoid robot
Let us describe the configuration of a humanoid robot of n structural degrees of freedom by
qR ∈ Rn+6, in the same way as it was done in (2.6). Then, in the same way as for the
object we can attempt to write down the corresponding principle of generalized impulse and
momenta (4.21) for the robot, as
MR∆q˙R = −JTR,c,vf˜cB , (4.29)
whereMR ∈ R(n+6)×(n+6) corresponds to the mass matrix of the robot and JB,c,v ∈ R3×(n+6),
to the linear component for the Jacobian that relates the linear velocity of the chosen oper-
ational point, vcR , with the rate of change of the generalized coordinates of the robot. The
impulse −f˜cB , in this case, has the same magnitude as the one exerted on the object, but
opposite direction.
The impulsive model for the humanoid robot expressed in (4.29) assumes that the robot is
composed by an assembly of rigid bodies connected by bilateral constraints, floating in the air.
Given that the configuration vector of this robot also comprises the position and orientation
of its waist, an impact exerted on one of its links (under the assumptions made by this model)
would cause a change not only on all the joint velocities (as if it were not actuated), but also
in the attitude of the waist. However, a humanoid robot for which its servos are exerting some
torque in order to propel its motion, doesn’t seem to behave in the same way as the model
assumes. If the humanoid robot suffers from an impact with an object that is considerably
less massive, the generalized forces corresponding to the impact will be negligible compared to
the actual torques. Then, joint torques cannot be assumed to be non-impulsive. Additionally,
the humanoid robot is not flying. Its support foot is touching the ground and “connected” to
it by means of a single unilateral constraint. As a consequence, when an impulse is exerted
on the robot, the robot-ground system presents a situation of multiple collisions. In this
scenario, the humanoid robot receives an impulse from the object, which propagates through
its kinematic structure until reaching the support foot. Then, an impulse coming from the
support foot is exerted onto ground, which can be assumed to be a rigid object of infinite
mass. In this way, the humanoid robot suffers from two impacts, which can be assumed to be
simultaneous. In order to include these two effects in the impulsive model of the humanoid
robot, let us consider its complete dynamical model first, which can be expressed as
MRq¨R + CR + GR =
[
τR
0
]
+ JTR,s
[
fsR
τsR
]
− JTR,c,vfcB . (4.30)
where CR ∈ Rn+6 is a vector of centrifugal and Coriolis terms and GR ∈ Rn+6 is a vector
of gravitational terms. Also, τR ∈ Rn comprises the joint torques, whereas fsR and τsR
represent the force-moment exerted by the ground to the sole of the support foot and −fcB ,
the reaction exerted by the object on the operational point of the robot, pcR .
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The Jacobian that relates the linear velocity of the operational point with the rate of
change of the generalized coordinates of the robot, q˙R, is denoted as JR,c,v ∈ R3×(n+6),
whereas the Jacobian that relates the linear and angular velocity of the sole of the support
foot to this generalized coordinates is denoted as JR,s =
[
JTR,s,v J
T
R,s,ω
]T ∈ R6×(n+6).
Let us assume that the generalized impulsive force is small compared to the joint torques
required to produce the motion of the robot (a realistic assumption). Then, we can imagine
the robot at the moment of the impact as just one rigid object (not an assembly of links) and
propose an alternative dynamic model by considering the generalized coordinates q¯R ∈ R6,
such that q¯R =
[
qTRp q
T
Rr
]T
. In this way,
M¯R ¨¯qR + C¯R + G¯R = J¯TR,s
[
fsR
τsR
]
− J¯TR,c,vfcB . (4.31)
where M¯R ∈ R6×6, C¯R ∈ R6, G¯R ∈ R6, J¯R,s ∈ R6×6 and J¯R,c,v ∈ R3×6. The “bar” over
each variable indicates that it corresponds to the alternative dynamic model. By integrating
Eq. (4.31) from ti to ti + ∆t such that ∆t→ 0 and considering similar assumptions as for the
case of the object we get
M¯R∆ ˙¯qR = J¯
T
R,s
[
f˜sR
τ˜sR
]
− J¯TR,c,vf˜cB , (4.32)
where we considered that the ground reaction was also impulsive, as previously discussed.
The impulsive force exerted by the object on the robot will be directed against the floor or
parallel to it and compensated by the ground, as no penetration is allowed and supposing that
the friction between them is large enough to prevent sliding. Then, (4.32) may be expressed
in a similar way as for the object, as
∆ ˙¯qR = M¯
−1
R
(
J¯TR,s
[
f˜sR
τ˜sR
]
− J¯TR,c,vf˜cB
)
. (4.33)
4.2.3 Calculation of the approaching velocity
When two rigid bodies collide, according to Newton’s hypothesis (see Appendix B.2.3.2), the
relationship between the normal velocity of both at the contact point (pc) just before and
after the impact can be expressed by [80] [81] [79]
(∆vcB −∆vcR)T n˘ = − (1 + e) (vcB − vcR)T n˘. (4.34)
where e is the Coefficient of Restitution (CoR) between the object and the end effector of the
humanoid robot. The increments of velocity ∆vcB and ∆vcR are calculated by means of the
results shown in (4.28) and (4.33), respectively, and the corresponding Jacobians, as
∆vcB = JB,c,v∆q˙B
= JB,c,vM
−1
B J
T
B,c,vf˜cB ,
(4.35)
∆vcR = J¯R,c,v∆ ˙¯qR
= J¯R,c,vM¯
−1
R J¯
T
R,s
[
f˜sR
τ˜sR
]
− J¯R,c,vM¯−1R J¯TR,c,vf˜cB .
(4.36)
But also, a similar relationship applies for the sole of the foot, given by[
∆vsR
∆ωsR
]
= J¯R,s∆ ˙¯qR
= J¯R,sM¯
−1
R J¯
T
R,s
[
f˜sR
τ˜sR
]
− J¯R,sM¯−1R J¯TR,c,vf˜cB .
(4.37)
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Let us assume that the relative motion between the sole of the foot and the ground produced
by the impact is negligible, and that J¯R,s is not singular. Then, from (4.37) we approximate
M¯−1R J¯
T
R,s
[
f˜sR
τ˜sR
]
≈ M¯−1R J¯TR,c,vf˜cB , (4.38)
and substitute it into (4.36) to get
∆vcR ≈ 0. (4.39)
Substituting these expressions into (4.34) and assuming that the object is originally steady
we compute the normal component of vcR , vcRn , the desired normal approaching velocity of
the operational point as
vcRn = v
T
cR
n˘ =
f˜cBn
1 + e
n˘TYBn˘+ f˜cBt
1 + e
n˘TYB t˘, (4.40)
where f˜cBn and f˜cBt are the normal and the tangential components of the impulse and YB
is the mobility matrix of object B, given by
YB = JB,c,vM−1B JTB,c,v. (4.41)
In order to calculate the tangential component of vcR , vcRt , it is necessary to consider that
the object slides at the beginning of the impact and slows down until it sticks to the foot. In
order for that to happen, we propose that
Proposition 4.1. If the following inequality holds:∣∣∣f˜cBt∣∣∣ < µf˜cBn , (4.42)
then the object will always stick to the end effector of the robot before the impact ends; i.e.
there will be no relative sliding motion of the contact points of both at the end of the impact.
This is not evident. The object is initially sliding and the impact process involving friction is
not that simple, as seen from Appendix B.2.5. Let us verify this proposition later.
By considering the assumption made in Proposition 4.1, the contact point on both, the
robot and the object, should be moving with the same velocity (no relative motion) at the
end of the impact. As ∆vcR ≈ 0, as seen in (4.39), vcR will be approximately the same at
the end of the impact, then
vcRt = v
T
cR
t˘ = ∆vTcB t˘ = f˜cBnn˘
TYB t˘+ f˜cBt t˘TYB t˘, (4.43)
In this way we can calculate the required approaching velocity of the operational point at
the instant of incidence as
vcR = vcRnn˘+ vcRt t˘. (4.44)
But this velocity depends on
n˘TYBn˘ = m−1Bnn , (4.45)
t˘
TYB t˘ = m−1Btt , (4.46)
n˘TYB t˘ = −m−1Bnt ; (4.47)
that is, the corresponding inverse of the effective mass perceived at the contact point in
response to the application of the impulse along each axis, or interaction between axes. Then,
(4.40) and (4.43) can be rewritten as
vcRn =
f˜cBn
1 + e
m−1Bnn −
f˜cBt
1 + e
m−1Bnt , (4.48)
vcRt = −f˜cBnm−1Bnt + f˜cBtm−1Btt , (4.49)
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It is worth to remark that, hadn’t we considered the interaction of the support foot of the
robot with the ground, the expression vcR would be a function of Y = YB + YR, instead of
just Y = YB as in this case, such that
m−1nn = m
−1
Bnn
+m−1Rnn ≈ m−1Bnn , (4.50)
m−1tt = m
−1
Btt
+m−1Rtt ≈ m−1Btt , (4.51)
m−1nt = m
−1
Bnt
+m−1Rnt ≈ m−1Bnt . (4.52)
As the robot is assumed to have a negligible motion with respect to the ground, the effect
that the latter had on it was to produce an inverse of its effective masses equal to zero; i.e.
infinite effective masses. Thus, let us use m−1nn , m
−1
tt and m
−1
nt to express generality.
Let us now verify the condition for sticking stated in Proposition 4.1. First we solve (4.48)
and (4.49) for f˜cBn and f˜cBt as
f˜cBn =
(1 + e)m−1tt vcRn +m
−1
nt vcRt
m−1nnm−1tt −
(
m−1nt
)2 , (4.53)
f˜cBt =
(1 + e)m−1nt vcRn +m
−1
nnvcRt
m−1nnm−1tt −
(
m−1nt
)2 , (4.54)
which can be substituted into (4.42), in order to get
(1 + e)m−1nt vcRn +m
−1
nnvcRt
m−1nnm−1tt −
(
m−1nt
)2 < µ(1 + e)m−1tt vcRn +m−1nt vcRt
m−1nnm−1tt −
(
m−1nt
)2 ,
vcRn
(−µm−1tt +m−1nt ) (1 + e) < −vcRt (−µm−1nt +m−1nn) .
(4.55)
Considering that the relative velocity of approach is given by vcB/cR,0 = vcB,0 − vcR,0 =
−vcR,0 and that ξ = −1 (the sign of vcB/cRt is negative), then this expression corresponds to
the condition stated in Appendix B.2.7, specifically in (B.29), which was calculated by means
of analyzing the evolution of the impact process from incidence to separation. Then, we can
conclude that our proposition is valid, and that, as long as it holds, we can always consider
that the impact will occur in sticking mode.
The inequality expressed in (4.55) can also be written as
vcRt < (1 + e)
(
µm−1tt −m−1nt
−µm−1nt +m−1nn
)
vcRn , (4.56)
giving us the relationship between the components of the approaching velocity such that the
impact be in sticking mode. This has to be taken into account when selecting the contact
point on the object, as mentioned in Section 4.2.1.1.
4.3 Humanoid configuration during the impact
This section describes our proposed approach for defining a configuration for the humanoid
robot at the instant of incidence. To do that, we can consider that a humanoid robot will
exert the required impulse on the object by using as an end effector its swing foot. Also, we
can consider that we know the original position of the object in the world reference frame,
pOB , such that the position of the contact point belonging to its surface can also be expressed
in the world reference frame as pcB ; that is, pc is known.
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Then, according to the local reference frames defined in Figure 2.12, by proposing for
the humanoid robot: (i) the attitude of the support foot,
(
pOSup ,RSup
)
, (ii) the attitude of
the waist at the moment of incidence, (pOC (ti) ,RC (ti)), (iii) the operational point on the
swing foot described on {Swg}, SwgpcR (Figure 4.7), along with the orientation of this foot
at that moment, RSwg (ti), and (iv) the configuration of all the remaining kinematic chains
parts (trunk, head and arms), we can calculate the robot’s configuration qR at the moment
of incidence by solving its inverse kinematics problem.
Figure 4.7: Description of the operational point in the swing foot’s local reference frame
{Swg} (Image of NAO’s foot courtesy of [82]).
The attitude of these links can be chosen arbitrarily, as long as the resulting configuration
of the robot be feasible and dynamically stable. However, for the swing foot some additional
remarks should be considered.
4.3.1 Attitude of the support foot
Let us assume that the support foot is securely in contact with the surface and that its attitude
at the moment of incidence can be described relative to a reference frame {α}, as αpOSup .
This reference frame {α} is obtained through the rotation of {WOB ,0} through an angle φα
about its Z axis. Here, {WOB ,0} is a reference frame coincident with the origin of {B} but
parallel to {W}. See Figure 4.8.
Having done this, the footprint of the support foot, ΦSup, can be parameterized with
φα and the XY position relative to {α}, as αΦSup. This one has to be chosen such that
the contact point pc be inside of the corresponding workspace. Additionally, the trajectories
generated for the swing foot must not collide against the support leg.
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Figure 4.8: Attitude of the support foot, specified with respect to {α}.
4.3.2 Attitude of the waist
Choosing an appropriate height for the waist is a trade off: the lower the height of the waist is,
the larger the workspace becomes; however, maintaining a low height of the waist during the
motion implies a larger flexion at the knees and a larger torque required by these joints [83].
Its horizontal position, on the other hand, should be chosen such that the robot is dynamically
stable at any moment. However, the humanoid’s dynamic stability depends not only on a still
configuration of the robot, but also on the accelerations of its links; that is, on the trajectory
of the swing foot. This problem will be addressed later in Chapter 5. Finally, with respect to
the orientation of the waist, this one can be arbitrarily chosen to be parallel to the support
foot.
4.3.3 Attitude of the swing foot
Ideally, any point on the swing foot could be chosen as the operational point for the impact.
However, as it is mentioned at the beginning of Appendix B.2, at the contact point there is
a tangent plane that has to be common to both, the surface of the foot and the surface of
the object. Then, there is a close relationship between the chosen operational point and the
orientation of the swing foot: the tangent of both surfaces has to coincide, i.e. the normal
vector to the surfaces of both at the contact point should have the same orientation. Let us
select a feasible operational point leading to a minimum change in orientation for the foot
in order to meet the requirement stated above, by following the procedure explained in the
following.
Suppose that we have a 3D model of the swing foot represented as a polygonal mesh
and described as a graph structure M = (T ,V). This one consists of a set of vertices,
V = {Swgpv1 , . . . , SwgpvV }, Swgpvi ∈ R3, and a set of triangular faces connecting them,
T = {Γ1, . . . ,ΓT } , Γi ∈ V × V × V, where every vertex is described in {Swg} [84]. As an
example, the 3D model of the foot of the HRP-2 humanoid robot is depicted in Figure 4.9.
After heuristically selecting the triangles composing the mesh that are feasible for pedip-
ulating the object, Tped ⊂ T , we calculate the centroid SwgcΓi and the normal unit vector
Swgn˘Γi of each triangle Γi ∈ Tped, as shown in Figure 4.10. After representing each normal
vector in the world reference frame, we compute the angle between each n˘Γi and the normal
vector of the impact frame, n˘, in order to find the triangle Γsel whose orientation is the most
similar to the tangent plane at the contact point on the surface of the object; that is,
Γsel = arg min
Γi∈Tped
arccos
(
n˘TΓin˘
)
. (4.57)
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(a) Solid object representation (b) Wireframe representation
Figure 4.9: 3D model of the foot of the HRP-2.
The centroid of this triangle Γsel,
SwgcΓsel , is chosen as the operational point,
SwgpcR , whereas
the orientation of the foot is calculated such that its normal vector, n˘Γsel , coincide with
the direction of n˘. For that purpose, let us describe the orientation of the swing foot by
using a set of orientation coordinates (Euler angles) following the Euler ZYX convention,
(φSwg, θSwg, ψSwg), upon which RSwg is built.
At incidence, t = ti, RSwg,i (φSwg,i, θSwg,i, ψSwg,i) is calculated as
φSwg,i = arctan2 (n˘y, n˘x)− arctan2 (n˘Γsely, n˘Γselx) , (4.58)
θSwg,i = arccos (n˘z)− arccos (n˘Γselz) , (4.59)
ψSwg,i = 0. (4.60)
Figure 4.10: 3D model of the foot showing the triangles that were heuristically selected (the
green ones), as well as the unit normal vector of each one placed at the corresponding triangle’s
centroid (drawn in red).
4.4 Pedipulation planning
Once the configuration of the robot at the moment of incidence has been defined, as well
as the approaching velocity has been determined, it is possible to plan the motion carrying
out the pedipulation task. To do that, it is first necessary to define two stances: (i) the
preparation stance, (ΦSup,ΦSwg,det), characterized by the double-support configuration of
the robot before the swing foot detaches from the ground to start the pedipulation motion, and
(ii) the landing stance, (ΦSup,ΦSwg,lan), characterized by the double-support configuration
at landing. The corresponding footprints of the swing foot can be parameterized by its XY
relative position with respect to the support foot and the relative yaw angle SupφSwg, also
with respect to the support foot, as SupΦSwg,det and
SupΦSwg,lan (see Figure 4.11).
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Figure 4.11: Attitude of the swing foot at detaching and landing, with respect to {Sup}.
Having done this, it is necessary to determine the trajectory of the operational point on the
swing foot from its position at detaching, pcR,det, to its position at landing, pcR,lan. Although
there are many ways to achieve this trajectory, it is generally divided in two pedipulation phases
[85]: (i) the swing phase, which detaches the foot from ΦSwg,det (with initial zero velocity)
and drives the operational point from pcR,det, to the position of the contact point, pc, with
the required approaching velocity, vcR , and (ii) the follow-through phase, which drives the
operational point on the foot moving with a velocity vcR from the position of the contact
point, pc, to pcR,lan; that is, when the foot has landed on ΦSwg,lan (with zero velocity). See
Figure 4.12.
The swing phase is composed by a back-swing, which takes the swing foot back to a
certain height and posterior to the cardinal frontal plane of the humanoid robot [86]. This
height is limited by the mechanical constraints of the robot. Then, a forward-swing takes the
operational point on the swing foot to the desired impact point with the required approaching
velocity.
The landing position can be chosen arbitrarily as long as it is inside of the robot’s
workspace. We arbitrarily chose it to be the same as the detaching one. Then, for each
phase we know already the extreme points and the velocities that should be attained at these
points of the desired trajectory. In addition, in order to have a better control of the curve
we propose to add auxiliary extreme points for both phases, paux1 and paux2 , which were
manually tuned to avoid any interference with the support leg of the humanoid robot or the
object (before the incidence time), as well as with an appropriate height chosen to avoid
hitting the floor, as long as it was possible.
It is worth to mention that for pedipulation tasks demanding a large approaching velocity,
the required trajectory may not be contained inside of the corresponding workspace, unless
we shorten the time span of each phase, Tswing and Tfollow. However, this action may lead to
trajectories that are not feasible on a real robot. In general, a shorter time span will lead
to shorter curves, so that they can fit in the workspace. However, this implies that the foot
will reach the desired velocity in a shorter time; that is, they will require higher acceleration
values and consequently, a higher joint torque, which may be physically impossible to achieve
by using the actuators of a real robot. Another option to enlarge this workspace is to let the
swing foot and the waist to travel from the back to the front of the support foot, which can be
done by defining a ZMP trajectory that instead of remaining steady under the ankle, travels
from the back to the front of the sole of the foot (while being inside of the stability margin).
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Figure 4.12: Proposed trajectory for the operational point. The orange trajectory corresponds
to the swing phase whereas the green one, to the follow-through phase (Image of NAO’s foot
courtesy of [82]).
Then, once all the key configurations have been established, it is possible to shape the
trajectory connecting the corresponding extreme points by using cubic B-Spline curves (see
Appendix C), as these ones have superb properties: (i) the curve is contained entirely inside
of the convex hull of its control polyline, and (ii) the curve can be locally controlled [87]; that
is, if we idealize the limits of the workspace of the robot as a convex surface (without taking
into account the joint limits), it is possible to easily test if the curve lies inside or not of this
ideal workspace, by testing the control points of the B-Spline.
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Chapter 5
Stabilization
Once an arbitrary motion is defined for a humanoid robot, like the one proposed in the previous
chapter, it is necessary to stabilize it; otherwise, the robot will fall. This is normally done by
using a balancing motion of the waist, taking advantage of the robot’s redundancy, such that
the Zero Moment Point be inside of the polygon of support and, in this way, preventing the
humanoid robot to tip over into the floor. This, however, assumes that the frictional forces
are high enough to compensate the induced yaw moment. This can be true in case of a slow
motion; however, pedipulation normally requires high velocities of the operational point. If
an undesired rotation due to this non-compensated yaw moment takes place while the motion
is on the swing phase, an error on the operational point will be induced and, consequently,
an error on the desired outcome. Additionally, it is possible for an undesired rotation to also
make the robot fall due to slippage, compromising its stability.
This chapter tackles each one of these issues. First, the method used in this thesis to
produce a waist balancing motion will be explained. Then, a novel method to compensate
the yaw moment by means of a whole-body motion of the robot will be introduced.
5.1 Balancing motion generation
A balancing motion for the waist can be generated by moving it horizontally. In this thesis,
we used the method proposed by Nishiwaki et al. [88] to generate a waist trajectory capable
of stabilizing the robot’s motion [89] [49].
This method first assumes a simplified model of the humanoid robot, regarding it as a
single point mass. Then, once this simplified model has been balanced, the resulting method
is applied to the real robot (represented as a multi-body model), by means of an iterative
method. The details of this method are explained in the following.
5.1.1 Single point mass model idealization
Let us denote the trajectory for the center of mass of the single point mass model of the robot
as p¯cm (t), where the upper “bar” will be used to distinguish the corresponding variables
from the ones of the multi-body model. It is assumed that the vertical motion of this point
is known, i.e. p¯cmz (t), ˙¯pcmz (t) and ¨¯pcmz (t) are known. Then, it is just necessary to calculate
the horizontal motion, p¯cmx (t) and p¯cmy (t), capable to attain the desired ZMP, p¯zm (see
Figure 5.1).
The corresponding linear and angular momenta for this model of the robot about the
origin of the world reference frame are given by
P¯R = m˜R ˙¯pcm, (5.1)
L¯R,OW = p¯cm × m˜R ˙¯pcm. (5.2)
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Figure 5.1: Single point mass model of the robot [51].
where m˜R is the total mass of the robot. These ones can substituted in (3.22) to get
p¯zmx = p¯cmx −
p¯cmz ¨¯pcmx
¨¯pcmz + g
, (5.3)
where we have considered only the x component (a similar procedure applies for the y com-
ponent). Let us discretize the horizontal acceleration of the single point mass by considering
a sampling time ∆t:
¨¯pcmx,i =
p¯cmx,i−1 − 2p¯cmx,i + p¯cmx,i+1
∆t2
, (5.4)
where p¯cmx,i := p¯cmx (i∆t) and i = 1, . . . , n being n the total number of samples of the
trajectory. Also, it is assumed that p¯cmx,−1 = p¯cmx,0 and p¯cmx,n+1 = p¯cmx,n. Using this
approximation, the discretized ZMP equation is expressed as
p¯zmx,i = aip¯cmx,i−1 + bip¯cmx,i + cip¯cmx,i+1, (5.5)
where the coefficients ai, bi and ci are calculated as
ai = ci = −p¯cmz ,i/
[
(¨¯pcmz ,i + g) ∆t
2
]
, (5.6)
bi = 2p¯cmz ,i/
[
(¨¯pcmz ,i + g) ∆t
2
]
+ 1. (5.7)
Let us notice that the same coefficients ai, bi and ci apply for p¯cmx,i or p¯cmy ,i.
Now, let us define
p¯′cm,i =
[
p¯cmx,i p¯cmy ,i
]T
, (5.8)
p¯′zm,i =
[
p¯zmx,i p¯zmy ,i
]T
. (5.9)
Then, it is possible to rearrange (5.5) in matrix form to get[
p¯′zm,1 · · · p¯′zm,n
]T
= A
[
p¯′cm,1 · · · p¯′cm,n
]T
, (5.10)
p¯′zm,all = A
(
p¯′cm,all
)
. (5.11)
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where A ∈ Rn×n is given by
A =

a1 + b1 c1 · · · 0 0
a2 b2 · · · 0 0
...
...
...
...
0 0 · · · bn−1 cn−1
0 0 · · · an bn + cn
 . (5.12)
This coefficient matrix is non-singular and therefore, (5.11) has a unique solution. A is a huge
square matrix consisting of several thousands of rows and columns, given that n is the total
number of samples taken for a certain motion. Still, it is a tridiagonal matrix whose elements
are all zeros except of its main diagonal and the adjacent diagonals. For such a matrix, there
is an efficient algorithm to compute its inverse, reported in [90]. The result, however, is just
an approximation.
5.1.2 Applicability to the multi-body model
Let us suppose that we have defined an arbitrarily preliminary trajectory for the waist of
the robot that ensures static stability but not dynamic one. Then, the trajectory for the
ZMP corresponding to the actual motion of the multi-body model, pzm, can be calculated by
using Eq. (3.22), discretized by considering a sampling time ∆t, such that all the samples be
arranged in matrix form as
pzm,all =
[
pzm,1 · · · pzm,n
]T
. (5.13)
Let us arbitrarily specify a desired ZMP trajectory, discretized in the same way, pdzm,all,
which ensures the dynamic stability of the multi-body model. The error between the desired
ZMP trajectory and the one for the actual motion is given by
ezmp,all = p
d
zm,all − pzm,all. (5.14)
By using this error in place of the approximated ZMP trajectory for the single point mass
shown in (5.11), we can calculate the horizontal variation of the center of mass capable of
compensating the ZMP error as
∆pcm,all = A
−1ezmp,all, (5.15)
where A is calculated by using the actual values of pcmz ,i and p¨cmz ,i of the multi-body model.
Then, the trajectory for the center of mass is updated as
pnewcm,all := p
old
cm,all + ∆pcm,all. (5.16)
However, the trajectory for this point cannot be directly manipulated as it is the result
of the configuration of the robot evolving in time. Still, it is possible to approximate the
horizontal variation of the center of mass to the horizontal variation of the waist position,
∆pnewOC ,all ≈∆pnewcm,all, and repeat this process iteratively until the ZMP error becomes small
enough (typically only two iterations are necessary to produce a good approximation); that
is,
pnewOC ,all := p
old
OC ,all
+A−1ezmp,all. (5.17)
The function shown in Algorithm 5.1 implements this process by specifying as input pa-
rameters the discretized trajectories for: the preliminary waist attitude
(
poldC [i] ,RC [i]
)
, all
the joint angles of the robot qR [i] and the desired ZMP p
d
zm [i], and returning an updated
waist position trajectory, pnewC [i], that attains the desired one for the ZMP with enough
precision.
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Algorithm 5.1 Function for computing a stable waist trajectory.
function Balancer(poldC [i] ,RC [i] , qR [i] ,p
d
zm [i])
pnewC [i]← poldC [i]
for j ← 1, 2 do
(pzm [i] ,pcm [i] , p¨cm [i])⇐ Calc Dyn(pnewC [i] ,RC [i] , qR [i])
. Actual COM and ZMP
ezmp [i]← pdzm [i]− pzm [i] . ZMP error
(a [i] , b [i] , c [i])⇐ Calc Coefficients(pcmz [i] , p¨cmz [i] ,∆t)
. Coefficients’ calculation
∆pC [i]⇐ Tridiag(a [i] , b [i] , c [i] , ezmp [i]) . Calc. of A−1ezmp,all
pnewC [i]← pnewC [i] + ∆pC [i] . Update values
end for
return pnewC [i]
end function
5.2 Yaw moment compensation
In order to compensate the yaw moment several attempts have been made, which mainly use
the upper body motion; that is, the joints that are not directly related with the locomotion
task, which is a high priority one in most of the cases. Previous works have typically proposed
compensation approaches that lie on one of two main types of strategies: (i) arm swinging
strategy, and (ii) waist yaw-axis joint strategy. As for the first strategy, the humanoid arms are
simultaneously rotated through opposite directions, in such a way to create a yaw moment that
can compensate the undesired one. This can be done by using motion capturing techniques as
proposed by Yang et al [91], by using actual dynamics calculations as mentioned by Xing et al
[92] or by using very simplified ones that control only one of the arm joints, as done by Zhang
et al [93]. However, if the humanoid robot is expected to use its arms for another purposes,
maybe for manipulation, then this strategy results impractical [94]. The second strategy
consists on rotating the trunk of the robot in order to attain the desired compensation. This
can be done by directly changing the orientation of the waist during the locomotion pattern
generation as proposed by Ugurlu et al [94], or by means of rotating the thorax independently
from the waist if the robot’s trunk is provided with the corresponding yaw-axis belly joint,
also by using motion capture techniques as proposed by Ueda et al [95] or by using actual
dynamics calculations as done by Nakaoka et al [96]. However, this strategy may influence the
inertial sensory system [94]. That is, depending on the tasks aside from the locomotion that
the robot has to accomplish, to use one set of joints or another is preferable according to the
priority of their motions. Therefore, the best choice appears to be a synergetic combination
of both methods [94], which hasn’t been specifically addressed in a general way by previous
research.
To this end, we developed an approach that do not specifically use any of the two common
strategies stated above. This one consists on a general algorithm that allows yaw moment
compensation through the motion of appropriately selected low priority motion (“free”) joints
according to the required task (Figure 5.2). All of these “free” joints (or some of them) may
be chosen to compensate the induced yaw moment.
In the following, we explain the details of the developed algorithm in two stages. First,
we give the details for a total yaw moment compensation approach. This one theoretically
works but has a drawback regarding to its implementability. This drawback is explained and
fixed in the second stage, where we give the details for a partial yaw moment compensation
approach.
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Figure 5.2: Proposed approach for compensating the yaw moment.
5.2.1 Total yaw moment compensation approach
In this stage, we attempt to fully compensate the yaw moment via the control of the angular
momentum with respect to the moving ZMP, by extending the concept of Resolved Momentum
Control [51]. To do that, we first describe the problem and then, we explain the approach
taken to solve it as a first attempt [39].
5.2.1.1 Problem statement
Let us consider a humanoid robot which has to perform a high priority task by means of an
already defined motion. This task may be the locomotion itself or any other motion like the
one implementing the pedipulation algorithm described in the previous chapter. This high
priority task shall not be restricted to the lower part of the robot. For example, the robot
may be required to grasp an object by using one hand (or both). Also, let us assume that this
motion has been previously balanced as explained in Section 5.1. In this way, several joints
of the robot will be given a required high priority motion, while the remaining ones may be
given constant values, or any low priority motion.
Then, once all these motions are defined (or proposed) and specifically their velocity
profiles, the total linear and angular momenta of the robot with respect to some reference
point (as it is the origin of the world frame {W}), PR and LR,OW respectively, will also be
inherently given. The trajectory of the ZMP with respect to the world reference frame will
be described by pzm (t).
Recall that at the ZMP the vertical component of the moment, the induced yaw moment,
is not canceled. Then, the net forces “act” at this point creating an imaginary axis of rotation.
The net moment of the vertical ground reaction force about the ZMP, expressed as τzmz , is
calculated in (3.21), and given by
τzmz = L˙Rz ,OW − pzmxP˙Ry + pzmy P˙Rx . (5.18)
As can be seen, this one depends on the derivative of the linear and angular momenta.
The objective is to cancel this term by means of modifying P˙R and L˙R,OW with an
appropiate adjustment of the motion of the joints related to low priority tasks, referred from
now on as “free” joints (as their value is not completely determined), θf . On the other hand,
the joints related with high priority tasks will be referred as “high priority” joints, θh.
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5.2.1.2 Compensation algorithm
Let us attempt to control the z component of the angular momentum with respect to the ZMP,
assuming that this one is not static (it is a a dynamical reference point). The relationship
between the angular momentum with respect to the ZMP and the one with respect to the
origin of the world reference frame (both of them described relative to {W}) is given by
LR,OW = pzm ×PR +LR,zm. (5.19)
By differentiating (5.19) with respect to time we get
L˙R,OW = pzm × P˙R + p˙zm ×PR + L˙R,zm, (5.20)
which can be substituted into (3.18) (see Section 3.3) to get
τzm = L˙R,zm + p˙zm ×PR + r˜zm/cmR × m˜Rg. (5.21)
where r˜zm/cmR = pzm − p˜cmR is a vector defined from the instantaneous center of mass of
the robot to the moving ZMP. The z component of the previous expression is given by
τzmz = L˙Rz ,zm + p˙zmxPRy − p˙zmyPRx . (5.22)
To fully compensate the yaw moment, it is required that τzmz → 0; that is,
L˙Rz ,zm = −
(
p˙zmxPRy − p˙zmyPRx
)
, (5.23)
which is equivalent to compute
L˙Rz ,zm = −S (p˙zm ×PR) . (5.24)
Here, S =
[
0 0 1
]
is a selection matrix, as it “selects” only the z component. This means
that we got the value for the derivative of the z component of the angular momentum with
respect to the moving ZMP.
Let us consider the expressions for the resolved momenta developed in Section 3.2, and
specifically (3.14), which can be written for pp = pzm as
LR,zm =
(
m˜RrˆcmR/zm
)
vOC +
(
m˜RrˆcmR/zmrˆcmR/OC +
WcmR I˜R
)
ωC +HR,zmq˙Rθ .
(5.25)
The joint speed vector q˙Rθ can be broken down in two parts: one composed by the nh
“high priority” joints that are defined beforehand (legs and maybe others), θ˙h ∈ Rnh , and
one composed by the nf “free” joints, θ˙f ∈ Rnf (nf = n− nh). Then,
HR,zmq˙Rθ = HRh,zmθ˙h +HRf ,zmθ˙f , (5.26)
where HRh,zm ∈ R3×nh and HRf ,zm ∈ R3×nf are the corresponding inertia contributional
matrices; such that (5.25) can be written as
HRf ,zmθ˙f = LR,zm −
(
m˜RrˆcmR/zm
)
vOC
−
(
m˜RrˆcmR/zmrˆcmR/OC +
WcmR I˜R
)
ωC −HRh,zmθ˙h.
(5.27)
Now, let us select the z component of the angular momentum by pre-multiplying both
sides of (5.27) with the selection matrix S =
[
0 0 1
]
[51]; such that,
Aθ˙f = y, (5.28)
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where A ∈ R1×nf and y ∈ R are given by
A = S
(
HRf ,zm
)
, (5.29)
y = S
( LR,zm − (m˜RrˆcmR/zm)vOC
−
(
m˜RrˆcmR/zmrˆcmR/OC +
WcmR I˜R
)
ωC −HRh,zmθ˙h
)
. (5.30)
Then, it is possible to compute θ˙f in (5.28) by using the least squares method; that is,
θ˙f = A
†y +
(
Enf −A†A
)
θ˙reff , (5.31)
where A† is the generalized Moore-Penrose inverse (the pseudoinverse) of A, Enf ∈ Rnf×nf
is an identity matrix and θ˙reff ∈ Rnf is a proposed reference for the “free” joint velocities
that might be followed as long as they are projected into the null space of A. By numerically
integrating (5.31) we get the trajectories for the “free” joints which are able to approximate
some desired LRz ,zm (the z component of the angular momentum with respect to the ZMP),
not its derivative as required by (5.24). Then, we must numerically integrate (5.31) and (5.24)
simultaneously as [
θ˙f
L˙Rz ,zm
]
=
[
A†y +
(
Enf −A†A
)
θ˙reff
−S (p˙zm ×PR)
]
. (5.32)
In this way, it is possible to compute oﬄine the joint trajectories for the “free” joints that
attempt to fully compensate the yaw moment.
5.2.2 Partial compensation approach
The last stage proposed a compensation approach that was able to fully compensate (at least
theoretically) the yaw moment by means of controlling the rate of change of the angular
momentum with the corresponding acceleration of the selected joints. However, this generally
led to an unbounded joint motion, unfeasible due to the presence of joint limits.
This weakness can be fixed by partially compensating the yaw moment with a novel control
method that does not cause undesired residual motion. Instead of taking the net yaw moment
to zero we establish a threshold value (below the frictional yaw moment given between the
floor and the soles of the robot) to prevent undesired yaw rotations, such that only the yaw
moment that exceeds this value be compensated by means of the acceleration of the selected
joints. Then, once the yaw moment has been taken to the desired range the joints can slow
down at a lower rate, fulfilling the net yaw moment requirement and, at the same time,
maintaining the joint values bounded without residual drift.
5.2.2.1 Problem statement
Let us consider once again the equation for the yaw moment with respect to the ZMP given
in (3.21). This moment may be compensated with the one created by the horizontal frictional
forces between the robot’s feet and the ground if the static frictional yaw moment is not
exceeded. Otherwise, slippage will occur and the robot will suffer an undesired yaw rotation.
As in the previous approach, it is our objective to compensate the yaw moment by modify-
ing P˙0 and L˙0. However, as the linear and angular momenta are directly related to the joint
velocities, modifying their derivative implies the acceleration of the “free” joints. This fact
has an inherent implication: unless the overall motion of the robot is completely symmetrical
(in terms of joint displacement and time), there will be a residual joint velocity causing the
“free” joints to continuously increment/decrement their value, overpassing the joint limits of
the robot. Therefore, the robot should be provided with joints capable of continuous rotation
for this approach to be feasible.
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Then, instead of fully compensating the yaw moment as proposed before [39], a partial
compensation scheme will be introduced, to maintain the yaw moment below a threshold
value. In this way, we can eliminate the drift in the motion caused by the joint accelerations
by slowing them down at a lower rate, as long as the small moment caused by this process
meets the requirement imposed by the threshold.
5.2.2.2 Compensation algorithm
Once an arbitrary motion is defined for a humanoid robot, there will be an induced moment
(produced by the uncompensated motion) whose vertical component, the induced yaw moment
τ indzmz , may exceed the static frictional moment between the robot’s feet and the ground, τ
fric
zmz .
Let us define a threshold value τ thzmz such that τ
th
zmz < τ
fric
zmz , and generate a desired yaw
moment (the expected result of the partial compensation), τ∗zmz , by means of saturating (or
clipping) the signal τ indzmz ; that is,
τ∗zmz =

τ thzmz if τ
ind
zmz > τ
th
zmz
τ indzmz if −τ thzmz ≤ τ indzmz ≤ τ thzmz
−τ thzmz if τ indzmz < −τ thzmz
, (5.33)
while τ∗zmx = τ
ind
zmx and τ
∗
zmy = τ
ind
zmy . Then, the amount of moment compensation will be
∆τzm = τ
∗
zm − τ indzm . (5.34)
In addition, let us remember the relationship between the angular momentum with respect
to the ZMP and the one with respect to the origin of the world reference frame given in (5.21),
and write this expression for both, the induced and the desired yaw moment (without and
with partial compensation), τ indzm and τ
∗
zm, such that
τ indzm = L˙genR,zm + p˙zm ×PgenR + r˜zm/cmR × m˜Rg, (5.35)
τ ∗zm = L˙∗zm + p˙zm ×P∗R + r˜zm/cmR × m˜Rg, (5.36)
where PgenR and LgenR,zm are the momenta generated by the non-compensated motion which
achieved the induced yaw moment τ indzm , whereas P∗R and L∗zm are the desired momenta;
that is, the one that achieves the desired yaw moment τ ∗zm.
This means that clipping the yaw moment requires the modification of both, the derivative
of the generated angular momentum and the generated linear one (not its derivative), L˙genR,zm
and PgenR , into L˙∗R,zm and P∗R, such that (5.36) holds. Notice that the dependence on
the derivative of the linear momentum was suppresed by considering the ZMP as a point of
reference. Instead, the expression now depends on the velocity of the desired ZMP.
In order to calculate the amount of modification let us subtract (5.35) from (5.36) to have
τ ∗zm − τ indzm = L˙∗R,zm − L˙genR,zm + p˙zm ×
(P∗R −PgenR ) ,
∆τp = ∆L˙R,zm + p˙zm ×∆PR.
(5.37)
Intuitively, the compensation should be done mainly through the manipulation of the deriva-
tive of the angular momentum, by modifying the motion of the joints. However, this also
modifies the linear momentum, but slightly as the center of mass of the robot is supposed to
follow a path as a result of the predefined motion. Remember that PgenR = m˜R ˙˜pcmR . This
means that, in practical terms, P∗0 ≈ Pgen0 , such that
∆L˙R,zm ≈∆τzm. (5.38)
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Now, let us consider (5.27) and break down the “free” joint speed vector once again into
two parts: the predefined motion according to a low priority task, θ˙reff , and a correction
term that will partially compensate the yaw moment, ∆θ˙f , such that θ˙f = θ˙
ref
f + ∆θ˙f .
Therefore, (5.27) can be written as
HRf ,zm∆θ˙f = L∗R,zm −
(
m˜RrˆcmR/zm
)
vOC
−
(
m˜RrˆcmR/zmrˆcmR/OC +
WcmR I˜R
)
ωC
−HRh,zmθ˙h −HRf ,zmθ˙reff ,
(5.39)
where we have used L∗R,zm, the desired angular momentum.
Identifying that the rest of the terms at the right calculate the momentum generated by
the predefined motion, LgenR,zm (by using θ˙h and θ˙reff ), then we can write (5.39) as
HRf ,zm∆θ˙f = L∗R,zm −LgenR,zm = ∆LR,zm, (5.40)
by using the compensational angular momentum calculated from the numerical integration
of (5.38). Then, it is possible to find a solution for ∆θ˙f in (5.40) by using the least squares
method; that is,
∆θ˙f = H
†
Rf ,zm
∆LR,zm, (5.41)
where H†Rf ,zm is the generalized Moore-Penrose inverse (the pseudoinverse) of HRf ,zm.
In fact, taking into account that the only non-zero component of ∆Lzm is the vertical one,
∆LRz ,zm, we can consider to use only the third row ofHRf ,zm, denoted byHRfz,zm ∈ R1×nf ,
so that its pseudo-inverse be a column vector that distributes the “compensation factor”
∆LRz ,zm to the respective joints according to their influence in the overall momentum. The
pseudo-inverse of HRfz,zm =
[
hRfz1,zm . . . hRfznf ,zm
]
is easily calculated as
HRfz,zm
† =

h−1Rfz1,zm
...
h−1Rfznf ,zm
 , (5.42)
such that its solution will always exist without being approximated. Then, (5.41) may be
written as
∆θ˙f = HRfz,zm
†∆LRz ,zm. (5.43)
This last equation can be numerically integrated to get ∆θf , the term that added to
θreff gives us the modified trajectories for the “free” joints. See Figure 5.3. However, it
is worth considering that as (5.38) is an approximation, there will be some compensational
error, specifically when the ZMP moves with higher velocity; that is, when p˙zm is significant.
This causes some overshoot over our stablished threshold. However, if we run this process
several times by taking as the input the moment induced as a result of the compesation in the
previous iteration, we can reduce this overshoot until it becomes sufficiently small. That is,
for every iteration the overshoot will become the input for the calculation of the compensation
term ∆LRz ,zm, proportional to ∆θ˙f , so that if the magnitude of the overshoot decreases, the
compensation for the joints also does.
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Figure 5.3: Preliminary partial yaw moment compensation algorithm.
5.2.3 Drift compensation
Let us consider how the algorithm shown in Figure 5.3 would perform. First, let us realize
that the compensational yaw angular momentum signal ∆LRz ,zm tends to increase as a result
of the integration. If the induced yaw moment is below the threshold no action is taken.
However, when that condition is not met anymore, ∆LRz ,zm starts to accumulate due to the
integral, until the induced yaw moment is once again below the threshold. This just prevents
the signal to stop accumulating, but it won’t go back to zero unless the induced yaw moment
changes sign with a magnitude above the threshold. This results into a signal like the one
shown in Figure 5.4, where a rapid change in the signal means that a great compensation was
required.
Figure 5.4: Compensational yaw angular momentum ∆LRz ,zm for the HRP-2 humanoid robot
performing an approaching walking motion to an object (and its corresponding pedipulation)
by following a curved trajectory (see Figure 8.58 in Section 8.3.2).
Given that ∆LRz ,zm is directly related to the joint velocities, the fact that it keeps a
constant value if no compensation is required means that the “free” joints will maintain a
constant velocity, producing an unbounded motion.
Then, it would be desirable to modify this signal so that it preserve the high frequency
changes required for the compensation and, at the same time, asymptotically approach to zero
(as it represents the joint velocities); that is, to have a final value of 0 for ∆LRz ,zm after the
compensation. One way to do that is to subtract from this signal a drift compensation factor
proportional to the accumulated “error” of the compensation (the area under its curve): an
integral compensation term.
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Let us propose a control signal LctrlRz ,zm calculated as
LctrlRz ,zm (t) = kp∆LRz ,zm (t)− ki
∫ t−∆t
t0
LctrlRz ,zm (τ) dτ, (5.44)
where kp is a proportional gain, ki is the integral one, t0 is the initial time, t is the current
time and ∆t is a delay required by the implementation of this controller, such that (5.43)
shall be rewritten as
∆θ˙f = H
†
Rfz,zm
LctrlRz ,zm. (5.45)
By doing this and properly tuning the gains kp and ki we should achieve a final zero
velocity compensation, but we are not sure that the net displacement of the compensation
angle for the joints will be zero; that is, if for the “free” joints an initial constant value is
proposed, we would like that at the end of the motion the joint angles would return to their
initial values. This can be done by modifying (5.44) as
LctrlRz ,zm (t) = kp∆LRz ,zm (t)−ki
∫ t−∆t
t0
LctrlRz ,zm (τ) dτ−kii
∫ t−∆t
t0
∫ t−∆t
t0
LctrlRz ,zm (τ) d2τ, (5.46)
where kii is the double integral gain. The reasoning behind this choice is explained as follows:
if the angular moment is directly related to the joint velocities, its integral is directly related
the joint displacements caused by the compensation, which we want to make zero. This can
be done by subtracting again its accumulated “error”, represented by the second integral.
The final version of the algorithm including the drift compensation is depicted in Fig-
ure 5.5. This one was implemented as an online closed-loop compensator that takes as inputs
the readings of the force / moment sensors placed at the feet of the humanoid robot, calculates
the induced yaw moment and generates the appropriate joint motion compensation [40].
Figure 5.5: Partial yaw moment compensation algorithm without drift.
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Chapter 6
Case study: free kick in soccer
Let us, as a way to exemplify the developed theory, introduce one case study to be analyzed in
detail: the free kick in soccer. This one represents a simple task easy to describe that includes
the necessary complexities to show the applicability of the pedipulation algorithm. Solving
this problem can improve the capabilities of the actual humanoid robots that play soccer in
tournaments by using simplistic methods. One of these tournaments, RoboCup, has as an
official goal that “by the middle of the 21st century, a team of fully autonomous humanoid
robot soccer players shall win a soccer game, complying with the official rules of FIFA, against
the winner of the most recent World Cup” [97].
The kicking motion is not a new issue for the research in humanoid robots. It has been
previously addressed several times. For example, Mu¨ller et al. [98] focused on creating complex
motions by dividing them into simple phases like kicking to the front or to the side, while
Wenk et al. [99] successfully calculated how to kick a ball in a certain 2D direction by using
a mathematical model of the contour of the swing foot. Others just took this motion as an
example to validate optimization and planning algorithms [100] [101] [102], stabilization [103]
or whole body motion generation [51]. That is, the respective research has mainly been focused
on the humanoid motion itself and the stability of the humanoid robot without considering
to achieve any specific goal position, not even in 3D. On the other hand, Choi et al. [79]
dealt with the trajectory of the ball resulting from a given kicking motion without solving
the inverse problem; that is, without considering the way of producing the necessary impact
conditions on a ball for it to follow some desired trajectory, and not even the implications
concerned in order to produce the motion on a robot who has no fixed link, as it is a humanoid
one.
As can be seen, targeted kicking hasn’t been properly addressed. Small-sized humanoid
robots still “kick as fast as they can” in order to, by chance, score a goal, even if they fall.
Human-sized humanoid robots cannot allow that to happen. By using the theory developed
in this thesis, we want to contribute to the state of art in kicking motion.
Let us first describe the pedipulation task. Once this has been done, let us show step
by step the way to apply the impulsive pedipulation algorithm, by taking into account the
corresponding stabilization.
6.1 Problem statement and assumptions
It is required to drive a ball, originally steady, to a desired 3D goal position, pG, while
achieving some desired reaching angle θm,f and angular velocity ωB,f . The required impact
should be exerted by the swing foot of a humanoid robot, for which the motion requires to
be properly planned to perform the desired task while ensuring its stability [37].
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It will be assumed that the ball can be considered as a rigid body, given that current
humanoid robots cannot kick fast enough to produce considerable deformation on it. Also,
it will be considered that the ball develops its motion in a non-resistant medium. As a
consequence, the magnitude of the initial angular velocity of the ball can be considered equal
to the final one and its projectile motion can be described by means of a parabolic motion of
its center of mass, located at its centroid, whose trajectory is described by pOB (t). That is,
pG = pOB (tf ) = pOB,f , where tf stands for the instant for reaching this goal position (see
Figure 6.1).
Figure 6.1: Projectile motion of the ball.
6.2 Impulsive model of the ball
After finding the required initial linear and angular velocity vectors of the ball (vOB,0 and
ωB,0) as described in Section 4.1, and considering the assumptions stated above, it is necessary
to calculate the impulse f˜cB needed to produce the change in momentum required to achieve
the desired motion, as well as the point on the ball to apply that impulse.
The ball, represented by a spherical rigid body, is geometrically symmetrical with respect
to any plane crossing its center. Assuming that the mass distribution is equally symmetrical,
the tensor of inertia of the ball will always be diagonal for any local reference frame with origin
at its center of mass. Then, any point on its surface behind its desired direction of motion is a
feasible candidate to be a contact point. The normal vector n˘ will always be directed towards
to its center of mass and no crossed term of inertia will have a value different than zero.
Let us represent the contact point by means of its spherical coordinates, represented by
angles measured from the axes of {WOB} (a reference frame parallel to {W}, but with origin
at pOB). These ones will be referred from now on as the impact coordinates of the ball,
(φ0, θ0) (see Figure 6.2).
6.2.1 Orientation of the ball
By idealizing the ball as a plain sphere of radius rB, it doesn’t have any inherent orientation.
However, in order to introduce the impact coordinates, (φ0, θ0), into the model we can consider
that its local reference frame, {B}, is oriented in such a way that the ball is always kicked at
the same point described in the local reference frame; that is, the contact point on the ball,
BpcB , has a constant representation on {B} (see Figure 6.3), given by
BpcB =
[ −rB 0 0 ]T . (6.1)
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Figure 6.2: Definition of the impact coor-
dinates in the world reference frame.
Figure 6.3: Relationship between ball ref-
erence frame and world reference frame.
Then, if we describe the orientation of {B} with respect to {W} by using the Euler
ZYX convention and the orientation coordinates (φB, θB, ψB), we will have the following
correspondence with the impact coordinates: φ0 = φB (t0) and θ0 = θB (t0), where t0 stands
for the initial time. The rotation matrix that describes the orientation of {B} with respect
to {W} is denoted by RB (φB, θB, ψB), and expressed as
RB =
 cφcθ −sφcψ + cφsθsψ sφsψ + cφsθcψsφcθ cφcψ + sφsθsψ −cφsψ + sφsθcψ
−sθ cθsψ cθcψ
 , (6.2)
where cφ = cosφB, sφ = sinφB, cθ = cos θB, sθ = sin θB, cψ = cosψB and sψ = sinψB. Let us
remark that only when θB = ±pi2 the matrix RB becomes singular; that is, when describing
the highest and lowest points of the ball, which are not of interest to the task as no useful
kicks can be attained at those points.
6.2.2 Calculation of the impulsive model
The impulsive model for an arbitrary rigid object is given in (4.21). Let us rewrite it as
MB∆q˙B = J
T
B,c,vf˜cB . (6.3)
This one requires first to define the generalized coordinates for the ball, qB ∈ R6, given by
the position of its center, pB, and its orientation coordinates, as
qB =
[
pBx pBy pBz φB θB ψB
]T
. (6.4)
The impulsive model in (6.3) requires, as well, to calculate the matrices MB ∈ R6×6 and
JB,c,v ∈ R3×6. The former one corresponds to the mass matrix of the ball expressed as a
function of its generalized coordinates, whereas the latter one, to the linear component for
the Jacobian of the ball that relates the linear velocity at its contact point, pcB , with the rate
of change of its generalized coordinates, q˙B.
The mass matrix MB can be calculated by using the expression given in (4.25); that is,
MB =
[
E3 0
0 ΩB
]T [
mBE3 0
0 RB
BIBR
T
B
] [
E3 0
0 ΩB
]
, (6.5)
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where mB is the mass of the ball,
BIB is its tensor of inertia and ΩB is the matrix relating
its angular velocity with the rate of change of its orientation coordinates.
The inertia tensor of the ball can be expressed as
IB = ρBmBr
2
BE3, (6.6)
where E3 ∈ R3×3 is an identity matrix and ρB is termed as the construction coefficient of
the ball. This one let us generalize the inertia tensor to any type of ball, whether it is a filled
sphere with constant density, ρB =
2
5 , an ideal hollow sphere, ρB =
2
3 , or any other spherical
construction. For example, according to Brody [104], for a pressurized tennis ball ρB = 0.535,
whereas for a pressureless one, ρB = 0.509.
The matrix ΩB is calculated as in (2.20); that is, assuming the Euler ZYX convention, it
is given by
ΩB =
 0 −sφ cφcθ0 cφ sφcθ
1 0 −sθ
 . (6.7)
Then, by means of the corresponding substitutions, we compute MB as
MB =
[
MB11 MB12
MB21 MB22
]
, (6.8)
where each MBij ∈ R3×3 is computed as
MB11 = mBE3, (6.9)
MB12 = MB21 = 0, (6.10)
MB22 = ρBmBr
2
B
 1 0 −sθ0 1 0
−sθ 0 1
 . (6.11)
On the other hand, the Jacobian JB,c,v can be calculated by using the expression given
in (4.23); that is,
JB,c,v =
[
E3 −rˆcB/OBΩB
]
. (6.12)
Given that
pcB = pOB +RB
BpcB =
 pOBx − rBcφcθpOBy − rBsφcθ
pOBz + rBsθ
 , (6.13)
then rcB/OB can be calculated as
rcB/OB = pcB − pOB =
 rBcφcθrBsφcθ
−rBsθ
 , (6.14)
such that JB,c,v is computed as
JB,c,v =
 1 0 0 rBsφcθ rBcφsθ 00 1 0 −rBcφcθ rBsφsθ 0
0 0 1 0 rBcθ 0
 . (6.15)
6.3 Required impact conditions
Having computed the impulsive model of the ball it is possible to obtain the required impact
conditions, given by the impulse f˜cB required to give the desired initial velocity to the ball,
as well as the contact point, parameterized by the impact coordinates. However, before doing
that, it is first necessary to find the relationship between the impact coordinates and the
impact frame, required to properly select the contact point.
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6.3.1 Relationship between impact frame and contact point in a ball
Given the spherical geometry of a ball, each point on its surface has an associated normal
vector n˘, directed to its center of mass. This one can be calculated from (6.14) as
n˘ =
pOB − pcB
‖pOB − pcB‖
=
 cφcθsφcθ
−sθ
 , (6.16)
where cφ = cosφ0, sφ = sinφ0, cθ = cos θ0 and sθ = sin θ0 from now on, such that if an impulse
f˜cB is applied at (φ0, θ0), the magnitude of its normal component, f˜cBn , is automatically given
by
f˜cBn = f˜cB · nˆ
= fcBxcφcθ + fcBysφcθ − fcBzsθ.
(6.17)
The vector t˘ can be found by first realizing that it must lie inside of a unit circle perpen-
dicular to n˘. Let us parameterize this circle by using the angle γ, such that
t˘ =
 −cγsφ + sγcφsθcγcφ + sγsφsθ
sγcθ
 , (6.18)
where cγ = cos γ, sγ = sin γ. Then, for the magnitude of the tangential component of the
impulse f˜cB applied at (φ0, θ0), f˜cBt , we have
f˜cBt = f˜cB · tˆ
= −fcBxcγsφ + sγcφsθ + fcBycγcφ + fcBzsγsφsθ + sγcθ,
(6.19)
from which the angle γ can be found by solving
∂f˜cBt
∂γ = 0, such that
γ = ±pi
2
+ arctan
(
fcBxsφ − fcBycφ
fcBxcφsθ + fcBysφsθ + fcBzcθ
)
. (6.20)
Then, the impulse f˜cB is resolved into these orthogonal components (Figure 6.4), as
f˜cB = f˜cBn + f˜cBt = f˜cBnn˘+ f˜cBt t˘, (6.21)
Figure 6.4: Normal and tangential components of the impulse.
However, the magnitude of the tangential component is limited by the coefficient of fric-
tion, µ, as stated in Proposition 4.1, in order to assure that the ball rolls at the end of the
impact. Rolling is equivalent to sticking for round objects, as in both cases the relative veloc-
ity between the foot and the object (the ball) becomes zero in the tangential direction. That
is, ∣∣∣f˜cBt∣∣∣ ≤ µf˜cBn . (6.22)
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6.3.2 Calculation of the required impact conditions
Let us consider (6.3). This equation is a non-linear function of f˜cB , φB, θB, ψB and ∆q˙B.
However, by considering that the ball is steady just before the impact we have q˙B
(
t−i
)
= 0, so
that ∆q˙B = q˙B
(
t+i
)
, which is a function of the required initial linear and angular velocities
of the ball, vOB,0 and ωB,0. In particular, ωB,0 is closely related to φ˙B
(
t+i
)
, θ˙B
(
t+i
)
and
ψ˙B
(
t+i
)
by means of ΩB. By expanding (6.3) we get six equations corresponding to each
of its components. The first three equations relate the applied impulse to the initial linear
momentum of the ball, such that we can directly calculate f˜cB as
f˜cB = mBvOB,0. (6.23)
On the other hand, the following three equations give us the relationship for its initial angular
momentum, from where it is possible to calculate the necessary impact coordinates φ0 =
φB
(
t+i
)
and θ0 = θB
(
t+i
)
by solving:
f˜cBxsφcθ − f˜cBycφcθ + ρBmBrBψ˙B0sθ = ρBmBrBφ˙B0 ,
f˜cBxcφsθ + f˜cBysφsθ + f˜cBzcθ = ρBmBrB θ˙B0 ,
φ˙B0sθ = ψ˙B0 ,
(6.24)
where cφ = cosφ0, sφ = sinφ0, cθ = cos θ0 and sθ = sin θ0. However, this last system of
equations is overdetermined as we have three equations but just two unknowns. This means
that we cannot specify the rate of change for the three orientation coordinates independently,
but only for two of them. We arbitrarily choose to specify φ˙B0 and θ˙B0 , and to treat ψ˙B0 as
a variable whose value depends on the evolution of the system. In this way, we shall solve:
f˜cBxsφ − f˜cBycφ − ρBmBrBφ˙B0cθ = 0,
f˜cBxcφsθ + f˜cBysφsθ + f˜cBzcθ − ρBmBrB θ˙B0 = 0.
(6.25)
The non-linear system of equations shown in (6.25) shall be solved for φ0 and θ0 by using
a multi-objective optimization procedure as it is the goal attain method [105]. This one solves
the multi-objective optimization problem defined as
min
y∈ℵ
F (y) , (6.26)
where x is the design parameter vector, ℵ is the feasible parameter space andF is the objective
vector function, by converting it into the following non-linear programming problem:
min
ζ,y∈ℵ
ζ such that
{ F (y)−w · ζ ≤ η
c (y) ≤ 0 . (6.27)
Here, η is a vector of goals for the designed objective vector functionF ,w is a vector of weights
such that wi > 0 ∀i, and c ≤ 0 represents a set of non-linear inequalities that constrain the
solution of the problem. The minimization of the scalar ζ leads to the acquisition of a non-
dominated solution which under- or over-attains the specified goals to a degree represented
by the quantities ωi · ζ [106].
For this optimization problem, based on (6.25), we define
F (y) =
[
f˜cBxsφ − f˜cBycφ − ρBmBrBφ˙B0cθ
f˜cBxcφsθ + f˜cBysφsθ + f˜cBzcθ − ρBmBrB θ˙B0
]
, (6.28)
y =
[
θ0 φ0
]T
, (6.29)
η =
[
0 0
]T
, (6.30)
whereas for w, we set an arbitrary value of wi = 0.001 ∀i. The set of non-linear inequalities
c (y) ≤ 0 is used to ensure that (6.22) holds.
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6.3.2.1 Ensuring the rolling condition
Let us rewrite (6.21) by considering (6.17), such that
f˜cBt =
∥∥∥f˜cB − (f˜TcB n˘) n˘∥∥∥ , (6.31)
which can be substituted into the inequality shown in (6.22) and squared to get∥∥∥f˜cB − (f˜TcB n˘) n˘∥∥∥2 ≤ µ2 (f˜TcB n˘)2 . (6.32)
Then, after expanding this expression we have
f˜TcB nˆ ≥
√
f˜TcB f˜cB
µ2 + 1
:= ΓB, (6.33)
which can be expressed, for this optimization problem, as
c (y) = ΓB − f˜cBxcφcθ − f˜cBysφcθ + f˜cBzsθ ≤ 0. (6.34)
This inequality represents a circle on the surface of the ball, the circle for rolling, over which
the impact should occur in order to accomplish the constraint imposed by the coefficient
of friction (see Figure 6.5); i.e. if an impulse vector f˜cB with fixed orientation is applied
anywhere inside, then the resulting impact will occur in rolling mode. The size of this area
depends on the coefficient of friction µ. The higher it is, the larger the circle of rolling will
become. This is particularly important when implementing the pedipulation algorithm on a
real robot. The controller of the robot will unavoidably attain some error, such that it will
likely not make contact into the desired contact point. So, if the error is low enough, the
rolling condition will still be happening, leading to allowable errors. On the other hand, if
the contact mode changes to sliding, the process of impact has a different behavior, leading
to a completely different outcome.
Figure 6.5: Circle for rolling c.
An efficient set of initial values for φ0 and θ0 for the optimization problem is the one that
would be required in case of a direct impact (see Appendix B.2.6); that is, if we ask for an
angular velocity of ω0 = 0, which is equivalent to φ˙B
(
t+i
)
= θ˙B
(
t+i
)
= ψ˙B
(
t+i
)
= 0. In this
case, the impulse is fully described by its normal component, resulting in an easy calculation
of these initial values, given by
φ0 = arctan 2
(
vOBy ,0, vOBx
)
, (6.35)
θ0 = − arctan 2
(
vOBz ,0,
√
v2OBx,0 + v
2
OBy ,0
)
. (6.36)
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6.3.3 Calculation of the approaching velocity
By knowing the required impact conditions, we can calculate the required approaching velocity
of the operational point on the foot that will exert the desired impulse. Let us use the
expressions given in (4.40) and (4.48) to calculate the corresponding normal and tangential
component. These ones, are written for this case study as
vcRn =
f˜cBn
1 + e
m−1Bnn −
f˜cBt
1 + e
m−1Bnt , (6.37)
vcRt = −f˜cBnm−1Bnt + f˜cBtm−1Btt , (6.38)
where e is the coefficient of restitution (CoR) describing the compression/restitution inter-
action between the swing foot and the ball. In the case of a ball, this one can be measured
as explained in Appendix D. These expressions are a function of the inverse of the effective
mass of the ball in each direction (or crossed direction). Let us calculate these inverses of the
effective mass by calculating first the corresponding mobility matrix given in (4.41); that is,
YB = JB,c,vM−1B JTB,c,v, (6.39)
Then, each one of these inverses of the effective mass is calculated as
m−1Bnn = n˘
TYBn˘ = m−1B , (6.40)
m−1Btt = t˘
TYB t˘ = m−1B
(
1 + ρ−1B
)
, (6.41)
m−1Bnt = −n˘TYB t˘ = 0. (6.42)
As we can see, for the case of the ball, these inverses of the effective mass are constant, and
independent of the impact coordinates.
Finally, the required approaching velocity is calculated as
vcRn =
f˜cBn
1 + e
m−1B , (6.43)
vcRt = f˜cBtm
−1
B
(
1 + ρ−1B
)
, (6.44)
such that it is possible to define the trajectory for the swing foot as explained in Sections 4.3
and 4.4, and stabilize the resulting motion as explained in Chapter 5.
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Chapter 7
Dynamics simulation
In order to validate the pedipulation approach applied to the free kick in soccer, the humanoid
motion was simulated in OpenHRP3 (Open architecture Human - centered Robotics Platform
version 3 ), an integrated software platform for robot simulations and software developments,
that allows the users to inspect an original robot model and the control program by means of
the calculation of the forward dynamics of the system [107] [108].
It is therefore necessary to simulate the interaction between the ball and the humanoid
robot, as well as between the ball and the environment. However, until now the only way to
simulate a ball was by using the model of a polyhedron consisting of many faces and vertices.
As a consequence, the ball rolled erratically and bounced in an unnatural way, making it
impossible to simulate a real behavior or test related algorithms.
Thus, it was imperative to make an improvement on OpenHRP3 to properly handle the
model of the ball as a sphere when it comes to detect its collision with the environment
modeled by polygonal meshes, so that the constraint-based dynamics engine proposed in [108]
and implemented in OpenHRP3 can accurately simulate impacts (and bounces) between the
ball and objects in the simulation environment, as well as the rolling behavior over arbitrary
surfaces.
7.1 Collision simulation approaches
Real-time physics simulation systems as Bullet, JigLib, Newton or Open Dynamics Engine
(ODE) already include a collision detection system capable of handling the collision between
a sphere and a polygonal mesh [109]. However, simple spheres are treated as rigid objects
unable to deform.
In these systems, the sphere usually collides with just one triangle of the polygonal mesh
at a given time (usually the nearest one to the sphere in the traveling path), and in just one
point. For that purpose, the collision mechanism generally computes the instant of incidence
of the impact; that is, the instant when the sphere first touches the triangle, as well as the
contact point, as no penetration is allowed. Then, these methods must handle different cases
when the sphere collides inside of the triangle, an edge or a vertex [110] [111].
Under these assumptions, the actual behavior of a ball hitting an edge may not be so
close to the real one. This is because a real ball suffers certain deformation when it hits
an edge, and the amount of deformation over the faces that share that edge determine the
reaction forces. This behavior can be approximated by calculating the reaction forces, one
per each face, that would be produced when a ball is squashed over some of the triangles of
the polygonal mesh at the instant of incidence, so that the resultant of these forces produce
a motion closer to the expected one.
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7.2 Collision detection
When it comes to simulate an interaction between objects in OpenHRP3, a collision detection
between these ones, modeled as polygonal meshes made up of triangles, is first performed.
This is done in OpenHRP3 by using a library known as OPCODE, which not only detects whether
or not a collision has happened, but also calculates the contact points and the reaction force
vectors from the normal of each triangle [107], so that the dynamics simulation engine be able
to simulate the corresponding impact dynamics.
By default, a ball is also represented as a polygonal mesh, and treated as one by the
collision detection’s mechanism. This leads to the previously mentioned erroneous behavior.
The OPCODE library is already able to identify a collision between a sphere and a polygonal
mesh. However, this collision detection mechanism can only identify which triangles are being
touched by a given sphere, not the actual contact points or the reaction force vectors, which
have to be manually calculated for the purposes of the dynamics simulation engine.
The algorithm presented in the following represents an efficient way of calculating these
contact points and reaction force vectors between the ball and the environment, so that this
information can be used by the dynamics engine to simulate the behavior of the ball. This
calculation is a two-step process performed for every triangle colliding with a sphere described
by the position of its center and its radius:
1. The intersection between the sphere and the infinite plane where the triangle lies must
be found and then described as a circle of intersection lying in that plane.
2. The area of intersection between this circle and the triangle is identified, and the cen-
troid of this area is chosen as the contact point. The direction of the reaction force
vector is chosen to be normal to the plane where the triangle lies.
7.2.1 Sphere-plane intersection
Once each triangle in contact with the sphere is identified by using the OPCODE library, the
triangle is returned as a set of 3 vertices. From these points it is possible to describe the
infinite plane where the triangle lies, and then, the corresponding intersection with the sphere
in the following way:
Let us suppose a sphere of radius rB centered in the origin and a plane which can be
completely defined by specifying one point p lying on it and a normal vector to the plane
n =
[
nx ny nz
]T
. If we choose a unit vector as the normal vector such that p = pn˘, the
normalized equation of the plane can be expressed as
n˘xx+ n˘yy + n˘zz = p, (7.1)
where p is the minimum distance of the plane to the origin, as it represents the magnitude of
p, and (x, y, z) is any point that belongs to the plane.
In this way, in case the plane is described in the local reference frame of the sphere and
it is normalized, the plane will intersect the sphere if and only if p ≤ rB (Figure 7.1). Then,
the circle of intersection has a radius rc given by
rc =
√
r2B − p2, (7.2)
whereas the depth of the collision d is calculated as
d = rB − p, (7.3)
as it can be seen in Figure 7.2, where the sphere and the plane can be seen from a lateral
view (perpendicular to the plane).
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Figure 7.1: Intersection between the sphere and the plane.
sphere
plane
p
rB
rc
d
Figure 7.2: Calculation of the radius of the circle of intersection rc.
7.2.2 Circle-triangle intersection
The triangle can be thought as a rigid surface and the sphere representing a ball can be
assumed to slightly deform when it collides. Therefore, instead of penetrating the triangle,
the sphere will be assumed to squash over the area of intersection between the triangle and the
circle of intersection (computed in Section 7.2.1). In order to provide the required information
to the simulator, we need to represent this interaction by only one reaction force vector (a
resultant), whereas we have an infinite set of such vectors on the area of contact. This resultant
must be placed at the centroid of the area of intersection between the circle and the triangle.
Then, it is necessary to develop an effective algorithm capable of finding the centroid of the
area of intersection between a circle of arbitrary radius centered in the origin and any given
triangle.
In order to explain the main idea of the algorithm let us take an example as a starting
point (Figure 7.3a). Let us consider a circle of radius rc = 1 centered at the origin. Also,
consider a triangle specified by three vertices (v1,v2,v3) connected by three edges (l1, l2, l3),
such that the center of the circle o lie inside of the triangle. In this specific case the triangle
intersects in four points with the circle (i1, i2, i3, i4). By looking at the example shown in
Figure 7.3a, we can see that the area of intersection can be split into a set of simpler sections
(triangles and circular sectors), whose area and centroid can be easily calculated, as it is
shown in Figure 7.3b. This information can then be used to calculate the centroid of the
area of intersection between the triangle and the circle. In order to do that we propose an
algorithm composed by three stages:
79
o
v1
v2
l1
v3
l2
l3
i1
i2
i3
i4
(a) Particular points (vertices and intersections). (b) Sections and their corresponding centroids.
Figure 7.3: Working example.
1. Detection of particular points, represented by the vertices of the triangle vi and the
intersections im of the triangle with the circle.
2. Identification of sections (triangles or circular sectors) from the information contained
in the list of particular points, so that the proper calculation of each area and centroid
can be done.
3. Calculation of the centroid of the area of intersection based on the area and centroid of
all the sections.
Each one of these stages is explained in the following:
7.2.2.1 Detection of particular points
In this stage we list the particular points of the triangle; that is, its vertices and its inter-
sections with the circle. This is done in a counterclockwise (CCW) fashion with respect to
any point lying inside of the triangle, along with some information about each point: its ID
(j), its rectangular coordinates (xj , yj) as well as the angular one (θj) with respect to the
X axis, the type of point tj (a vertex coded as ver or an intersection coded as int) and a
code ϑj assigned to it. In case the point is a vertex, two codes are used: 0 when the vertex
is outside of the circle or 1 when it is inside of it. If the point is an intersection, the code
will correspond to the label of the edge to which it belongs ({1, 2, 3}). In any case, when the
code is not zero, the particular point lies inside of the circle. This list is filled by following
the Algorithm 7.2. This algorithm basically registers each vertex and the intersections of the
associated edge with the circle in a CCW fashion, along with the necessary information.
The intersections of any edge with the circle are found by solving the system of equations
of the line corresponding to the edge and the circle. Then, the possible candidates are tested
against the vertices vi and vi+1 that define the edge li to check if these intersections actually
belong to the edge. Then, if two intersections im pass the test, they still need to be reordered
in a CCW fashion. Let us assign a coefficient sm to each intersection, calculated as
sm =
‖im − vi‖
‖vi+1 − vi‖ . (7.4)
By reordering the intersections im with respect to the increasing order of the coefficient shown
in (7.4), they will follow the CCW order. For the case of the example shown in Figure 7.3,
the corresponding list of particular points is shown in Table 7.1.
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Algorithm 7.2 Detection of particular points.
1: Label vertices (vi) and edges (li) in a CCW fashion
2: j ← 1
3: for i← 1, . . . , 3 do
4: {xj , yj} ← Coordinates of vi
5: tj ← ver
6: if vi is inside of the circle then
7: ϑj ← 1
8: else
9: ϑj ← 0
10: end if
11: j + +
12: Find intersections im between the circle and the edge li
13: Reorder those im in a CCW fashion
14: for all m do
15: {xj , yj} ← Coordinates of im
16: tj ← int
17: ϑj ← i
18: end for
19: j + +
20: end for
Table 7.1: Particular points for the case shown in Figure 7.3.
j point xj yj θj [rad] tj ϑj
1 v1 -1.58 0.198 3.0194 ver 0
2 i1 -0.958 -0.287 3.4383 int 1
3 i2 -0.0396 -0.999 4.6775 int 1
4 v2 0.798 -1.65 5.1662 ver 0
5 i3 0.748 -0.664 5.5501 int 2
6 v3 0.683 0.617 0.7348 ver 1
7 i4 -0.949 0.315 2.8274 int 3
7.2.2.2 Detection of sections
In this stage we use the information contained in the previous list to define each section. The
previous list considers points that are inside of the circle (ϑj 6= 0) and points that are outside
of it (ϑj = 0). The former ones, referred from now on as inner points, together with the center
of the circle o, represent the vertices of each of the sections. The latter ones, referred from
now on as outer points, are used to identify the type of section. Basically, if two inner points
are consecutive, they belong to a section whose shape is a triangle. On the other hand, if there
are outer points in between, then the inner ones belong to a section whose shape is a circular
sector. In this way, another list of detected sections can be created from the information
contained in the list of particular points. This new list considers the following information
for every section: its ID (k), the type of figure tk, the ID of the two particular points for this
section (j(1), j(2)), the area of the section (ak) and the coordinates of the section’s centroid
(ck,x, ck,y). This list is filled by following the Algorithm 7.3. This algorithm basically finds the
first inner point in the list and the following inner one. If there are no outer points in between
then the section is registered as a triangle; otherwise, it is registered as a circular sector. This
procedure is repeated with every inner point until everyone is checked, by considering the list
as circular.
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Algorithm 7.3 Detection of sections.
1: jstart ← the ID of the first inner point . Start and end, considering list as circular
2: k ← 0
3: j ← jstart
4: while j doesn’t reach the starting point again do
5: j(1) ← j
6: k + +
7: if the next point is an inner point too then
8: j(2) ← j + 1
9: tk ← tri . Triangular section
10: else
11: j(2) ← the ID of the next inner point
12: tk ← sec . Circular sector section
13: end if
14: j ← j(2)
15: end while
16: if the list is not empty then
17: Calculate the area (ak) and centroid (ck,x, ck,y) of each section
18: end if
There are two particular cases:
1. If the list is fully covered without finding a starting point; that is, there is no inner point,
then the list of sections would be empty. This means that either the circle is inscribed
in the triangle or that there is no intersection between the circle and the triangle (the
latter one is completely outside).
If the circle is inscribed in the triangle, then the center of the circle is also inside of it
and the centroid of the intersection of both figures would be the center of the circle.
In this way, we only have to check if o is inside of the triangle. This can be done by
computing the sum of the angles between o and every pair of vertices. This sum will be
2pi if this point is inside of the triangle.
2. In the case that the list of sections is made up of just one section where j(1) = j(2), this
means that the triangle is touching the circle in just one point. This point j(1) is then
considered as the centroid of the intersection of both figures.
In any other case, the area and centroid of each section have to be calculated.
If the section is a triangle, its area ak can be calculated with given vertices (xi, yi) by
ak =
1
2
2∑
i=0
(xiyi+1 − xi+1yi) , (7.5)
where (x2, y2) = (x0, y0). It is worth noticing that if the vertices are ordered in a CCW
fashion, ak is positive. Otherwise, it is negative. For our purposes, the first vertex should be
the center of the circle o, followed by j(1) and then j(2), given that the last ones are already
ordered in a CCW fashion with respect to any point that lies inside of the triangle. This
remark is very important, and will be retaken later. The centroid of the triangular section is
simply calculated as the “average” of its vertices:
ck,x =
1
3
∑
i
xi, ck,y =
1
3
∑
i
yi. (7.6)
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On the other hand, if the section is a circular sector, the area and centroid can be easily
calculated by considering the angular coordinates (in radians) of the particular points instead
of the rectangular ones. With respect to the area ak, it can be calculated as
ak =
1
2
r2c
(
θj(2) − θj(1)
)
, (7.7)
whereas for its centroid, we can calculate its radial coordinate gc and its angular one φc
(Figure 7.4) as
gc =
4
3
rc
θj(2) − θj(1)
sin
(
θj(2) − θj(1)
2
)
, φc =
1
2
(
θj(1) + θj(2)
)
, (7.8)
such that the rectangular coordinates be given by
ck,x = gc cosφc, ck,y = gc sinφc. (7.9)
rθj(1)θj(2) gc
φc
Figure 7.4: Centroid of a circular sector.
Having done all these, the table is finally filled, and it is possible to calculate the desired
centroid. For the case of the example shown in Figure 7.3, the corresponding list is shown in
Table 7.2.
Table 7.2: Sections for the case shown in Figure 7.3.
k tk j(1) j(2) ak ck,x ck,y
1 tri 2 (i1) 3 (i2) 0.473 -0.33300 -0.42900
2 sec 3 (i2) 5 (i3) 0.442 0.25300 -0.59400
3 tri 5 (i3) 6 (v3) 0.457 0.47700 -0.01570
4 tri 6 (v3) 7 (i4) 0.400 -0.08880 0.31100
5 sec 7 (i4) 2 (i1) 0.306 -0.65600 0.00974
7.2.2.3 Centroid calculation
Once this is done, we can calculate the centroid of the area of intersection between the triangle
and the circle as
cx =
1
A
∑
cx,kak, cy =
1
A
∑
cy,kak, (7.10)
where A =
∑
k ak. For the example shown in Figure 7.3, the centroid obtained by the
calculation is (−0.0307,−0.1660), as it is shown in Figure 7.5.
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(-0.0307, -0.1660)
Figure 7.5: Working example’s result.
7.2.2.4 Generality of the method
The previous method assumed that the center of the circle was inside of the triangle, but
what happens if this is not the case? Let us consider the example shown in Figure 7.6. In
this case, as the center of the circle lies outside of the triangle, the area of one of the sections
must be considered as negative, in order to compute correctly the centroid of the intersection.
Specifically, the area of the triangle {o,v2,v3}, as this is not a piece of the area of intersection.
o
v1
v2
l1
v3
l2
l3
i1
i2
Figure 7.6: Another example.
However, the algorithm just described is general enough that we don’t have to take into
account any special consideration for this case. By following the CCW order of the particular
points with respect to any point that lies inside of the triangle, j(1) would correspond to v2
and j(2) to v3. So, by starting at o, the corresponding triangular section’s vertex order would
be automatically clockwise (CW)! In that case, the area would be negative when calculated
using (7.5), as it is desired. That is, the algorithm just explained works fine for every arbitrary
triangle, without taking into account any special considerations.
For the example shown in Figure 7.6, the corresponding particular points are shown in
Table 7.3, while the corresponding sections are shown in Table 7.4. It is worth noticing the
negative area of section k = 2, as it was expected. The centroid in this case is located at
(−0.6682, 0.5212) as shown in Figure 7.7.
(-0.6682, 0.5212)
Figure 7.7: Another example’s result.
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Table 7.3: Particular points for the case shown in Figure 7.6.
j point xj yj θj [rad] tj ϑj
1 v1 -1.030 1.0700 2.3387 ver 0
2 i1 -0.957 0.2880 2.8449 int 1
3 v2 -0.927 -0.0293 3.1765 ver 1
4 v3 -0.233 0.948 1.8151 ver 1
5 i2 -0.291 0.957 1.8675 int 3
Table 7.4: Sections for the case shown in Figure 7.6.
k tk j(1) j(2) ak ck,x ck,y
1 tri 2 (i1) 3 (v2) 0.1480 -0.6280 0.0864
2 tri 3 (v2) 4 (v3) -0.4430 -0.3860 0.3060
3 tri 4 (v3) 5 (i2) 0.0268 -0.1750 0.6350
4 sec 5 (i2) 2 (i1) 0.491 -0.4530 0.4520
7.2.3 Collision registration
Having found the centroid of the intersection between the circle and the triangle, this point
can be described in the world reference frame and registered as the contact point, as well
as the normal vector to the plane where the triangle lies, such that the collision detection’s
mechanism be able to compute the reaction force vector. Another data that needs to be
registered is the depth of the collision (d), given that the dynamics simulation engine tries to
minimize it in order to prevent the sinking of the sphere into the objects. These parameters
are used by OpenHRP3 to correctly simulate the dynamics of the ball, as from them the position
and orientation of the reaction forces can be calculated. In this way, when a sphere collides
with a polygonal mesh, the previous algorithm will be used for registering the collision data
for every triangle that the sphere intersects. This procedure places as many reaction vectors
as triangles that are touched, in order to simulate the ball squashing over an object, and in
general it leads to very realistic simulations, as it will be shown in Section 8.1.
However, there is a special and very common particular case that should be considered:
What happens if a planar surface is modeled by many coplanar triangles, and a ball hits more
than one of those at the same time? Let us take as an example the simple case depicted in
Figure 7.8, where the circle of intersection between a sphere and two coplanar triangles is
shown. By running our algorithm, two contact points are calculated and two reaction force
vectors are placed. However, there is a distance between them which may induce a moment,
affecting the rotational motion of the ball. The solution to this problem is described in the
following.
Figure 7.8: The case of a plane composed by two triangles.
Given that for each colliding triangle of the polygonal mesh we have calculated the contact
point and the area of the intersection between the circle and the triangle, along with the
corresponding triangle’s plane definition (n˘ and p), then we have to merge the vectors for
coplanar triangles (as they represent just one plane).
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In order to do this, we have to create a new list of collision information (contact points
and normal vectors) that will store the merged and the unmerged vectors. Then, we review
the plane definition of every triangle by comparing it against the plane definition of all the
remaining ones that have not been considered yet. If the normal vectors n˘ and the distance
to the origin p are both equal (or within a small range of error) then the triangles are coplanar
and we must merge the corresponding collision vectors by using the area of intersection and the
contact point, as done in (7.10). The result is then stored in the new list. Collision information
that doesn’t need to be merged is stored directly. After doing this, the information of the new
list is registered and we will only have one collision vector per plane, such that the results
obtained by the simulator be more accurate.
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Chapter 8
Simulation and experimental results
The purpose of this chapter is to validate the algorithms and theory developed in this thesis.
To do that, the chapter has been divided in three parts. The first one validates the colli-
sion detection algorithm explained in Section 7.2 through its implementation in OpenHRP3
[107] [108], an integrated software platform used for dynamics based simulations. This valida-
tion is important given that all the remaining simulations are based on the case study chosen
to exemplify the applicability of the pedipulation algorithm: the free kick in soccer. The
second part deals with the validation of the impulsive pedipulation algorithm per se. Through
the simulation of a free kick in soccer, the accuracy of the attained goal position is evaluated,
in order to validate the assumptions made while constructing the corresponding impulsive
model. Lastly, the third part evaluates the yaw moment compensation algorithm, through
the simulation of a robot performing an arbitrary motion on a very slippery floor (in order
to minimize the compensating effect of friction and be able to evaluate our algorithm). This
arbitrary motion is once again represented by the free kick in soccer.
8.1 Ball simulation assessment
By implementing the developed collision detection algorithm in OpenHRP3, this simulator is
able to calculate the reaction force vectors between the ball and every triangle that it touches,
so that it can bounce and roll realistically. This improvement can be illustrated by means
of a comparison of the results obtained by treating the ball as a polyhedron and as a sphere,
through the simulation of a bouncing motion in OpenHRP3, and described as follows.
In OpenHRP3, a ball of rB = 0.034 m of radius is initially placed at a height of 1.6 m
(vertically along the Z axis) and given an initial velocity of 1 m/s in the horizontal X axis di-
rection. The coefficient of restitution (CoR) between the ball and the floor is set to e = 0.712.
This simulator is able to release as output data the sequence of positions and orientations for
any object of the virtual world, as it is the ball, such that it was possible to analyze the cor-
responding data in Matlab by means of the corresponding graphs. The graph for the motion
of the ball modeled as a polyhedron and composed by 360 triangles is shown in Figure 8.1a,
whereas for the one of the ball modeled as a sphere is shown in Figure 8.1b. In both cases the
ball bounces, however in Figure 8.1a the ball doesn’t advance in the x direction after hitting
the floor, but keeps on bouncing at the first landing location, even when it was originally given
an initial velocity in the X direction. This unnatural bouncing behavior is totally erroneous
as there is no initial backspin given to the ball. On the other hand, Figure 8.1b shows the
ball advancing in the X direction after hitting the floor. Considering that no rolling friction
is assumed, this behavior corresponds to the expected one.
Having assessed a proper bouncing behavior of the algorithm, four additional simulations
were carried out and their details are shown in the following.
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(a) Ball modeled as a polyhedron. (b) Ball modeled as a sphere.
Figure 8.1: Ball bouncing motion.
8.1.1 Bouncing and rolling over slanted planes
The first simulation consisted on two slanted planes and a box with an arbitrary orientation
placed between them as an obstacle. Then, a ball was given an initial position and velocity in
such a way that it bounced on one plane and then on the other. The CoR between each plane
and the ball was different such that when it arrived to the second plane, the ball finished to
bounce and started to roll, until it collided with the obstacle represented by the box. The ball
actually hit one edge of the box and bounced again. Some snapshots of the simulation are
shown in Figure 8.2. As can be seen, the behavior shown by the ball with respect to bouncing
and rolling is as expected from intuition, showing that the algorithm has a realistic behavior.
8.1.2 Collision against a vertex
Another more challenging simulation consisted on dropping a ball over one corner of the
3D model of a desk, as shown in Figure 8.3. This 3D model is shown as a blue wireframe.
Basically, we wanted to inspect the behavior of the ball as it was getting closer to a vertex,
and check if the behavior was realistic or not. As can be seen, three reaction force vectors
(represented by black lines) occur at the contact point. Each one corresponds to every face
of the corner. The ball then bounces away in a direction dictated by the resultant of these
forces, in a similar way as a real ball would do under the same impact conditions.
8.1.3 Oblique impact against friction-free surfaces
Let us assume a perfectly elastic impact (e = 1) of a ball approaching to a fixed rigid surface
at a 45 deg with respect to the normal of that surface, for an oblique impact to take place
(see Appendix B.2.6). Under these conditions, the ball must bounce with an angle of 45
deg. The snapshots corresponding to this simulation are shown in Figure 8.4. On the other
hand, in case of an inelastic impact (0 < e < 1), the attained bouncing angle with respect to
the normal should be larger, given that only the normal component velocity of the ball gets
reduced. The snapshots corresponding to this simulation are shown in Figure 8.5.
8.1.4 Colliding a ball with a slanted implement
Finally, in a way to show that the behavior does not just look realistic but also conform with
the impact theory, a simulation involving the collision of rough surfaces is performed, i.e. a
situation where friction force also generates an impulse.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 8.2: Bouncing and rolling simulation.
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Figure 8.3: Collision between a ball and a corner of a desk (the ball is shown as a mesh only
for visualization, as it is not treated like that by the collision detection mechanism).
(a) (b)
(c) (d)
Figure 8.4: Elastic oblique impact.
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(a) (b)
(c) (d)
Figure 8.5: Inelastic oblique impact.
Let us consider a slanted implement, i.e. an implement having a slanted face of θ deg with
respect to the vertical, striking an originally steady ball horizontally. In this case, the striking
implement is considered to have a mass of mS = 250 g and a slant of ψ = 45 deg, whereas
the ball is considered to have a radius of rB = 0.02 m and a mass of mB = 0.046 kg (a typical
golf ball). The horizontal approaching velocity is considered to be 30 m/s. The coefficient of
restitution between the slanted implement and the ball is considered as e = 0.7, whereas the
coefficient of friction is considered as µ = 0.5. See Figure 8.6.
The corresponding simulation (Figure 8.7) was carried out by using a time integration
step of 0.1 ms. The striking implement was simulated by using a slanted box, constrained
to move in a straight line with the required approaching velocity, and initially very near to
the ball to hit it before slowing down considerably; i.e. approximately with the required
approaching velocity. The data for the position of the ball (px, pz) and the angular velocity
(ωy) corresponding to the time stamp before hitting the ball and after hitting it are presented
in Table 8.1 (these ones were provided by the simulator), along with the velocity components
(vx, vz), the total velocity (v) and the angle of launch (θm,0) calculated from the previous
data.
Table 8.1: Data for the simulation shown in Figure 8.7 just before the impact (t = 0.9 ms)
and after the impact (t = 1 ms).
t x z ωy vx vz v θm,0
[ms] [m] [rad/s] [m/s] [deg]
0.9 0 0.021 0 0 0 0 —
1.0 0.004 0.022 -460.632 43.718 15.643 46.432 19.688
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Figure 8.6: Definition of the reference frame and variables for the simulation of the collision
between a ball and a slanted implement.
(a) (b)
(c) (d)
Figure 8.7: Impact with a slanted implement.
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According to the calculations shown in [78] (Worked Example 4.6), for this example the
ball rolls up to the slanted face of the implement before launching with a total velocity of
v = 39.206 m/s at an angle of θm,0 = 19.7 deg and with an angular velocity of ωy = −439.617
rad/s. As can be seen from the results of the simulation, the total velocity value is a little bit
different from the one calculated. On the other hand, the angle of launch is very close to the
desired value, as well as the angular velocity. The differences may be due to the integration
step, the dynamic model used by the simulator and the fact that the approaching velocity is
not exactly 30 m/s, given that the slanted implement slowed down due to the friction with
the floor before hitting the ball. However, the simulation results are shown to be reliable.
8.2 Kicking motion simulation
In order to assess the validity of the pedipulation algorithm, a kicking motion performed by
the HRP-2 humanoid robot (described in Section 2.8) on a regular volleyball was simulated
as well as tested on the real platform. The resulting motion of the robot in both cases, as well
as the motion of the ball after the impact, were then analyzed and compared to the desired
outcome, as reported in Section 8.2.1. Having done this, a large set of kicking motions were
simulated by varying the desired goal position of the ball, as well as some parameters. The
motion of the ball after the impact was analyzed in every case, and compared to the desired
one, in order to statistically evaluate the performance of the pedipulation algorithm. These
analyses are reported in Section 8.2.2.
8.2.1 Single experiment analysis
In order to simulate the kicking motion we used the parameters for the volleyball reported
in Table 8.2. These ones are based on a real ball available in the laboratory. The radius
(rB) and the mass (mB) were directly measured, while the construction coefficient (ρB) was
estimated, supposing that it may be similar to a tennis ball, given that both are formed by
layers [78]. The coefficient of friction (µ) between the foot and the ball is arbitrarily considered
to be small, given the slippery interaction between the corresponding surfaces. Finally, the
coefficient of restitution (CoR) (e) was directly measured by using the method described in
Appendix D. The ball is initially located at the origin of the world reference frame, over a
disk placed between the ball and the floor. The disk was required in the real experiment to
make it easier to place the ball at the desired XY location. However, it raised the ball’s initial
height, such that for its initial position we have pOB,0 =
[
0 0 (rB + 0.016 m)
]T
, which
was also considered in calculations and simulation.
Table 8.2: Ball parameters.
Parameter value
Type volleyball
Radius (rB) 0.099 m
Mass (mB) 0.25 kg
Construction coefficient (ρB) 0.535
Coefficient of restitution (e) 0.84
Coefficient of friction (µ) 0.07
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Let us place the humanoid robot in such a way that while standing in its reference configu-
ration its cardinal sagittal plane be parallel to the XZ plane of the world reference frame, and
its swing foot be exactly behind the ball before detaching, by a distance of −0.35 m. This is
done by setting up the footprints of both, the support foot and the swing foot before detaching,
such that for {α}, φα = 0 deg. Then, for the support foot we set αΦSup = (−0.35 m, dp, 0),
whereas for the detaching swing foot, SwgΦSup,det = (0,−2dp, 0), where 2dp = 0.19 m is the
normal spacing between both feet in the reference configuration (see Sections 4.3.1 and 4.4).
This footprint for the support foot was heuristically selected given that it allowed more kicking
trajectories to be feasible without interfering with the ball before the moment of incidence.
Also, the height of the waist was heuristically selected (pOCz = 0.6 m), a little bit lower than
in its reference configuration to increase the workspace of the swing leg but not so low to
demand so much torque from the knee. In this way, we get the set-up shown in Figure 8.8.
Figure 8.8: Set-up for the kicking motion.
The parameters used for this kicking motion are shown in Table 8.3. These were specifically
chosen to produce a motion inside of the corresponding workspace and to comply with the
joint limits and the maximum joint velocities of the robot. The desired goal position was
marked out by using a goal frame over a hurdle of 0.02 m height, creating a narrow space
of 0.26 m width centered at this goal position, that should be traveled through by the ball,
whose diameter is almost 0.2 m; that is, with a margin of 0.03 m for each side of the ball
(Figure 8.9). By including a hurdle at the goal position, the desired arrival condition of the
ball to the goal was forced to be a requirement, as the ball wouldn’t be able to enter to the
goal without attaining the desired height (within 0.01 m of margin).
It is worth to mention why the goal position is very near to the robot. This is because
the joint velocities required for farther 3D goals were surpassing the current maximum joint
velocities. Also, it is worth to mention that the ball’s pitch velocity (θ˙dB0) is given a value of
-100 deg/s. This is because in the case of θ˙dB0 = 0, the required approaching velocity vector
was inducing a trajectory for the swing foot in which the sole was colliding with the ground.
By switching it to -100 deg/s, this vector turned to be less steeper, rising, in this way, the
lowest point of the trajectory of the sole.
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Figure 8.9: Goal frame dimensions for the experiment.
Table 8.3: Parameters for the experiment.
Parameter Value
Time span for the swing phase (T dswing) [s] 1.3
Ball’s yaw velocity (φ˙dB0) [deg/s] 0
Ball’s pitch velocity (θ˙dB0) [deg/s] -100
Reaching angle (θdm,f ) [deg] -15
Frontal distance (pdGx) [m] 0.4
Lateral distance (pdGy) [m] 0.05
Height (pdGz) [m] rB + 0.03
8.2.1.1 Pedipulation planning
After calculating the desired impulse and the impact coordinates, an operational point on the
swing foot is selected together with the foot’s orientation at the moment of the impact. Then,
the approaching velocity is calculated. These calculations, together with the specifications of
the task, are used to define the trajectory of the operational point and the swing foot. The
desired trajectory for the operational point is shown in Figure 8.10.
On the other hand, the trajectory for the horizontal position of the waist is at first proposed
to shift horizontally from the reference configuration to be placed exactly over the support
(left) ankle position, and let it remain there until the motion finishes. Then, it shifts back
to the original position at the end of the kicking motion. However, this trajectory does not
ensure dynamic stability. By following the iterative process described in Section 5, and after 2
iterations, we get a balancing motion trajectory for the waist that almost fixes the trajectory
for the ZMP as desired; that is, exactly under the left ankle throughout the duration of the
kicking motion. The calculated trajectory for the waist is depicted in Figure 8.11, compared
to the proposed one (the initial condition of the iterative process). In order to compute this
trajectory, a delay of 2 s was originally considered at the beginning and at the end of the
kicking motion, followed by the motion of the waist that transfers the ZMP to a position
below the left ankle, which lasts 1 s; that is, the kicking motion actually starts at t = 3 s, in
such a way that the instant of incidence occurs 1.3 s later, at t = 4.3 s, as it is marked in
Figure 8.11. The sampling time is ∆t = 0.005 s. The obtained ZMP trajectory is depicted
in Figure 8.12, compared to the desired one. However, as we can see, the difference between
these signals is extremely small and practically negligible, given that the mean error between
them was 1× 10−6 m, achieved with only 2 iterations.
The whole calculation lasted approximately 65 s, by using non-optimized Matlab code
and running on a Laptop PC with Intel(R) Core(TM) i7-2670QM CPU @ 2.20 GHz, 8 GB of
RAM and Windows 7 (64-bit).
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(a) XZ plane
(b) XY plane
Figure 8.10: Desired trajectory for the operational point.
(a) Position in X [m]
(b) Position in Y [m]
Figure 8.11: Proposed waist trajectory (dashed line) vs. computed one after the iterative
process (solid line).
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(a) Position in X [m]
(b) Position in Y [m]
Figure 8.12: Desired ZMP trajectory (dashed line) vs. attained one after the iterative process
(solid line).
8.2.1.2 Simulation
The motion was simulated by using OpenHRP3 [108], already improved to include the capacity
of simulating the ball dynamics [41]. The virtual model of HRP-2 implements the same
controller built in the real robot, as well as the dynamical effect of its impact absorption
mechanism consisting of rubber bushes and dampers (Figure 8.13a) [108]. This is achieved
through the insertion of virtual joints corresponding to these rubber bushes into the virtual
model of the robot (Figure 8.13b) [108], such that the joint values resemble the elastic behavior
of a linear spring-damper, depending on the force and torque sensed by the corresponding unit.
In this way, the robot behaves closely to the physical platform with the advantage of having
complete control of the physical properties of the environment. Also, the virtual model of the
robot implements an online version of the balancer algorithm described in Chapter 5, to take
into account the disturbances present during the simulation, and correct the motion already
calculated in order to ensure the stability of the robot.
(a) Impact absorbtion mechanism. (b) Virtual joints.
Figure 8.13: Dynamic simulation of the feet of the HRP-2 (Images courtesy of [108]).
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The resulting simulated motion is shown through a selection of frames in Figures 8.14 and
8.15, as seen on the sagittal and frontal planes, respectively, and labeled with the correspond-
ing simulation time stamp.
(a) 3.750 s (b) 5.250 s (c) 5.900 s
(d) 6.250 s (e) 6.572 s (f) 6.650 s
(g) 6.733 s (h) 7.200 s (i) 7.750 s
Figure 8.14: Simulated kicking motion as seen on the sagittal plane.
At the beginning of the simulation the robot has a predefined configuration. This one
evolves to the desired initial one in 3.750 s. Then, the robot transfers the ZMP to a position
under the left ankle, such that the kicking motion starts at t = 5.250 s. The foot makes
contact with the ball at t = 6.572 s; that is, T sswing = 1.322 s instead of 1.3 s, as it was
planned. This is attributed to the following error of the controller. The superscript s stands
for each “simulated” value, whereas d will be used for the “desired” one. The ball starts its
motion exactly after the impact, hitting the hurdle at t = 6.733, which is 0.01 m below the
desired height. Figure 8.16 shows a closer view of the ball motion, where it can be seen that
the ball succeeds to enter into the goal frame, despite the narrow margin.
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(a) 3.750 s (b) 5.250 s (c) 5.900 s
(d) 6.250 s (e) 6.572 s (f) 6.650 s
(g) 6.733 s (h) 7.200 s (i) 7.750 s
Figure 8.15: Simulated kicking motion as seen on the frontal plane.
(a) 6.572 s (b) 6.650 s (c) 6.733 s
Figure 8.16: Simulated ball motion.
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8.2.1.3 Simulation data analysis
OpenHRP3 can release as output data the sequence of positions and orientations for any object
of the virtual world (the ball or any link), as pointed out before, as well as the joint values
for the robot and the readings for each sensor. From these data it is required to calculate the
initial linear velocity vector vsOB,0, the reaching angle θ
s
m,f , the ball’s yaw velocity φ˙
s
B0 and
the ball’s pitch velocity θ˙sB0, in order to compare the simulated values with the desired ones.
However, measuring them is not straightforward. Due to sampling inherent errors, calculating
the velocity of the ball by means of numerically differentiating the trajectory for its position
leads to innacurate results, which can be critical for the evaluation of the efficiency of the
pedipulation algorithm. When there is no more information there is no other way it can be
done. However, in this case, we know that the acceleration due to the gravity is a constant.
Then, instead of performing a numerical differentiation we decided to perform a polynomial
curve fitting process by assuming a fixed quadratic coefficient (−12g) for the Z component,
as depicted in Figure 8.17. Thus, it is possible calculate a very accurate value for the initial
linear velocity vsOB,0, described by its components v
s
OB ,0
, φsm and θ
s
m,0, as well as the reaching
angle θm,f , by using (4.17).
Figure 8.17: Simulated Z position trajectory of the ball and the curve fitted.
It is worth to mention that the data used to make these measurements was obtained from
an alternative simulation to the one shown in Figures 8.14 and 8.15 in which the collision
detection between the ball and the environment (except the robot) was disabled. Then, the
ball experiences no bounce and the trajectory can be analyzed without needing to detect
those collisions. As a consequence, it is considered that the ball has arrived to the goal when
pOBx,t ≥ pGx , for some time t, not when it has bounced into the hurdle.
With respect to the ball’s yaw and pitch velocities, φ˙sB0 and θ˙
s
B0, it is first necessary to
consider that the simulator releases the trajectory for the orientation of the ball described
with respect to the world reference frame. On the other hand, the yaw and pitch velocities
are defined with respect to the local reference frame of the ball, as seen from Section 6.2.1.
This one is oriented according to the impact coordinates location, φ0 and θ0.
Let us denote by BRB′ (t) the orientation of the local reference frame of the ball after the
impact, described with respect to its orientation at the instant of incidence, RB (φ0, θ0, 0), by
using the orientation of the ball with respect to the world reference frame at time t after the
impact, RB (φB (t) , θB (t) , ψB (t)), such that
BRB′ (t) = RB (φB (t) , θB (t) , ψB (t))RB (φ0, θ0, 0) . (8.1)
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From BRB′ (t) we can obtain
BφB′ (t) and
BθB′ (t), as depicted in Figures 8.18 and 8.19. Let
us consider only the portion of the curves from t = 0.015 s to t = 0.045 s to perform the
corresponding linear curve fitting process. The constructed curves are also shown in Figures
8.18 and 8.19. From these ones we can calculate the simulated initial yaw and pitch velocities,
φ˙sB0 and θ˙
s
B0.
Figure 8.18: Simulated yaw trajectory of the ball and the curve fitted.
Figure 8.19: Simulated pitch trajectory of the ball and the curve fitted.
With respect to the simulated operational point, it was considered to be the first point
on the swing foot to make contact with the ball. As there is no collision data released by
the simulator, the sequence of positions and orientations of the foot was used, together with
the collision detection algorithm explained in Section 7.2; that is, for each time t a collision
detection between the foot and the ball was performed until getting a unique result (just one
triangle colliding with the ball). Due to the sampling time, ∆t, the first result would be given
by several triangles colliding with the ball. Then, an interpolation of the attitude of the foot
during the period of contact is performed, along with the corresponding collision detection on
instants sampled by using a smaller ∆t′. This procedure is then repeated several times, by
using every time a smaller ∆t′, until finding just one triangle colliding with the ball. Then,
the centroid of the area of intersection is taken as the contact point.
In this way, we got the contact point pc shown in Figure 8.20, from which the simulated
impact coordinates, (φs0, θ
s
0), can be calculated by considering the initial position of the ball
pOB,0 and the following expressions:
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rc/OB,0 = pc − pOB,0, (8.2)
φs0 = pi + arctan2
(
rc/OBy ,0, rc/OBx,0
)
, (8.3)
θs0 = arctan2
(
rc/OBz ,0,
√
r2c/OBx,0 + r
2
c/OBy ,0
)
. (8.4)
Then, the simulated operational point can be calculated by describing the contact point with
respect to the local reference frame of the swing foot, as shown in Figure 8.21.
Figure 8.20: Simulated contact point in the world reference frame.
Figure 8.21: Desired operational point (blue) vs. simulated one (red) marked as [X,Y, Z],
along with the corresponding normal vectors, marked as [U, V,W ], in the local reference frame
of the swing foot.
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The approaching velocity, vcR , was calculated by means of a numerical differentiation
process, by taking its value at the instant of incidence, as detected by the previous process
for calculating the impact coordinates. This velocity can be also expressed by using spherical
coordinates; that is, by means of its magnitude (vcR), its azimuthal angle (φcR) and its polar
angle, (θcR). All these desired and simulated values are shown in Table 8.4 for comparison.
Table 8.4: Comparison of desired and simulated data.
Data Desired (d) Simulated (s)
Azimuthal impact coordinate φ0 [deg] 7.1 7.5
Polar impact coordinate θ0 [deg] -20.5 -20.4
Time span for the swing phase Tswing [s] 1.3 1.322
Magnitude of the approaching velocity vcR 1.49 1.34
Azimuthal angle of the approaching velocity φcR 7.1 8.4
Polar angle of the approaching velocity θcR 10.5 15.1
Magnitude of the initial linear velocity (v0) [m/s] 2.70 2.55
Azimuthal angle of the initial linear velocity (φm) [deg] 7.1 6.5
Launch angle of the initial linear velocity (θm,0) [deg] 18.6 17.3
Time span to reach the goal Tgoal [s] 0.160 0.168
Ball’s pitch velocity (θ˙dB0) [deg/s] -100 -59
Ball’s yaw velocity (φ˙dB0) [deg/s] 0 -65
Reaching angle θm,f [deg] -15.0 -20.8
Goal’s frontal distance (pGx) [m] 0.400 0.411
Goal’s lateral distance (pGy) [m] 0.050 0.046
Goal’s height (pGz) [m] 0.129 0.107
As can be seen from Table 8.4, one of the critical values that differed the most corresponded
to θm0, more than v0, principally affecting the reaching angle θm,f . This is attributed to the
controller of the robot which hit an impact coordinate near to the desired one but with a
slightly different approaching velocity. This also affected the angular motion of the ball.
However, the accuracy of the latter one is not so critical for this experiment.
The desired and the simulated impact coordinates are shown in Figure 8.22, along with the
circle for rolling, described in Section 6.3.2.1. The blue circle was drawn by considering the
desired impact conditions and the red one, by considering the simulated ones. This was done
by using (6.34) together with (6.43) and (6.44); that is, those circles depend on the desired
and simulated approaching velocities. The blue circle encloses the area where the ball can be
kicked by using a fixed value of the desired approaching velocity, whereas the red one encloses
the area where the ball can be kicked by using a fixed value of the simulated approaching
velocity, while maintaining the rolling contact mode of the impact. As can be seen, the error
between the desired and the simulated impact coordinates was not large enough for them to
leave the corresponding circle for rolling, ensuring in this way our assumption for this contact
mode of the impact.
8.2.1.4 Real experiment
The same kicking motion was also performed by the real robot. This one is shown through
a selection of snapshots of the video taken during the experiment on Figure 8.23, labeled
with the corresponding video time stamp; that is, relative to the time that the video camera
started recording. As can be seen, the real kicking motion starts at t = 8.490 s and the foot
makes contact with the ball at approximately t = 9.790 s; that is, T rswing = 1.3 s as it was
planned. Here, the superscript r stands for a “real” value (from the actual experiment). The
ball arrives to the goal at t = 9.960 s.
103
Figure 8.22: Desired (blue) and simulated (red) impact coordinates, along with the circles for
rolling, given by the desired impact conditions (blue) and the simulated ones (red).
The video was carefully taken such that the image plane was as parallel as possible to the
sagittal plane of the robot. In this way, it was possible to estimate the Z position of the ball on
every frame by measuring distances in the image and relating them to known real distances,
carefully considering the perspective, as seen in Figure 8.24. Then, by means of a polynomial
curve fitting process with given initial position (pB0z) and fixed quadratic coefficient (−12g),
it was possible to estimate the initial linear velocity vector of the ball, vrOB,0, and construct
the corresponding curve, as depicted in Figure 8.25. Having done this, the reaching angle
θrm,f could also be estimated, in the same way as for the simulation.
The XY trajectory was estimated by means of an Iphone camera placed exactly over
the goal frame, in order to capture the moment in which the ball enters into the goal. The
corresponding snapshots at the beginning of the recording and at the moment in which the
ball enters into the goal are shown in Figure 8.26, along with some guidelines drawn over
the image to indicate the center of the goal and the approximated center of the ball. The
time stamp is relative to the moment that the Iphone started recording. The image is blurry
because of the speed of the ball. However, it can be seen that it enters almost at the center
of the goal, and that is the reason why we considered that psGy ≈ pdGy = 0.05 cm.
The constructed curve of the real trajectory for the position of the ball is shown in Fig-
ure 8.27, together with the desired one and the simulated one. The considered goal position
is marked as a datatip at the end of each curve. It is worth to remark that the X value for
the goal position in those three curves is not exactly 0.4 m. This is due to the sampling time.
The value shown is the first sampled one after the desired pdGx = 0.4 m. Also, it is possible
to notice that, in fact, during the real experiment the ball didn’t hit the hurdle, but it passed
over it, almost reaching the desired position and performing better than in the simulation.
Table 8.5 shows a comparison between the desired and the real data (that could be measured)
regarding to the motion of the ball.
The experimental impact coordinates could just be verified visually by means of approx-
imate measures taken from the snapshots of the video recorded by a third camera making a
close-up of the feet of the robot. Some of the snapshots are shown in Figure 8.28, particu-
larly showing an instant before the impact, the instant of incidence and an instant after the
impact. A ruler behind the robot was used as a reference measure. The rate of change of the
orientation coordinates couldn’t be measured from the video. The frames in Figure 8.28 also
show that the support foot has a negligible motion with respect to the floor. This validates
the hypothesis made in (4.38), which caused the inverses of the effective mass of the robot to
be neglected during the computation of the approaching velocity.
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(a) 8.490 s (b) 9.160 s
(c) 9.520 s (d) 9.790 s
(e) 9.890 s (f) 9.960 s
(g) 10.430 s (h) 11.060 s
Figure 8.23: Kicking motion implemented on the real humanoid robot.
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(a) 9.790 s (b) 9.830 s (c) 9.860 s
(d) 9.890 s (e) 9.930 s (f) 9.960 s
Figure 8.24: Analyzed trajectory for the position of the ball during the real experiment.
Figure 8.25: Experimental Z position trajectory of the ball and the curve fitted.
(a) 0.000 s (b) 12.600 s
Figure 8.26: Analyzed XY trajectory for the position of the ball during the real experiment
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Figure 8.27: Desired and simulated trajectories for the position of the ball.
Table 8.5: Comparison of desired and real data.
Data Desired (d) Real (r)
Time span for the swing phase Tswing [s] 1.3 1.3
Magnitude of the initial linear velocity (v0) [m/s] 2.70 2.47
Azimuthal angle of the initial linear velocity (φm) [deg] 7.1 7.1
Launch angle of the initial linear velocity (θm,0) [deg] 18.6 22.4
Time span to reach the goal Tgoal [s] 0.160 0.170
Reaching angle θm,f [deg] -15.0 -20.0
Goal’s frontal distance (pGx) [m] 0.400 0.408
Goal’s lateral distance (pGy) [m] 0.050 0.050
Goal’s height (pGz) [m] 0.129 0.127
(a) 9.710 s (b) 9.790 s (c) 9.880 s
Figure 8.28: Close-up for the swing foot motion during the real experiment.
107
8.2.2 Set of simulation experiments
Let us slightly modify the experimental set-up as shown in Figure 8.29, by removing the disk
between the ball and the floor, as well as the goal frame. In this way, pOB,0 =
[
0 0 rB
]T
.
Figure 8.29: Set-up for the set of kicking motions.
Having done this, a set of experiments was designed by specifying 7 parameters, 6 of them
related to the desired 3D goal and the desired angular velocity of the ball and one related to
the kicking trajectory: the time span for performing the swing phase of the kicking motion,
Tswing (the one corresponding to the follow-through phase is arbitrarily considered equal to
it). These parameters are listed in Table 8.6 with the tested values for each one.
Each experiment was defined by varying only just one parameter each time. This means
that for the test bench shown there are 18,900 possible experiments that can be defined.
However, not all of them are feasible for five principal reasons (without requiring additional
adjustments): (i) the swing foot leaves the corresponding workspace in at least one point of the
trajectory, (ii) at some point of the produced kicking trajectory the sole of the foot (the rear
end or the front end) collides with the floor, (iii) the swing foot collides against the support
leg (self-collision), (iv) the produced joint trajectories are not completely inside of the joint
limits, or (v) the joint velocities surpass the corresponding maximum values. These limitations
severely reduce the feasible set of experiments. Still, in order to evaluate the algorithm and
take advantage that in simulation we can ignore just the last three cases, we will drop only the
experiments not complying with the first two: when the inverse kinematics fail or when the
swing sole fails to clear the floor by at least 0.01 m. In this way, 2,022 feasible motions were
produced, and simulated in OpenHRP3. During the simulation the online balancer changed the
joint trajectories according to the perturbations found during the simulation. This resulted
in some cases in which the new trajectories left the corresponding workspace, causing an IK
error. Also, some times the robot collided with the floor due to the new joint trajectories
and in some other cases it fell before touching the ball, especially when the desired azimuthal
impact coordinate φd0 was very large. There were 70 cases like that, which were removed from
the set of experiments, remaining 1,952 feasible experiments.
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Table 8.6: Test bench parameters.
Parameter Range of values
Swing phase time span (T dswing) [s] 0.7, 1.0, 1.3
Ball’s yaw velocity (φ˙dB0) [deg/s] -200, 0, 200
Ball’s pitch velocity (θ˙dB0) [deg/s] -200, 0, 200
Reaching angle (θdm,f ) [deg] -15, -10, -5, 0
Goal’s frontal distance (pdGx) [m] 0.5, 0.75, 1.0, 1.25, 1.5, 1.75, 2.0
Goal’s lateral distance (pdGy) [m] -0.4, -0.2, 0.0, 0.2, 0.4
Goal’s height (pdGz) [m] 0.1, 0.2, 0.3, 0.4, 0.5
8.2.2.1 Evaluation of the accuracy
For this set of experiments, the simulated trajectories for the position of the ball were analyzed
in Matlab, from which we calculated the attained goal position, psG, taken at the moment in
which its centroid crossed the goal plane. The remaining trajectory parameters were calculated
in the same way as explained in Section 8.2.1.3. The attained goal position was compared
with the desired one by computing the goal position error, considered as epG =
∥∥psG − pdG∥∥.
Then, every error (in meters or in terms of the radius of the ball, rB) was assigned a color
according to Figure 8.30 and plotted at the desired goal position, pdG. The results are shown
in Figures 8.31, 8.32, 8.33, 8.34, 8.35, 8.36, 8.37, 8.38 and 8.39. Each figure shows the results
grouped by the combination of the desired values for the pitch and yaw velocities, θ˙dB0 and
φ˙dB0. Then, within each figure, the results are once again grouped by blocks with respect to
the desired reaching angle θdm,f and in columns with respect to the time span for the swing
phase, Tswing. Finally, the results are shown as different planes corresponding to each desired
height, pdGz. Notice that only the heights that were feasible for producing the kicking motion
are shown. Each plane shows as a color map the accuracy attained at each XY coordinate,
represented by pdGx and p
d
Gy. The results are interpolated.
Figure 8.30: Color code for representing the accuracy attained for the set of experiments.
From the plots we can notice the following:
• The number of feasible experiments decreases by increasing Tswing. This is because the
trajectories generated are larger and they are more prone to leave the workspace.
• The homologous planes for each combination of φ˙dB0 and θ˙dB0 have a different distribution
of the accuracy.
• In each plane, there are low accurate zones surrounded by high accurate zones. The
zones are not concentrated at either side.
• An angle θdm,f < −15 deg limits the attainable height to floor level, as reaching other
heights implies a collision of the corresponding sole with the floor.
• An angle θdm,f ≥ 0 deg nullifies the floor level plane. This is because at that height of
its centroid, the ball is almost touching the floor. Then, the required magnitude of the
approaching velocity becomes so big that the swing foot would have to travel a large
trajectory to reach an almost infinite velocity to hit the ball horizontally.
• An angle θdm,f = −5 deg permits more attainable heights.
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PGz
[m]
Tswing = 0.7 s Tswing = 1.0 s Tswing = 1.3 s
0.1
Accuracy attained for θdm,f = −15 deg.
0.2
0.1
Accuracy attained for θdm,f = −10 deg.
0.3
0.2
0.1
Accuracy attained for θdm,f = −5 deg.
0.3
0.2
Accuracy attained for θdm,f = 0 deg.
Figure 8.31: Accuracy attained by considering: θ˙dB0 = −200 deg/s, φ˙dB0 = −200 deg/s.
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PGz
[m]
Tswing = 0.7 s Tswing = 1.0 s Tswing = 1.3 s
0.1
Accuracy attained for θdm,f = −15 deg.
0.2
0.1
Accuracy attained for θdm,f = −10 deg.
0.3
0.2
0.1
Accuracy attained for θdm,f = −5 deg.
0.3
0.2
Accuracy attained for θdm,f = 0 deg.
Figure 8.32: Accuracy attained by considering: θ˙dB0 = −200 deg/s, φ˙dB0 = 0 deg/s.
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PGz
[m]
Tswing = 0.7 s Tswing = 1.0 s Tswing = 1.3 s
0.1
Accuracy attained for θdm,f = −15 deg.
0.2
0.1
Accuracy attained for θdm,f = −10 deg.
0.3
0.2
0.1
Accuracy attained for θdm,f = −5 deg.
0.3
0.2
Accuracy attained for θdm,f = 0 deg.
Figure 8.33: Accuracy attained by considering: θ˙dB0 = −200 deg/s, φ˙dB0 = 200 deg/s.
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PGz
[m]
Tswing = 0.7 s Tswing = 1.0 s Tswing = 1.3 s
0.1
Accuracy attained for θdm,f = −15 deg.
0.2
0.1
Accuracy attained for θdm,f = −10 deg.
0.3
0.2
0.1
Accuracy attained for θdm,f = −5 deg.
0.3
0.2
Accuracy attained for θdm,f = 0 deg.
Figure 8.34: Accuracy attained by considering: θ˙dB0 = 0 deg/s, φ˙
d
B0 = −200 deg/s.
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PGz
[m]
Tswing = 0.7 s Tswing = 1.0 s Tswing = 1.3 s
0.1
Accuracy attained for θdm,f = −15 deg.
0.2
0.1
Accuracy attained for θdm,f = −10 deg.
0.3
0.2
0.1
Accuracy attained for θdm,f = −5 deg.
0.3
0.2
Accuracy attained for θdm,f = 0 deg.
Figure 8.35: Accuracy attained by considering: θ˙dB0 = 0 deg/s, φ˙
d
B0 = 0 deg/s.
114
PGz
[m]
Tswing = 0.7 s Tswing = 1.0 s Tswing = 1.3 s
0.1
Accuracy attained for θdm,f = −15 deg.
0.2
0.1
Accuracy attained for θdm,f = −10 deg.
0.3
0.2
0.1
Accuracy attained for θdm,f = −5 deg.
0.3
0.2
Accuracy attained for θdm,f = 0 deg.
Figure 8.36: Accuracy attained by considering: θ˙dB0 = 0 deg/s, φ˙
d
B0 = 200 deg/s.
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PGz
[m]
Tswing = 0.7 s Tswing = 1.0 s Tswing = 1.3 s
0.1
Accuracy attained for θdm,f = −15 deg.
0.2
0.1
Accuracy attained for θdm,f = −10 deg.
0.3
0.2
0.1
Accuracy attained for θdm,f = −5 deg.
0.3
0.2
Accuracy attained for θdm,f = 0 deg.
Figure 8.37: Accuracy attained by considering: θ˙dB0 = 200 deg/s, φ˙
d
B0 = −200 deg/s.
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PGz
[m]
Tswing = 0.7 s Tswing = 1.0 s Tswing = 1.3 s
0.1
Accuracy attained for θdm,f = −15 deg.
0.2
0.1
Accuracy attained for θdm,f = −10 deg.
0.3
0.2
0.1
Accuracy attained for θdm,f = −5 deg.
0.3
0.2
Accuracy attained for θdm,f = 0 deg.
Figure 8.38: Accuracy attained by considering: θ˙dB0 = 200 deg/s, φ˙
d
B0 = 0 deg/s.
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PGz
[m]
Tswing = 0.7 s Tswing = 1.0 s Tswing = 1.3 s
0.1
Accuracy attained for θdm,f = −15 deg.
0.2
0.1
Accuracy attained for θdm,f = −10 deg.
0.3
0.2
0.1
Accuracy attained for θdm,f = −5 deg.
0.3
0.2
Accuracy attained for θdm,f = 0 deg.
Figure 8.39: Accuracy attained by considering: θ˙dB0 = 200 deg/s, φ˙
d
B0 = 200 deg/s.
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8.2.2.2 Percentage of success
The goal position error, analyzed in terms of the radius of the ball rB, gives a practical insight
of the accuracy of the results. Let us calculate the percentage of the experiments that were
successful, where the success depends on hitting a target whose size is less than 0.5rB, rB,
1.5rB or 2rB.
For doing that, we first checked if selecting a specific combination for the pitch and yaw
velocities, θ˙dB0 and φ˙
d
B0, affected the success or not. However, there were not any statistical
difference in the results by selecting one combination or other for the pitch and yaw velocities;
that is, the distribution of the accuracy may be different but the percentage of success is
maintained. The principal parameter that makes a difference is Tswing. Let us group all the
experiments just by this parameter and show the obtained success results in Table 8.7.
Table 8.7: Percentage of the N experiments that hit the target pdG within each tolerance.
Tolerance of error Tswing = 0.7 s Tswing = 1.0 s Tswing = 1.3 s
N = 1328 N = 513 N = 111
≤ 0.05 m (≤ 0.5rB) 23.7 % 31.8 % 50.5 %
≤ 0.10 m (≤ rB) 62.0 % 70.8 % 91.0 %
≤ 0.15 m (≤ 1.5rB) 79.7 % 84.6 % 96.4 %
≤ 0.20 m (≤ 2rB) 91.0 % 93.0 % 99.1 %
> 0.20 m (> 2rB) 9.0 % 7.0 % 0.9 %
As can be seen from the table, the larger the time span for the swing phase is, the larger
the probability of success becomes. However, even with a short time span, the percentage of
complete failure is less than 10%.
The rate of success reported, and defined in the way it was described, surpasses the one
that an average human soccer player would achieve. As an example, Scurr et al. reported
some accuracy results based on seven male amateur soccer players. The subjects had to
perform a penalty kick in order to reach a target positioned in the lower right corner of the
goal frame, placed 11 m away. Approaching the ball at 45 deg, they achieved a mean error
value of 1.09 m with 0.73 m of standard deviation [112].
8.2.2.3 Reaching Angle
In order to analyze the simulated reaching angle θsm,f let us generate the histogram for each
desired value of this angle, grouped by the time span for the swing phase Tswing, such that it
be possible to evaluate its influence on the results. These ones are plotted in Figure 8.40 and
presented together with the mean value, µθsm,f , and the standard deviation, σθ
s
m,f
.
As seen from these histograms, it seems that there is not any obvious statistical influence
of Tswing on the achieved reaching angle. The differences in the statistical values are mainly
caused by the outliers present on the histograms. These outliers are characterized by negative
reaching angles of very large magnitude. The reason for their existence is the following: if
the robot is not able to exert the impulse needed on the ball, this one will start falling at a
higher rate before reaching the desired goal position; then, when its X coordinate has finally
met the condition for arriving to the goal, the ball is almost in vertical free fall. That is, a
large error of position leads to a very large error of the reaching angle.
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Tswing = 0.7 s Tswing = 1 s Tswing = 1.3 s
θdm,f
= -15
deg
µθsm,f = −21.4 deg µθsm,f = −24.2 deg µθsm,f = −28.7 deg
σθsm,f = 9.3 deg σθ
s
m,f
= 9.7 deg σθsm,f = 31.0 deg
θdm,f
= -10
deg
µθsm,f = −13.3 deg µθsm,f = −15.1 deg µθsm,f = −16.4 deg
σθsm,f = 12.1 deg σθ
s
m,f
= 6.6 deg σθsm,f = 10.1 deg
θdm,f
= -5
deg/s
µθsm,f = −7.4 deg µθsm,f = −8.4 deg µθsm,f = −7.6 deg
σθsm,f = 10.1 deg σθ
s
m,f
= 9.3 deg σθsm,f = 2.0 deg
θdm,f
= 0
deg/s
µθsm,f = −2.4 deg µθsm,f = −3.4 deg µθsm,f = − deg
σθsm,f = 12.1 deg σθ
s
m,f
= 4.8 deg σθsm,f = − deg
Figure 8.40: Histograms of the simulated approach angle θsm,f for each desired value, θ
d
m,f ,
and considering each time span Tswing.
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8.2.2.4 Angular velocity
The simulated angular velocity is evaluated in a similar way as for the reaching angle, by means
of the corresponding histograms for each desired value of the pitch and yaw velocities, θ˙dB0
and φ˙dB0, grouped by the time span for the swing phase Tswing in order to evaluate its influence
on the results. These ones are plotted in Figures 8.41 and 8.42 and presented together with
the mean values, µθ˙sB0
and µφ˙sB0
, and the standard deviations, σθ˙sB0
and σφ˙sB0
.
As seen from these histograms, it seems that the larger Tswing is, the more each velocity
is nearer to the desired value, but presenting a large error. This behavior is due to the fact
that these angular velocities are very sensitive to the impact coordinates and the approaching
velocity. However, the yaw velocity is easier to control, as it is possible to give the right sense
to the spin, even if a precise magnitude of this velocity couldn’t be achieved. On the other
hand, the pitch velocity is harder to control. It is even more sensitive to the errors in the
impact conditions, resulting in a spin whose positive sense is very difficult to achieve when it
is desired.
8.2.2.5 Initial linear velocity
Every goal position, together with a reaching angle, requires a different initial linear velocity
vector vOB,0, making it not feasible to evaluate for each desired value as in the previous cases.
Instead, let us evaluate the error regarding to its magnitude (evOB,0 = v
s
OB ,0
− vdOB ,0), to its
azimuthal angle (eφm = φ
s
m − φdm) and to its launch angle (eθm,0 = θsm,0 − θdm,0) by means of
plotting the histograms of the errors, grouped by the time span for the swing phase Tswing in
order to evaluate its influence on the results. These ones are plotted in Figures 8.43, 8.44 and
8.45 and presented together with the corresponding mean values, and standard deviations.
As seen from these histograms, it seems that the larger Tswing is, the more the error for
the magnitude of the initial linear velocity approaches to zero. However, it seems that there
is not any obvious statistical influence of Tswing in the orientation of this vector. The last
observation agrees with the one done for the reaching angle θm,f , meaning that the following
error of the controller affects more severely the magnitude of the impulse exerted but not
so much the location of the impact coordinates. This is because the approaching velocity
represents a maximum in the magnitude of the velocity profile of the operational point. If the
incidence is not performed exactly at that instant, an approaching velocity of lower magnitude
will take place during the period of contact, affecting the desired outcome.
8.2.2.6 Examples
Finally, let us choose 5 examples from the set of experiments to show a comparison of the
calculated and the simulated data. These comparison is shown in Tables 8.8, 8.9, 8.10, 8.11 and
8.12. The corresponding motions are shown through a selection of frames for each example,
shown from an arbitrary point of view which let us visualize better the trajectory of the ball.
See Figures 8.46, 8.47, 8.48, 8.49 and 8.50. These simulations were performed by enabling the
collision of the ball with the environment.
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Tswing = 0.7 s Tswing = 1.0 s Tswing = 1.3 s
θ˙dB0 =
-200
deg/s
µθ˙sB0
= −477 deg/s µθ˙sB0 = −426 deg/s µθ˙sB0 = −359 deg/s
σθ˙sB0
= 528 deg/s σθ˙sB0
= 347 deg/s σθ˙sB0
= 237 deg/s
θ˙dB0
= 0
deg/s
µθ˙sB0
= −296 deg/s µθ˙sB0 = −294 deg/s µθ˙sB0 = −225 deg/s
σθ˙sB0
= 481 deg/s σθ˙sB0
= 371 deg/s σθ˙sB0
= 305 deg/s
θ˙dB0 =
200
deg/s
µθ˙sB0
= −192 deg/s µθ˙sB0 = −160 deg/s µθ˙sB0 = −28 deg/s
σθ˙sB0
= 391 deg/s σθ˙sB0
= 319 deg/s σθ˙sB0
= 398 deg/s
Figure 8.41: Histograms of the simulated pitch velocity θ˙sB0 for each desired value, θ˙
d
B0, and
considering each time span Tswing.
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Tswing = 0.7 s Tswing = 1.0 s Tswing = 1.3 s
φ˙dB0 =
-200
deg/s
µφ˙sB0
= −398 deg/s µφ˙sB0 = −358 deg/s µφ˙sB0 = −207 deg/s
σφ˙sB0
= 305 deg/s σφ˙sB0
= 251 deg/s σφ˙sB0
= 180 deg/s
φ˙dB0
= 0
deg/s
µφ˙sB0
= −154 deg/s µφ˙sB0 = −125 deg/s µφ˙sB0 = −25 deg/s
σφ˙sB0
= 335 deg/s σφ˙sB0
= 221 deg/s σφ˙sB0
= 254 deg/s
φ˙dB0 =
200
deg/s
µφ˙sB0
= 104 deg/s µφ˙sB0
= 72 deg/s µφ˙sB0
= 212 deg/s
σφ˙sB0
= 356 deg/s σφ˙sB0
= 250 deg/s σφ˙sB0
= 169 deg/s
Figure 8.42: Histograms of the simulated yaw velocity φ˙sB0 for each desired value, φ˙
d
B0, and
considering each time span Tswing.
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Tswing = 0.7 s Tswing = 1 s Tswing = 1.3 s
µevOB,0
= −0.46 m/s µevOB,0 = −0.48 m/s µevOB,0 = −0.39 m/s
σevOB,0
= 0.72 m/s σevOB,0
= 0.66 m/s σevOB,0
= 0.62 m/s
Figure 8.43: Histograms of the error in the simulated magnitude of the initial linear velocity
evsOB,0
for each time span Tswing.
Tswing = 0.7 s Tswing = 1 s Tswing = 1.3 s
µeφm = −1.5 deg µeφm = −1.0 deg µeφm = −0.3 deg
σeφm = 2.6 deg σeφm = 2.1 deg σeφm = 1.9 deg
Figure 8.44: Histograms of the error in the simulated azimuthal angle of the initial linear
velocity eφsm for each time span Tswing.
Tswing = 0.7 s Tswing = 1 s Tswing = 1.3 s
µeθm,0 = 2.1 deg µeθm,0 = 1.0 deg µeθm,0 = 1.6 deg
σeθm,0 = 6.0 deg σeθm,0 = 5.3 deg σeθm,0 = 7.5 deg
Figure 8.45: Histograms of the error in the simulated launch angle of the initial linear velocity
eθsm,0 for each time span Tswing.
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Table 8.8: Comparison of calculated and simulated data for the 1st. most accurate case shown
in Figure 8.46.
Data Desired (d) Simulated (s)
Time span for the swing phase Tswing [s] 0.7
Magnitude of the initial linear velocity (v0) [m/s] 5.44 5.27
Azimuthal angle of the initial linear velocity (φm) [deg] 7.6 7.8
Launch angle of the initial linear velocity (θm,0) [deg] 15.1 16.1
Time span to reach the goal Tgoal [s] 0.290 0.299
Ball’s pitch velocity (θ˙dB0) [deg/s] 200 145
Ball’s yaw velocity (φ˙dB0) [deg/s] -200 -359
Reaching angle θm,f [deg] -15.0 -16.7
Goal’s frontal distance (pGx) [m] 1.500 1.501
Goal’s lateral distance (pGy) [m] 0.200 0.204
Goal’s height (pGz) [m] 0.100 0.096
Table 8.9: Comparison of calculated and simulated data for the 5th. most accurate case
shown in Figure 8.47.
Data Desired (d) Simulated (s)
Time span for the swing phase Tswing [s] 0.7
Magnitude of the initial linear velocity (v0) [m/s] 5.59 5.58
Azimuthal angle of the initial linear velocity (φm) [deg] 14.9 14.7
Launch angle of the initial linear velocity (θm,0) [deg] 14.6 14.3
Time span to reach the goal Tgoal [s] 0.145 0.141
Ball’s pitch velocity (θ˙dB0) [deg/s] 200 145
Ball’s yaw velocity (φ˙dB0) [deg/s] -200 -260
Reaching angle θm,f [deg] 0.0 0.0
Goal’s frontal distance (pGx) [m] 0.750 0.758
Goal’s lateral distance (pGy) [m] 0.200 0.198
Goal’s height (pGz) [m] 0.200 0.202
Table 8.10: Comparison of calculated and simulated data for the 117th. most accurate case
shown in Figure 8.48.
Data Desired (d) Simulated (s)
Time span for the swing phase Tswing [s] 0.7
Magnitude of the initial linear velocity (v0) [m/s] 5.60 5.18
Azimuthal angle of the initial linear velocity (φm) [deg] -21.8 -22.7
Launch angle of the initial linear velocity (θm,0) [deg] 15.4 16.1
Time span to reach the goal Tgoal [s] 0.200 0.216
Ball’s pitch velocity (θ˙dB0) [deg/s] 0 -382
Ball’s yaw velocity (φ˙dB0) [deg/s] 0 -25
Reaching angle θm,f [deg] -5.0 -7.9
Goal’s frontal distance (pGx) [m] 1.000 1.002
Goal’s lateral distance (pGy) [m] -0.400 -0.420
Goal’s height (pGz) [m] 0.200 0.183
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Table 8.11: Comparison of calculated and simulated data for the 213th. most accurate case
shown in Figure 8.49.
Data Desired (d) Simulated (s)
Time span for the swing phase Tswing [s] 0.7
Magnitude of the initial linear velocity (v0) [m/s] 7.92 7.99
Azimuthal angle of the initial linear velocity (φm) [deg] 14.9 14.3
Launch angle of the initial linear velocity (θm,0) [deg] 14.5 14.8
Time span to reach the goal Tgoal [s] 0.205 0.198
Ball’s pitch velocity (θ˙dB0) [deg/s] -200 -605
Ball’s yaw velocity (φ˙dB0) [deg/s] -200 -180
Reaching angle θm,f [deg] 0.0 0.7
Goal’s frontal distance (pGx) [m] 1.500 1.513
Goal’s lateral distance (pGy) [m] 0.400 0.385
Goal’s height (pGz) [m] 0.300 0.319
Table 8.12: Comparison of calculated and simulated data for the 343th. most accurate case
shown in Figure 8.50.
Data Desired (d) Simulated (s)
Time span for the swing phase Tswing [s] 0.7
Magnitude of the initial linear velocity (v0) [m/s] 6.28 4.90
Azimuthal angle of the initial linear velocity (φm) [deg] -5.7 -6.4
Launch angle of the initial linear velocity (θm,0) [deg] 15.1 28.4
Time span to reach the goal Tgoal [s] 0.335 0.467
Ball’s pitch velocity (θ˙dB0) [deg/s] -200 646
Ball’s yaw velocity (φ˙dB0) [deg/s] 0 -11
Reaching angle θm,f [deg] -15.0 -30.0
Goal’s frontal distance (pGx) [m] 2.000 2.010
Goal’s lateral distance (pGy) [m] -0.200 -0.227
Goal’s height (pGz) [m] 0.100 0.120
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(a) 5.954 s (kick) (b) 6.000 s (c) 6.050 s
(d) 6.100 s (e) 6.150 s (f) 6.200 s
(g) 6.246 s (hit post) (h) 6.300 s (i) 6.350 s
Figure 8.46: Simulated kicking motion for the 1st. most accurate case.
(a) 5.985 s (kick) (b) 6.000 s (c) 6.050 s
(d) 6.100 s (e) 6.128 s (enter) (f) 6.150 s
(g) 6.200 s (h) 6.250 s (i) 6.276 s (bounce)
Figure 8.47: Simulated kicking motion for the 5th. most accurate case.
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(a) 5.997 s (kick) (b) 6.050 s (c) 6.100 s
(d) 6.150 s (e) 6.209 s (hit post) (f) 6.250 s
(g) 6.305 s (bounce) (h) 6.350 s (i) 6.400 s
Figure 8.48: Simulated kicking motion for the 117th. most accurate case.
8.3 Yaw moment compensation simulation
In order to assess the validity of both approaches for the yaw moment compensation, the total
and the partial one, two simulations were carried out in OpenHRP3 (one for each approach).
Each simulation is described as follows.
8.3.1 Total yaw moment compensation approach
For this case a kicking motion similar to the ones shown in Section 8.2 was simulated. A
more complicated experiment including an approaching motion couldn’t be chosen because
of the limitations of this algorithm, for which the joint values easily grow unboundedly. This
one was performed by the HRP-2 humanoid robot [12] (described in Section 2.8) on a regular
soccer ball. The joint trajectories for the legs were calculated to kick the ball placed 0.3 m
away from the right foot (the kicking one) while keeping the balance of the robot by means
of the motion of the waist. For this kicking motion, the required joint trajectories for the
legs are shown in Figure 8.51. The rest of the joints (the “free” ones) were given an initial
constant value. Then, by using the algorithm described in Section 5.2.1, new joint trajectories
for these ‘free” joints were calculated. The resulting trajectories are shown in Figure 8.52,
compared with the initially proposed ones. It is worth to point out that, as these trajectories
are approximated (by means of the corresponding numerical integration), the yaw moment
cannot be completely compensated. However, the calculated maximum absolute value for this
one after the compensation is 0.001 N·m, a very low one compared to the maximum absolute
value for the yaw moment induced by the motion without yaw moment compensation: 20.58
N·m. See Figure 8.53.
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(a) 5.980 s (kick) (b) 6.000 s (c) 6.050 s
(d) 6.100 s (e) 6.150 s (f) 6.176 s (hit crossbar)
(g) 6.202 s (hit post) (h) 6.225 s (bounce) (i) 6.265 s
(j) 6.313 s (hit crossbar) (k) 6.375 s (l) 6.427 s (bounce)
Figure 8.49: Simulated kicking motion for the 213th. most accurate case.
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(a) 5.962 s (kick) (b) 6.000 s (c) 6.050 s
(d) 6.100 s (e) 6.150 s (f) 6.200 s
(g) 6.250 s (h) 6.300 s (i) 6.350 s
(j) 6.400 s (k) 6.419 s (hit post) (l) 6.462 s (bounce)
(m) 6.550 s (n) 6.598 s (hit post) (o) 6.650 s
(p) 6.700 s (q) 6.784 s (bounce)
Figure 8.50: Simulated kicking motion for the 343th. most accurate case.
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Figure 8.51: Required leg joint trajectories for the desired kicking motion. In this case, q1
and q7 correspond to the most proximal joints of each leg, whereas q6 and q12 to the most
distal ones.
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Figure 8.52: Initially proposed “free” joint trajectories (left) vs. calculated ones to achieve
the required yaw moment compensation (right). In this case, q13 and q14 correspond to the
joints of the trunk, q15 and q16 to the joints of the neck, q17 and q24 to the most proximal
joints of each arm and q23 and q30 to the most distal ones.
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Figure 8.53: Calculated yaw moment that is induced by the kicking motion without yaw
moment compensation (dashed) and with yaw moment compensation (solid).
Both motions (without and with yaw moment compensation) were simulated once again
by using OpenHRP3 [108]. The resulting motions are shown through a selection of frames
in Figure 8.54 for the motion without and with yaw moment compensation, as seen on the
frontal and sagittal planes.
Notice the slight differences in the configuration of the arms and the trunk of the robot
due to the compensation algorithm. The coefficient of friction between the feet and the floor
was set to µ = 0.05 in order to simulate a very slippery floor (similar to ice), and magnify
the effect of the yaw moment. Without yaw moment compensation, the robot rotates about
an axis passing through the ZMP at its support foot. On the other hand, for the case of the
compensated motion the yaw rotation is very small. Figure 8.55 shows a close view of the
feet of the robot at the beginning and the end of the motion for both cases to appreciate this
rotation.
The trajectory of the yaw orientation of the waist for both cases, considering µ = 0.05,
is shown in Figure 8.56. This orientation was planned to be equal to the support foot’s one.
We notice that for the non-compensated motion the rotation of the waist is significant, while
for the compensated one the rotation is minimum.
On the other hand, the simulated yaw moment can be calculated by using the information
provided by the output data sequence of positions and orientations of both feet together with
the readings of each force/moment sensor located at the sole of each foot. After describing
the sensor position and the force/moment information in the world reference frame, we can
calculate the moment with respect to the ZMP at time t, by using
τzmz (t) = τzm,lz (t) + τzm,rz (t) , (8.5)
where τzm,lz and τzm,rz are the measured yaw moment at the left foot and the right one,
respectively. The simulated yaw moment for both motions (with and without compensation)
is shown in Figure 8.57. This yaw moment was measured while considering a very high
coefficient of friction (µ = 1.0). This was done in order to prevent any noticeable rotation,
as it induces noise into the measured force/moment data.
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(a) Frontal plane – 5.500 s (b) Sagittal plane – 5.500 s
(c) Frontal plane – 6.500 s (d) Sagittal plane – 6.500 s
(e) Frontal plane – 6.905 s (f) Sagittal plane – 6.905 s
(g) Frontal plane – 7.178 s (h) Sagittal plane – 7.178 s
(i) Frontal plane – 8.500 s (j) Sagittal plane – 8.500 s
Figure 8.54: Kicking motion without yaw moment compensation (each left) vs. with yaw
moment compensation (each right) as seen on the frontal and sagittal planes.
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(a) Initial Pose (b) Final Pose (without
compensation)
(c) Final Pose (compen-
sated)
Figure 8.55: Close-up view of the support foot for the kicking motion.
Figure 8.56: Simulated waist yaw rotation for the kicking motion without yaw moment com-
pensation (dashed) and with compensation (solid) (µ = 0.05).
As can be seen from Figure 8.57, the yaw moment was reduced by means of the compensa-
tion, but not by the same magnitude as it was calculated. This is because this method relies
on the ZMP trajectory, which is not precisely followed during the simulation. However, the
maximum absolute yaw moment is reduced by half.
8.3.2 Partial yaw moment compensation approach
The algorithm described in Section 5.2.2 was implemented as an online closed-loop compen-
sator for the virtual model of HRP-2 on OpenHRP3, by taking as inputs the readings of the
force/moment sensors placed at its feet, calculating the current yaw moment, filtering it with
the aid of a first order digital filter and generating the appropriate joint motion compensation.
8.3.2.1 Partial yaw moment compensation without drift compensation
Let us evaluate first the performance of the partial yaw moment compensation without drift
compensation by simulating the case of a humanoid robot that is required to approach a ball
by following a curved trajectory and then, perform a kicking motion on it.
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Figure 8.57: Simulated yaw moment for the kicking motion without yaw moment compensa-
tion (dashed) and with compensation (solid) (µ = 1.00).
For this case study we will consider the HRP-2 humanoid robot [12] (described in Sec-
tion 2.8). The proposed high priority tasks for this robot are described as follows: starting
from the position (−1, 1) m the robot has to approach a ball positioned at (0, 0) m by following
the footprints specified in Figure 8.58, which also includes the kicking motion. The desired
trajectory for the ZMP is also shown in Figure 8.58, as well as the one for the projection
of the trajectory for the balancing motion of the waist. Both, the kicking motion and the
stabilization process, are calculated as explained in Chapters 4, 5 and 6 [37]. Also, as a part
of the high priority tasks it was decided for the robot to use the right-left rotation joint of its
neck to look towards to the position of the ball. This means that the joints corresponding to
the trunk and the arms can be given any low priority motion, as they are not related with the
high priority tasks. For example, their value can be initially proposed to remain constant.
Let us perform the corresponding numerical computation on Matlab by implementing the
controller shown in Figure 5.3 and taking into account the humanoid dynamics. Also, let us
establish a threshold value of τ∗zm = 2.5 N·m. The yaw moment induced by the prescribed
motion (τ indzmz) as well as the desired one (τ
∗
zmz) during the first iteration are shown in the
upper graph of Figure 8.59. The yaw component of the compensational angular momentum
(∆LRz ,zm) is shown in the lower graph. As can be seen, every time that a compensation is
required, τ indzmz 6= τ∗zmz , ∆LRz ,zm is modified, and remains constant when that is not the case.
However, when the latter happens the constant values are non-zero, and because ∆LRz ,zm is
directly related to the velocity of the joints, these ones continuously increment their value.
As an example, the final motions for the joints of the trunk (computed after 8 iterations) are
shown in Figure 8.60. This wouldn’t matter so much if it were not for the joint limits. For
example, for the right-left rotation joint on the trunk the joint limit is ±0.7854 rad, which is
clearly exceeded, as the current motion reaches more than 6 rad at the end of the simulation
(and continues growing after that).
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Figure 8.58: Specified footsteps for the humanoid robot that are required for approaching and
kicking a ball.
Figure 8.59: τ indzmz , τ
∗
zmz , ∆LRz ,zm at the 1st iteration for the preliminar compensation (without
drift compensation).
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Figure 8.60: Computed trunk joint trajectories for the preliminar compensation (without drift
compensation).
8.3.2.2 Partial yaw moment compensation considering drift compensation
Now, let us include the drift compensation effect. First, let us show the effect of considering
only the integral gain ki (kii = 0) by comparing the resulting control signal LctrlRz ,zm with
the original ∆LRz ,zm. These values are shown in Figure 8.61 with a dashed line and a solid
gray one, respectively, where values kp = 1 and ki = 3 were used. As can be seen, the high
frequency variations are preserved while the control signal asymptotically approaches to zero,
as it was desired. This control leads to the trunk joint trajectories shown in Figure 8.62,
which are effectively bounded (and within the joint limits); that is, they finish with zero joint
velocity. However, the left-right rotation joint finished its motion with a different value with
respect to the proposed constant one (the initial one).
Figure 8.61: Comparison between the original ∆LRz ,zm (dashed), the control signal LctrlRz ,zm
considering only ki (solid gray) and the one considering both, ki and kii (solid black), during
the first iteration for the final algorithm.
Next, let us show the effect of considering a non-zero value for both gains, ki and kii.
The corresponding signal is also shown in Figure 8.61 with a solid black line and compared
to the previous ones, where the values kp = 1, ki = 3 and kii = 4 were used. As can be
seen, both drift compensation schemes take the control signal asymptotically to zero and are
very similar. The main difference is that the net area between the black solid signal and the
time axis is zero. This final version of the control signal leads to the joint trajectories shown
in Figure 8.63, which are not only bounded but all of them finish their motion on the same
initial value; that is, with a zero net displacement for the joints with respect to the proposed
constant value.
138
Figure 8.62: Computed trunk joint trajectories by using the compensation that considers only
the gain ki.
Figure 8.63: Computed “free” joint trajectories by using the compensation algorithm that
considers both gains, ki and kii. In this case, q13 and q14 correspond to the joints of the
trunk, q15 and q16 to the joints of the neck, q17 and q24 to the most proximal joints of each
arm and q23 and q30 to the most distal ones.
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Finally, we show that the yaw moment achieved by means of this final version of the
algorithm (after 8 iterations) could effectively be maintained below 2.5 N·m, as shown in
Figure 8.64 where it is compared to the one calculated when no compensation is performed,
and to the one calculated when there is no drift compensation.
Figure 8.64: Numerical computation of the yaw moment: without compensation (dashed)
vs. yaw moment compensation without drift compensation (solid gray) vs. yaw moment
compensation and drift compensation (solid black).
8.3.2.3 Simulation of the motion
The snapshots shown in Figure 8.66 depict the behavior of the robot, simulated on OpenHRP3,
while performing the task just described on a very slippery floor (with a coefficient of friction
µs = 0.075) without applying any yaw moment compensation algorithm. As can be seen,
the robot suffers unplanned yaw rotations which result on its fall. On the other hand, the
snapshots shown in Figure 8.67 depict the behavior of the robot under the same low friction
conditions when applying the partial yaw moment compensation algorithm with drift compen-
sation by using the following parameters: τ thp,z = 1 N·m, kp = 4, ki = 4 and kii = 3. For this
case, the robot is not only able to execute the task without falling but it also exhibits a low
yaw rotation.
The yaw moment measured by the force/moment sensors during the simulation (and
filtered because of the noise), when no compensation is performed and when it is, are shown
in Figure 8.65. For this case a coefficient of friction µs = 0.4 was considered to prevent the
robot from falling in any case and get a clear comparison. This time τ thp,z = 2 N·m, a threshold
that is almost maintained as desired, except for some overshoot.
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Figure 8.65: Simulation results: yaw moment without compensation (dashed) vs. with com-
pensation and no drift (solid).
(a) 5.000 s (b) 6.500 s
(c) 8.000 s (d) 9.500 s
(e) 11.000 s
Figure 8.66: Kicking motion without yaw moment compensation.
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(a) 5.000 s (b) 6.500 s
(c) 8.000 s (d) 9.500 s
(e) 11.000 s (f) 11.500 s
(g) 12.500 s (h) 14.000 s
(i) 15.500 s (j) 20.000 s
Figure 8.67: Kicking motion with partial yaw moment and drift compensation.
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Chapter 9
Conclusions and future work
In this thesis a method to generate a proper stable motion for a humanoid robot that has to
perform a specific pedipulation task is presented. First, in order to assess every algorithm
presented in this thesis, a case study is proposed, represented by the free kick in soccer. This
one required the improvement of the simulation platform OpenHRP3 which, originally, was not
able to simulate the dynamics of a ball realistically, as it was treated as a polyhedron instead
of as a sphere. For that purpose, an efficient method to calculate the collision information
needed by the dynamics engine of OpenHRP3, was proposed. The validity of the simulation
results, compared with the previous treatment of the ball, is best illustrated by looking at
Figure 8.1a and Figure 8.1b. As it can be seen, even one of the simplest simulations is shown
to be totally inaccurate if it is performed by treating the ball as it was before. On the other
hand, when using the proposed algorithm the ball is able to bounce as expected, and also
to roll smoothly. The effectiveness of this method is assured, as the method works for any
triangle; it doesn’t matter its shape or its relative size to the ball, a contact point can always
be found if it exists. This fact was tested by applying the described algorithm to a large set
of arbitrary triangles and circles, whose vertices and radius were chosen randomly. In every
case the calculated centroid, when existed, could be effectively calculated. The simulations
were even compared to some of the examples reported in [78] (besides the one described in
Section 8.1), and the results were very similar. The algorithm is now implemented in the
OpenHRP3 distribution (version 3.1.3), already released. Balls of different materials can be
simulated, as long as they exhibit only local deformation surrounding a small area close to
the contact point. In this way, only the coefficient of restitution and the coefficient of friction
(besides other physical properties of the objects as mass and inertia), already implemented
in the simulator, are required for simulating many types of balls realistically. There is just
one coefficient that we haven’t taken into account yet: the coefficient of rolling friction. But
even this one can be implemented in the near future, by properly changing the amount of
penetration of the ball with the objects that are acting as a rolling surface.
Having done this, a proper simulation environment was ready to test the algorithms pre-
sented in this thesis. At early stages, the small-sized GR-001 humanoid robot was used instead
of HRP-2. The 3D model of this robot is distributed along with Choreonoid [89], another
simulation platform with intuitive graphical user interface which is able to control the real
robot and play the simulation at the same time. The distribution of Choreonoid also included
the corresponding libraries for controlling the real GR-001, making it easier to start testing
the algorithms with the real platform. However, given that the presence of offsets prevents
any purely analytical solution to be developed, originally Choreonoid was solving the inverse
kinematics of this humanoid by using a numerical method that was very slow. Then, it was
necessary to develop an efficient algorithm to solve the IK problem, represented by the hybrid
approach explained in Section 2.6.1 and implemented as described in Section 2.7.2. Now, this
algorithm is already implemented in the current distribution of Choreonoid (version 1.4.0).
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Then, the necessary framework for pedipulating any object for which the physical proper-
ties are known, as well as its geometry, was developed. Depending on which task we want to
achieve by means of impulsive pedipulation, it is just the matter to find the required impulse
on the object applied to some contact point. Depending on the geometry and mass distribu-
tion of the object, a non-trivial guidance for selecting a proper contact point was given in
Section 4.2.1.1. However, the actual method depends on the object under consideration. This
could only be exemplified by computing the impulsive model of a ball, as it was described in
Section 6.2. This model was easy to describe but complex enough for letting us attempt to
control not only its linear motion, but also its angular one.
The developed impulsive pedipulation method can be used for any link of the robot, but
we focused on the feet of a humanoid robot as its lower limbs had to be used simultaneously
for stability purposes; that is, to control the ZMP, which presented an additional challenge
to the task. As a simple example we used this method to drive the ball to a specified 3D
goal position with certain motion characteristics, by exerting some proper impact conditions.
However, the accuracy of the results is highly dependent on how demanding the task is;
that is, on the magnitude of the approaching velocity vector that is required to exert the
necessary impact conditions. If the magnitude is so big, the trajectory that the foot has to
follow is longer in order to accelerate from zero velocity to the desired one. This means that
the trajectory of the foot may lie out of the workspace. One solution is to shorten the time
needed to perform the motion, which actually demands a higher acceleration of the foot and,
consequently, higher joint accelerations. On its behalf, the robot controller may not be able
to cope with this trajectory as accurately as needed, so that the resultant one may induce
an error on the impact conditions, and the actual motion of the spherical object. In the way
that the trajectory for the operational point on the foot was generated, the maximum value
is the desired approaching velocity. If the required velocity is large and in consequence, the
time span for performing the swing phase is shortened, the controller of the robot may not
be able to hit the ball at the exact moment of the maximum velocity, leading to an error
on the impact conditions. This error is, however, not so critical with respect to the impact
coordinates, as it could be assessed. The foot of the robot was able to approximately hit the
ball at a point very close to the desired one. As a consequence, the probability for the contact
mode of the impact to ensure the rolling condition is high (it is relatively easy to hit the ball
inside of the circle for rolling). With respect to the orientation of the approaching velocity
vector, if it is very steep, the swing foot would need to go below the ground level to attain the
required impact conditions. One solution is to relax the angular velocity requirements of the
pedipulated object, in order to modify the impact coordinates and change the orientation of
the kicking velocity vector. As a consequence, the impact conditions are more dependent on
the friction between foot and ball, and on the tangential component of the kicking velocity.
In general, the farther (and higher) the goal position is, the less accurate the results are, even
if the exact parameters of the ball are precisely known before-hand. However, the accuracy
attained is better than the one that a regular human soccer player can achieve.
We also presented in Section 5.2 a method to compensate the yaw moment for a humanoid
robot performing an arbitrary motion by controlling the “free” joints; that is, the ones unre-
lated to the already described motion. This is because it is important not only to produce a
stable motion, but also to prevent an undesired yaw rotation by means of using a synergetic
motion of the upper body, in the same way as soccer players do. We have demonstrated in our
analysis that the resultant yaw motion can be significantly decreased, and that the theoretical
residual errors may remain due to the numerical integration. Also, we have verified the effect
of the yaw moment reduction through dynamic simulation of the humanoid robot HRP-2 by
using OpenHRP3. Two approaches were presented: one that attempted to fully compensate
the yaw moment and another one that tried just to partially compensate it. Both of them let
us select any arbitrary set of joints, depending on alternate tasks required by the robot.
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This is a clear advantage over the classical methods that work on a specific set of joints for
the compensation. With respect to the first one, acting on a simulation case that didn’t
cause drift, we observed that the effective reduction of yaw moment in the simulation was
not as much as expected. This seems to come from the fact that the robot performed an
oﬄine computation of the “free” joint trajectories based on the reference ZMP trajectory. In
fact, this reference ZMP is not precisely followed by the actual robot controller. The second
approach compensated partially the yaw moment given that friction is unavoidable. Then, by
relying on it, it was possible to get rid of the unwanted drift by returning the joint values to the
initial value in low frequencies, such that the compensation was not affected. This approach
was successfully implemented as an online closed-loop compensator. We demonstrated in our
analysis and simulation the effectiveness of the method, whose practical limitation relied on
the accuracy of the sensors and the processing speed of the controller. By comparing the
resulting kicking motion obtained by the motion planning method described throughout all
this thesis with the observations reported in the biomechanics research on the free kick in
soccer, several similarities arise [85] [86]. These ones can be used to cursorily explain in a
theoretical manner the reasons behind the motion of soccer players and, at the same time,
give some validity to the present research in terms of the planning method chosen among
other alternatives.
As a future work we want to consider strategies for the robot to approach to a feasible
position relative to the spherical object, and even to perform the pedipulation task while a
dynamic motion is taking place. For example, kicking the ball while walking fast without
stopping. This can make the kicking motion to look less clumsy and more natural. But also,
this will require to acquisition of the relative position of the initial position of the object by
using vision data. Also, we want to consider the case in which the impact is large enough
to produce some significant motion at the support foot. This would produce an inverse
of the effective mass of the robot (in each direction) not negligible anymore, affecting the
total momentum transmitted to the object, as well as compromise the stability of the robot.
Furthermore, we would like to optimize the algorithm (on C++) to reduce the computation
time and improve the accuracy of the results. Finally, with respect to the yaw moment
compensation, we would like to improve the performance of the compensator, and test it on
the real robot. Then, instead of pre-selecting the “free” joints, we would like to achieve the
compensation by using the null space of the high priority motion as a generalization of our
work, as well as discuss the stability of the controller in order to appropriately choose the
value for the corresponding gains.
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Appendix A
Mass distribution
In Newtonian mechanics the mass represents the resistance to change the state of velocity of
a particle. Normally, it is associated with the amount of matter that an object has. However,
this is just an idealization that let us simplify the analysis of objects at macroscopic scale and
within practical velocity limits, as the concept is much more complex than that [113]. In this
way, a rigid body C ∈ R3 is made up of an infinite set of particles S, such that ∀i ∈ S, mi
represents the mass of the particle and pi ∈ C, its position.
The total mass of the rigid body is given by
m =
∑
i∈S
mi. (A.1)
However, this mass is generally not uniformly distributed in the rigid body. Let us characterize
this distribution by means of two parameters: the center of mass and the tensor of inertia.
A.1 Center of mass
Each particle i ∈ S has a weight given by wi = mig, where g = 9.81m/s2 is the acceleration
due to gravity. The weight is a force parallel to the ground and as a consequence for a rigid
body, an infinite set of parallel distributed forces will be acting on it. All of them can be
replaced by only one equivalent force acting at a point known as the center of mass of the
rigid body C, pcmC , calculated as
pcmC =
1
m
∑
i∈S
pimi. (A.2)
A.2 Moment of inertia
In contrast to the mass (the inertia) that represents a resistance of a particle to change its
(linear) velocity, an analogous quantity known as the moment of inertia represents a resistance
of a particle to change its angular velocity around an axis indicated by the unit vector k˘ passing
through the origin of some reference frame. This one, denoted as Ii,k˘, is proportional to the
mass mi of the particle and the square of its distance to the axis, ri, known as the radius of
gyration [114]; that is,
Ii,k˘ = r
2
imi. (A.3)
Let us consider a local reference frame {B} attached to the rigid body C, such that the
axis of interest passes through its origin (see Figure A.1). Then, the square of the radius of
gyration for a given particle i ∈ S can be calculated in terms of k˘ and the position of the
particle with respect to {B}, Bpi, as [115]
r2i =
∥∥Bpi∥∥2 − (Bpi · k˘)2 . (A.4)
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Figure A.1: Radius of gyration (Image courtesy of [114]).
This expression can be rewritten as
r2i =
(
Bpi · Bpi
) (
k˘ · k˘
)
−
(
Bpi · k˘
)(
Bpi · k˘
)
=
((
Bpi · Bpi
)
k˘ −
(
Bpi · k˘
)
Bpi
)
· k˘.
(A.5)
By considering that ∀u,v,w ∈ R3 we have u × (v ×w) = (u ·w)v − (u · v)w, then,
(A.5) can be further rewritten as
r2i =
(
Bpi ×
(
k˘ × Bpi
))T
k˘
=
(
Bpˆi
BpˆTi k˘
)T
k˘
= k˘T
(
Bpˆi
BpˆTi
)
k˘.
(A.6)
Definition A.1 (Tensor of gyration). Let us define the tensor of tensor of gyration of a vector
p ∈ R3 as
Gp = pˆpˆ
T , (A.7)
such that
Gp =
 p2y + p2z −pxpy −pxpz−pxpy p2x + p2z −pypz
−pxpz −pypz p2x + p2y
 . (A.8)
The moment of inertia of the rigid body C around k˘ and expressed with respect to {B} is
calculated as the sum of the corresponding moment of inertia of all the particles, as
BIC,k˘ = k˘
T
(∑
i∈S
miGBpi
)
k˘ = k˘T
(
BIC
)
k˘, (A.9)
where we have used the definition of the tensor of gyration for Bpi, expressed as GBpi .
Additionally, we have defined a matrix BIC, known as the tensor of inertia for the rigid body
C with respect to {B}. This tensor of inertia can be expressed as [115]
BIC =
 BIC,xx − (BIC,xy) − (BIC,xz)− (BIC,xy) BIC,yy − (BIC,yz)
− (BIC,xz) − (BIC,yz) BIC,zz
 , (A.10)
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where the principal moments of inertia are given by
BIC,xx =
∑
i∈S mi
(
Bp2iy +
Bp2iz
)
, BIC,yy =
∑
i∈S mi
(
Bp2ix +
Bp2iz
)
,
BIC,zz =
∑
i∈S mi
(
Bp2ix +
Bp2iy
)
,
(A.11)
whereas the centrifugal moments of inertia (also called products of inertia) are given by
BIC,xy =
∑
i∈S
mi
Bpix
Bpiy ,
BIC,xz =
∑
i∈S
mi
Bpix
Bpiz ,
BIC,yz =
∑
i∈S
mi
Bpiy
Bpiz . (A.12)
The tensor of inertia is a symmetric matrix; that is, BIC = BITC , as well as a positive def-
inite matrix ; that is, k˘T
(
BIC
)
k˘ ≥ 0, ∀k˘ ∈ R3 [115]. This matrix represents the distribution
of the mass of the body with respect to some reference frame.
Lemma A.1. If the local reference frame {B} is oriented such that the mass distribution of
the rigid body is symmetric to any of the planes XBYB, XBZB or YBZB, then the product of
inertia whose subscript contains the vector normal to that plane is zero.
Corollary A.1. Only two planes of symmetry are needed for the tensor of inertia to be
diagonal. In such a case, the axes of the local reference frame are called principal axes of
inertia.
A.2.1 Transformation of the tensor of inertia
Let us describe how the tensor of inertia changes by considering an alternate reference frame.
First, we consider only a pure translation, and then, a pure rotation. A general transformation
can be achieved by successive transformations.
A.2.1.1 Translation
Let us consider two parallel local reference frames attached to the rigid body C, {B} and {B′},
where the first one is placed at an arbitrary point pO whereas the other one is placed at its
center of mass pcmC ; that is, pOB = pO and pOB′ = pcmC , respectively. Also, let us define
two parallel axes, k˘ and k˘′, passing through the corresponding origins of the local reference
frames. The perpendicular distance between these two axes is denoted as rkk′ , whereas the
radii of gyration of the particle i ∈ S with respect to both axes are denoted as ri and r′i,
respectively (see Figure A.2) [115]. Then, let us recall (A.3) written for ri as
B′Ii,k˘ = r
2
imi. (A.13)
From the law of cosines we know that
r2i = r
′2
i + r
2
kk′ + 2r
′2
i rkk′cosαi. (A.14)
Then, summing the moment of inertia of every particle composing the rigid body, we have
BIC,k˘ =
∑
i∈S
r′2i mi + r
2
kk′
∑
i∈S
mi − 2rkk′
∑
i∈S
r′2i cosαimi. (A.15)
The last term is related to the center of mass of the rigid body expressed in {B′} and it can
be shown that is zero. Then, given that the term r2kk′ can be calculated as
r2kk′ =
∥∥BpOB′∥∥2 − (BpOB′ · k˘) , (A.16)
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we can write (A.15) by using the tensor of gyration of BpOB′ as
BIC,k˘ = k˘
′T
(
B′IC
)
k˘′ + k˘T
(
mGBpOB′
)
k˘, (A.17)
such that
BIC = B
′
IC +mGBpOB′ . (A.18)
This last expression is known as the theorem of parallel axis (or Steiner’s theorem) [115].
Figure A.2: Parallel axis theorem (Image courtesy of [114]).
A.2.1.2 Rotation
By changing the orientation of the local reference frame (without modifying the position of the
origin) we get another representation for the tensor of inertia that describes a new distribution
of the mass. As a matrix, the tensor of inertia is a linear operator, and the two different frames
with common origin represent different bases, related by the corresponding rotation matrix
which acts as a change of basis matrix [60]. Then, the tensor of inertia represented with
respect to another local reference frame {B′} can be calculated from BIC by
B′IC = B
′
RB
BICBRB′ . (A.19)
Both tensors of inertia are said to be similar.
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Appendix B
Collision theory
Although planar rigid-body impact has been studied for centuries, it hasn’t been completely
understood, specially when considering the presence of friction and its consequences on the
collision’s outcome [65]. Besides that, the treatment of the general three-dimensional case
is not straightforward and because of that the concerning research has mainly focused on
two dimensional collisions. Let us attempt to extend the current rigid-body impact theory
developed for this two-dimensional case to consider three-dimensional objects, and find the
conditions for which the analysis can still be performed analytically given this consideration.
The usefulness of this study becomes evident at the moment of analyzing the collision between
assemblies of rigid bodies in operational space [57], given that the whole dynamics of the
systems are projected on it. This lets us analyze the collision in the same way as for the two
rigid-bodies’ case, and apply the same rigid-body impact theory and concepts.
B.1 Rigid-body model of collision
The sudden, short-term encounter between two colliding bodies is a very complicated event.
Its major characteristics are the very brief duration and the large magnitudes of the force
generated. Other phenomena include vibration waves propagating through the bodies, local
deformations produced in the vicinity of the contact area, and frictional and plastic dissipation
of mechanical energy. The complexity of the process leads to a very complex mathematical
analysis of the problem. However, by introducing the rigid-body assumption and Coulomb’s
law for the model of friction, the analysis is simplified while retaining a fair approximation of
a significant class of real systems [65].
B.1.1 Deformation history
When two rigid bodies collide their surfaces come together with some relative velocity at an
instant termed incidence or contact. The configuration of these rigid bodies at this moment
is termed the impact configuration of the system. After incidence there would be interference
or interpenetration of the bodies were it not for the interface or contact pressure that arises in
a small contact area between these two bodies. At each instant during the contact period, the
pressure in the contact area results in local deformation and consequent indentation, required
for the surfaces of the two bodies to conform in the contact area. The interface pressure has
a resultant force that acts in opposite directions on the two colliding bodies. This resultant
force, from incidence, reduces the speed at which the bodies are approaching each other, until
the relative velocity of approach of them is zero. This is the instant of maximum compression.
Subsequently, the energy stored during compression drives the two bodies apart until finally
they separate with some relative velocity. This is the instant of separation [81]. See Figure B.1.
Then, the deformation history can be considered to consist of two periods [65]:
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(a) Impact scenario. (b) Slow motion frames of the collision.
Figure B.1: Impact of a golf ball with a club (Photographs courtesy of [116]).
1. The period of compression extends from the instant of incidence to the instant of max-
imum compression, when the relative speed of approach is zero.
2. The period of restitution then begins, lasting until the instant of separation.
B.1.2 Underlying premises of the low-speed rigid-body impact theory
The local deformations that arise during the impact vary according to the incident relative
velocity at the point of initial contact as well as the hardness of the colliding bodies. Low speed
collisions result in contact pressures that cause small deformations only, significant solely in
a small region adjacent to the contact area. At higher speeds there are large deformations
which result from plastic flow. Let us assume only low speed collisions.
For bodies that are hard (with small compliance), only very small deformations are re-
quired to generate very large contact pressures; if the surfaces are initially nonconforming, the
small deformations imply that the contact area remains small throughout the contact period.
The interface pressure in this small contact area causes the initially nonconforming contact
surfaces to deform until they conform or touch in a small contact area. Although the contact
area remains small in comparison with cross-sectional dimensions of either body, the contact
pressure is large, and it gives rise to a large contact force. The contact force is large enough
to rapidly change the normal component of relative velocity across the small deforming region
that surrounds the contact patch.
From an analytical point of view, the most important consequence of the small compliance
of hard bodies is that very little movement occurs during the very brief period of contact; that
is, despite large contact forces, there is insufficient time for the bodies to displace significantly
during impact. This observation forms a fundamental hypothesis of rigid-body impact theory,
namely, that for hard bodies, the analysis of impact can consider the period of contact to be
vanishingly small. Consequently any changes in velocity occur instantaneously (in the impact
configuration) [81].
In this way, we can state the principal underlying assumptions of low-speed rigid-body
impact theory as follows:
1. In each of the colliding bodies the contact area remains small in comparison with both
the cross-sectional dimensions and the depth of the body in the normal direction [81].
2. The contact period is sufficiently brief that during contact the displacements are neg-
ligible and hence there are no changes in the system configuration (no displacements);
that is, the contact period can be considered instantaneous [81] [65].
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3. Finite active forces, also called non-impulsive forces, which act during the period of
contact can be considered to be negligible, since these forces do no work during the
collision. Examples of these ones are the gravitational or magnetic attraction. All the
other interaction forces are considered to be significant during the collision process and
are described as impulsive forces. Examples of these ones are the reactions at points of
contact induced by displacement constraints [81] [65].
B.2 Collision of free rigid bodies
Two bodies, labeled A and B, collide when they come together with an initial difference in
velocity, ordinarily by first touching a point denoted as the contact point pc at the instant
of incidence t = ti. During a very brief period of contact, a point on the surface of body A,
pcA is coincident with a point on the surface of body B, pcB , at this point pc. If at least
one of the bodies has a surface that is topologically smooth at the contact point (i.e., the
surface has a continuous curvature), there is a plane tangent to this surface at this point. If
both bodies are convex and the surfaces have continuous curvature near the contact point,
then this tangent plane is tangential to both surfaces that touch at pc; i.e., the surfaces of
the colliding bodies have a common tangent plane. The direction of the normal vector to this
common tangent plane is denoted as the common normal direction [81].
B.2.1 Impulse
Let us define the impact reference frame {Υ} =
{
t˘, n˘, b˘
}
with origin at pOΥ = pc, where
t˘, n˘ and b˘ stand for the tangential, normal and binormal directions, respectively. Let this
reference frame be oriented such that n˘ be coincident with the common normal direction of
the collision. Also, let us suppose that the motion of both objects before they make contact
rely on a plane, termed as the plane of approaching motion. Let us define t˘ such that together
with n˘ define that plane, denoted as Πnt. See Figure B.2.
Figure B.2: Collision of two free rigid bodies (Image courtesy of [117]).
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During the brief period of contact, a force will act at the contact point in both directions,
as experienced by each body. The force acting on pcB due to the contact will be denoted as
ΥfcB , whereas the force acting on pcA due to the contact, as
ΥfcA , where
ΥfcA = −ΥfcB .
Let us integrate the force ΥfcB from t = ti to t = ti + τ , where τ is an independent time
variable, to get ∫ ti+τ
ti
ΥfcB =
Υf˜cB,τ ; (B.1)
that is, the corresponding impulse (denoted with a “tilde”) which is defined to be finite given
the extremely short contact period.
B.2.2 Principle of impulse and momenta
The principles of linear and angular impulse and momenta for the object B are given by
Υf˜cB,τ =
ΥPB,τ − ΥPB,0
= mB
ΥvcmB,τ −mBΥvcmB,0, (B.2)
−ΥpcmB × Υf˜cB,τ = ΥLB,cmB,τ − ΥLB,cmB,0
= ΥcmB IB
ΥωB,τ − ΥcmB IBΥωB,0, (B.3)
where mB and
ΥcmB IB are the mass of object B and its tensor of inertia, defined with
respect to a reference frame with origin at its center of mass, ΥpcmB , but parallel to the
impact reference frame. Here, we have considered that this tensor of inertia ΥcmB IB is
constant, given that there is no displacement due to the brief period of contact. Also, ΥPB,τ
and ΥLB,cmB,τ stand for the linear and angular momenta with respect to the center of mass,
whereas ΥvcmB,τ and
ΥωB,τ stand for the linear velocity of this center of mass and the
angular velocity of object B, for each τ .
The velocity of the contact point on body B, ΥvcB , is related to the velocity of its center
of mass, ΥvcmB , by
ΥvcB,τ =
ΥvcmB,τ − ΥωB,τ × ΥpcmB . (B.4)
Similarly, we obtain the corresponding equations for object A as
Υf˜cA,τ = mA
ΥvcmA,τ −mAΥvcmA,0, (B.5)
−ΥpcmA × Υf˜cA,τ = ΥcmAIAΥωA,τ − ΥcmAIAΥωA,0, (B.6)
ΥvcA,τ =
ΥvcmA,τ − ΥωA,τ × ΥpcmA . (B.7)
Now, let us calculate the relative velocity of approach as
ΥvcB/cA,τ =
ΥvcB,τ − ΥvcA,τ
=
(
ΥvcmB,τ − ΥωB,τ × ΥpcmB
)− (ΥvcmA,τ − ΥωA,τ × ΥpcmA) . (B.8)
By making the appropriate substitutions of (B.2), (B.3), (B.5) and (B.6) into (B.8), and
manipulating the expression, it can be rewritten as
ΥvcB/cA,τ =
ΥvcB/cA,0 +YΥf˜cB/cA,τ , (B.9)
where Y is termed as the mobility matrix [118] or the mechanical admittance matrix, and is
calculated as
Y = m−1B E3 +m−1A E3 + ΥpˆTcmB
(
ΥcmB I−1B
)
ΥpˆcmB +
ΥpˆTcmA
(
ΥcmAI−1A
)
ΥpˆcmA , (B.10)
where E3 is an identity matrix, and the mobility matrix Y is symmetrical.
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Let us write (B.9) by components as ΥvcB/cAt,τΥvcB/cAn,τ
ΥvcB/cAb,τ
 =
 ΥvcB/cAt,0ΥvcB/cAn,0
ΥvcB/cAb,0
+
 Ytt −Ynt −Ytb−Ynt Ynn −Ynb
−Ytb −Ynb Ybb
 Υf˜cBt,τΥf˜cBn,τ
Υf˜cBb,τ
 . (B.11)
Each component of Y represents the inverse of the effective mass relating the directions
indicated as subscripts. That is, even when the rigid bodies move in the plane Πnt before
incidence (ΥvcB/cAb,0 = 0), the presence of Ynb 6= 0 and Ytb 6= 0 will develop into ΥvcB/cAb,τ 6=
0. This corresponds to a very complex three dimensional motion for which an analytical
solution is difficult to find.
Let us constrain the solutions to the plane Πnt. That is, we require Ynb = Ytb = 0. By
inspecting (B.10) we notice that for these terms to be zero, we require that for ΥcmAI−1A
and ΥcmB I−1B the corresponding elements be zero. Given that the inverse of a diagonal block
matrix is a diagonal block matrix, it follows that for ΥcmAIA and
ΥcmB IB the corresponding
elements must be zero too. This can be done if and only if the mass distribution of both
objects is symmetric to Πnt (see Lemma A.1).
Having done this we can simplify (B.11) as[ ΥvcB/cAt,τ
ΥvcB/cAn,τ
]
=
[ ΥvcB/cAt,0
ΥvcB/cAn,0
]
+
[ Ytt −Ynt
−Ynt Ynn
][ Υf˜cB/cAt,τ
Υf˜cB/cAn,τ
]
. (B.12)
where
Ytt = m−1B +m−1A + Υp2cmBnΥcmB I−1B,bb + Υp2cmAnΥcmA I−1A,bb, (B.13)
Ynn = m−1B +m−1A + Υp2cmBtΥcmB I−1B,bb + Υp2cmAtΥcmA I−1A,bb, (B.14)
Ynt = ΥpcmBtΥpcmBnΥcmB I−1B,bb + ΥpcmAtΥpcmAnΥcmA I−1A,bb, (B.15)
The tangential component, ΥvcB/cAt,τ , is denoted as the sliding velocity, while the normal one,
ΥvcB/cAn,τ , as the compression velocity [65].
B.2.3 Compression and restitution
Let us denote the instant of maximum compression as t = tm and the instant of separation
(or termination) as t = tt. The total period of time that the collision lasts is τtot = τcom+τres,
where τcom = tm−ti corresponds to the period of compression and τres = tt−tm, to the period
of restitution. Also, let us denote the magnitude of the normal impulse achieved during these
phases as Υf˜cBn,τcom and
Υf˜cBn,τres , respectively. The total magnitude of the normal impulse
is the sum of both, that is Υf˜cBn,τtot =
Υf˜cBn,τcom +
Υf˜cBn,τres .
There are two main hypothesis governing the relationship between the compression and
the restitution phases, namely, Poisson’s and Newton’s hypotheses.
B.2.3.1 Poisson’s hypothesis
By adopting Poisson’s hypothesis, it is further postulated that the ratio of Υf˜cBn,τres to
Υf˜cBn,τcom is determined by
e =
Υf˜cB/cAn,τres
Υf˜cB/cAn,τcom
. (B.16)
This constant e is called the coefficient of restitution (CoR) [65].
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The CoR is not simply a property of the material in the way that say, elasticity is. Rather,
it is a property of the collision process itself; its value depending on the CoR of both bodies
in a complex manner, as well as other parameters such as the relative velocity of approach
and other two energy-related entangled processes. First, there is that of energy loss. Apart
from the thermal loss, energy loss by vibration into the impacting surface is a major factor.
Second, there is that of energy of retention over the sequence of energy conversions; from the
kinetic energy just prior to impact, to the elastic potential energy stored, and thence, finally
back to the kinetic energy which sets the bodies apart.
This succession of energy conversion losses is extremely difficult to quantify. Less obviously,
it is known that the total impact time has a bearing on the CoR. Generally, the shorter the
time, the more efficient the energy transfer [78]. However, given the assumptions stated in
Section B.1, it is normally assumed for the CoR to depend solely on the materials of the
bodies, describing the degree of plasticity of the collision. Its value is always between zero
and one. When e = 0 the impact is said to be perfectly plastic and when e = 1, it is said to
be perfectly elastic [65]. If 0 < e < 1, it is said to be inelastic.
B.2.3.2 Newton’s hypothesis
Newton’s law of restitution states that
e = −
ΥvcB/cAn,τtot
ΥvcB/cAn,0
; (B.17)
that is, under this assumption the CoR relates the compression velocity at the beginning and
the end of the collision, ΥvcB/cAn,0 and
ΥvcB/cAn,τtot , respectively [65].
Both Poisson’s and Newton’s hypotheses have been adopted by the scientific community to
describe the energy dissipation, but they indeed do not in general produce consistent solutions.
From a philosophical point of view Poisson’s hypothesis is preferable to Newton’s one. This
is because Poisson’s hypothesis is expressed as a dynamic law, rather than as a kinematic
constraint. Furthermore, in some specific scenarios, Newton’s one is not even consistent with
energy conservation [65]. However, for practical purposes, especially the ones concerning this
thesis, the difference in the results is small enough to be considered negligible. For this reason,
we will adopt only Newton’s hypothesis, given its simplicity.
B.2.4 Friction
When two surfaces are in contact, a friction force will always develop if one attempts to move
one surface with respect to the other [119] [120]. Friction causes an impulsive force in the
tangential direction at the contact point during the impact [65].
There are two types of friction: dry (Coulomb) friction and fluid (viscous) friction.
Coulomb friction is a model of sliding friction in which the frictional force is directed op-
posite to the motion of a sliding body, is independent of speed, and is proportional to the
normal force acting on this sliding body [119] [120]. Viscous friction is a model of friction for
bodies moving through fluids and is dependent on the velocity.
Let us consider the Coulomb friction model. When two surfaces in contact have no relative
tangential velocity, at a microscopic level there is a natural surface roughness, meaning that
the contact is only made where the interlocked peaks of each surface are aligned together
[78]. See Figure B.3. The more the pressure is, the more the degree of interlocking will be
[121]. So, if the surface area were to increase, although the numer of contacting peaks would
increase proportionally, the pressure would reduce by the same amount, as the force is now
spread out over a wider area. This serves to offset the increase in the number of pressure
points, and so maintains the “sticking” effect at an approximately constant value [78].
156
Once an external force is large enough, those peaks deform and/or break, allowing sliding
to happen. However, once into motion, the interlocking happens in a lesser degree, giving rise
to a constant frictional force which is invariant to velocity [121].
Figure B.3: Nature of dry friction [121].
This model of friction is described by the Coulomb’s law and expressed as
ΥfcBt < −µsξΥfcBn for sticking, (B.18)
ΥfcBt = −µkξΥfcBn for sliding, (B.19)
where ξ = {−1, 1} is the sign of the direction of the resultant force trying to set the object
into motion in the former case, or the sign of the sliding velocity in the latter case. Also, µs
and µk are the static and kinetic coefficients of friction and are empirical constants. Their
value do not depend upon the area of the surfaces in contact, as explained before. They,
however, depend strongly on the nature of these surfaces and are required to be measured for
every pair of surfaces taken into consideration [65]. For simplicity, let us not to distinguish
between these two cases; that is, by considering only one coefficient, µ, in either case.
B.2.5 Impact process diagram
Let us consider first the normal component of (B.11). At the maximum compression phase
(after a period τcom), the compression velocity
ΥvcB/cAn,τcom is zero, then
Υf˜cBn =
Ynt
Ynn
Υf˜cBt −
1
Ynn
ΥvcB/cAn,0. (B.20)
where for the impulse we have intentionally dropped the subscript indicating the dependence
of the period of time as we will treat it as an independent variable. This equation represents
a line in the so called planar impulse space, denoted as the line of maximum compression, `C .
After the maximum compression, the restitution phase begins, lasting to the end of the
collision. Under Newton’s hypothesis, the collision ends when ΥvcB/cAn,τtot = −eΥvcB/cAn,0.
Substituting this one into the normal component of (B.11) we get
Υf˜cBn =
Ynt
Ynn
Υf˜cBt −
(1 + e)
Ynn
ΥvcB/cAn,0. (B.21)
This one is another line in the planar impulse space, denoted as the line of termination, `T .
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Now, let us turn our attention to the tangential component of (B.11). Considering that
at incidence, a tangential relative velocity of approach can be present, objects that come into
a collision will first slide relative to each other. Then, by means of the frictional impulse,
objects will slow down in this direction. If they manage to stick then, at this sticking instant
t = ts (τstk = ts − ti), the sliding velocity ΥvcB/cAt,τstk is zero, such that
Υf˜cB/cAn =
Ytt
Ynt
Υf˜cB/cAt +
1
Ynt
ΥvcB/cAt,0. (B.22)
This is denoted as the line of sticking, `S . See Figure B.4.
Figure B.4: Lines of maximum compression (`C), termination (`T ) and sticking (`S) in the
planar impulse space [65].
In order to find the total impulse it is possible to employ Routh’s graphical technique
[65]. At the beginning of the impact the impulse is zero; then, it starts at the origin of the
planar impulse space. During the period of time that the impact lasts the normal component
of the impulse increases monotonically, until it reaches the termination line. The tangential
component also accumulates, in accordance with Coulomb’s law. Assuming initial sliding, the
impulse increases along a line of limiting friction, `F , satisfying Coulomb’s law; that is,
Υf˜cBn = −
1
µ
ξΥf˜cBt , (B.23)
where ξ is the sign of the initial sliding velocity [65].
When the impulse reaches the line of sticking (`S) the frictional impulse will exhibit a
change. There are two possibilities, either the impulse changes to the line of sticking or to a
line termed as the line of reversed limiting friction, `RF , whichever is steeper. See Figure B.5.
The reversed limiting friction line is defined as
Υf˜cB/cAn =
1
µ
ξΥf˜cB/cAt +
Υf˜cB/cAn,off , (B.24)
where Υf˜cB/cAn,off indicates the cross of this line with the normal axis, such that the line of
reversed limiting friction passes through the intersection of the line of limiting friction and
the line of sticking [65].
In the case of sticking, the coefficient of friction µ is big enough to maintain the sticking
condition. On the other hand, if µ is smaller than a threshold |µth| the impulse will cross the
line of sticking, and the tangential force will change sign [65]. The value of the threshold is
related to the slope of the line of limiting friction; that is,
µth = −YntYtt , (B.25)
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(a) Sticking. (b) Reversed Sliding.
Figure B.5: Impact process. The impulse initially follows the line of limiting friction (`F ).
After reaching the sticking line (`S), the impulse follows it or changes its direction to the
reversed limiting friction one (`RF ) [65].
such that
µ > |µth| for sticking and µ < |µth| for reversed sliding. (B.26)
Eventually, the impulse will cross the line of maximum compression (`C), and then, the
line of termination (`T ), by means of any of the following situations:
1. The line of termination is crossed by following the line of limiting friction (`F ), in case
that it didn’t cross the line of sticking first; that is, before separation the objects were
still sliding.
2. The line of termination is crossed by following the line of sticking (`S), in case that the
objects managed to stick before separation; this means that the sliding velocity is zero
at the instant of separation.
3. The line of termination is crossed by following the line of reversed limiting friction
(`RF ); that is, at separation the objects are sliding in an opposite direction with respect
to incidence [65].
Had we considered Ynt and Ytb as non-zero values, instead of a planar impulse space
we would have had a three-dimensional impulse space, and instead of lines we would have
considered planes. In a general case, lines intersect at one point but planes intersect along
a line. The evolution of the impulse through one of these planes could have maybe followed
the minimum power principle (this is an hypothesis) which states that “a quasi-static system
chooses at every instant the lowest energy motion in conformity with the constraints; that is,
the one that minimizes the instantaneous power, as long as the force is not velocity dependent”,
as it is the case with Coulomb model of friction [119] [120]. Anyway, this three-dimensional
analysis is not straightforward at all, and that’s the principal reason why we decided to delimit
our collision study as explained before.
B.2.6 Classification of impacts
By describing the process of the impact as explained in the previous section it is possible to
fully characterize a planar impact by means of the slope and vertical offset of both, the line of
sticking (`S) and the line of maximum compression (`C). These ones, are in turn, completely
defined by the zero/non-zero value of Ynt, ΥvcB/cAt,0 and ΥvcB/cAn,0 [65].
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According to the compression velocity at incidence, ΥvcB/cAn,0, impacts can be
1. Meeting impacts (ΥvcB/cAn,0 < 0); that is, regular impacts. Figure B.6 shows all possible
combinations of impacts of this type, tabulated by the sign of Ynt and ΥvcB/cAt,0.
2. Tangential impacts (ΥvcB/cAn,0 = 0), a new type of impact introduced by Wang et al
[65]. In this case the impulse is given only by the tangential component. Figure B.6
shows all the combinations of impacts that could be formed by alternating the sign of
Ynt and ΥvcB/cAt,0. However, only two of them are possible if there is a large coefficient
of friction µ, such that the line of limiting friction passes immediately below the line of
maximum compression.
3. Notice that no impact is defined for ΥvcB/cAn,0 > 0 as the bodies would never collide.
According to the sliding velocity at incidence, ΥvcB/cAt,0, impacts can be
1. Direct impacts (ΥvcB/cAt,0 = 0), when the relative approaching velocity lies on the
common normal direction.
2. Oblique impacts (ΥvcB/cAt,0 6= 0), when the approach is made from any other direction.
According to the inverse of the crossed effective mass, Ynt, impacts can be
1. Central impacts (Ynt = 0), if the centers of mass of both objects lie on the common
normal direction.
2. Eccentric impacts (Ynt 6= 0), if those centers of mass lie anywhere else.
B.2.7 Classification of contact modes
Let us divide the planar impulse space as shown in Figure B.8. If the line of limiting friction
lies in region I then sticking never occurs (the impulse arrives to `T first), if it lies in region II
sticking (or reverse sliding) occurs during restitution (after crossing `C) and if it lies in region
III sticking (or reverse sliding) occurs during compression (before reaching `C) [65].
These regions can be used to classify the contact modes of impact. There are five modes:
(i) sliding, (ii) sticking in compression phase (C-sticking), (iii) sticking in restitution phase
(R-sticking), (iv) reversed sliding in compression phase (C-reversed sliding), and (v) reversed
sliding in restitution phase (R-reversed sliding) [65].
By taking into account Poisson’s hypothesis the total impulse developed by the collision
differs depending on each mode. However, for Newton’s hypothesis it doesn’t matter if the
sticking or reversed sliding occurs in compression or restitution phase (both give the same
results). Then, let us consider only three simplified modes: (i) sliding, (ii) sticking, and
(iii) reversed sliding [65].
In this way, we first need to know if the impact process lies in region I or not. Let us find
the intersection between the line of limiting friction (`F ) and the line of sticking (`S), given
in (B.23) and (B.22), respectively. This intersection is calculated as
ΥvcB/cAt,0 + (Ynt + µξYtt) Υf˜cBn,τstk = 0. (B.27)
Also, let us find the intersection between the line of limiting friction (`F ) and the line of
termination (`T ), given in (B.23) and (B.21), respectively. This intersection is calculated as
(1 + e) ΥvcB/cAn,0 + (µξYnt + Ynn) Υf˜cBn,τtot = 0. (B.28)
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Ynt < 0 Ynt = 0 Ynt > 0
ΥvcB/cAt,0 < 0
oblique
impact
ΥvcB/cAt,0 = 0
direct
impact
ΥvcB/cAt,0 > 0
oblique
impact
eccentric impact central impact eccentric impact
Figure B.6: All possible cases of meeting impact (ΥvcB/cAn,0 < 0) [65].
Ynt < 0 Ynt = 0 Ynt > 0
ΥvcB/cAt,0 < 0
ΥvcB/cAt,0 = 0
ΥvcB/cAt,0 > 0
Figure B.7: All possible combinations for tangential impact (ΥvcB/cAn,0 = 0).
Just two of them are actually possible (marked with a ◦) [65].
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Figure B.8: Regions in impulse space [65].
Given that the impulse is monotonically increasing in the normal direction, the condition
for sticking (or reversed sliding) to happen will be given by [65]
Υf˜cB/cAn,τstk <
Υf˜cB/cAn,τtot ,
ΥvcB/cAt,0
µξYtt + Ynt <
− (1 + e) ΥvcB/cAn,0
µξYnt + Ynn ,
−ΥvcB/cAn,0 (µξYtt + Ynt) (1 + e) <ΥvcB/cAt,0 (µξYnt + Ynn) .
(B.29)
Having done this, we can use (B.26) to check if the sticking or reversed sliding will hap-
pen. It is worth to notice that for the reversed sliding mode to happen it is required that
ΥvcB/cAt,0Ynt > 0 [65].
B.2.8 Analytical solutions for the impulse
Let us analytically calculate the total impulse for each contact mode [65].
B.2.8.1 Sliding mode
In this case the impact finishes before the impulse arrives to the line of sticking; that is, the
impulse never leaves the line of limiting friction (`F ), such that
Υf˜cBt,tot = −µξΥf˜cBn,tot. (B.30)
Then, the normal component can be calculated from (B.28) as
Υf˜cBn,τtot = −
1 + e
µξYnt + Ynn
ΥvcB/cAn,0. (B.31)
B.2.8.2 Sticking mode
In this case the impulse arrives to the line of sticking (`S), and follows it until the line of
termination (`T ), such that we just have to compute the intersection of these ones. This
intersection is calculated as
Υf˜cBt,tot = −
(1 + e)YntΥvcB/cAn,0 + YnnΥvcB/cAt,0
YttYnn − Y2nt
, (B.32)
Υf˜cBn,tot = −
(1 + e)YttΥvcB/cAn,0 + YntΥvcB/cAt,0
YttYnn − Y2nt
. (B.33)
Note that in this case the solutions are independent of the value of the coefficient of friction.
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B.2.8.3 Reversed sliding mode
In this case the impulse arrives to the line of sticking, and then changes to the line of reversed
limiting friction (`RS) until the line of termination (`T ). First, the term
Υf˜cB/cAn,off in (B.24)
hast to be computed. This is done by solving Υf˜cB/cAn,τstk from (B.27) and substitute its value
in the line of reversed limiting friction, (B.24), such that
Υf˜cBn =
1
µ
ξΥf˜cBt +
2ΥvcB/cAt,0
µξYtt + Ynt . (B.34)
Then, the intersection of (B.34) and the line of termination, (B.21), is calculated as
Υf˜cBt,tot = µξ
(
Υf˜cBn,tot −
2ΥvcB/cAt,0
µξYtt + Ynt
)
, (B.35)
Υf˜cBn,tot = −
1
Ynn − µξYnt
(
(1 + e) ΥvcB/cAn,0 +
2µξYnt
µξYtt + Ynt
ΥvcB/cAt,0
)
. (B.36)
B.3 Collision of assemblies of rigid bodies
Previous section assumed two free rigid objects colliding in space, which is very restrictive.
More common is the case of collisions arising when two systems of rigid bodies come into
contact. In this case, the motion of these systems is some-how constrained in space, by means
of the linkage between separate elements on each system.
There are two principal classes of constraints: One class is described by bilateral constraint
equations represented by systems in which pairs of bodies are connected by a joint or hinge
that imposes a constraint on the relative velocity at the point of connection. Commonly
it is assumed that these joints are frictionless or non-dissipative, and that during impact
the relative velocity between the bodies at the point of connection remains negligible. This
assumption applies if the compliance of the joints is small in comparison with the compliance
at the point of external impact. Ordinarily, however, there is no reason for a point of external
impact to be more compliant than all other points of contact within the system. A second
class of constraints are represented by systems where bodies are in initial contact but not
physically linked, as it happens with any body in contact with the ground but not fixed to
it. These class of constraints are modeled by unilateral constraint equations requiring that at
separation the normal component of relative velocity at each point of contact be positive [81].
For both classes of constraints, the action due to an external impact propagates away from
the impact point, and travels through the “connections” to adjacent bodies. If the point of
external impact is much more compliant than other contact points, it is satisfactory to assume
that the reaction at each point of constraint acts simultaneously with the contact force at the
point of external impact. For all other distributions of contact compliance, however, it is
necessary to consider the local compliance of each contact region in order to follow the chain
reaction that transmits energy through the compliant elements of the system [81]. For this
reason, we have considered only cases of systems of rigid bodies connected by non-compliant
constraints.
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Appendix C
Definition of the cubic B-Spline
A cubic B-Spline curve made up of n segments, si (u), and delimited by n+ 1 extreme points,
pi, is governed by n + 3 control points, qi [122]. This curve is defined as a weighted sum of
its control points, such that
si (u) =
1∑
j=−2
bj (u) qi+j ∀i = 1, . . . , n,
b =
[
b−2 b−1 b0 b1
]
=
1
6
[
u3 u2 u 1
] 
−1 3 −3 1
3 −6 3 0
−3 0 3 0
1 4 1 0
 .
(C.1)
Also, u = [0, 1] in order to achieve C1 continuity; that is, si (1) = si+1 (0) and s
′
i (1) =
s′i+1 (0). This parameter u can be scaled in time, by doing u = t/τ , where t = [0, τ ] and τ
is the time required to travel one segment. Then, traveling a curve made up of n segments
requires a total time Ts = nτ .
The extreme points of each segment are calculated by
pi =
1
6
(qi−1 + 4qi + qi+1) ∀i = 0, . . . , n, (C.2)
while the velocities at these extreme points are given by
vi =
1
2τ
(qi+1 − qi−1) ∀i = 0, . . . , n. (C.3)
This cubic B-Spline is an approximating curve. Its shape is determined by its control points,
qi, but the curve itself does not pass through those. Instead, it passes through the extreme
points, pi [122]. By using (C.2) and (C.3) it is possible to interpolate a set of n + 1 data
points, p0, . . . ,pn, with a curve made up of n segments, which starts and ends with given
velocities v0 and vn [122]. Rearranging (C.2) and (C.3) into a matrix form we get
A
[
q−1 q0 · · · qn qn+1
]T
=
[
v0 p0 · · · pn vn
]T
, (C.4)
where A ∈ R(n+3)×(n+3) is given by
A =
1
6

−3/τ 0 3/τ · · · 0 0 0
1 4 1 · · · 0 0 0
0 1 4 · · · 0 0 0
...
...
...
...
...
...
0 0 0 · · · 4 1 0
0 0 0 · · · 1 4 1
0 0 0 · · · −3/τ 0 3/τ

, (C.5)
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and τ is calculated by dividing the total time Ts by the number of segments in equal parts;
that is, τ = Ts/n. This coefficient matrix is nonsingular and therefore (C.4) has a unique
solution.
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Appendix D
Measurement of the CoR of a ball
The coefficient of restitution (CoR) e is a measure of how elastic a collision is. As long as
a ball bounces from a massive and rigid surface, it is appropriate to discuss the CoR of the
ball, although there are actually two objects involved in the collision. Previous studies have
shown that the CoR is not really a constant but does depend slightly on the bouncing velocity,
and thus on the original height of a ball being released with initial zero velocity. However,
these variations are minor and may be assumed as negligible [123]. Different techniques for
measuring the CoR have been proposed, many ones using complicated experiments. One
simple way to measure it is the following [123]:
Assuming no air resistance and only vertical motion, we can use the conservation of me-
chanical energy, stated as
1
2
mBv
2
i = mBghr,
vi =
√
2ghr,
(D.1)
where mB stands for the mass of the ball, vi for its velocity just before bouncing, g for the
acceleration of gravity and hr for the releasing height. According to Newton’s hypothesis, the
CoR is defined as the ratio of the velocity of the ball at separation (after bouncing) and the
velocity of the ball at incidence (before bouncing), vs and vi, respectively. Then,
e =
vs
vi
=
√
2ghb√
2ghr
=
√
hb
hr
, (D.2)
where hb is the reached height after bouncing; that is, the CoR can be expressed as a function
of the releasing height and the bouncing height.
The total time span from the moment of release until the ball stops bouncing, Tt, is simply
the sum
Tt = T0 + T1 + T2 + T3 + . . . , (D.3)
where T0 is the time span from the moment of release until the moment of the first bounce,
whereas Ti, i 6= 0 is the time span from the moment just before bouncing until the moment of
the next bounce. Here, the period of contact is assumed to be instantaneous. The maximum
height after each bounce will be denoted as hi, except for h0 that is defined as h0 = hr.
The initial time span T0 can be calculated from the projectile motion equations under the
sole influence of gravity, developed in a non-resistant medium, such that
T0 =
√
2h0
g
. (D.4)
For subsequent bounces the round trip is taken into account, and each time span Ti is calcu-
lated by
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T1 = 2
√
2h1
g
= 2
√
h1
h0
√
2h0
g
= 2e
√
2h0
g
,
T2 = 2
√
2h2
g
= 2
√
h2
h1
√
h1
h0
√
2h0
g
= 2e2
√
2h0
g
,
(D.5)
and so on, where the relationship expressed in (D.2) was used. Substituting the expressions
for the time span, as well as the others that logically follow, into (D.3) we find
Tt =
√
2h0
g
(
1 + 2e+ 2e2 + 2e3 + . . .
)
, (D.6)
which can be rewritten slightly different by adding and subtracting 1 as
Tt =
√
2h0
g
(
2 + 2e+ 2e2 + 2e3 + . . .− 1) ,
Tt =
√
2h0
g
(
2
(
1 + e+ e2 + e3 + . . .
)− 1) . (D.7)
The expression in the inner parenthesis corresponds to a geometrical series, such that
Tt =
√
2h0
g
(
2
(
1
1− e
)
− 1
)
,
Tt =
√
2
g
[
1 + e
1− e
]√
h0.
(D.8)
As can be seen, the total time span is proportional to the square root of the releasing height
of the ball. Expecting this behavior, plotting Tt (obtained from a video recording) versus
√
h0
should yield a straight line with slope s, given by
s =
√
2
g
(
1 + e
1− e
)
. (D.9)
Then, if we know the value of the slope s, the CoR can be calculated as
e =
s
√
g
2 − 1
s
√
g
2 + 1
. (D.10)
This method requires that the ball approximately bounce over the same point, or at least over
the same surface to be accurate enough for practical terms.
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Index
3D model
solid object, 54
wireframe, 54, 88
abbreviations
cθ = cos θ, 13
sθ = sin θ, 13
vθ = 1− cos θ, 13
accuracy
distribution, 109
high accurate zones, 109
low accurate zones, 109
Alpha reference frame {α}, 52, 94
approaching
motion plane Πnt, 46, 153
relative velocity vcB/cA,τ , 51, 151, 154
velocity
azimuthal angle φcR , 103
magnitude vcR , 103
polar angle θcR , 103
vector vcR , 39, 45, 50, 76, 94, 95, 103,
104, 109, 121, 144
attitude, 4
axes of motion, 9
anteroposterior axis, 9
longitudinal axis, 9
mediolateral axis, 9
B-Spline, cubic, 56, 165
control points qi, 56, 165
extreme points pi, 165
segments si (u), 165
ball, 70, 87
angular velocity, 121
backspin, 87
bouncing, 77, 88, 143, 167
velocity at incidence vi, 167
velocity at separation vs, 167
centroid, 109
construction coefficient ρB, 72, 93
deformation, 77
golf, 91
local reference frame, 70, 100
mass mB, 72, 93
pitch velocity θ˙B0, 94, 95, 100, 103, 109,
119, 121
radius rB, 70, 78, 87, 93, 109, 119
rolling, 77, 88, 143
soccer, 128
squashed, 77, 79, 85
tennis, 93
tensor of inertia BIB, 72
volleyball, 93
yaw velocity φ˙B0, 95, 100, 103, 109, 119,
121
Bernoulli’s principle, 41
body joints
arm
elbow, 8
shoulder, 8
wrist, 8
head
neck, 8, 136
leg
ankle, 8, 15
hip, 8, 15
knee, 8
trunk
belly, 8, 60
body segments
arm, 7
forearm, 7
hand, 7
upper arm, 7
head, 7
leg, 7
foot, 7
shank, 7
thigh, 7
trunk, 7
thorax, 7, 60
waist, 7, 60
circle for rolling c, 75, 103, 144
circular list, 81
close-up, 104
coefficient
of friction
169
kinetic µk, 157
static µs, 157
of friction µ, 73, 75, 91, 93, 133, 140, 143
of restitution (CoR) e, 49, 76, 87, 91, 93,
143, 155, 167
of rolling friction, 143
collision detection, 77, 78, 87, 100, 101
circle-triangle intersection, 78, 79
angular coordinate θj , 80, 83
area of intersection, 78, 79, 85
centroid c, 78–80, 83, 101, 143
circle center o, 81
circular sector sections, 79–81, 83
inner points, 81
inscribed circle, 82
inside code (1), 80
intersection code {1, 2, 3}, 80
intersection coeffficient sm, 80
intersections im, 80
just one point, 82
negative area, 82, 84
outer points, 81
outside code (0), 80
outside triangle, 82
particular points, 80
point code ϑj , 80
point ID j, 80
positive area, 82
rectangular coordinates xj , yj , 80
section area ak, 81–83
section centroid ck, 81–83
section centroid’s angular coo. φc, 83
section centroid’s radial coo. gc, 83
section ID k, 81
sections, 80, 81
triangular sections, 79–82
type of figure tk, 81
type of point tj , 80
vertices vi, 80
collision information, 86, 143
contact point, 85, 86, 101
normal vector, 85, 86
merged vectors, 85
sphere-plane intersection, 78
circle of intersection, 78, 79
depth of collision d, 78, 85
normal, 78
common
normal direction, 153
tangent plane, 153
compliance, 152, 163
configuration
anatomical, 8
predefined, 98
reference, 8, 94
constraints
bilateral, 46, 48, 163
unilateral, 4, 15, 48, 163
contact
area, 151
modes, 103, 160
C-reversed sliding, 160
C-sticking, 160
R-reversed sliding, 160
R-sticking, 160
reversed sliding, 160, 163
sliding, 160, 162
sticking, 51, 160, 162
point pc, 44, 70, 72, 77, 78, 85, 88, 144,
153
simplified modes, 160
controller, 98, 103, 121, 145
following error, 98, 121
cross-sectional area A, 41
curve fitting
linear, 101
polynomial, 100, 104
damper, 97
datatip, 104
degrees of freedom (dof), 1, 15
structural, 14, 48
density
air ρd, 41
digital filter
first order, 135
direction
binormal b˘, 46, 153
normal n˘, 46, 70, 73, 153
tangential t˘, 46, 73, 153
directional terminology, 8
anterior, 9
distal, 9
inferior, 9
lateral, 9
medial, 9
posterior, 9
proximal, 9
superior, 9
disk, 93, 108
drag
coefficient CD, 41
fluid, 41
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force fD, 41
form, 41
interference, 41
surface, 41
wave, 41
drift, 64, 145
compensation, 66, 135, 138, 140
double integral gain kii, 67, 138, 140
factor, 66
integral gain ki, 67, 138, 140
proportional gain kp, 67, 138, 140
zero net displacement, 67, 138
residual, 63
dynamical equation, 45, 48
alternative (¯·), 49
centrifugal and Coriolis vector C, 45, 48
gravitational vector G, 45, 48
mass matrix M , 45, 48, 71
effective mass
inverse of, 50, 76, 155
end effector, 1, 7, 14, 17
energy
kinetic T , 47
error, 121
Euler
angles, 20, 47, 54, 71
convention, 20, 47, 54, 71
exponential matrix ekˆθ, 13
floor level plane, 109
foot
normal spacing, 94
sole, 94, 108
support, 12
swing, 12, 51, 94
trajectory, 39, 94
footprint Φ, 16, 39, 52, 136
stride (ΦSup,ΦSwg,det,ΦSwg,lan), 16
detaching swing foot ΦSwg,det, 16, 54, 94
generic foot ΦS , 16
landing swing foot ΦSwg,lan, 16, 54
stance, 54
arbitrary (ΦR,ΦL), 16
landing, 54
preparation, 54
support foot ΦSup, 16, 94
forces
impulsive, 153
non-impulsive, 153
forward kinematics, 17, 25
Denavit-Hartenberg convention, 17
joint parameters, 17
joint axis vector a˘κi , 17
relative position vector bκi , 17
mapping xP = f (qR), 18
modern convention, 17
friction, 156
Coulomb, 156
viscous, 156
gait cycle, 12
running
flying phase, 12
step, 13
stride, 13
walking, 12
double support phase, 12
single support phase, 12
generalized
coordinates q, 45, 47, 71
forces, 48
generalized Moore-Penrose inverse, 21, 24, 63,
65
goal frame, 94, 98, 104, 108, 119
goal plane, 109
goal position pG, 39, 41, 69, 94, 103, 104, 144
error epG , 109, 119
graspless strategies
impulsive, 3
non-impulsive, 3
gravity
acceleration g, 36, 42, 100, 167
vector g, 36, 42
ground reaction, 49
gyration
radius of, 147
tensor of, 34, 148
height
releasing hr, 167
histogram, 119
homogeneous transformation matrix ATB, 13
human soccer player, 119
humanoid robot, 7
ASIMO, 1
Atlas, 1
base, 14
configuration, 39
joint speed vector q˙Rθ , 62
joint variables qRθ , 14
space Q, 14, 21, 22
vector qR, 14
waist orientation qRr , 14
171
waist position qRp , 14
GR-001, 1, 5, 25, 143
HRP-2, 2, 5, 31, 93, 97, 128, 136, 143
HRP-3, 2
HRP-4, 2
HRP-4C, 2
joint, 14
joint cluster, 15
offset, 15, 22, 28, 143
spherical, 15, 22
joint-link entity
∑
κi
, 14, 33
kinematic chain κ, 14
link, 14
degree of connection, 14
local reference frames
left foot {LF}, 16
right foot {RF}, 16
support foot {Sup}, 16, 52
swing foot {Swg}, 16, 52, 53, 102
waist {C}, 16, 52, 53
NAO, 1
SILO-2, 22
hurdle, 94, 98, 100, 104
hypothesis
Newton, 156, 167
Poisson, 155
image plane, 104
impact
absorption mechanism, 97
central, 160
conditions, 121, 144
configuration, 151
coordinates, 39, 72, 95, 103, 104, 121, 144
azimuthal φ0, 103, 108
of the ball (φ0, θ0), 70
polar θ0, 103
direct, 75, 160
dynamics, 78
eccentric, 160
inelastic, 88, 156
meeting, 160
oblique, 88, 160
perfectly elastic, 88, 156
perfectly plastic, 156
reference frame {Υ}, 46, 153
required conditions, 39, 44, 72, 103
tangential, 160
impact coordinates, 101
impulse, 39, 95, 144, 154
magnitude, 121
normal component f˜cBn , 50, 73
planar space, 157, 162
tangential component f˜cBt , 50, 73
vector f˜cB , 44, 45, 72, 73, 154
impulse and momenta
generalized principle of, 46, 48, 71
principle of, 154
impulsive model, 39, 70, 144
inertia
centrifugal moments of, 149
contributional matrices, 35, 62
moment of, 147
principal axes of, 149
principal moments of, 149
products of, 149
tensor of I, 33, 46, 148, 154
initial linear velocity
azimuthal angle φm, 42, 100, 103, 107
error eφm , 121
launch angle θm,0, 42, 44, 91, 100, 103,
107
error eθm,0 , 121
magnitude vOB ,0, 42, 100, 103, 107
error evOB,0 , 121
optimum launch angle, 43
vector vOB,0, 42, 100, 104, 121
instant
of incidence ti, 45, 77, 95, 103, 104, 151,
153
of maximum compression tm, 151, 155
of separation tt, 45, 151, 155
of sticking ts, 158
interpolation, 101
inverse kinematics, 108
analytical solution, 22
approximate analytical “solution”, 23, 28
hybrid approach, 23, 28, 143
IK error, 108
IK problem, 22, 28, 52, 143
Levenberg-Marquardt’s method, 25, 31
numerical methods, 23, 31, 143
error vector eP , 25
error vector in orientation ePr , 25
error vector in position ePp , 25
Paden-Kahan methodology, 23
Pieper method, 22
inverse mechanics problem, 4
inverse impact problem, 6, 44
inverse motion problem, 6, 39, 40
Iphone, 104
Jacobian, 18
absolute JR,P , 21
172
angular component JR,P,ω, 20
image, 21
linear component JR,P,v, 20
rectangular, 21
relative JRθ,P , 20
singular, 21
square, 21
joint
“free” θf , 60, 61, 63, 128, 144
correction term ∆θ˙f , 65
predefined θ˙reff , 65
“high priority” θh, 61
continuous rotation, 63
frictionless, 163
limits, 63, 94, 108, 136
maximum velocities, 94, 108
motion
high priority, 61
low priority, 61, 136
residual velocity, 63
unbounded motion, 63, 66, 128
least squares method, 63, 65
line
of limiting friction `F , 158
of maximum compression `C , 157
of reversed limiting friction `RF , 158
of sticking `S , 158
of termination `T , 157
locomotion, 12
Magnus effect, 41
manifold, 16
manipulation, 1
mass, 147
center of pcmB , 40, 147
total, 147
Matlab, 87, 95, 109, 136
matrix
arbitrary A, 13
change of basis, 150
identity En, 22, 63, 72
selection S, 62
similar, 150
tridiagonal, 59
mechanical admittance matrix, 154
minimum power principle, 159
mobility matrix Y , 50, 76, 154
model
multi-body, 57, 59
single point mass, 57
momentum
angular Lp, 34, 36, 57, 61
compensational ∆LR,zm, 65, 66, 136
control signal LctrlR,zm, 67, 138
desired L∗zm, 64
generated LgenR,zm, 64
derivative, 62, 63
linear P , 34, 36, 57, 61
desired P∗R, 64
generated PgenR , 64
resolved, 35, 61, 62
motion transmission system, 7
multi-objective optimization
goal attain method, 74
noise, 133
null space, 21
projection, 22, 63
numerical differentiation, 103
Omega matrix Ω, 20, 31, 47, 72
OpenHRP3, 77, 85, 87, 97, 100, 108, 128, 133,
135, 140, 143
OPCODE, 78
operational
configuration, 24
configuration vector xP , 18
frame {P}, 18
point, 39, 53, 95, 101, 102
point pOP , 18
space, 18, 22, 45, 151
operator
rank ρr (J), 22
vee
(
Aˇ
)
, 13
wedge (aˆ), 13, 20
outlier, 119
parallel axis, theorem of, 150
pedipulation, 3–5
auxiliary points paux, 55
impulsive, 5, 39, 87, 144
motions
back-swing, 55
forward-swing, 55
non-impulsive, 5
phases, 55
follow-through, 55
swing, 55
period
of compression τcom, 152, 155
of contact τtot, 45, 101, 121, 151, 152, 154,
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of restitution τres, 152, 155
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physics simulation
dynamics simulation engine, 78
systems, 77
Bullet, 77
JigLib, 77
Newton, 77
Open Dynamics Engine (ODE), 77
plane, 78
minimum distance to the origin p, 78
normalized equation, 78
planes of motion, 9
cardinal plane, 9, 94
frontal plane, 9
sagital plane, 94
sagittal plane, 9
transverse plane, 9
polygon of support, 35, 57
polygonal mesh, 53, 77, 78, 85
coplanar triangles, 85
graph structure, 53
triangular faces, 53
vertices, 53
polyhedron, 77, 87, 143
projectile, 41
motion trajectory, 40
non-resistant medium, 41, 70, 167
parabolic trajectory, 41
plane of motion, 42, 43
resistant medium, 41
projection, 136
pseudoinverse A†, 21, 23, 63, 65
reaching angle θm,f , 42, 44, 69, 95, 100, 103,
104, 107, 109, 119, 121
reaction force vector, 78, 79, 85, 88
reference frame
local {B}, 13
world {W}, 13
reference measure, 104
relative movement terminology, 9
frontal plane
abduction, 10
adduction, 10
deviation, 11
eversion, 11
inversion, 11
lateral flexion, 11
sagittal plane
dorsiflexion, 10
extension, 10
flexion, 10
hiperextension, 10
plantar flexion, 10
transverse plane
external rotation, 11
horizontal abduction, 11
horizontal adduction, 11
internal rotation, 11
rotation, 11
rigid body, 70, 151
impact theory, 152
low speed, 152
spherical, 70
RoboCup, 69
Rodrigues’ parameters, 13
rotation
differential of δθ, 20
increment ∆θ, 25
matrix ARB, 13
rubber bush, 97
sampling time ∆t, 58, 95, 101
self-collision, 108
sensor
force/moment, 133, 140
singular
value σi, 21
value descomposition (svd), 21
skew-symmetric matrix, 13
slanted implement, 91
soccer
dribbling, 4
free kick, 5, 69, 77, 87, 143
kicking, 4
stopping (“killing”), 4
sphere, 77, 87, 143
spherical coordinates, 70
spin, 121
spring-damper, 97
stability, 57, 69, 97
dynamic, 39, 53, 95
margin, 55
stabilization, 39
statistical values, 119
mean value µe, 119, 121
standard deviation σe, 119, 121
Steiner’s theorem, 150
success, 119
probability, 119
task
high priority, 61, 136
low priority, 61
test bench, 108
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time span
follow through Tfollow, 55
swing Tswing, 55, 95, 98, 103, 107–109,
119, 121, 144
to reach the goal Tgoal, 103, 107
time stamp, 91, 98, 103, 104
under-actuation, 4, 15
unit
locomotor, 12, 15
passenger, 12
upper-body
motion, 39
vector
arbitrary a, 13
difference of positions rA/B, 13
origin of a reference frame pOB , 13
position pA, 13
relative to a reference frame BpA, 13
trajectory pA,t, 13
unit a˘, 13
velocity
compression, 155, 160
sliding, 155, 160
vertical free fall, 119
virtual
joint, 97
model, 97, 135
world, 87
waist
balancing motion, 57, 95, 97, 128, 136
height, 53, 94
horizontal position, 53, 95
stable trajectory, 39
yaw orientation
trajectory, 133
workspace W, 21, 22, 94, 108, 144
ideal, 31
yaw moment, 35
compensation, 39, 60, 87, 128, 133, 144
arm swinging strategy, 60
oﬄine compensator, 63, 145
online closed-loop compensator, 67, 135
partial approach, 60, 63, 128, 135, 140,
144
total approach, 60, 61, 128, 144
waist yaw-axis joint strategy, 60
desired τ∗zmz , 64, 136
frictional τ friczmz , 63, 64
induced τ indzmz , 64, 128, 136
threshold τ thzmz , 63, 64, 136, 140
value τzmz , 37, 57, 60, 61
yaw rotation
undesired, 63
Zero Moment Point (ZMP) pzm, 35, 57
error ezmp, 59
trajectory, 39, 55, 61, 95, 136, 145
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