Abstract. In this paper we study the tensor powers of a 4-dimensional representation of the quantum super-algebra Uq(sl(2|1), focusing on the rings of its algebra endomorphisms so called centralizer algebras, denoted by LGn. Their dimensions were conjectured by I. Marin and E. Wagner [11] . We will prove this conjecture, describing the intertwiners spaces from a semi-simple decomposition as sets consisting in certain paths in a planar lattice with integer coordinates.
Introduction
The Links-Gould invariant is a 2-variable link polynomial LG(L; t 0 , t 1 ) ∈ Z[t ±1 0 , t ±1 1 ], constructed from the representation theory of the super-quantum group U q (sl(2|1)). This was introduced in 1992 by Links and Gould [10] and it is a renormalized type invariant for links. The Reshetikhin-Turaev method for constructing link invariants leads to vanishing polynomials if as input it is used a category of representations of a super-quantum group. The problem is the fact that the Reshetikhin-Turaev construction uses the so called quantum dimension of a representation. For super quantum groups with q parameter (for example U q (sl(2|1))), the quantum dimension for a generic representation vanishes. This is the reason for the vanishing of this construction once we use this kind of categories. The procedure of renormalization means to use the Reshetikhin-Turaev type construction on the link where one strand is cut, and correct this in a way that leads to a well defined invariant. Later on, in 2007, N. Geer and B. Patureau introduced a more general method and they constructed a sequence of renormalized quantum invariants from the representation theory of U q (sl(m|n)). These invariants recover by a certain specialisation the Links-Gould invariant for the case of the super-quantum group U q (sl(2|1)). The representation theory of U q (sl(2|1)) has a continous family of representations. For the definition of the Links-Gould invariant it is used the simple 4-dimensional representation V (0, α), corresponding to a complex parameter α ∈ C.
For each such representation, we will obtain a sequence of corresponding centralizer algebras {LG n } n∈N , denoted by:
LG n (α) = End Uq(sl(2|1)) (V (0, α) ⊗n ).
The super quantum group U q (sl(2|1)) has an R-matrix, that leads to a braid group representation:
ρ n (α) : kB n → LG n (α)
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We are interested to study properties related to this morphism. Our motivation for this, is its close relation to the Links-Gould invariant for links. In 2011, Marin and Wagner ( [11] ) conjectured the dimension of this centralizer algebra:
Conjecture 1. (Marin-Wagner [11])(Theorem-)
dim(LG n+1 )(α) = (2n)!(2n + 1)! (n!(n + 1)!) 2 .
The main result of this paper is the proof if this conjecture. We use combinatorial techniques in order to encode the semi-simple decomposition of the tensor powers of V (0, α). Firstly we pass from the initial algebraic question of computing this dimension to a purely combinatorial problem. We construct certain diagrams in the lattice with integer coordinates on the plane, where each point has assigned a certain weight. This encodes the dimension of a corresponding intertwiner space. Inductively, we obtain that the intertwiner spaces can be described using a way of counting paths in the plane with prescribed moves. This interpretation leads to the desired conjectured dimension.
In their paper, Marin and Wagner investigated further the morphism ρ n (α). They showed that it factors through a cubic Hecke algebra denoted by H(α). Moreover, they considered certain relations that are in the kernel of this map: r 2 for three strands and r 3 for the braid group with four strands. In this way, they defined a smaller quotient of the cubic Hecke algebra A n (α), and they conjectured that this is enough in order to generate the kernel of ρ n (α):
Then, for any n ∈ N, there is the isomorphism:
As a further direction, we are interested to study this conjecture and to understand a basis for the centralizer algebra LG n in terms of sequences of paths in the plane, starting from the combinatorial interpretation from this paper. The question of finding matrix unit bases for centraliser algebras has been studied for some important algebras related to quantum invariants for knots. Ram and Wenzl ([12] ) gave a unitary matrix basis for Brauer's centralizer algebras and for the Hecke algebras of type A. Moreover, in [2] , Blanchet and Beliakova described a basis of matrix units for the algebra BirmanMurakami-Wenzl using idempotents elements. Our further aim is to describe a matrix unit basis for the Links-Gould centralizer algebra LG n .
Structure of the paper:
This paper is split into four main parts. In Section 30, we present the super quantum group U q (sl(2|1)) and some properties about its representation theory. Then, in Section 38 we present the definition of the Links-Gould invariant. Section 4 is devoted to the definition of centralizer algebras LG n (α) and some conjectures about them. The last part, Section 5, is devoted to the proof of the Marin-Wagner conjecture about the dimensions of these centralizer algebras.
2. The quantum group U q (sl(2|1))
In this section we will introduce the super-quantum group U q (sl(2|1)) and discuss about its representation theory. Let us fix a ground ring k. A super vector space is a vector space over k with a Z 2 grading: V = V 0 ⊕ V 1 . A homogenous element x ∈ V is called even if x ∈ V 0 and odd if x ∈ V 1 . Through this section, all the objects that we will work with will respect the Z 2 -gradings. Notation 1. Consider ℏ to be an indeterminate and the field k := C((ℏ)). Denote by:
For two homogeneous elements x and y with gradingsx,ȳ ∈ Z 2 , the super-commutator has the formula: Consider U q (sl(2|1)) to be the superalgebra over C((ℏ)) generated by {E i , F i , h i } i∈{1,2} where the generators E 2 and F 2 are odd and all the others are even, with the following relations:
The algebra U q (sl(2|1)) is a Hopf algebra where the coproduct, counit and antipode are defined by
Notation 2. Consider the following elements:
Proposition 2. In [8] , [14] it has been shown that the quantum group U q (sl(2|1)) admits an R-matrix, defined in the following way: R =ŘK where:
In this sequel we will recall some facts about the representation theory of the quantum group U q (sl(2|1)). We would like to emphasyse the fact that the representation theory of super-quantum groups has continuous families of representations already when q is generic. This is in contrast with the classical case of quantum groups, where it is possible to gain a continuous family of representations, just if q is spacialised to a root of unity. We will follow [4] . 
2) A weight vector is called highest weight vector if:
3)A module V is called a highest weight module of weight λ = (α 1 , α 2 ) if it is generated by a highest weight vector v 0 ∈ V of weight λ. 
The weight λ is called "typical" if α 1 + α 2 = −1 and α 2 = 0, otherwise it is called "atypical". Using this, the previous family is split into two types of representations: typical/ atypical if they correspond to typical/atypical highest weight.
Remark 5. Using the R-matrix, we obtain a braiding on the category of finite dimensional representations of U q (sl(2|1)):
where τ s is the super flip on two homogeneous elements defined as
Proposition 6. The braiding from the category of representations induces a well defined braid group action, in the following way:
, n ∈ N such that all the modules from the following expression are typical, then V (0, α) ⊗ V (n, β) is semi-simple and has the following decomposition: 1) For n = 0:
2) For n = 0:
The Links-Gould invariant
In this section, we will recall the definition of the Links-Gould invariant for links. After that, in the second part, we will see how this invariant can be recovered from a more general set of renormalized invariants introduced by Geer and Patureau using the representation theory of U q (sl(2|1)).
Consider the set B to be the following ordered basis for V :
The operator R V ⊗ V satisfies the Yang-Baxter equation, and it induces a representation of the braid group:
For an endomorphism f ∈ End(V ) which is a scalar times the identity, we denote by < f > the corresponding element of K:
f =< f > Id V Theorem 10. For any braid β ∈ B n , the following partial trace is a scalar:
The Links-Gould polynomial is defined using this partial trace in the following way:
LG(L; t 0 , t 1 ) :=< T r 2,...,n ((Id V ⊗ µ n−1 ) > Then, this is a well defined link invariant and it has integer coefficients ( [7] ):
. Lemma 11. In [4] , the authors defined a way of constructing modified type invariants using the representation theory of U q (sl(2|1)). Let n ∈ N, α 1 , ..., α k ∈ C and a link L. They color the components of L with the representations {V (n, α 1 ), ..., V (n, α k )}. Then, a modified Reshetikhin-Turaev type construction leads to a well defined link invariant called the Geer-Patureau modified invariant:
where f is a function that depends on the linking number of L and
Theorem 12.
( [5] , [9] ) The modified Geer-Patureau invariants from U q (sl(2|1)) recover the LinksGould invariant, by a specialisation of coefficients:
LG(L; t 0 , t 1 )
4. The centralizer algebra LG n
In this section, we will introduce a sequence of centralizer algebras corresponding to a sequence of tensor powers a fixed representation V (0, α) of the super-quantum group U q (sl(2|1)). The aim is to understand characteristics of this sequence and its relations to the group algebra of the braid group.
Definition 13. Let us fix α ∈ C \ Q. The centralizer algebra corresponding to the representation V (0, α) is defined as:
LG
Then {LG n } n∈N form a sequence of algebras, each of them included into the next one:
such that LG n (α) becomes a bimodule over LG n−1 (α).
Remark 14.
From the braid group action defined in Proposition 6, at the level of the braid group algebra it is obtained the following morphism:
Once we know that this morphism is surjective, it is interesting to study more deeply the image and the kernel of this map. They were studied for small values of n (n ≤ 5) by Marin and Wagner and there have been a couple of conjectures about them. Firstly, the question would be to compute the dimension of the image. Further on, to study the kernel of the map and which are the relations that are needed to quotient the algebra kB n by, in order to obtain an isomorphism.
Moreover, going further in the study of the morphism ρ n (α), the following question refers to the difference between the algebra LG n (α) and kB n .
Definition 16. (The cubic Hecke algebra)
Let a, b, c ∈ k * . Define the corresponding cubic Hecke algebra as:
Actually, for specific values of the parameters, the cubic Hecke algebra will lead to the centralizer algebra LG n .
Proposition 17. ([11])
Let α ∈ C \ Q such that {1, α, α 2 } are linearly independent. Consider the parameters a = −q −2α(α+1) , b = q −2α
2 and c = q H n (a, b, c) . Then the morphism ρ n (α) factors through the cubic Hecke algebra H n (α):
In [6] , Ishii introduced a relation r 2 in H 3 (α) and showed that this relation is the kernel ofρ 3 (α). However, on the next number of strands, it is still needed to quotient by more relations. In [11] , the authors defined a relation r 3 ∈ H 4 (α) and proved that H 4 /(r 2 , r 3 ) ≃ LG 4 . They conjectured that these relations are enough in order to describe the kernel of ρ n (α) for all values of n.
Definition 18. Consider the quotient algebra defined by A n (α) := H n (α)/(r 2 , r 3 ).
Conjecture 4. (Marin-Wagner[11]) For any number of strands n ∈ N, there is the isomorphism:
A n (α) ≃ LG n (α).
Proof of the Conjecture
In this part, we prove the Conjecture 3 by Marin-Wagner. We will use combinatorial tools to control the semi-simple decomposition of the tensor power of U q (sl(2|1)) representations. We encode the semi-simple decomposition of V (0, α) n as a certain diagram D(n) in the plane. Then, each point will have a weight, which corresponds to a certain multiplicity of a simple representation inside the the n-th tensor power of V (0, α). The final part is to express these weights from the diagram D(n) as a certain ways of counting planar paths of fixed length with prescribed possible moves.
Combinatorial description for the intertwiners of V (0, α)
⊗n .
As we have seen
We will describe the intertwiners that occur in the tensor decomposition of V (0, α) ⊗n in a combinatorial way. We are interested in the semi-simple decomposition of V (0, α) ⊗n . We remark that since α / ∈ Q, by an inductive argument it follows that the tensor power V (0, α) ⊗n is semi-simple and the formula 7 can be applied at each step.
Notation 3. Let us denote the semi-simple decomposition by:
where T k (x, y) is the intertwiner space corresponding to the weight (x, kα + y).
We will codify this decomposition by a graph in the plane with integer coordinates, where each point will have a certain "weight".
Definition 19. We say that D(n) is a diagram for V (0, α) ⊗n if it is included in the lattice with integer coordinates and weights natural numbers such that each point (x, y) ∈ D(n) has the associated multiplicity t n (x, y) = dim T n (x, y).
This encodes in the position (x, y) the multiplicity of the module with highest weight that moves from the fundamental weight (0, n · α) with x from 0 and with y from nα.
In other words, we can think that the origin of diagram D(n) has the coordinates (0, n · α).
As we can see, we can deduce the tensor decomposition of V (0, α) ⊗n by reading the non-zero multiplicities associated to points from D(n). Let us see some examples:
We obtain the diagram for D(3) in the following way:
We obtain diagram D(4) with the following weights: 
In the sequel, we will describe how the diagrams D(n), can be constructed in a recursive way. More precisely, if we suppose that we know the diagram D(n), then by applying certain moves, we will be able to obtain D(n + 1). Let us start with V (m, β). We will encode the decomposition of V (m, β) ⊗ V (0, α) in a lattice. Let us think that initially, V (m, β) is encoded by diagram D which has as origin (m, β) and the corresponding multiplicity 1.
Definition 20. a) From the T heorem 7, for any x ∈ N \ {0} and any y ∈ N, n ∈ N we have the decomposition:
We call the effect of tensoring V (x, nα + y) with V (0, α) a "blow up of type (x, y)" and B(x, y) the new corresponding diagram:
b) If the first coordinate x = 0, then for any y ∈ N and n ∈ N, the decomposition is as follows:
We call the effect of tensoring V (0, nα + x) with V (0, α) a "blow up of type (0, y)" and B(0, y) the new corresponding diagram.
(0, y)
Lemma 21. The diagram D(n + 1) can be obtained from D(n), by blowing up each point (x, y) ∈ D(n) with B(x, y) for t n (x, y) times and add in each vertex all the new multiplicities.
Proof. Suppose we have D(n). This means that:
In order to obtain the multiplicities that occur in D(n + 1), we have:
On the other hand, the multiplicities t n+1 occur in the following way:
Using the previous formula ( * ), we notice that the diagram D(n + 1), has some extra weights with respect to the diagram D(n). More precisely, each term (V (x, nα+y)⊗V (0, α)) will add to the weights from D(n), some extra multiplicities corresponding to a blow up of center (x + 0, (nα + y) + α) = (x, (n + 1)α + y).
This is encoded in D(n + 1) as the blow-up B(x, y) with center (x, y). Counting the multiplicities, for each point (x, y), we'll have to do the blow-up B(x, y) for t n (x, y) times. In this way, we obtain t n+1 (x, y).
Up to this point, we saw how to construct the recursive relation that relates D(n) and D(n + 1). However, this is still at the theoretical level. In the following part, we will use the fact that we know the initial step corresponding to the diagram D(1), and using the recursive relation we will show how each multiplicity t n (x, y) can be described in a natural way, using a method of counting paths in the plane.
Remark 22. 1)In D(n + 1), for each point (x, y), the total multiplicity if obtained by adding all the multiplicities of the points from D(n), which can arrive to (x, y) using one of the following moves:
Here, the reason for having the condition that the move M 4 can be done just if x > 0, is the fact that a coefficient that decreases the y coordinate occurs in the blow-up B(x, y) if and only if x > 0.
2)If we start from D(n − 1), we can obtain D(n + 1), by counting certain paths of length 2 in the integer lattice (with the corresponding multiplicities as in D(n − 1). In this way, applying twice the first remark we conclude that: t n+1 (x, y) = card { paths of length 2 starting from points in D(n − 1) which end in (x, y), with the possible moves M 1 , M 2 , M 3 or M 4 }.
3) We will iterate this argument by induction, using as initial data the diagram D(1) which has the following form:
We obtain the following combinatorial description for the intertwiners spaces:
Theorem 23. In D(n + 1), for each point (x, y) ∈ Z × Z the associated multiplicity has the formula: t n+1 (x, y) = number of paths in the plane from (0, 0) to (x, y) of length (n) and possible moves M1, M2, M3 or M4 with the condition that they do not have any point with a negative coordinate on the x-axis.
Remark 24. In the diagram D(n + 1), just the points that are inside the standard simplex ∆ n ∈ R 2 ( the length of the edge is n ) have non-zero associated weights.
Notation 4. Consider the following set of paths:
P n+1 (x, y) := {planar paths from (0, 0) to (x, y) of length nwith possible moves M1, M2, M3 or M4 with the condition that they are contained in the positive cadran} Remark 25. For any number n ∈ N and x, y ∈ ∆ n : t n+1 (x, y) = |P n+1 (x, y)| Now we will see which is the relation between the dimension of centralizer algebra LG n (α) and the dimensions of its intertwiner spaces.
Remark 26. As we have seen, there is the following tensor decomposition:
where t n (x, y) is the cardinality of the intertwiner space corresponding to the weight (x, n · α + y).
Proposition 27. From [4] , for typical (n, α) ∈ Λ, V (n, α) is simple representation and moreover:
(n,α) · kId. In our case, using that α / ∈ Q, we deduce that for any (x, y) ∈ ∆ n , all modules V (x, nα + y) are typical. This shows the following decomposition of the endomorphism ring of the tensor product:
Corollary 28. From the previous decomposition of LG n using isotipic components, we obtain a formula for its dimension:
Corollary 29. From this formula of LG n (α), we conclude that:
5.2.
Computation for the dimension of LG n+1 (α). In this section we will finish the proof of Conjecture 3. In [11] , it is mentioned that F. Chapoton remarked that the conjectured dimension of
LG n+1 coincides with a combinatorial formula for a way of counting pairs of paths in the plane.
Theorem 30.
[1], [13] , There is the following identity:
(2n)!(2n + 1)! (n!(n + 1)!) 2 = number of pairs of disjoint paths in the (n + 1) × (n + 1) square which go upwards or to the right ↑ or → between (0, 1) → (n, n + 1) and (1, 0) → (n + 1, n) Definition 31. We will denote by C n+1 this set of pairs of paths.
We will prove the Conjecture using the previous formula 29 for dim LG n+1 (α) and this result for the conjectured number. Since in the formula for the dimension of LG n+1 (α), there are counted all multiplicities t n+1 (x, y), for (x, y) ∈ ∆ n , we will describe C n+1 as an union of subsets, indexed by the same set ∆ n . Having a pair of paths in the square, the idea is to remember where those paths "cut the principal diagonal", and use this data as an indexing set. Remark 33. Using these notations, C n+1 can be expressed in the following way: (where here the simplex ∆ n is seen as being bounded by the points (0, 1), (n, 1), and (n + 1, 0)). After that, it can be easily shown that this function is a bijection. , b) , the condition that they do not cross each other can be stated as:
k y . Now, we arrive at the last part, and we will show a correspondence between P n+1 (x, y) and D ∆ n (a, b). Lemma 38. We have the following correspondence for any point (x 0 , y 0 ) ∈ ∆ n : P n+1 (x 0 , y 0 ) ≃ D ∆ n (x 0 + y 0 , y 0 ). Proof. Let C 1 , C 2 ∈ D ∆ n (x + y, y). This pair of paths can be encoded in a sequence of moves of four types. We start at the common point (0, 0) which correspond to the step 0. Then, we see how each of the two paths changes from one step to the other. Suppose that (x 1 , y 1 ) ∈ C 1 and (x 2 , y 2 ) ∈ C 2 which correspond to the k th step. In order to pass to the (k + 1) st step, we have four possibilities.
