Boundary value problems for second order delay differential equations by Lidia Skóra
Opuscula Mathematica  Vol. 32  No. 3  2012
BOUNDARY VALUE PROBLEMS
FOR SECOND ORDER DELAY
DIFFERENTIAL EQUATIONS
Lidia Skóra
Abstract. We present some existence and uniqueness result for a boundary value problem
for functional diﬀerential equations of second order.
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1. INTRODUCTION
The theory of functional diﬀerential equations has been investigated because of its
important practical signiﬁcance (see [1–3] and references therein). There are many
books devoted to functional diﬀerential equations (see for example [4,6]). For second
order delay diﬀerential equations we refer the reader to the papers [5,7–11] and the
references therein.
In this paper we discuss the boundary value problem for functional diﬀerential
equations of second order
x00(t) = f(t;xt); t 2 J = [0;T]; T > 0; (1.1)
x0 = ; x0(T) = x0(0);  > 1; (1.2)
where f : J  C([ ;0];R) ! R is a given function,  2 C([ ;0];R); > 0: For any
function x 2 C ([ ;T];R) and any t 2 J; we let xt denote the element of C([ ;0];R)
deﬁned by
xt(s) = x(t + s); s 2 [ ;0]:
Here xt() represents the history of the state from time t ; up to the present time t.
Condition x0 =  implies that x(s) = (s);s 2 [ ;0]: The supremum norm of
 2 C ([ ;0];R) is deﬁned by
kk0 = sup
 s0
j(s)j:
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Boundary value problems (1.1)–(1.2) constitute a very interesting and important
class of problems. They include ordinary diﬀerential equations, diﬀerential equations
with delayed arguments and integro-diﬀerential equations as special cases.
Equation (1.1) with diﬀerent boundary conditions has been studied in [5]. Applying
a quasilinearization technique two monotone sequences are constructed and suﬃcient
conditions which imply the convergence of these sequences to the unique solution are
given. Our paper is based on a ﬁxed point theorem. The purpose of this paper is to
present new existence and uniqueness result for equation (1.1) with conditions (1.2).
2. PRELIMINARIES
Let us start by deﬁning what we mean by a solution of problem (1.1)-(1.2). Denote
C? = C ([ ;T];R) \ C2 ([0;T];R):
Deﬁnition 2.1. A function x 2 C? is said to be a solution of (1.1)–(1.2) if x satisﬁes
x00(t) = f(t;xt), t 2 J and the conditions (1.2).
We need the following auxiliary result.
Lemma 2.2. Function x 2 C? is a solution of (1.1)–(1.2), where f 2 C(J 
C([ ;0];R);R) if and only if x is a solution of the following integral equation
x(t) =
8
<
:
(t); t 2 [ ;0];
(0) +
t
   1
T R
0
f(s;xs)ds +
t R
0
(t   s)f(s;xs)ds; t 2 J:
Proof. If x 2 C? is a solution of (1.1)–(1.2), than we have
x00(t) = f(t;xt); t 2 J: (2.1)
Integration by parts gives
x(t) = x(0) + tx0(0) +
t Z
0
(t   s)x00(s)ds: (2.2)
Diﬀerentiating (2.2), we get
x0(t) = x0(0) +
t Z
0
x00(s)ds:
Hence
x0(T) = x0(0) +
T Z
0
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Using the boundary condition we obtain
x0(0) +
T Z
0
x00(s)ds = x0(0):
Thus
x0(0) =
1
   1
T Z
0
x00(s)ds: (2.3)
Equation (2.2), together with (2.1) and (2.3) implies
x(t) = (0) +
t
   1
T Z
0
f(s;xs)ds +
t Z
0
(t   s)f(s;xs)ds: (2.4)
Conversely, if x is a solution of equation (2.4), then direct diﬀerentiation of (2.4) gives
x0(t) =
1
   1
T Z
0
f(s;xs)ds +
t Z
0
f(s;xs)ds;
x00(t) = f(t;xt) t 2 [0;T]:
Hence
x0(0) =
1
   1
T Z
0
f(s;xs)ds;
x0(T) =
1
   1
T Z
0
f(s;xs) +
T Z
0
f(s;xs)ds =

   1
T Z
0
f(s;xs)ds;
which gives
x0(T) = x0(0):
3. MAIN RESULT
We are now ready to state and prove the existence and uniqueness result for problem
(1.1)–(1.2).
Theorem 3.1. Assume that f 2 C (J  C([ ;0];R);R) and there exists
m 2 L1 ([0;T];R+) such that
jf(t;u)   f(t;  u)j  m(t)ku    uk0 (3.1)554 Lidia Skóra
for all t 2 [0;T];u;  u 2 C ([ ;0];R) and
M(T) <
ln
T
; (3.2)
where M(t) =
t R
0
m(r)dr. Then problem (1.1)–(1.2) has a unique solution x 2 C?.
Proof. For x 2 C ([0;T];R); let
kxk = max
n
e M(s) maxfjx(r)j;r 2 [0;s]g;s 2 [0;T]
o
;
where
T <  <
ln
M(T)
: (3.3)
Such  exists by assumption (3.2). We transform the problem (1.1)–(1.2) into a ﬁxed
point problem. Deﬁne an operator N : C ([0;T];R) ! C ([0;T];R) by
(Nx)(t) = (0) +
t
   1
T Z
0
f(s;xs)ds +
t Z
0
(t   s)f(s;xs)ds;
where xs(r) = x(s+r) = (s+r) for s+r  0: For any x;y 2 C ([0;T];R);t 2 J, by
(3.1) we have
j(Nx)(t)   (Ny)(t)j 
t
   1
T Z
0
jf(s;xs)   f(s;ys)jds+
+
t Z
0
(t   s)jf(s;xs)   f(s;ys)jds 

t
   1
T Z
0
m(s)kxs   ysk0ds +
t Z
0
(t   s)m(s)kxs   ysk0ds 

T
   1
T Z
0
m(s)kxs   ysk0ds +
t Z
0
tm(s)kxs   ysk0ds 

T
   1
T Z
0
m(s)kxs   ysk0ds + T
t Z
0
m(s)kxs   ysk0ds:
Notice that if s 2 [0;]; then
kxs   ysk0 = sup
r2[ ;0]
kx(s + r)   y(s + r)k =
= maxfkx(s + r)   y(s + r)k;r 2 [ s;0]g =
= maxfkx(r)   y(r)k;r 2 [0;s]g:Boundary value problems for second order delay diﬀerential equations 555
If s 2 (;T]; then
kxs   ysk0 = sup
r2[ ;0]
kx(s + r)   y(s + r)k =
= maxfkx(s + r)   y(s + r)k;r 2 [s   ;s]g 
 maxfkx(r)   y(r)k;r 2 [0;s]g:
Therefore,
j(Nx)(t)   (Ny)(t)j 

T
   1
T Z
0
m(s)eM(s)e M(s) maxfkx(r)   y(r)k;r 2 [0;s]gds+
+ T
t Z
0
m(s)eM(s)e M(s) maxfkx(r)   y(r)k;r 2 [0;s]gds 

T
   1
kx   yk
T Z
0
m(s)eM(s)ds + Tkx   yk
t Z
0
m(s)eM(s)ds =
=
T
   1
kx   yk
1

eM(s) 
T
0 + Tkx   yk
1

eM(s) 
t
0 =
=
T
   1
kx   yk
eM(T)   1

+ Tkx   yk
eM(t)   1

=
=
T

kx   yk

eM(T)   1
   1
+ eM(t)   1

=
=
T

kx   yk

eM(T)   
   1
+ eM(t)

:
It follows from (3.3) that
eM(T)    < 0;
therefore
j(Nx)(t)   (Ny)(t)j 
T

kx   ykeM(t):
Thus
max
s2[0;t]
j(Nx)(s)   (Ny)(s)j 
T

kx   yk max
s2[0;t]
eM(s) 
T

kx   ykeM(t);
e M(t) max
s2[0;t]
j(Nx)(s)   (Ny)(s)j 
T

kx   yk;
max
t2[0;T]

e M(t) max
s2[0;t]
j(Nx)(s)   (Ny)(s)j


T

kx   yk;556 Lidia Skóra
i.e.,
kNx   Nyk 
T

kx   yk:
Thus N is a contractive operator and by the Banach ﬁxed point theorem, N has a
unique ﬁxed point x 2 C([0;T);R): The proof is complete.
By Theorem 3.1, we can obtain the following result.
Theorem 3.2. Assume that:
(i) f 2 C (J  C([ ;0];R);R),
(ii) the Frechet derivative f exists, is a continuous linear operator satisfying
jf(t;)wj  Lkwk0 (3.4)
for t 2 J;;w 2 C([ ;0];R) and
0  L <
2(   1)
( + 1)T2: (3.5)
Then problem (1.1)–(1.2) has a unique solution x 2 C:
Proof. It follows from (3.4) that inequality (3.1) is satisﬁed with m(t) := L: In con-
sequence M(t) = Lt: From inequality (3.5) we have
LT <
2(   1)
( + 1)T
: (3.6)
Note that
2(   1)
( + 1)
< ln for  > 1:
This, together with (3.6) implies that
M(T) <
ln
T
:
As we see all conditions of Theorem 3.1 are fulﬁlled, so problem (1.1)–(1.2) has a
unique solution x 2 C:
Example 3.3. Consider the following problem
8
> <
> :
x00(t) = t2 + 2cost
0 R
 1
xt(s)ds; t 2 [0; 1
2];
x(s) = sins; s 2 [ 1;0]; x0(1
2) = 3x0(0):
(3.7)
Here T =
1
2
; = 3;f(t;u) = t2 + 2cost
0 R
 1
u(s)ds: We have
jf(t;u)   f(t;  u)j  2ku    uk0;
for all t 2 [0; 1
2];u;  u 2 C([ 1;0];R): Taking m(t) = 2; we see that assumption (3.2)
is satisﬁed.
Conclusion: By Theorem 3.1, equation (3.7) has a unique solution.Boundary value problems for second order delay diﬀerential equations 557
Example 3.4. Consider the following problem
8
> <
> :
x00(t) = t2x

t  
1
4

; t 2
h
0;
1
2
i
;
x(s) = 0; s 2
h
 
1
4
;0
i
; x0
1
2

= 2x0(0):
(3.8)
It is easy to prove that the conditions of Theorem 3.2 are true.
Conclusion: Problem (3.8) has a unique solution. Note that x(t) = 0; t 2 [ 1
4; 1
2], is a
solution of (3.8), hence it is a unique solution of (3.8).
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