The luminosity measurement of the CMS experiment at the CERN LHC is calibrated with Van der Meer (VdM) scans. A bias occurs in the VdM method due to the assumption of transversely factorizable proton densities of the LHC beams. Here, the different methods applied in Run 2 to estimate the size of the factorization bias are reported. The beam-imaging method reconstructs the transverse proton densities from beam-imaging scans. Additional methods exploit offset scans, analyze the evolution of the measured luminous region, and evaluate diagonal scans.
INTRODUCTION
The CMS experiment [1] at the CERN LHC makes use of the Van der Meer (VdM) method to calibrate its luminosity measurement [2] . Separately for each data-taking period, a set of dedicated VdM scans is performed during an LHC fill with special beam optics. In a VdM scan, the two LHC beams are separated in one transverse direction and then moved in (typically 25) steps across each other. From the event rates measured at each step, the width of the beam overlap region along the scan direction is measured. The product of two widths obtained from orthogonal VdM scans estimates the beam overlap integral, which is used to infer the absolute luminosity scale.
The VdM method assumes that the transverse profile of the beam overlap region factorizes into two one-dimensional profiles along the scan directions. If this assumption does not hold, the VdM estimate of the beam overlap integral is biased. The bias can result from a mismatch between the scan directions and the factorization axes, or (additionally) from an inherent nonfactorization of the transverse profile.
In Run 1 (2009 Run 1 ( -2013 , all LHC experiments observed nonfactorization of the beam overlap region [3] [4] [5] [6] .
In Run 2 (2015 Run 2 ( -2018 , the CMS experiment relied mainly on the beam-imaging method to evaluate the size of the factorization bias. Additionally, new analyses of offset scans, of the evolution of the luminous region (referred to as the "beamspot"), and of diagonal scans are being developed as complementary methods. This contribution presents these four methods along with their preliminary results.
BEAM-IMAGING METHOD
The beam-imaging method [7] , developed at the CMS experiment, employs a set of four special beam-imaging scans to reconstruct the transverse proton densities of the * joscha.knolle@cern.ch two LHC beams. These proton densities can then be used to estimate the factorization bias of the VdM method.
Beam-Imaging Scans
A beam-imaging scan is a variant of a VdM scan where one beam is kept at a central transverse position and the other beam is moved in (typically 19) steps across the non-moving beam along one transverse direction. Four beam-imaging scans, for both beams in two orthogonal transverse directions, form a scan set.
At each scan step, the CMS tracker system records data for reconstructing primary-interaction vertices [8] . Typically, a zero-bias trigger is used to store the data of five bunch crossings (identified by a number called "BCID"), which are statistically independent and analyzed separately. Figure 1 shows an example of the vertex distribution obtained from combining all steps of a beam-imaging scan. The number of interaction vertices as a function of their transverse position, N vtx (x, y), depends on the proton densities of the two LHC beams, ρ 1,2 , and their transverse separation ∆x:
Here, ⊗ V denotes convolution with the vertex resolution function. For a small step size, the combination of vertex positions can be approximated as an integral over ∆x: Preliminary Scan #3X, BCID 771, fit model: g 1 + g 2 -g 3 Figure 3 : Radial projection of the two-dimensional residual distribution of one of the beam images from a simultaneous fit using a single-Gaussian function (left) or a sum of the form g 1 + g 2 − g 3 (right) as fit model. [9] where M x ρ 1 denotes the marginalization of the proton density along the scanning direction, here the x coordinate. Thus, any nonfactorization present in ρ 1 is integrated out and Eq. (2), the "beam image", can be used to extract the nonfactorization of ρ 2 .
Fit Procedure
The two beam proton densities ρ 1,2 are determined with a simultaneous fit to the four beam images of a beam-imaging scan set.
For the fit, the vertex resolution function V is modeled with a two-dimensional Gaussian function. To allow for an analytical computation of the convolution [10] , only fit models built from Gaussian functions are used to describe the beam proton densities. A two-dimensional Gaussian function has the form:
Here, σ x,y are the Gaussian widths along the two transverse coordinates, is the correlation parameter, and w a weight. For → 0, the Gaussian function factorizes into x-and ydependent functions, g(x, y; = 0) = g(x) · g(y). For 0, the factorization axis of the Gaussian function is rotated and thus a factorization bias is introduced for calibration results derived from VdM scans in the direction of x and y. Figure 2 shows example fit results using a single-Gaussian function as fit model, with either = 0 or 0. Typically, a small but nonzero value 0.01 < | | < 0.15 is required to describe the angular distribution of interaction vertices.
A higher nonfactorization occurs when the beam proton densities are described by sums of two or more Gaussian functions with different Gaussian widths. For the LHC fills 4266, 4954, and 6016 (calibration fills for proton-proton collisions at √ s = 13 TeV in 2015 [11] , 2016 [12] , and 2017 [13] , respectively), the best description of the beamimaging data is achieved by a sum of three Gaussian functions where the function with the smallest Gaussian width has a negative weight, g 1 + g 2 − g 3 . Figure 3 shows example fit results using a single-Gaussian function and this model, where the latter gives a much better description of the radial distribution of interaction vertices.
The fit procedure is implemented using the RooFit software [14] . For proper convergence, the procedure requires positive definite model functions. While Gaussian functions and their sums are automatically positive definite, the sum g 1 + g 2 − g 3 with one negative weight requires a reparameterization to ensure definiteness. To further improve convergence, a two-step fit is employed: First, a double-Gaussian function g 1 + g 2 is fitted. The resulting fit parameters are used as starting values for the positive components of the fit model g 1 + g 2 − g 3 .
Factorization Bias Evaluation
The beam proton densities from the fit to the beamimaging data are used in a Monte Carlo (MC) simulation of a VdM scan pair. Events with interaction vertices are generated for the 25 steps of both scans, reproducing the statistics and the setup of the actual VdM scans. A standard VdM analysis of this pseudodata is performed, yielding an estimate I VdM of the beam overlap integral biased in the same way as the experimental VdM results.
A direct integration of the product of the two beam proton densities yields the unbiased beam overlap integral I true . The difference between the two results, normalized to the unbiased value, (I VdM − I true )/I true , estimates the size of the factorization bias. Figure 4 shows an example result of repeating this procedure 1000 times using the same set of beam-imaging fit results. The width of the distribution results from statistical fluctuations in the VdM scan data. It is typically ≈0.1 % and is taken as the uncertainty. CMS Simulation Preliminary using fit result from Fill 4266, BCID 771 with fit model: g 1 + g 2 -g 3 Figure 4 : Factorization bias of VdM results, evaluated for 1000 independent MC simulations of VdM scans, using the same set of parameters obtained from a fit to beam-imaging data. The standard deviation of this distribution is 0.11 %. [9] Closure Test
To evaluate the accuracy of the factorization bias estimate from the beam-imaging method, a closure test is performed. Toy models are constructed with randomly drawn parameter values. For each toy, events for a beam-imaging scan set are generated, and fits to this pseudodata are performed. The factorization bias is then obtained by a VdM simulation in the previously described way, either using the pseudodata fit results or the true toy model. Figure 5 shows the difference between both estimates, using a selection of toys whose fits to pseudodata have a similar obtained factorization bias and a similar reduced χ 2 value as the fits to the five per-BCID datasets from LHC fill 4266. The closure test shows good agreement. The width of this distribution is taken as additional systematic uncertainty. For well-converging fits, it can be as low as 0.5 %, allowing for a precise determination of the factorization bias. CMS Simulation Preliminary selected toy models: g 1 + g 2 -g 3 , with 0.98<χ 2 red <1.03, 1.1%<bias from fit<1.6% Figure 5 : Difference between bias obtained from direct integration of a toy model ("true bias"), and from a fit to pseudodata generated using the same toy model ("bias from fit"), for a selection of toys. The average difference is 0.06 %, with a standard deviation of 0.45 %. [9] Beam Position Effects
The positions of the two beams during the VdM and beamimaging scans are subject to several experimental effects. In the VdM method, the beam positions are corrected accordingly [2] . For the beam-imaging method, the essential requirement is that one beam stays at a constant transverse position during all steps of one beam-imaging scan.
The length scale of the beam positions derived from the magnet steering are calibrated with beamspot measurements from the CMS tracker. This position scaling does not affect the essential beam-imaging requirement.
Orbit drift describes variations in the beam orbit during a nominally stable position [15] . The current orbit drift methodology does not allow us to assess the impact on the single beam's movement. However, some scenarios compatible with the observed orbit drift have been applied as corrections in the beam-imaging analysis. The difference to the bias obtained from the uncorrected fit results was found to be small compared to its systematic uncertainty.
Beam-beam deflection refers to the electric repulsion of the beams, which changes the position of the nominally nonmoving beam depending on the transverse beam separation. The size of this effect is predicted analytically [16, 17] . The largest differences between the non-moving beam positions are typically smaller than 4 µm, much smaller than the typical step size of the moving beam of about 50 µm. An ongoing study evaluates the impact of the beam-beam deflection on the estimate of the factorization bias.
OFFSET SCAN ANALYSIS
An offset scan is a VdM scan variant where the two beams are additionally kept at constant separation in the non-scanning transverse direction. Since VdM and offset scans test different transverse slices of the beam overlap region, they are affected differently by nonfactorization.
The offset scan analysis [5] performs a simultaneous fit to the rates measured as a function of the transverse beam separations during VdM and offset scan pairs, reconstructing the transverse profile of the beam overlap region. Figure 6 shows an example of the collected data. To correct for the beam position effects in the offset scan analysis, a position correction is introduced as a free parameter of the fit. This parameter equalizes the rates measured for steps of different scans with the nominally same beam separation in both transverse directions.
Different models can be used for the transverse profile of the beam overlap region. For the LHC fill 6868 (calibration fill for proton-proton collisions at √ s = 13 TeV in 2018 [18] ), a good description of the data is achieved with single-and double-Gaussian functions. The output of the fit procedure is the correlation parameter of the main Gaussian function. Compared to preliminary fit results of the beam-imaging scans in the same fill, a good agreement in the extracted value of is observed. Independent analyses of scans performed 12 hours apart during that fill show that the value of increased over time.
Testing additional components of the transverse proton densities of the LHC beams, as suggested by the results of the beam-imaging method, is limited by the low event count in large beam separations of the offset scans. Further studies need to evaluate whether the offset scan analysis is capable of extracting the full nonfactorization information.
BEAMSPOT EVOLUTION ANALYSIS
Complementary to the beam-imaging method, the analysis of the beamspot evolution [19] aims at reconstructing the three-dimensional proton densities of the two LHC beams. It exploits a three-dimensional beamspot fit [20] of the interaction vertices separately for each scan step of a VdM scan pair, extracting the mean position and the width of the distribution in each of the three spatial coordinates, and the tilts of the distribution between any two spatial coordinates. These observables are fitted together with the measured event rates as a function of the transverse beam separation, extracting the beam proton densities.
The beamspot evolution analysis has been applied by the ATLAS and ALICE experiments to estimate the size of the factorization bias [21] . In an ongoing study, the beamspot evolution analysis is applied to VdM scan data recorded by the CMS experiment, and its outcome is used to cross-check the beam-imaging method.
DIAGONAL SCAN ANALYSIS
For the diagonal scan analysis, four VdM scans are performed along four transverse directions rotated with respect to each other by 45°. Thus, in addition to the standard VdM scans along x and y, additional diagonal VdM scans are performed along x + y and x − y.
The width of the beam overlap region is determined separately for each of the four scan directions in the standard way. Figure 7 shows fit results for the LHC fill 7442 (calibration fill for lead-lead collisions at √ s NN = 5.02 TeV in 2018). The four data points are fitted with an ellipse, yielding the one standard-deviation contour of the beam overlap region. As a result, a correlation parameter can be extracted as an estimate for the strength of the nonfactorization. Diagonal scans have been performed for the first time at the CMS experiment in this data-taking period because the event rates in lead-lead collisions would be too low to get useful data from offset scans and the beam width of the lead beams is too small for the beam imaging method.
SUMMARY
The methods applied by the CMS experiment to evaluate and correct for the factorization bias of the calibration of the luminosity measurement with Van der Meer scans have been presented. The preliminary results for the different data-taking periods in Run 2 are summarized in Fig. 8 , and rely on the beam-imaging method. 
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Preliminary applied correction assigned uncertainty Figure 8 : Factorization bias corrections applied and systematic uncertainties assigned to the visible cross sections measured in VdM scans for the different Run 2 data-taking periods. In some cases, no correction is applied. [9] Ongoing studies on the beam-imaging method suggest that updated results with a precision of 0.5 % are feasible for some of the data-taking periods.
Additionally, the CMS experiment exploits the analysis of offset scans, luminous region ("beamspot") evolution, and diagonal scans. This will allow to independently cross-check the beam-imaging method.
