Problem I has already been solved by V. Glivenko [3] . He showed that the property: "Among those elements metrically between [4, p. 76; 2] two elements a and b, the element a\Jb is farthest from 0," and its dual characterize those metric spaces which are also metric lattices with the same metric and least element 0. Our approach to Problem I is through the existence of certain metric singularities [2, p. 47] in every metric lattice. Our solution also involves certain five point transitivities [5, Part I] of metric betweenness. The abstract system involved in Problem II (Problem III) is a wide generalization of the concept of a metric space-so general, in fact, that it also includes the concept of a modular lattice (lattice). We find it not difficult to extend the ideas essential to our solution of Problem I to give analogous solutions of Problems 3 II and III. Briefly, our results consist in characterizing the three important systems: metric
lattices, modular lattices, and lattices within three increasingly general abstract systems.
1.
A characterization of metric lattices. In this section we shall give our solution of Problem I. The metric singularities which we shall encounter are pseudo-linear quadruples [2, p. 48]. Such a quadruple is one which cannot be imbedded in the Euclidean line, but is such that each of the four triples chosen from it can be so imbedded. In metric lattices such configurations abound. Every pair of elements which are not comparable together with their meet and join form such a quadruple. But the existence of "sufficiently many" pseudolinear quadruples in a metric space (M, d) is not enough to ensure that lattice operations can be introduced in such a way that (M, 5) becomes a metric lattice (M, ô, <). However, the additional assumption of a weak form of either of two five point transitivities for the metric betweenness of (ikf, d) suffices.
Before we proceed to prove these statements, let us agree on the following matters of notation. abc <-» cba.
We shall frequently refer to the transitivities : Dually, pC\x^b. Another application of the distributivity of p yields {pC\b)\J\bC\x) ^bC\{p\Jx) =b. By duality we obtain the relation pbx. Thus (T?) also holds and the proof of the lemma is complete.
The necessity of the conditions (T$) and (T?) now follows from Lemma 1 and the fact that the least element of a lattice is a distributive element.
We pass to the proof of the sufficiency of our conditions. Using only 04°) we see that a\Jb and aC\b are upper and lower bounds, respectively, for the set [a, &] . This follows on applying the transitivities h and h to the relations (a\Jb)a{aC\b) 1 
{a\Jb){aC\b)0, and to the relations (a\Jb)b{aC\b), (a\Jb)(ar\b)0.
The force of the conditions (Tg) and (T$) is that each ensures that a\Jb and aC\b are unique least upper and greatest lower bounds, respectively. We shall give the details of the proof only in the case in which (A 0 ) and (Tg) are assumed. The other set of conditions may be handled by almost identical arguments. Hence suppose that the conditions (^4°) and (Tg) are valid. We prove first that a\Jb is the least upper bound of the set [a, b] if a and b are not comparable. For, if z^a, b by definition we have Oaz and Obz. Condition (^4°) yields a(a\Jb)b, and condition (Tf) then gives 0{a\Jb)z y that is, z^a\Jb. The treatment of aC\b is less trivial. Consider an element wÇ^M for which w^a,b; that is, for which Owa and Owb. We show first that w>aC\b is impossible as follows. If it were true we should have 0{aC\b)w, and this with Owa and Owb would yield, via tu the relations (aC\b)wa and (aC\b)wb. Combining aw{aC\b) with a{a(~\b)b we would obtain, again by tu the relation w(aC\b)b. From this and the relation {aC\b)wb we would get {ar\b)w(ar\b).
But this last relation implies that w -aC\b, which is contrary to our assumption. Thus the relation w>aC\b cannot hold. To show that w^aC\b we again use indirect proof. If this relation fails to hold, then, since w^aC\b, the elements w and aC\b would not be comparable. The condition (A 0 ) then implies the existence of elements w^J(ar\b) and wr\(aC\b) satisfying with w and aC\b the relations listed in (-4°). The application of the condition (Tg) to the relations 0(ar^b)a, Owa, and {ar\b){{ar\b)\Jw)w gives the relation 0((ar\b)KJw)a.
Likewise we obtain 0{(aC\b)yJw)b. Applying the transitivity h to ((ar\b)\Jw)(anb)0 and a((aC\b)\Jw)0 yields a({aC\b)\Jw)(ar\b).
Similarly, b{{ar\b)KJw){aC\b). Again, the relations b{{aC\b)yJw){aC\b) and b{aC\b)a would give, by tu the relation a{aC\b){{ar\b)KJw). A final application of the transitivity h to the relations a{aC\b)({ar\b)\Jw) and a({aC\b)\Jw){aC\b) would pro-
duce the relation (ar^b)((aC\b)yJw)(ar\b).
But this implies that aC\b = (aC\b)\Jw, contrary to our assumption that wèaC\b fails to hold. We conclude that wSaC\b and that aC\b is the unique greatest lower bound for the set [a, b] . We have now shown that the relation <o has the lattice property. It is an easy consequence of the condition ( , Thus <o is not a lattice ordering. By the symmetry of M it will suffice to show that < a is not a lattice ordering to prove our assertion completely. In (M, ô, < 0 ) we have, besides the obvious fact that a is the least element, only the relations 0<b, c<b, d<b f c<I, and d<I. This is obviously not a lattice ordering of M.
A characterization of modular lattices.
We turn now to a consideration of Problem II. The abstract systems which we shall consider consist of a class K of elements a, b, c, ---together with a triadic relation R defined on K and satisfying (a), (/3), (h), and (fe). We shall find conditions which are necessary and sufficient that such a system be a modular lattice whose lattice betweenness is identical with the relation R.
For an arbitrary triadic relation R defined on a class K of elements a, b, c, • • • we make the following definition. 3. A characterization of lattices. In this final section we shall present our solution of Problem III. The abstract systems which we shall consider consist of a class K of elements a, b f c, -• • together with a triadic relation R defined on K and satisfying (a), (/3), and (h). We shall find sufficient conditions that such a system be a lattice under an ordering given by (2.1). In the presence of these conditions, we shall find necessary and sufficient conditions that the postulated relation R coincide with the lattice betweenness of K. The first of these results is given in the following theorem. THEOREM 
. If a triadic relation R defined on a class K satisfies (a), (13), (h), and (fe), then (K, So) is a modular lattice with least element 0 if and only if (K, R) satisfies (A 0 ) and (T°) or (A 0 ) and (T°). When either of these alternatives holds, the relation R is identical with the lattice betweenness of K.

If a triadic relation R defined on a class K satisfies (a), (/3), and (h), (A 0 ) and (T%), then the relation Sois a partial ordering of K with the lattice property.
PROOF. The antisymmetry of ^0 is a consequence of (/3), while the transitive law for ^0 niay be easily obtained if we notice that identifying d and O in (T°) yields the condition
We may also note that identification of c and d in (T%) yields the condition
This last condition may be used to replace h in the proof given in Theorem 1 of the sufficiency of the conditions (-4°) and {T®). A careful examination of our proof will reveal that h was used only to show that the relations (0,a,aSJb)R and (0, b,aSJb)R follow from (O f ar\b,a\Jb)R, {ar\b, a, a\Jb)R and (aC\b, b, a\Jb)R. But it is easy to see that these conclusions follow from the same hypotheses under condition (3.1) as well as under fe. We can then follow the proof of Theorem 1 from this point until the conclusion that (K, ^0) is a lattice has been reached. The proof of Theorem 3.1 is complete. The following example shows that still further assumptions must be made if we are to obtain this conclusion. Let K consist of the elements of the lattice shown in Figure 1 . Define R to be lattice betweenness except that the relation (a, b, c)R is rejected. That R satisfies the conditions (a) and (/3) is clear since they hold for lattice betweenness and their conclusions do not involve three distinct elements. To verify that h holds for R we must make sure that we cannot arrange its hypotheses so as to obtain (a, b, c)R in the conclusion. To obtain (a, h, c)R from t\ would require hypotheses of the form (d, b, c)R,  (d, a, b)R or of the form (d, b, a)R, (d, c, b) R. But these sets cannot hold in our example, since if we have (d, a, b)R and (d, b, c) R, then d^a, and dC^b^a^d^Jb, by (1.2). It follows that dSJb -u or 7, con-trary to dt^b^a. The other set of hypotheses may be treated similarly by interchanging a and c. It is also easy to check that R satisfies (^4°). It remains only to remark that the conclusion of (Tg) cannot be (a, b y c)R (since O must appear in the conclusion of (T$)) to assure ourselves that R satisfies all of the conditions of Theorem 4. Thus R generates through ^0 the lattice of Figure 1 but R is not the relation of lattice betweenness of this lattice.
To overcome this difficulty we propose the following strengthened condition. The proof of Lemma 1 shows that (3.2) holds for lattice betweenness in arbitrary lattices. We conclude with the following theorem. THEOREM 
If a triadic relation R defined on a class K satisfies (a)y OS), (h), (Tg), and (A°) f then R is the lattice betweenness of the lattice (Ky ^0) if and only if R satisfies (3.2).
PROOF. The remark preceding the statement of the theorem disposes of the necessity of (3.2). To establish the sufficiency we rely on the proof of Theorem 10.1 of [5] to assure us that the relation (a, by c)R implies abc (lattice betweenness). It remains, then, to prove that the relation abc implies the relation (a, b f c)R. It was proved in [5] that when abc holds the sublattice generated by a, 6, c is distributive. Hence the transitivity (T&) (see [5] ) is available to us in this sublattice by virtue of (3.2). Now notice that since aUc^ob^oa^c (by (1.2)), we have a^bKJc^aVJc and dually. The condition (A 0 ) then gives the relations (a, a^JbKJCy c)R and (a, aC\bC\Cy c)R. Clearly a^JbUc^ob^oaHibr^c; from which we obtain (aUbUc f by aC\br\c)R. The transitivity (T%) then yields (a, b, c)R as desired and the proof is complete.
