Abstract. Let S be a scheme and let π : G → S be a G m,S -gerbe corresponding to a torsion class [G] in the cohomological Brauer group Br ′ (S) of S. We show that the cohomological Brauer group Br ′ (G) of G is isomorphic to the quotient of Br ′ (S) by the subgroup generated by the class [G]. This is analogous to a theorem proved by Gabber for Brauer-Severi schemes. For an algebraic stack X , let
Introduction
For an algebraic stack X , let Br ′ X := H 2 et (X , G m,X ) tors denote the cohomological Brauer group of X . Gabber in his thesis described the cohomological Brauer group of a Brauer-Severi scheme X → S as a quotient of the cohomological Brauer group of the base scheme S. More precisely, he proved the following: Theorem 1.1. [Gab78, Theorem 2] Let S be a scheme, let π X : X → S be a Brauer-Severi scheme. Then the sequence Remark 1.3. Let A be an Azumaya O S -algebra and let π X : X → S and π G : G → S be the associated Brauer-Severi scheme and G m -gerbe of trivializations, respectively. By [Qui73, §8, 4] there exists a finite locally free O X -module J and an O X -algebra isomorphism π * X A ≃ End OX (J) op . There is an O X -algebra isomorphism End OX (J)
op ≃ End OX (J ∨ ) sending ϕ → ϕ ∨ . Since G is the gerbe of trivializations of A, we have an S-morphism f : X → G; this induces a commutative triangle π * X = f * π * G on the cohomological Brauer groups of S, G, X. Since [G] ∈ ker π is called the transgression map [Gir71, V, §3.2]. We first recall some background on gerbes. The standard reference is [Gir71] .
Definition 2.1. Let S be a site, and let π : G → S be a category fibered in groupoids. We view G as a site with the Grothendieck topology inherited from S [AGV72, III, 3.1]. For any object U ∈ S, let G(U ) denote the fiber category of G over U . The inertia stack of π : G → S is the 2-fiber product I G/S := G × ∆ G/S ,G×S G,∆ G/S G of the diagonal ∆ G/S : G → G × S G with itself. The inertia stack I G/S is fibered in sets over G via either projection I G/S → G, hence we may identify I G/S with the sheaf of groups on G associating x → Aut G (x). We say that π is a gerbe if the following conditions are satisfied:
(i) The fibered category G is a stack over S.
(ii) For any U ∈ S, there exists a covering {U i → U } i∈I such that G(U i ) = ∅ for all i ∈ I. (iii) For any U ∈ S and x 1 , x 2 ∈ G(U ), there exists a covering {U i → U } i∈I such that for all i ∈ I there exists an isomorphism x 1 | Ui ≃ x 2 | Ui in G(U i ).
Let A be an abelian sheaf on S. We say that a gerbe π is an A-gerbe if it is equipped with an isomorphism ι : A G → I G/S of sheaves of groups on G.
If S is equipped with a sheaf of rings such that (S, O S ) is a locally ringed site, we set
For the remainder of this section, we will assume the following setup:
Setup 2.2. Let S be a locally ringed site, let A be an abelian sheaf on S, let π : G → S be an A-gerbe.
Definition 2.3 (Inertial action, eigensheaves, twisted sheaves). [Lie04] , [Lie08] Let F be an O G -module. For an object x ∈ G and a ∈ Γ(x, A G ), let ι(a) * : Γ(x, F ) → Γ(x, F ) be the restriction map of the sheaf F via the automorphism ι(a) : x → x; such x and a defines an O G/x -linear automorphism of F | G/x by {y → x} → ι(a| y ) * ; thus we have a homomorphism A G → Aut OG (F ) of group sheaves on G corresponding to an O G -linear A G -action on F , called the inertial action.
Let
A := Hom Ab(S) (A, G m,S ) denote the group of characters of A. Given an O G -module F and a character χ ∈ A, the χth eigensheaf is the subsheaf F χ ⊆ F defined as follows: for all objects x ∈ G, a section f ∈ Γ(x, F ) is contained in Γ(x, F χ ) if for any morphism y → x and any a ∈ Γ(y, A G ) we have
If χ is the trivial character, the eigensheaf F χ is denoted F 0 and χ-twisted sheaves are called 0-twisted. For any O S -module M , the pullback π * M is 0-twisted; in particular the structure sheaf O G is 0-twisted. denote the full subcategory of Mod(G) consisting of χ-twisted O G -modules.
which is right adjoint (and a retraction) to the inclusion Mod(G, χ) → Mod(G).
Remark 2.6 (Modules on trivial gerbes). We say that an A-gerbe G is trivial if there is an isomorphism G ≃ BA. In this case we have the usual equivalence of categories between sheaves on G and sheaves on S equipped with an A-action. For a sheaf F ∈ Sh(BA), the pushforward π * F is identified with the subsheaf of F of sections invariant under the action of A. For any sheaf M ∈ Sh(S), the inverse image π −1 M ∈ Sh(BA) corresponds to the sheaf M equipped with the trivial Aaction. If s : S → BA is the section of π corresponding to the trivial A-torsor, then s −1 : Sh(BA) → Sh(S) is the functor forgetting the A-action.
Remark 2.7. For any O G -module F , the counit map
is injective and its image coincides with F 0 . Indeed, this can be checked locally on S, in which case we may assume G is the trivial gerbe and use Remark 2.6.
Lemma 2.8. Let S be a locally ringed site, let A be an abelian sheaf on S, and let π : G → S be an A-gerbe. The pullback functor
is an equivalence of categories with quasi-inverse π * . If P is a property of modules preserved by pullback via arbitrary morphisms of sites (e.g. quasi-coherent, flat, locally of finite type, locally of finite presentation, locally free), an O S -module M has P if and only if the O G -module π * M has P.
Proof. For the first assertion, it suffices to show that for any O S -module M the unit map
is an isomorphism, and that for any 0-twisted O G -module F the counit map
is an isomorphism. Both of these claims are local on S, hence we may assume that G is trivial, in which case the claims follow from Remark 2.6 and Remark 2.7. The second assertion is also local on S, hence we may assume that G is trivial, in which case there is a section s : S → G of π. For any 0-twisted O G -module F , we have π * F ≃ s * F by the discussion in Remark 2.6.
In order to describe the higher pushforwards R 1 π * G m , we will use the following result on the Picard group of A-gerbes.
Remark 2.9 (Picard group of A-gerbes). Assume the setup of Lemma 2.8. By [Bro09, 5.3 .4], for any invertible O G -module L, there exists a unique character
commutes, where the top row is the inertial action and the bottom row is the restriction of the O G -module structure on L. The condition that (2.9.1) commutes is equivalent to the condition (2. 
where injectivity of π * follows from Lemma 2.8. The sequence (2.9.2) is functorial on S in the following sense: if p : T → S is a morphism of locally ringed sites and π T : G T → T is the A T -gerbe obtained by pullback, then the diagram
In case G := BA, by [Bro09, 5.3 .7] the map β G is surjective and the sequence (2.9.2) is split; the map β G admits a natural section A → Pic(G) taking a character χ to the trivial O S -module equipped with the A-action corresponding to χ via the isomorphism
Lemma 2.10. Let S be a locally ringed site, let A be an abelian sheaf on S, let π : G → S be an A-gerbe. There is a natural isomorphism
of abelian sheaves on S.
Proof. Let U ∈ S be an object. Taking T := S/U and p : S/U → S the inclusion of categories, we obtain an exact sequence
of abelian groups. Letting U range over the objects of S, we obtain an exact sequence of abelian presheaves whose value on U is (2.10.2), and sheafifying this sequence gives the desired isomorphism.
We specialize to the case A = G m,S .
Proposition 2.11. Let S be a locally ringed site and let π : G → S be a G m,S -gerbe. Let
be the differential in the Leray spectral sequence associated to the map π and sheaf G m,G . Under the identification (2.10.1), the differential d
be the class corresponding to the identity section χ := id Gm,S ∈ Hom Ab(S) (G m,S , G m,S ) via the isomorphism (2.10.1). Let D(c) → S denote the category fibered in groupoids whose fiber category (D(c))(U ) for an object U ∈ S consists of the invertible O G S/U -modules whose image under the map
is equal to the image of c under the restriction map 
Picard groups of (Laurent) polynomial rings
In this section we prove Lemma 3.11. For us, the main difficulty is that there are rings A for which the pullback map Pic( Throughout this section and Section 4, we will use Notation 3.1 and Notation 3.2. −1 (i) = {i, i + 1}. A cosimplicial set (resp. abelian group, resp. ring) is a covariant functor from ∆ to (Set) (resp. (Ab), resp. (Ring)). If G is a cosimplicial abelian group, we denote by
for n ≥ 0 and where the nth differential
A be the section of π corresponding to the trivial G m,A -torsor. Taking 2-fiber products of ξ, we obtain a cosimplicial A-algebra
where 
is the A-algebra map sending (t 1 , . . . , t p ) → (t 1 , . . . , t i t i+1 , . . . , t p+1 ) where by abuse of notation we write "t 0 " and "t p+2 " to mean "1" (in the cases i = 0 and i = p + 1 respectively). For p ≥ 0 and 0
We also have the cosimplicial A-algebra
where
is the polynomial ring in p indeterminates over A, viewed as the subalgebra of L A ([p]), and for which the A-algebra map P A (ϕ) :
We make the formulas P A (δ The operation "N x " can be iterated, for example if x 1 , x 2 are indeterminates, then N x1 (N x2 F) is a functor (Ring) → (Ab).
Lemma 3.4. In Notation 3.3, we have
for any ring A.
Proof. The claim follows from considering the commutative diagram
where each row and column is (split) exact.
Lemma 3.5. Assume Notation 3.1, Notation 3.2, and Notation 3.3. We have
Proof. For 0 ≤ i ≤ 2, the composition P A (σ Lemma 3.6. Assume Notation 3.1, Notation 3.2, and Notation 3.3. We have
is the 0 map. Hence it suffices to show that
We have that A is the filtered colimit of subrings of A which are finite type Zalgebras, hence by e.g. [Sta18, 0B8W] we may reduce to the case when A is a finite type Z-algebra. In particular A has finite Krull dimension. We proceed by induction on dim A. Since the Picard group of a ring is invariant under nilpotent thickenings, we may assume that A is reduced. If dim A = 0, then A is a finite product of fields, hence ker d gives an exact sequence
1 Here, instead of using the limit argument, we may also use that the extension A ⊂ A sn is finite since A is a Nagata ring (it is a finite type Z-algebra) and thus has finite normalization, hence has finite seminormalization.
of abelian groups, called the Units-Pic sequence [Wei13, I, Theorem 3.10]; here we denote by ∆ the diagonal map and by ± the difference map. The boundary map ∂ of (3.6.2) is functorial for morphisms between Milnor squares. Hence applying N t1 and N t1,t2 to (3.6.2) gives a commutative diagram
where we denote by ± t1 , ∂ t1 , ∆ t1 (resp. ± t1,t2 , ∂ t1,t2 , ∆ t1,t2 ) the corresponding maps in the Units-Pic sequences associated to the Milnor squares obtained by tensoring where
) is a polynomial with nilpotent coefficients and whose constant coefficient is zero. We have
PicPA (α) = 0, by the exactness of the right column of (3.6.3) there exists
Here by [Wei13, I, Lemma 3.12] the inclusion U(A λ ) ⊂ U(A λ [t 1 , t 2 ]) is an equality since A λ is reduced, hence N t1,t2 U(A λ ) = 0. Moreover A/I → A λ /I is injective (since I is the largest ideal of A λ contained in A), hence (3.6.4) is in fact contained in N t1,t2 U(A/I). Thus in fact
as can be seen for example by setting t 2 = 0 in (3.6.4). In other words, we have that ξ is in the image of ± t1 ; since ∂ t1 • ± t1 = 0, we conclude α = 0.
In the following lemma, we write out the details of a claim in [Wei13, p. 15].
Lemma 3.7. Let A be a ring with total ring of fractions Q(A), and let A ⊂ B ⊂ Q(A) be a subring. (ii) Let ϕ : B → S be a ring homomorphism such that ϕ sends nonzerodivisors of B to units of S. By the first part, ϕ sends nonzerodivisors of A to units of S, hence there exists a ring map ξ :
(iii) Let x 1 /u 1 , . . . , x n /u n be elements of B which generates B as an A-module; then u 1 · · · u n is a nonzerodivisor of A which is contained in I.
Remark 3.8. In the proof of Lemma 3.6, we may use the normalization instead of the seminormalization. If A is a reduced finite type Z-algebra, then its normalization A ⊂ Q(A) is a finite extension of A; thus A is a Noetherian reduced ring which is integrally closed in its total ring of fractions (by e.g. Lemma 3.7 (ii)), hence it is finite product of Noetherian normal integral domains [Sta18, 030C] . It is easily checked from the definition of a seminormal ring that normal domains are seminormal. 
of abelian groups.
The following is stated in [Wei91] ; we write out the details here.
Lemma 3.10. Let A be a strictly henselian local ring. Then the canonical map
induced by the inclusions A[t
] is an isomorphism.
Proof. For notational convenience, we denote t + = t and t − = t −1 , etc. Since A is strictly henselian local, by (3.9.2) the exact sequence (3.9.1) reduces to an isomorphism
and split exact sequences 
of abelian groups. The isomorphism (3.10.4) restricts to an isomorphism
Pic(A[t 
(3.10.6) of abelian groups. We combine (3.10.6) and (3.10.1) and (3.10.5) (for ✸ ∈ {+, −}) and Lemma 3.4 to obtain the desired result.
Lemma 3.11. We have ker(d 
where f 1 and f 2 are the addition maps induced on the Picard groups by the Aalgebra maps
2 ) respectively. Here f 1 is an isomorphism by (3.9.1) since A is strictly henselian local, and f 2 is injective by Lemma 3.10. Since d 
Unit groups of Laurent polynomial rings
The purpose of this section is to prove Lemma 4.2. As in Section 3, when it is convenient we will denote U(A) := A × the group of units of a ring A.
Lemma 4.1. Let {A λ } λ∈Λ be a filtered inductive system of rings, and let
be the colimit ring. In the notation of Notation 3.1 and Notation 3.2, the induced morphism of complexes
is an isomorphism.
Proof. For any n ≥ 0, the functor (Ring) where u ∈ A × is a unit and (e 1 , e 2 ) ∈ Z ⊕2 is an ordered pair of integers and
] is a Laurent polynomial all of whose coefficients are nilpotent.
Hence we may assume that the unit u of (4.2.1) is equal to 1. Suppose ξ ∈ ker d 2 UL A/n . By reduction A → A/n we have that
must be equal to 1, hence e 1 = e 2 = 0. This implies that h 2 (C • (UL A/n 1 )) = 0.
We have a sequence
where each map is a surjective ring map with square-zero kernel. Hence, since the complex C • (UL A ) is functorial in A, it suffices to show that, for any ring A and ideal I ⊂ A satisfying
) of complexes of abelian groups, part of which is a commutative diagram
where each vertical arrow π 1 , π 2 , π 3 is surjective since I is square-zero. By a diagram chase on (4.2.2), to show that the top row is exact it suffices to show that every element of (ker d ; moreover, since I is square-zero, the (multiplicative) condition that 1 + x(t 1 , t 2 ) ∈ ker d 2 ULA is equivalent to the (additive) condition that the element
] is equal to zero. Let H 0 := {e 3 = 0}
be hyperplanes of Z ⊕3 = {(e 1 , e 2 , e 3 )} defined by the equations corresponding to the maps are all distinct. Let x e1,e2 ∈ I be the coefficient of t e1 1 t e2 2 in x(t 1 , t 2 ). Then if (e 1 , e 2 ) ∈ Z ⊕2 is an ordered pair for which x e1,e2 = 0, then we must have (e 1 , e 2 ) ∈ Z(1, 0) ∪ Z(1, 1) ∪ Z(0, 1) in Z ⊕2 . Moreover, saying that (4.2.3) is equal to zero translates to the collection of equations x e,0 − x e,0 = 0 x e,e − x e,e = 0 x e,e + x e,0 = 0 x 0,e + x e,e = 0 x 0,e − x e,0 = 0 x 0,e − x 0,e = 0
for all e ∈ Z, which simplifies to x e,0 = x 0,e = −x e,e
for all e ∈ Z. Then 1 + x(t 1 , t 2 ) = d 1 ULA (1 − e∈Z x e,e t e 1 ) so we have the desired result.
Proof of the main theorem
In this section we prove Theorem 1.2. Our argument, in outline, is that of the proof of [Gab78, II, Lemma 1 ′ ]. Namely, we compute H Remark 5.3. We show that, in the proof of Lemma 5.2, it is possible to reduce to the case when A is a reduced ring; the reducedness assumption simplifies the proof of Lemma 4.2. By standard limit arguments, we may assume that A is a finite type Z-algebra. Then the reduction A → A red can be factored as a finite sequence of square-zero thickenings. Thus we reduce to showing that if A → A 0 is a surjection of rings whose kernel I is square-zero, then the reduction map is an isomorphism. Set X := BG m,A and X 0 := BG m,A0 and let i : X 0 → X be the closed immersion. We may use either the bigétale site (Sch/X )é t or the
