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Chapitre 1
Introduction
Bien au-delà d’une étude théorique des radars passifs bistatiques à émetteurs non coopé-
ratifs et de sa mise en application pratique, le long parcours initiatique que constituent ces
travaux, débuté en fin de scolarité à Supélec et poursuivi au sein du laboratoire MAS′Air,
a été l’occasion d’évoluer dans plusieurs mondes.
Dans celui des opérations aériennes tout d’abord. Peut-on trouver motivation plus grande
que celle de participer à la protection de nos concitoyens en améliorant la surveillance de
notre territoire ? C’est elle qui justifie cette réflexion et qui impose une approche pragma-
tique.
Ce pragmatisme a été renforcé par le travail mené en partenariat avec le monde de l’in-
dustrie. Des expérimentations sur le terrain et l’acquisition de signaux réels ont ainsi été
possibles, dans des environnements dont la complexité ne saurait être qu’approchée par la
simulation.
Le monde de l’enseignement a également tenu une place importante dans ces recherches.
Cette thèse a en effet été l’occasion d’impliquer de nombreux élèves français et étrangers,
civils et militaires. Une formidable opportunité de « passer le relais ».
Le travail au sein du milieu universitaire et de la recherche, enfin, s’est concrétisé par la
présentation de mes résultats dans deux revues internationales ainsi qu’à l’occasion de
nombreux congrès internationaux :
Journaux internationaux à comité de lecture
X J. Raout, A. Santori, E. Moreau, "Passive bistatic noise radar using DV B−T si-
gnals", in IET Radar, Sonar and Navigation, vol. 4, no. 3, June 2010, pp. 403-411.
X J. Raout, A. Santori and E. Moreau, "Space-time clutter rejection and target passive
detection using the APES method", in IET Signal Processing, vol. 4, no. 3, 2010.
Conférences internationales à comité de lecture avec actes
X M. Kubica, V. Kubica, X. Neyt, J. Raout, S. Roques and M. Acheroy, "Optimum
target detection using emitters of opportunity," in Proceedings of the IEEE Radar
Conference, Verona, NY, Apr. 24-27 2006, pp. 417-424,
X J. Raout, J. Dulost and X. Neyt, "Feasibility of STAP for passive DV B−T based
radar," in Proceedings of the Fourth IAST ED International Conference on Anten-
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nas, Radar, and Wave Propagation, Montreal, Canada, May 30 - Jun. 01 2007, pp.
108-114,
X J. Raout, X.Neyt and P. Rischette, "Bistatic STAP using illuminators of opportu-
nity," in Proceedings of the IET Conference on Radar Systems, Edinburgh, Scot-
land, Oct. 15-18 2007,
X J. Raout and J. P. Préaux, "Multi-target detection using noise-like signals," in Pro-
ceedings of the IEEE Radar Conference, Rome, Italy, May 26 - 308 2008,
X J. Raout, "Space-time adaptive processing for noise-radar," in Proceedings of the
IEEE Radar Conference, Rome, Italy, 2008, May 26 - 30 2008,
X J. Raout, "Sea target detection using passive DV B−T based radar," in Proceedings
of the IEEE Radar Conference, Adelaide, Australia, Sep 2 - 5 2008, pp. 695-700,
X J. Raout and A. Santori, "Space-time clutter rejection using the APES method," in
Proceedings of the Radar Conference, 2009, EuRAD 2009, Rome, Italy, Sep. 30 -
Oct. 02 2009, pp. 65-68.
Autant d’opportunités qui m’ont permis de rejoindre différents groupes de recherche et
comités de lecture, en France comme à l’étranger :
X Club Space Time Adaptive Processing (STAP),
X European STAP Network,
X Groupes de recherche OTAN sur les radars à bruit (Research Task Group (RT G)
057) et les radars passifs aéroportés (Exploratory Team (ET ) 71),
X Comité de lecture du congrès international Radar 2009 Bordeaux,
X Comités de lecture des revues de l’Institution of Engineering Technology (IET )/
Signal Processing et de l’Institute of Electrical and Electronics Engineers (IEEE)/
Aerospace and Electronic Systems.
J’y ai côtoyé des personnes aussi passionnées que passionnantes.
Le décor, celui d’une aventure particulièrement enrichissante, étant planté entrons main-
tenant dans le vif du sujet.
Chapitre 2
Contexte, état de l’art et notions
générales
2.1 Contexte
La détection des cibles mobiles d’un champ de bataille a constitué et reste un des enjeux
principaux des opérations militaires. Fixe au sol ou aéroporté, le radar reste le capteur
principal d’un système d’arme même si ses données tendent à être fusionnées avec celles
de capteurs fonctionnant dans d’autres domaines du spectre, qu’ils soient optiques, infra-
rouges etc.
Pour autant un tel système, dans sa version active, c’est-à-dire possédant à la fois un ré-
cepteur et un émetteur, est vulnérable du fait même de son fonctionnement et de l’énergie
qu’il délivre puisqu’il est facilement détectable par les systèmes adverses.
Le choix de la forme d’onde générée par l’émetteur et exploitée par le récepteur revêt en
outre une importance primordiale puisqu’elle conditionne l’acuité de la détection.
« Voir, sans se tromper et sans être vu » par la mise en œuvre d’un système dit passif,
c’est-à-dire constitué du seul récepteur, bistatique voire multistatique si plusieurs émet-
teurs et/ou récepteurs sont considérés [1], exploitant une forme d’onde aux propriétés de
résolution et de non-ambiguïté performante est ainsi devenu de façon naturelle le rêve du
radariste.
Nous allons ainsi considérer dans cette étude le signal d’un émetteur de Télévision Nu-
mérique Terrestre (T NT ou Digital Video Broadcasting Terrestrial, DV B−T ) reçu direc-
tement ou après réflections.
Disponible en grand nombre sur le territoire national et bien au-delà, la forme d’onde
générée par ce type d’émetteur est particulièrement intéressante du point de vue de la
résolution distance, des ambiguïtés distance et Doppler. Les puissances mises en jeu per-
mettent, de plus, d’envisager des portées de plusieurs dizaines de kilomètres, compatibles
avec les systèmes aujourd’hui opérationnels. Cet ensemble résolution, ambiguïté, portée
permet de classer ce type d’émetteurs au premier rang des sources d’opportunités suscep-
tibles d’être utilisées par un radar bistatique passif.
L’étude réalisée va néanmoins au-delà du simple cas des émetteurs de T NT pour appré-
hender une classe plus grande : celle des radars à bruit [2, 3, 4, 5, 6, 7].
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2.2 Radars à bruit
D’une manière générale les formes d’ondes dites « à bruit », c’est-à-dire présentant une
densité spectrale de puissance proche de celle d’un bruit blanc dans la bande de réception
considérée, permettent une estimation non ambiguë de la distance comme de la fréquence
Doppler et, dans leur version active, un contrôle indépendant des mesures associées [8].
Leur fonction d’ambiguïté qui, comme nous le verrons dans le §2.5.3 rend compte des
performances de détection en distance comme en Doppler, ne présente en effet en théorie
qu’un pic unique, étroit, preuve de leurs excellentes capacités en termes de résolution.
Emergeant largement du plancher du bruit, ce pic démontre de plus la possibilité de taux
de compression et de gain de traitement élevés.
Par essence, de tels signaux résistent également à des Contre-Mesures Electroniques (CME)
telles que les missiles anti-radar ou plus classiquement le brouillage [9].
Leur probabilité d’interception comme d’exploitation sont des plus réduites (Low Proba-
bility of Interception and Exploitation LPI, LPE).
Enfin, dans le domaine de la Compatibilité Electro-Magnétique (CEM), leur immunité
aux interférences et la possibilité d’utilisation simultanée de plusieurs radars dans une
même zone est à souligner.
2.3 Radars à bruit bistatiques
La configuration bistatique d’un radar diffère de la configuration monostatique par la sé-
paration physique de l’unité réceptrice et de l’unité émettrice. Si le radar utilise les signaux
d’opportunité rayonnés par des émetteurs de télécommunication ou de radio/télédiffusion,
le radar est dit à émetteurs non-coopératifs ou d’opportunité.
Toute la spécificité et l’intérêt de ce type de radars passifs résident dans l’utilisation,
l’exploitation, le détournement d’emploi de ces émetteurs présents dans l’environnement.
Ces radars, totalement indétectables, répondent à une exigence opérationnelle majeure :
la discrétion.
Le bistatisme n’est pas un concept nouveau. En effet, les premières expériences dans le do-
maine de la détection radar conduites en France, aux Etats-unis, en Angleterre, en Union
Soviétique, en Allemagne ou au Japon l’utilisaient [10, 11]. Dominé par le monostatisme,
le bistatisme ne donna lieu, jusqu’au début des années 1980, qu’à un nombre limité de
travaux.
Un regain d’intérêt est apparu depuis et s’est manifesté récemment à travers l’exploita-
tion :
X d’émetteurs radio [12, 13],
X de transmissions satellites [14, 15, 16],
X de station de base de radiotéléphonie mobile de type Global System for Mobile
communications (GSM) [17, 18, 19],
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X d’émetteurs de télévision analogique [20],
X d’émetteurs de télévision numérique [21, 22, 23, 24, 25, 26, 27, 28, 29, 30].
2.3.1 Intérêts du bistatisme passif
Le bistatisme passif revêt une plus grande complexité en ce qui concerne le traitement du
signal. Ses avantages contrebalancent pourtant cette complexité. Citons ainsi :
X dans le domaine opérationnel :
– la possibilité, dans certains cas, de profiter de niveaux de signature radar associés
à la Surface Équivalente Radar (SER) plus importants qu’en monostatique,
– l’amélioration de la couverture Basse Altitude (BA) et Très Basse Altitude (T BA),
– l’accroissement de la complexité des techniques de furtivité face à un tel radar,
– la discrétion (Faible Probabilité d’Interception (FPI) et d’Exploitation FPE),
X dans le domaine de l’emploi :
– la disparition des contraintes d’emploi d’un système rayonnant (Dommages dus
aux Rayonnements Électromagnétiques sur le Personnel (DREP), Dommages
dus aux Rayonnements sur les Armes et Munitions (DRAM), Rayonnements Non
Essentiels (RNE) et Compatibilité ÉlectroMagnétique (CEM),
– l’inutilité d’une allocation de fréquences, ressources aussi rares que précieuses,
X dans le domaine du développement et du soutien :
– un coût de développement, de Maintien en Condition Opérationnelle (MCO) et
de Maintien en Condition de Sécurité (MCS) focalisés sur la partie réceptrice.
Le triptyque forme d’onde « à bruit » - bistatisme - passivité permet ainsi de s’affranchir
de l’épineux compromis discrétion-efficacité.
2.3.2 Géométrie du scénario : configuration bistatique
L’objectif de la figure 1.1 est de présenter la configuration bistatique considérée et d’y
introduire un certain nombre de grandeurs.
La cible, repérée par la lettre T pour « target » (respectivement un réflecteur constitutif du
fouillis de sol, supposé fixe ou plus généralement une source d’interférence telle qu’une
cible amie ou non menaçante, repéré par la lettre C pour « clutter ») est caractérisée par :
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−→v R
−→v C
−→v T
θT
θCθE
ϕT
ϕC
ϕE
−→n
FIG. 2.1: Configuration bistatique
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X sa distance à l’émetteur DET (respectivement DEC) telle que −→D ET = DET−→u ET
(respectivement −→D EC = DEC−→u EC),
X sa distance au récepteur DRT (respectivement DRC) telle que−→D RT = DRT−→u RT (res-
pectivement −→D RC = DRC−→u RC),
X un angle de gisement θT (respectivement θC),
X un angle de site ϕT (respectivement ϕC),
X un vecteur vitesse −→v T (respectivement −→v C).
Un des paramètres importants du bistatisme est l’angle de bistatisme β. Il s’agit de l’angle
entre les directions émetteur-cible et cible-récepteur. Il joue un rôle primordial dans la
comparaison des performances entre les radars de type monostatique pour lesquels β = 00
et ceux de type bistatique. La SER bistatique fluctue ainsi dans des proportions élevées en
fonction de cet angle donné par la relation [31] :
β = arccos
(
D2RT +D2ET −D2ER
2DRT DET
)
(2.1)
Au risque de frustrer le lecteur nous ne nous hasarderons pas à présenter un modèle de
SER bistatique qui ne saurait dans tous les cas pas rendre compte de la diversité et de la
complexité des types de cibles potentiellement traitées. Nous serons en revanche amenés
à utiliser un modèle de surface équivalente de fouillis (écho de sol).
2.4 Paramètres clés
La finalité des traitements radar est d’aller au-delà de la « simple » détection qui se ré-
sumerait à l’affirmation « il y a quelque chose » ou à l’infirmation « il n’y a rien » pour
obtenir la localisation d’une ou de plusieurs cibles voire, si la résolution distance le per-
met, la classification de celles-ci de manière à faire, par exemple, la distinction entre un
avion de chasse et un avion de transport, entre une voiture et un blindé, entre une frégate
et un porte-avions.
La localisation présuppose qu’à l’issue du traitement le signal de cible puisse émerger de
celui des interférences, autrement dit que le rapport dit « signal à interférences » (signal à
bruit thermique, signal à fouillis, signal à brouilleur) soit suffisant.
Le dépassement d’un seuil conduit alors à la détermination de trois paramètres clés que
nous allons tour à tour décrire :
X la fréquence Doppler, ici bistatique, estimée dans le domaine que nous qualifierons
de temporel,
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X la direction d’arrivée associée au domaine spatial,
X la distance qu’elle soit bistatique ou ramenée au niveau du récepteur.
Une des originalités des traitements présentés dans ce document réside dans l’utilisation
de méthodes qui conduisent à estimer un quatrième paramètre : celui de la puissance ou
de l’amplitude des éléments composites du signal reçu.
2.4.1 Domaine temporel
La fréquence Doppler fd qui caractérise le décalage fréquentiel entre la fréquence du si-
gnal reçu et celle, porteuse, f0 = cλ du signal de référence directement issu de l’émetteur
est due au mouvement éventuel de l’émetteur (représenté par le vecteur vitesse −→v E), à
celui du réflecteur (−→v C) et enfin à celui du récepteur (−→v R). Les paramètres c et λ corres-
pondent respectivement à la célérité de la lumière et à la longueur d’onde de travail.
Dans le cas d’une configuration bistatique, la fréquence Doppler se décompose en deux
contributions, celle associée à l’émetteur et celle associée au récepteur de sorte que fd =
fdE + fdR . Chacune de ces composantes est liée à la vitesse radiale relative entre l’élément
considéré et le réflecteur.
Il est ainsi possible d’écrire :
fdE =
1
λ
(−→v E −−→v C)−→u EC (2.2)
fdR =
1
λ
(−→v R−−→v C)−→u RC (2.3)
La fréquence d’échantillonnage étant définie par fe, la fréquence temporelle réduite, νd ,
se déduit de la fréquence Doppler à travers la formule :
νd =
fdE + fdR
fe (2.4)
Vecteur directionnel temporel. L’expression générale du vecteur directionnel dans le
domaine Doppler pointant dans la direction de la fréquence temporelle réduite νd est la
suivante :
sd (νd) =
[
1,e j2piνd , . . . ,e j2piνd(Nd−1)
]T
=
[
1,zd (νd) , . . . ,z
Nd−1
d (νd)
]T
(2.5)
expression dans laquelle Nd correspond au nombre d’échantillons temporels considérés
et zd (νd) représente le déphasage temporel d’un échantillon à l’autre, déphasage dû au
mouvement de l’élément considéré et à l’effet Doppler associé. Cette expression présup-
pose une fréquence d’échantillonnage constante.
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2.4.2 Domaine spatial
De façon tout à fait duale et pour une Antenne Linéaire et Uniforme (ALU) uniquement,
constituée de Ns éléments, le vecteur pointant vers la fréquence spatiale réduite νs s’écrit :
ss (νs) =
[
1,e j2piνs, . . . ,e j2piνs(Ns−1)
]T
=
[
1,zs (νs) , . . . ,zNs−1s (νs)
]T (2.6)
zs correspond au déphasage spatial d’un élément d’antenne à l’autre.
Les simulations comme les acquisitions de signaux réels ont été effectuées en considérant
le cas plus général d’une antenne linéaire lacunaire pour laquelle les éléments d’antenne
ne sont pas séparés d’une distance constante. Le vecteur ss devient alors :
ss (θ) =
[
1,e j2pi
sin(θ)
λ d2,1 , . . . ,e j2pi
sin(θ)
λ ∑
Ns−1
i=1 di+1,i
]T
=
[
zs1,0(θ),zs2,1(θ), . . . ,
Ns−1∏
i=1
zsi+1,i(θ)
]T
(2.7)
zsi+1,i (θ) correspond donc maintenant au déphasage spatial de l’élément d’antenne i + 1
au précédent. L’espacement physique entre ces deux mêmes éléments est noté di+1,i . Par
convention, zs1,0 (θ) est choisi égal à 1.
Le vecteur directionnel spatio-temporel se déduit du produit de Kronecker des deux pré-
cédents à travers la formule :
s(θ,νd) = sd (νd)⊗ ss (θ) (2.8)
Fenêtrage des vecteurs directionnels. Au cours du traitement radar, il peut être inté-
ressant d’employer, non pas le vecteur directionnel, mais sa version fenêtrée en lui appli-
quant, par exemple, une fonction de Chebyshev [32].
Egalement connue sous le terme anglo-saxon de tapering, cette modification, prend la
forme du produit de Hadamard du vecteur directionnel avec celui de fenêtrage que nous
noterons ts dans le domaine spatial et td dans le domaine temporel.
Son objectif est de diminuer l’influence des lobes secondaires au détriment de la précision
de pointage du lobe principal.
Disposant d’un faible nombre de degrés de liberté dans le domaine spatial, puisque les
acquisitions ont été réalisées avec seulement Ns = 4 antennes, seul un fenêtrage temporel
sera mis en œuvre. Le vecteur directionnel sera donc éventuellement remplacé par :
s◦ (td ⊗ cNs) (2.9)
avec cNs le vecteur colonne constitué de Ns éléments unitaires. L’impact du fenêtrage sera
étudié au §5.1.3.
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2.4.3 Localisation distance
La distance séparant la cible du récepteur DRT ne peut être mesurée directement. Elle peut
néanmoins être calculée grâce à la formule [31] :
DRT =
(DRT +DET )2−D2ER
2(DRT +DET +DER sinφT ) (2.10)
La résolution de l’équation (2.10) passe par l’estimation de trois paramètres inconnus,
DER, DRT + DET , et φT , composition des angles de site et de gisement de la cible vue
depuis le réseau antennaire.
La distance entre l’émetteur et le récepteur peut être connue a priori ou nécessiter une
localisation.
La quantité DRT +DET est quant à elle issue du traitement en distance largement évoqué
dans ce document.
L’angle φT sera tout naturellement issu de la localisation spatiale.
2.4.4 Puissances reçues
D’une manière générale, la puissance du signal reçue en droite ligne de l’émetteur est
donnée par [31] :
Pre f =
PeGERGREλ2
(4pi)2D2ERLre f
. (2.11)
avec Pe la puissance d’émission, GER le gain de l’antenne émettrice dans la direction
du radar, GRE celui de l’antenne réceptrice dans la direction de l’émetteur, Lx les pertes
supplémentaires subies par ce signal (atténuation supplémentaire par rapport à l’espace
libre, pertes hyperfréquences,...).
Dans le cas particulier du radar bistatique, la puissance Pr du signal reçu par le récepteur,
que celui-ci provienne d’une cible ou d’un réflecteur, s’écrit pour une cible [31] :
Pr =
PeGET GRT λ2σβT
(4pi)3D2ET D2RT L
(2.12)
avec GET le gain de l’antenne émettrice dans la direction de la cible, GRT celui de l’an-
tenne réceptrice dans la direction de la cible, σβT la surface équivalente radar bistatique
de la cible et L le coefficient de perte.
Il suffit de remplacer la SER par la surface équivalente de fouillis dans l’équation précé-
dente pour évaluer la puissance reçue de ce type d’interférence.
Dans le cas de notre étude les paramètres dont dépend le rapport signal à fouillis ou signal
à trajet direct sont complexes à estimer. Le gain de l’antenne émettrice dans la direction de
la cible par exemple est intimement lié à l’altitude de cette dernière. Les cibles évoluant à
basse altitude seront ainsi illuminées beaucoup plus fortement que celles au domaine de
vol plus élevé.
Ces paramètres de puissance ne sont pas seulement présentés pour compléter la descrip-
tion des caractéristiques des signaux reçus. Ils ont fait l’objet, comme bien d’autres, de
beaucoup d’attention à l’occasion des campagnes de mesures organisées notamment à
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proximité de l’aéroport de Marseille Marignane. Ils conduisent en effet à la dynamique
que la chaîne de réception doit être en mesure d’absorber. Son adaptation aux perfor-
mances du récepteur mis à la disposition par la société THALES a nécessité d’avoir re-
cours à un certain nombre d’adaptations afin de réduire cette dynamique. Le réseau a ainsi
été disposé à l’abri d’un obstacle le masquant de l’émetteur et dirigé vers la position es-
timée de cibles potentielles, la plus éloignée angulairement de celle de l’émetteur afin de
bénéficier au maximum du rapport avant-arrière du réseau.
L’estimation a priori de la SER bistatique d’une cible est des plus délicates et fait géné-
ralement l’objet de mesures en chambre anéchoïde lorsque l’on a la chance d’y disposer
d’une base de mesure bistatique. Donnée sensible voire confidentielle puisqu’intimement
liée à la furtivité de la cible, très peu de travaux y font référence et ne sont de toute façon
pas applicables à notre cas d’étude.
La SER de fouillis a en revanche fait l’objet de nombreuses publications tant la fréquence,
les angles de travail et la nature du sol influencent les résultats.
Le modèle adopté lors du processus de simulation s’inspire des travaux décrits dans
[31, 33]. Un certain nombre de coefficients de rétrodiffusion bistatique σβF0 pour les envi-
ronnements urbains, ruraux ou forestiers y sont décrits.
Si l’on considère une très large ouverture à 3dB en gisement à l’émission, ce qui est
le cas dans la télédiffusion, et une ouverture en réception θR3dB, l’aire de la cellule de
rétrodiffusion au sol est définie par :
AC = ∆DC
DRCθR3dB
cos
βC
2
(2.13)
avec
∆DC =
c
2Bcos βC2
(2.14)
une approximation de la fauchée de la cellule de fouillis, DRC la distance entre la zone
du sol considérée et le récepteur et βC l’angle de bistatisme entre l’émetteur, le centre de
cette zone et le récepteur.
Si l’on prend l’exemple d’une cible de SER bistatique fluctuant autour de la valeur σβT =
10dBm2, d’un coefficient de rétrodiffusion de−17dB, d’une configuration telle que DET =
DRT = DER = 50km, d’une ouverture θR3dB de 9◦, d’un signal de bande B = 7.61MHz cor-
respondant à un canal DV B−T , ∆DC prend la valeur 47m, AC = 59dBm2, σβF = 42dBm2.
Le rapport signal à fouillis vaut dans ce cas −32dB.
Les contextes général et particulier maintenant décrits, il est temps de présenter les résul-
tats obtenus à l’occasion de ces travaux de recherche.
2.5 Signal émis
2.5.1 Introduction aux modulations multiporteuses
Les techniques appelées multiporteuses consistent à transmettre des données numériques
en les modulant sur un grand nombre de porteuses simultanément. Si le multiplexage
en fréquence existe depuis longtemps, son regain actuel réside dans l’amélioration de
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son efficacité spectrale à travers l’orthogonalisation des porteuses et l’implémentation de
la modulation et de la démodulation à l’aide de circuits performants de transformée de
Fourier rapide. Le multiplexage en fréquence est particulièrement intéressant vis à vis
de canaux sélectifs en fréquence qui comportent des trajets multiples. Cette modulation
est ainsi mise en oeuvre notamment pour la diffusion du son numérique, Digital Audio
Broadcasting (DAB) et de la T NT .
2.5.2 Principe de l’OFDM
Le principe de l’Orthogonal Frequency Division Multiplexing (OFDM), mis en œuvre
dans le cadre de la T NT , est de transmettre en parallèle des données numériques sur un
grand nombre de porteuses, à bas débit. Ce multiplexage fréquentiel passe par le regroupe-
ment des données numériques par paquets qui constitueront un symbole OFDM. Chacune
des données module ensuite simultanément une porteuse différente. Si l’on considère :
– une séquence de Nsp données d0, d1, · · · , dNsp−1,
– Tu la durée symbole c’est-à-dire le temps séparant deux séquences de Nsp données,
– fp la fréquence de la porteuse modulée par la donnée dk,
le signal x(t) total correspondant à un symbole OFDM s’écrit :
x(t) =
Nsp−1
∑
p=0
dpe2 jpi fpt (2.15)
Le multiplexage est orthogonal si l’espacement entre les fréquences est 1Tu , d’où :
fp = f0 + kTu , k ∈ N (2.16)
et
x(t) = e2 jpi f0t
Nsp−1
∑
p=0
dpe2 jpi
pt
Tu (2.17)
Les données numériques sont en fait des nombres complexes définis à partir d’éléments
binaires par une constellation de modulation d’amplitude en quadrature MAQ (Modulation
d’Amplitude en Quadrature) à 2q états (16 ou 64 typiquement). Ces données, appelées
symboles numériques, sont donc des symboles q-aires formés par groupement de q bits.
La bande totale occupée B est de l’ordre de NspTu .
Le signal contient en plus des porteuses véhiculant le signal utile, des porteuses dédiées
à la synchronisation, les porteuses dites pilotes, ainsi que des porteuses associées à la
signalisation et appelées porteuses T PS (Transmission Parameters Signalling). Ces deux
types de porteuses sont répartis suivant une règle préétablie.
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Paramètres mode 8k/7.61MHz
Nombre total de sous-porteuses Nsp 6817
Nombre de porteuses de données 6048
Nombre de porteuses dispersées 524
Nombre de porteuses continues 177
Porteuses de signalisation (T PS) 68
Durée symbole Tu 896µs
Espacement entre porteuses 1116Hz
Largeur de bande B 7,61MHz
Intervalle de garde Tg Tu4 ,
Tu
8 ,
Tu
16 , ou
Tu
32
Modulation QPSK, 16−MAQ ou 64−MAQ
TAB. 2.1: Paramètres de transmission des signaux OFDM signal (mode 8k)
Chaque symbole OFDM contient également un intervalle de garde. Cette séquence, ajou-
tée au début du symbole, est une réplique du segment situé à la fin du symbole. Sa lon-
gueur sera notée Tg. Ce préfixe cyclique permet de lutter contre les trajets multiples. Sa
durée varie entre 3 % et 25 % de la durée initiale notée Tu. La durée totale du symbole est
donc portée à To = Tu +Tg.
Les symboles sont regroupés pour former une trame. Chacune d’elles étant constituée de
68 symboles, l’expression générale des trames DV B−T est :
x(t) = e2 jpi f0t
V−1
∑
v=0
O−1
∑
o=0
Nsp−1
∑
p=0
dv,o, pΨv,o, p(t) (2.18)
f0 : fréquence centrale, O : nombre de symboles OFDM,
v : indice de la trame, p : indice de la sous-porteuse,
V : nombre de trames, Nsp : nombre de sous-porteuses,
o : indice du symbole OFDM, dv,o, p : symbole complexe de la constellation.
Ψv,o, p(t) =
 e
2 jpi pTu (t−Tg−((O+1)v+o)To)
avec ((O+1)v+o)To ≤ t ≤ ((O+1)v+o+1)To
0 ailleurs
Le tableau 2.1 fournit une synthèse des paramètres de transmission. On notera la présence
de porteuses dispersées et continues qui permettent l’égalisation de canal et donc, dans le
cas d’une application radar, l’obtention du signal de référence, préalable indispensable à
tout traitement.
Avant d’être émis, les symboles OFDM subissent différentes manipulations dont le but est
d’optimiser la bande passante ou de diminuer les effets néfastes du canal de propagation
radioélectrique. La compression MPEG− 2 en supprimant les similitudes entre images
successives réduit non seulement le débit mais a également tendance à augmenter le ca-
ractère aléatoire du signal DV B−T . Il en est de même pour le codage de canal à travers
la dispersion d’énergie et l’entrelacement.
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Spectre du signal. La figure 2.2 représente le spectre d’un signal OFDM. La quasi-
constance de la densité specrale sur la bande d’analyse explique que ce type de signal
puisse y être assimilé à du bruit.
−5 0 5
x 106
0
10
20
30
40
50
60
70
Fre´quence (Hz)
A
m
p
li
tu
d
e
(d
B
)
FIG. 2.2: Spectre d’un signal DV B−T
2.5.3 Fonction d’ambiguïté de signaux OFDM
Nous proposons, à l’occasion de l’étude des caractéristiques des signaux DV B−T , de gé-
néraliser la fonction d’ambiguïté au domaine retard-angle-Doppler associé aux variables
τ, θ et νd . Le cas d’une antenne linéaire mais non uniforme y est également présenté.
En posant X, la matrice issue de la duplication sur les Ns antennes du signal de référence
x = x(0) telle que :
X = cNsxT (2.19)
la fonction d’ambiguïté, au nom réducteur puisqu’elle fournit à la fois des renseignements
sur les ambiguïtés mais également sur la résolution dans les différents domaines, généra-
lisée au domaine retard-espace-Doppler, s’écrit :
χ(τ,θ,νd) = s†(θ,νd)
(
(x(−τ)⊗ cNs)◦
(
x∗⊗ cNs
))
= s†(θ,νd)
(
xˇ(−τ)⊗ cNs
) (2.20)
La notation xˇ correspond à la notion de « mélange » qui dans le cas τ = 0 équivaut à une
démodulation.
Afin de se rapprocher de la forme usuelle de la fonction d’ambiguïté, restreinte au do-
maine retard-Doppler, il est possible d’écrire :
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χ(τ,θ,νd) = s†(θ,νd)vec
(
ˇX(−τ))
=
NdNs∑
l=1
vecl
(
ˇX(−τ))z−(E( lNs )−1)d r(l/Ns−1)−1∏
i=1
z−1si+1,i
=
NdNs∑
l=1
vecl
(
ˇX(−τ))s∗l (θ,νd) (2.21)
On vérifie que, si l’on fait maintenant abstraction du domaine spatial (Ns = 1, θ = 0),
l’expression précédente se résume à :
χ(τ,νd) = s†(νd)x(−τ)◦x∗
= s†(νd)xˇ(−τ)
=
Nd∑
l=1
xˇ(−τ)z−(l−1)d (2.22)
La figure 2.3 présente la fonction d’ambiguïté d’un signal DV B−T réel.
FIG. 2.3: Fonction d’ambiguïté d’un signal DV B−T
Domaine fréquentiel χ(0, νd)
La coupe suivant l’axe des fréquences Doppler de la fonction d’ambiguïté du signal étudié
pendant Tic est donnée par l’expression :
χ(0, νd) =
Nd∑
l=1
|xl|2e−2 jpiνd l (2.23)
L’équation (2.23) montre que χ(0, νd) est en fait la transformée de Fourier du carré du
module de x.
Le faible nombre de pics s’explique par la constance de la densité spectrale de puissance
du signal de référence. Une expression approchée est :
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χ(0, νd) =
sin(piTicνd)
piTicνd
= sinc(Ticνd) (2.24)
La figure 2.4 permet de comparer cette expression théorique au résultat issu de l’acquisi-
tion de signaux réels.
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FIG. 2.4: Représentation de χ(0, νd).
Domaine temporel χ(τ, 0)
Compte-tenu de l’expression de la fonction d’ambiguïté, sa coupe suivant l’axe temporel,
restreinte au temps d’observation, est en théorie donnée par l’expression :
χ(0, νd) =
Nd∑
l=1
xl (−τ)x∗l (2.25)
On y reconnaît la fonction d’autocorrélation de x représentée sur la figure 2.5.
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FIG. 2.5: Représentation de χ(τ, 0).
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Effet des composantes déterministes
La figure 2.5 présente la fonction d’autocorrélation d’un signal DV B−T réel pour lequel
Tg = Tu32 . On y note la présence de pics créés par l’insertion de l’intervalle de garde et des
porteuses pilotes.
Si l’on s’intéresse à la corrélation sur un temps symbole OFDM, les pics situés à 298µs
et 596µs correspondent à la corrélation entre les porteuses pilotes du symbole considéré.
Ceux à 298µs+Tg, 596µs+Tg et 896µs+Tg sont issus de la corrélation entre les porteuses
pilotes du symbole considéré et celles du symbole adjacent.
Enfin, le pic apparaissant à 896µs provient de l’intercorrélation des éléments de l’inter-
valle de garde principalement mais également de celle entre les porteuses pilotes du sym-
bole o et du symbole o−1.
Le premier pic susceptible de créer une ambiguïté correspond à une distance bistatique
(DER− (DET + DT R)) de 89,4km. Les ambiguïtés ne compromettront donc pas la détec-
tion pour un système moyenne portée et a fortiori courte portée.
Les porteuses de signalisation ne générent quant à elles pas d’ambiguïté puisqu’elles oc-
cupent des positions aléatoires au sein d’un symbole.
2.5.4 Résolution distance bistatique
La résolution distance bistatique est définie comme le paramètre traduisant l’aptitude à
séparer deux éléments situés entre deux courbes isodistance consécutives. La valeur de
cette fauchée est donnée par la formule [31] :
∆rβ =
c
2Bcos(β2 )
(2.26)
2.5.5 Résolution Doppler
Dans le cas d’une application bistatique, la capacité à discerner deux cibles en exploitant
leur différence de vitesse est donnée, pour un temps d’intégration cohérent Tic (cf. §2.6.1)
par l’expression [31] :
∆vβ =
λ
2Tic cos(β2 )
(2.27)
2.5.6 Intérêt des signaux OFDM
Un grand nombre d’émetteurs d’opportunité sont disponibles sur le territoire national
voire sur les champs de bataille potentiels. Nombreux sont également ceux qui ont déjà
fait l’objet d’une étude dans le cadre de la détection passive. Après avoir étudié l’uti-
lisation des sources d’opportunité de type GSM [18, 19] alors que les émetteurs T NT
n’étaient pas encore déployés en France, nous nous sommes focalisés sur cette nouvelle
source du fait de :
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X la large couverture spatiale,
X la permanence des émissions et la constance de puissance émise,
X la largeur de bande de fréquences importante (7.61MHz dans le cas du mode 8K)
conduisant à une résolution distance de l’ordre de 20m à comparer à celle de la
radiodiffusion FM, 1.5km à 6km, de la radiodiffusion numérique (Digital Audio
Broadcasting (DAB)), 200m ou encore de la télévision analogique en cours de dis-
parition, 3km,
X la forte puissance d’émission (plusieurs kilowatts),
X l’importance des gains de traitement potentiels.
2.6 Signaux reçus
Après avoir présenté les spécificités de la forme d’onde utilisée, il convient de s’intéresser
à celles du signal reçu.
2.6.1 Cube de données
Chacun des traitements présentés ultérieurement sera supposé correspondre à un temps
d’acquisition dit temps d’intégration cohérent Tic. Un gain supplémentaire de traitement
par post-intégration ou intégration non-cohérente est envisageable mais ne sera pas abordé.
L’intégration cohérente est, par définition, réalisée alors que la cible reste dans une unique
case distance-Doppler dont la taille est directement liée à la résolution dans chacun des
domaines. Ce temps est donc limité du fait de la taille de cette zone, elle-même fonction
de la bande du signal émis, de la configuration bistatique et des caractéristiques de la cible
(vitesse notamment).
Il est ainsi possible de distinguer, la migration d’une case vitesse à l’autre et celle d’une
case distance à une autre.
Le temps d’intégration limité par la migration Doppler, Tdmax , peut être estimé à partir de
l’équation [31] :
vTmax
λ (δθRmax +δθEmax)≤ δ fdmax (2.28)
avec vTmax la vitesse maximale de la cible, δθRmax la variation angulaire entre le vecteur
vitesse −→v Tmax et le vecteur
−→RT et δθEmax la variation angulaire entre −→v Tmax et
−→ET .
Il est ainsi possible d’écrire :
δθRmax =
vTmaxTdmax
DRT
(2.29)
et
δθEmax =
vTmaxTdmax
DT E
(2.30)
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En pratique, δ fdmax est choisi au cinquième de la résolution Doppler bistatique ∆ f β [22]
avec :
∆ fβ = 1kTdmax
(2.31)
Le paramètre k est quant à lui estimé à partir de la largeur du lobe principal de la fonction
d’ambiguïté suivant l’axe temporel. Dans le cas du DV B−T , k = 0.82 [22] :
Tdmax ≤
1
vTmax
√
λDET DRT
5k(DET +DRT )
(2.32)
A titre d’exemple, le choix de vTmax = 600ms−1, λ = 0.59m et DEC = DRC = 50km conduit
à Tdmax = 100ms.
Le temps d’intégration cohérente peut également être limité par la migration d’une case
distance à une autre. Trmax est alors solution de [34] :
vTmaxTrmax ≤ ∆rβ (2.33)
A nouveau, à titre d’exemple et pour β = 110◦, Trmax est égal à 60ms.
Le traitement peut également être limité par la manœuvrabilité de la cible [34]. Sa valeur
minimale s’exprime alors, de façon approchée par :
Tw =
λ
Lwmax
(2.34)
L représentant la longueur de la cible et wmax son taux de virage. L’indétectabilité d’un
radar passif tend à améliorer la valeur de Tw. Les cibles les plus manœuvrantes telles que
les avions de chasse n’ont en effet aucune raison d’entamer une évasive face à une menace
qu’ils ne perçoivent pas.
A titre de comparaison, le tableau suivant présente les limitations inhérentes au GSM et
au DV B−T . Celui-ci a été obtenu avec :
X une longueur de cible de 15m,
X un taux de virage de 1˚/s,
X une vitesse radiale de 300ms−1.
Tw Tr Td
GSM 0.6s 6s 0.1s
DV B−T 1,1s 60ms 0.1s
TAB. 2.2: Comparaison des temps d’intégration cohérente GSM/DV B−T
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Si l’on fait abstraction des limitations liées à l’acquisition et à l’exploitation de grands
volumes de données, on voit ici que le temps de cohérence sera relativement élevé dans le
cas de l’exploitation de signaux GSM. Il sera en revanche possible de tirer avantage de la
cohérence des signaux pendant une période plus restreinte dans le cas du DV B−T .
Il convient néanmoins de rappeler que d’autres propriétés de la forme d’onde associée au
DV B−T font de ce type d’émetteur un candidat beaucoup plus intéressant.
A cette durée d’acquisition correspond un certain nombre d’échantillons temporels Nd tels
que Tic = Ndfe , fe étant la fréquence d’échantillonnage.
La partie spatiale du traitement présuppose quant à elle la mise en œuvre d’un certain
nombre d’antennes Ns auxquelles correspondent autant de chaînes de réception.
Enfin, le traitement ayant pour but de balayer les différentes hypothèses distance, corres-
pondant à la position supposée de la cible, les données sont généralement représentées
sous la forme d’un cube.
Nous préférerons la transposition de cet ensemble au domaine de détection, c’est-à-dire
à celui du traitement pour lequel le trinôme échantillon temporel-antenne-distance cor-
respond à celui de fréquence Doppler (ou sa version réduite νd)-fréquence spatiale (θ,
éventuellement réduite dans le cas d’une antenne linéaire uniforme ALU, νs)-retard (τ).
2.6.2 Modélisation du signal reçu
Le signal total reçu par le réseau antennaire est supposé être constitué du signal directe-
ment reçu de l’émetteur si celui-ci est en vue directe, du signal de fouillis de sol, de celui
des cibles éventuelles et du bruit thermique.
Nous choisissons de le représenter sous la forme qui semble la plus naturelle : celle d’une
matrice. Les lignes (indice i) correspondent aux Ns chaînes de réception et les colonnes
(indice l) aux échantillons temporels.
Le signal de fouillis de sol YC est quant à lui constitué de la contribution globale de Nr
cases distance génératrices d’interférences à travers les multitrajets. Chaque case distance
est elle-même constituée de Nr,p patchs modélisables par une amplitude αr,p révélatrice du
coefficient local de réflectivité, un retard τr = rfe , un vecteur directionnel spatial ss associé
à un angle θp.
Dans le cas le plus général d’un récepteur en mouvement, chaque point du sol est virtuel-
lement animé d’un mouvement du fait du déplacement relatif du porteur par rapport au
sol. Il est ainsi nécessaire d’introduire un vecteur directionnel temporel sd(νdr,p) traduisant
cet effet Doppler :
YC =
Nr∑
r=1
Nr,p
∑
p=1
αr,pss(θp)
(
x(−τr)◦ sd(νdr,p)
)T (2.35)
avec l’expression générale :
x(−τr) =
[
x
(
1− r
fe
)
, x
(
2− r
fe
)
, · · · , x
(
Nd − r
fe
)]T
(2.36)
Notons que le terme correspondant à r = 1 représente le trajet direct.
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Dans le cas d’un récepteur fixe pour lequel l’agitation interne du fouillis serait négligée,
il n’est en revanche pas nécessaire de prendre en compte le vecteur directionnel temporel
(νdr,p = 0, sd(νdr,p) = 1Nd ∀r ∈ [1 : Nr] et p ∈ [1 : Nr,p]) de telle sorte que :
YC =
Nr∑
r=1
Nr,p
∑
p=1
αr,pss(θp)xT (−τr) (2.37)
Les paramètres du signal de cible YT sont l’amplitude complexe α, l’angle d’arrivée θ, la
fréquence Doppler réduite νd et le retard bistatique τ.
Le bruit thermique est représenté par la matrice N. Le signal global d’interférence (fouillis
plus bruit thermique) est quant à lui représenté par la matrice B.
L’expression du signal reçu est ainsi :
Y = YT +YC +N
= YT +B (2.38)
avec :
YT = αss (θ)
(
x(−τ)◦ sd(νd)
)T
= α
(
cNs ⊗xT (−τ)
)◦ (ss (θ)⊗ sTd (νd))
= αX(−τ)◦ (ss (θ)⊗ sTd (νd)) (2.39)
2.6.3 Récupération du signal de référence
Nous ne rentrerons volontairement pas dans le détail des opérations visant à obtenir, au
niveau du récepteur, un signal qui soit la représentation la plus fidèle possible de celui
émis. Ces phases comme la synchronisation (temporelle ou fréquentielle) et l’égalisation
du canal de propagation n’en demeurent pas moins essentielles et ont occupé une part
importante du temps consacré à ces travaux de recherche.
Synchronisation temporelle
La première des fonctions que le récepteur doit réaliser est la synchronisation temporelle,
sur chacun des éléments d’antenne.
Le préfixe cyclique contenu dans le symbole OFDM peut être utilisé pour ce faire. Soit
l’autocorrélation du signal reçu sur l’antenne i, Yi :
Ci,l =
Ng
∑
g=1
Yi,l+gY
∗
i,l+g+Nu (2.40)
Ng et Nu représentent respectivement le nombre d’échantillons de l’intervalle de garde et
Nu = No−Ng celui correspondant à un symbole avant l’insertion du préfixe.
La valeur de l pour laquelle |Ci,l| est maximale correspond au début de l’intervalle de
garde du symbole OFDM.
Il est possible de faire une économie de calculs en remarquant que pour chaque nouvel
échantillon, un seul terme est ajouté à la somme alors qu’un autre lui est soustrait. L’équa-
tion (2.40) devient :
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Ci,l = Ci,l−1− tl + tl+Ng (2.41)
avec
tl = Yi,lY
∗
i,l+Nu (2.42)
La détermination de la position du pic peut être améliorée en utilisant un algorithme de
seuillage adaptatif. Pour chaque symbole, deux points l1 et l2, intersections de |Ci,l| et
du seuil, sont extraits et la position du pic de corrélation choisie à travers la moyenne
l = (l1 + l2)/2. Le seuil peut être obtenu par filtrage passe-bas de |Ci| et représente alors
la puissance moyenne de corrélation. Il est à noter que la valeur du seuil est maintenue
entre l1 et l2.
Détermination de la taille de l’intervalle de garde
La détermination de la taille de l’intervalle de garde est nécessaire à l’égalisation qui n’est
effectuée que sur la partie utile et non sur cette redondance.
La taille de ce préfixe peut être déterminée même si le récepteur n’a d’autre information
à sa disposition que la corrélation due à cette partie du signal. L’algorithme utilisé est
initialisé avec la valeur minimale de Ng ce qui conduit, si cette valeur n’est pas la bonne,
à un élargissement de la plage de corrélation et à une diminution du pic de corrélation.
Le même principe que celui utilisé pour localiser le pic est ensuite mis en œuvre sur
No symboles successifs. L’estimé de la valeur de Ng est ensuite déduite des positions du
premier l1 et dernier pic lNo :
N̂g =
lNo − l1−NoNu
No
(2.43)
La valeur définitive est celle donnée dans la norme régissant le DV B−T (ET SI EN 300
744 v 1.5.1 2004-06) se rapprochant de cet estimé.
Synchronisation fréquentielle
La synchronisation fréquentielle a pour objet de compenser le décalage en fréquence
entre l’oscillateur de l’émetteur et celui du récepteur. Elle permet d’envisager un démulti-
plexage cohérent. L’offset en fréquence peut s’exprimer comme la somme d’un multiple
de l’espacement entre porteuse (δ f = 1Tu ) et d’une fraction de cet écart ε f :
∆ f = nδ f δ f + ε f (2.44)
Détermination du décalage fréquentiel. Si l’on prend désormais en considération le
décalage fréquentiel que peut subir le signal reçu, il convient de remplacer Yi,l par :
Yi,le
j2pil ε ffe (2.45)
On déduit alors de l’équation (2.40) :
Ci,l = e− j2piNu
ε f
fe
Ng
∑
g=1
Y ∗i,l+gYi,l+g+Nu (2.46)
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A la valeur d’indice correspondant à un maximum de corrélation Yi,l+g = Yi,l+g+Nu , la
valeur de la somme sur Ng donne donc un nombre réel. En remarquant de plus que :
Nu
fe = Tu =
1
∆ f (2.47)
on déduit ε f de la phase de Ci aux instants de maximum de corrélation de sorte que :
ε f = δ f
∠Ci,l|Ci,l=maxl (Ci,l)
2pi
(2.48)
Une fois cette correction effectuée, il convient de déterminer nδ f . Si l’on note O f ,l la
valeur, à la fréquence d’indice f , de la transformée de Fourier du symbole OFDM o,
l’indicateur K défini comme suit :
Kk = ∑
f∈CP
Oo, f +kO∗o, f +k (2.49)
est maximum pour k = nδ f du fait de la supériorité de puissance des porteuses « continuous
pilots » (CP) d’un facteur 169 par rapport à celles véhiculant des données.
Les valeurs successives de k dépendent quant à elles du domaine de recherche de la valeur
maximale de K. Un indice de confiance peut être obtenu en comparant K(nδ f ) à la valeur
de l’indicateur pour le second indice candidat. Si le rapport dépasse 16/9 la valeur de nδ f
sera alors considérée comme fiable.
Egalisation
La méthode choisie pour l’égalisation du signal reçu sur une voie dite de référence passe
par quatre opérations successives :
X une estimation partielle du canal de propagation,
X une interpolation dans le domaine temporel,
X une autre dans le domaine fréquentiel,
X et enfin, l’opération d’égalisation à proprement parler.
Le signal Yo,p reçu par l’antenne de référence peut être modélisé par le signal émis cor-
respondant au symbole OFDM o et à la sous-porteuse p, Xo,p, modifié par la réponse
fréquentielle complexe du canal, Ho,p et entaché de bruit. Il est ainsi possible d’écrire :
Yo,p = Ho,pXo,p +Bo,p (2.50)
38 CHAPITRE 2. CONTEXTE, ÉTAT DE L’ART ET NOTIONS GÉNÉRALES
Estimation partielle du canal de propagation. Les valeurs de Xo,p étant connues pour
les sous-porteuses correspondant aux pilotes dispersées, il est possible d’estimer la ré-
ponse fréquentielle complexe du canal de propagation à ces mêmes positions à partir de
l’équation (2.50). Compléter cette estimation, partielle à cette étape du processus nécessite
d’interpoler Ho,p dans le domaine temporel puis fréquentiel.
Interpolation dans le domaine temporel. Conformément à la norme régissant le DV B−
T la périodicité des porteuses dispersées est de 4 symboles OFDM. L’estimation des don-
nées sur les porteuses de même indice pour les trois symboles manquants est obtenue par
un filtre à réponse impulsionnelle finie (RIF).
Interpolation dans le domaine fréquentiel. La périodicité fréquentielle des porteuses
dispersées étant, pour un même symbole, de 12Tu et compte-tenu du décalage fréquentiel
du motif de ces mêmes porteuses d’un symbole à l’autre ( 3Tu ), l’objectif de l’interpolation
dans le domaine fréquentiel est de fournir une estimation, pour chaque symbole, des don-
nées émises sur les deux sous-porteuses situées entre celles sur lesquelles les opérations
précédentes ont porté. Cette interpolation est également réalisée par l’intermédiaire d’un
filtre RIF .
Egalisation et reconstitution du signal complet. La valeur de Ho,p étant maintenant
connue, l’opération d’égalisation revient à diviser les données reçues des différents sym-
boles et sur les différentes sous-porteuses par celles de la réponse fréquentielle du canal.
Il convient ensuite de dupliquer la partie correspondant au préfixe cyclique afin de la
concaténer avec la partie utile.
2.7 Présentation des travaux de recherche
En filigrane de ce mémoire se trouve la démarche progressive mise en œuvre. L’étude
de données réelles obtenues à partir d’un récepteur fixe a ainsi non seulement conduit à
développer une méthode spécifique en l’absence de mouvement mais également :
X fournit de précieux renseignements sur la nature des environnements pouvant être
rencontrés,
X nourrit la réflexion sur la façon d’adapter les traitements spatio-temporels adapta-
tifs (Space-time Adaptive Processing STAP) à la nature particulière des signaux à
bruit.
Les limitations à prendre en considération ont orienté les recherches d’une part vers la
prise en compte du caractère non-Gaussien de l’environnement et d’autre part vers les
méthodes dites non-statistiques. Enfin, l’établissement du lien entre ces dernières et l’es-
timation spectrale a permis de proposer une nouvelle approche dans le cadre de la réjec-
tion du fouillis, susceptible de répondre à bon nombre de difficultés rencontrées lors de
l’estimation statistique des interférences.
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Notre contribution au vaste mais encore peu exploré domaine d’étude que constitue la
détection passive bistatique par des radars à bruit [22, 21] sera décrite, dans le cas d’une
antenne linéaire lacunaire, à travers :
X l’adaptation à notre étude des outils en traitement du signal (cf. chapitre 3),
X puis, dans le cas d’un récepteur fixe, à travers :
X le développement, pour des formes d’onde quelconques, et la validation sur si-
gnaux réels de type DV B−T , d’une méthode de réjection de fouillis et de loca-
lisation de cibles mobiles (cf. §3.1 et chapitre 4),
X l’étude des propriétés statistiques de données réelles de fouillis de sol dans le
cadre d’un radar passif bistatique à émetteur de type DV B−T (cf. paragraphes
4.2.1 et 4.2.2),
X et enfin, dans le cas d’un récepteur mobile, à travers :
X l’adaptation aux signaux à bruit de méthodes de réjection de fouillis spatio-
temporelles adaptatives (cf. §3.2), et la comparaison de leurs avantages et in-
convénients respectifs (cf. §5.1),
X l’adaptation et la généralisation au cas de cibles multiples, de l’association d’une
méthode de réjection en dimension réduite (Joint Domain Localized (JDL)) et
d’une méthode non-statistique (Direct Data Domain (D3)) focalisée sur la seule
case distance-Doppler sous test (cf. paragraphes 3.8 et 3.9),
X la preuve de faisabilité de l’association des méthodes JDL, D3 et de l’adaptation
du traitement aux propriétés statistiques dans le cas d’un environnement non-
Gaussien (cf. §5.1),
X le développement d’une nouvelle méthode de réjection itérative du fouillis (cf.
paragraphes 3.10.4 et 3.10.5) et la confrontation de ses performances avec celles
des méthodes décrites précédemment (cf. §5.2).
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Chapitre 3
Adaptation des outils
3.1 Outils adaptés à la localisation (récepteur fixe)
3.1.1 Filtrage de Wiener et réjection du fouillis de sol
Un des principaux défis pour la détection de cibles consiste à rejeter la source d’interfé-
rence naturelle, a priori la plus puissante : le fouillis de sol YC.
Sous l’hypothèse d’un récepteur et d’un émetteur fixes et d’un fouillis quasi statique,
c’est-à-dire dont la fréquence temporelle se situe autour de 0Hz, nous proposons d’ap-
pliquer, sur chaque élément d’antenne, un filtrage de Wiener adapté à la forme d’onde
considérée.
A partir de l’équation (2.35), l’estimé de l’échantillon temporel numéro l reçu du fouillis
sur l’antenne numéro i, parmi Ns, peut s’écrire :
YCi,l =
Nr∑
r=1
Nr,p
∑
p=1
αr,p
i−1
∏
k=0
zsk+1,k(θp)x
(
l− r +1
fe
)
=
Nr∑
r=1
x
(
l− r +1
fe
) Nr,p
∑
p=1
αr,p
i−1
∏
k=0
zsk+1,k(θp)
=
[N1,p
∑
p=1
α1,p
i−1
∏
k=0
zsk+1,k(θp), · · · ,
NNr,p
∑
p=1
αNr,p
i−1
∏
k=0
zsk+1,k(θp)
]

x
(
l−N1fe
)
x
(
l−N2fe
)
.
.
.
x
(
l−Nr−N1+1fe
)

Si, pour commencer, nous considérons que chacune des Nr premières cases distance
contribue au fouillis global et puisque le trajet direct correspond, en général, à une des
contributions principales (cf. figure 4.5) alors N1 = 0 et l’expression précédente devient :
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YCi,l =
[N1,p
∑
p=1
α1,p
i−1
∏
k=0
zsk+1,k(θp), · · · ,
NNr,p
∑
p=1
αNr,p
i−1
∏
k=0
zsk+1,k(θp)
]

x
(
l
fe
)
x
(
l−1
fe
)
.
.
.
x
(
l−Nr+1fe
)

= w†Cixl+Nr:l+1 (−τNr) (3.1)
L’objectif du filtrage de Wiener est, dans ce cas, d’estimer, pour chaque antenne le vecteur
de coefficients wCi contenant les Nr amplitudes complexes de chaque isodistance, elle-
même constituée, rappelons le, des différents patchs. L’estimation du fouillis ŶC est ensuite
soustraite du signal reçu.
Mathématiquement, cela revient à minimiser l’erreur quadratique moyenne (EQM) sur Ne
échantillons définie par :
ei =
1
Ne
Ne∑
l=1
|w†Cixl+Nr:l+1 (−τNr)−Yi,l|2 (3.2)
L’expression théorique des Nr coefficients associés à l’antenne i est :
wCi = R
−1
x rxYi (3.3)
Celles de la matrice de covariance du signal de référence et du vecteur d’intercorrélation
entre ce dernier et le signal reçu sont respectivement données par les formules :
Rx = E{xx†} (3.4)
et
rxYi = E{Y ∗i,lx} (3.5)
En pratique, l’estimation de ces éléments statistiques est obtenue à travers :
R̂x =
1
Ne
Ne+Nr−1∑
l=Nr
xl+Nr:l+1 (−τNr)x†l+Nr:l+1 (−τNr) (3.6)
et
r̂xYi =
1
Ne
Ne+Nr−1∑
l=Nr
Y ∗i,lxl+Nr:l+1 (−τNr) (3.7)
Le nombre d’échantillons temporels Ne nécessaire à cette estimation est lié à la stationna-
rité estimée de la scène (cf. §4.2.1).
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3.1.2 Filtrage de Wiener et localisation de cible
A l’issue de la réjection du fouillis de sol, le signal représenté sous la forme de la matrice
Z = Y− ˆYC, est supposé ne plus abriter que la cible et le bruit thermique.
La méthode de Wiener peut être à nouveau utilisée afin d’optimiser la réponse d’un filtre
dans la direction temporelle supposée d’une cible (hypothèse Doppler), νd , et ce pour
chaque hypothèse distance τ.
L’ensemble des antennes est alors mis à contribution, ce qui confère à ce filtre son carac-
tère spatial. Si l’on fait l’hypothèse d’une cible dont le retard vaut :
τ =
t
fe (3.8)
l’erreur quadratique moyenne à minimiser est désormais :
e(τ,νd) =
1
Ne
Ne∑
l=1
|w†s (τ,νd)Zt+l−1− xl sdl(νd)|2
=
1
Ne
Ne∑
l=1
|w†s (τ,νd)Zt+l−1− xdl |2 (3.9)
La notation Zt correspond à la colonne numéro t du signal et donc à l’échantillon temporel
numéro t reçu sur les Ns antennes et filtré. La notation xd correspond quant à elle à la
version Dopplerisée de la réplique du signal de référence.
L’expression théorique des Ns coefficients de filtre est :
ws(τ,νd) = R−1Zt rxdZt (3.10)
Les expressions de la matrice de covariance du signal dans lequel le fouillis a été rejeté
et du vecteur d’intercorrélation entre ce dernier et la réplique du signal émis, retardée et
Dopplerisée sont respectivement données par les formules :
RZt = E{Zt+l−1
(
Zt+l−1
)†
} (3.11)
et
r
xdZt = E{(xdl )∗Zt+l−1} (3.12)
En pratique, l’estimation de ces éléments statistiques est obtenue à travers :
ˆRZt =
1
Ne
Ne∑
l=1
Zt+l−1
(
Zt+l−1
)†
=
1
Ne
Z[t:t+Ne−1]
(
Z[t:t+Ne−1]
)†
(3.13)
et
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rˆ
xdZt =
1
Ne
Ne∑
l=1
(
xdl
)∗
Zt+l−1
=
1
Ne
Z[t:t+Ne−1]
(
xNe ◦ sd(νd)
)∗ (3.14)
Le vecteur de filtrage conduisant à la détection Doppler s’écrit donc :
ws(τ,νd) = R−1Zt
(
Z[t:t+Ne−1]
(
xNe ◦ sd(νd)
)∗) (3.15)
En utilisant l’égalité :
M1 (v1 ◦v2) =
(
M1 ◦
(
cNs ⊗vT2
))
v1 (3.16)
avec la matrice M1 ∈ CNs×Ne et v1 et v2 deux vecteurs colonne ∈ CNe×1, ws(τ,νd) peut
être écrit :
ws(τ,νd) = R−1Zt
((
Z[t:t+Ne−1] ◦
(
cNs ⊗x†Ne
))
s∗d(νd)
)
= R−1Zt
((
Z[t:t+Ne−1] ◦M[t:t+Ne−1]
)
s∗d(νd)
)
= R−1Zt
(
ˇZ[t:t+Ne−1]s∗d(νd)
)
(3.17)
Cette réécriture fait apparaître la matrice de « mélange » M et a pour intérêt de mieux
faire comprendre le fonctionnement du filtrage. Le mélange conduit en effet à démoduler
le signal filtré en supprimant le terme de phase due non pas à l’effet Doppler mais à la
nature aléatoire du signal.
Il est à noter que le même raisonnement pourrait être mené dans le domaine temporel dans
la perspective d’une localisation spatiale. En notant Zi la ligne numéro i de la matrice Z,
l’erreur quadratique moyenne à minimiser serait dans ce cas :
e(τ,νs) =
1
Ns
Ns∑
i=1
|w†d(τ,νs)ZTi − xssi(νs)|2
=
1
Ns
Ns∑
i=1
|w†d(τ,νs)ZTi − xsi |2 (3.18)
La notation xs correspond à la réplique du signal de référence pointée dans la direction
spatiale νs.
Le vecteur de Nd coefficients de filtre permettant la localisation dans le domaine spatial
s’écrirait :
wd(τ,νs) = R−1ZTi
r
xsZTi
(3.19)
avec notamment :
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ˆRZi =
1
Ns
Ns∑
i=1
ZTi Z∗i (3.20)
Cette méthode ne sera pas utilisée puisque le nombre d’éléments d’antenne sur lequel
l’estimation est réalisée est faible, et que la taille de la matrice ˆRZi (Nd ×Nd) à inverser
conduit à un temps de calcul important.
Nous lui préférerons des méthodes d’estimation spectrale (cf. §3.10), notamment la mé-
thode Amplitude and Phase EStimation (APES) (cf. §3.10.4) qui aura non seulement le
mérite de compléter la localisation des cibles en fournissant la position angulaire (cf.
§4.2.4) mais qui nous conduira également à envisager l’utilisation de telles méthodes pour
rejeter le fouillis de sol après estimation des contributions qui le constituent (cf. §5.2).
3.1.3 Mise en évidence de l’efficacité du filtrage de Wiener en cascade
Le signal ayant été filtré et le vecteur de pondération maximisant la sortie du processus de
localisation ayant été déterminé, la visualisation de l’efficacité de la réjection du fouillis,
comme de la localisation, est obtenue, pour chaque hypothèse distance τ et hypothèse
Doppler νd , conformément à l’équation (3.9), en formant le diagramme distance-Doppler :
α(τ,νd) =
Ne∑
l=1
w†s (τ,νd)Zt+l−1(xdl )
∗
= w†s (τ,νd)
Ne∑
l=1
Zt+l−1(xdl )
∗
= w†s (τ,νd)rˆxdZt (3.21)
Les résultats de l’application de cette méthode à la détection passive seront présentés dans
la partie 4.
3.2 Outils adaptés à la localisation (récepteur mobile)
3.2.1 Généralisation des traitements spatio-temporels aux signaux à
bruit
Comme nous avons eu l’occasion de le voir dans le §3.1.2, une manière de compenser
l’évolution de phase d’un échantillon temporel à l’autre due à la nature même du signal,
indépendamment de l’effet Doppler, consiste à travailler à partir de la version que nous
qualifierons de « mélangée » du signal reçu, définie dans [23] :
ˇY(τ) = Y(τ)◦
(
cNs
⊗x†
)
(3.22)
ou de façon analogue :
yˇ(τ) = y(τ)◦ (x∗⊗ cNs) (3.23)
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3.2.2 Traitements spatio-temporels adaptatifs
La généralisation de la fonction d’ambiguïté au domaine retard-Doppler-angle, décrite au
§2.5.3, peut être vue, si l’on remplace le signal de référence par celui reçu, comme la
réponse optimale à une interférence qui se résumerait à du bruit blanc.
Dans cette partie, nous étendons cette optimisation au cas le plus général.
Si l’on considère :
X zˇ(τ,θ,νd) = vec
(
ˇZ(τ,θ,νd)
)
, la sortie du filtrage spatio-temporel adaptatif du si-
gnal mélangé, dans la direction (θ,νd) et pour l’isodistance bistatique correspon-
dant au retard τ,
X le vecteur de coefficients wˇ associé à ce filtrage,
X la sortie zˇT du même filtrage relative à la seule partie du signal de cible yT ,
X la sortie zˇB associée aux autres contributions à savoir les interférences (bruit ther-
mique, fouillis, brouilleur, source discrète),
le rapport signal à bruit plus interférences, RSBI peut s’écrire :
RSBI(τ,θ,νd) =
|zˇT (τ,θ,νd)|2
E{|zˇB|2}
=
|wˇ†yˇT (τ,θ,νd)|2
E{|wˇ†yˇByˇ†Bwˇ|}
=
|wˇ† ˇR 12 ˇR− 12 yˇT (τ,θ,νd)|2
wˇ† ˇRwˇ
≤
(
wˇ† ˇRwˇ
)(
yˇ†T ˇR−1yˇT
)
wˇ† ˇRwˇ
= yˇ†T ˇR
−1yˇT (3.24)
L’égalité est atteinte pour ˇR 12 wˇ ∝ ˇR− 12 yˇ†T ou de façon équivalente :
wˇ ∝ ˇR−1yˇ†T (3.25)
ˇR = EΩa{|yˇByˇ†B|} est la matrice de covariance théorique des interférences et du bruit, après
mélange, issue de l’estimation sur l’ensemble des cases distances adjacentes homogènes
Ωa.
Le signal spatio-temporel reçu de la cible yT correspond à la version du signal de réfé-
rence pointant dans la direction spatio-temporelle de celle-ci :
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yT ∝ vec
(
X◦ (ss (θ)sTd (νd)))
= (x⊗ cNs)◦ s(θ,νd) (3.26)
et
yˇT = yT ◦ (x∗⊗ cNs)
∝ (x⊗ cNs)◦ s(θ,νd)◦ (x∗⊗ cNs)
∝
(‖x‖2⊗ cNs)◦ s(θ,νd) (3.27)
La sortie du filtre adapté s’écrit ainsi :
zˇ(τ,θ,νd) = wˇ†yˇ
∝
(
ˇR−1yˇT
)† yˇ
∝
(
ˇR−1
(‖x‖2⊗ cNs)◦ s(θ,νd))† yˇ
∝
(
ˇR−1
(
s(θ,νd)◦
(‖x‖2⊗ cNs)))† yˇ (3.28)
En utilisant l’égalité (3.16), zˇ peut être écrit :
zˇ(τ,θ,νd) ∝
[(
ˇR−1 ◦
(
cNsNd ⊗
(‖x‖2⊗ cNs)T))s(θ,νd)]† yˇ (3.29)
On note au passage la simplification obtenue dans le cas où seule la phase du signal
fluctue (amplitude constante), cNsNd ⊗
(‖x‖2⊗ cNs)T ∝ 1NsNd . Cette simplification n’a pas
lieu d’être dans le cas du signal DV B−T qui utilise une modulation d’amplitude de type
MAQ.
Le sous-échantillonnage et le filtrage passe-bas associé conduisent néanmoins à ce résul-
tat.
Ces deux opérations sont tout d’abord indissociables d’un temps de traitement raisonnable
en majeure partie dû à l’inversion de la matrice ˇR.
Les contributeurs quels qu’ils soient (cibles mobiles, sources discrètes d’interférences au
sol, fouillis de sol ou de mer,...) induisent de plus des fréquences Doppler bien plus faibles
que la fréquence d’échantillonnage. Le signal peut donc être sous-échantillonné moyen-
nant un filtrage passe-bas comme suggéré dans [35] sans que cela n’affecte la résolution
distance du radar. Le facteur de sous échantillonnage sera noté S.
La notation ˜ sera utilisée pour rendre compte de l’emploi de ces deux opérations.
La fréquence Doppler réduite à l’issue de ce traitement sera ainsi notée ν˜d = νdS.
Les deux opérations que sont le filtrage passe-bas et le sous-échantillonnage jouent donc
un rôle primordial qui va bien au delà du « simple » allégement de la charge de calcul
liée à la diminution de taille des données traitées. Associées à la démodulation du signal
de référence (cf. équation (3.22)), elles permettent de tendre vers les résultats d’un signal
quasi-continu, de faibles fluctuations d’amplitude et dont la fluctuation de phase tempo-
relle n’est plus liée à la nature aléatoire du signal mais au seul effet Doppler.
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Le traitement associé au filtrage passe-bas et au sous-échantillonnage peut être modélisé
par la matrice :
S
(
νd
)
= e− jpi(S−1)νd
sin
(
piνd
)
sin
(
piν˜d
)

cS 0S · · · · · · 0S
0S cS 0S · · · 0S
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0S · · · · · · 0S cS

= ι
(
νd
)
I Nd
S
⊗ cS (3.30)
Le terme correctif représenté par :
ι
(
νd
)
=
1
∑k=0S−1 e2 jpikνd
(3.31)
est indispensable à la compensation de l’effet du sous-échantillonnage sur le vecteur di-
rectionnel temporel. Il permet en effet d’écrire :(
sTd
(
νd
)
S
(
νd
))T
= s˜d
(
ν˜d
) (3.32)
Désormais, le traitement portera donc sur le signal :
˜Y
(
τ,νd
)
= ˇY(τ)S
(
νd
)
= ι
(
νd
)
ˇY(τ)S
= ι
(
νd
)
˜Y(τ) (3.33)
On notera à la lecture de l’équation précédente que la prise en considération d’un signal
filtré, sous-échantillonné et démodulé pour chaque hypothèse temporelle ˜Y
(
τ,νd
)
ne sera
pas nécessaire. Il suffira en fait de considérer un même signal ˜Y(τ) et de lui appliquer la
correction correspondant à l’hypothèse Doppler.
˜X et ˜N(τ) seront définis de façon semblable à partir de ˇX et ˇB(τ) respectivement.
Le nombre de blocs issus du pré-traitement sera noté ˜Nd =
Nd
S .
A l’issue de ces opérations de pré-traitement, l’équation (3.29) devient :
z˜(τ,θ, ν˜d) = w†y˜ (3.34)
∝
[(
˜R−1 ◦
(
cNs ˜Nd
⊗ (‖x˜‖2⊗ cNs)T)) s˜(θ, ν˜d)]† y˜ (3.35)
or
‖x˜‖2 =
((‖x‖2)T S)T
≈ c
˜Nd
(3.36)
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et par conséquent
cNs ˜Nd
⊗ (‖x˜‖2⊗ cNs)T ≈ 1Ns ˜Nd (3.37)
L’association des équations (3.34), (3.35) et (3.37) conduit à :
w(τ,θ, ν˜d) ∝ ˜R−1s˜(θ, ν˜d) (3.38)
Il est de plus intéressant de noter que :
˜YT = ˇYS
=
((
ss s
T
d
)◦‖X‖2)S
∝
((
ss s
T
d
)
S
)◦ (‖X‖2S)
∝
(
ss s˜
T
d
)◦‖ ˜X‖2
∝
(
ss s˜
T
d
)◦1Ns ˜Nd
∝
(
ss s˜
T
d
) (3.39)
d’où
y˜T = vec
(
˜YT
)
∝ s˜ (3.40)
Cette dernière équation traduit la localisation spatio-temporelle d’une cible.
La dernière équation fait donc apparaître la nécessaire estimation des interférences à tra-
vers leur matrice de covariance. Il convient donc de s’intéresser aux principes de cette
estimation.
3.2.3 Estimation
Test d’hypothèse binaire
Le problème de détection radar peut être modélisé par un test d’hypothèse binaire [36]
qui prend ici la forme :
H1 :

y˜(τ) = αvec
(
˜X
)◦ s˜(νs, ν˜d)+ vec( ˜B(τ))
= αx˜◦ s˜(νs, ν˜d)+ ˜b(τ)
y˜(τa) = ˜b(τa), a = 1, · · · ,Na
(3.41)
H0 :

y˜(τ) = ˜b(τ)
y˜(τa) = ˜b(τa), a = 1, · · · ,Na
(3.42)
Na représente le nombre de cases adjacentes sur lesquelles sera effectuée l’estimation.
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L’hypothèse H0 correspond à la seule présence d’interférences et de bruit, alors que pour
H1 la cible est également présente.
Deux catégories de données sont distinguées. Celle dite « primaire » y˜(τ) ∈C ˜Nd Ns corres-
pondant à la case distance en cours d’étude, appelée également case « sous test », et celles
dites « auxiliaires » y˜(τa). C’est à partir de cette seconde catégorie et plus particulière-
ment des cases distance statistiquement homogènes avec la case sous test que l’estimation
des interférences sera réalisée. Les vecteurs y˜(τa) sont supposés indépendants entre eux
et indépendants de la donnée primaire. L’amplitude de la cible α est quant à elle supposée
inconnue et déterministe.
La détection se traduit par le dépassement d’un seuil ρ. Celui-ci est à la fois fonction de
la probabilité de détection Pd et de la probabilité de fausse alarme Pf a recherchées.
Le détecteur est quant à lui défini par le Rapport de Vraisemblance Généralisé (RV G) noté
Λ(y˜, αˆ) et défini par la relation :
Λ(y˜, αˆ) = p(y˜, αˆ/H1)
p(y˜,H0)
H1
>
<
H0
ρ(Pd, Pf a) (3.43)
Estimation de la matrice de covariance
Comme nous l’avons vu dans le §3.2.2, l’optimisation du rapport signal à bruit, pour des
signaux qui s’apparentent à du bruit, conduit à l’application d’un vecteur de filtrage w˜
lui-même fonction de ˜R. On doit à Reed, Mallett et Brennan [37] la première méthode de
filtrage adaptatif tendant vers le filtrage optimal (impliquant la connaissance parfaite de la
matrice de covariance des interférences). Cette méthode suppose, pour notre cas d’étude,
des données secondaires en nombre suffisant (card(Ωa)Na > ˜Nd Ns). La matrice ˜R est
alors remplacée par son estimation au sens du maximum de vraisemblance (Maximum
Likelihood Estimate, MLE) sur les Na cases auxiliaires de telle sorte que :
ˆ
˜R =
1
Na
Na∑
a=1
y˜(τa)y˜†(τa) (3.44)
3.2.4 Matrice de covariance des interférences
Soit YC(τa) un des signaux reçus du fouillis de sol, participant à l’estimation de la matrice
de covariance des interférences. La case adjacente correspondante, associée au retard τa,
est supposée posséder des propriétés statistiques homogènes avec la case distance suppo-
sée de la cible.
Conformément au modèle de signal adopté, nous pouvons écrire :
YC(τa) =
Nr
∑
r=1
Nr,p
∑
p=1
αr,pss (θr,p)
(
x(τa− τr)◦ sd(νdr,p)
)T
(3.45)
Détaillons maintenant la partie du signal reçue sur l’antenne i :
YCi(τa) =
Nr
∑
r=1
Nr,p
∑
p=1
αr,p
i−1
∏
k=0
zsk+1,k(θr,p)
(
x(τa− τr)◦ sd(νdr,p)
)T
(3.46)
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Le produit de mélange, appliqué au signal de fouillis et destiné à opérer sa démodulation,
est défini par :
ˇYC(τa) = YC(τa)◦
(
cNs ⊗x†
)
(3.47)
et
ˇYCi(τa) = YCi(τa)◦x†
=
Nr
∑
r=1
Nr,p
∑
p=1
αr,p
i−1
∏
k=0
zsk+1,k(θr,p)
(
x(τa− τr)◦x∗ ◦ sd(νdr,p)
)T
(3.48)
Les opérations de sous-échantillonnage et filtrage passe-bas conduisent à :
y˜Ci(τa) =
(
yˇTCi(τa)S
)T (3.49)
Rappelons que S est la matrice de sous-échantillonnage et filtrage passe-bas que nous
avons généralisée à une direction temporelle νd . Elle est définie à l’équation (3.30) et :
S = ι(0)I
˜Nd
⊗ cNs
= I
˜Nd
⊗ cNs (3.50)
L’évaluation de l’échantillon numéro l du signal de fouillis :
y˜Cil(τa) =
1
S
S
∑
s=1
yˇCi,s+(l−1)S(τa)
se développe comme suit :
y˜Ci,l(τa) =
1
S
S
∑
s=1
Nr
∑
r=1
Nr,p
∑
p=1
αr,p
i−1
∏
k=0
zsk+1,k(θr,p)xs+(l−1)S (τa− τr)x∗s+(l−1)S sds+(l−1)S(νdr,p)
=
1
S
Nr
∑
r=1
Nr,p
∑
p=1
αr,p
i−1
∏
k=0
zsk+1,k(θr,p)
S
∑
s=1
x
s+(l−1)S (τa− τr)x∗s+(l−1)S sds+(l−1)S(νdr,p)
La matrice de covariance théorique du fouillis est quant à elle représentée par :
˜RC = E
{
vec( ˜YC(τa))vec†( ˜YC(τa))
}
(3.51)
L’opération d’ordonnancement des colonnes de ˜YC(τa) l’une sous l’autre, symbolisée par
l’opérateur vec fait correspondre les indices de lignes i et n et de colonne l et m de cette
matrice aux indices t et u de ˜RC tels que t = i+(l−1)Ns et u = n+(m−1)Ns.
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L’élément de la ligne t et de la colonne u de ˜RC vaut ainsi :
˜RCtu = EΩa
{
˜YCi,l(τa) ˜Y
†
Cn,m(τa)
}
= EΩa

1
S
Nr
∑
r=1
Nr,p
∑
p=1
αr,p
i−1
∏
k=0
zsk+1,k(θr,p)
S
∑
s=1
xs+(l−1)S (τa− τr)x∗s+(l−1)S sds+(l−1)S(νdr,p)
 · · ·
1
S
Nr
∑
r=1
Nr,p
∑
p=1
α∗r,p
n−1
∏
k=0
z∗sk+1,k(θr,p)
S
∑
s=1
x∗s+(m−1)S (τa− τr)xs+(m−1)S s∗ds+(m−1)S(νdr,p)


= EΩa

1
S
Na,p
∑
p=1
αa,p
i−1
∏
k=0
zsk+1,k(θa,p)
S
∑
s=1
xs+(l−1)Sx
∗
s+(l−1)S sds+(l−1)S(νda,p) · · ·
+
1
S
Nr
∑
r=1
r 6=a
Nr,p
∑
p=1
αr,p
i−1
∏
k=0
zsk+1,k(θr,p)
S
∑
s=1
xs+(l−1)S (τa− τr)x∗s+(l−1)S sds+(l−1)S(νdr,p)
 · · ·
1
S
Na,p
∑
p=1
α∗a,p
n−1
∏
k=0
z∗sk+1,k(θa,p)
S
∑
s=1
x∗s+(m−1)Sxs+(m−1)S s
∗
ds+(m−1)S(νda,p) · · ·
+
1
S
Nr
∑
r=1
r 6=a
Nr,p
∑
p=1
α∗r,p
n−1
∏
k=0
z∗sk+1,k(θr,p)
S
∑
s=1
x∗s+(m−1)S (τa− τr)xs+(m−1)S s∗ds+(m−1)S(νdr,p)

 (3.52)
Nous avons de plus, ∀v ∈ [1 : ˜Nd ] :
lim
S→∞
1
S
S
∑
s=1
x
s+(v−1)S(τa− τr)
τa 6=τr
x∗
s+(v−1)S sds+(v−1)S(νdr,p)
= E
{
x
s+(v−1)S(τa− τr)
τa 6=τr
x∗
s+(v−1)S sds+(v−1)S(νdr,p)
}
(3.53)
x
s+(v−1)S(τa− τr)
τa 6=τr
, x∗
s+(v−1)S et sds+(v−1)S(νdr,p) sont trois variables pour les deux premières
aléatoires et toutes trois indépendantes entre elles.
Il vient donc :
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lim
S→∞
1
S
S
∑
s=1
x
s+(v−1)S(τa− τr)
τa 6=τr
x∗
s+(v−1)S sds+(v−1)S(νdr,p)
= E
{
x
s+(v−1)S(τa− τr)
τa 6=τr
}
E
{
x∗
s+(v−1)S
}
E
{
sds+(v−1)S(νdr,p)
}
= E
{
x
s+(v−1)S(τa− τr)
τa 6=τr
}
E
{
x∗
s+(v−1)S
}
E
{
sds+(v−1)S(νdr,p)
}
= E
{
x
s+(v−1)S(τa− τr)
τa 6=τr
}
E
{
x∗
s+(v−1)S
} 1
ι(νdr,p)
s˜dv(ν˜dr,p) (3.54)
Compte-tenu de la nature même du signal de référence x :
E
{
x
s+(v−1)S(τa− τr)
τa 6=τr
}
= 0 (3.55)
E
{
x∗
s+(v−1)S
}
= 0 (3.56)
˜RCtu = EΩa

Na,p∑
p=1
αa,p
i−1
∏
k=0
zsk+1,k(θa,p)
S
∑
s=1
|x
s+(l−1)S |2sds+(l−1)S(νda,p)

Na,p∑
p=1
α∗a,p
n−1
∏
k=0
z∗sk+1,k(θa,p)
S
∑
s=1
|x
s+(m−1)S |2s∗ds+(m−1)S(νda,p)


Il est également possible de procéder à la décomposition :
S
∑
s=1
|x
s+(l−1)S |2sds+(l−1)S(νda,p) = σ2x
S
∑
s=1
sds+(l−1)S(νda,p)+
S
∑
s=1
(
|x
s+(l−1)S |2−σ2x
)
sds+(l−1)S(νda,p)
=
σ2x
ι(νda,p)
s˜ds+(l−1)S(ν˜da,p)+
S
∑
s=1
(
|x
s+(l−1)S |2−σ2x
)
sds+(l−1)S(νda,p)
L’application du théorème de Lindeberg [38] conduit à :
lim
S→∞
1
S
S
∑
s=1
(
|x
s+(l−1)S |2−σ2x
)
sds+(l−1)S(νda,p) = 0 (3.57)
Rappelons que Np est le nombre de portions composant une surface isodistance et αa,p
une valeur aléatoire liée à l’amplitude et la phase du signal rétrodiffusé par la portion
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considérée. Ce coefficient dépend non seulement des paramètres de la configuration bi-
statique (puissance émise, gain d’émission, distances et angle bistatiques) mais également
de la nature même du sol et de son coefficient local de rétrodiffusion σβa,p0 (cf. équation
(2.12).
E{|αa,p|2}= Pra,p =
PEGEa,pGRa,pλ2σβa,p
(4pi)3D2Ea,pD2Ra,pL
(3.58)
avec
σβa,p = Aa,pσ
βa,p
0 (3.59)
L’aire de fouillis, représentée par Aa,p, est fonction de la résolution distance :
∆rβa,p =
c
2Bcos βa,p2
(3.60)
et vaut :
Aa,p = ∆rβa,p
DRa,pθR3dB
cos
βa,p
2
(3.61)
Sous l’hypothèse d’isodistances homogènes (Na,p = Np, αa,p = αp) l’expression devient :
˜RCtu =
1
S2
Np
∑
p=1
Np
∑
q=1
E
{
αpα
∗
q
i−1
∏
k=0
zsk+1,k(θp)
n−1
∏
k=0
z∗sk+1,k(θq )
S
∑
s=1
|x
s+(l−1)S (0) |2sds+(l−1)S(νdp)
S
∑
s=1
|x
s+(m−1)S (0) |2s∗ds+(m−1)S(νdq)
}
=
1
S2
Np
∑
p=1
Np
∑
q=1
E
{
αpα
∗
q
} i−1∏
k=0
zsk+1,k(θp)
n−1
∏
k=0
z∗sk+1,k(θq )
σ2x
ι(νdp)
s˜dl(ν˜dp)
σ2x
ι∗(νdq)
s˜∗dm(ν˜dq)
=
σ4x
S2
Np
∑
p=1
Np
∑
q=1
σ2αpδpq
i−1
∏
k=0
zsk+1,k(θp)
n−1
∏
k=0
z∗sk+1,k(θq )ι(νdp)s˜dl(ν˜dp)ι
∗(νdq)s˜
∗
dm(ν˜dq)
=
σ4x
S2
Np
∑
p=1
σ2αp
i−1
∏
k=0
zsk+1,k(θp)
n−1
∏
k=0
z∗sk+1,k(θp)|ι(νdp)|2s˜dl(ν˜dp)s˜∗dm(ν˜dp) (3.62)
Enfin, il est important de noter que cette matrice présente une structure de type Toeplitz
puisque :
˜RCtu = ˜R
∗
Cut (3.63)
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3.2.5 Mise en évidence de l’efficacité des traitements
Diagramme de résultat
Le premier indicateur d’efficacité est le diagramme de résultat qui traduit, pour une case
distance considérée, d’une part la capacité de pointage dans la direction spatio-temporelle
choisie et d’autre par la réjection dans la direction des interférences. Ce diagramme est
représenté par la grandeur :
d(τ,νs, ν˜d) = w†(τ,νs, ν˜d)s(νs, ν˜d) (3.64)
Perte en rapport signal à bruit, SINRloss
En complément du diagramme de résultat, il est essentiel de disposer d’une mesure des
performances du filtrage spatio-temporel réalisé. Celle-ci s’obtient à travers le facteur
d’amélioration (Improvement Factor (IF) ou SINRloss), un facteur qui traduit la perte de
rapport signal à interférences + bruit lors du traitement. Il s’écrit donc :
IF =
SINRsortie
SINRentre´e
=
w†ss†w
w† ˜Rw
s†s
Tr( ˜R)
(3.65)
3.3 Caractéristiques des environnements
3.3.1 Environnements réels
Un environnement homogène serait caractérisé par une matrice de covariance des interfé-
rences partagée par la case distance sous test et les données secondaires. Dans les faits, ce
cas de figure est souvent mis en défaut et si un certain nombre de cases distance auxiliaires
partagent effectivement les mêmes propriétés statistiques que la case distance sous test,
leur nombre peut-être insuffisant et l’estimation par conséquent imparfaite.
A titre d’exemple considérons un réseau antennaire de seulement 4 éléments, un temps
d’acquisition de signaux d’opportunité de type DV B− T de l’ordre de 50ms dont les
échantillons sont acquis à fe = 647 MHz et un facteur de sous-échantillonnage S = 213.
Ces paramètres conduisent à une matrice de covariance de taille 220×220. Il serait donc
nécessaire de disposer, en théorie, de près de 440 cases distances homogènes soit, compte-
tenu de la résolution distance associée à ce type de signaux, une homogénéité sur 9km.
Un certain nombre d’études, restreint compte-tenu de la difficulté d’accéder à des don-
nées réelles, a ainsi mis en évidence les défauts engendrés par les inhomogénéités. Citons
l’étude comparative sur plusieurs types de terrains menée par De Maio et al. [39] ou celle
réalisée dans le cas d’un radar transhorizon [40].
La constance du taux de fausses alarmes y est mise à mal conduisant à une nécessaire aug-
mentation du seuil de détection et son corollaire, une chute de la probabilité de détection.
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3.3.2 Modèle d’inhomogénéité
Deux principales causes d’inhomogénéités semblent pouvoir être distinguées :
X celles engendrées par la configuration de mesure introduisant une dépendance en
distance de la relation spatio-temporelle de la répartition du fouillis de sol,
X celles liées à la nature même du champ d’acquisition et plus particulièrement du
support d’estimation.
Dépendance en distance de la répartition spatio-temporelle de la densité spectrale
(DSP) du fouillis
L’hypothèse de contributions des interférences dans les différentes cases distance indé-
pendantes identiquement distribuées joue un rôle primordial dans les traitements.
Si elle n’est pas compensée, la variation en distance de la répartition spatio-temporelle de
la DSP du fouillis induit une non-stationnarité et affecte l’efficacité des traitements.
Ceci est malheureusement souvent le cas pour des antennes circulaires [41], des antennes à
visée non latérale [42] et même avec un réseau linéaire, dans la plupart des configurations
bistatiques [43, 44, 45, 46].
Les conditions pour lesquelles le spectre de puissance du fouillis dans le domaine spatio-
temporel est indépendant de la distance, dans le cas d’une antenne linéaire uniforme,
d’une période de répétition constante (ce qui équivaut dans notre cas à une période d’échan-
tillonnage constante), et pour des vitesses horizontales sont décrites dans [47].
Dans le domaine spatial, la condition nécessaire est que le récepteur soit situé au sol
(supposé plat). Pour ce qui est du domaine temporel, le décalage Doppler lié au récepteur
est constant le long de toute droite dont il est l’origine.
Quant à l’émetteur, le décalage Doppler est indépendant de la distance lorsque :
X émetteur et récepteur se situent au même endroit du sol,
X l’émetteur est statique, ce qui est notre cas. Il engendre une fréquence Doppler
nulle et donc indépendante de la distance.
La figure 3.1 illustre à quel point cette dépendance peut rendre impérieux le recours à
une méthode de compensation ou à un autre principe de réjection de fouillis que nous
lui préférerons compte-tenu de son aspect novateur et que nous développerons en partie
5. On y voit en effet la fluctuation du couplage angle-Doppler (νs/ν˜d) en fonction de
l’isodistance choisie.
Cette figure a été réalisée avec les paramètres suivants : f0 = 506MHz,−→D RE =
(
0;2×104;0)),
vR = 100ms−1, zT = 9000m, ϕnvR = 50◦, θnvR = 0◦,
−→v E = vE−→x et vE = 100ms−1.
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FIG. 3.1: Dépendance en distance du fouillis de sol
Inhomogénéité des réflexions du sol
Les inhomogénéités des réflexions du sol sont elles-mêmes liées :
X à la fluctuation de l’étalement Doppler du fouillis. La sous-estimation de ce phé-
nomène conduit tout naturellement à une perte en SINR mise en évidence dans [48]
et [49] et qui est d’autant plus importante que la puissance de fouillis est forte et la
cible proche de la zone de fouillis,
X à la présence au sein du support d’estimation de cibles ou plus généralement de
réflecteurs. La haute résolution accroît encore ce problème. Leur nombre peut éga-
lement être conséquent dans le cas de radars de surveillance dont le domaine de
couverture spatiale est par définition très étendu. L’existence de cibles, que nous
qualifierons d’auxiliaires puisque présentes dans les cases distance du même nom,
spatio-temporellement proches de la cible d’intérêt peut conduire à la réjection de
celle-ci,
X à la présence au sein même de la case distance sous test de réflecteurs particuliers
(routes, hangars, etc.). Ce cas est particulièrement pénalisant puisque, par construc-
tion la plupart des méthodes estiment les interférences autour de celle-ci et non à
l’intérieur,
X à la transition brutale de la nature du fouillis connue sous le terme de clutter edges
(que nous traduirons par « crêtes de fouillis »). Celle-ci, que nous aurons d’ailleurs
l’occasion de mettre en évidence sur des signaux réels, se traduit par la brusque
chute ou élévation du niveau de fouillis lors de la progression en distance. Ce phé-
nomène apparaît notamment en cas d’interface sol/mer, urbain/rural et a également
un fort impact sur les performances des détecteurs [48, 50, 49],
X à la fluctuation des propriétés statistiques du fouillis.
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Il semble important de noter que ces causes plaident toutes, comme la dépendance en
distance, pour une méthode qui se focaliserait sur la case distance sous test et serait donc
insensible aux fluctuations de la nature du fouillis.
Avant de proposer une telle méthode, la possibilité d’appliquer, dans un environnement
non Gaussien, les principales méthodes, adaptées aux signaux s’apparentant à du bruit,
sera tout d’abord étudiée.
Parmi la multitude de méthodes développées pour les radars classiques, nous proposons
l’adaptation d’un certain nombre d’entre elles. La sélection a été faite de manière à couvrir
le large spectre des principes de traitement à savoir :
X l’adaptation de la matrice de covariance à l’environnement : Diagonal Loading
(DL) [51, 52], pondération de la matrice de covariance ou Covariance Matrix Ta-
per (CMT ) [53, 54, 55, 56, 57, 58, 59], matrice du Point Fixe ou Fixed Point (FP)
[60, 61, 62],
X la réduction de rang [63] : Principal Components (PC), Relative Importance of Ei-
genbeam (RIE) [59] et Cross Spectral Metric (CSM) [64],
X la réduction de dimension : Joint Domain Localized (JDL) [65], associée à la dif-
férenciation des données homogènes et inhomogènes [66, 67],
X l’utilisation de la seule case sous test : Direct Data Domain (D3) [68, 69, 70, 71],
X l’association d’une méthode statistique et non statistique : JDL−D3 [70].
Le principe, tout à fait novateur à notre connaissance, d’utilisation de méthodes d’esti-
mation spectrale (Capon, APES), dans le but de rejeter le fouillis de sol est également
proposé.
3.4 Adaptation de la matrice de covariance
3.4.1 Diagonal Loading (DL)
La méthode de « forçage de la diagonale » (Diagonal loading, DL) consiste à ajouter une
valeur adéquate aux éléments diagonaux de la matrice de covariance. Elle permet donc de
s’affranchir des éventuels problèmes liés à l’inversion matricielle.
Cette méthode offre en outre une opportunité d’allégement du support d’estimation. Ce
dernier est en effet directement lié au rang de la matrice de fouillis ˜RC qui en l’occurrence
est réduit.
A titre d’exemple, le nombre de modes dominants à prendre en compte a été évalué pour
une antenne à visée latérale et un radar pulse Doppler à [72] :
rang
(
˜RC
)≈ Ns +( ˜Nd −1)ψ (3.66)
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Le paramètre ψ représente la pente du fouillis de sol dans une représentation spatio-
temporelle (ν˜d = ψνs).
Elle permet en outre de s’affranchir d’une mauvaise adaptation du vecteur directionnel
[73, 74].
La figure 3.2 fournit une représentation des valeurs propres d’une matrice de covariance de
fouillis construite à partir du modèle de fouillis développé et tenant compte des opérations
de pré-traitement.
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FIG. 3.2: Représentation des valeurs propres de ˜RC
Le choix de la valeur à ajouter aux éléments diagonaux de la matrice est néanmoins délicat
[75].
Ce terme correctif δ tel que :
˜RDL = ˜R+δ2INs ˜Nd (3.67)
peut être choisi :
X indépendamment des données, dans le cadre d’un DL fixe.
Cette approche ne sera pas choisie puisqu’elle suppose une connaissance a priori
des caractéristiques du matériel (variance de bruit thermique σ2B) de l’environne-
ment (variance du fouillis σ2C) particulièrement difficile voire impossible à obtenir,
X ou de façon « dynamique » [76] en établissant un lien direct entre δ et l’erreur
d’estimé de la matrice, elle même estimée par le biais de l’écart-type des éléments
diagonaux d’où :
δ2 = ε(d( ˜R)) (3.68)
Les résultats de l’application de cette méthode seront notamment présentés au §5.1.
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3.4.2 Pondération de la matrice de covariance
Les raisons qui poussent à l’étude de l’application d’une pondération de la matrice de
covariance des interférences sont nombreuses mais peuvent être regroupées autour de leur
objectif commun : rendre le filtrage plus robuste. Cette méthode est ainsi intéressante
face à un brouilleur en déplacement pour lequel le filtrage aurait été optimisé pour une
précédente position ou vitesse ou pour la réjection d’un fouillis dont l’étalement spectral
serait plus étendu dans la case sous test que dans les cases auxiliaires.
La pondération peut être représentée sous la forme du produit de Hadamard de la matrice
˜R avec celle de pondération P, elle même construite à partir des matrices de pondération
temporelle D et éventuellement spatiale lorsqu’un nombre suffisant de chaînes de récep-
tion est disponible, ce qui n’est pas notre cas.
L’expression de la matrice P est ainsi :
P = D⊗1Ns (3.69)
avec
Dk,l =
sinc(∆d|k− l|)
pi
avec (k, l) ∈ [1 : ˜Nd ] (3.70)
Le paramètre ∆d permet de régler l’élargissement de la zone de réjection temporelle afin
de résister aux fluctuations de répartition des interférences évoquées précédemment.
A l’issue de ce traitement, la matrice de covariance des interférences est remplacée par :
˜R◦P (3.71)
Les résultats de l’application de cette méthode seront notamment présentés au paragraphe
5.1.3.
3.5 Matrice du point fixe
L’adaptation de la méthode dite du point fixe doit être l’occasion d’aborder la modélisation
du fouillis de sol par des processus dits « Spherically Invariant Random Process (SIRP) ».
3.5.1 Présentation des Processus Aléatoires Sphériquement Invariants
ou SIRP
La modélisation des interférences auxquelles doit faire face tout radar s’inspire souvent
du modèle Gaussien, semblable à la seule source de bruit contre laquelle il est difficile de
lutter si ce n’est par l’apport d’un soin tout particulier au système d’acquisition : le bruit
thermique.
De nombreuses campagnes de mesures de fouillis de sol ou de mer, conduites par des
organismes tels que le Massachusetts Institute of Technology (MIT ), l’Office National
d’Etudes et Recherches Aérospatiales (ONERA) ou encore celles présentées dans [77, 78,
79, 80, 81, 82, 83, 84] ont mis en évidence des statistiques du fouillis qui diffèrent de ce
modèle.
Ce phénomène, qualifié de Spherically Invariant Random Process (SIRP), est d’autant
plus important :
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X que le pouvoir de résolution est grand,
X que les sites considérés sont bas,
X que la nature du terrain présente de fortes inhomogénéités (on parle ainsi de si-
gnaux de fouillis à caractère impulsionnel).
Les applications concernées sont notamment celles du SAR (Synthetic Aperture Radar),
de la détection de cibles mobiles à partir de traitements STAP HR (Space Time Adaptive
Processing Haute Résolution), ou encore celles sous couvert végétal (Foliage PENetra-
tion, FOPEN).
Dans de tels environnements, les détecteurs conventionnels, construits sur l’hypothèse
Gaussienne, sont mis en défaut à travers la dégradation du taux de fausses alarmes ou de
la probabilité de détection.
Les premières recherches portant sur la détection optimale en présence de fouillis non
Gaussien ont été initiées par A. Farina et al. [85].
A partir d’une modélisation de l’environnement par des processus complexes non Gaus-
siens comme les SIRV (Spherically Invariant Random Vectors), A. Farina, notamment, a
développé des stratégies optimales de détection cohérente. Celles-ci sont valables que
cette modélisation s’apparente à un modèle de fouillis K-distribué, Weibull, Laplace,
Student-t, Cauchy, Rice ou encore Rayleigh généralisé. Chacun d’entre eux se caracté-
rise par la modulation aléatoire au cours du temps de la puissance instantanée d’un bruit
Gaussien.
Cependant, les stratégies optimales de détection, obtenues après modélisation de l’envi-
ronnement par les SIRV , sont basées sur une parfaite connaissance a priori de sa sta-
tistique, et les détecteurs ne sont alors optimaux que si l’environnement suit le modèle
effectivement choisi.
Le travail de F. Pascal et J. P. Ovarlez [60, 61, 62] a eu pour objectif d’élaborer une straté-
gie de détection adaptée à tous les types de fouillis. Le détecteur n’est alors plus dépendant
du choix du modèle d’environnement et peut s’utiliser dans toutes les configurations. La
seule hypothèse est alors que l’environnement est modélisé par un processus SIRV , c’est-
à-dire un processus dit « composé », produit de deux composantes aléatoires appelées
speckle et texture.
Le speckle, dont le terme a été introduit par la communauté du SAR, est représenté par un
processus Gaussien complexe circulaire multi-dimensionnel, caractéristique des proprié-
tés de « cohérence » du radar.
La texture, interprétée quant à elle comme la variance du processus Gaussien, est une
variable aléatoire positive dont la densité caractérise spatialement les variations locales de
la puissance du fouillis.
Cette approche permet de modéliser un grand nombre de lois comme par exemple la K-
distribution ou la loi de Weibull, représentatives de la statistique de fouillis de mer ou de
terre.
Les recherches de F. Pascal et J. P Ovarlez s’affranchissent de la connaissance des carac-
téristiques du fouillis, comme la texture et la matrice de covariance des données. Pour ce
faire, un nouvel estimateur de la matrice de covariance du fouillis est introduit, l’estima-
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teur du point fixe (ou Fixed Point en anglais), F qui remplace la matrice R. Cet estimateur
est défini comme étant l’unique point fixe d’une fonction f . Il est obtenu de façon itérative.
Nous proposons dans cette partie d’étudier la possibilité d’adapter une telle méthode aux
cas des signaux qui s’apparentent à du bruit, d’en vérifier l’intérêt à travers notamment les
performances de détection et la propriété de Taux de Fausses Alarmes Constant (T FAC)
ou Constant False Alarme Rate (CFAR) quelque soit la texture (T FAC-texture ou CFAR-
texture) et quelque soit la matrice de covariance (T FAC-matrice ou CFAR-matrice) des
détecteurs construits avec la méthode du point fixe.
3.5.2 Les vecteurs aléatoires sphériquement invariants ou SIRV
Un processus aléatoire sphériquement invariant est un processus Gaussien non homogène
de puissance aléatoire. Plus précisément, un SIRV y˜C (nous reprenons la notation du signal
de fouillis prétraité, correspondant aux différentes cases distance) est le produit d’une va-
riable aléatoire t scalaire et positive, appelée la texture, et d’un vecteur aléatoire complexe
Gaussien v, appelé speckle de dimension NsNd , centré et ayant pour matrice de covariance
Rv = E{vv†}.
Il est ainsi possible d’écrire :
y˜C =
√
tv (3.72)
3.5.3 Estimation de la matrice du point fixe
Dans le cas le plus général d’une texture aléatoire d’une isodistance à une autre et confor-
mément à la méthode proposée dans ce document, consistant à travailler à partir du produit
de mélange, sous-échantillonné et filtré, la fonction de vraisemblance à maximiser est :
py(y˜ f (τ1), · · · , y˜(τNa); ˜F) =
Na∏
a=1
∫ +∞
0
1
(pita)Ns
˜Nd | ˜F|
e
− y˜†(τa) ˜F−1y˜(τa)ta pt(ta)dta (3.73)
y˜(τa) correspond au SIRV de isodistance « auxiliaire » a de texture associée ta.
L’annulation du gradient de l’équation (3.73) analogue à celle présentée dans [86] conduit
à :
ˆ
˜F =
1
Na
Na∑
a=1
hNs ˜Nd +1
(
y˜†(τa) ˆ˜F−1y˜(τa)
)
hNs ˜Nd
(
y˜†(τa) ˆ˜F−1y˜τa)
) y˜(τa)y˜†(τa) (3.74)
avec :
hNs ˜Nd (q) =
∫
∞
0
t−Ns ˜Nd e
−q
t pt(t)dt (3.75)
Le maximum de vraisemblance est tel que :
ˆ
˜F = f ( ˆ˜F) (3.76)
avec :
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f ( ˆ˜F) = Ns
˜Nd
Na
Na∑
a=1
y˜(τa)y˜†(τa)
y˜†(τa) ˆ˜F−1y˜(τa)
(3.77)
La solution est appelée estimateur du point fixe.
La matrice de covariance des interférences est construite à partir de l’algorithme défini,
pour l’indice d’itération k ∈ Nk, par :
ˆ
˜F(k+1) =
Ns ˜Nd
Na
Na∑
a=1
y˜(τa)y˜†(τa)
y˜†(τa)
(
ˆ
˜F(k)
)−1
y˜(τa)
(3.78)
Les résultats relatifs à l’emploi de cette méthode seront présentés aux paragraphes 5.1.2
et 5.1.4.
3.6 Réduction de rang
3.6.1 Méthodes Principal Components (PC) et Single Value Decom-
position (SV D)
La première des méthodes dont il est intéressant d’étudier le comportement dans le cas
des radars à bruit est la méthode PC. Celle-ci repose sur une décomposition de la matrice
de covariance en composantes principales. Cette méthode dépend des données. Elle ne dé-
pend en revanche pas de la direction spatio-temporelle d’intérêt (on parle d’une méthode
indépendante du signal). Elle conduit ainsi à une optimisation indépendante du vecteur
directionnel considéré. Le critère de conservation des éléments contribuant de la façon
la plus significative à ˜R est un critère d’énergie dont le maximum correspond aux k plus
grandes valeurs propres λi et à leur vecteur propre associé vi.
La mise en œuvre de cette méthode consiste donc à ordonnancer ces valeurs propres avant
de les sélectionner puis de calculer l’inverse de la matrice de covariance à partir de la ma-
trice diagonale contenant leur inverse notée Dλ−1 et celle, notée V, contenant les vecteurs
propres classés dans le même ordre que celui des valeurs propres et telle que V[i] = vi avec
i ∈ [1 : k]. De façon plus précise, la relation qu’entretiennent ces matrices est la suivante :
˜R−1 = VD[1:k]λ−1 V
† (3.79)
Une variante, la méthode SV D, utilise la décomposition :
˜R = OPQ† (3.80)
et
˜R−1 = O[1:k]
(
P[1:k]
)−1(Q[1:k])† (3.81)
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3.6.2 Méthode Relative Importance of Eigenbeam (RIE)
L’application du même principe que celui qui régit la méthode précédente peut conduire
à un algorithme dit RIE, dépendant du signal au prix d’une modification du critère de
sélection. L’inverse de la matrice de covariance peut en effet être mis sous la forme :
˜R−1 = INs ˜Nd −
k
∑
i=1
λi−λmin
λi
vi v
†
i (3.82)
Rappelons que le vecteur des poids optimaux w peut s’écrire :
w = ˜R−1s
=
INs ˜Nd −
˜Nd Ns∑
i=1
λi−λmin
λi
vi v
†
i
s
= s−
˜Nd Ns∑
i=1
λi−λmin
λi
(
v†i s
)
vi (3.83)
Dans ce cas, l’ordonnancement n’est plus seulement réalisé au regard des valeurs propres
mais au regard de la contribution à la réjection des interférences des paires valeurs propres-
vecteurs propres. Le critère s’écrit donc :
max
i
(λi−λmin
λi
|v†i s|
)
(3.84)
La figure 3.3 permet de distinguer les valeurs propres à prendre en compte (au nombre de
64 dans cet exemple).
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FIG. 3.3: Exemple d’estimation des valeurs propres contribuant de la façon la plus signi-
ficative à la réjection des interférences
Cette méthode constitue une avancée par rapport au mode de sélection des valeurs et
vecteurs propres de la méthode PC mais n’est en fait qu’une étape intermédiaire. L’abou-
tissement, consistant à choisir les valeurs propres et vecteurs propres en fonction de leur
influence sur le rapport signal à bruit, est représenté par la méthode CSM.
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3.6.3 Méthode Cross Spectral Metric (CSM)
L’objectif de la méthode Cross Spectral Metric est de modifier la méthode PC en la rendant
dépendante du signal. Elle estime le vecteur de poids w0 minimisant l’écart quadratique
entre la réponse dans le lobe principal pour la direction choisie, d0 = s˜†y˜, et celle dans les
lobes secondaires, w†0y˜0. Le vecteur y˜0 est issu du produit entre, d’une part la matrice de
blocage Bs˜ dans la direction définie par s˜ et telle que :
Bs˜s˜ = 0 ˜Nd Ns (3.85)
et d’autre part y˜.
La minimisation conduit à :
w0 = ˜R−1y˜0
ry˜0d0
(3.86)
La sélection des k valeurs propres associées à la matrice Ry˜0
telle que :
˜R−1y˜0
=
i=1
∑
˜Nd Ns−1
vi v
†
i
λi
(3.87)
ne se fait plus vis à vis de l’importance de ces dernières mais sur l’influence qu’elles ont
sur le rapport signal à bruit dont le dénominateur, à minimiser, est :
σ2d0 −
i=1
∑
˜Nd Ns−1
‖v†i ry˜0d0‖
2
λi
(3.88)
Le vecteur de pondération tel que la direction privilégiée soit bien pointée par s˜, tout en
rejetant les lobes secondaires, répond à l’équation :
w = s˜−B0w†0 (3.89)
En remarquant que :
Ry˜0 = B0
˜RB†0 (3.90)
il est possible de déduire l’inverse de la matrice de covariance des interférences :
˜R−1 = I
˜Nd Ns
−B†0 ˜R−1y˜0 B
†
0
˜R (3.91)
Il faut noter que la comparaison des méthodes nécessite que le nombre de valeurs propres
sélectionnées soit le même pour chacune d’entre elles.
Après la réduction de rang, il est intéressant d’étudier l’adaptation des méthodes de ré-
duction de dimension au cas de notre étude.
66 CHAPITRE 3. ADAPTATION DES OUTILS
3.7 Réduction de dimension
3.7.1 Méthode Joint Domain Localized (JDL)
La contrainte majeure évoquée précédemment et qui consiste à exploiter au mieux un
support d’estimation parfois pauvre en cases distance homogènes ainsi que la difficulté
posée par l’inversion d’une matrice de covariance de grande taille peuvent trouver une
réponse dans la méthode dite Joint Domain Localized (JDL) [65]. Celle-ci permet de
traiter les données après transformation depuis le domaine espace (éléments d’antenne) -
temps vers le domaine angle - Doppler à travers une transformée de Fourier discrète.
Le traitement adaptatif est alors restreint à une zone locale du domaine de transformation
réduisant ainsi de façon conséquente le nombre de degrés de liberté. L’allégement du
support de données nécessaires et de la charge de calcul sont ainsi atteints.
La zone de traitement est centrée sur la direction spatio-temporelle spécifiée et les in-
terférences y sont estimées. Cette région couvre ˙Ns directions spatiales et ˙˜Nd directions
temporelles.
Le choix de ˙Ns et ˙˜Nd est indépendant de Ns et ˜Nd .
La transformation d’un espace à l’autre est représentée par la matrice T. Celle-ci est de
dimension ˜Nd Ns× ˙˜Nd ˙Ns et s’écrit pour ˙˜Nd = ˙Ns = 3 (nous expliquerons ce choix ultérieu-
rement) :
T =
[
s˜d(ν˜d−1) s˜d(ν˜d0) s˜d(ν˜d1)
]⊗ [ss(θ−1) ss(θ0) ss(θ1)] (3.92)
ce qui traduit la localisation du traitement à un plan défini par [ν˜d−1 ν˜d0 ν˜d1]× [θ−1 θ0 θ1].
La matrice ˜R devient dans cette partie de l’espace :
˙
˜R = E{T†y˜(τa)y˜†(τa)T}= E{˙y˜(τa)˙y˜†(τa)} (3.93)
Elle est estimée de façon analogue à ˜R :
ˆ
˙
˜R =
1
˙Na
˙Na∑
k=1
˙y˜(τa)˙y˜†(τa) (3.94)
Sa dimension est ˙˜Nd ˙Ns× ˙˜Nd ˙Ns, avec ˙˜Nd ˙Ns ≪ ˜Nd Ns.
Considérer le cas ˙˜Nd = ˙Ns = 3 permet de n’estimer, en théorie, ˙˜R que sur un nombre de
cases distance allant de 18 à 36. Ceci correspond à des distances comprises entre 360 et
720m autour de la case sous test, dans le cas d’un signal DV B−T .
Le nombre d’opérations est quant à lui ramené de O (N3s ˜N3d ) à O ( ˙N3s
˙
˜N3d ).
Les poids optimaux s’écrivent quant à eux :
w˙ = ˙˜R−1T†s˜
= ˙˜R−1˙s˜ (3.95)
D’une façon synthétique, l’algorithme de la méthode JDL est le suivant :
X choisir la taille de la région d’étude à savoir ˙Ns et ˙˜Nd ,
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X fixer ˙Ns directions spatiales centrées sur celle considérée,
X réaliser de même dans le domaine temporel, c’est-à-dire choisir un jeu de ˙˜Nd Dop-
pler,
X pour chaque couple (angle-Doppler) :
X élaborer la matrice de transformation T (cf. équation (3.92)),
X opérer la transformation du cube de données dans l’espace angle-Doppler,
X estimer ˙˜R (cf. équation (3.94)),
X sélectionner les données qui seront considérées comme homogènes (cf. para-
graphe 3.7.2),
X calculer w˙ et la sortie du détecteur (cf. équation (3.95)),
X comparer le niveau du détecteur au seuil choisi.
3.7.2 Différenciation des données homogènes et inhomogènes
L’environnement de mesures peut être tel que les isodistances ne possèdent pas la même
distribution statistique que celle sous test. Leur prise en compte peut donc nuire à la qualité
de détection.
Rabideau et Steinhart [66] ont ainsi proposé une méthode de sélection des données in-
homogènes en vue de leur exclusion de l’estimation. Cette méthode, dénommée Power
Selected Training (PST ), s’appuie sur une discrimination en puissance des cases distance
adjacentes. Le caractère inhomogéne dépendant à la fois des différences de phase et d’am-
plitude (deux critères fusionnés dans la méthode PST ), une première amélioration consiste
à adapter aux signaux à bruit le détecteur de inhomogénéité utilisant la méthode dite de
Generalized Inner Product (GIP) proposée, dans le cas d’un radar pulse-Doppler, par Mel-
vin et Wicks [67].
Définissons tout d’abord le produit interne simple. Ce paramètre, mesurant la puissance
du signal dans la case r, est défini comme suit, dans le cas de l’application de la méthode
JDL :
ςr = ˙y˜T (τr)˙y˜∗(τr) (3.96)
Deux signaux peuvent donc avoir un produit interne équivalent alors que leur matrice de
covariance sont totalement différentes. L’exploitation de ce critère n’est donc pas perti-
nente dans le cas de la différenciation des cases distance homogènes et inhomogènes.
L’expression du produit interne généralisé est quant à elle :
ζr = ˙y˜T (τr) ˙˜R−1 ˙y˜∗(τr) (3.97)
Il est démontré dans [67] que les signaux dont les produits internes généralisés sont
proches d’une valeur moyenne peuvent être considérés comme homogènes.
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La figure 3.4 illustre, à partir de données simulées, la capacité de différenciation de quatre
cases distance abritant des inhomogénéités.
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FIG. 3.4: Différenciation des données homogènes et inhomogènes à partir du produit
mixte généralisé
Bien que constituant une amélioration vis à vis de la méthode PST , le GIP souffre de
son indépendance vis à vis du vecteur directionnel spatio-temporel et donc de la direction
d’observation correspondante [87].
Nous proposons donc de recourir au détecteur associé à la méthode JDL présenté dans
[88] et [89] et qui, généralisé aux signaux s’apparentant à du bruit s’écrit :
ΛM(τ,νs, ν˜d) =
| ˙w˜†(τ,νs, ν˜d)˙y˜(τ,νs, ν˜d)|2
s˙†(νs, ν˜d)
˙
˜R−1(τ,νs, ν˜d)s˙(νs, ν˜d)
(3.98)
L’écriture précédente a volontairement été conservée afin de signifier la dépendance du
vecteur poids, de la matrice de covariance et du vecteur de données vis à vis non seulement
de la case distance considérée comme c’est le cas de façon générale mais également vis à
vis de la direction spatio-temporelle considérée. Cette dépendance est créée par la matrice
de transformation.
La capacité de détection peut ainsi être améliorée en procédant en deux étapes :
X repérage des inhomogénéités par le test statistique,
X estimation de la matrice de covariance en excluant ces dernières.
La figure 3.5 met en évidence cette amélioration illustrée par la diminution du niveau
plancher des interférences autour de la cible T1 ainsi que des inhomogénéités Hi simulées
sous forme de cibles également.
Un certain nombre, ηg, de cases distance dites « de garde », situées à proximité immédiate
de celle sous test doivent également être exclues afin d’éviter l’influence d’un étalement
en distance de la cible. Nous proposons d’exploiter la largeur à 3dB des pics du test
statistique pour déterminer cette valeur. Ainsi, sur l’exemple traité, la non prise en compte
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FIG. 3.5: Amélioration de la détectabilité après avoir écarté les cases distance inhomo-
gènes de l’estimation de ˙˜R
de trois cases distance de part et d’autre de celle sous test correspond au compromis idéal.
A l’inverse, réduire cette valeur à une seule case adjacente conduit à une diminution de la
capacité de détection (cf. figure 3.6).
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FIG. 3.6: Diminution du gain en détectabilité pour ηg = 1
L’idée d’ajouter au mode de sélection une pondération privilégiant les cases adjacentes a
été proposée [90]. Nous ne l’utiliserons pas considérant que cette modification dénature-
rait tout le travail du GIP qui, indépendamment de toute autre considération, évalue de
façon « objective » la relation statistique qu’entretiennent les cases distance. Le principe
« subjectif » de modification est intuitivement compréhensible mais le risque est réel de
sélectionner une case distance que le GIP aurait initialement écartée et que le coefficient
de pondération aurait fait basculer dans le camp des bons candidats. Ajoutons que le choix
du coefficient de pondération est délicat et accroîtrait la « subjectivité ».
A l’issue de la différenciation, la détection au sein des cases distance considérées comme
homogènes est réalisée à partir de l’algorithme JDL. Celle dans les autres cases distance
(dans lesquelles l’inhomogénéité est supposée avoir été créée par des sources discrètes)
peut être obtenue à partir de l’hybridation d’une méthode statistique, la méthode JDL, et
d’une méthode capable de tenir compte de l’interférence ponctuelle, la méthode Direct
Data Domain D3 que nous allons maintenant aborder.
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3.8 Utilisation de la seule case sous test : méthode D3
3.8.1 Adaptation de la méthode aux signaux s’apparentant à du bruit
La méthode précédente, JDL, est inefficace en présence d’une source discrète d’interfé-
rence au sein de la case distance testée. La matrice de covariance des interférences est en
effet estimée sur des cases distance adjacentes qui ne portent pas en elles d’information
sur cette source.
La nécessité de prendre en compte de telles inhomogénéités a conduit au développement
d’une méthode, non statistique, utilisant la seule case distance en cours de test [68, 69, 70].
Nous en proposons ici la généralisation :
X aux signaux s’apparentant à du bruit,
X au cas de cibles multiples,
X aux antennes lacunaires.
A chaque direction spatio-temporelle correspond le couple (zs, z˜d) qui traduit le dépha-
sage d’une antenne à l’autre et d’un échantillon à l’autre avec :
z˜d(ν˜d) = e
j2piν˜d (3.99)
pour une antenne linéaire uniforme :
zs(νs) = e
j2piνs (3.100)
et pour une antenne linéaire lacunaire :
zsi+1,i(θ) = e j2pidi+1,i
sinθ
λ (3.101)
Si ˜Yi,l représente le signal reçu sur l’antenne i à l’instant l, les termes ˜Yi,l − z−1si,i−1 ˜Yi+1,l et
˜Yi,l − z˜−1d ˜Yi,l+1, ne contiennent que les termes d’interférence et de bruit.
La méthode D3 a donc pour objet de minimiser la puissance de ces termes tout en maxi-
misant le gain de traitement dans la direction spatio-temporelle en cours d’étude.
Le poids optimal dans le domaine spatial est ainsi solution du problème d’optimisation
suivant :
ws = arg max
ws , w
†
s ws =1
[
|w†s ssNs−1(νs)|
2−κs w†s ATs A∗s ws
]
(3.102)
avec
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As =

˜Y1,1− z−1s1,0 ˜Y2,1 . . . ˜YNs−1,1− z−1sNs−1,Ns−2 ˜YNs,1
˜Y1,2− z−1s1,0 ˜Y2,2 . . . ˜YNs−1,2− z−1sNs−1,Ns−2 ˜YNs,2
.
.
.
.
.
.
.
.
.
˜Y1, ˜Nd − z
−1
s1,0
˜Y2, ˜Nd . . .
˜YNs−1, ˜Nd − z
−1
sNs−1,Ns−2
˜YNs, ˜Nd

= ˜YT[1:Ns−1]−
(
c
˜Nd
zsNs−1(−θ)
)
◦ ˜YT[2:Ns] (3.103)
et
zs(θ) =
[
1,e j2pi
sin(θ)
λ d2,1 , . . . ,e j2pi
sin(θ)
λ dNs,Ns−1
]T
(3.104)
On notera, dans l’expression précédente, la prise en compte du caractère lacunaire de
l’antenne.
De façon analogue :
wd = arg max
wd , w
†
dwd=1
[
|w†d s˜d ˜Nd−1(ν˜d)|
2−κdw†dATd A∗dwd
]
(3.105)
avec
Ad =

˜Y1,1− z˜−1d ˜Y1,2 . . . ˜Y1, ˜Nd−1− z˜
−1
d
˜Y1, ˜Nd
˜Y2,1− z˜−1d ˜Y2,2 . . . ˜Y2, ˜Nd−1− z˜
−1
d
˜Y2, ˜Nd
.
.
.
.
.
.
.
.
.
˜YNs,1− z˜−1d ˜YNs,2 . . . ˜YNs, ˜Nd−1− z˜
−1
d
˜YNs, ˜Nd

= ˜Y[1: ˜Nd−1]− z˜−1d ˜Y[2:
˜Nd ] (3.106)
κs et κd sont des coefficients de réglage assurant le compromis entre maintien du gain dans
la direction de la cible (T ) et niveau de réjection de l’interférence dans la case distance
(I). Nous verrons dans le §3.9 les effets d’un mauvais compromis.
ws et wd correspondent respectivement aux plus grandes valeurs propres des matrices :
ssNs−1s
†
sNs−1 −κs A
T
s A∗s (3.107)
et
s˜d
˜Nd−1
s˜†d
˜Nd−1
−κdATd A∗d (3.108)
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Le maintien du gain dans la direction spatio-temporelle considérée « mobilise » un degré
de liberté. Ceci explique que les matrices précédentes, traduisant la volonté de rejeter l’in-
terférence, soient respectivement de dimension (Ns−1×Ns−1) et
(
˜Nd −1× ˜Nd −1
)
. Le
vecteur de poids optimaux spatio-temporel est donc obtenu à partir de l’équation :
w =
[
wd
0
]
⊗
[
ws
0
]
(3.109)
3.8.2 Généralisation dans le cas de cibles multiples
Dans le cas de NT cibles, les vecteurs de pondération spatiaux ou temporels sont solutions
du problème d’optimisation :
ws = arg max
ws , w
†
s ws =1
[|w†s
NT∑
k=1
ssNs−NT (νsk)|2−κs w†s ATs A∗s ws ] (3.110)
wd = arg max
wd , w
†
dwd=1
[|w†d
NT∑
k=1
s˜d
˜Nd−NT
(ν˜dk)|2−κdw†dATd A∗dwd] (3.111)
avec ssNs−NT (respectivement s˜d ˜Nd−NT ) les Ns−NT (respectivement
˜Nd −NT ) premiers élé-
ments du vecteur directionnel spatial (respectivement temporel) dans la direction de la
cible numéro k.
κs et κd conservent leur rôle de réglage entre le maintien du gain dans la direction de
pointage et le niveau de réjection de l’interférence.
Les vecteurs ws et wd correspondent au vecteur propre associé à la valeur propre maximale
des matrices :
NT∑
k=1
ssNs−NT
(νsk)s
†
sNs−NT
(νsk)−κs ATs A∗s (3.112)
et
NT∑
k=1
s˜d
˜Nd−NT
(ν˜dk)s˜
†
d
˜Nd−NT
(ν˜dk)−κdATd A∗d (3.113)
La perte n’est plus d’un mais de NT degrés de liberté conduisant à :
w =
[
wd
0NT
]
⊗
[
ws
0NT
]
(3.114)
Sous les hypothèses Ns ≥ NT + 1 et ˜Nd ≥ NT + 1, la construction des matrices d’inter-
férences résiduelles nécessite l’obtention des coefficients spatiaux et temporels γsk et γdk
(1≤ k ≤ NT ) tels que :
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Asi,l =
NT∑
k=1
γsk( ˜Yl+k−1,i− z−1s1 ˜Yl+k,i) = 0 (3.115)
avec 1≤ i≤ ˜Nd et 1≤ l ≤ Ns−NT et
Adi,l =
NT∑
k=1
γdk( ˜Yi,l+k−1− z˜−1d1 ˜Yi,l+k) = 0 (3.116)
avec 1≤ i≤ Ns et 1≤ l ≤ ˜Nd −NT .
γs1 et γd1 peuvent être normalisés par convention. L’indice k variera désormais de 2 à NT .
Le regroupement des termes associés à chaque amplitude complexe des cibles (αk) conduit
à la résolution des systèmes :
1+ γs2zs2 + γs3z
2
s2 · · ·+ γsNT zNT−1s2 = 0 coefficient de α2
1+ γs2zs3 + γs3z
2
s3 · · ·+ γsNT zNT−1s3 = 0 coefficient de α3· · ·
1+ γs2zsNT + γsd3z
2
sNT
· · ·+ γsNT zNT−1sNT = 0 coefficient de αNT
1+ γd2 z˜d2 + γd3 z˜
2
d2 · · ·+ γdNT z˜
NT−1
d2 = 0 coefficient de α2
1+ γd2 z˜d3 + γd3 z˜
2
d3 · · ·+ γdNT z˜
NT−1
d3 = 0 coefficient de α3
· · ·
1+ γd2 z˜dNT + γd3 z˜
2
dNT
· · ·+ γdNT z˜
NT−1
dNT
= 0 coefficient de αNT
Les déphasages spatiaux, zsk , et temporels, z˜dk , apparaissent ainsi comme les racines du
polynôme :
Psd(Z) = 1+ γsd2Z + γsd3Z2 + · · · + γsdNT Z
NT−1 (3.117)
Celui-ci peut être écrit sous la forme de fonctions symétriques σs et σd (et de façon com-
pacte σsd) :
Psd(Z) = 1+
1
σsdNT−1
NT∑
k=2
(−1)k−1σsdNT−kZ
k−1 (3.118)
avec
σs1 = ∑zsk σd1 = ∑ z˜dk
σs2 = ∑ j 6=k zs jzsk σd2 = ∑ j 6=k z˜d j z˜dk
σs3 = ∑ j 6=k 6=l zs jzskzsl σd3 = ∑ j 6=k 6=l z˜d j z˜dk z˜dl
· · · · · ·
σsNT−1 = ∏zsk σdNT−1 = ∏ z˜dk
L’équation (3.118) est obtenue en remarquant que :
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P(Z) =
N−1
∏
i=1
(Z− zi) = (−1)N−1
N−1
∏
i=1
zi +(−1)N−2
N−1
∑
i, j=1
i6= j
ziz jZ + · · ·+ZN−1 (3.119)
Ce qui conduit à :
γsNT =
(−1)NT−1
∏zsk
γdNT =
(−1)NT−1
∏ z˜dk
γsNT−1 =
(−1)NT ∑zsk
∏zsk
γdNT−1 =
(−1)NT ∑ z˜dk
∏ z˜dk
γsNT−2 =
(−1)NT−1 ∑ j 6=k zs j zsk
∏zsk
γdNT−2 =
(−1)NT−1 ∑ j 6=k z˜d j z˜dk
∏ z˜dk
· · · · · ·
γs2 =
−∑NTk=2 ∏i6=k zsi
∏zsk
γd2 =
−∑NTk=2 ∏i6=k z˜di
∏ z˜dk
La performance de la méthode D3 est sensible au choix de κs et κd pour lesquels aucune
méthode d’estimation ne semble avoir été trouvée.
L’adaptation de la démonstration faite dans [71], conduit à l’obtention des vecteurs spa-
tiaux et temporels sous la forme :
ws = (ATs A∗s )−1ss (3.120)
et
wd = (ATd A∗d)−1s˜d (3.121)
3.9 Association des méthodes JDL et D3
S’affranchir de sources discrètes et par conséquent inhomogènes sans avoir à estimer au-
cune matrice de covariance est l’avantage majeur de la méthode précédente. Face à des
interférences homogènes, celle-ci est en revanche totalement inefficace, d’où l’idée d’as-
socier les méthodes JDL et D3 [70, 26].
La principale modification par rapport à l’algorithme de la méthode JDL réside dans la
matrice de transformation T qui au lieu d’être élaborée à partir des vecteurs directionnels
comme cela est présenté dans l’équation (3.92) l’est à partir de poids optimaux fournis
par la méthode D3 :
T = [wd(ν˜d−1) wd(ν˜d0) wd(ν˜d1)]⊗ [ws(νs−1) ws(νs0) ws(νs1)] (3.122)
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Comme cela a été évoqué dans le §3.8.2, le compromis conduisant aux choix de κs et
κd , entre, d’une part le maintien du gain dans la direction considérée et d’autre part la
réjection de l’interférence, est délicat.
Faire tendre ces coefficients vers 0 revient à minimiser la réjection de l’interférence. L’in-
fluence d’une interférence forte (C2) ne sera donc en rien atténuée (cf. figure 3.7 (a)).
A l’inverse, une augmentation trop importante de κs et κd conduit à une amélioration de la
réjection de l’interférence dont les effets sont annulés par la marginalisation du maintien
du gain dans la direction considérée c’est-à-dire celle de la cible (cf. figure 3.8).
Dans le cas présent, une valeur de κs et κd proche de l’unité est un bon compromis (cf.
figure 3.7 (b)).
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FIG. 3.7: Diagramme de résultat 2D après application de la méthode JDL−D3 avec κg =
κd = 0 (a) et κg = κd = 0.8 (b)
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FIG. 3.8: Diagramme de résultat 2D après application de la méthode JDL−D3 avec κs =
κd = 100
La figure 3.9(b) illustre l’apport de l’hybridation des deux méthodes dans la réjection :
X d’interférences (C2, C2bis et C2ter) situées dans la même case distance que la cible
(notée C à cette étape du processus),
X de l’émetteur E,
X de cibles localisées dans d’autres cellules (C3 et C3bis).
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FIG. 3.9: Diagramme de résultat 2D après application de la méthode JDL (a). Effet de
l’hybridation des méthodes JDL et D3 (b)
La figure 3.9(a) permet de constater l’inefficacité de la méthode JDL vis à vis des inter-
férences situées à la même distance bistatique que la cible et par là même d’apprécier le
niveau relatif de la cible vis à vis de ces mêmes interférences. Le niveau relatif de la cible
vis à vis des cibles situées dans d’autres cellules distance a quant à lui été fixé à −10dB.
La puissance de l’émetteur est 40dB au dessus de celle de la cible. Ces simulations ont
de plus été réalisées avec un fouillis non-uniforme auquel a été ajouté du bruit blanc. La
valeur des paramètres ˙Ns et ˙˜Nd a été fixée à 3.
Notons que le calcul des vecteurs poids dans le cas de l’application de la méthode D3 et
pour des cibles multiples (cf. §3.8.2) peut également être appliqué à cette association.
3.9.1 Détecteurs associés aux traitements spatio-temporels adaptatifs
Noise Optimum Gaussian Detector (NOGD) ou Noise Adapted Matched Filter (NAMF).
Sous l’hypothèse de bruit additif Gaussien, c’est-à-dire ˜i+ ˜b∼ C N (0, ˜R), l’expression de
l’estimateur du maximum de vraisemblance de α est :
α =
s˜† ˜R−1y˜
s˜† ˜R−1s˜
(3.123)
Le report dans l’équation 3.43 du RV G conduit à l’obtention de l’OGD ou AMF [91, 92],
généralisé aux signaux s’apparentant à du bruit (NOGD ou NAMF) :
ΛA(y˜) = |s˜
†
˜R−1y˜|2
s˜† ˜R−1s˜
(3.124)
Cette expression peut être interprétée comme la puissance de sortie normalisée du filtre
adapté. Le détecteur possède en outre un taux de fausses alarmes constant.
Détecteur de Kelly. Kelly dans [93] propose un autre détecteur utilisant simultanément
les données primaires et secondaires. Cette approche effectuée sous l’angle de la détection
tend à trouver une règle de décision entre les deux hypothèses (équations (3.41) et (3.42)).
Son adaptation à la nature bruitée des signaux mis en jeu, conduit à :
ΛK(y˜) = |s˜
†
˜R−1y˜|2(
s˜† ˜R−1s˜
)(
1+ y˜† ˜R−1y˜
) (3.125)
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Détecteur associé aux SIRV : Bayesian Optimum Radar Detector (BORD) ou Genera-
lized Likelihood Ratio Test - Linear Quadratic GLRT−LQ. Comme cela est présenté
dans [61], l’insertion de l’estimateur de la Fonction de Densité de Probabilité (FDP) de
la texture dans le RV G permet d’obtenir le BORD. Peu utilisé, sa version asymptotique
(aBORD) en termes de données auxiliaires Na lui est préférée. Sa généralisation aux si-
gnaux s’apparentant à du bruit conduit à :
ΛG(τ,θ, ν˜d) =
|s˜†(θ, ν˜d) ˆ˜F−1y˜(τ)|2
(s˜†(θ, ν˜d)
ˆ
˜F−1s˜(θ, ν˜d))(y˜†(τ)
ˆ
˜F−1y˜(τ))
=
ΛA(τ,θ, ν˜d)
y˜†(τ) ˆ˜F−1y˜(τ)
(3.126)
Ce détecteur, communément appelé le GLRT − LQ, peut s’exprimer comme un filtre
adapté classique (AMF ou OGD) dont la puissance moyenne de fouillis est estimée sous
l’hypothèse H0. Cela est montré dans [94], où F. Gini en donne une expression similaire.
Cette expression a également été obtenue par E. Conte et al. dans [95] après un dévelop-
pement asymptotique en présence de K-distribution. Antérieurement, V.A. Korado dans
[96], et B. Picinbono et G. Vezzosi dans [97] avaient déjà obtenu cette expression mais
sous des hypothèses de bruit Gaussien.
Synthèse.
La plupart des méthodes passent par l’estimation de la matrice de cova-
riance et son éventuelle manipulation pour l’adapter à l’environnement ou
la rendre plus robuste. Ces deux opérations sont délicates.
On est en outre en droit d’attendre de la seule méthode non statistique
décrite précédemment, la méthode D3, qu’elle montre ses limites face à la
source d’interférences la plus généralement rencontrée, le fouillis.
Nous aurons l’occasion de le vérifier dans le §5.1.1.
A l’occasion de ces recherches, cette méthode n’en a pas moins été une
source d’inspiration qui a conduit à proposer une approche totalement
nouvelle que nous allons maintenant décrire. Communément classée dans
la catégorie Single Data Set Detection (SDSD), nous associerons la mé-
thode D3 aux méthodes d’estimation spectrale. Nous aurons d’ailleurs
l’occasion d’établir le lien entre elles au §3.10.6. C’est également par le
biais de méthodes d’estimation spectrale que nous proposons la réjection
itérative, case par case, du fouillis.
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3.10 Méthodes d’estimation spectrale
L’objectif de cette partie est d’étudier la possibilité d’adapter aux signaux s’apparentant
à du bruit, les méthodes d’estimation spectrale qui n’utilisent que les données de la case
sous test.
3.10.1 Méthode MUltiple SIgnal Characterization (MUSIC)
La méthode MUSIC [98] est une méthode paramétrique qui s’appuie sur un modèle de
signal constitué de P fonctions exponentielles complexes additionnées de bruit blanc :
y(k) =
P
∑
p=1
αpe
j2pikνp +n(k) (3.127)
Le spectre de ce modèle de signal est en fait un spectre de raies avec un seuil de bruit égal
à la variance du bruit blanc.
Cette méthode utilise la décomposition de la matrice de covariance R en sous-espaces
orthogonaux. La matrice est alors décomposée selon :
R = QDλQT (3.128)
avec Dλ une matrice diagonale constituée des valeurs propres en ordre décroissant et Q
la matrice des vecteurs propres correspondants. Ces deux matrices sont de dimensions
N×N. La connaissance du nombre de sources P permet de scinder les vecteurs propres
en deux groupes, les premiers générant l’espace source et les seconds l’espace bruit. La
matrice des vecteurs propres Q est alors décomposée en deux sous-matrices Qt et Qn :
R = Qt Dλt QTt +σ2QnQTn (3.129)
avec
X Qt = [q1 q1 . . . qP] : matrice contenant les P vecteurs propres correspondant aux
plus grandes valeurs propres source,
X Dλt : matrice diagonale P×P contenant les valeurs propres des sources,
X Qn : matrice telle que Qn = [qP+1 qP+2 . . . qN ] contenant les N − P vecteurs
propres restants et liés aux valeurs propres du bruit,
X σ2 représente la puissance du bruit.
L’estimateur MUSIC s’écrit [98] :
P̂MUSIC(ν) =
1
s(ν)†QnQTn s(ν)
(3.130)
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Cette expression porte la dénomination de ’pseudo-spectre’. En effet, cet estimateur ne
permet pas d’estimer la puissance des P exponentielles complexes présentes dans le signal
et se contente d’estimer les fréquences de celles-ci.
Puisque le sous-espace bruit de R est orthogonal au sous-espace source [32], l’expression
(3.130) devient infinie pour un vecteur directionnel s(ν) coïncidant avec une composante
du signal.
En pratique, du fait des erreurs d’adaptation (erreur sur la fréquence d’intérêt notamment),
le pic a une amplitude finie.
La méthode MUSIC sera utilisée à titre de comparaison lors de la localisation spatiale
et temporelle en aval du filtrage de Wiener (cf. §4.2.5). A l’issue de ce dernier, le signal
représenté par la matrice ˜Z est en effet supposé ne plus contenir que la contribution de la
cible. Démodulation, sous-échantillonnage et filtrage passe-bas tendent de plus à transfor-
mer le signal de référence Dopplérisé en un vecteur directionnel.
La localisation spatiale passe par la décomposition de la matrice ˜R = ˜Z ˜Z† et celle dans le
domaine temporel par la décomposition de ˜R = ˜ZT ˜Z∗.
La localisation spatio-temporelle peut également être mise en œuvre en travaillant, pour
chaque case distance sur la matrice ˜R = vec
(
˜Z
)
vec
(
˜Z†
)
.
L’ensemble des résultats obtenus sur cible réelle seront présentés au §4.2.5.
Cette méthode ne sera pas utilisée dans le cas de la réjection du fouillis puisque le prin-
cipe du « nettoyage » s’appuie sur l’estimation itérative de l’amplitude des principaux
contributeurs à l’écho de sol (cf. §3.10.5).
Il sera en revanche fait appel aux méthodes Fourier Moyenné, Capon et Amplitude and
Phase EStimation (APES).
Celles-ci, ainsi que leur adaptation au domaine très particulier des radars à bruit, font
l’objet des paragraphes suivants.
3.10.2 Méthode des Moindres-Carrés Pondérés (MCP)
La méthode des MCP considère les réalisations suivantes [99] :
uls,ld
∆
= vec


Yls,ld Yls,ld+1 · · · Yls,ld+Md−1
Yls+1,ld Yls+1,ld+1 · · · Yls+1,ld+Md−1
.
.
.
.
.
. · · · ...
Yls+Ms−1,ld Yls+Ms−1,ld+1 · · · Yls+Ms−1,ld+Md−1


(3.131)
ϒ ∆= {u1,1 · · · uLs,1 u1,2 · · · uLs,Ld} (3.132)
avec :
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{
ls = 1, · · · ,Ls
ld = 1, · · · ,Ld (3.133)
et {
Ls = Ns−Ms +1
Ld = Nd −Md +1 (3.134)
La marge de manœuvre quant au choix des paramètres Ms et Md sera présentée dans le
§3.10.4.
La matrice de bruit au sens large (interférence et bruit thermique) B est définie de façon
analogue :
B(νs,νd)
∆
= {b1,1(νs,νd) · · · bLs,1(νs,νd)b1,Ld(νs,νd) · · ·bLs,Ld(νs,νd)} (3.135)
Supposons tout d’abord, pour simplifier la lecture de cette présentation, le signal constitué
d’une unique composante située dans la case distance r, de retard τ, et dont la direction
spatio-temporelle est définie par le vecteur directionnel s(νs,νd). Son amplitude est notée
α(τ,νs,νd).
La méthode conduit à rechercher α(τ,νs,νd) sous la forme :
αˆ(τ,νs,νd) = arg min
α(τ,νs,νd)
‖Φ− 12 (νs,νd)
(
ϒ−α(τ,νs,νd)s1:MsMd(νs,νd)sT1:LsLd(νs,νd)
)‖
(3.136)
Φ est la matrice de « pondération » et (.) 12 l’opérateur racine carrée de la matrice Hermi-
tienne.
Le critère MCP effectue une opération de pré-blanchiment des colonnes de ϒ par l’inter-
médiaire de la matrice Φ de manière à prendre en compte une éventuelle coloration du
bruit résiduel.
Le critère étant quadratique vis à vis de α(τ,νs,νd), l’équation (3.136) devient [99] :
αˆ(τ,νs,νd) =
s†MsMd(νs,νd)Φ
−1g (νs,νd)
s†MsMd(νs,νd)Φ
−1sMsMd(νs,νd)
(3.137)
avec
g(νs,νd)
∆
=
1
LsLd
ϒs∗LsLd(νs,νd) =
1
LsLd
Ls−1∑
i=1
Ld−1∑
l=1
ui,lz
−(i−1)
s z
−(l−1)
d (3.138)
3.10.3 Méthodes Fourier moyenné (Average Fourier), Capon et APES
La différence entre des méthodes telles que Fourier moyenné (Average Fourier), Capon et
APES réside dans le choix de la matrice Φ.
La méthode APES et sa version moyennée en utilisant la technique Avant-Arrière (Forward-
Backward) s’étant révélée comme la plus performante en termes de précision dans l’esti-
mation des valeurs d’amplitude, essentielle à la méthode de réjection itérative de fouillis
proposée, nous y apporterons une attention plus particulière (cf. §3.10.4).
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Sous l’hypothèse de stationnarité, la matrice de covariance des réalisations exprimées à
l’équation (3.131) est définie par :
Ξ ∆= E{uls,ld u
†
ls,ld} (3.139)
Cette matrice est indépendante de ls, ld . Il en est de même, sous l’hypothèse IID, pour la
matrice de covariance :
Φ (νs,νd)
∆
= E{bls,ld(νs,νd)b
†
ls,ld(νs,νd)} (3.140)
On en déduit :
Φ (νs,νd) = Ξ−E|α(τ,νs,νd) |2sMsMd(νs,νd)s†MsMd(νs,νd) (3.141)
En pratique :
Ξ =
1
LsLd
Ls∑
ls=1
Ld∑
ld=1
uls,ld u
†
ls,ld =
1
LsLd
ϒϒ† (3.142)
Notons que Φ = IMsMd pour la méthode Fourier moyenné, et que Φ = Ξ pour la méthode
Capon.
3.10.4 Généralisation de la méthode APES aux signaux s’apparen-
tant à du bruit
Dans le cas de l’exploitation de signaux s’apparentant à du bruit, une manière d’adapter la
méthode APES [100, 101, 102, 103, 104], dans sa version « avant » (« forward », indice
F ), consiste à travailler à partir du produit de mélange défini dans 3.2.1, pour chaque
isodistance r associée au retard τ (cf. équation (3.22)).
De façon similaire, le signal de référence comme le terme d’interférence feront place à
leurs versions mélangées qui seront notées respectivement ˇX et ˇB(τ).
Les versions filtrées et sous-échantillonnées ˜YF , ˜XF et ˜BF seront obtenues conformément
à la méthode développée dans le §3.2.2.
A l’issue de ces différentes opérations, nous proposons d’estimer l’amplitude α pour
chaque composante du signal que celle-ci corresponde au fouillis, dans la perspective
d’une réjection, ou que celle-ci soit engendrée par une cible à localiser.
Pour une composante de fouillis, cette amplitude est telle que :
ˆ
˜Y(τ,θp, ν˜dr,p)(τ,θ, ν˜d) = αˆ ˜X◦
(
ss (θp)s˜Td (ν˜dr,p)
) (3.143)
Afin de facilité la lecture, la référence à l’isodistance associée au retard (τ) et à la direction
spatio-temporelle (θp, ν˜dr,p) sera supprimée.
La généralisation de l’emploi de la méthode APES implique de travailler à partir de fe-
nêtres glissantes u˜Fi;l :
u˜Fi;l = vec
(
˜Y
[l:l+ ˜Md−1]
F
[i:i+Ms−1]
)
(3.144)
et
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˜ϒF
∆
=
[
u˜F1;1, · · · , u˜FLs;1 , u˜F1;2, · · · , u˜FLs; ˜Ld
]
(3.145)
La valeur de chacun des paramètres Ms , ˜Md , Ls et ˜Ld est choisie de telle sorte que la
matrice ˜YF soit carrée (Ls ˜Ld = Ms ˜Md).
Le nombre Ns d’éléments de l’antenne lacunaire associée au récepteur mis en œuvre lors
des campagnes de mesures est égal à quatre. Du fait de la petitesse de ce nombre, le
signal acquis ne sera pas partitionné spatialement. Mathématiquement, cela se traduit par
Ms = Ns et Ls = 1 puisque Ls = Ns −Ms +1.
Une fois le temps d’intégration et le facteur de sous-échantillonnage définis et en utilisant
la relation ˜Ld = ˜Nd − ˜Md +1, nous obtenons pour la valeur du dernier paramètre :
˜Md =
˜Nd +1
Ns +1
(3.146)
Nous sommes ainsi conduit au problème d’optimisation :
min
h,αˆ
‖h† ˜ϒF − αˆ
(
x˜Ls ˜Ld
◦ s˜Ls ˜Ld
)T
‖2 (3.147)
sous la contrainte :
h†(x˜Ms ˜Md ◦ s˜Ms ˜Md) = 1 (3.148)
h ∈ CMs ˜Md est le vecteur contenant les coefficients du filtre recherché à la fréquence
(θ, ν˜d) pour l’isodistance considérée.
Proposition 1 (Filtre Noise APES (NAPES )) La solution au problème d’optimisation dé-
fini à l’équation (3.147) sous contrainte (3.148)) est :
αˆ = h†g˜F (3.149)
et
h =
ˆ
˜Φ−1F x˜sdMs ˜Md(
x˜sdMs ˜Md
)†
ˆ
˜Φ−1F x˜sdMs ˜Md
(3.150)
où
g˜F =
1
‖x˜Ls ˜Ld‖
2
˜ϒF
(
x˜sdLs ˜Ld
)∗
(3.151)
ˆ
˜ΦF =
1
‖x˜Ls ˜Ld‖
2
˜ϒF ˜ϒ†F − g˜F g˜†F
= ˜ΞF − g˜F g˜†F (3.152)
La quantité :
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x˜sdMs ˜Md = x˜Ms ˜Md ◦ s˜Ms ˜Md (3.153)
est obtenue à partir du signal de référence, démodulé, filtré passe-bas, sous-échantillonné
et pointé dans la direction spatio-temporelle souhaitée et :
‖x˜Ls ˜Ld‖
2 = Ls
˜Ld∑
l=1
|x˜l |2 (3.154)
La démonstration est fournie en annexe D.
Notons que pour la méthode Averaged Fourier (AF), la matrice ˆ˜ΦF se résume à :
ˆ
˜ΦF = IMs ˜Md (3.155)
L’estimation d’amplitude passe ainsi par la formule :
αˆAF = h†g˜F
=
x˜sdMs ˜Md
g˜F
‖x˜Ls ˜Ld‖
2 (3.156)
Pour la méthode Capon :
ˆ
˜ΦF =
1
‖x˜Ls ˜Ld‖
2
˜ϒF ˜ϒ†F
= ˜ΞF (3.157)
Moyennage avant-arrière. Le moyennage avant-arrière (Forward-Backward averaging,
indice FB) est une méthode d’estimation paramétrique présentée notamment dans [105,
106, 107] susceptible d’améliorer les performances d’algorithmes de filtrage adaptatif.
Nous proposons d’y recourir afin d’améliorer la réjection d’interférence comme la détec-
tion de cible.
Les matrices de covariance ˜Ξ et ˜Φ définies précédemment sont en théorie des matrices
Toeplitz. Ceci signifie en particulier quelles sont persymétriques et telles qu’il existe une
matrice anti-diagonale J telle que :
˜ΞF = J ˜ΞTFJ (3.158)
˜ΦF = J ˜ΦTFJ (3.159)
L’estimation de ces matrices par la méthode Sample Covariance Matrix (SCM) telle qu’elle
est présentée à l’équation (3.152), conduit à des matrices qui ne sont pas Toeplitz. Intro-
duire la contrainte sur le caractère Toeplitz mène généralement à un problème d’estima-
tion complexe. Il est plus aisé d’exploiter la persymétrie.
La version arrière des grandeurs définies précédemment est effectuée à partir du signal :
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˜Y∗B =

˜Y ∗Ns, ˜Nd
˜Y ∗Ns, ˜Nd−1
· · · ˜Y ∗Ns,1
˜Y ∗Ns−1, ˜Nd
˜Y ∗Ns−1, ˜Nd−1
· · · ˜Y ∗Ns−1,1
.
.
.
.
.
. · · · ...
˜Y ∗1, ˜Nd
˜Y ∗1, ˜Nd−1
· · · ˜Y ∗1,1

= JNs ˜Y∗FJ ˜Nd
=
(
˜Y[
˜Nd :1]
[Ns:1]
)∗
(3.160)
u˜∗Bi;l est lié à ˜Y
∗
B de la même manière que uFi;l l’était à ˜YF (cf. équation (3.144)).
u˜∗Bi;l = vec
((
˜Y[i:i+Ms−1]B[l:l+ ˜Md−1]
)∗)
= vec
(
JMs
(
˜Y[l:l+
˜Md−1]
[i:i+Ms−1] J ˜Md
)∗)
= vec
((
˜Y[l+
˜Md−1:l]
[i+Ms−1:i]
)∗)
(3.161)
La matrice ˜ϒB est construite à partir des vecteurs u˜Bi;l avec i∈ [1 : Ls] et l ∈ [1 : ˜Ld] comme
˜ϒF l’était à partir des vecteurs u˜Fi;l (équation (3.145).
La matrice Ξ, dans sa version arrière, s’écrit :
ˆ
˜ΞB
∆
=
1
‖x˜∗BLs ˜Ld ‖
2
Ls∑
i=1
˜Ld∑
l=1
u˜∗Bi;l u˜
T
Bi;l =
1
‖x˜∗BLs ˜Ld ‖
2
˜ϒ∗B ˜ϒTB
=
1
‖x˜∗BLs ˜Ld ‖
2 JMs ˜Md ˜ϒ
∗
F ˜ϒTFJMs ˜Md
= JMs ˜Md
ˆ
˜ΞTFJMs ˜Md (3.162)
avec
x˜∗B =
(
x˜†J
˜Nd
)T
(3.163)
La version avant-arrière de la méthode SCM est déduite des versions avant et arrière :
ˆ
˜ΞFB
∆
=
1
2
(
ˆ
˜ΞF + ˆ˜ΞB
)
(3.164)
De la même manière :
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g˜B =
1
‖x˜∗BLs ˜Ld ‖
2
Ls∑
i=1
˜Ld∑
l=1
u˜∗Bi;l x˜Bl z˜
l−1
d
i−1
∏
k=0
zsk+1,k
=
1
‖x˜∗BLs ˜Ld ‖
2
˜ϒ∗Bx˜sdBLs ˜Ld (3.165)
ce qui conduit à :
ˆ
˜ΦFB
∆
=
1
2
(
ˆ
˜ΦF +JMs ˜Md
ˆ
˜ΦTFJMs ˜Md
)
∆
=
1
2
(
ˆ
˜ΦF + ˆ˜ΦB
)
∆
= ˆ˜ΞFB−
1
2
[
g˜F g˜B
] g˜†F
g˜†B
 (3.166)
L’estimé de l’amplitude devient alors :
αFB =
(
x˜sdMs ˜Md
)†
ˆ
˜Φ−1FBg˜F(
x˜sdMs ˜Md
)†
ˆ
˜Φ−1FBx˜sdMs ˜Md
(3.167)
3.10.5 Estimation spectrale et réjection spatio-temporelle assistée
Nous proposons d’utiliser les méthodes APES et Capon dans leurs versions « avant » et
« avant-arrière » afin de rejeter de façon itérative les principaux contributeurs au fouillis
de sol.
L’objectif est, pour chaque étape du processus itératif, d’estimer la plus grande des ampli-
tudes αr,p correspondant à ce qui sera considéré comme le contributeur principal au signal
d’interférence.
Les isodistances d’indice r seront dans un premier temps traitées les unes après les autres
de manière croissante. Bien que la configuration soit bistatique et donc qu’une isodistance
corresponde à un ellipsoïde dont l’émetteur et le récepteur sont les foyers, il est en effet lé-
gitime de penser que les isodistances proches contribueront de façon plus significative que
les plus lointaines. Le risque de considérer le lobe secondaire provenant d’une distance
dont la puissance de fouillis serait plus élevée en lieu et place du pic d’un contributeur
principal est ainsi moins élevé.
Une fois la fréquence Doppler, l’angle et l’amplitude du contributeur principal dans l’iso-
distance en cours d’étude estimés par l’une ou l’autre des méthodes, sa contribution est
soustraite du signal obtenu à l’itération précédente.
On obtient ainsi l’estimé du signal de cible ˆ˜YT à l’itération k pour l’isodistance r (de
retard τr) :
ˆ
˜Y(r)(k)T =
ˆ
˜Y(r)(k−1)T − ˆ˜Y(r)(k)C
= ˆ˜Y(r)(k−1)T − αˆ(r)(k)ss
(
θ(r)(k)p
)(
x(−τr)◦ s˜d
(
ν˜
(r)(k)
dp
))T
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avec α(r)(k), θ(r)(k)p et ν˜(r)(k)dp tels que :
αˆ(r)(k)
(
τr,θ(r)(k)p , ν˜(r)(k)dp
)
= max
θ(r)p ;ν˜(r)d
∈clutter ridge
(
α(r)
)
(3.168)
et, pour l’initialisation du processus, ˆ˜Y(1)(1)T = ˜Y.
3.10.6 Lien entre les méthodes APES et D3
Nous nous proposons ici d’établir la relation entre la méthode D3 et la méthode APES.
Afin d’alléger l’écriture nous nous limiterons au cas monodimensionnel et en l’occurrence
au domaine temporel qui se suffit à lui même.
La méthode APES exploite les réalisations :
u˜i,l = ˜Y
[1+(l−1) ˜Md :l ˜Md ]
i (3.169)
avec l ∈ [1 · · · ˜Ld].
Celles-ci sont de taille ˜Md .
L’objectif de la méthode APES est d’estimer les coefficients du filtre h minimisant :
h†u˜i;l = αx˜l z˜
l−1
d
i−1
∏
k=0
zsk+1,k (3.170)
avec
u˜i;l =

˜Yi,l
˜Yi,l+1
.
.
.
˜Yi,l+ ˜Md−1
 (3.171)
Si l’on intègre l’amplitude recherchée au vecteur de pondération on obtient w = h/α. Il
vient :
w†u˜i;l = x˜l z˜
l−1
d
i−1
∏
k=0
zsk+1,k (3.172)
De façon similaire, pour la réalisation suivante l +1 :
w†u˜i;l+1 = x˜l+1z˜
l
d
i−1
∏
k=0
zsk+1,k (3.173)
La multiplication de l’équation précédente par z˜−1d et sa soustraction de l’équation (3.170)
conduisent à :
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w†
(
u˜i;l − z˜−1d u˜i;l+1
)
=
[
˜Yi,l − z˜−1d ˜Yi,l+1, ˜Yi,l+1− z˜−1d ˜Yi,l+2, · · · , ˜Yi,l+ ˜Md−1− z˜−1d ˜Yi,l+ ˜Md
]
=
(
x˜l+1− x˜l
) i−1∏
k=0
zsk+1,k
≈ 0 (3.174)
La matrice des interférences résiduelles associée à la méthode D3 se réduit quant à elle à
un vecteur et s’écrit :
ad =
[
˜Yi,1− z˜−1d ˜Yi,2, ˜Yi,2− z˜−1d ˜Yi,3, · · · , ˜Yi, ˜Nd−2− z˜
−1
d
˜Yi, ˜Nd−1
]
(3.175)
La comparaison de l’équation précédente avec l’équation (3.174), permet de constater que
la méthode D3 est engendrée par la soustraction de deux termes consécutifs (l = 1 et l = 2
par exemple) de la fonction coût de la méthode APES avec pour paramètres Ls = ˜Ld = 1,
Ms = Ns−1 et ˜Md = ˜Nd −1.
Le caractère non-statistique de la méthode D3 est directement lié à la valeur de Ls et de
˜Ld . La méthode APES bien qu’elle ne respecte pas la règle de Brennan, pour laquelle
˜Lsd > 2 ˜Nsd , doit néanmoins conduire à une meilleure estimation des coefficients du filtre
que pour la méthode D3 au prix d’une complexité accrue de l’implémentation et d’un
allongement du temps de calcul.
Chapitre 4
Récepteur fixe
4.1 Détection d’une cible marine
Le tableau 4.1 fournit les paramètres de la configuration ayant conduit à la détection d’une
cible marine (un ferry) navigant dans la Manche, le long de la côte française et illuminée
par l’émetteur DV B−T de Becherel. Les données brutes ont été fournies par la société
THALES.
TAB. 4.1: Détection d’une cible marine : paramètres de la configuration
Paramètres d’acquisition
˜Nd 160 Ns 4 S 104 Tic 17.5ms
Distance entre DER 44km DET 63km DT R 27km
l’émetteur (E),
le récepteur (R),
et la cible (T)
Emetteur
PIRE 8.5kW Fréquence porteuse ( f0) 562MHz
Cible
Angle de bistatisme 40◦ Direction d’arrivée (θ) −4◦
Fréquence Doppler ( fd) −67.5Hz Cases distance τ 1401 à
correspondant à 1404
la distance bistatique
Le test statistique présenté est donné par la formule :
ΛAD3(τ,νs, ν˜d) =
|w†y˜ (τ)|2
w†s(νs, ν˜d)
(4.1)
Les vecteurs poids sont respectivement estimés en utilisant les équations (3.102) et (3.105)
pour conduire à ΛAD31
ou (3.120) et (3.121) pour aboutir à ΛAD32 .
La figure 4.1 représente la détection par l’une et l’autre des méthodes.
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FIG. 4.1: ΛAD31
(a) ΛAD32 (b) sans filtrage de Wiener (seuillage de 20dB)
Bien que la SER de la cible soit suffisante dans ce cas pour distinguer la cible, la présence
du fouillis résiduel confirme que la méthode D3 en elle-même serait incapable de détecter
une cible de SER moindre ou de Doppler bistatique moins important.
L’amélioration apportée par l’ajout, en amont du traitement, du filtrage de Wiener est
visible sur la figure 4.2.
FIG. 4.2: ΛAD31
(a) ΛAD32 (b) avec filtrage de Wiener (seuillage de 20dB)
Au-delà de la localisation du bateau dont les paramètres (distance bistatique, direction
d’arrivée et Doppler) étaient connus a priori par le biais d’un système d’identification
automatique (Automatic Identification System (AIS)), il est intéressant de noter la corré-
lation entre l’étalement en distance de la cible (4 cases distance), la résolution distance
théorique (20m) et la dimension maximale du ferry (90m).
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4.2 Détection d’une cible aérienne
Les résultats présentés dans le paragraphe précédent ont fait la preuve de la possibilité
d’une détection passive à partir d’un émetteur civil [28, 29]. La SER de la cible considérée
étant importante, l’étape suivante a consisté à détecter des cibles de SER bien plus faibles,
un hélicoptère Fennec en l’occurrence, dans des conditions de fouillis de sol.
Le tableau 4.2 fournit les paramètres de la configuration ayant conduit à la détection de
cette cible, illuminée par l’émetteur DV B−T de la tour Eiffel.
TAB. 4.2: Détection d’un hélicoptère : paramètres de la configuration
Paramètres d’acquisition
˜Nd 74 Ns 4 S 213 Tic 66ms
Ne 8448 Nm 100
Emetteur
PIRE 20kW Fréquence centrale ( f0) 562MHz
Cible
Type de cible Hélicoptère Fennec Direction d’arrivée (θ) 22◦
Fréquence Doppler ( fd) −162.5Hz Fréquence Doppler −0.14
réduite (ν˜d)
Distance bistatique (cτ) 17.5km Case distance (τ fe) 535
4.2.1 Stationnarité de l’environnement
Afin d’appréhender une éventuelle instationnarité de l’environnement et en déduire avec
quelle périodicité les coefficients de Wiener doivent être réactualisés, il est intéressant de
représenter l’amplitude de ces derniers pour chaque symbole OFDM c’est-à-dire pour un
nombre d’échantillons temporels (Ne = 8448).
La figure 4.3 met en évidence la fluctuation envisagée.
Le choix d’une réactualisation sur une période de l’ordre du symbole semble être un bon
compromis. On observe en effet sur cette figure une évolution en temps progressive et non
brutale. Surestimer la période d’estimation accroîtrait la fluctuation. La sous-estimation se
traduirait quant à elle par le phénomène inverse à savoir un élargissement des « crêtes ».
Cette représentation confirme également la prédominance des réflecteurs principaux aux
faibles retards.
4.2.2 Densité spectrale de puissance de fouillis dans le cas d’un radar
passif DV B−T
Sont présentés dans ce paragraphe les résultats de l’étude statistique de la densité spectrale
de puissance du fouillis mesurée à l’occasion de cette campagne.
La nature non-Gaussienne de la puissance de fouillis reçue aux différentes distances est
ainsi mise en évidence à travers leur convergence vers un modèle de Weibull (cf. annexe
C).
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FIG. 4.3: Fluctuation des coefficients de Wiener
La figure 4.4 (a) représente la DSP du fouillis obtenue à 0Hz. Compte tenu de l’étalement
spectral apparent, l’étude a également été faite entre −10Hz et 10Hz (figure 4.4 (b)) bien
qu’un certain nombre de valeurs puissent correspondre à la résolution en Doppler. Les
données présentent une bonne corrélation avec un modèle de Weibull de paramètre de
forme 0,67.
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FIG. 4.4: DSP de fouillis à 0Hz (a) et entre −10Hz et 10Hz (b)
4.2.3 Diagramme distance-Doppler
L’efficacité du filtrage de Wiener peut être visualisé à travers la comparaison des représen-
tations du diagramme distance-Doppler avant et après le traitement défini dans l’équation
(3.21).
La figure 4.5 permet de vérifier l’hypothèse d’un fouillis quasi-statique, la crête de fouillis
présente avant filtrage de Wiener étant concentrée autour de la fréquence Doppler nulle.
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On y constate également l’efficacité du filtrage en termes de réjection de fouillis. Le
nombre d’échantillons nécessaires à l’estimation des coefficients est Ne = 8448. Chacune
des itérations k correspond à la réjection du fouillis entre les cases distance 200(k−1)+1
et 200k.
Toute aussi intéressante est la réduction que l’on y observe des lobes secondaires en Dop-
pler, réduction indispensable à l’apparition des cibles potentielles.
FIG. 4.5: Evolution du diagramme distance-Doppler au cours du filtrage de Wiener
Il faut noter que la charge de calcul est intimement liée à la longueur du filtre Nr. Il peut
ainsi s’avérer utile de sélectionner les Nm (Nm ≪ Nr) cases distance présentant le niveau
de fouillis le plus significatif afin de diminuer cette taille.
L’étude préalable du diagramme distance-Doppler avant filtrage conduit à un choix sinon
optimal du moins éclairé de la valeur de Nm.
Au lieu de considérer l’équation (3.1) le filtrage de Wiener est appliqué à :[
x
(
l−n1
fe
)
, x
(
l−n2
fe
)
, · · · , x
(
l−nNm
fe
)]T
(4.2)
Chaque valeur nl , 1 ≤ l ≤ Nm, correspond au retard bistatique du trajet multiple numéro
r, considéré comme faisant partie des Nm plus importants contributeurs.
La figure 4.6 correspond à l’évolution, au cours du processus de réjection, du diagramme
distance-Doppler, défini à l’équation (3.21). Elle est obtenue en sélectionnant, pour chaque
itération, les 100 retards de niveau prépondérant de la zone de réjection considérée.
Avant réjection, la cible n’est pas visible. Celle-ci apparaît à l’issue de la première itéra-
tion. Enfin, aucune amélioration significative n’est apportée par la prise en compte d’un
nombre plus important de retards.
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FIG. 4.6: Diagramme distance-Doppler
4.2.4 Localisation avec la méthode APES
Les figures 4.7(a) et (b) représentent l’estimation par la méthode APES, dans la case
distance de la cible et avec moyennage avant-arrière, des différents contributeurs au signal
respectivement avant et après filtrage de Wiener. La cible apparaît clairement à l’issue du
filtrage.
Les figures 4.8(a) et (b) représentent quant à elles la même estimation dans les cases
distance entourant celles de la cible.
FIG. 4.7: Application de la méthode APES avec moyennage avant-arrière dans la case
distance de la cible (535) avant (a) et après filtrage de Wiener (b)
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FIG. 4.8: Application de la méthode APES avec moyennage avant-arrière au sein des
cases distance adjacentes 534 (a) et 536 (b)
4.2.5 Comparaison avec les méthodes D3 et MUSIC
Il semble intéressant de comparer les résultats donnés par la méthode APES avec ceux
de la méthode D3 et de la méthode MUSIC respectivement décrites dans les paragraphes
3.10.4, 3.8 et 3.10.1.
La figure 4.9 correspond à l’application de la méthode D3 dans la case distance de la
cible. Elle met en évidence une bonne localisation temporelle mais également un niveau
important de lobes secondaires dans le domaine spatial.
FIG. 4.9: Localisation avec la méthode D3 (case distance 535)
A l’inverse, la méthode MUSIC appliquée au seul domaine spatial permet une localisation
angulaire non ambiguë mais n’offre aucune précision en distance (cf. figure 4.10(a)). Cette
méthode peut néanmoins être utilisée en complément du traitement présenté dans le §3.1.2
à l’issue duquel les localisations distance et Doppler ont pu être réalisées.
La figure 4.10(b), correspondant à la même méthode appliquée au domaine temporel,
permet effectivement une localisation distance et Doppler mais l’attention doit être portée
sur la faible dynamique entre le pic principal et les nombreux autres pics qui l’entourent.
Le couplage des localisations spatiale et temporelle conduit à la figure 4.11.
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FIG. 4.11: Localisation avec la méthode MUSIC en spatio-temporel
Chapitre 5
Récepteur potentiellement en
mouvement
5.1 Réjection de fouillis : méthodes STAP
5.1.1 Fouillis simulé Gaussien et cibles multiples
L’objectif est de vérifier la faisabilité d’une détection passive de cibles multiples (NT = 3
dans cet exemple), à partir d’un récepteur en mouvement. Il est également de comparer
les méthodes emblématiques de chaque grande classe (réduction de rang PC, réduction
de dimension JDL, utilisation de la seule case sous test D3 et association d’une méthode
statistique et non statistique JDL−D3) adaptées aux signaux à bruit. Un signal composite,
regroupant le trajet direct de l’émetteur, le signal de fouillis, celui d’une source discrète
(I1) et d’un brouilleur (J) est ainsi constitué.
Les paramètres de simulation sont donnés dans le tableau 5.1.
Les performances respectives de différentes méthodes sont illustrées par le diagramme de
résultat à savoir w†(νsTk , ν˜dTk )s(νs, ν˜d) avec (νs, ν˜d) ∈ [−0.5 : 0.5].
La méthode PC apparaît efficace face à l’émetteur (figure 5.1(a)), au fouillis de sol (figure
5.3(a)) et au brouilleur (figure 5.5(a)). Ce n’est plus le cas pour la réjection d’une source
discrète située dans la case sous test (figure 5.7(a)). En outre, cette méthode ne privilégie
pas le gain dans la direction souhaitée.
Si, d’une part, le niveau de réjection de l’émetteur (figure 5.1(b)), du brouilleur (figure
5.5(b)) et du fouillis (figure 5.3(b)) est suffisant avec la méthode JDL, cette méthode
montre ses limites face à une source discrète d’interférence dans la case sous test (figure
5.7(b)).
A l’inverse, la méthode D3 permet une réjection spatio-temporelle de celle-ci (figure
5.8(a)). L’émetteur et le brouilleur sont également rejetés (figures 5.2(a) et 5.6(a)) mais
pas le fouillis (figure 5.4(a)).
Au final, l’efficacité de l’association des méthodes JDL et D3 se manifeste sur les figures
5.2(b), 5.4(b), 5.6(b) et 5.8(b), pour tous les types d’interférence.
Le tableau 5.2 offre une synthèse des résultats. Y sont présentés, pour chaque méthode, le
rapport signal à contributeur suivi de la possibilité de réjection ou non.
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TAB. 5.1: Détection de cibles multiples : paramètres de simulation
Paramètres d’acquisition
Ns 16 ˜Nd 16 S 104 Tic 17.5ms
Distance entre l’émetteur (E), le récepteur (R) et les
cibles (Tk), DER = DETk = DTkR
50km fe 647 MHz
Emetteur
PIRE 32kW Fréquence porteuse f0 (MHz) 506
Gain de l’antenne émettrice dans
la direction du récepteur aéro-
porté (GER)
−30dB Largeur de bande B (MHz) 7.61
Fréquence spatiale réduite (νsE ) 0.4 Fréquence temporelle réduite
virtuelle due au mouvement du
récepteur (νdE )
−0.36
Fouillis
Coefficient de rétrodiffusion −17dB Pente ψ de la crête de fouillis -0.9
bistatique [31, 33] (σβ0) telle que ν˜dr,p = ψνsr,p
Ouverture à 3dB du récepteur
θR3dB
9◦ Aire de fouillis Ar,p 9 ×
105m2
Surface équivalente de fouillis
(σβr,p) en dBm2
42 Rapport signal à fouillis moyen
(RTkF)
32dB
Approximation de la résolution distance, clutter patch r, p (∆rr,p) 47m
Cibles
SER bistatique (σTkB ) 10m2 Rapport émetteur à cibles
(RETk)
60dB
Fréquences spatiales −0.34,0.22 Fréquences temporelles 0.26,−0.14
réduites (νsk) 0 réduites (ν˜dk) −0.04
Bruit thermique
Puissance de bruit (FkT0B) −130dBW Rapport émetteur à bruit (REB) 30dB
Brouilleur Source discrète d’interférence
Rapport brouilleur à cibles
(RJTk)
60dB Rapport source discrète à cibles
(RI1Tk)
50dB
Fréquence spatiale réduite (νsJ ) −0.04 Fréquence spatiale réduite (νsI1 ) −0.36
Fréquence temporelle réduite
(ν˜dJ )
0.44 Fréquence temporelle réduite
(ν˜dI1 )
−0.44
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FIG. 5.1: Réjection de l’émetteur PC (a) et JDL (b)
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FIG. 5.2: Réjection de l’émetteur D3 (a) et JDL−D3 (b)
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FIG. 5.3: Réjection du fouillis PC (a) et JDL (b)
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FIG. 5.4: Réjection du fouillis D3 (a) et JDL−D3 (b)
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FIG. 5.5: Réjection du brouilleur PC (a) et JDL (b)
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FIG. 5.6: Réjection du brouilleur D3 (a) et JDL−D3 (b)
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FIG. 5.7: Réjection de la source discrète PC (a) et JDL (b)
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FIG. 5.8: Réjection de la source discrète D3 (a) et JDL−D3 (b)
TAB. 5.2: Détection de cibles multiples : réjection (en puissance)
Emetteur Clutter Jammer Interférence
ponctuelle
PC 60/≫ 60 Réjection 60/60 50/48
JDL 60/46 Réjection 60/34 50/27
D3 60/79 Pas de réjection 60/71 50/≫ 50
JDL−
D3
60/67 Réjection 60/57 50/48
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5.1.2 Fouillis simulé non Gaussien
Trois cibles sont respectivement générées au sein :
X d’une zone de fouillis de type Gaussien,
X d’une zone de transition, dans laquelle se succèdent un fouillis Gaussien et un
fouillis K-distribué avec νK = 0,1, tous deux de puissance moyenne 6dB inférieure
à celle de la première zone,
X et enfin, pour la troisième cible, d’une zone au fouillis impulsionnel caractérisé par
la même loi que celui de la fin de la seconde zone mais de puissance moyenne 40dB
inférieure à celle de la première.
Les signaux de fouillis des données secondaires y˜C(τa), 1 ≤ a ≤ Na non-Gaussiens sont
générés à partir :
– d’une texture ta répondant à la densité de probabilité choisie et telle que E{ta}= 1,
– de la matrice, ˜C, issue de la décomposition de Choleski de ˜RC et telle que :
˜RC = ˜C† ˜C (5.1)
– d’un vecteur aléatoire de bruit blanc Gaussien n˜a, tel que E{n˜an˜†a}= INs ˜Nd
Leur expression est ainsi donnée par la formule :
y˜C(τa) =
√
ta ˜C†n˜a (5.2)
L’espérance mathématique de ces données correspond bien à la matrice de covariance du
fouillis puisque :
E{y˜C(τa)y˜†C(τa)} = E{ta} ˜C†E{n˜an˜†a} ˜C
= ˜C† ˜C
= ˜RC (5.3)
La figure 5.9 permet de visualiser les fluctuations de distribution de l’amplitude de fouillis
d’une zone à l’autre. Pour chaque retard, un certain nombre d’amplitudes est simulé. Cha-
cune d’entre elles correspond à un patch de l’isodistance.
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FIG. 5.9: Fluctuation d’amplitude de fouillis
En plus de la puissance relative du fouillis d’une zone à l’autre, le nombre de clutter
patchs prépondérants décroît de la zone 1 à la zone 3 permettant d’amplifier les dispari-
tés entre les matrices de covariance et de tester par là même la nature T FAC-matrice de
l’estimateur.
Chacune des cibles présente une puissance de 50dB inférieure à celle de la puissance
moyenne de fouillis de la première zone. Leur vitesse bistatique est très faible 5km/h de
façon à ce qu’elles soient en compétition directe avec l’écho de sol. Le nombre de blocs
est ˜Nd = 20 et le nombre d’antenne vaut Ns = 8.
Application de la méthode PC
Les figures 5.10 à 5.15 représentent les valeurs des tests statistiques OGD puis GLRT −
LQ pour les trois cibles immergées dans leur zone respective de fouillis dont la part non-
Gaussienne croît progressivement. Chaque couple de figures regroupe le résultat obtenu
avec la SCM à gauche et avec l’algorithme du point fixe à droite. Un seuillage destiné à
obtenir une dynamique de 30dB a été appliqué.
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FIG. 5.10: ΛA, SCM (a), FP (b), cible 1
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FIG. 5.11: ΛA, SCM (a), FP (b), cible 2
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FIG. 5.12: ΛA, SCM (a), FP (b), cible 3
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FIG. 5.13: ΛG, SCM (a), FP (b), cible 1
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FIG. 5.14: ΛG, SCM (a), FP (b), cible 2
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FIG. 5.15: ΛG, SCM (a) FP (b), cible 3
Synthèse. Les simulations mettent en évidence pour le test OGD comme pour le test
GLRT −LQ :
X une similarité des résultats entre SCM et FP pour la zone de fouillis Gaussienne,
X une amélioration apportée par l’utilisation de l’algorithme du point fixe d’autant
plus importante que la part de fouillis non-Gaussien est importante.
On constate également la nature T FAC du GLRT − LQ, un atout majeur face à l’OGD
dont le niveau fluctue en fonction de la puissance de fouillis et donc dans d’importantes
proportions.
Association de la réduction de dimension et de l’adaptation de la matrice de cova-
riance (JDL et FP)
Les résultats présentés dans cette partie concernent l’association d’une méthode de réduc-
tion de dimension, la méthode JDL, avec l’adaptation de la matrice de covariance à la
nature non-Gaussienne de l’environnement.
La figure 5.16 correspond aux valeurs du test OGD pour la méthode JDL, dans la case de
la dernière cible, sans application de filtrage c’est-à-dire pour :
˙
˜R = Iηsηd×ηsηd (5.4)
L’objectif visé est de mettre en évidence la crête de fouillis masquant totalement la cible.
Les figures 5.17, (a) et (b), et 5.18 représentent respectivement la sortie du test GLRT−LQ
en dimension réduite pour la première, seconde et troisième zone d’un fouillis progressi-
vement de moins en moins Gaussien, pour la méthode FP.
Les cases distance adjacentes nécessaires à l’estimation, au nombre de 2ηsηd , ont été
choisies conformément à la méthode présentée au paragraphe 3.7.2.
Dans tous les cas, la cible est visible et le caractère T FAC préservé.
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FIG. 5.16: ˙ΛA sans filtrage cible 3
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FIG. 5.17: ˙ΛG, FP, cible 1 (a) et cible 2 (b)
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FIG. 5.18: ˙ΛG, FP, cible 3
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Association JDL−D3 et FP
Les paragraphes précédents ayant mis en évidence la supériorité du GLRT −LQ, la simi-
larité des résultats entre SCM et FP pour la zone 1 et l’efficacité accrue de cette dernière
pour les autres zones, nous focalisons notre attention sur la sortie du test GLRT −LQ as-
socié à la méthode JDL−D3 pour les seules zones 2 et 3. Les résultats sont représentés sur
la figure 5.19. A nouveau la possibilité de détection est avérée et la constance de la plage
de fluctuation des données de sortie vérifiée. La qualité supérieure de détection vis à vis
de la méthode JDL se manifeste, pour la cible 3 par une diminution des lobes secondaires
dans le domaine temporel (cf. figures 5.18 et 5.19(b)).
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FIG. 5.19: ΛGLRT−LQ−JDL−D3 , FP cible 2 (a) et 3 (b)
Synthèse générale. Le recours à l’estimation de la matrice de covariance par le biais
de la méthode du point fixe, en lieu et place de la SCM, permet d’obtenir de meilleurs
résultats que dans le cas de l’application de la méthode Principal Components PC. Le
couple (GLRT −LQ, FP) est à la fois T FAC-texture et T FAC-matrice puisque son niveau
ne fluctue ni en fonction de la distribution de l’amplitude de fouillis ni en fonction des
fluctuations de l’estimation de la matrice de covariance due à la présence d’une zone de
transition.
Les associations (GLRT − LQ− JDL, FP) et (GLRT − LQ− JDL−D3), FP) donnent
également de bons résultats. Ces méthodes sont d’autant plus intéressantes que le fouillis
s’écarte d’une distribution Gaussienne.
5.1.3 Fouillis réel, visualisation des effets du fenêtrage et de la pon-
dération
L’objectif de ce paragraphe est d’étudier, sur du fouillis réel :
X les effets de l’apodisation de la matrice de covariance, généralisée aux signaux
s’apparentant à du bruit,
X la maîtrise du coefficient d’apodisation,
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X l’impact de l’apodisation et du fenêtrage sur le SINRloss et le détecteur à la fois
dans la case distance et sur le diagramme distance-Doppler,
X l’intérêt éventuel de leur couplage.
Effet, sur le SINRloss, du fenêtrage du vecteur directionnel, avec ou sans apodisation.
La figure 5.20 met en évidence, lors du fenêtrage du vecteur directionnel, non seulement
un élargissement du lobe principal (en rapport direct avec le choix de la valeur de ∆d) mais
également un étalement des lobes secondaires qui peut aller jusqu’à interdire la réjection
du fouillis compte tenu de l’étroitesse initiale de la crête de fouillis.
Le cas d’une cible de vitesse importante est traité ici afin de s’affranchir des conséquences
d’un élargissement du lobe principal, masquant à lui seul la cible.
FIG. 5.20: SINRloss sans (a) et avec (b) fenêtrage de Chebyshev (60dB)
L’intérêt des figures 5.21(a) et 5.22 (b) (courbe bleue) est de présenter l’élargissement de
la plage de réjection propre à faire face à une fluctuation de la répartition du fouillis. La
figure 5.21(b) et la coupe associée (5.22 (b), courbe rouge) prouvent quant à elles tout
l’intérêt d’associer apodisation et fenêtrage, le premier contrecarrant en partie les effets
néfastes du second, effets illustrés par la courbe rouge de la figure 5.22 (a).
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FIG. 5.21: SINRloss avec CMT (∆d = 0.04), sans (a) et avec (b) fenêtrage de Chebyshev
(60dB)
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FIG. 5.22: Coupe du SINRloss avec (rouge) et sans (bleu) fenêtrage de Chebyshev (60dB),
sans (a) et avec (b) CMT (∆d = 0.04)
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Cas d’une cible de faible Doppler. Dans le cas d’une cible à faible vitesse bistatique,
le simple élargissement du lobe principal a les mêmes conséquences que celui des lobes
secondaires pour une cible plus rapide à savoir la suppression de la réjection du fouillis.
Cet effet est illustré par la comparaison des figures 5.23(a) et 5.23(b) ou en observant les
coupes de la figure 5.24.
FIG. 5.23: Pour une cible proche, SINRloss sans (a) et avec (b) fenêtrage de Chebyshev
(60dB)
L’association de l’apodisation et du fenêtrage, dont nous avons pu voir tout l’intérêt dans
le paragraphe précédent, n’est, dans ce cas précis, pas efficace. La zone de réjection est
comblée par l’effet du fenêtrage sans que l’apodisation puisse s’y opposer (cf. figures
5.24(b) et 5.25(b) courbe rouge).
FIG. 5.24: Pour une cible proche, SINRloss avec CMT (∆d = 0.04), sans (a) et avec (b)
fenêtrage de Chebyshev (60dB)
5.1. RÉJECTION DE FOUILLIS : MÉTHODES STAP 111
−0.08 −0.06 −0.04 −0.02 0 0.02 0.04 0.06 0.08
−90
−80
−70
−60
−50
−40
−30
−20
−10
0
ν˜d
V
a
le
u
r
(d
B
)
−0.08 −0.06 −0.04 −0.02 0 0.02 0.04 0.06 0.08
−90
−80
−70
−60
−50
−40
−30
−20
−10
0
ν˜d
V
a
le
u
r
(
d
B
)
FIG. 5.25: Pour une cible proche, coupe du SINRloss avec (rouge) et sans (bleu) fenêtrage
de Chebyshev (60dB), sans (a) et avec (b) CMT (∆d = 0.04)
Effet, sur le détecteur, dans la case sous test. La figure 5.26 illustre l’impossibilité de
détection sans filtrage. Seule y apparaît la crête de fouillis.
FIG. 5.26: ΛA(θ, ν˜d) sans filtrage
Les figures suivantes représentent la sortie du détecteur dans la case distance de la cible :
X sans apodisation ni fenêtrage (figures 5.27(a) et 5.28(a)),
X avec apodisation uniquement (figures 5.27(b) et 5.28(b)),
X avec fenêtrage uniquement (figures 5.29(a) et 5.30(a)),
X et enfin avec l’association des deux méthodes (figures 5.29(b) et 5.30(b)).
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FIG. 5.27: ΛA(θ, ν˜d) sans (a) et avec (b) CMT
FIG. 5.28: ΛA(θ, ν˜d) sans (a) et avec (b) CMT
FIG. 5.29: ΛA(θ, ν˜d) avec fenêtrage de Chebyshev, sans (a) et avec (b) CMT
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FIG. 5.30: ΛA(θ, ν˜d) avec fenêtrage de Chebyshev, sans (a) et avec (b) CMT
Ces résultats sont conformes à l’étude précédente sur l’impact de l’apodisation et du fenê-
trage pour des cibles lentes, le meilleur résultat de détection est obtenu sans apodisation
ni fenêtrage (cf. figure 5.27).
L’emploi de l’apodisation est satisfaisant puisque le plancher d’interférence diminue au
détriment de la réjection de la crête du fouillis (cf. figures 5.27(b) et 5.28(b)).
Les effets néfastes du fenêtrage, qu’il soit couplé ou non avec l’apodisation, expliqués par
l’effet sur le SINRloss sont visibles sur les figures 5.29, et 5.30.
Effet sur le diagramme distance-Doppler. Les figures 5.31(a) et 5.31(b) représentent
le diagramme distance-Doppler du fouillis réel avant filtrage respectivement sans fenê-
trage pour la première et avec fenêtrage pour la seconde. Leur comparaison permet de
constater la diminution des lobes secondaires en fréquence temporelle au prix d’un élar-
gissement du pic principal susceptible de devenir à son tour source de masquage.
FIG. 5.31: ΛA(τ, ν˜d) sans filtrage sans (a) et avec (b) fenêtrage de Chebyshev
Les figures suivantes sont obtenues après filtrage.
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Sur la figure 5.32(a), obtenue directement à partir de la matrice de covariance sans apo-
disation et pour des vecteurs directeurs non fenêtrés, on observe une persistance de pics
de fouillis dans la case d’intérêt comme dans celles qui lui sont adjacentes. La position
des pics les plus importants est en accord avec la répartition des contributeurs principaux
visibles avant filtrage.
Les conséquences de la diminution de réjection inhérente à l’apodisation se manifestent
sur la figure 5.32(b) à travers la remontée des pics de fouillis. La robustesse liée à l’emploi
de cette méthode dans le cas d’un éventuel étalement Doppler du fouillis apparaît quant
à elle pour les cases distances les plus éloignées, sous la forme d’un élargissement de la
zone de réjection. Une réjection forte, estimée pour des fréquences Doppler très proches
de zéro, a en effet été appliquée à une zone Doppler pour laquelle le fouillis était moins
puissant.
FIG. 5.32: ΛA(τ, ν˜d) sans (a) et avec (b) CMT
Nous retrouvons sur la figure 5.33 les effets néfastes évoqués lors de l’étude dans la case
sous test à savoir une perte de capacité de localisation due à la fois à l’élargissement des
lobes de la cible et du fouillis et à la remontée du pic de fouillis due à l’apodisation et au
fenêtrage.
Synthèse. L’apodisation comme le fenêtrage sont souvent présentés comme incontour-
nables, aboutissant à une amélioration de la robustesse. Sur le principe cette affirmation
est vraie. Tout le problème réside dans l’application souvent en aveugle de ces deux prin-
cipes qui deviennent des « principes de précaution », et dont les paramètres (coefficients
d’apodisation et de fenêtrage) sont fixés a priori en tenant compte du pire cas, avec les
conséquences néfastes que nous avons souhaité mettre en évidence dans ce paragraphe et
auxquelles nous avons été confrontées au début des recherches avant d’en nuancer l’em-
ploi.
Les deux méthodes sont le plus souvent dissociées mais nous venons de voir à quel point,
pour des cibles relativement rapides, leur association peut en revanche être intéressante
bien qu’elles poursuivent des objectifs différents.
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FIG. 5.33: ΛA(τ, ν˜d) avec fenêtrage de Chebyshev et apodisation
5.1.4 Fouillis réel, détection d’une cible à l’aide de méthodes STAP
Etude du SINRloss et des détecteurs
Hypothèse bruit blanc. Afin de disposer d’une base de comparaison, il est intéres-
sant de représenter le diagramme angle-Doppler dans la case de la cible en faisant l’hypo-
thèse d’une interférence de type bruit blanc. Les détecteurs sont dans ce cas équivalents à
une constante près.
La figure 5.34 met ainsi en évidence la crête de fouillis nécessitant la mise en place d’un
filtrage.
FIG. 5.34: ΛA(θ, ν˜d) sous l’hypothèse bruit blanc
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Méthode PC.
Nota. Afin d’améliorer la compréhension à travers la lisibilité des figures, l’ensemble de
celles-ci est à la fois illustré par une vue de dessous, seule capable de rendre compte de la
profondeur de réjection de la crête de fouillis, et une vue de dessus permettant d’apprécier
le pointage et l’ensemble des lobes latéraux.
Les figures 5.35 et 5.36 correspondent respectivement à la méthode de décomposition en
éléments principaux avec Diagonal Loading (PC−DL) appliquée, pour la première avec
une méthode adaptée aux environnements Gaussiens (méthode SCM) et pour la seconde
à ceux qui ne le sont pas (matrice du Point Fixe, FP).
L’inadaptation de la première méthode est caractérisée par son incapacité à mettre en place
une réjection en direction du fouillis et assurer un pointage dans la direction désignée,
celle de la cible en l’occurrence. On observe les effets inverses pour la seconde méthode.
FIG. 5.35: SINRlossPC−DL avec SCM
FIG. 5.36: SINRlossPC−DL avec FP
Le mode de sélection des valeurs propres de la SCM, prévu dans la méthode PC, est
totalement inefficace dans le cas d’un fouillis réel qui, rappelons le, est caractéristique
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d’un modèle non-Gaussien. Les détecteurs testés ne font pas apparaître de cible (cf. figure
5.37).
FIG. 5.37: ΛGPC−DL (a), ΛKPC−DL (b), ΛAPC−DL (c) avec SCM
Il en est de même pour une sélection à partir de la matrice du point fixe. Les sorties des
détecteurs considérés sont plus cohérentes que les précédentes puisqu’elles ont le mérite
de faire apparaître la crête de fouillis (cf. figure 5.38) mais la réjection de ce dernier n’est
toujours pas suffisante pour faire émerger la cible.
FIG. 5.38: ΛGPC−DL (a), ΛKPC−DL (b), ΛAPC−DL (c) avec FP
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Méthode SV D. A la vue des figures 5.39, 5.40, 5.41, 5.42, les mêmes enseignements
que ceux de la méthode PC peuvent être formulés pour la méthode SV D tant pour les
pertes en rapport signal à bruit plus interférence que pour la capacité de détection en sortie
de filtrage. Ceci constitue une confirmation et se conçoit aisément compte tenu du mode
de sélection des valeurs propres et vecteurs propres, similaire pour les deux méthodes.
FIG. 5.39: SINRlossSV D−DL avec SCM
FIG. 5.40: SINRlossSV D−DL avec FP
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FIG. 5.41: ΛGPC−SV D−DL (a), ΛKPC−SV D−DL (b), ΛAPC−SV D−DL (c) avec SCM
FIG. 5.42: ΛGPC−SV D−DL (a), ΛKPC−SV D−DL (b), ΛAPC−SV D−DL (c) avec FP
Méthode CSM. La figure 5.43(a) met en évidence des niveaux de réjection supé-
rieurs à ceux des méthodes PC (cf. figure 5.36(a)) ou SV D (cf. figure 5.40(a)) avec adap-
tation de la matrice de covariance par la méthode du point fixe. Ceci se traduit par de
meilleurs résultats au niveau de la sortie des détecteurs comme en témoigne la figure
5.44. Le fouillis n’est néanmoins pas totalement rejeté.
FIG. 5.43: SINRlossCSM−DL avec FP
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FIG. 5.44: ΛGCSM (a), ΛKCSM (b), ΛACSM (c) avec FP
Méthode JDL. Contrairement aux méthodes précédentes pour lesquelles l’emploi
du Diagonal Loading n’entraînait qu’une amélioration mineure (expliquant que tous les
diagrammes, avec ou sans DL, n’ont pas été représentés), on note en comparant les figures
5.45(a) et 5.46(a) une réjection accrue avec l’ajout de cette modification. La figure 5.46(b)
fait quant à elle état d’un meilleur pointage par rapport à 5.45(b).
FIG. 5.45: SINRlossJDL avec FP
L’impact de cette amélioration est également visible sur la sortie des détecteurs.
Les sorties directes des détecteurs avec ou sans Diagonal Loading respectivement repré-
sentées en figure 5.47 et 5.48 mettent en évidence une instabilité à travers l’apparition
de pics parasites. Attribuée à la dimension réduite d’estimation (ηs = ηd = 3), nous pro-
posons de supprimer les effets de ces instabilités de façon itérative en tenant compte des
résolutions spatiale et temporelle qui excluent que la cible puisse être représentée par un
pic.
Processus de réjection itérative. Après avoir choisi une valeur de dynamique et un
seuil auquel rejeter les pics, chaque position spatio-temporelle est passée au crible et ra-
menée au niveau du seuil dès lors que la différence entre la valeur du détecteur à cette
position et celle aux positions l’entourant est plus grande que la dynamique.
L’effet de cette réjection progressive est visible sur les figures 5.49, 5.50, 5.51, 5.52 et
5.53.
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FIG. 5.46: SINRlossJDL−DL avec FP
FIG. 5.47: ˙ΛG (a), ˙ΛK (b), ˙ΛA (c) avec FP
FIG. 5.48: ˙ΛGDL (a), ˙ΛKDL (b), ˙ΛADL (c) avec FP
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La comparaison des figures 5.49 et 5.51 permet, dès la première itération, d’observer
l’amélioration apportée par le Diagonal Loading. Il est à noter qu’une troisième itération
a été nécessaire pour supprimer totalement une interférence résiduelle et obtenir ainsi une
parfaite localisation (cf. figure 5.53).
FIG. 5.49: ˙ΛG (a), ˙ΛK (b), ˙ΛA (c) avec FP et nettoyage (1 itération)
FIG. 5.50: ˙ΛG (a), ˙ΛK (b), ˙ΛA (c) avec FP et nettoyage (2 itérations)
FIG. 5.51: ˙ΛGDL (a), ˙ΛKDL (b), ˙ΛADL (c) avec FP et nettoyage (1 itération)
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FIG. 5.52: ˙ΛGDL (a), ˙ΛKDL (b), ˙ΛADL (c) avec FP et nettoyage (2 itérations)
FIG. 5.53: ˙ΛGDL (a), ˙ΛKDL (b), ˙ΛADL (c) avec FP et nettoyage (3 itérations)
Méthode D3. Comme évoqué lors de l’étude de la méthode D3 (cf. paragraphe 3.8),
cette méthode non statistique ne permet pas la réjection du fouillis a fortiori non-Gaussien
du fait même de sa nature non statistique. Seuls sont visibles le pointage sur le diagramme
angle-Doppler (cf. figure 5.54) et la crête de fouillis en sortie de détecteur (cf. figure 5.55).
FIG. 5.54: SINRlossD3
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FIG. 5.55: ΛAD3
Méthode JDL−D3. La comparaison de la figure 5.56 (respectivement la figure
5.57) avec la figure 5.54 d’une part et avec la figure 5.45 (respectivement la figure 5.46)
d’autre part met en évidence une amélioration de la prise en compte du fouillis par rapport
à la méthode D3 mais une moindre focalisation par rapport à la méthode JDL.
FIG. 5.56: SINRlossJDL−D3 avec FP
Le phénomène d’instabilité évoqué précedemment est visible sur les figures 5.58 et 5.59.
La cible est à nouveau visible à l’issue du processus itératif de réjection (figures 5.60 et
5.61 sans Diagonal Loading et figures 5.62, 5.63 et 5.64 avec Diagonal Loading).
Comme pour la méthode JDL, on observe, en comparant les figures 5.60 et 5.62, l’amé-
lioration apportée par le Diagonal Loading, dès la première itération. Il est à noter qu’une
troisième itération a également été nécessaire pour supprimer totalement une interférence
résiduelle et obtenir ainsi une parfaite localisation (cf. figure 5.64).
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FIG. 5.57: SINRlossJDL−D3−DL avec FP
FIG. 5.58: ˙ΛGD3 (a), ˙ΛKD3 (b), ˙ΛAD3 (c) avec FP
FIG. 5.59: ˙ΛGD3−DL (a), ˙ΛKD3−DL (b), ˙ΛAD3−DL (c) avec FP
FIG. 5.60: ˙ΛGD3 (a), ˙ΛKD3 (b), ˙ΛAD3 (c) avec FP et nettoyage (1 itération)
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FIG. 5.61: ˙ΛGD3 (a), ˙ΛKD3 (b), ˙ΛAD3 (c) avec FP et nettoyage (2 itérations)
FIG. 5.62: ˙ΛGD3−DL (a), ˙ΛKD3−DL (b), ˙ΛAD3−DL (c) avec FP et nettoyage (1 itération)
FIG. 5.63: ˙ΛGD3−DL (a), ˙ΛKD3−DL (b), ˙ΛAD3−DL (c) avec FP et nettoyage (2 itérations)
FIG. 5.64: ˙ΛGD3−DL (a), ˙ΛKD3−DL (b), ˙ΛAD3−DL (c) avec FP et nettoyage (3 itérations)
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5.2 Réjection de fouillis réel : méthodes d’estimation spec-
trale
Les paramètres de la configuration ayant conduit à l’acquisition de l’écho de sol auquel
sera superposé celui d’une cible à détecter sont présentés dans le tableau 4.2 (cf. §4.2).
5.2.1 Evolution du diagramme distance-Doppler au cours du proces-
sus
La figure 5.65 représente le diagramme distance-Doppler
(
max
θ
(α(τ,θ, ν˜d)) = α(θ, ν˜d)
)
à l’issue de la détection initiale pour la méthode Averaged Fourier (AF).
Celle-ci constitue une référence pour apprécier le niveau relatif du signal d’intérêt vis
à vis des interférences. La construction même de l’estimation d’amplitude, présentée à
l’équation (3.156), ne comporte en effet qu’un pointage dans la direction d’intérêt sans
aucune réjection. La méthode Averaged Fourier est ainsi équivalente à celle de Capon ou
APES avec une matrice des interférences égale à l’identité.
La figure 5.66 correspond à la même représentation (donc avant le processus de nettoyage)
à l’issue de l’application de la méthode Capon. On assiste à une diminution du niveau
de fouillis, par rapport à la méthode AF et APES comme nous le verrons sur la figure
5.67. Cette diminution, intéressante a priori, s’avère néfaste puisqu’elle traduit une sous-
estimation de l’amplitude des composantes du signal. Elle conduira donc à une augmen-
tation significative du nombre d’itérations nécessaires à la réjection.
L’origine de cette mauvaise estimation réside dans la constitution des coefficients du filtre.
Contrairement à la méthode APES, le maintien du pointage dans la direction d’intérêt
n’est pas imposé, lors de l’estimation des interférences (cf. équation (3.157)).
La figure 5.67, représentative de la méthode APES, illustre ce maintien de pointage à
travers des niveaux semblables à la méthode AF .
L’examen attentif de cette figure et sa comparaison avec la figure 5.65 permettent de plus
de constater une diminution des lobes latéraux en Doppler par rapport à la méthode AF .
Ces deux effets sont la traduction de la réjection des interférences associée au maintien
du pointage lors de cette réjection (cf. équation (3.152)).
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FIG. 5.65: αAF(τ, ν˜d) et αAF(τ, fd) à l’issue de la détection initiale
FIG. 5.66: αCapon(τ, ν˜d) et αCapon(τ, fd) à l’issue de la détection initiale
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FIG. 5.67: αAPES(τ, ν˜d) et αAPES(τ, fd) à l’issue de la détection initiale
Les figures 5.68 à 5.71 présentent l’effet des réjections successives du fouillis sur le dia-
gramme distance-Doppler.
La zone de réjection en distance a volontairement été choisie à partir de l’indice 20 (et
non 0) et jusqu’à l’indice 80 afin que puisse être mise en évidence la capacité de rejec-
tion localisée. Il a été demandé à l’algorithme de tenir compte d’une éventuelle agitation
du couvert végétal. La réjection a ainsi été appliquée entre −5Hz et 5Hz. Le domaine
angulaire a été spécifié entre −90◦ et 90◦.
Les diagrammes correspondant aux méthodes Capon, APES et à leur version après moyen-
nage avant-arrière sont successivement représentés, de la fin du processus de nettoyage
numéro 1 à celle du numéro 4.
FIG. 5.68: αCapon(τ, ν˜d) après réjection, à l’issue du processus n◦1 (a), n◦2 (b), n◦3 (c) et
n◦4 (d)
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FIG. 5.69: αAPES(τ, ν˜d) après rejection, à l’issue du processus n◦1 (a), n◦2 (b), n◦3 (c) et
n◦4 (d)
FIG. 5.70: αCapon−FB(τ, ν˜d) après rejection, à l’issue du processus n◦1 (a), n◦2 (b), n◦3
(c) et n◦4 (d)
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FIG. 5.71: αAPES−FB(τ, ν˜d) après rejection, à l’issue du processus n◦1 (a), n◦2 (b), n◦3 (c)
et n◦4 (d)
L’efficacité des deux méthodes, si l’on s’en tient à ces représentations, semble compa-
rable. La question se pose donc de leur efficience respective que nous proposons d’étudier
à travers le nombre d’itérations constituant chaque processus.
5.2.2 Etude de l’efficacité relative des méthodes
Les figures 5.72, 5.73, 5.74 et 5.75 correspondent respectivement au nombre d’itérations
nécessaire à l’obtention du niveau désiré, −16dB en l’occurrence, pour les méthodes Ca-
pon, APES, Capon-FB et APES−FB, le tout pour le premier et quatrième processus.
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FIG. 5.72: Niveau de réjection avec Capon lors du processus n◦1 (a) et n◦4 (b)
Les figures 5.72 et 5.73 font apparaître un nombre sensiblement égal d’itérations pour les
méthodes APES et Capon. Ce nombre est considérablement réduit lors de l’application
du moyennage avant-arrière (cf. figures 5.74 et 5.75). La méthode APES−FB apparaît
ainsi comme la plus efficiente avec, notamment pour le quatrième processus, un nombre
d’itérations largement inférieur à celui de la méthode Capon-FB.
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FIG. 5.73: Niveau de réjection avec APES lors du processus n◦1 (a) et n◦4 (b)
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FIG. 5.74: Niveau de réjection avec Capon-FB lors du processus n◦1 (a) et n◦4 (b)
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FIG. 5.75: Niveau de réjection avec APES−FB lors du processus n◦1 (a) et n◦4 (b)
5.2. RÉJECTION DE FOUILLIS RÉEL : MÉTHODES D’ESTIMATION SPECTRALE133
5.2.3 Diagrammes distance-Doppler et angle-Doppler pour la mé-
thode APES−FB
La figure 5.76 se focalise sur l’isodistance correspondant au retard 50, celui de la cible.
La cible initialement cachée par les lobes secondaires du fouillis de sol (figure 5.76(a))
apparaît après la réjection (figure 5.76(b)) obtenue en appliquant la méthode qui s’est
montrée la plus efficiente : la méthode APES associée à un moyennage avant arrière.
40
45
50
55
60
−80
−60
−40
−20
0
20
−15
−10
−5
0
5
10
Indice case distancefd (Hz)
A
m
p
li
tu
d
e
(d
B
)
−15
−10
−5
0
5
10
40
45
50
55
60
−80
−60
−40
−20
0
20
−15
−10
−5
0
5
10
Indice case distancefd (Hz)
A
m
p
li
t
u
d
e
(
d
B
)
−15
−10
−5
0
5
10
FIG. 5.76: Zoom sur αAPES−FB(τ, ν˜d) lors de la détection initiale (a) et après rejection (b)
Pour compléter la visualisation de l’effet de la réjection itérative, il est intéressant de repré-
senter le diagramme angle-Doppler dans la case distance de la cible. Cette représentation
est disponible en figure 5.77.
FIG. 5.77: α(θ, fd), case distance 50, détection initiale (a) et fin de réjection (b)
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FIG. 5.78: Persymétrie de ˆ˜ΞF (a), ˆ˜ΞFB (b), ˆ˜Φ (c) et ˆ˜ΦFB (d)
5.2.4 Etude de la persymétrie
Nous proposons dans ce paragraphe, pour mieux comprendre l’impact du moyennage
avant-arrière, de représenter, pour les matrices ˜Ξ et ˜Φ, le paramètre en mesure de rendre
compte du « déséquilibre de persymétrie » défini par :
Pi, j = Mi, j−MMs ˜Md− j+1,Ms ˜Md−i+1 (5.5)
avec (i, j) ∈ [1 : Ms ˜Md].
Les figures 5.78(a) et (c) correspondent à la version non moyennée des deux matrices et
les figures 5.78(b) et (d) à l’application du moyennage.
5.2.5 Nécessité de plusieurs processus
L’algorithme de réjection est conçu pour s’arrêter une fois le seuil désiré atteint. Une der-
nière vérification, constituée par le calcul des amplitudes dans la case distance considérée,
est réalisée afin de s’assurer que la dernière itération n’a pas engendré la remontée d’un
pic parasite dans le domaine spatio-temporel.
La nécessité de réitérer le processus a été constatée, prouvant que des lobes secondaires,
voire latéraux, sont créés dans les cases adjacentes par la réjection dans celle sous test
d’un lobe secondaire en lieu et place d’une contribution principale.
Une des possibilités pour diminuer ce parasitage, et donc améliorer le temps de traitement,
consiste à limiter au maximum la taille de la zone de réjection.
5.2.6 Présentation des résultats d’une réjection localisée
Un exemple de réjection localisée et toujours progressive du fouillis dans le domaine
(angle-Doppler), case distance après case distance est visible à l’adresse internet suivante :
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http ://jraout.perso.sfr.fr/these/filmThetaNud.avi.
Il est présenté sous la forme d’une animation. Le mécanisme itératif de cette méthode se
prête en effet particulièrement bien à ce type de représentation, évitant l’accumulation de
figures pourtant nécessaire à une bonne compréhension.
L’adresse http ://jraout.perso.sfr.fr/these/filmTauNudPasse1.avi permet quant à elle d’avoir
accès à une visualisation dans le domaine complémentaire (Doppler-retard).
La zone de rejection a volontairement été restreinte à seulement 5 cases distance de part et
d’autre de la case dans laquelle la cible a été injectée et non plus 30 comme précédemment.
Dès la première passe la réjection est particulièrement efficace, toute aussi efficace d’ailleurs
que la réjection obtenue avec une zone de nettoyage plus importante pour plusieurs séries
d’itérations. Ceci confirme l’impact que peut avoir la réjection d’un lobe secondaire en
distance, confondu avec un pic principal.
La restriction de la zone de nettoyage permet d’améliorer considérablement la rapidité de
traitement indépendamment de la diminution du nombre de cases distance à traiter. Cette
amélioration est due à la chute du nombre d’itérations pour chaque case.
Edicter une règle permettant de quantifier la réduction du nombre d’itérations n’aurait
aucun sens. Chaque jeu de données correspondra à un fouillis spécifique, chaque case
distance à un nombre de contributeurs particulier.
Un exemple édifiant est néanmoins fourni en figure 5.79(b). Y sont comparés le nombre
d’itérations nécessaires à l’obtention d’un seuil de−16dB pour la zone de nettoyage située
d’une part entre le retard 20 et le retard 80 ayant nécessité 4 passages (représentation en
rouge) et d’autre part entre le retard 45 et 55. La figure 5.79(a) permet d’apprécier, lorsque
plusieurs séries d’itérations sont nécessaires, l’évolution du nombre d’itérations pour les
différents processus.
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FIG. 5.79: Nombre d’itérations : évolution lors de la réjection entre les retards 20 et 80
(a) et comparaison entre une réjection localisée (b, vert) et plus générale (b,
rouge)
Notons que dans le cadre de la poursuite d’une cible la position de celle-ci est supposée
connue à l’étape précédente du processus de détection. La zone à étudier pourra donc
effectivement être restreinte. Le temps d’intégration cohérent a de plus été choisi pour
éviter la migration en case distance.
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Remarquons enfin que les résultats précédents correspondent à un algorithme de réjection
poussé dans ces derniers retranchements. Un nombre d’itérations successives par case
distance plus restreint suffit à atteindre un niveau compatible avec la détection de cible.
Un critère d’arrêt qui s’appuie non seulement sur l’obtention d’un seuil de réjection
proche du plancher de bruit mais incluant également une réjection minimale d’une ité-
ration à l’autre a ainsi été mis en œuvre avec succès.
Les animations aux adresses http ://jraout.perso.sfr.fr/these/filmTauNudPasse1Seuil-5.avi
et http ://jraout.perso.sfr.fr/these/filmTauNudPasse1Seuil-8.avi en témoignent. Le dernier
chiffre du nom de fichier correspond au seuil fixé. Un nombre d’itérations compris entre
4 et 22 est ainsi nécessaire pour un seuil de −5dB et entre 5 et 25 pour un seuil à −8dB.
Synthèse. La méthode APES avec moyennage avant-arrière a montré son efficacité mais
également son efficience par rapport à la version non moyennée ou vis à vis d’une autre
méthode telle que Capon.
La comparaison de la figure 5.77 avec l’ensemble de celles présentées au §5.1.4, réali-
sées à partir des mêmes données, permet également de juger de la performance de cette
méthode qui, rappelons-le, n’a utilisé que les données de la case distance sous test et
est donc insensible aux fluctuations d’amplitude (inhomogénéité, non-Gaussianité) ou de
localisation spatio-temporelle (dépendance en distance) du fouillis.
Un certain nombre d’améliorations sont envisageables. Celles-ci tournent autour de l’in-
fluence des lobes secondaires en distance. La première amélioration consisterait à repérer
non plus le contributeur principal d’une case après l’autre mais celui de l’ensemble des
cases distance de la zone de réjection. Ce processus ne tenterait ainsi plus, en vain, ou du
moins au prix d’un accroissement important du nombre d’itérations, de rejeter ce qui serait
considéré comme faisant partie de la case sous test alors que l’origine se trouve ailleurs.
Cette évolution implique bien évidemment un accroissement du temps de calcul dû à la
nécessité d’estimer le contributeur principal sur plusieurs cases. Il conviendra d’apprécier
si cette surcharge est contrebalancée ou non par la diminution du nombre d’itérations.
Une version sous-optimale résiderait dans un compromis et consisterait à considérer non
pas l’ensemble de la zone de réjection ni la seule case sous test mais un nombre restreint
de cases distance adjacentes.
Plus généralement, il est légitime de s’interroger sur les éventuelles restrictions d’emploi
des méthodes de réjection à partir de l’estimation spectrale. Celles-ci ne sont ainsi pas
adaptées à la réjection d’un brouilleur autre que répéteur. Cela ne constitue néanmoins
pas de réel handicap compte-tenu des applications envisagées.
Qu’il s’agisse d’un complément de couverture radar ou d’une application non plus défen-
sive mais offensive consistant à pénétrer le domaine adverse, l’emploi d’un brouilleur n’a
a priori pas lieu d’être.
Dans le premier cas l’assaillant cherche en effet à être discret.
Dans le second cas et pendant la phase durant laquelle la passivité du porteur du récep-
teur l’a rendu indétectable, il n’y a aucune raison pour qu’une action de brouillage soit
conduite. L’aéronef, une fois éventuellement détecté, passera dans un mode actif.
L’utilisation de méthodes d’estimation spectrale dans le but de rejeter le fouillis pourrait
être qualifiée de « filtrage spatio-temporel assisté » puisque elle implique la connaissance
ou l’estimation préalable de la répartition spatio-temporelle de l’interférence à rejeter. Il
convient de ne pas confondre cette nouvelle classe de méthodes avec celles dites « ai-
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dées » que les anglo-saxons regroupent sous le terme de « knowledge aided STAP » et qui
consiste à profiter de la connaissance a priori de la localisation des sources d’interférence,
grâce à un modèle numérique de terrain par exemple, afin d’optimiser les traitements
« classiques » STAP en rejetant les cases distance qui présenteraient une inhomogénéité
(voix de communication, etc.).
Le « filtrage spatio-temporel assisté » peut s’enrichir du même modèle, mais dans le
simple but d’estimer la répartition spatio-temporelle générale du fouillis.
La connaissance de la configuration de mesure peut compléter cette estimation. L’exemple
d’une antenne à visée latérale et d’un émetteur statique conduit par exemple à une relation
linéaire entre fréquence Doppler réduite et fréquence spatiale réduite. Celui d’une antenne
à visée latérale à une relation du type :
fd = vRλ cos(θ) (5.6)
Cette méthode est bien évidemment mise en défaut si l’émetteur est animé d’un mouve-
ment inconnu.
L’approche la plus efficace consiste à profiter de la phase initiale d’estimation, dont la
figure 5.67 fournit un exemple.
La localisation peut également être réalisée, non plus dans la case sous test mais dans une
des cases directement adjacentes (de manière à ne pas être tributaire de dépendance en
distance) afin d’éviter toute influence de la ou des cibles.
Enfin, dans le cas où, la précision serait insuffisante, le recours à d’autres méthodes d’es-
timation de la densité spectrale de puissance dans le domaine spatio-temporel, dont on
notera la filiation avec celles utilisées, puisqu’elles correspondent à leur version sans fe-
nêtre glissante, est envisageable.
Citons l’estimateur de Fourier [108] de densité :
DSP(νs, ν˜d) = s† ˜Rs (5.7)
ou celui dit « à super-résolution » :
DSP(νs, ν˜d) =
1
s† ˜R−1s
(5.8)
A titre d’exemple, la figure 5.80 correspond à un récepteur se déplaçant à une vitesse de
360km/h et emportant un réseau non ambigu de 16 éléments d’antenne à visée latérale
accordées au canal DV B−T n˚25 avec une fréquence Doppler maximale de 625Hz.
FIG. 5.80: Densité spectrale de puissance du fouillis dans le cas d’un réseau phasé à visée
avant (a). Application de l’approche dite « super-résolution » (b)
Chapitre 6
Conclusion et perspectives
Le cheminement intellectuel et humain qui fût le mien m’a progressivement permis :
X de découvrir un sujet à la croisée des chemins, entre télécommunications et radar,
X de m’adapter à sa spécificité et à la réalité du terrain,
X d’échanger pour ne pas rester « monostatique »,
X d’imaginer une nouvelle façon de voir les choses,
X et aujourd’hui de rêver à un avenir « multidynamique ».
Le développement d’une méthode originale, adaptée au cas d’un récepteur fixe, constitue
le premier apport de ces travaux.
La généralisation des méthodes de traitement spatio-temporel au cas opérationnel le plus
général qui soit :
X émetteur non-coopératif,
X forme d’onde aléatoire,
X cibles multiples,
X récepteur mobile,
X réseau d’antennes lacunaires,
correspond au second grand axe de ces recherches.
La réjection d’interférences à partir de méthodes d’estimation spectrale constitue quant à
elle la voie de recherche la plus novatrice.
Il est difficile d’être exhaustif en terme de perspectives, tant les prolongements autour
de cette étude peuvent être nombreux. Ils seront seulement limités par l’ingéniosité et la
créativité de celles et ceux qui ont d’ores et déjà repris le flambeau. Néanmoins, certaines
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pistes semblent particulièrement prometteuses :
X la recherche de complémentarité en terme de capacité de détection (portée, pro-
babilité de détection et de fausse alarme) en exploitant simultanément plusieurs
gammes de fréquences (FM, DAB, DV B−T ), en mettant en œuvre plusieurs récep-
teurs et en exploitant plusieurs émetteurs,
X l’association de la méthode JDL−D3 avec la différenciation des données homo-
gènes et hétérogènes,
X la réjection spatio-temporelle assistée et localisée,
X et plus généralement, le développement d’une nouvelle approche vis à vis de l’en-
vironnement de détection, mélange d’adaptivité et de connaissance a priori.
Le développement, en France et en Allemagne, de démonstrateurs exploitant le concept
de radars passifs à émetteurs non coopératifs, à partir d’un récepteur fixe, a d’ores et déjà
mis en évidence tout l’intérêt d’une synergie entre les acteurs du domaine des télécom-
munications et de celui du radar. Ce sujet est une formidable opportunité de se préparer
à l’avenir à travers la convergence du monde des télécommunications et du monde des
radaristes que motive :
X une inéluctable « optimisation sous contraintes » (raréfaction du spectre,...et des
finances),
X la dualité des technologies,
X la proximité des traitements.
Se préparer à l’avenir mais également préparer l’avenir par des réalisations concrètes.
Les aventures scientifiques et humaines s’annoncent d’ailleurs belles et prennent aujour-
d’hui le nom, en France de 6D2M (Développer et Déployer un Démonstrateur 3D Multi-
récepteurs Multi-bandes), et pour l’OTAN, Exploratory Team 71 dans le domaine des
radars passifs aéroportés.
Le succès de la détection passive, depuis le sol ou à partir d’un aéronef, passe également
par l’appropriation, par les militaires, des nouveaux effets qui peuvent en résulter. Au-delà
de la nouvelle capacité, de la nouvelle façon de détecter, ce sont bien les potentialités de
la discrétion qu’il convient d’appréhender. Un concept d’emploi, qui sera lui aussi une
occasion d’échanger, est donc à écrire.
Appendices
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Annexe A
Liste des abréviations
Acronyme Description
aBORD asymptotique Bayesian Optimum Radar Detector
AIS Automatic Identification System
ALU Antenne Linéaire Uniforme
APES Amplitude and Phase EStimation
BA Basse Altitude
BORD Bayesian Optimum Radar Detector
CEM Compatibilité ÉlectroMagnétique
CME Contre-Mesures Électroniques
CSM Cross-Spectral Metric
D3 Direct Data Domain
DAB Digital Audio Broadcasting
DL Diagonal Loading
DRAM Dommages dus aux Rayonnements sur les Armes et Munitions
DREP Dommages dus aux Rayonnements Électromagnétiques sur le Personnel
DSP Densité Spectrale de Puissance
DVB-T Digital Video Broadcasting Terrestrial
EQM Erreur Quadratique Moyenne
ETSI European Telecommunications Standards Institute
FDP Fonction de Densité de Probabilité
FFT Fast Fourier Transform
FM Frequency Modulation
FOPEN FOliage PENetration
FP Fixed Point
FPE Faible Probabilité d’Exploitation
FPI Faible Probabilité d’Interception
GIP Generalized Inner Product
GLRT Generalized Likelihood Ratio Test
GSM Global System for Mobile communications
ICM Internal Clutter Motion
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Acronyme Description
IID Indépendants et Identiquement Distribués
IET Institution of Engineering and Technology
IF Improvement Factor
JDL Joint Domain Localized
LPF Low-Pass Filter
MAQ Modulation d’Amplitude en Quadrature
MCO Maintien en Condition Opérationnelle
MCP Moindres Carrés Pondérés
MCS Maintien en Condition de Sécurité
MDV Minimum Detectable Velocity
MIT Massachusets Institute of Technology
MLE Maximum Likelihood Estimate
MPEG Moving Picture Experts Group
MUSIC MUltiple SIgnal Characterization
MVE Minimum Variance Estimator
OFDM Orthogonal Frequency Division Multiplexing
OGD Optimum Gaussian Detector
ONERA Office National d’Etudes et Recherches Aérospatiales
OTAN Organisation du Traité de l’Atlantique Nord
PC Principal Component
PIRE Puissance Isotrope Rayonnée Equivalente
PST Power Selected Training
QPSK Quadrature Phase Shift Keying
RIE Relative Importance of Eigenbeam
RIF Réponse Impulsionnelle Finie
RNE Rayonnements Non Essentiels
RSBI Rapport Signal à Bruit plus Interferences
RVG Rapport de Vraissemblance Généralisé
SAR Synthetic Aperture Radar
SCM Sample Covariance Matrix
SCR Signal to Clutter Ratio
SDSD Single Data Set Detection
SER Surface Equivalente radar
SINR Signal to Interference plus Noise Ratio
SIRP Spherically Invariant Random Process
SIRV Spherically Invariant Random Vector
SPR Signal PRocessing
STAP Space Time Adaptive Processing
SVD Single Value Decomposition
TBA Très Basse Altitude
TFAC Taux de Fausse Alarme Constant
TNT Télévision Numérique Terrestre
TPS Transmission Parameters Signalling
Annexe B
Liste des notations
Signal émis
– Les paramètres de l’émetteur sont repérés par l’indice E ,
– X (respectivement x) : matrice (respectivement vecteur) de données en relation avec
le signal de référence, reçu par le radar,
– B : bande du signal d’opportunité considéré,
– Nsp : nombre de sous-porteuses,
– GEA : gain de l’émetteur en direction de l’élément A,
– PE : puissance isotropre rayonnée équivalente,
– ∆ fβ : résolution en fréquence Doppler bistatique,
– ∆vβ : résolution vitesse bistatique,
– ∆rβ : résolution distance bistatique.
Propagation
– c : célérité de la lumière,
– λ : longueur d’onde,
– f0 : fréquence porteuse.
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Porteur et antenne réceptrice
– Les paramètres du récepteur sont repérés par l’indice R,
– GRA : gain du récepteur dans la direction de l’élément A,
– Ns : nombre d’éléments constituant l’antenne réseau,
– di j : espacement entre les éléments d’antenne i et j,
–
−→n : vecteur normal au réseau antennaire,
– ϕnvR , θnvR : site et gisement de dépointage du réseau vis à vis du vecteur vitesse du
récepteur.
Signal reçu et acquisition
– Les paramètres de la cible sont repérés par l’indice T (target), ceux du fouillis de
sol par C (clutter), ceux d’un brouilleur par J (jammer),
– Y (respectivement y) : matrice (respectivement vecteur) de données en relation avec
le signal reçu par le radar,
– N : matrice de données en relation avec le bruit thermique,
– B (respectivement b) : matrice (respectivement vecteur) de données en relation avec
le signal d’interférence (fouillis et bruit thermique),
– Domaine distance :
– τ : retard bistatique entre le signal du trajet direct et celui d’intérêt,
– Domaine temporel :
– No : nombre de symboles OFDM,
– Nd : nombre d’échantillons temporels acquis,
– Tic : temps d’intégration cohérente,
– fe : fréquence d’échantillonnage,
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– sd : vecteur directionnel temporel,
– fd : fréquence Doppler,
– zd : phase d’un échantillon temporel à l’autre,
– νd : fréquence temporelle réduite,
– l : indice de l’échantillon temporel considéré,
– vd vecteur v pointé dans la direction temporelle νd (vd = v◦ sd(νd),
– Domaine spatial :
– ss : vecteur directionnel spatial,
– νs : fréquence spatiale réduite,
– θ : angle d’arrivée,
– θR3dB : ouverture à 3dB du réseau antennaire utilisé en réception,
– zs : phase d’un échantillon spatial à l’autre,
– i : indice de l’échantillon spatial considéré,
– vs vecteur v pointé dans la direction spatiale νs (vs = v◦ ss(νs)),
– Domaine spatio-temporel :
– lorsqu’une analogie parfaite entre les domaines spatiaux et temporels existe, l’in-
dice sd sera employé,
– vsd vecteur v pointé dans la direction spatio-temporelle (νs,νd) (vsd = v◦s(νs,νd)),
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– Domaine puissance :
– α : amplitude du contributeur considéré,
– Ar,p : aire de fouillis, patch p, isodistance r,
– σβC0 : coefficient de rétrodiffusion bistatique de l’élément C,
– σβC : surface équivalente de fouillis,
– σβT : SER bistatique de la cible T ,
– NT : nombre de cibles,
– Nr : nombre d’isodistances prises en compte dans la contribution totale du fouillis,
– Nr,p : nombre de patchs de l’isodistance r,
– Pe : puissance de l’émetteur,
– GRA : gain de réception dans la direction du point A,
– PrA : puissance reçue de l’élément A,
– Lre f (respectivement L) : coefficient de perte pour le trajet direct (respectivement
pour le signal de cible).
Notations et opérateurs mathématiques
– Les majuscules en gras seront réservées aux matrices, les minuscules en gras aux
vecteurs et les minuscules aux scalaires,
– M∗ (resp v∗) : matrice M (respectivement vecteur v) après conjugaison,
– MT (resp vT ) : matrice M (respectivement vecteur v) après transposition,
– M† (resp v†) : matrice M (respectivement vecteur v) après transposition Hermi-
tienne,
– M̂ (respectivement vˆ) : estimée de la matrice M (respectivement du vecteur v),
– ⊗ : produit de Kronecker,
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– ◦ : produit de Hadamard,
– ∗ : convolution,
– cC : vecteur colonne constitué de C éléments unitaires,
– lL : vecteur ligne constitué de L éléments unitaires,
– 0C : vecteur colonne constitué de C éléments nuls,
– IN : matrice identitaire de dimension N,
– 1N : matrice unitaire de dimension N×N,
– Ml : ligne l de la matrice M,
– M[l1:l2] : lignes l1 à l2 de la matrice M,
– Mc : colonne c de la matrice M,
– M[c1:c2] : colonnes c1 à c2 de la matrice M,
– Ml,c : élément de la matrice M correspondant à la colonne c et à la ligne l,
– vl : élément l du vecteur v,
– vC : C premières valeurs du vecteur v,
– vi: j : portion du vecteur v entre les éléments i et j,
– vec(M) : vecteur constitué des colonnes de la matrice M mises les unes sous-les
autres,
– J : matrice possédant des valeurs unitaires sur son anti-diagonale et des zéros par-
tout,
– Bs : matrice de blocage dans la direction définie dans le vecteur directionnel s,
– δi j : fonction prenant la valeur 1 si et seulement si i = j et 0 dans les autres cas,
– d(M) : vecteur contenant les éléments diagonaux de la matrice M,
– Dλ : matrice diagonale contenant les valeurs propres contenue dans le vecteur λ,
– µx : moyenne de x,
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– σ2x : variance de x,
– Tr(M) : trace de la matrice M,
– M(k) (respectivement v(k)) : matrice M (respectivement vecteur v) à l’itération k,
– EΩ{x} : espérance mathématique, sur l’ensemble Ω, de la variable aléatoire x
– E(x) : partie entière de x,
– r(a/b) : reste de la division de a par b,
– DAB : distance entre les points A et B,
– βA : angle de bistatisme formé par l’émetteur, le point A et le récepteur,
–
−→u AB : vecteur unitaire orienté par le vecteur −→AB
–
−→v : vecteur vitesse de l’élément considéré,
– (x,y,z) : coordonnées de l’élément considéré,
– ϕ : angle d’élévation,
– θ : angle de gisement,
– φ : composition des angles d’élévation et de gisement.
Traitement du signal
– Z (respectivement z) : matrice (respectivement vecteur) de données après filtrage,
–
ˇM (respectivement vˇ) : matrice M (respectivement vecteur v) après mélange,
–
˙M (respectivement v˙) : matrice M (respectivement vecteur v) après transformation
depuis le domaine espace (élément d’antenne) - temps vers le domaine angle - Dop-
pler,
–
˜M (respectivement v˜) : matrice M (respectivement vecteur v) après sous-échantillonnage
et filtrage passe-bas,
– F : indice traduisant l’utilisation de la méthode avant (forward),
– B : indice traduisant l’utilisation de la méthode arrière (backward),
151
– FB : indice traduisant l’utilisation de la méthode avant-arrière (forward-backward),
– e : erreur quadratique moyenne,
– Ne : nombre d’échantillons temporels pris en compte dans le filtrage de Wiener,
– Ni : nombre d’itérations d’un processus,
– Nm : nombre de case distance correspondant aux principaux contributeurs du fouillis,
– ηs (respectivement ηd) : dimension du domaine spatial (respectivement temporel)
après transformation dans le cadre de la méthode JDL,
– ηg : nombre de cases distance dites « de garde » dans le cas de la méthode JDL,
– ΛX : test statistique (détecteur) pour la méthode X (K test de Kelly, G pour le
GLRT −LQ, A pour l’AMF).
Statistique
– Ry : matrice de covariance des données y,
– rab : vecteur d’intercorrélation entre les vecteurs a et b,
– ε(x) : écart-type des données x,
– Ωa : ensemble des cases adjacentes homogènes,
– Na : nombre de cases adjacentes homogènes (card(Ωa)),
– H0 : Hypothèse « bruit seul » du test de détection,
– H1 : Hypothèse « cible + bruit » du test de détection,
– px(x) : densité de probabilité de la variable aléatoire x,
– C N (µ,R) : loi Normale complexe multivariée (moyenne µ, covariance R),
– Pd : probabilité de détection,
– Pf a : probabilité de fausse alarme.
Annexe C
Densités de probabilité utilisées
Loi Gaussienne ou normale N (µx,σ2x)
Une variable aléatoire x ∈ R de moyenne µx et de variance σ2x suit une loi Gaussienne ou
normale N (µx,σ2x) lorsque sa densité de probabilité s’écrit :
px(x) =
1√
2piσ2x
e
− (x−µx)2
2σ2x (C.1)
K-distribution
Une variable aléatoire x suivant une K-distribution possède une densité de probabilité
définie par deux paramètres b et ν, la fonction de Bessel de deuxième espèce, Kν(x), et la
fonction Γ. Elle est telle que :
px(x) =
bν+1
2ν−1Γ(ν)
xνKν−1(bx) (C.2)
Loi de Weibull
Une variable aléatoire x suivant une loi de Weibull possède une densité de probabilité
définie par deux paramètres λw, facteur d’échelle, kw, facteur de forme. Elle est telle :
px(x) =
kw
λw
(
x
λw
)kw−1
e
−
(
x
λw
)k
w (C.3)
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Annexe D
Généralisation de la méthode APES aux
signaux à bruit
Preuve.
Considérons la quantité U(α,h) à optimiser sous contrainte dans le but d’estimer l’am-
plitude de la composante située dans la case distance et la direction spatio-temporelle
étudiées, que celle-ci correspondent à une cible ou à un contributeur au fouillis de sol :
U(α,h) =
Ls∑
i=1
˜Ld∑
l=1
|h†u˜Fi;l −αx˜l z˜l−1d
i−1
∏
k=0
zsk+1,k |2
=
Ls∑
i=1
˜Ld∑
l=1
(
h†u˜Fi;l −αx˜l z˜l−1d
i−1
∏
k=0
zsk+1,k
)(
u˜†Fi;l h−α∗x˜∗l z˜
−(l−1)
d
i−1
∏
k=0
z∗sk+1,k
)
= h†
Ls∑
i=1
˜Ld∑
l=1
u˜Fi;l u˜
†
Fi;l h+
Ls∑
i=1
˜Ld∑
l=1
|α|2|x˜l |2
− α∗h†
Ls∑
i=1
˜Ld∑
l=1
x˜∗l z˜
−(l−1)
d
i−1
∏
k=0
z∗sk+1,k u˜Fi;l −α
Ls∑
i=1
˜Ld∑
l=1
x˜l z˜
l−1
d
i−1
∏
k=0
zsk+1,k u˜
†
Fi;l h
Notons :
ˆ
˜ΞF =
1
‖x˜Ls ˜Ld‖
2
Ls∑
i=1
˜Ld∑
l=1
u˜Fi;l u
†
Fi;l (D.1)
et
‖x˜Ls ˜Ld‖
2 =
Ls∑
i=1
˜Ld∑
l=1
|x˜l|2 (D.2)
= Ls
˜Ld∑
l=1
|x˜l|2 (D.3)
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U(α,h) = ‖x˜Ls ˜Ld‖
2 h† ˆ˜ΞFh+‖x˜Ls ˜Ld‖
2
(
|α|2−α∗h†g˜F −αg˜†Fh
)
= ‖x˜Ls ˜Ld‖
2
(
h† ˆ˜ΞFh+ |α−h†g˜F |2−|h†g˜F |2
)
= ‖x˜Ls ˜Ld‖
2
(
h†
(
ˆ
˜ΞF − g˜F g˜†F
)
h+ |α−h†g˜F |2
)
est minimale pour
α = h†g˜F (D.4)
L’optimum h doit maintenant être évalué. Le nouveau problème d’optimisation est :
min
h
h† ˆ˜ΦFh (D.5)
sous la contrainte :
h†x˜sdMs ˜Md = 1 (D.6)
avec
ˆ
˜ΦF = ˆ˜ΞF − g˜F g˜†F (D.7)
Ce problème d’optimisation quadratique sous contrainte égalitaire linéaire peut être résolu
à l’aide des multiplicateurs de Lagrange. La solution (lorsqu’elle existe) est :
h =
ˆ
˜Φ−1F x˜sdMs ˜Md(
x˜sdMs ˜Md
)†
ˆ
˜Φ−1F x˜sdMs ˜Md
(D.8)
Cette dernière équation, en association avec l’équation (D.4), fourni la solution optimale
recherchée. 
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