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1第 1章
序論
1.1 研究の背景
ロボットによる工業部品のピックアップ [1]，現実空間上に仮想情報を重畳表示する
拡張現実感（Augmented Reality：AR）[2]など，対象との位置・姿勢の実時間計測
を要する応用が多岐の分野にわたって展開されている．計測対象に人工的なマーカや
送受信機などのデバイスを付与し，計測器と計測対象との相対的な位置・姿勢を計測
する手法 [2{4]は，計測精度や頑健性の面で比較的容易に信頼性の高い計測を実現可
能である．その一方で，計測対象に送受信機やマーカを付与することは，利便性や計
測手法の適用範囲を大きく制限する要因ともなりうる．これに対し，人工マーカ等の
付与やインフラの設置が困難な応用場面では，画像センサを用いたマーカレス計測は
有用な方法の一つである．
画像に基づくマーカレス計測では，事前に用意した三次元モデルと入力画像，もし
くは異なる位置で撮影された画像間の共通する特徴を検出し，それらの対応から位置・
姿勢を計算する方法が一般的である．画像特徴点を用いた位置・姿勢の推定は，照合
に多くの繰り返し計算を要する領域やエッジに基づく方法に比べ，計算コストを低減
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(a) (b)
Fig. 1.1 Estimation methods for the position and orientation of an object:
(a) model-based estimation, and (b) triangulation-based estimation.
しやすいため，実時間での計測に適している方法と言える．一方で，解を得るために
位置関係の変化しない複数の対応点が必要であるため，誤対応の影響を受けやすいこ
とが特徴として挙げられる．そのため，実用場面においては，対象物が明瞭なテクス
チャを持たない場合や形状変化を含む場合，エッジや冗長的な特徴を多く含む場合な
どには適用が困難となる．
そこで本研究では，これらの影響を低減する方法の一つとして，対象を平面とみな
すよう制約を設け，ホモグラフィ（平面射影変換）に着目して対象物との位置・姿勢
を推定するアプローチを試みる．
以下では，まず，背景となる画像に基づく位置・姿勢の計測手法とマーカレス計測
における課題について述べる．次に，本研究の位置付けと方針について述べる．
1.1.1 画像に基づく対象物との位置・姿勢の計測
画像に基づく位置・姿勢の計測方法は，Fig. 1.1のような三次元モデルを利用した方
法と三角測量に基づく方法の 2 つに大別できる．三次元モデルを利用した方法では，
一般的に，計測対象上の三次元点と画像上の点の n 組の対応から PnP(Perspective-
n-Point)問題を解くことにより位置・姿勢を推定する．この方法は，事前に何らかの
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方法により三次元のモデルを獲得する必要があるものの，単眼での推定が可能である．
三角測量に基づく方法では，位置関係が既知である異なる視点で撮影した画像間にお
ける点の対応から計測対象上の複数の三次元点を計測し，位置・姿勢を推定する．この
方法は，カメラ間の位置関係を知っておく必要があるものの，対象物の三次元モデル
を事前に獲得することが難しい場面においても適用が可能である．対象物との位置・
姿勢の計測は，画像から得られる特徴点の対応に基づき，上記のいずれかの方法によ
り対象上の複数の三次元点の位置を推定することで実現される．
一方で，特徴点に基づくマーカレス計測における課題として，明瞭な形状やテクス
チャを持たない対象に対して正しい対応点の検出や選択が困難であることが挙げられ
る．また，冗長的な特徴を多く含む対象との計測も，多数の誤対応により正しい計測
の実現が困難となる．
1.1.2 本研究の位置付けと方針
前述した課題の影響を軽減する方法として，本研究ではホモグラフィに着目して位
置・姿勢を計測するアプローチを試みる．ホモグラフィは，ある平面を別の平面に写
像する射影変換を表す．ある平面上の点 (x; y; 1)T と異なる平面上の点 (x0; y0; 1)T は
ホモグラフィ行列H を用いて，次式のように表すことができる．
s
26664
x
y
1
37775 =
26664
h11 h12 h13
h21 h22 h23
h31 h32 1
37775
26664
x0
y0
1
37775
= H
26664
x0
y0
1
37775 (1.1)
ここで，sはスケールを表す係数である．ホモグラフィ行列は 8自由度であるため，同
一平面上の 4点以上の対応から推定が可能であり，幾何学的な拘束条件により数値解
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析的に解を安定させやすい特徴がある．そのため，対象を平面とみなせる場合もしく
は平面とみなせるような制約を設けることが可能な場合においては，ホモグラフィに
着目することで，より少数の特徴点に基づく推定や三次元モデルの獲得が容易となる
こと，外れ値処理の効果が得られやすくなることが期待される．これにより，計測対
象の形状変化やテクスチャの乏しさ，多数の誤対応などを原因として従来困難となっ
ていた位置・姿勢のマーカレス計測の実現が期待される．
そこで，本研究では，対象を平面とみなすよう制約を設け，ホモグラフィに着目し
て対象との位置・姿勢を推定するアプローチを提案する．また，従来困難であった位
置・姿勢のマーカレス計測への応用から，対象を平面とみなし，ホモグラフィ着目す
る本アプローチの有用性を示すことを目的とする．そのため，本研究では，三次元モ
デルに基づく単眼カメラによる位置・姿勢計測とステレオカメラを用いた三角測量に
基づく位置・姿勢計測について，それぞれ，特に計測が困難であると考えられる対象
への応用を検討する．また，中でも膨大な計算コストを要する逐次的な処理による課
題解決が困難な実時間での計測を必要とする応用に言及する．ホモグラフィに基づく
位置・姿勢の推定は，マーカを利用した位置・姿勢計測 [2]などでは一般的に利用され
ているアプローチであるが，厳密には平面ではない対象物に対しても近似的に平面と
みなすよう抽象化して捉えることで，従来困難であった位置・姿勢計測を実現可能で
あることを示すことに本研究の意義があると考える．
まず，課題の一つである明瞭な形状やテクスチャを持たない対象との計測に関する
応用として，単眼カメラを用いて形状変化を伴う手のひらの位置・姿勢をマーカレス
計測について述べる．三次元形状に基づく単眼カメラを用いた計測では，形状変化に
よって位置関係が変化しない特徴点を選択するなどの工夫が必要となる．しかしなが
ら，テクスチャの少なさや位置関係の変化しない特徴点を選択することにより，十分
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な対応点が確保できず，位置・姿勢計測が困難になる課題が生じる．そのため，明瞭な
テクスチャを持たず，形状変化を伴う人間の手の計測は，三次元モデルに基づく単眼
カメラを利用した位置・姿勢のマーカレス計測が難しい例の一つと言える．シルエッ
トやエッジに基づいて逐次的に手の形状と位置・姿勢を推定する方法 [5, 6] も提案さ
れているが，計算コストが膨大であるため，実時間での計測に応用することは難しい．
また，単眼カメラを用いた位置・姿勢の計測では計測対象の三次元モデルが必要となる
ため，利用者毎に異なる手の三次元モデルを簡便に獲得する方法の実現も課題となる．
そこで，手の形状変化に関わる指の動作を平面的に限定することで，形状変化を伴う
手のひらの三次元モデルの獲得および位置・姿勢のマーカレス計測を実現する．これ
により，処理能力の乏しいウェアラブルデバイスを利用した ARにおける，仮想情報
とのインタラクションを実現するためのインタフェースとしての応用を可能とする．
次に，冗長的な特徴が多く含まれる構造物を対象とする応用として，相対船位保持
のための船舶の位置・姿勢のマーカレス計測について述べる．船舶のような大型対象
の位置・姿勢の計測を局所領域のみから高精度に計測することは難しいため，複数の
観測点を設け，各観測点に対応する計測器間の基線長を十分に確保することが望まし
い．また，移動する船体の位置・姿勢を得るためには，各計測器を用いて計測対象と
なる計測点を常に追従しながら，計測点との距離と方向を計測する必要がある．この
ような計測点の追従や距離・方向の計測を実現するためには，複数のカメラから得ら
れる画像間の対応点を検出し，視差を得る必要がある．しかしながら，埠頭や浮体プ
ラント，船舶など，実環境で想定される対象は冗長的な特徴を多く含むため，多数の
特徴の誤対応により，船位保持に要求される精度で距離・方向の計測を実現するため
の視差を得ることは難しい．そのため，冗長的な特徴を多く含むこれらの対象の計測
は，三角測量に基づく位置・姿勢のマーカレス計測が難しい例の一つと言える．そこ
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で，提案システムでは，計測対象を平面的に捉え，画像間のホモグラフィから視差を推
定することにより，任意に指定した計測点の追従と，平行等位ステレオの原理に基づ
く距離・方向の算出を可能とする．これにより，マーカレスでの船位計測を実現する．
本論文では，上記 2つの応用とそれらの評価実験の結果から，ホモグラフィに着目
した画像特徴点に基づく位置・姿勢のマーカレス計測の応用における有用性について
明らかにする．
1.2 本論文の構成
本論文の構成は以下のとおりである．1 章では，本研究の背景および，その目的と
意義について述べた．まず，2章では，手のひらの位置・姿勢のマーカレス計測手法に
ついて述べる．同章では，位置・姿勢の推定に利用する特徴点となる指の凹部および
中指先の検出方法，オフライン処理にて実行する三次元モデルの計測の方法，特徴点
の対応に基づく手のひらの位置・姿勢の推定方法について順に述べる．さらに，従来
から利用されている ARマーカとの定性的，定量的な比較により，提案手法の指の曲
げや開閉に対する頑健性に関する評価を行う．次に，船舶の位置・姿勢を計測するシ
ステムについて述べる．本研究で提案するマーカレス計測システムは，複数のカメラ
と電動雲台で構成されたカメラユニットを利用しており，その物理的な構成も計測の
実現における重要な要素となっている．そこで，3章では，提案するマーカレス計測に
先駆けて，先行研究として取り組んだ，カメラユニットとランドマークを用いた船舶
の位置・姿勢計測について述べる．同章では，計測システムの構成および計測の原理，
計測誤差を補正する手法について述べる．さらに，プロトタイプシステムを用いた実
験により，高い計測周期と計測精度を要する船舶の位置・姿勢計測における提案シス
テムの有用性を示す．4章では，先行研究で構築したシステムを応用した船舶の位置・
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姿勢のマーカレス計測について述べる．同章では，まず，提案するマーカレス計測の
概要と位置・姿勢計測の計測手法について述べる．さらに，モデル船とプロトタイプ
システムを用いた実験により，提案システムを用いたマーカレス計測の計測精度と実
環境で想定される船体の揺れに対する頑健性を評価する．最後に，5 章にて本研究を
総括する．
8第 2章
単眼カメラによる手のひらの位
置・姿勢のマーカレス計測
明瞭なテクスチャを持たず，形状変化を伴う人間の手は，特徴点に基づ
く位置・姿勢のマーカレス計測が難しい対象の一つである．本章では，手
のひら平面のホモグラフィに着目したウェアラブルデバイスを用いた拡張
現実感（AR）におけるインタフェースへの応用を目的とした手のひらの位
置・姿勢のマーカレス計測について述べる．
2.1 背景
ハードウェア技術の発展に伴い，Google Glass [7] やMoverioBT-200 [8] に代表さ
れる小型軽量な計算機とカメラ，シースルー型ヘッドマウントディスプレイを組み合
わせたウェアラブルデバイスが現実のものとなっている．これらのウェアラブルデバ
第 2章 単眼カメラによる手のひらの位置・姿勢のマーカレス計測 9
イスに関する研究として，仮想情報を実空間に重畳表示する拡張現実感 (AR) 技術を
用いて，歩行者に対する注釈情報の提示 [9] やメンテナンス作業の支援 [10]を実現す
る研究が報告されている．さらに，AR による注釈情報等の重畳表示のみにとどまら
ず，AR マーカを取り付けたグローブをユーザインタフェースとして利用することで，
表示された仮想情報との三次元的なインタラクションを可能とする方法も提案されて
いる [11,12]．
従来，ウェアラブルデバイスにおける AR 技術に基づく仮想情報とのインタラク
ションを実現する方法として，カードボード状の AR マーカの位置・姿勢を単眼カメ
ラの画像から推定する方法 [2, 3] が利用されてきた．この方法は単眼カメラを入力に
利用し，計算コストの低い推定を実現しているため，センサや演算装置，電源に大き
な制約のあるウェアラブルデバイスでの利用に適している．AR マーカは，環境や実
物体に貼付することで容易にタンジブルな AR を実現することができる利点がある．
しかしながら，ユーザインタフェースとして利用する場合には持ち運びや装着が必要
となるため，ウェアラブルデバイスの利便性を低下させてしまう課題がある．
そこで，上記課題の解決方法の一つとして，マーカレスで推定した手のひら平面上
に仮想オブジェクトを重畳表示する AR インタフェースを実現する．本インタフェー
スでは，仮想情報の重畳表示のみならず，指の動きに伴う手形状の変化を利用して重
畳表示した仮想情報の切替操作を実現する．一方で，処理能力の乏しいウェアラブル
デバイス上で形状変化を伴う手全体の形状を推定し，その位置・姿勢をリアルタイム
に計測することは難しい．そこで，手の形状変化に関わる指の動作を平面的に限定す
ることで，単眼カメラによる形状変化を伴う手のひらの位置・姿勢のマーカレスな実
時間計測を実現する．また，重畳表示に必要となる手のひら平面の位置・姿勢を推定
するために，指の間隔の変化に影響されない手の特徴点を利用する．これにより可能
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となる五本の指の動きによって生じる手のシルエットの違いを推定することで，表示
オブジェクトへの付加的操作を実現する．
2.2 関連研究
マーカを用いずに手のひらの位置・姿勢を推定する方法の一つに，Lee らが提案し
ている HandyAR [13]が挙げられる．HandyAR では，入力画像から色情報に基づい
て得られた手領域輪郭から曲率の高い点を抽出し，それらを楕円近似することで，各
指の指先 5 点を検出している．また，チェスボード状の平面パターンを用いて指先位
置を事前に計測することで，手のモデルを得ている．この手のモデルの指先位置と入
力画像から得られる指先位置の対応に基づいて，モデルの指先位置を画像平面に投影
する尤もらしいホモグラフィを計算することにより，手のひらとカメラの相対的な位
置・姿勢を推定している．類似手法として，肌色抽出により得られた手領域とその包含
矩形を用いて検出した指先位置に基づいて手のひらの位置・姿勢を推定する方法 [14]
も提案されている．しかしながら，これら推定手法ではモデルの指先の位置関係と入
力画像中の指先の位置関係が一致していることが前提となる．つまり，入力画像中の
手の形状がモデルを取得したときと異なり，指先同士の位置関係が一致しない場合に
は，正しい位置・姿勢を推定することができない．
加藤らは，ホモグラフィの計算に揃えた指の間の線分を利用することで手のひらの
位置・姿勢の推定を実現している [15]．この手法では，エッジ検出と Hough 変換に
よって得られた線分に対し，長さ，色，平行性，近傍色の均一性に閾値を設定すること
で指の境界線を抽出している．それら境界線の端点を接続して得られた 4本の線分か
ら，最小二乗法によりホモグラフィを推定している．この方法では，線分を利用する
ことで，視野の狭いスマートフォンで懸念される指先のフレームアウトを考慮した手
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Fig. 2.1 Procedure of the proposed AR interface.
のひらの位置・姿勢推定を実現している．一方で，線分を検出するためには指を揃え
ていることが前提となるため，前述の指先位置を利用した方法と同様に，指同士の間
隔を変化させた手から手のひらの位置・姿勢を推定することは難しい．そのため，提
案手法で実現しようとしているような，指の動きを利用した表示オブジェクトへの付
加的操作を従来手法により実現することは難しい．
2.3 表示オブジェクトの付加的操作を可能とするパーム
トップ ARインタフェース
Fig. 2.1に本インタフェースの処理の流れを示す．本インタフェースでは，まず，処
理 (i) において入力画像から色情報に基づいて手領域を抽出する．次に，処理 (ii) で
は，抽出された手領域から得られた輪郭の形状に基づいて特徴点を検出する．また，
処理 (iii)では，オフラインでユーザ毎に一度のみ手の特徴点を計測することで，手の
モデルを取得する．処理 (iv)では，予め取得された手のモデルと入力画像中の手の特
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(a) (b)
(c) (d)
Fig. 2.2 Hand segmentation procedure. (a) a captured RGB image, (b) the
probability image of skin-color for the captured image, (c) the extracted hand
region, and (d) the hand region excluding low brightness region.
徴点の対応を利用することで手のひらの位置・姿勢を推定する．さらに，処理 (v)で
は，得られた手のひらの位置・姿勢に基づいて手領域を射影変換することで，位置・
姿勢に依存しない正規化したシルエットを生成する．これにより，手のひらの位置・
姿勢と指の間隔の変化に伴う手のシルエットの形状変化を独立して得ることができる．
また，得られた手のシルエットに対して形状判別等の処理を行うことで，手のひらの
位置・姿勢に加えて，指の動きを用いた付加的操作が可能となる．以降では，本イン
タフェースの根幹となる処理 (i)～(v)についてそれぞれ詳述する．
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2.3.1 手領域の抽出
本インタフェースでは，手の姿勢やスケールに依存せず手領域を抽出するため，
色情報を利用して入力画像から手領域を抽出する．ここでは，表色系変換などによ
る処理コストの増加を軽減するため，RGB 表色系の統計的な肌色モデル [16] を利
用した．Fig.2.2 に手領域抽出の処理過程を示す．まず，Fig.2.2(a) の入力画像から
Fig.2.2(b)の肌色の確率画像を取得する．次に，得られた確率画像に固定の閾値を設
定することで，Fig. 2.2(c)に示す手領域を抽出する．このとき，得られた手領域画像
では Fig. 2.2(c)の小指部分のように隣接する指が接触していることにより，指の境界
部分が抽出されない場合がある．そこで，手領域内の相対的に輝度の低い領域を除外
することで，Fig. 2.2(d)に示すように各指が分離された手領域を抽出する．
2.3.2 手の特徴点検出
得られた手領域から輪郭を抽出し，Fig. 2.3のような手の特徴点 A～Eを検出する．
本インタフェースでは，指の動きに依存しない隣接する指の間の凹部の 4点 A～Dに
加え，指の間隔を変化させる動作に対して比較的影響を受けにくい中指先の点 Eを手
の特徴点とした．
まず，手領域内における最大空円の中心を手のひらの中心 (xc，yc)として検出する．
Fig. 2.3の手領域内の影付き部分のように，一定の角度範囲において，得られた手のひ
らの中心から最近傍の手領域輪郭画素までの距離を算出していく．このとき，手の向
きに依存せず，特徴点を抽出するため，次式を用いて得られる基準角 を計算する．
 =
180

atan2
 
N 1X
i=0
(yi   ym) ;
N 1X
i=0
(xi   xm)
!
(2.1)
ここで，N は手領域輪郭の画素数，xi，yi は各手領域輪郭画素の座標値，xm，ym は
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Fig. 2.3 Overview of feature-points detection.
手領域輪郭画素の重心位置を表している．続いて，得られた基準角  からの相対角度
'を次式により得る．
' = atan2 (yi   ym; xi   xm)   (2.2)
ただし，相対角度 'は小数点以下を切り捨て，整数値としている．この相対角度 'が
 110 から +110 となる範囲において，角度ごとの手の中心から最近傍の輪郭点ま
でのユークリッド距離 l' を次式により計算する．
l' = min

l';
q
(xi   xm)2 + (yi   ym)2

(2.3)
ここでは，l' =1を初期値としている．
Fig.2.4の実線が得られた 1 ごとの距離 l' をグラフ化したものである．ここで，横
軸は基準角  に対する相対角度 '，縦軸は手の中心から輪郭点までのユークリッド距
離である．この得られた距離 l' から特徴点 A～D を検出する．得られた距離 l' は
局所的に微小な変化を含むため，指の凹部を直接検出することが難しい．そのため，
Fig. 2.4 の点線 ls' のように，得られた距離 l' を平滑化し，特徴点 A～D の相対角度
'A～'D を推定する．ここでは，移動平均法を用いて次式のように得られた距離 l' を
第 2章 単眼カメラによる手のひらの位置・姿勢のマーカレス計測 15
平滑化している．
ls' =
1
2b+ 1
'+bX
i=' b
li (2.4)
ここで，bは平均を求める範囲を定義するパラメータであり，本インタフェースでは，
事前の実験から経験的に b = 5 に設定した．平滑化された距離 ls' から極小点を検出
し，' =  110 側から見て 2 番目から 4 番目の極小点の相対角度を特徴点 B～D の
相対角度 'B～'D とする．特徴点 A については，Fig. 2.4 の ' =  50 付近のよう
に，特徴点 Aから正の方向に距離が滑らかに変化するため，極小点の位置が安定しな
い．一方で，' =  110 側から特徴点 A にかけて親指と人差指間の凹部を境に距離
が急激に変化する特徴がある．そこで，親指と人差指間の凹部よりもわずかに負側に
現れる，' =  110 から見て最初の極大点を Aの暫定的な角度 'A0 とする．この角
度 'A0 を基準に 'A0 + 30 までの範囲において急激に距離が減少した点を探索するこ
とで，親指と人差指間の凹部が存在する相対角度 'A を決定する．得られた相対角度
'A～'D と，その角度における算出された距離 l' から特徴点 A～D の位置を決定す
る．さらに，特徴点 B，C間に存在する輪郭画素において，最も距離の大きい画素を
特徴点 Eとして検出する．これにより，単純な処理によって指の間隔の変化に影響を
受けない特徴点 A～Eの 5点を検出することができる．
2.3.3 手の特徴点の計測
単眼カメラを用いて三次元的な位置・姿勢を推定するためには，特徴点の位置関係
が既知である必要がある．また，人によって手の形やサイズが異なるため，利用者ご
とに簡便な方法で手の特徴点を計測することが望ましい．そこで，本インタフェース
では，ARマーカを用いた簡易的な方法により，特徴点の位置関係を手のモデルとし
て計測する．この手の特徴点の計測は，手のひらの位置・姿勢の推定とは別に，オフ
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Fig. 2.5 Calibration of feature-points. (a) an input image with detected
feature-points and a pasted AR marker, and (b) an obtained hand-model.
ラインで一度のみ実行される処理である．
この処理では，まず，Fig. 2.5(a)のように手のひらの中央にカード上の ARマーカ
を載せ，手全体が画角内に収まるように画像を取得する．次に，取得された入力画像
から，ARマーカの三次元平面を推定する [2]．ARマーカは手のひら平面上に乗せら
れているため，手の特徴点は ARマーカの三次元平面上に存在するとみなすことがで
きる．これにより，カメラの焦点・手の特徴点間を結ぶ直線とマーカ平面の交点を算
出することで，Fig. 2.5(b)のような手の特徴点が計測される．カメラ座標系における
画像平面上の特徴点の三次元座標を (px; py; pz)，マーカの原点を (mx;my;mz)，マー
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カの法線ベクトルを (nx; ny; nz)，マーカ・カメラ間の座標変換行列をW とすると，
手のひら平面における特徴点の座標 pf は次式から得られる．
pf =W
 1
0BBB@nxmx + nymy + nzmznxpx + nypy + nzpz
26664
px
py
pz
37775
1CCCA (2.5)
5つの特徴点について，それぞれ座標 pf を計算することにより，手のモデルを取得す
る．また，計測時のマーカの座標系をそのまま利用することにより，手のひらの座標
系を定義している．
2.3.4 特徴点に基づく手のひらの位置・姿勢推定
手のモデルを用いて入力画像中の特徴点から手のひらの位置・姿勢を推定する．手
の特徴点は手のひら平面上に存在し，常に Z = 0となるため，画像中の手のひらの座
標系 [x; y; 1]T とモデルの手のひらの座標系 [X;Y; Z; 1]T の関係は次のように表現さ
れる．
s
26664
x
y
1
37775 = A h r1 r2 T i
26664
X
Y
1
37775
= H
26664
X
Y
1
37775 (2.6)
ここで，sは任意のスケール係数，Aはカメラの内部パラメータ行列である．本イン
タフェースでは，カメラの内部パラメータはキャリブレーション [17]によって既知に
なっているものとする．ホモグラフィ行列H は自由度が 8となるため，4組以上の対
応点から計算することが可能である．本インタフェースでは，手のモデルの特徴点と
入力画像中の特徴点の 5点の対応から Levenberg-Marquardt法 [18]に基づいて投影
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誤差が最小となるホモグラフィ行列 H を算出している．推定されたホモグラフィ行
列を H = [h1;h2;h3]とすると，手のひらの位置 T および姿勢 R = [r1; r2; r3]は
次式から計算される．
r1 = A
 1h1 (2.7)
r2 = A
 1h2 (2.8)
r3 = r1  r2 (2.9)
T = A 1h3 (2.10)
 = 1=
A 1h1 = 1=A 1h2 (2.11)
2.3.5 手のシルエットの正規化
指の間隔の変化を推定するため，任意の位置・姿勢で画像に投影された手のシルエッ
トを正規化する．Fig. 2.6(a)のように同じ指の動きであっても手の位置・姿勢に依存
して Fig. 2.6(b)のように手のシルエットは変形してしまう．そこで，推定された手の
ひらの位置・姿勢を用いて任意の三次元平面上に透視投影することで，Fig. 2.6(c)の
ように手のシルエットを正規化する．ここでは，この任意の三次元平面を正規化平面
と呼ぶこととする．
正規化平面上の点，手のひら平面上の点はそれぞれ以下のように画像平面上に投影
される．
qn =
26664
u
v
1
37775 = A
26664
U
V
d
37775 (2.12)
qh =
26664
u0
v0
1
37775 = A
0BBB@R
26664
U
V
0
37775+T
1CCCA (2.13)
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(a) (b) (c)
Fig. 2.6 Normalization of a hand silhouette. (a) captured hand images, (b)
projected their silhouettes, and (c) normalized hand silhouettes.
ここで，=は低数倍を許して等しいことを表し，qn，qh は画像平面に投影された正規
化平面上の点と手のひら平面上の点をそれぞれ表す．U，V は正規化平面上と手のひ
ら平面上の共通する座標値を持つ任意点の座標である．本インタフェースでは，カメ
ラから一定の距離 dの位置に画像平面と平行する正規化平面を設定し，手のシルエッ
トを正規化する．手のひら平面から正規化平面への透視投影変換は qn，qh を用いて
以下のように表現される．
qn
=Mqh (2.14)
この透視投影行列M は，8自由度であるため，4組の qn，qh の対応から得られる連
立方程式を解くことにより，求められる．これにより得られた透視投影行列M を用
い，手のシルエットを透視投影変換することで，位置・姿勢に依存しない手のシルエッ
トを生成する．
さらに，指の動きに関係する領域のみを用いてシルエットの形状変化を推定するた
め，得られたシルエットにおいて，親指と人差し指間の凹部より手首側の領域を削除
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することで，Fig. 2.6(c)のようなシルエット画像を生成する．この正規化された手の
シルエットを利用することで，手の位置や姿勢に依存することなく，指の間隔の変化
に伴うシルエットの形状変化を識別することが可能となる．
2.4 指の間隔の変化を含む状況下における本インタフェー
スの評価
2.4.1 オブジェクトの描画における本インタフェースの精度評価
手の位置・姿勢および指の間隔の変化を含む状況下における，本インタフェースに
よるオブジェクト描画の精度を評価する実験を行った．実験では，まず，手の位置・
姿勢および指の間隔の変化を含む手の入力画像列を準備し，提案手法による手のひら
の位置・姿勢の推定を行った．次に，手のひらに貼付された ARマーカの位置・姿勢
を ARToolKit [2]を利用して推定した．最後に，両手法により推定された位置・姿勢
に基づいて三次元オブジェクトを描画し，その見かけの差から，オブジェクトの描画
における本インタフェースの精度を評価した．
まず，両手法に基づいて描画されたオブジェクトから定性的な評価を行う．Fig. 2.7
が両手法によって推定された位置・姿勢に基づいて三次元オブジェクトを描画した実験
の結果である．Fig. 2.7(a)が実際に実験で使用した入力画像列の一部である．これら
の入力画像は，USBカメラ (Webcam C500, Logicool社製)を用いて，320240[pixel]
の解像度で，t = 0:0から t = 30:0まで 30秒間取得されたものである．このとき，手
全体が常にカメラの視野内に収まる範囲で，隣接する指の間隔を広げたり，狭めたり
しながら，手の位置・姿勢を変化させた．実験は，夜間に屋内環境において蛍光灯の
照明条件下で実施した．このとき，カメラに付属のソフトウェアを用いて，蛍光灯の
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(a) 
(c) 
(b) 
t = 10.1 t = 13.0 t = 17.5 t = 22.1 t = 24.3t = 3.3 t = 0.0 
Fig. 2.7 Qualitative comparison between displayed objects based on the
postures of the AR marker and the palm. (a) captured images, (b) displayed
objects based on the posture of the AR marker, and (c) displayed objects
based on the posture of the palm.
フリッカーにより生じる輝度の揺らぎを低減している．人の手のひら上に貼付した一
辺 40mm の AR マーカから推定された位置・姿勢に基づいて，三次元オブジェクト
を表示したものが，Fig. 2.7(b)である．同図では，オブジェクトとして位置・姿勢を
判別しやすい座標軸とティーポットを描画している．また，本インタフェースにより
推定された手のひらの位置・姿勢に基づいて三次元オブジェクトを表示した結果が，
Fig. 2.7(c)である．
t = 0:0と t = 3:3，t = 13:0と t = 17:5の結果では，ほぼ同じ指の動きを伴う手に
対して，手の姿勢のみが変化している．また，t = 22:1および t = 24:3の結果では，
他の結果に比べて比較的カメラから離れた位置に手のひらが位置している．これらの
結果では，手の位置および姿勢が変化しているが，いずれの結果においても手のひらに
基づいて ARマーカとほぼ同じ位置・姿勢でオブジェクトを描画できている．t = 3:3
と t = 10:1の結果では，手の位置・姿勢はほぼ同じであるが，指の間隔が異なってい
る．同様に，t = 22:1と t = 24:3の結果についても，指の間隔が異なっている．これ
らの結果においても，ARマーカと手のひらに基づいて描画されたオブジェクトの位
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Fig. 2.8 Computation procedure of projection error based on the AR marker
and the palm: (a) estimated coordinate systems, (b) projected points based
on the postures of the AR marker and the palm, and (c) enlarged image that
combined the shadowed square regions in (b).
置・姿勢に大きな差は見られない．以上の結果から，指の動きに依存することなく，
手のひらの位置・姿勢に基づいてオブジェクトが描画されていることがわかる．
次に，描画されるオブジェクトの見かけのずれを定量的に評価するため，両手法によ
り描画されるオブジェクトの投影誤差を計算した．Fig. 2.8に，投影誤差の算出手順を
示す．Fig. 2.8(a)のように，入力画像から位置・姿勢を推定することでARマーカの座
標系 (Xm; Ym; Zm)，手のひらの座標系 (Xp; Yp; Zp)がそれぞれ得られる．Fig. 2.8(b)
のように，推定された座標系のXY 平面上に原点を中心とし，X 軸，Y 軸に沿ってそ
れぞれ 10.0 mm間隔で 11 11点の点群をプロットし，画像平面上に投影したものが
m i;j，pi;j である．Fig. 2.8(b)における影付きの矩形領域を拡大し，重ね合わせて表
示したものが Fig. 2.8(c)である．点m i;j，点 pi;j は，推定された ARマーカ，手の
ひらの位置・姿勢の差異に応じて，それぞれ異なる位置に投影される．この ARマー
カに基づいて投影された点m i;j と手のひらに基づいて投影された点 pi;j から，投影
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Fig. 2.9 RMS errors of the projected points based on the AR marker and the palm.
誤差として，二乗平均平方根 (RMS)誤差 Erms を次式から計算する．
Erms=
vuut 1
N2
N 1X
i=0
N 1X
j=0

pi;jx  mi;jx
2
+

pi;jy  mi;jy
2
(2.15)
ここで，pi;jx ，pi;jy は手のひら，mi;jx ，mi;jy は ARマーカの位置・姿勢に基づいて投影
された点の画像上の座標値を表す．また，N は iおよび j の要素数である．
実験によって得られたフレームごとの RMS 誤差を Fig. 2.9 に示す．ここで，横軸
は Fig. 2.7中の tと一致する経過時間，縦軸は RMS誤差である．Fig. 2.7の結果と照
らし合わせると，ほぼ同じ指の動きを伴う手に対して，手の姿勢のみが変化している
0.0秒，3.3秒における RMS誤差は，それぞれ 1.61[pixel]，4.83[pixel]となっている．
同様に，13.0秒，17.5秒では，それぞれ 7.32[pixel]，4.46[pixel]となっている．また，
手が比較的カメラから離れたところに位置している 22.1 秒，24.3 秒における RMS
誤差は，それぞれ 2.99[pixel]，2.66[pixel]となっている．このことから，手のひらの
位置および姿勢が変化した場合においても，大きな誤差を生じることなくオブジェク
トを描画できていることがわかる．指の間隔が異なっている 3.3秒，10.1秒における
RMS誤差は，それぞれ 4.83[pixel]，5.08[pixel]となっている．22.1秒，24.3秒につ
いても，誤差は 2.99[pixel]，2.66[pixel]であることから，指の間隔が変化した場合に
おいても大きな誤差を生じることなくオブジェクトを描画できていることがわかる．
これらの結果は，定性的な評価実験の結果とも一致している．0.0秒から 30.0秒まで
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Table 2.1 Average processing time
Process Time (ms)
Hand extraction 1.89
Feature detection 0.92
Pose estimation 0.27
Silhouette normalization 2.43
Total 5.52
の RMS誤差全体を通して見ても，手の位置・姿勢および指の間隔が変化しているに
もかかわらず，大きな誤差を生じることなく平均誤差 4.76[pixel]でオブジェクトを描
画できている．以上の実験結果は，本インタフェースにより，手の位置・姿勢の変化
のみならず，指の間隔の変化に対しても安定したオブジェクトの三次元表示が可能で
あることを示している．
2.4.2 本インタフェースの処理時間の評価
本インタフェースがウェアラブルデバイスの持つ計算能力の低い計算機で利用可能
であるかを検証するため，手のひらの位置・姿勢推定における処理時間を評価する．本
実験では，手のひらの位置・姿勢および指の間隔を変化させながら，320 240[pixel]
の解像度で入力画像を取得した．また，処理装置にはハイエンドなウェアラブルデバ
イスとほぼ同等の処理能力を持った Intel(R) Core(TM) i7-4500U @1.80GHzを搭載
したモバイル PCを利用した．
入力画像 400フレームの各処理における平均処理時間を Table 2.1 に示す．処理結
果を見ると，手領域の抽出から手のシルエットを正規化するまでの合計した処理時間
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Fig. 2.10 Template images to identify hand shape.
が平均 5.52ms となっており，非常に高速で手のひらの推定が実現できていることが
わかる．この結果は，動画像処理において一般的にリアルタイムと言われる 30fpsを
超える処理の実現性を有している．これは，処理能力の低いウェアラブルデバイスに
適用した場合にも，仮想情報の重畳表示における時間的整合性を十分に満たすことが
可能であることを示している．
2.5 本インタフェースを用いた応用実験
2.5.1 指の動きを利用した表示オブジェクトの切り替え
本インタフェースを用いたアプリケーションの一例として，指の動きを利用した表
示オブジェクトの切り替え操作を示す．本アプリケーションでは，2.3.5の手順により
得られた手のシルエットを幾つかの手形状パターンと照合し，シルエットの形状を識
別することで，表示オブジェクトの切り替えを実現する．実験では，Fig. 2.10のよう
な F0～F4 の 5枚の事前に記憶した手のシルエットをテンプレート画像として利用し，
単純な形状マッチングにより手形状を識別した．ここでは，入力画像 I に対する各テ
ンプレート画像 Fi (0  i  4)との類似度 Si を算出し，類似度が最大となるテンプ
レート画像 Fk を次式で求める．
k = arg max
0 i4
Si (2.16)
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Fig. 2.11 Displayed objects corresponding to each template image in Fig 2.10.
ここで，Si は次式により得られる．
Si =
N 1X
x=0
M 1X
y=0
di(x; y) (2.17)
ここで，N，M は画像の縦横のピクセル数を表す．また，di(x; y)は次式で定義され
る値である．
di(x; y) =
8<: 1 if I(x; y) = Fi(x; y)0 otherwise (2.18)
ここで，I(x; y)，Fi(x; y)は入力画像，テンプレート画像の座標 (x，y)における画素
値である．これにより識別された形状に対応して仮想オブジェクトを切り替え，それ
を座標軸と合わせて手のひらの位置・姿勢に基づいて三次元的に表示した．このとき，
手形状に対応して表示するオブジェクトは，Fig. 2.11の None，Teapot，Plant，Pig，
Chairである．本実験は，4章の実験と同じく，夜間に屋内環境において蛍光灯の照明
条件下で実施した．蛍光灯のフリッカーによって生じる輝度の揺らぎも同様に，カメ
ラに付属のソフトウェアにより低減させている．
Fig. 2.12に本アプリケーションを用いたオブジェクトの描画結果を示す．各結果画
像において，左列の入力画像に基づいて中央列のような手のシルエットが生成され，テ
ンプレート画像との照合により，右列のようにシルエットの形状に対応するオブジェ
クトが表示されている．また，(a)～(e)はそれぞれ同一の指の動きに対して，異なる
手のひらの位置・姿勢における表示オブジェクトの描画結果を示したものである．例
えば，(a1) と (a2) の結果画像を比較すると，異なる手のひら位置・姿勢からほぼ同
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じ形状のシルエットが得られている．また，得られたシルエットから対応するテンプ
レート F0 を参照し，座標軸のみがオブジェクトとして手のひらの位置・姿勢に基づい
て表示されている．同様に，(b)～(e)についても，異なる 2パターンの手のひらの位
置・姿勢から得られた手のシルエットに基づいて対応するテンプレートを参照し，オ
ブジェクトが切り替わって表示されている．
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Fig. 2.12 Results of the experiment using an example application for switch-
ing displayed objects.
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Table 2.2 Recognition rate of each hand shape
Hand Shape Rate (%)
F0 97.1
F1 98.9
F2 99.7
F3 98.0
F4 98.5
定量的な評価のために，手形状ごとに位置・姿勢を変化させた時の本アプリケーショ
ンによる手形状の認識率を評価した．ここでは，F0 から F4 の各手形状について，10
通りの異なる位置・姿勢ごとに連続 100フレームの間，オブジェクトを描画した．オ
ブジェクトの描画中は，手の位置・姿勢および手形状は固定している．手形状ごとに
合計 1000 フレームの中で手形状に対応する正しいオブジェクトが描画された割合を
それぞれの認識率とした．
Table 2.2 に手形状ごとの認識率を示す．本実験では，手形状ごとに 97.1% から
99.7%の認識率で正しい手形状を識別し，手形状に対応する正しいオブジェクトを描
画できた．本実験の結果では，最も認識率の低い手形状 F0 において 2.9%の誤認識が
あった．これは，推定された姿勢の変化や手のひらの厚みによって生じるシルエット
の微小な歪みの影響を大きく受け，類似度が変化してしまうことが要因となっている．
本アプリケーションでは，簡単のために単純な形状マッチングにより手形状を識別し
ているが，シルエットの歪みに影響を受けにくい，より適切な形状判別手法を適用す
ることで，これらの誤認識は減らすことが可能であると考えられる．
これらの実験結果により，本インタフェースを用いることで，手のひらを用いたオ
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ブジェクトの三次元表示に加えて指の動きを用いた表示オブジェクトの切り替え操作
が可能であることを示した．
2.5.2 指の動きを利用したパラメータの変更
指の動きを利用したパラメータの調整操作を可能とするアプリケーションを示す．
本アプリケーションでは，指の開き具合をパラメータとして利用し，表示オブジェク
トの透過度を変化させる．実験では，次式を用いて手のシルエットとその凸包の面積
から比を算出し，透過度のパラメータとしている．
d = sc   sh (2.19)
r =
d  dnarrow
dwide   dnarrow (2.20)
ここで，sc はシルエットの凸包の面積，sh は手のシルエットの面積であり，r は得ら
れたパラメータ値である．パラメータ r は，予め計測した指同士を完全に隣接させた
ときの手のシルエットとシルエットの凸包の面積差を dnarrow，指同士の間隔をあけ
て手を広げたときの面積差を dwide とし，手の広げた度合いを正規化したものである．
また，パラメータ r の上限値は 1，下限値は 0とした．
実験では，推定された手のひらの位置・姿勢に基づいて座標軸とティーポットを表
示させ，得られたパラメータ r により，表示されたティーポットの透過度を変化させ
た．また，手のひらの位置・姿勢を変化させながら計測を行い，手を広げた状態から
段階的に指同士の間隔を狭めていき，指同士を接触させた状態まで変化させている．
手のひらの位置・姿勢が異なる場合においてもパラメータの推定が可能であるか確認
するために，指の間隔を変える毎に 2パターンの異なる位置・姿勢で入力画像を取得
した．本実験の環境条件は，5.1節と同じである．
Fig. 2.13に実験の結果を示す．同図では，左列が入力画像，中央列が正規化された
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手のシルエットとその凸包領域，右列が表示オブジェクトの画像を表している．中央
列の r の値は式 (2.20)を用いて得られたそれぞれの結果である．例えば，(a)のよう
に手を大きく広げた場合には r = 1:000 となり，ティーポットが鮮明に描画されて
いる．(b)～(d) を順に見ると，指同士の間隔を狭めるにつれて r の値が小さくなり，
徐々にティーポットの透過度が増している．(e) のように指同士を接触させた状態で
は r = 0:000という値が得られ，ティーポットが完全に透過し，座標軸のみが描画さ
れている．また，(a1)と (a2)を比較すると，異なる手のひらの位置・姿勢から得られ
たシルエットに基づいて同一の値が得られている．同様に，(b)～(e)についても同じ
指の動きから得られた手のシルエットに基づいてほぼ同じ値が得られており，手の位
置・姿勢に依存することなく，表示オブジェクトの透過度が変化している．
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Fig. 2.13 Results of the experiment using an example application for chang-
ing the transparency of a displayed object
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Table 2.3 Recognition rate of each hand shape
Target value Average Standard deviation
1.00 1.000 0.011
0.75 0.753 0.030
0.50 0.519 0.039
0.25 0.245 0.044
0.00 0.001 0.023
また，本アプリケーションによるパラメータ調整について，推定されたパラメータの
平均と標準偏差から定量的な評価を行った．実験では，1.00，0.75，0.50，0.25，0.00
の 5パターンの目標値を設定し，パラメータの調整を行った．各目標値につき，10通
りの異なる位置・姿勢おいて，目標とする値が得られるように指の間隔を調節し，連
続 100フレームの間，パラメータを取得した．パラメータの取得中は，位置・姿勢お
よび指の間隔は固定している．
目標値ごとの得られたパラメータの平均および標準偏差を Table 2.3 に示す．結果
から，目標値と平均値の差は最大で 0.019となっており，全ての目標値において小さ
いことがわかる．また，標準偏差についても最大で 0.044となっていることから，手
のひらの位置・姿勢に依存せず，安定したパラメータが得られていることがわかる．
目標値が 1.00，0.00の場合においては，パラメータに上限または下限が設定されてい
るため，他の結果に比べて，より安定した結果が得られている．
これらの結果により，指の動作に伴う手のシルエット変化を利用することで表示オ
ブジェクトに対するパラメータの変更操作が可能であることを示した．この操作は，
表示オブジェクトに対してアナログ的なパラメータの変更を行うといった音声等によ
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る入力が難しい操作に有用であると考えられる．
2.6 本章のまとめ
本章では，単眼カメラによる手のひらの位置・姿勢のマーカレス計測について述べ
た．また，その応用として，手のひらの位置・姿勢に基づいたオブジェクトの表示と，
指の動きを用いた付加的操作を可能とする AR インタフェースについて述べた．本
インタフェースでは，指の間隔の変化によるシルエットの変化に影響しない手の特徴
点を用いた手のひら平面の位置・姿勢の推定方法を実現した．これにより可能となる
五本の指の動きによって生じるシルエットの違いを推定することで，従来では困難で
あった付加的操作を可能とした．実験では，指の間隔の変化を含む状況下における本
インタフェースのオブジェクト描画の精度を定性的，定量的に評価することにより，
手の位置・姿勢の変化のみならず，指の動きに対しても安定してオブジェクトの三次
元表示が可能であることを示した．また，本インタフェースの処理時間の評価実験か
ら，処理能力の低いウェアラブルデバイスにおいて仮想情報を重畳表示するための時
間的整合性を十分に満たしていることを明らかにした．さらに，本インタフェースを
用いた応用実験により，指の動きを利用した表示オブジェクトの切り替えおよび表示
パラメータの変更が可能であることを示した．これらの結果により，形状変化を伴う
テクスチャの乏しい対象に対する単眼カメラを利用した位置・姿勢の計測においてホ
モグラフィに着目したアプローチの有用性が示された．
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第 3章
船位保持のためのカメラとランド
マークを用いた位置・姿勢の計測
揺動に伴う相対位置の変化や計測規模の大きさなどを要因として，船舶
は位置・姿勢の計測が難しい対象の一つである．大型対象の位置・姿勢の
計測を局所領域のみから船位保持などで要求される十分な精度で計測する
ことは難しいため，複数の観測点を設け，各観測点に対応する計測器間の
基線長を十分に確保することが望ましい．このような計測の実現のため，
本研究では複数のカメラと電動雲台で構成されたカメラユニットを利用し
た計測システムを構築する．
本計測システムの開発は，韓国の国立釜慶大学校との共同研究により進
められたものである．同大学は，水産科学，海洋の専門分野において実績
がある有数の大学であり，船舶の運動制御に関する応用研究も進められて
いる．本計測システムは，船舶の制御において課題となっている近距離で
の相対船位計測に着想を得たものである．また，本システムの成果の一部
第 3章 船位保持のためのカメラとランドマークを用いた位置・姿勢の計測 36
は，延べ数ヶ月に渡る同大学への滞在中における開発およびモデル船や試
験水槽を利用した実験により得られたものである．
本章では，マーカレス計測に先駆け，その根幹となるカメラユニットと
ランドマークを用いた船舶の位置・姿勢計測システムについて述べる．
3.1 背景
積み降ろしを目的とした港湾や浮体式プラントへの接岸などの近距離における船
位保持では，船体の衝突の危険性が大きく増加する．また，船体の衝突のうち約 89
～96% は何らかの形で人的なミスによって引き起こされていることが報告されてい
る [19]．人的なミスを減らす一つの解決方法が，船位保持の自動化である．特に，衝
突の危険性が高い近距離での自動化は一つの課題となっている．一方で，近距離にお
ける船位保持の自動化を実現するためには，高精度かつ高速な船体の位置・姿勢計測
が必要となる．
GPS は，洋上において船位を計測する方法の一つである．しかしながら，一般的
な GPSは約 3～5mの位置精度しか持たないため，近距離における位置保持には適し
ていない．そのため，近距離での位置保持では，数 cm 精度での計測が可能な RTK
GPSなどの，より高精度な手法を利用する必要がある．Ueno [4]は，接岸制御のため
に，GPSを応用し，十分な精度で船位計測を可能とするシステムを提案している．こ
のシステムでは，誤差を補正するための情報を送信する固定局を陸上に設置すること
で，高精度な船位計測を実現している．また，複数の受信機を利用することで，船体
の位置のみでなく姿勢の計測も実現している．しかしながら，近距離での位置保持に
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おいて，GPSを用いた方法は，クレーンや櫓などの構造物による遮蔽により，安定し
た計測が困難になる恐れがある．
もう一つの方法として，船体と対象上の定点間の距離と角度を複数組計測し，それら
から相対的な船位および姿勢を計算する方法が考えられる．この方法を実現する有力
なセンサの一つとして，レーダ [20]が障害物の検出や船舶の誘導のために利用されて
いる．洋上で利用されるレーダの計測距離は 100mから 3～5kmである．短距離の計
測は困難であるため，近距離での船位保持には適していない．自動車のオートクルー
ズ制御では利用されている短距離の計測を可能とするレーダも利用されている [21]
が，照射パターンが非常に狭いため，揺れなどを伴う洋上での応用は難しい．もう一
つのセンサとして，十分な計測距離，優れた計測精度を持つレーザが洋上で利用され
ている [22]．しかしながら，位置関係の変化する対象との計測では，機械的なスキャ
ニングを要するため，距離の取得間隔が制限される課題がある．近距離での位置・姿
勢の計測に有用なセンサとして，広い計測範囲，高い角度分解能を持つカメラを利用
することが考えられる．カメラは，対象との距離や角度を得るために機械的なスキャ
ニングを必要としないため，レーザなどと比較して，高い計測周期を実現できる可能
性がある．
これまで，船舶の自動航行を目的として，カメラを用いたシステムが幾つか提案さ
れている [23,24]．しかしながら，これらのシステムでは効率的に障害物の検出や回避
を実現しているものの，対象物に対する船体の相対的な位置・姿勢の計測については
実現されていない．動作解析を目的として，カメラを用いてモデル船の 6自由度の動
きを計測する手法 [25, 26] も報告されている．これらの研究では，カメラ画像からモ
デル船に貼付したカード状のマーカーから特徴点を検出し，船体の位置・姿勢の高精
度な計測を実現している．しかしながら，計測範囲の狭さや特徴点検出の頑健性の観
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点から，実環境での適用は困難であると考えられる．
そこで，高速かつ高精度な計測を実現するために，カメラを用いて相対的な位置・
姿勢を計測するシステムを提案する．本システムは，2つのカメラユニットおよび，そ
れらと対になる 2つのランドマークから構成される．各カメラユニットからそれぞれ
計測したランドマークとの距離と向きに基いて，計測対象との相対的な船体の位置・
姿勢を得る．また，カメラユニットは電動雲台を用いてランドマークを追跡し，継続
的な距離と角度の計測を可能とする．これらの根幹となるランドマークの検出におい
て輝度勾配に基づいたテンプレート照合手法 [27{29]を応用することで，高速な時間
応答性を持つ計測を実現する．さらに，カメラやカメラユニットの設置誤差に依存す
る計測精度の誤差を補正する方法についても提案する．本システムが近距離における
船位保持の自動化に応用可能であることを示すため，計測精度および計測時間の評価
を行った．また，波を発生させることのできる試験水槽において，本システムを用い
てモデル船の位置・姿勢を計測する実験を行った．その実験の結果から，船体に揺れ
を伴う水上においても，本システムを用いて高精度な位置・姿勢の計測が可能である
ことを示す．
3.2 計測システムの概要
船舶の位置・姿勢は，Fig. 3.1に示すカメラユニットとランドマークで構成されたシ
ステムを用いて計測する．本システムは，船舶側に設置されたカメラユニットと対象
側に設置されたランドマークで構成される．カメラユニットは 1つの追跡用カメラ，2
つの計測用カメラ，電動雲台で構成されている．追跡用カメラは電動雲台のパン軸上
に設置されており，広い画角を持っている．計測用カメラは，光軸が平行になるよう
に電動雲台パン軸から等間隔で左右に設置されている．ランドマークは，距離の変化
第 3章 船位保持のためのカメラとランドマークを用いた位置・姿勢の計測 39
Pan-tilter
Measuremnt
camera
Measuremnt
camera
Tracking
camera
Landmark
Camera-unit
Vessel side
Pan
Tilt
Target side
Fig. 3.1 Conguration of the camera-unit and the landmark.
に依存しない放射状の白黒パターンを持つ．このパターンの中心を対象点として，パ
ターン照合により検出する．各カメラにより検出された対象点に基づいて，カメラユ
ニットからランドマークまでの距離と方向を計測する．また，追跡用のカメラにより
検出された対象点に基づいて，電動雲台を制御することにより，ランドマークを補足
しながら，連続した計測を可能としている．2 対のカメラユニットとランドマークに
より得られた距離と角度，予め設定したランドマーク間の距離から船体の位置・姿勢
を計測する．
3.3 カメラとランドマーク間の距離と方向の計測
本システムでは，VCC(Vectoor Code Correlation，ベクトル符号相関)を用いたテ
ンプレート照合 [28, 29]により対象点を検出する．既存研究により，VCCは屋外での
照明変化や天候の変化に対する頑健性を持つことが示されている．この方法は，画像
中の輝度勾配の符号を組み合わせた単純な特徴を用いており，非常に高速な画像領域
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Fig. 3.2 Parameters for calculating the angle when measuring the distance.
の照合が可能である．
Fig. 3.2に距離を得るために必要となる角度を画像から得る際のパラメータを示す．
座標 (ut, vt)が画像から検出されたランドマークの中心点である．この座標は，カメ
ラの光軸と画像平面の交点からの相対座標として与えられる．この座標から，カメラ
の光軸とランドマークのなす角度  を次式により計算する．
 = tan 1
utsu
f
; (3.1)
ここで，su はピクセルのサイズ，f はカメラの焦点距離を表す．
Fig. 3.3 に計測用カメラと得られる距離の幾何学的関係を示す．ここで， l と  r
は，左右の計測用カメラから，式 (3.1) を用いて得られた角度である．角度  l と  r
を用いて，次式により，カメラのベースラインとランドマークとの距離 hを得る．
h =
LC
tan l   tan r ; (3.2)
ここで，LC は計測用カメラ間のベースラインの長さを表す．得られた距離 hを用い
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て，ベースラインの中心からランドマークまでの距離 dは以下のように得られる．
d =
s
1
2
h
 
tan2  l + tan
2  r + 2
  LC2
4
; (3.3)
本システムでは，この距離 dをカメラユニットからランドマークまでの距離とみなす．
カメラユニットのパン角 'は，追跡用カメラから得られた角度  c と電動雲台のパ
ン角 pan から次のように決定される．
' =  c + pan: (3.4)
カメラの光軸とランドマーク間の垂直方向の角度についても，水平方向の角度  と同
様の手順により，式 (3.1) から得ることができる．追跡用カメラから得られた水平方
向，垂直方向の角度が小さくなるように，電動雲台を制御することでランドマークを
補足し続ける．
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3.4 位置・姿勢の計測
Fig. 3.4にランドマークとカメラユニットの幾何学的関係と位置・姿勢を得るため
のパラメータを示す．船体の位置方向は，左右のカメラユニットから得られた距離 dL,
dR，角度 'L, 'R から計算する．本システムでは，2つのランドマークの中点 (x0, y0)
を船体の位置の基準点とする．各ランドマークの設置位置 (xTL, yTL)，(xTR, yTR)
は次のようになる．
xTL =  LU
2
+ dL sin'L; yTL = dL cos'L (3.5)
xTR =
LU
2
+ dR sin'R; yTR = dR cos'R (3.6)
ここで，LU はカメラユニット間の長さを表す．また，この LU はカメラユニットの設
置時に得られるものとしている．船体の向き  は，得られたランドマークの位置に基
づいて次のように決定される．
 =   tan 1

yTR   yTL
xTR   xTL

(3.7)
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また，基準点 (x0, y0)は次のように決定される．
x0 =
xTL + xTR
2
; y0 =
yTL + yTR
2
(3.8)
本システムでは，2 つのランドマークの中点を船体の位置の基準点としている．これ
らの船体の向き  および基準点 (x0, y0) に基づいて，カメラユニットの位置 (xCL,
yCL)，(xCR, yCR)を次のように得る．
xCL = ( LU
2
  x0) cos  + y0 sin  (3.9)
yCL = ( LU
2
  x0) sin    y0 cos  (3.10)
xCR = (
LU
2
  x0) cos  + y0 sin  (3.11)
yCR = (
LU
2
  x0) sin    y0 cos  (3.12)
得られたカメラユニットの位置に基づいて，船体の位置 (x, y) を次式を用いて計算
する．
x =
xCL + xCR
2
; y =
yCL + yCR
2
(3.13)
3.5 計測誤差の補正
3.5.1 距離誤差の補正
本システムにおける距離計測手法は，2 つの計測用カメラの光軸が平行であること
が前提となっている．しかしながら，それらを完全に平行に設置することは不可能で
ある．この光軸のずれは，距離計測の誤差を引き起こす．例として，計測用カメラ間
の長さが 300mm，カメラの焦点距離が 16mmである構成において，右側のカメラユ
ニットから得られた角度 'R が R の誤差を持つ場合の距離計測のシミュレーション
結果を Fig. 3.5に示す．同図では，横軸が実際の距離，縦軸が計測される距離を表し
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Fig. 3.5 Simulated distance errors, given the error R of the angle 'R in a
case where LC = 300 mm and f = 16 mm.
ている．例えば，R が +0:5 である場合におけて，15.0mの距離を計測すると，10m
以上の誤差が生じることがわかる．また，計測距離に応じて，二次曲線的に誤差が増
えている．そこで，事前の計測した距離と実際の距離の対応から補正式を導出するこ
とにより，この計測誤差を軽減する．
まず，以下の様に a，bをおく．
a =
26666664
1 a0 a0
2
1 a1 a1
2
...
...
...
1 ai ai
2
37777775 ; b =
26666664
a0  m0
a1  m1
  
ai  mi
37777775 ; (3.14)
ここで，ai，mi はそれぞれ i番目の計測における実際の距離および本システムにより
計測された距離を表す．補正値 c = [c0; c1; c2]T は次式により得られる．
c =
 
aTa
 1
aTb; (3.15)
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Fig. 3.6 Geometry for the correction of the camera-unit directions.
得られた補正値 cに基づいて，以下の式から補正した距離 dc を得る．
dc =
8>><>>:
  (1 + c1) +
p

2c2
(c2 > 0)
  (1 + c1) 
p

2c2
(c2 < 0)
; (3.16)
ここで， は次のように決定される変数である．
 = (1 + c1)
2   4c2 (c0  m) : (3.17)
この処理では，  0かつ c2 6= 0ことを前提としている．
3.5.2 カメラユニットの設置誤差の補正
計測される距離と同様に，位置・姿勢の計測結果もカメラユニットの設置される向
きに応じて誤差を生じる．そこで，各カメラユニット，ランドマーク間の距離に基づ
いて，設置後のカメラユニットの向きの誤差を事前に推定し，補正する．
Fig. 3.6 にカメラユニットの方向の誤差を補正するための幾何学的関係を示す．
aL1，aL2，aR1，aL1, aL2, aR1 はそれぞれ各カメラユニット，ランドマーク間の実際
の距離を表す．角度 L1，L2，R1，R2 は，ランドマーク間の距離 LT およびカメ
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ラユニット間の距離 LC に基づいて，次のように決定される．
L1 = cos
 1

aL1
2 + aL2
2   LT 2
2aL1aL2

; (3.18)
L2 = cos
 1

aL2
2 + LC
2   aR12
2aL2LC

; (3.19)
R1 = cos
 1

aR1
2 + aR2
2   LT 2
2aR1aR2

; (3.20)
R2 = cos
 1

aR2
2 + LC
2   aL12
2aR2LC

: (3.21)
また，得られた角度 L1，L2，R1，R2 および各カメラユニットにおいて画像から
得られたパン角 'L，'R に基づいて，カメラユニットの向きの誤差 L，R は次のよ
うに得られる．
L =

2
  (L1 + L2)  'L; (3.22)
R =

2
  (R1 + R2)  'R: (3.23)
式 (3.5) および式 (3.6) において，得られた誤差に基づいて 'L を 'L + L，'R を
'R + R と置き換えることで船体の位置・姿勢を正確に得ることができる．
3.6 本システムの性能評価
3.6.1 本システムの計測精度の評価
本システムの計測精度を評価するため，プロトタイプシステムを用いた実験を行っ
た．Table 3.1に実験で用いたシステムの構成を示す．各カメラユニットにおいて，計
測用カメラの距離は 300mmである．追跡用カメラの焦点距離は 8mm，計測用カメラ
の焦点距離は 16mmである．各カメラのピクセルサイズは 7.5m，解像度は 640480
ピクセルである．実験では，船体の代わりに可動式の机に 860mmの間隔でカメラユ
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Table 3.1 Conguration parameters of the prototype measurement system
for the evaluation of measurement accuracy
Parameter Value
Baseline length of cameras 300 [mm]
Focal length of measurement camera 16 [mm]
Focal length of tracking camera 8 [mm]
Pixel size 7.5 [m]
Image resolution 640 480 [pixel]
Baseline length of camera-units 860 [mm]
Length between landmarks 2400 [mm]
ニットを設置し，壁に貼付したランドマークに対する位置・姿勢を計測した．ランド
マーク間の距離は 2400mmである．
実験では，Fig. 3.7の 4つの条件で計測を行った．同図において，菱型はランドマー
クの位置，線で連結した円はカメラユニットの位置を表している．Fig. 3.7(a) は，x
軸方向の並進ずれ，回転を含まないの条件である．Fig. 3.7(b)は x = 2:0mの並進ず
れ，Fig. 3.7(b)は  = 20 の回転，Fig. 3.7(b)は x = 2:0mの並進ずれと  = 20 の
回転の両方を含む条件である．各条件では，y = 3:0mから y = 10:0mまで 1m毎に
計測点を設定した．各計測点では，連続 100回の計測を行った．
Fig. 3.8 に条件ごとに得られた計測の平均誤差を示す．各図において，丸が x 軸方
向のずれ，回転を含まない条件の平均誤差を表している．同様に，菱型が x = 2:0mの
ずれを含む条件，三角が  = 20:0 の回転を含む条件，四角が x = 2:0mと  = 20:0
の両方を含む条件での平均誤差を表している．Fig. 3.8(a)，Fig. 3.8(b)の結果から，x
および y軸方向の平均誤差は全て100m以下であることがわかる．また，Fig. 3.8(c)
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Fig. 3.7 Conditions for accuracy evaluation of position measurement: (a)
without translation of x and rotation, (b) with 2.0 m translation of x, (c) with
2.0 m translation of x and 20 rotation, and (d) with both 2.0 m translation
of x and 20 rotation.
の結果から，姿勢 の平均誤差は 1:0 以下であることがわかる．Table 3.2に x，y，
それぞれの最大誤差を示す．x軸の最大誤差は，x = 2:0m，y = 10:0m， = 20:0 の
場所において 195.6mmであった．y軸の最大誤差は，x = 0:0m，y = 9:0m， = 0:0
の場所において 67.2mm，の最大誤差は，x = 2:0m，y = 10:0m， = 20:0 の場所
において 1.4 であった．本実験で使用したシステムでは，計測用カメラ間の基線長は
300mmと短いものになっている．そのため，より長い基線長を設定することにより，
計測精度はさらに向上すると考えられる．加えて，カメラユニット間の距離も 0.86m
の非常に短いものとなっている．実際の船上では，この距離は数十倍となるため，計
測によって得られる x，の精度は飛躍的に向上することが考えられる．これらの理由
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Fig. 3.8 Results of the position measurement.
により，本実験の結果から，本システムにより，近距離での船位保持に必要な高精度
な船体の位置・姿勢の計測が可能であることが示された．
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Table 3.2 Maximum errors in the measurements.
Maximum error for x 195.6 mm
Maximum error for y 67.2 mm
Maximum error for  1.4
Table 3.3 Processing time of the proposed system.
Process Time [ms]
Landmark detection 3.44
Estimation of distance and direction ＜ 0.01
Estimation of position and heading ＜ 0.01
Total 3.45
3.6.2 本システムの処理時間の評価
本システムが十分に速い応答性を持つか検証するため，処理時間の評価を行った．
実験では，Intel(R) Core(TM) i7-3770 @3.40GHzの CPUを搭載した，デスクトッ
プ PCを利用した．
Table 3.3に位置・姿勢の計測における各処理の時間を示す．これらの結果は，1000
回の計測における平均の処理時間である．各カメラユニットがランドマークの検出に
要した時間は 3.44ms であった．距離の推定，位置・姿勢の推定については，それぞ
れ 0.01ms未満であった．一回の計測における合計の処理時間が 3.45msであることか
ら，本システムは 1秒間に 200回を超える計測周期の実現の可能を有している．実験
の結果から，本システムにより，近距離での船位保持に適用可能な十分な応答性を有
していることが示された．
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Fig. 3.9 Condition of the experiment on a towing tank.
3.7 水上における本システムの有用性の評価
波による船体の揺れがある環境における，本システムの有用性を評価するため，韓
国国立水産科学院にある試験水槽で本システムを用いた計測実験を行った．試験水槽
は，長さ 85m，幅 10m，深さ 3.5mの大きさを持ち，波を発生させることができる．
Fig. 3.9に実験の構成を示す．実験では，長さ 2000mm，幅 1000mmのモデル船を
利用した．モデル船の 4 隅は，壁および可動式の橋にワイヤにより係留されている．
水上におけるモデル船の喫水は約 100mmであった．カメラユニットは，モデル船上
の船底から 850mmの高さに 1316mmの間隔で設置されている．2つランドマークを
2138mmの間隔で壁に貼付されている．カメラの焦点距離などのその他のパラメータ
については，精度評価に関する実験と同じとした．波による船体の揺れがある場合に
おいても，正確に船体の位置・姿勢が計測できるか検証するため，波がない場合と波
がある場合の 2つの条件において計測を行った．実験において，発生させた波は波高
2cm，周期 2秒である．実験では，船体の動きか安定して後，60秒間，船体の位置お
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よび向きを計測した．
Figs. 3.10，Fig 3.11に，慣性センサ（MTi-10，Xsens社製）を用いて観測された計
測時のロールおよびピッチの角速度を示す．観測に用いた慣性センサの精度は 0.1=s
である．波がない条件では，ロールの最大角速度が約 1.1=s，ピッチの最大角速度が
約 1.0=sであった．一方，2cmの波がある条件では，ロールの振幅が 1:2=s，ピッ
チの振幅が 2:0=sであった．同条件におけるロールの最大角速度は約 3.4=s，ピッ
チの最大角速度は約 2.7=sであった．
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Fig. 3.10 Angular velocities of the model vessel in condition without waves:
(a) angular velocity of roll motion, and (b) angular velocity of pitch motion.
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Fig. 3.11 Angular velocities of the model vessel in condition with 2 cm waves:
(a) angular velocity of roll motion, and (b) angular velocity of pitch motion.
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Table 3.4 Processing time of the proposed system.
Condition Parameter Standard deviation
x 10.4 mm
Without waves y 3.1 mm
 0.1
x 16.9 mm
With waves y 5.6 mm
 0.2
Figs. 3.12，Fig 3.13に，計測によって得られた，船体の位置 x，y，向き  を示す．
Figs. 3.12 が波のない条件における計測結果，Fig 3.13 が波のある条件における計測
結果である．結果から，波の有無にかかわらず，x，y ともに 50mm以下の誤差で計
測できていることがわかる．また，各条件において計測された位置 x，y，姿勢  の
標準偏差をまとめたものが Table 3.4である．波のない条件における xの標準偏差は
10.4mmであった．yの標準偏差は 3.1mm，の標準偏差は 0.1 であった．2cmの波
がある条件における xの標準偏差は 16.9mm，y の標準偏差は 5.6mm， の標準偏差
は 0.2 であった．両条件における標準偏差から，波がある条件においても，大きな誤
差を生じることなく，近い精度で計測できていることがわかる．波のない条件に比べ
て波のある条件での計測結果の方が僅かに計測値の変動が大きくなっているが，これ
は船体の揺れに伴ってカメラユニット自体が前後に移動していることが要因と考えら
れる．これらの結果から，波がある場合においても本システムを用いた位置・姿勢の
計測における有用性が示された．
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Fig. 3.12 Measured position and heading in the condition without waves:
(a) displacement of x position, (b) displacement of y position, and (c) dis-
placement of heading.
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Fig. 3.13 Measured position and heading in the condition with waves: (a)
displacement of x position, (b) displacement of y position, and (c) displace-
ment of heading.
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3.8 本章のまとめ
本章では，近距離での船位保持に必要となる船体の高精度かつ高速な位置・姿勢の
実現のために，カメラを用いた位置・姿勢の計測システムを提案した．提案システム
では，2組のカメラユニットを用いて得られた，対象側に設置されたランドマークに対
する距離と角度に基づいて船体の位置と向きの計測を実現した．輝度勾配の符号に基
づく単純かつ頑健なテンプレートマッチング手法を採用することにより，高速な計測
を実現した．さらに，カメラの設置誤差に依存する距離計測の誤差，カメラユニット
の設置誤差に依存する位置・姿勢の計測誤差を補正する手法についても，それぞれ提
案した．本システムによる船体の位置・姿勢の計測精度を評価実験を行った．その実
験結果から，本システムにより，近距離での船位保持に適用可能な精度で位置・姿勢
の計測が可能であることを示した．位置・姿勢の計測における処理時間の評価により，
速い応答性を要する近距離での船位保での利用に十分な高速な計測が可能であること
を示した．また，実環境で想定される波による計測への影響を明らかにするため，人
工的に波を発生させた試験水槽において，モデル船の位置・姿勢を計測した．その実
験結果から，波のある水上でにおいても，船体の揺れに依存することなく，十分な精
度で位置・姿勢の計測が可能であることを示した．これらの成果により，衝突等の危
機回避のために高い計測精度および高速な時間応答性を要する近距離における船位保
持の自動化に対する，本章において提案したカメラを用いた計測システムの応用の可
能性が示されたと言える．
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第 4章
相対船位保持のための画像に基づ
く位置・姿勢のマーカレス計測
本章では，3 章で述べたシステムを応用した船舶の位置・姿勢のマーカ
レス計測について述べる．実環境で想定される埠頭や浮体プラント，船舶
などの計測対象はエッジや冗長的な特徴を多く含むため，多数の特徴の誤
対応により，任意の計測点に対する距離，方向を実スケールで計測するこ
とは難しい．そこで，計測対象を平面的に捉え，画像間のホモグラフィを
推定することにより，任意に指定した計測点の追従と距離・方向の算出を
可能とし，船舶の位置・姿勢のマーカレス計測を実現する．
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4.1 背景
積み降ろしを目的とした港湾や浮体式プラントへの接岸などの船位保持において，
操船者は長時間に渡る集中を強いられる．それに伴う操船者の疲労は，人的な作業効
率や安全性の低下を招く要因の一つとなっている．特に，近距離における操船では，
衝突事故などの危険性が増大する．このような危険性を低減するため，接触の危険を
知らせる警報や自動操船による安全かつ効率的な船位保持のための相対的な船舶の位
置・姿勢の計測が求められている．
GPS（Global Positioning System）は，洋上において船位を計測する方法の一つで
ある．前章で述べたように，GPSを応用した十分な精度で船位計測を可能とするシス
テム [4]も提案されている．しかしながら，近距離での位置保持において，GPSを用
いた方法は，クレーンや櫓などの構造物による遮蔽により，安定した計測が困難にな
る恐れがある．加えて，遮蔽のない箇所に受信機を設置する必要性を考えると，近距
離における衝突の危険性を低減するために重要な情報となる船体の縁と対象物との相
対的な位置関係を正確に得るには課題があると言える．
レーダ [20] の利用は，船位計測におけるもう一つの有力な手段である．近年では，
船位保持のためのレーダを用いたシステム [30] も実用化されている．このシステム
は，船体に設置された送信器と対象側に設置された複数の反応器から構成される．こ
れらにより得られる送信器と反応器間の距離と方位に基いて船体の位置・姿勢を計測
している．もう一つの有力な計測手段として，レーザセンサに基づくシステムが挙げ
られる．既に実用化されているレーザセンサに基づくシステム [31, 32] は，レーダに
よる手法と同様に，船体に設置したレーザセンサと対象物に設置した複数の反射板か
ら得られる距離に基いて位置・姿勢を計測している．これらのシステムは，頑健で実
第 4章 相対船位保持のための画像に基づく位置・姿勢のマーカレス計測 60
用的な位置・姿勢計測を実現している．一方で，反応器や反射板が設置されている特
定の場所における対象の計測に適用場面が限定されてしまう課題がある．
船舶に関連する従来研究として，自動航行のための画像計測システム [23, 24] が報
告されている．これらのシステムでは，効果的な障害物検出と衝突回避を実現してい
るものの，位置・姿勢の計測の実現については言及されていない．著者らは，これま
で，ステレオビジョンに基づく船舶の位置・姿勢計測システム [33] を開発してきた．
しかしながら，高い計測精度と計測時間を達成している一方で，船舶と対象間の距離
を計測するために特殊なランドマーク [27{29,34]の設置を要するものとなっている．
そこで，計測対象側への設置を必要としない，位置・姿勢のマーカレス計測を可能
とするシステムを提案する．本システムでは，3章で述べた構成と同様に，2つのカメ
ラユニットを用いてそれぞれ計測した距離と角度から計測対象と船体の位置・姿勢を
推定する．本章で提案する計測では，人工のランドマークの代わりに，計測の開始時
に計測対象上の任意の観測点を指定し，位置・姿勢のマーカレス計測を実現する．し
かしながら，実環境では，外乱に起因する誤対応によりブロック照合や特徴点照合に
基づいて正確な距離を算出するための視差を得ることは難しい．そこで，2 つのカメ
ラ画像中の特徴点群を用いて推定したホモグラフィから視差を算出し，任意観測点の
追従と距離の計測を可能とする．これにより，計測対象側への設置を必要としない，
船舶の位置・姿勢のマーカレス計測を実現する．プロトタイプの計測システムとモデ
ル船を用いた実験から，提案システムの計測精度を評価する．また，実環境を想定し，
船体に揺れを与えた場合の計測精度についても検証する．
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Fig. 4.1 Conguration of the proposed measurement system.
4.2 マーカレス計測におけるシステムの構成
Fig. 4.1 に提案システムの構成を示す．提案システムは，船舶上に設置された 2 つ
のカメラユニットから構成される．船舶のような大型対象の位置・姿勢の計測を局所
領域のみから高精度に計測することは難しいため，複数の計測点を設け，十分な計測
器間の基線長を確保することが望ましい．そこで，提案システムでは，3 章にて述べ
た 2つのカメラユニットを用いてそれぞれ計測した指定点までの距離と角度から，計
測対象と船体の位置・姿勢を推定する．計測の開始時に，各カメラユニットで任意の
観測点を指定し，規範画像を取得する．この規範画像の中心を指定点として，カメラ
ユニットが追跡しながら距離 dL，dR と角度 'L，'R を計測する．これらの距離と角
度から，2つの観測点の中点を基準とする船位 (x, y)と姿勢  を得る．
第 4章 相対船位保持のための画像に基づく位置・姿勢のマーカレス計測 62
4.3 指定点の追跡
提案システムでは，船体の位置・姿勢を計測するため，カメラユニット毎に計測対
象上の任意の観測点を指定し，その指定点を追跡し続ける必要がある．指定点を追跡
するために，規範画像と現在画像の位置ずれを画像特徴点に基づいて算出する．近年
では，多くの特徴点の検出・記述手法 [35{39]が提案されている．これらの手法の中
でも FAST [35] や BRIEF [37] などは高速であるものの，SIFT [38] や SURF [39]
に比べ，検出や照合における頑健性が低いとされている．一方で，SIFT は計算コス
トが高く，リアルタイム性が要求される計測での利用は適さない．本システムでは，
照合における比較的高い頑健性と高速な処理の両立が可能な，GPUを用いた SURF
（GPU-SURF）による特徴点の検出と照合を採用する．
Fig. 4.2(a)が規範画像から GPU-SURFにより検出された特徴点，Fig. 4.2(b)が少
し異なる視点で取得された画像から検出された特徴点である．また，図中の三角が指
定点である．得られた特徴点を照合することで，Fig. 4.2(c)のような対応点が得られ
る．ここでは，各線分が 2画像間の特徴点を対応を表している．しかしながら，得ら
れた対応点には，冗長的な特徴の存在などにより，多くの誤対応が含まれている．そこ
で，画像上における対応点同士のユークリッド距離を投票処理することで，Fig. 4.2(d)
のように誤対応を除去する．さらに，得られた対応点を用いて 2 画像間のホモグラ
フィを算出する．この時，RANSAC [40] を適用することで，外れ値を除外してホモ
グラフィを算出し，Fig. 4.2(d)中の矢印のような画像のずれを指定点の並進量として
得る．
前述の処理により得られた指定点は，Fig. 4.3(a)のように，画像上の座標 (u, v)に
投影される．画像内の指定点の座標 (u, v)に基づいて，カメラの光軸と指定点のなす
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(a)
(c)
(b)
(d)
Fig. 4.2 Estimation of displacement between two image frames.
水平角  cx を次式により計算する．
 cx = tan
 1 usu
f
(4.1)
ここで，f はレンズの焦点距離，su は水平方向のピクセルサイズを表す．垂直角  cy
についても，水平角  cx と同様の手順により算出することができる．得られた水平角
 cx および垂直角  cy を最小化するように，電動雲台のパン軸とチルト軸を回転制御
することで，常に指定点が画像内に収まるように追従させる．
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Fig. 4.3 Calculation of the direction angle to the designated point: (a)
projected position of the designated point in an input image, and (b) geometry
for calculating the angle between optical axis and the designated point.
4.4 距離の計測
前節と同じ手法を用いて，左右の計測用カメラ画像の特徴点の対応から，２画像間の
ホモグラフィを推定する．これにより得られたホモグラフィに基いて，カメラユニッ
トから対象物までの距離を計算する．Fig. 4.4 に距離計測の概要を示す．Fig. 4.4(a)
中の×印は対象物ともう一方のカメラの光軸との交点を表す．左計測用カメラ画像に
投影された右計測用カメラの光軸と対象物の交点座標 p l = (plu; plv; 1)T は，右計測
用カメラ画像の中心座標 cr = (cru; crv; 1)T と右計測用カメラから左計測用カメラへ
のホモグラフィを表す行列Hを用いて，次のように定義される．
sp l = Hcr (4.2)
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Fig. 4.4 Illustration of distance measurement based on the homography be-
tween two measurement cameras: (a) angle calculation between the optical
axis and center point of another camera image, and (b) distance calculation
between the designated point and the camera unit.
ここで，sはスケール係数である．右計測用カメラ画像中の交点座標 pr も同様に, 左
計測用カメラ画像の中心座標 cl を用いて次式で定義される．
spr = H
 1cl (4.3)
これにより得られた交点座標から，各カメラの光軸と交点のなす角  lx， ry を以下の
式を用いて計算する．
 lx = tan
 1 plusu
f
; (4.4)
 ry = tan
 1 prusu
f
; (4.5)
ここで，su および f は前節と同様に，それぞれ水平方向のピクセルサイズと焦点距離
である．
得られた角度  lx を用いて，カメラユニットから交点までの距離 L，R を算出
する．
L =
LC
tan lx
(4.6)
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R =
LC
tan rx
(4.7)
ここで，LC は計測用カメラ間の基線長を表す．これらの距離に基いて，カメラユニッ
トから指定点までの距離 dを次式により得る．
d =
L + R
2
(4.8)
カメラユニットの水平角 'は，追跡用カメラから得られた水平角  cx と電動雲台の
パン角 pan から次のように決定される．
' =  cx + pan (4.9)
カメラユニットの垂直角についても，水平角  と同様の手順により得ることができる．
これらにより各カメラユニットから得られる指定点に対する距離と方向に基いて，
3.4で述べた方法により，船体の位置・姿勢を算出する．
4.5 本システムの性能評価
4.5.1 計測精度の評価
本システムが船位保持に応用可能な精度を持つか検証するため，モデル船とプロト
タイプとなる計測システムを構築し，計測精度を評価した．Fig. 4.5に評価実験の条件
を示す．実験では，全長 2m，幅 1mのモデル船上にカメラユニットを 1316mm間隔
で設置し，計測を行った．モデル船の喫水（船底から水面までの深さ）は約 0.15mで
あった．Table 4.1に実験に使用したプロトタイプシステムの構成パラメータを示す．
カメラユニットには，7.5μ mのピクセルサイズ，640× 480ピクセルの解像度を持
つカメラを利用した．また，計測用カメラには 16mm，追跡用カメラには 8mmの焦
点距離を持つレンズを利用した．計測用カメラの間隔は 300mmとした．プロトタイ
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Fig. 4.5 Experimental conditions in water.
Table 4.1 Conguration parameters of the prototype marker-less measurement system
Parameter Value
Baseline length of camera units (LU ) 1316 mm
Baseline length between measurement cameras (LC) 300 mm
Focal length of measurement cameras 16 mm
Focal length of tracking cameras 8 mm
Pixel size 7.5 m
Image resolution 640 480 pixel
プシステムは，船底から 850mmの高さに設置した．計測の開始時には，約 7mの距
離にある壁面上の点 A，Bを指定した．さらに，船体の実際の動作を得るため，チェ
スボードパターンと慣性センサ (Xsens MTi-10)をモデル船上に設置した．また，天
井に設置したカメラを用いてモデル船上に貼付したチェスボードパターンから 6自由
度の動作を計測 [17]し，評価の基準とした．
本実験では，Fig. 4.5中に示す x方向の並進，y 方向の並進，水平方向の回転 をそ
れぞれ与えた 3つの条件で計測を行った．また，波による船体の揺れに対する影響を
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Fig. 4.6 Measured x positions of the model vessel: (a) results under the
condition without roll motion of the model vessel, and (b) results under the
condition with roll motion of the model vessel.
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Fig. 4.7 Measured y positions of the model vessel: (a) results under the
condition without roll motion of the model vessel, and (b) results under the
condition with roll motion of the model vessel.
評価するため，各条件において全長方向を軸とするロール回転を船体に加えた場合と
加えない場合でそれぞれ計測を行った．ロール回転を加えた時に慣性センサにより計
測された船体の揺れは，x 方向への並進時が 2:7，y 方向への並進時が 2:5，水
平方向への回転時が 2:2 であった．また，それぞれの周期は，x方向への並進時が
1.50-1.72秒，y方向への並進時が 1.38-1.67秒，水平方向への回転時が 1.43-1.54秒で
あった．
Figs. 4.6{4.8に，x方向への並進時，y方向への並進時，水平方向への回転時におけ
るそれぞれの計測の結果を示す． 各図において，(a)は波がない場合，(b)は波がある
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Fig. 4.8 Measured headings theta of the model vessel: (a) results under the
condition without roll motion of the model vessel, and (b) results under the
condition with roll motion of the model vessel.
Table 4.2 Average errors, maximum errors, and standard deviation of the
measured positions and headings under the condition without roll motion of
the model vessel.
Parameter Average error Maximum error Standard deviation
x 0.059 m 0.169 m 0.037 m
y 0.029 m 0.132 m 0.033 m
 0.66 3.15 0.53
場合の結果をそれぞれ示す．図中の位置および姿勢は，0.0秒時の位置・姿勢を基準と
した相対的な位置・姿勢である．実際の船体の動作に対応して，提案システムにより
計測された位置・姿勢が変化している．これらから，x 方向への並進，y 方向への並
進，水平方向への回転がある場合においても，指定点を追従し，継続的に位置・姿勢
を計測できていることがわかる．
Table 4.2と Table 4.3に各条件における，位置・姿勢の平均誤差と絶対誤差，標準
偏差を示す． x方向および y 方向の平均誤差はいずれも，最も精度の要求される接岸
作業における船位計測に必要とされる 0.1mを十分に下回っている．各標準偏差につ
いても，0.05m 未満となっており，安定した計測結果が得られていることがわかる．
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Table 4.3 Average errors, maximum errors, and standard deviation of the
measured positions and headings under the condition with roll motion of the
model vessel.
Parameter Average error Maximum error Standard deviation
x 0.053 m 0.198 m 0.036 m
y 0.027 m 0.112 m 0.024 m
 0.58 2.23 0.39
接岸作業では，計測される姿勢の誤差は 0.1 以下であることが望ましいが，実験結果
では 0.66，0.58 となった．これは，カメラユニット間の基線長は 1.3mと極端に短
いものとなっていることが主な要因である．実用場面では，船舶の全長に応じてカメ
ラユニット間の基線長は数十 mになるため，その長さに応じて姿勢の誤差は大幅に小
さくなることが予想される．つまり，提案システムは，姿勢計測においても接岸作業
など高い精度が求められる利用場面においても要求精度を十分に満たすことが可能で
あると言える．また，船体のロール回転の有無にかかわらず，同程度の平均誤差，最
大誤差，標準偏差で位置・姿勢を計測できている．これらの結果から，波などによる
船体の回転がある場合においても，提案システムが十分な精度で船体の位置・姿勢を
計測可能であることが示された．
4.5.2 処理時間の評価
本システムが十分な処理速度を持つか検証するため，処理時間の評価を行った．実験
では，CPUとして Intel(R) Core(TM) i7-4710MQ，GPUとして GeForce GTX860
Mを搭載した，ノート PCを利用した．
Table 4.4に位置・姿勢の計測における各処理の時間を示す．これらの結果は，300
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Table 4.4 Processing time of the marker-less measurements.
Process Time [ms]
Feature-points detection and matching for distance measurement 47.85
Homography estimation for distance measurement 1.10
Distance and angle calculation 0.02
Feature-points detection and matching for tracking 39.36
Displacement calculation 1.08
Position and orientation estimation 0.05
回の計測における平均の処理時間である．両計測用カメラによる SURF特徴点の検出
および照合に要した時間は 47.85 ms であった．ホモグラフィに基づく視差の算出に
要した時間は 1.10 ms，距離と方向  の算出に要した時間は 0.02 msであった．また，
追跡用カメラによる SURF 特徴点の検出および照合に要した時間は 39.36 ms，ホモ
グラフィの推定および位置ずれの算出に要した時間は 1.08 msであった．両カメラユ
ニットから得られた距離と方向に基づく位置・姿勢の算出に要した時間は，0.05 msで
あった．つまり，両計測用カメラによる距離の算出，追跡用カメラによる方向ずれの
算出，位置・姿勢の算出は，それぞれ並列に実行される処理であるため，20 Hz以上で
の計測が可能であることわかる．一般に利用されている GPSや Radarが数 Hz周期
であることを考えると，本システムは十分な処理速度を持つと言える．加えて，本実
験では，プロトタイプとして可動性を確保するために処理能力の低いノート PCを利
用しているが，実際に船上に実装する場合には，処理能力の高いデスクトップ PC等
を利用することで大幅に処理速度を向上できることからも，本システムは十分な処理
速度を有していると言える．
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4.6 本章のまとめ
本章では，大型船舶の位置・姿勢をマーカレス計測するシステムについて述べた．提
案システムでは，計測開始時に計測対象上の任意の計測点を指定することで，追跡用
カメラを用いて規範画像を取得する．この規範画像と現在の画像中の画像特徴点から
ホモグラフィを推定することで，カメラユニットによる指定した計測点の追従を可能
とした．また，カメラユニットの左右に設置された計測用カメラから得られる特徴点
の対応からホモグラフィを推定することで指定された計測点の視差を算出し，平行等
位ステレオの原理に基づいて距離と方向の計測を可能とした．これらにより，得られ
た 2組の距離と角度に基づく船体の位置・姿勢の計測を実現した．モデル船とプロト
タイプとなる計測システムを用いた計測精度の評価実験では，船体の揺れの有無にか
かわらず，船位保持に応用可能な十分な計測精度を持つことを明らかにした．これら
の成果により，冗長的な特徴を持つ任意の計測点に基づくステレオカメラを利用した
位置・姿勢の計測における，ホモグラフィに着目したアプローチの有用性が示された．
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本論文では，画像特徴点に基づく位置・姿勢のマーカレス計測のアプローチとして，
ホモグラフィに着目した 2つの応用について述べてきた．
まず，明瞭なテクスチャを持たず，形状変化を伴う計測対象として手の位置・姿勢
に着目し，ウェアラブルデバイスを用いた ARにおけるインタフェースを目的とした
単眼カメラによる手のひらの位置・姿勢のマーカレス計測手法について述べた．提案
手法では，手の形状変化に関わる指の動作を平面的に限定し，事前に獲得した手のひ
らの三次元モデルと入力画像中の特徴点の対応からホモグラフィを算出することで，
指の動きによる形状変化を伴う手のひらの位置・姿勢のマーカレス計測を可能とした．
提案手法とカード状の人工マーカを用いて重畳表示した仮想情報の定性的，定量的な
比較による描画性能の評価実験では，従来から広く利用されている人工マーカと比べ
て大きな誤差を生じることとなく仮想情報の重畳表示が可能であることを明らかにし
た．また，処理時間の評価実験から，処理能力の乏しいウェアラブルデバイスにおい
て仮想情報を重畳表示するための時間的整合性を十分に満たしていることを明らかに
した．さらに，提案手法を用いた応用実験により，指の動きを利用した表示オブジェ
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クトの切り替えおよび表示パラメータの変更が可能であることを示した．
次に，近距離での相対船位保持を目的とした船舶の位置・姿勢の計測システムにつ
いて述べた．3 章では，マーカレスでの計測に先駆け，カメラユニットと人工ランド
マークを利用した船舶の位置・姿勢計測について述べ，その根幹となるシステムの構
成と計測の原理について示した．同システムを用いた計測精度の評価実験と処理時間
の評価実験により，提案システムにより近距離での船位保持に有用な位置・姿勢の計
測が可能であることを示した．また，モデル船を用いた波のある水上環境における実
験により，船体に揺れがある場合における本システムを用いた計測の有効性を示した．
4章では，構築したシステムを応用した船舶の位置・姿勢のマーカレス計測について述
べた．本マーカレス計測では，計測の開始時に取得した規範画像と現在の画像から抽
出した画像特徴点の対応に基づいてホモグラフィを推定することで，カメラユニット
による指定した計測点の追従を可能とした．さらに，カメラユニットの左右に設置さ
れた計測用カメラ間のホモグラフィから得られる視差に基いて，冗長的な特徴により
誤対応が多く含まれる任意の計測点に対する距離と方向を計測を可能とした．これに
より得られる 2組の距離と方向，カメラユニット間の基線長に基づく船体の位置・姿
勢のマーカレス計測を実現した．実験では，モデル船に実装したプロトタイプシステ
ムを用いて，提案システムの計測精度を評価し，提案システムが船位保持に応用しう
る十分な位置・姿勢の計測精度を持つことを示した．また，同実験では，船体のロー
ル回転を加えた条件においても位置・姿勢を計測し，実環境で想定される船体の揺れ
に対して，十分な頑健性を持つことを示した．さらに，処理時間の評価実験から，船
位の制御に応用可能な十分な周期で計測が可能であることを示した．
これらの応用では，計測対象を平面的にみなすよう制約を設け，ホモグラフィを推
定することで，画像特徴点に基づく位置・姿勢計測における形状変化を伴う対象の効
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率的な計測や誤対応を多く含む対象に対する高精度な計測の課題解決を実現しており，
画像特徴点に基づくホモグラフィに着目したアプローチの有用性を明らかにしている．
また，これらの成果は，単眼カメラを用いたモデルベースの位置・姿勢計測およびス
テレオビジョンに基づく位置・姿勢計測における本アプローチに基づく位置・姿勢の
マーカレス計測の応用の可能性を示している．
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