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INTERIOR SECOND DERIVATIVE ESTIMATES FOR SOLUTIONS TO
THE LINEARIZED MONGE–AMPE`RE EQUATION
CRISTIAN E. GUTIE´RREZ AND TRUYEN NGUYEN
Abstract. Let Ω ⊂ Rn be a bounded convex domain and φ ∈ C(Ω) be a convex
function such thatφ is sufficiently smoothon∂Ω and theMonge–Ampe`remeasure
detD2φ is bounded away from zero and infinity in Ω. The corresponding
linearized Monge–Ampe`re equation is
trace(ΦD2u) = f ,
where Φ := detD2φ (D2φ)−1 is the matrix of cofactors of D2φ. We prove a
conjecture in [GT] about the relationship between Lp estimates for D2u and the
closeness between detD2φ and one. As a consequence, we obtain interior W2,p
estimates for solutions to such equationwhenever themeasure detD2φ is given by
a continuous density and the function f belongs to Lq(Ω) for some q > max {p, n}.
1. Introduction
Lp-estimates play a fundamental role in the theory of second-order elliptic
partial differential equations, with many works devoted to the topic, see [GiT,
Chapter 9] and [CC, Chapter 7]. For linear equationsof the form trace(A(x)D2u(x)) =
f (x) in a domain Ω ⊂ Rn with
(1.1) λ|ξ|2 ≤ 〈A(x)ξ, ξ〉 ≤ Λ|ξ|2 for all x ∈ Ω and ξ ∈ Rn,
Lp-estimates for second derivatives of solutions were derived in the 1950’s as
a consequence of the celebrated Caldero´n and Zygmund theory of singular
integrals. Precisely, if the matrix A(x) is continuous in Ω, then for any domain
Ω′ ⋐ Ω and any 1 < p < ∞ we have
(1.2) ‖D2u‖Lp(Ω′) ≤ C(‖u‖Lp(Ω) + ‖ f ‖Lp(Ω)),
whereC is a constant depending only on p, λ,Λ, n,dist(Ω′, ∂Ω) and themodulus of
continuity ofA(x). The continuity assumption on the coefficientmatrix is essential
when n ≥ 3. Indeed, it is shown in [U] and [PT] that if A(x) satisfies (1.1) and is
merely measurable, then (1.2) is false for p ≥ 1. However, it is proved in [E, L]
that estimates for second derivatives that do not depend on the continuity of A(x)
do hold when p > 0 is sufficiently small.
Lp-estimates for second derivatives of solutions to fully nonlinear uniformly
elliptic equations of the form F(D2u, x) = f (x) were studied by Caffarelli [C1].
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In this fundamental work, he established Caldero´n-Zygmund type interior W2,p
estimates for viscosity solutions under the assumptions that F(D2u, x) is suitably
close to F(D2u, 0), and solutions to the frozen equation F(D2u, 0) = 0 admit interior
C1,1 estimates. For more details and related results to those of Caffarelli, we refer
to [CC, Chapter 7] and [Es, E, Sw, WL]. By extending further his perturbation
method in [C1], Caffarelli [C3]was able to derive interiorW2,p estimates for convex
solutions to the Monge–Ampe`re equation detD2φ = g(x) under the optimal
condition that g is continuous and bounded away from zero and infinity (see
also [G, Chapter 6], [H, dPF] and the recent corresponding boundary estimates in
[S2]).
In this paper we consider the linearized Monge–Ampe`re equation. LetΩ ⊂ Rn
be a normalized convex domain and φ ∈ C(Ω) be a convex function satisfying
λ ≤ detD2φ = g(x) ≤ Λ in Ω and φ = 0 on ∂Ω. The linearized Monge–Ampe`re
equation corresponding to φ is
(1.3) Lφu := trace(ΦD2u) = f (x) in Ω
where Φ := (detD2φ) (D2φ)−1 is the matrix of cofactors of D2φ. We note that Lφ is
both a non divergence and divergence differential operator which is degenerate
elliptic, that is, the matrix Φ(x) is positive semi-definite and does not satisfy
(1.1). The equation (1.3) is of great importance as it appears in a number
of problems. For example, it appears in affine differential geometry in the
solution of the affine Bernstein problem ([T, TW1, TW2, TW3, TW4]), and in
the Aubreu’s equation arising in the differential geometry of toric varieties ([D1,
D2, D3, D4, Z1, Z2]). In addition, the equation appears in fluid mechanics in the
semigeostrophic system which is an approximation to the incompressible Euler
equation and is used inmeteorology to study atmospheric flows ([CNP, Lo]). The
linearized Monge–Ampe`re equation was first studied by Caffarelli and Gutie´rrez
in [CG2] where it is proved that nonnegative solutions to Lφu = 0 satisfy a
uniformHarnack’s inequality yielding, in particular, interior Ho¨lder continuity of
solutions. By using these interior Ho¨lder estimates and perturbation arguments,
we recently established in [GN] Cordes–Nirenberg type interior C1,α estimates for
solutions to (1.3).
The purpose in this paper is to study the Lp integrability of second derivatives
of solutions to the equation (1.3). A previous result in this direction is proved by
Gutie´rrez and Tournier in [GT]: for any domain Ω′ ⋐ Ω, there exist p > 0 small
and C > 0 depending only on λ,Λ, n and dist(Ω′,Ω) such that
(1.4) ‖D2u‖Lp(Ω′) ≤ C(‖u‖L∞(Ω) + ‖ f ‖Ln(Ω))
for all solutions u ∈ C2(Ω) of (1.3). Notice that since Lφφ = ndetD2φ = ng(x), it
follows from Wang’s counterexample [W] that (1.4) is false for any p > 1. In fact,
if we hope the estimate (1.4) to hold for large values of p, one needs to assume in
addition that g ∈ C(Ω), see [GT, Section 8] for more details. In light of this, it was
conjectured in [GT] that the Lp-integrability of the second derivatives of u in (1.3)
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improveswhendetD2φ gets closer to one; in otherwords, if 1−ǫ ≤ detD2φ ≤ 1+ǫ,
then the exponent p = p(ǫ) in (1.4) satisfies p(ǫ)→ +∞ as ǫ→ 0.
In this article we solve the above conjecture in the affirmative, Theorem 4.6. As
a consequence, we obtain the following main result of the paper.
Theorem 1.1. Let Ω be a normalized convex domain and g ∈ C(Ω) with 0 < λ ≤
g(x) ≤ Λ. Suppose u ∈ W2,n
loc
(Ω) is a solution of Lφu = f in Ω, where φ ∈ C(Ω) is a
convex function satisfying detD2φ = g in Ω and φ = 0 on ∂Ω. Let Ω′ ⋐ Ω, p > 1 and
max {n, p} < q < ∞. Then there exists C > 0 depending only on p, q, λ,Λ, n, dist(Ω′, ∂Ω)
and the modulus of continuity of g such that
(1.5) ‖D2u‖Lp(Ω′) ≤ C
(
‖u‖L∞(Ω) + ‖ f ‖Lq(Ω)
)
.
The conditions on the Monge-Ampe`re measure detD2φ are sharp and the
constant in (1.5) depends on detD2φ and not on the maximum or minimum
of eigenvalues of D2φ. Our result can be viewed as a degenerate counterpart
of the classical Caldero´n-Zygmund estimates (1.2) for linear uniformly elliptic
equations in non divergence form, and Caffarelli’s interior W2,p estimates [C1,
Theorem 1], [CC, Chapter 7] for fully nonlinear uniformly elliptic equations.
Inorder to address the lackofuniformellipticityof the linearizedMonge-Ampe`re
operator, we follow the strategy in [CG2] by working with sections of solutions
to the Monge-Ampe`re equation. The role that the sections play in our analysis
is similar to that of Euclidean balls in the theory of uniformly elliptic equations.
In addition, to measure the degree of regularity of the solution we introduce
the sets GM(u,Ω) where the solution u is touched by tangent paraboloids, see
Definition 2.6. In contrast with [GT, Definition 3.5], the sets GM(u,Ω) are now
invariant by affine transformations. We note that unlike the theory in [CC,
Chapter 7],where the standardEuclideandistance isused, our tangentparaboloids
are defined with respect to a quasi distance induced by the solution φ of the
Monge-Ampe`re equation. With this new definition, our first step is to derive
rough density estimates for the setsGM(u,Ω) which are achieved by following the
method in [GT]. The next crucial step in solving the conjecture is to accelerate
the initial density estimates. To make this breakthrough, we use a key idea
introduced in [GN], that is, to compare solutions of two different linearized
Monge-Ampe`re equations. Precisely, we compare solutions of Lφu = f with
solutions of Lwh = 0, having the same Dirichlet boundary data, where w is the
solution of the Monge-Ampe`re equation detD2w = 1 in Ω and w = 0 on ∂Ω. It
is also important to know that the coefficient matrices of two different linearized
equations are close in Lp-norm when the determinants of the corresponding
convex functions are close in L∞-norm. This is given in our recent work [GN].
These two comparison results allow us to estimate explicitly ‖u− h‖L∞ in terms of
‖detD2φ−1‖L∞ , and by using this approximation we can perform the acceleration
process to obtain the necessary density estimates for the sets GM(u,Ω). Finally
and to conclude the proof of the conjecture, all these estimates permit us to use
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the covering theorems for sections of solutions to the Monge-Ampe`re equation
proved in [CG1, CG2].
Togivemoreperspective, wemention the following recentwork for the linearized
Monge-Ampe`re equation: Sobolev type inequalities associated to the linearized
operator Lφ (Tian and Wang [TiW]), Liouville property for solutions to Lφu = 0
in R2 ( Savin [S1]) and boundary C1,α estimates for Lφu = f and its applications
(Le and Savin [LS1, LS2]).
The paper is organized as follows. Section 2 is devoted to preliminary results
for solutions φ to the Monge-Ampe`re equation that will be used later. We also
introduce there a quasi metric and the sets GM(u,Ω) where the solution u to the
linearized equation is touched by tangent paraboloids associated to the quasi
distance. In Section 3 we establish density estimates for the set GM(u,Ω) and use
them to derive the initial power decay for the distribution function giving small
integrability of D2u. Finally, Section 4 contains the main estimates in the paper
showing how the integrability improves when detD2φ gets closer to one.
2. Preliminary results
2.1. Some properties for the Monge-Ampe`re equation. Given an open convex
set Ω ⊂ Rn and a function φ ∈ C(Ω), ∂φ denotes the sub differential of φ. The
Monge-Ampe`re measure associated with φ is defined by Mφ(E) := |∂φ(E)|, for
all Borel subsets E ⊂ Ω. The convex set Ω is called a normalized convex domain if
B1(0) ⊂ Ω ⊂ Bn(0). Here BR(y) denotes the Euclidean ball with radiusR centered at
y. Observe that by Fritz John’s lemma, every bounded convex domain with non
empty interior can be normalized, i.e., there is an invertible affine transformation
T with B1(0) ⊂ T(S) ⊂ Bn(0). A section of a convex function φ ∈ C1(Ω) centered at x¯
and with height t is defined by
Sφ(x¯, t) =
{
x ∈ Ω : φ(x) < φ(x¯) + ∇φ(x¯) · (x − x¯) + t
}
.
If φ = 0 on ∂Ω, then for 0 < α < 1 we set
(2.6) Ωα = {x ∈ Ω : φ(x) < (1 − α) min
Ω
φ},
and notice thatΩα is a section of φ at the minimum of φ, i.e.,Ωα = Sφ(x0,−αφ(x0))
where x0 ∈ Ω is such that minΩ φ = φ(x0). We are going to list some basic
properties related to sections that will be used later. All results in this subsection
hold under the assumption:
(H) Ω is a normalized convex domain and φ ∈ C(Ω) is a convex function such that
λ ≤ Mφ ≤ Λ in Ω and φ = 0 on ∂Ω.
It is known from the works of Caffarelli [C2, C4] that φ is strictly convex and C1,α
in the interior of Ω. Moreover, we have the following lemma from [GH] (see [G,
Theorem 3.3.10]).
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Lemma 2.1. Let 0 < α < β < 1. Then for any x ∈ Ωα, we have Sφ(x,C0(β − α)γ) ⊂ Ωβ
for some C0 and γ depending only on n, λ and Λ. Consequently, there exists η =
η(α, n, λ,Λ) > 0 such that Sφ(x, t) ⋐ Ω for all x ∈ Ωα and t ≤ η.
Wenow state a result about strong type p−p estimates for themaximal function
with respect to sections. For that, let us fix 0 < α0 < 1 and take η0 = η0(α0, n, λ,Λ)
be the corresponding positive constant given by Lemma 2.1.
Theorem 2.2. Let µ :=Mφ and define
Mµ( f )(x) := sup
t≤η0/2
1
µ(Sφ(x, t))
∫
Sφ(x,t)
| f (y)| dµ(y) ∀x ∈ Ωα0 .
Then for any 1 < p < ∞, there exists a constant C depending on p, n, λ and Λ such that

∫
Ωα0
|Mµ( f )(x)|p dµ(x)

1
p
≤ C
(∫
Ω
| f (y)|p dµ(y)
) 1
p
.
Notice that it is known from [CG1] and [GT, Theorem 2.9] thatMµ is of weak
type 1−1. This together with the obvious inequality ‖Mµ( f )‖L∞(Ωα0 ) ≤ ‖ f ‖L∞(Ω) and
theMarcinkiewicz interpolation lemma (see Theorem 5 in [St, Page 21]) yields the
strong type p−p estimate in Theorem 2.2. The next lemma is a slight modification
of [G, Lemma 6.2.1].
Lemma 2.3. There exist c = c(n, λ,Λ) > 0 and δ0 = δ0(α0, n, λ,Λ) > 0 such that if
x0 ∈ Ωα0 and φ(x) ≥ φ(x0) + ∇φ(x0) · (x − x0) + σ |x − x0|2 ∀x ∈ Ω, then
φ(x) ≤ φ(x0) + ∇φ(x0) · (x − x0) + 1
c2σn−1
|x − x0|2 for all |x − x0| ≤ δ0.
Proof. Let u(x) := φ(x)−φ(x0)−∇φ(x0) · (x− x0). Then by the proof of Lemma 6.2.1
in [G], we have u(x) ≤ C(n, λ,Λ)σ−n+1 |x − x0|2 for all x ∈ Ω satisfying u(x) ≤ η0.
Next it follows fromAleksandrov’smaximumprinciple and [G, Proposition 3.2.3]
that dist(Ωα0 , ∂Ω) ≥ c(n, λ,Λ)(1 − α0)n =: dα0 . Moreover if dist(x, ∂Ω) ≥ dα0/2, then
by using [G, Lemma 3.2.1] we obtain
u(x) ≤ |∇φ(ξ) − ∇φ(x0)| |x − x0| ≤ C(n, λ,Λ)
dα0
|x − x0|
where ξ is somepoint on the segment joining x0 and x. Therefore there exists δ0 > 0
depending only on α0, n, λ and Λ such that u(x) ≤ η0 whenever |x − x0| ≤ δ0. 
The above lemma together with Lemma 6.2.2 in [G] gives:
Lemma 2.4. Given 0 < α ≤ α0 and γ > 0, we define
(2.7) Dαγ =
{
x ∈ Ωα : Sφ(x, t) ⊂ Bγ√t(x), ∀t ≤ η0
}
.
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Then there exist c = c(n, λ,Λ) > 0 and δ0 = δ0(α0, n, λ,Λ) > 0 such that for any γ > 0
satisfying (cγ)
1
n−1 ≥ diam (Ω)√
η0
, we have: if x¯ ∈ Dα
(cγ)
1
n−1
then
φ(x) − φ(x¯) − ∇φ(x¯) · (x − x¯) ≤ γ2|x − x¯|2 for all |x − x¯| ≤ δ0.
Proof. Let c and δ0 be given by Lemma 2.3, and take x¯ ∈ Dα
(cγ)
1
n−1
. Since (cγ)
1
n−1 ≥
diam (Ω)√
η0
, we then have by [G, Lemma 6.2.2] that x¯ ∈ Ωα ∩ A
(cγ)
−2
n−1
, where
Aσ :=
{
x0 ∈ Ω : φ(x) ≥ φ(x0) + ∇φ(x0) · (x − x0) + σ |x − x0|2, ∀x ∈ Ω
}
.
Therefore the conclusion of the lemma follows from Lemma 2.3. 
2.2. Tangent paraboloids and power decay for the Monge-Ampe`re equation.
In this subsection we recall the quasi distance given by the convex function φ
and then use it to define the sets where the solution u is touched from above and
below by certain functions involving this quasi distance.
Definition 2.5. LetΩ be a bounded convex set inRn andφ ∈ C1(Ω) be a convex function.
For any x ∈ Ω and x0 ∈ Ω, we define d(x, x0) by
d(x, x0)
2 := φ(x) − φ(x0) − ∇φ(x0) · (x − x0).
Clearly x 7→ d(x, x0)2 is a convex function on Ω. Since d(x, x0)2 is in general
not equivalent to |x− x0|2, the following definition of ”tangent paraboloids” has a
nature different from the standard definition of tangent paraboloids for uniformly
elliptic equations (see [CC]). It is however more suitable to exploit the degenerate
structure of the solution φ to the Monge-Ampe`re equation.
Definition 2.6. Let Ω and φ be as in Definition 2.5. Then for u ∈ C(Ω) and M > 0, we
define the sets
G+M(u,Ω)
=
{
x¯ ∈ Ω : u is differentiable at x¯ and u(x) ≤ u(x¯) + ∇u(x¯) · (x − x¯) +Md(x, x¯)2 ∀x ∈ Ω
}
;
G−M(u,Ω)
=
{
x¯ ∈ Ω : u is differentiable at x¯ and u(x) ≥ u(x¯) + ∇u(x¯) · (x − x¯) −Md(x, x¯)2 ∀x ∈ Ω
}
;
and GM(u,Ω) := G+M(u,Ω) ∩ G−M(u,Ω).
We note that local versions of Definition 2.5 and Definition 2.6 were introduced
in [GT]. However, these definitions are not good enough for the purposes of this
paper. The next observation is our starting point for deriving Lp-estimates for
second derivatives of solutions to the linearized Monge-Ampe`re equation.
Lemma 2.7. Assume condition (H) holds. Let 0 < α ≤ α0, u ∈ C(Ω) and
(2.8) Θ(u)(x) :=
1
2
Θ(u,Bδ0(x))(x) for x ∈ Ωα0
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where δ0 is given by Lemma 2.4 and Θ(u,Bδ0(x))(x) is defined exactly as in [CC,
Section 1.2]. Then for κ > 1, we have
{x ∈ Ωα : Θ(u)(x) > βκ} ⊂
(
Ωα \Dα
(cβ
κ−1
2 )
1
n−1
)
∪
(
Ωα \ Gβ(u,Ω)
)
(2.9)
for any β > 0 satisfying (cβ
κ−1
2 )
1
n−1 ≥ diam (Ω)√
η0
with c = c(n, λ,Λ) is as in Lemma 2.4.
Proof. Let γ := β
κ−1
2 . If x¯ ∈ Dα
(cγ)
1
n−1
∩ Gβ(u,Ω), then
−β d(x, x¯)2 ≤ u(x) − u(x¯) − ∇u(x¯) · (x − x¯) ≤ β d(x, x¯)2
for each x ∈ Ω. Since x¯ ∈ Dα
(cγ)
1
n−1
, this together with Lemma 2.4 yields
−βγ2|x − x¯|2 ≤ u(x) − u(x¯) − ∇u(x¯) · (x − x¯) ≤ βγ2|x − x¯|2
for all |x − x¯| ≤ δ0, and so Θ(u,Bδ0(x))(x¯) ≤ 2βγ2 = 2βκ. Thus we have proved that
Dα
(cγ)
1
n−1
∩ Gβ(u,Ω) ⊂ {x ∈ Ωα : Θ(u)(x) ≤ βκ}
and the lemma follows by taking complements. 
In order to derive interior W2,p estimates for solutions u to the linearized
Monge-Ampe`re equation, we will need to estimate the distribution function
F(β) := |{x ∈ Ωα : Θ(u)(x) > βκ}| for some suitable choice of κ > 1. It follows
from Lemma 2.7 that this can be done if one can get appropriate fall off estimates
for F1(β) := |Ωα \ Dα
(cβ
κ−1
2 )
1
n−1
| and F2(β) := |Ωα \ Gβ(u,Ω)| when β is large. Notice
that since the function F1(β) involves only the solution φ of the Monge-Ampe`re
equation, its decay estimate has been established by Caffarelli in the fundamental
work [C3]. We reformulate his estimate in the following theorem.
Theorem 2.8. LetΩ be a normalized convex domain and φ ∈ C(Ω) be a convex function
satisfying 1 − ǫ ≤ detD2φ ≤ 1 + ǫ inΩ and φ = 0 on ∂Ω, where 0 < ǫ < 1/2. Then for
any 0 < α < 1, there exists a positive constant M depending only on α and n such that
|Ωα \Dαs | ≤
|Ω|
(Cnǫ)2
s
ln
√
Cnǫ
lnM for all s ≥M.(2.10)
Proof. This theorem is obtained by iterating [G, Theorem 6.3.2]. Indeed, let α0 :=
α+1
2
and letM = M(α0, n) and p0 = p0(α0, n) be the positive constants given by that
theorem. By taking if necessary an even bigger constant, we can assume thatM is
large so that α0 −
∑∞
j=1 M
−( j+1)p0 ≥ 2α0 − 1 and the statement of [G, Theorem 6.3.2]
holds for all λ ≥M. We then begin the iterationwith λ =M and letα1 = α0−M−2p0 .
We get from [G, Theorem 6.3.2] that
|Ωα1 \Dα1M2 | ≤
√
Cnǫ |Ωα0 \Dα0M |.
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If λ = M2 and α2 = α1 −M−3p0 , then
|Ωα2 \Dα2M3 | ≤
√
Cnǫ |Ωα1 \Dα1M2 | ≤
(√
Cnǫ
)2 |Ωα0 \Dα0M |.
Continuing in this way we let αk−1 = αk−2 −M−kp0 = α0 −
∑k−1
j=1 M
−( j+1)p0 and obtain
|Ωαk−1 \Dαk−1Mk | ≤
(√
Cnǫ
)k−1 |Ωα0 \Dα0M |.
Since by our choice of M, αk−1 ≥ α0 −
∑∞
j=1M
−( j+1)p0 ≥ 2α0 − 1, it is easy to see that
Ω2α0−1 \D2α0−1Mk ⊂ Ωαk−1 \D
αk−1
Mk
. Therefore, we have
|Ωα \DαMk | = |Ω2α0−1 \D2α0−1Mk | ≤
(√
Cnǫ
)k−1 |Ωα0 \Dα0M | for k = 1, 2, . . .
Now for each s ≥M, let us pick k such thatMk ≤ s ≤ Mk+1. ThenDα
Mk
⊂ Dαs ⊂ DαMk+1
and k ≤ logM s ≤ k + 1. So
|Ωα \Dαs | ≤
|Ωα0 |
(Cnǫ)2
(
√
Cnǫ)
k+1 ≤ |Ωα0 |
(Cnǫ)2
(
√
Cnǫ)
logM s =
|Ωα0 |
(Cnǫ)2
s
ln
√
Cnǫ
lnM .

3. Lδ estimates for second derivatives
In this section we prove two density lemmas and then use them to prove a
small power decay of µ(Ωα \ Gβ(u,Ω)) for β large. Observe that the density
estimates established in [GT] are not good enough for ourpurpose since adifferent
definition of the sets Gβ(u) was introduced there. In [GT, Definition 3.5] the
”tangent paraboloid” is assumed to lie belowor aboveu in a specific neighborhood
depending on β of the touching point. Such definition is not invariant under
normalization and so not suitable for the acceleration process we consider later in
Section 4. In this paper, we employ a global definition, Definition 2.6, and we are
still able to obtain similar estimates as in [GT] by modifying their arguments. For
clarity, in the next subsection we give complete proofs of these estimates that are
technically simpler than the ones in [GT]. The following lemma is an extension
of [GT, Lemma 3.1] which allows us to work with strong solutions in W2,n
loc
(Ω)
instead of classical solutions.
Lemma 3.1. Let Ω ⊂ Rn be open and u, φ ∈ W2,n
loc
(Ω) be such that detD2φ(x) > 0 for
almost every x inΩ. Let w = u + φ. Then for any Borel set E ⊂ Ω, we have
(3.11) Mw(E) ≤ 1
nn
∫
E∩C

( trace(Φ(x)D2u(x))
detD2φ(x)
+ n
)+
n
detD2φ(x) dx
where Φ(x) is the matrix of cofactors of D2φ(x) and C := {x ∈ Ω : w(x) = Γ(w)(x)} with
Γ(w) is the convex envelope of w inΩ.
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Proof. Notice that the Sobolev embedding theorem guarantees that functions in
W2,n
loc
(Ω) are continuous in Ω. We first claim that
(3.12) Mw(F) ≤
∫
F
|detD2w(x)| dx for all Borel sets F ⊂ Ω.
It is well known that (3.12) holds ifw ∈ C2(Ω). For generalw ∈ W2,n
loc
(Ω), let {wm} be
a sequence of functions inC2(Ω) converging tow in the sense ofW2,n
loc
(Ω). LetU ⊂ Ω
be open and K ⊂ U be compact. Then K ⊂ U ∩Ωǫ for all ǫ > 0 sufficiently small,
whereΩǫ := {x ∈ Ω : dist(x, ∂Ω) > ǫ}. SinceMwm(U∩Ωǫ) ≤
∫
U∩Ωǫ |detD
2wm(x)| dx,
we get
lim sup
m→∞
Mwm(U ∩Ωǫ) ≤ lim sup
m→∞
∫
U∩Ωǫ
∣∣∣∣detD2wm − detD2w
∣∣∣∣ dx +
∫
U∩Ωǫ
|detD2w| dx.
Since the first term on the right hand side is clearly zero and the measures Mwm
converge to the measureMwweakly, it follows by taking ǫ > 0 small enough that
Mw(K) ≤
∫
U
|detD2w| dx. Consequently,
(3.13) Mw(U) ≤
∫
U
|detD2w(x)| dx
by the regularity of the measure Mw. Because (3.13) is true for any open set
U ⊂ Ω, we once again use the regularity of the measures to infer that the claim
(3.12) holds.
Now let E ⊂ Ω be an arbitrary Borel set. It is clear that ∂w(E) = ∂w(E ∩ C) and
so by using (3.12) and the fact D2w(x) ≥ 0 for almost every x in C we obtain
Mw(E) =Mw(E ∩ C) ≤
∫
E∩C
detD2w(x) dx
and the estimate (3.11) follows by a calculation from [GT, Lemma 3.1]. 
Throughout this paper we always work with strong solutions, in the Sobolev
space W2,n
loc
(Ω), of the linearized Monge-Ampe`re equation. That is, the equation
Lφu = f in Ω is interpreted in the almost everywhere sense in Ω.
3.1. Initial density estimates.
Lemma 3.2. Let U be a normalized convex domain and Ω be a bounded convex set such
that U ⊂ Ω. Let φ ∈ C1(Ω)∩W2,n
loc
(U) be a convex function satisfying λ ≤ detD2φ ≤ Λ
in U. Suppose u ∈ C(Ω) ∩W2,n
loc
(U) ∩ C1(U), 0 ≤ u ≤ 1 in Ω and Lφu = f in U. Then
for each ǫ > 0 there exists η(ǫ, n, λ,Λ) > 0 such that for any η ≤ η(ǫ, n, λ,Λ), we have
µ
(
G−1
ηt0
(u,Ω) ∩ Sφ(x0, t0)
)
≥
(1 − ǫ) 1n − Cηt0(
?
Sφ(x0,t0)
∣∣∣ f
detD2φ
∣∣∣n dµ) 1n

n
µ(Sφ(x0, t0))
for all sections Sφ(x0, t0) ⋐ U. Here µ :=Mφ and C depends only on n, λ and Λ.
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Proof. Let T normalize the section Sφ(x0, t0). For y ∈ T(Ω), set
φ˜(y) =
1
t0
[
φ(T−1y) − φ(x0) − ∇φ(x0) · (T−1y − x0) − t0
]
and u˜(y) = u(T−1y).
We have that Ω˜ := T(Sφ(x0, t0)) is normalized and φ˜ = 0 on ∂Ω˜. Also, it follows
from [GN, Lemma 2.3] that λ′ ≤ detD2φ˜ ≤ Λ′ in Ω˜, where λ′ and Λ′ depend only
on n, λ and Λ. By Lemma 2.1, for each 0 < α < 1 there exists η(α) = η(α, n, λ,Λ)
such that if y¯ ∈ Ω˜α, then Sφ˜(y¯, η(α)) ⋐ Ω˜. Therefore if y¯ ∈ Ω˜α, then
(3.14) φ˜(y¯) + ∇φ˜(y¯) · (y − y¯) + η(α) < 0 for all y ∈ Ω˜.
Define wα(y) = η(α)u˜(y) + φ˜(y). Let γα be the convex envelope of wα in Ω˜ and
Cα = {y ∈ Ω˜ :wα(y) = γα(y),
and ∃ ℓy supporting hyperplane to γα at y with ℓy < 0 in Ω˜}.
Claim 1. ∇φ˜(Ω˜α) = ∇(φ˜ + η(α))(Ω˜α) ⊂ ∇wα(Cα).
Toprove this claim, note first that φ˜+η(α) ≥ wα in Ω˜ andwα ≥ 0 on ∂Ω˜. If y¯ ∈ Ω˜α,
then by (3.14) we know that the supporting plane z = φ˜(y¯) +∇φ˜(y¯) · (y − y¯) + η(α)
to φ˜+ η(α) at y¯ has the property: z < 0 on ∂Ω˜. Therefore, if we slide it down, then
it must become a supporting plane to wα at some point y
∗ ∈ Ω˜ (say ℓy∗). Since
z < 0 in Ω˜, so is ℓy∗ and hence y∗ ∈ Cα. Thus ∇φ˜(y¯) ∈ ∇wα(Cα) as desired.
Claim 2. Cα ⊂ T
(
G−
1/(t0η(α))
(u,Ω) ∩ Sφ(x0, t0)
)
, for every 0 < α < 1.
Proof of Claim 2. Let y¯ ∈ Cα. Then y¯ = Tx¯ for some x¯ ∈ Sφ(x0, t0) and
(3.15) η(α) u˜(y) + φ˜(y) ≥ ℓ(y) ∀y ∈ T(Sφ(x0, t0))
with equality at y = y¯, for some ℓ affine with ℓ < 0 in T(Sφ(x0, t0)). As φ(x) =
φ(x¯) + ∇φ(x¯) · (x − x¯) + d(x, x¯)2 in Ω, we have
φ˜(y) = φ˜(y¯) + ∇φ˜(y¯) · (y − y¯) + t−10 d(T−1y,T−1 y¯)2 =: ℓ˜y¯(y) + t−10 d(T−1y,T−1 y¯)2
for all y ∈ T(Ω). This together with (3.15) gives
η(α) u˜(y) ≥ ℓ(y) − ℓ˜y¯(y) − t−10 d(T−1y,T−1 y¯)2 =: g(y) ∀y ∈ T(Sφ(x0, t0))
with equality at y = y¯. Assume for a moment that
(3.16) 0 ≥ g(y) for all y ∈ T(Ω) \ T(Sφ(x0, t0)).
Since u ≥ 0 in Ω, we then obtain
(3.17) η(α) u˜(y) ≥ g(y) ∀y ∈ T(Ω).
To see (3.16), let B := {y ∈ T(Ω) : g(y) ≥ 0}. Note that y¯ ∈ B. Also B ∩
∂T(Sφ(x0, t0)) = ∅ because if y ∈ ∂T(Sφ(x0, t0)) then ℓ(y) < 0 and so g(y) <
−ℓ˜y¯(y) − t−10 d(T−1y,T−1 y¯)2 = −φ˜(y) = 0. Moreover, B is connected as g is concave.
Hence B ⊂ T(Sφ(x0, t0)) implying (3.16).
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Since ℓ is a supporting hyperplane to η(α) u˜(y) + φ˜(y) at y¯, and u, φ ∈ C1(U), it
follows from (3.17) that
u˜(y) ≥ u˜(y¯) + ∇u˜(y¯) · (y − y¯) − 1
t0η(α)
d(T−1y,T−1 y¯)2, ∀y ∈ T(Ω).
Thus we have proved that
Cα ⊂ {y¯ ∈ T(Sφ(x0, t0)) : u˜(y) ≥ u˜(y¯) + ∇u˜(y¯) · (y − y¯) − 1
t0η(α)
d(T−1y,T−1 y¯)2 ∀y ∈ T(Ω)}
yielding Claim 2 because u˜(y) = u(T−1y).
Now let Φ˜(y) := (D2φ˜(y))−1 detD2φ˜(y). Then asD2φ˜(y) = t−10 (T
−1)tD2φ(T−1y)T−1
and D2u˜(y) = (T−1)tD2u(T−1y)T−1, we get
trace(Φ˜(y)D2u˜(y)) =
t0
tn0 |detT|2
trace(Φ(T−1y)D2u(T−1y)) =
t0 f (T
−1y)
tn0 |detT|2
in Ω˜.
Therefore by applying Lemma 3.1 with Ω Ω˜, u η(α)u˜, φ φ˜, E = Cα and
using Claim 1 and the fact tn
0
|detT|2 ≈ 1, we obtain
∫
Ω˜α
detD2φ˜(y) dy ≤ 1
nn
∫
Cα
(
Cη(α) t0 | f (T−1y)|
detD2φ˜(y)
+ n
)n
detD2φ˜(y) dy.
Since Cα ⊂ T
(
G−
1/(t0η(α))
(u,Ω) ∩ Sφ(x0, t0)
)
by Claim 2, detD2φ˜(y) = detD2φ(T−1y)
and Ω˜α = T(Sφ(x0, αt0)), the above inequality implies∫
Sφ(x0,αt0)
detD2φ(x) dx ≤ 1
nn
∫
G−
1/(t0η(α))
(u,Ω)∩Sφ(x0,t0)
(
Cη(α) t0 | f (x)|
detD2φ(x)
+ n
)n
detD2φ(x) dx.
We then infer from Minkowski’s inequality and µ = Mφ that
µ(Sφ(x0, αt0)
1
n
≤ Cη(α)t0
n

?
Sφ(x0,t0)
∣∣∣∣ f
detD2φ
∣∣∣∣n dµ

1
n
µ(Sφ(x0, t0))
1
n + µ
(
G−1/(t0η(α))(u,Ω) ∩ Sφ(x0, t0)
) 1
n
.
Note that this inequality holds for any η ≤ η(α). Given ǫ > 0 there exists α =
α(ǫ) sufficiently close to one such that (1 − ǫ)µ(Sφ(x0, t0)) ≤ µ(Sφ(x0, αt0)), which
combined with the previous inequality yields the lemma for any η ≤ η(α(ǫ)). 
In the next lemma, we no longer require 0 ≤ u ≤ 1 in Ω as in Lemma 3.2.
Lemma 3.3. Let U be a normalized convex domain and Ω be a bounded convex set such
that U ⊂ Ω. Let φ ∈ C1(Ω)∩W2,n
loc
(U) be a convex function satisfying λ ≤ detD2φ ≤ Λ
in U. Suppose u ∈ C(Ω)∩W2,n
loc
(U)∩C1(U) is a solution ofLφu = f in U. Then for each
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ǫ > 0 there exists η(ǫ, n, λ,Λ) > 0 such that if Sφ(x0, t0) ⋐ U and Sφ(x0, t0) ∩ Gγ(u,Ω)
contains a point x¯ with Sφ(x¯, θt0) ⋐ U, then we have
µ
(
G−2θγ
η
(u,Ω) ∩ Sφ(x0, t0)
)
≥
(1 − ǫ) 1n − η2nθγ
(?
Sφ(x0,t0)
∣∣∣ f
detD2φ
∣∣∣ndµ) 1n

n
µ(Sφ(x0, t0))
for all η ≤ η(ǫ, n, λ,Λ). Here µ :=Mφ and θ = θ(n, λ,Λ) > 1 is the engulfing constant
given by [G, Theorem 3.3.7].
Proof. Let T normalize Sφ(x0, t0), and for y ∈ T(Ω) we set
φ˜(y) =
1
t0
[
φ(T−1y) − φ(x0) − ∇φ(x0) · (T−1y − x0) − t0
]
and u˜(y) =
1
2θt0
u(T−1y).
It follows that Ω˜ := T(Sφ(x0, t0)) is normalized, φ˜ = 0 on ∂Ω˜ and λ′ ≤ detD2φ˜ ≤ Λ′
in Ω˜, where λ′ and Λ′ depend only on n, λ and Λ.
Let x¯ ∈ Sφ(x0, t0)∩Gγ(u,Ω) be such that Sφ(x¯, θt0) ⋐ U, and define y¯ = Tx¯. Then
−γ d(x, x¯)2 ≤ u(x)−u(x¯)−∇u(x¯) ·(x− x¯) ≤ γ d(x, x¯)2 for all x inΩ. Hence by changing
variables we get
(3.18) −γ d(T
−1y,T−1 y¯)2
2θt0
≤ u˜(y)−u˜(y¯)−∇u˜(y¯)·(y−y¯) ≤ γ d(T
−1y,T−1 y¯)2
2θt0
,∀y ∈ T(Ω).
Since x¯ ∈ Sφ(x0, t0), we have Sφ(x0, t0) ⊂ Sφ(x¯, θt0) by the engulfing property. So,
if x ∈ Sφ(x0, t0), then d(x, x¯)2 ≤ θt0, and consequently d(T−1y,T−1 y¯)2 ≤ θt0 for all
y ∈ T(Sφ(x0, t0)). This together with (3.18) gives
−γ
2
≤ u˜(y) − u˜(y¯) − ∇u˜(y¯) · (y − y¯) ≤ γ
2
in Ω˜.
Hence if v(y) :=
1
γ
[
u˜(y) − u˜(y¯) − ∇u˜(y¯) · (y − y¯) + γ
2
]
for y ∈ T(Ω), then 0 ≤ v ≤ 1 in
Ω˜.
Let 0 < α < 1. There exists η(α) = η(α, n, λ,Λ) > 0 such that if y¯ ∈ Ω˜α, then
(3.19) φ˜(y¯) + ∇φ˜(y¯) · (y − y¯) + η(α)
(
θ +
1
2
)
< 0, for all y ∈ Ω˜.
Define wα(y) = η(α)v(y) + φ˜(y). Let γα be the convex envelope of wα in Ω˜, and
Cα =
{
y˜ ∈ Ω˜ : wα(y˜) = γα(y˜), and ∃ ℓ supporting hyperplane to γα at y˜,
with ℓ < −η(α)(θ − 1
2
) in Ω˜
}
.
Claim 1. ∇φ˜(Ω˜α) = ∇(φ˜ + η(α))(Ω˜α) ⊂ ∇wα(Cα).
The proof of this is similar to that of Claim 1 in Lemma 3.2.
Claim 2. Cα ⊂ T
(
G−
2θγ/η(α)
(u,Ω) ∩ Sφ(x0, t0)
)
for every 0 < α < 1.
Proof of Claim 2. Let y˜ ∈ Cα. There exists ℓ affine such that η(α)v(y)+ φ˜(y) ≥ ℓ(y)
for all y ∈ T(Sφ(x0, t0)), and with equality at y = y˜, and ℓ < −η(α)(θ − 1/2)
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in T(Sφ(x0, t0)). Since φ˜(y) = ℓ˜y˜(y) +
1
t0
d(T−1y,T−1 y˜)2 ∀y ∈ T(Ω) where ℓ˜y˜(y) :=
φ˜(y˜) + ∇φ˜(y˜) · (y − y˜), we then have
(3.20) η(α)v(y) ≥ ℓ(y) − ℓ˜y˜(y) − 1
t0
d(T−1y,T−1 y˜)2 =: g(y) ∀y ∈ T(Sφ(x0, t0))
with equality at y = y˜. Our goal is to extend (3.20) to the set T(Ω). We claim that
(3.21) g(y) <
η(α)
2
(
1 − d(T
−1y,T−1 y¯)2
t0θ
)
∀y ∈ T(Ω) \ T(Sφ(x0, t0)).
Assume this claim for a moment. Notice that from (3.18) we have that
(3.22) η(α)v(y) ≥ η(α)
2
(
1 − d(T
−1y,T−1 y¯)2
t0θ
)
∀y ∈ T(Ω),
and therefore (3.20) holds for all y ∈ T(Ω). Using (3.20), the fact g(y) = η(α)v(y˜) +
η(α)∇v(y˜) · (y − y˜) − 1
t0
d(T−1y,T−1 y˜)2 and the definition of v, we obtain
u˜(y) ≥ u˜(y˜) + ∇u˜(y˜) · (y − y˜) − γ
t0η(α)
d(T−1y,T−1 y˜)2 ∀y ∈ T(Ω).
Thus we have shown that
Cα ⊂ {y˜ ∈ T(Sφ(x0, t0)) : u˜(y) ≥ u˜(y˜) + ∇u˜(y˜) · (y − y˜) −
γ
t0η(α)
d(T−1y,T−1 y˜)2 ∀y ∈ T(Ω)}
= T
{
x˜ ∈ Sφ(x0, t0) : u(x) ≥ u(x˜) + ∇u(x˜) · (x − x˜) −
2θγ
η(α)
d(x, x˜)2 ∀x ∈ Ω
}
= T
(
G−2θγ
η(α)
(u,Ω) ∩ Sφ(x0, t0)
)
.
So Claim 2 holds as long as (3.21) is proved. Observe that (3.21) is equivalent to
(3.23) B :=
{
y ∈ T(Ω) : g(y) ≥ η(α)
2
(
1 − d(T
−1y,T−1 y¯)2
t0θ
)}
⊂ T(Sφ(x0, t0)).
Since η(α)/2θ < 1, we have that the function
− g(y) + η(α)
2
(
1 − d(T
−1y,T−1 y¯)2
t0θ
)
= −ℓ(y) + ℓ˜y˜(y) + 1
t0
d(T−1y,T−1 y˜)2 +
η(α)
2
(
1 − d(T
−1y,T−1 y¯)2
t0θ
)
= −ℓ(y) + η(α)
2
+
η(α)
2θ
[
φ˜(y¯) + ∇φ˜(y¯) · (y − y¯)
]
+
(
1 − η(α)
2θ
)
φ˜(y)
is convex and hence B is connected. Moreover, y˜ ∈ B ∩ T(Sφ(x0, t0)) by (3.22) and
since g(y˜) = η(α)v(y˜). Thus, (3.23) will follow if
(3.24) B ∩ ∂T(Sφ(x0, t0)) = ∅.
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Recall that ℓ < −η(α)(θ−1/2) inT(Sφ(x0, t0)), and ℓ˜y˜(y)+ 1
t0
d(T−1y,T−1 y˜)2 = φ˜(y) = 0
on ∂T(Sφ(x0, t0)). In addition, d(T−1y,T−1 y¯)2 ≤ θt0 in T(Sφ(x0, t0)) since Sφ(x0, t0) ⊂
Sφ(x¯, θt0). Therefore, if y ∈ ∂T(Sφ(x0, t0)) then
− g(y) + η(α)
2
(
1 − d(T
−1y,T−1 y¯)2
t0θ
)
= −ℓ(y) + ℓ˜y˜(y) + 1
t0
d(T−1y,T−1 y˜)2 +
η(α)
2
(
1 − d(T
−1y,T−1 y¯)2
t0θ
)
≥ η(α)
(
θ − 1
2
)
> 0,
and hence (3.24) holds as desired. This completes the proof of (3.21), and so
Claim 2 is proved.
The lemma now follows by applying Lemma 3.1 with Ω  Ω˜, u  η(α)v,
φ φ˜, E = Cα and using Claim 1 and Claim 2. The detailed calculations are the
same as those in Lemma 3.2. 
3.2. Initial power decay for the linearized Monge-Ampe`re equation. We next
use Lemma 3.2 and Lemma 3.3 to derive a small power decay estimate. To achieve
this, the covering result proved in [CG2] is essential.
Proposition 3.4. Let U be a normalized convex domain and Ω be a bounded convex
set such that U ⊂ Ω. Let φ ∈ C1(Ω) ∩W2,n
loc
(U) be a convex function satisfying λ ≤
detD2φ ≤ Λ in U and φ = 0 on ∂U. Suppose u ∈ C(Ω) ∩W2,n
loc
(U) ∩ C1(U), |u| ≤ 1 in
Ω and Lφu = f in U with ‖ f/detD2φ‖Ln(U,µ) ≤ 1. Then for any 0 < α < 1, there exist
C, τ > 0 depending only on α, n, λ and Λ such that
µ
(
Uα \ Gβ(u,Ω)
)
≤ C
βτ
for all β large,
where Uα is defined as in (2.6).
Proof. Let 0 < ǫ < 1/2 and η(ǫ, n, λ,Λ) be the smallest of the constants inLemma3.2
and Lemma 3.3. Next fix 0 < η ≤ η(ǫ, n, λ,Λ) small so that [(1−ǫ)1/n−Cη]n ≥ 1−2ǫ,
where C = C(n, λ,Λ). Applying Lemma 3.2 to the functions
u + 1
2
and
−u + 1
2
,
and noticing that G−N(
u+1
2
,Ω) = G−2N(u,Ω) and G
−
N(
−u+1
2
) = G+2N(u,Ω), we obtain
µ
(
Sφ(x0, t0) ∩ G−2/ηt0(u,Ω)
)
≥
[
(1 − ǫ)1/n − Cη
]n
µ
(
Sφ(x0, t0)) ≥ (1 − 2ǫ)µ(Sφ(x0, t0)),
µ(Sφ(x0, t0) ∩G+2/ηt0(u,Ω)
)
≥
[
(1 − ǫ)1/n − Cη
]n
µ(Sφ(x0, t0)) ≥ (1 − 2ǫ)µ(Sφ(x0, t0))
for any Sφ(x0, t0) ⋐ U. TakingM := 2θ/η, it then follows that
µ
(
Sφ(x0, t0) \ GM/θt0(u,Ω)
)
≤ µ
(
Sφ(x0, t0) \ G+M/θt0(u,Ω)
)
+ µ
(
Sφ(x0, t0) \ G−M/θt0(u,Ω)
)
≤ 4ǫµ(Sφ(x0, t0))
as long as Sφ(x0, t0) ⋐ U.
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Set α0 :=
α+1
2
. Assume α2 < α1 < α0 are such that there exist η2 < η1 with the
property: if x ∈ Uα2 and t ≤ η2 then Sφ(x, t) ⊂ Uα1; and if x ∈ Uα1 and t ≤ η1 then
Sφ(x, t) ⊂ Uα0. Let h ≥ 1/η0 satisfy 1/θh ≤ η2. For x0 ∈ Uα2 \ GhM(u,Ω), define
g(t) :=
µ
(
(Uα2 \ GhM(u,Ω)) ∩ Sφ(x0, t)
)
µ(Sφ(x0, t))
, t > 0.
We have limt→0 g(t) = 1. Also, if 1/θh ≤ t < η1, then Sφ(x0, t) ⊂ Uα0 and
µ
(
(Uα2 \ GhM(u,Ω)) ∩ Sφ(x0, t)
)
≤ µ(Sφ(x0, t) \ GhM(u,Ω))
≤ µ(Sφ(x0, t) \ GM/θt(u,Ω)) ≤ 4ǫ µ(Sφ(x0, t)),
since GM/θt(u,Ω) ⊂ GhM(u,Ω). Therefore g(t) ≤ 4ǫ for t ∈ [1/θh, η1) and so by
continuity of g, there exists tx0 ≤ 1/θh satisfying g(tx0) = 4ǫ. Thus, we have shown
that for any x0 ∈ Uα2 \ GhM(u,Ω) there is tx0 ≤ 1/θh such that
(3.25) µ
(
(Uα2 \ GhM(u,Ω)) ∩ Sφ(x0, tx0)
)
= 4ǫ µ(Sφ(x0, tx0)).
We now claim that (3.25) implies
(3.26) Sφ(x0, tx0) ⊂
(
Uα1 \ Gh(u,Ω)
)
∪
{
x ∈ Uα0 : Mµ(( f/detD2φ)n)(x) > (2θnh)n
}
.
Otherwise, and since x0 ∈ Uα2 and tx0 ≤ 1/θh ≤ η2, we have Sφ(x0, tx0) ⊂ Uα1
and there exists x¯ ∈ Sφ(x0, tx0)∩Gh(u,Ω) such thatMµ(( f/detD2φ)n)(x¯) ≤ (2θnh)n.
Note also that Sφ(x¯, θtx0) ⋐ U as x¯ ∈ Uα0 and θt0 ≤ 1/h ≤ η0. Then by Lemma 3.3
applied to u and −u and by our choice of η, we obtain
(1 − 2ǫ)µ(Sφ(x0, tx0)) < µ(Sφ(x0, tx0) ∩ G−hM(u,Ω)),
(1 − 2ǫ)µ(Sφ(x0, tx0)) < µ(Sφ(x0, tx0) ∩ G+hM(u,Ω)).
Hence
µ
(
(Uα2 \ GhM(u,Ω)) ∩ Sφ(x0, tx0)
)
≤ µ
(
Sφ(x0, tx0) \ GhM(u,Ω)
)
< 4ǫ µ(Sφ(x0, tx0)),
a contradiction with (3.25). So (3.26) is proved and we can apply the covering
result [G, Theorem 6.3.3] to conclude that
µ(Uα2 \ GhM(u,Ω))(3.27)
≤ 2√ǫ
[
µ(Uα1 \ Gh(u,Ω)) + µ
{
x ∈ Uα0 : Mµ(( f/detD2φ)n)(x) > (2θnh)n
}]
,
as long as α2 < α1 < α0 are such that η2 < η1, and h ≥ 1/η0 satisfy 1/θh ≤ η2.
For k ∈N, set
ak := µ(Uαk \GMk(u,Ω)) and bk := µ
{
x ∈ Uα0 : Mµ(( f/detD2φ)n)(x) > (2θnMk)n
}
,
where αk will be defined inductively in the sequel. First fix α1 so that 2α0 − 1 <
α1 < α0 and take η1 := C0(α0−α1)γ, whereC0 and γ are the constants in Lemma 2.1.
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Let h = M, and set α2 = α1 − 1(C0θM)1/γ . Then
1
θh =
1
θM = C0(α1 − α2)γ =: η2, and so
from Lemma 2.1 and (3.27) we get
a2 ≤ 2
√
ǫ(a1 + b1).
Next let h =M2 and α3 = α2 − 1(C0θM2)1/γ , so
1
θh = C0(α2 − α3)γ =: η3. Then
a3 ≤ 2
√
ǫ(a2 + b2).
Continuing in this way we let h = Mk and αk+1 = αk − 1(C0θMk)1/γ . Then
1
θh
=
C0(αk − αk+1)γ =: ηk, and ak+1 ≤ 2
√
ǫ(ak + bk). These imply that
ak+1 ≤ (2
√
ǫ)ka1 +
k∑
i=1
(2
√
ǫ)(k+1)−ibi.
On the other hand, αk+1 = α1 −
∑k
j=1
1
(C0θM j)1/γ
≥ α1 − 1(C0θ)1/γ
1
M1/γ−1 ≥ 2α0 − 1 by
choosing η even smaller depending on α (recall that M = 2θ/η). Therefore, we
obtain
µ(U2α0−1 \ GMk+1(u,Ω)) ≤ µ(Uαk+1 \ GMk+1(u,Ω)) ≤ (2
√
ǫ)ka1 +
k∑
i=1
(2
√
ǫ)(k+1)−ibi
for all k = 1, 2, . . . Moreover,
bi ≤ C(n, λ,Λ)
Mni
∫
U
∣∣∣∣ f
detD2φ
∣∣∣∣n dµ(x) ≤ C(n, λ,Λ)M−ni
because Mµ is of weak type 1 − 1 (see [GT, Theorem 2.9]). Thus, by setting
m0 := max{2
√
ǫ,M−n}we then have
µ(U2α0−1 \ GMk+1(u,Ω)) ≤ mk0a1 + Ckmk+10 ≤ C(ǫ, n, λ,Λ)mk+10 (1 + k).
Writing m1 =
√
m0 and since m0 < 1, we conclude that mk+10 (1 + k) ≤ C′(m0)mk+11
and so µ(U2α0−1 \ GMk+1(u,Ω)) ≤ Cmk+11 . Now for any β ≥M2, pick k ∈N such that
Mk+1 ≤ β < Mk+2, then k + 1 ≤ logM β < k + 2 and
µ(Uα \ Gβ(u,Ω)) = µ(U2α0−1 \ Gβ(u,Ω))
≤ µ(U2α0−1 \ GMk+1(u,Ω)) ≤ Cmk+11 ≤
C
m1
βlogMm1 .

4. Lp estimates for second derivatives
We established in Proposition 3.4 that
µ(Uα \ Gβ(u,Ω)) ≤ Cβ−τ
when λ ≤ detD2φ ≤ Λ. This power decay estimate is very poor as τ > 0 is small.
However, we will demonstrate in this section that τ can be taken to be any finite
number provided that detD2φ is sufficiently close to the constant 1 in L∞ norm.
INTERIOR SECOND DERIVATIVE ESTIMATES 17
In order to perform this acceleration process, the following approximation lemma
is crucial. This lemma is a variant of [GN, Lemma 4.1] and allows us to compare
explicitly two solutions originating from two different linearizedMonge-Ampe`re
equations. We assume below that φ,w ∈ C(U) are convex functions satisfying
1
2
≤ detD2φ ≤ 3
2
, detD2w = 1 in U and φ = w = 0 on ∂U. Also the matrices of
cofactors of D2φ and D2w are denoted by Φ and W respectively.
Lemma 4.1. Let U be a normalized convex domain and u ∈ W2,n
loc
(U)∩C(U) be a solution
of Φi jDi ju = f in U with |u| ≤ 1 in U. Assume 0 < α1 < 1 and h ∈ W2,nloc (Uα1) ∩ C(Uα1)
is a solution of {
Wi jDi jh = 0 in Uα1
h = u on ∂Uα1 .
Then there exists γ ∈ (0, 1) depending only on n such that for any 0 < α2 < α1, we have
‖u−h‖L∞(Uα2 )+‖ f −trace([Φ−W]D2h)‖Ln(Uα2 ) ≤ C(α1, α2, n)
{
‖Φ −W‖γ
Ln(Uα1 )
+ ‖ f ‖Ln(U)
}
provided that ‖Φ −W‖Ln(Uα1 ) ≤ (α1 − α2)
2n
1+(n−1)γ .
Proof. Let 0 < α < α1. We first claim that
(4.28) δ1 := cn(α1 − α)n ≤ dist(x, ∂Uα1) ≤ 2nmin
{
1, α−1(α1 − α)
}
=: δ2 ∀x ∈ ∂Uα.
To prove (4.28), let x0 be the minimum point of φ inU. ThenUα = Sφ(x0,−αφ(x0)),
Uα1 = Sφ(x0,−α1φ(x0)), and C1(n) ≤ |φ(x0)| ≤ C2(n) by [G, Proposition 3.2.3]. For
any x ∈ ∂Uα, by applying Aleksandrov’s estimate (see [G, Theorem 1.4.2]) to the
function φ˜ := φ − (1 − α1)φ(x0) we get dist(x, ∂Uα1)1/n ≥ Cn|φ˜(x)| = Cn(α − α1)φ(x0)
yielding the first inequality in (4.28). For the second inequality, let x ∈ ∂Uα and
choose y be such that x = (1 − αα1 )x0 + αα1 y. Then y < Uα1 since whenever y ∈ U
we have (1 − α1)φ(x0) ≤ φ(y) as (1 − α)φ(x0) = φ(x) ≤ (1 − αα1 )φ(x0) + αα1φ(y) by the
convexity of φ. Therefore, we infer that dist(x, ∂Uα1) ≤ |y − x| = (α1α − 1)|x − x0| ≤
2n(α1α − 1) which gives the desired result.
By Caffarelli-Gutie´rrez interior Ho¨lder estimates (see [GN, estimate (2.2) and
Corollary 2.6]) there exists β ∈ (0, 1) depending only on n such that
(4.29) ‖u‖Cβ(Uα1 ) ≤ C(α1, n)
(
1 + ‖ f ‖Ln(U)
)
.
Next notice that Pogorelov’s estimates imply that λ(α1, n)I ≤ W ≤ Λ(α1, n)I inUα1 .
Therefore, by using standard boundary Ho¨lder estimates for linear uniformly
elliptic equations (see [GiT, Corollary 9.29] and [CC, Proposition 4.13]) and (4.29),
we obtain
(4.30) ‖h‖Cβ/2(Uα1 ) ≤ C
′(α1, n)‖u‖Cβ(∂Uα1 ) ≤ C(α1, n)
(
1 + ‖ f ‖Ln(U)
)
.
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Now for any x ∈ ∂Uα, by (4.28) we can take y ∈ ∂Uα1 such that |x− y| ≤ δ2. Then
since u − h = 0 on ∂Uα1 , we get from (4.29) and (4.30) that
|(u − h)(x)| = |(u − h)(x) − (u − h)(y)| ≤ |u(x) − u(y)| + |h(x) − h(y)|
≤ C(α1, n) δβ/22
(
1 + ‖ f ‖Ln(U)
)
.
That is,
(4.31) ‖u − h‖L∞(∂Uα) ≤ C(α1, n) δβ/22
(
1 + ‖ f ‖Ln(U)
)
.
We claim that
(4.32) ‖D2h‖L∞(Uα) ≤ C(α1, n) δ
β
2−2
1
(
1 + ‖ f ‖Ln(U)
)
.
Indeed, let x0 ∈ Uα be arbitrary and take x1 ∈ ∂Bδ1/2(x0). Since Bδ1/2(x0) ⋐ Uα1 by
(4.28) andWi jDi j(h−h(x1)) =Wi jDi jh = 0 inUα1 , we can apply interiorC2-estimates
(see [GN, Theorem 2.7]) to h − h(x1) in Bδ1/2(x0) and obtain
‖D2h(x0)‖ ≤ C′(α1, n) δ−21 sup
Bδ1/2(x0)
|h − h(x1)| ≤ C(α1, n) δ−21 δβ/21
(
1 + ‖ f ‖Ln(U)
)
giving (4.32).
Observe that u − h ∈ W2,n
loc
(U) is a solution of
Φi jDi j(u − h) = f − Φi jDi jh = f − [Φi j −Wi j]Di jh =: F in Uα1.
Hence if we let ǫ := ‖Φ−W‖Ln(Uα1 ), then it follows from the ABP estimate (see [GN,
Theorem 2.4]), (4.31) and (4.32) that
‖u − h‖L∞(Uα) + ‖F‖Ln(Uα) ≤ ‖u − h‖L∞(∂Uα) + Cn‖F‖Ln(Uα1 )
≤ ‖u − h‖L∞(∂Uα) + Cn‖D2h‖L∞(Uα)‖Φ −W‖Ln(Uα1 ) + Cn‖ f ‖Ln(Uα1 )
≤ C(α1, n)
[
α−β/2(α1 − α)β/2 + (α1 − α)n(
β
2−2)ǫ
](
1 + ‖ f ‖Ln(U)
)
+ Cn‖ f ‖Ln(U).
By taking α := α1 − ǫ
2
4n−(n−1)β , this yields
‖u − h‖L∞(Uα) + ‖F‖Ln(Uα) ≤ C(α1, n)(α−β/2 + 1)ǫγ
(
1 + ‖ f ‖Ln(U)
)
+ Cn‖ f ‖Ln(U)
with γ :=
β
4n−(n−1)β . From this we deduce the lemma as ǫ ≤ (α1 − α2)
2n
1+(n−1)γ by the
assumption. 
4.1. Improved density estimates. In this subsection we will use Lemma 4.1 to
improve the power decay of µ(Uα \ Gβ(u,Ω)). To this end, the next lemma plays
an important role.
Lemma 4.2. Let 0 < ǫ < 1/2, 0 < α0 < 1, U be a normalized convex domain and Ω be
a bounded convex set such that U ⊂ Ω. Let φ ∈ C1(Ω) ∩W2,n
loc
(U) be a convex function
satisfying 1−ǫ ≤ detD2φ ≤ 1+ǫ in U andφ = 0 on ∂U. Suppose u ∈ C(Ω)∩W2,n
loc
(U)∩
C1(U) is a solution of Lφu = f in U with |u| ≤ 1 in U and |u(x)| ≤ C∗d(x, x0)2 in Ω \U
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for some x0 ∈ Uα0 . Then for any 0 < α ≤ α0, there exist C, τ > 0 depending only on α,
α0 and n such that
|GN(u,Ω) ∩Uα| ≥
{
1 − C
(
N−τδτ0 + ǫ
)}
|Uα|
for anyN ≥ N0 = N0(α, α0,C∗, n) and provided that ‖Φ−W‖Ln(U α0+1
2
) ≤ ((1−α0)/4)
2n
1+(n−1)γ .
HereW, γ are from Lemma 4.1 and
δ0 :=
(?
U α0+1
2
‖Φ −W‖n dx
) γ
n
+
(?
U
| f |n dx
) 1
n
.
Proof. Let h ∈ W2,n
loc
(U α0+1
2
) ∩ C(U α0+1
2
) be the solution of

Wi jDi jh = 0 in U α0+1
2
h = u on ∂U α0+1
2
.
By the interior C1,1 regularity of h and Lemma 4.1, we have
‖h‖C1,1(U 3α0+1
4
) ≤ ce(α0, n)‖u‖L∞(U α0+1
2
) ≤ ce(α0, n),(4.33)
‖u − h‖L∞(U 3α0+1
4
) + ‖ f − trace([Φ −W]D2h)‖Ln(U 3α0+1
4
) ≤ C(α0, n) δ0 =: δ′0.(4.34)
We now consider h|U 3α0+1
4
and then extend h outside U 3α0+1
4
continuously such that
{
h(x) = u(x) ∀x ∈ Ω \U α0+1
2
,
‖u − h‖L∞(Ω) = ‖u − h‖L∞(U(3α0+1)/4).
Since by the maximum principle ‖h‖L∞(U 3α0+1
4
) ≤ ‖u‖L∞(U) ≤ 1, we then obtain that
(4.35) u(x) − 2 ≤ h(x) ≤ u(x) + 2 for all x ∈ Ω.
We claim that if N ≥ N0 := N0(α, α0, n), then
(4.36) Uα ∩ Aσ(α) ⊂ GN(h,Ω)
where σ(α) > 0 is the constant given by [G, Theorem 6.1.1] and
Aσ(α) :=
{
x˜ ∈ U : φ(x) ≥ φ(x˜) + ∇φ(x˜) · (x − x˜) + σ(α)
2
|x − x˜|2, ∀x ∈ U
}
.
Indeed, let x¯ ∈ Uα ∩Aσ(α) ⊂ Uα0. By (4.33) we have |h(x) − [h(x¯) + ∇h(x¯) · (x − x¯)]| ≤
ce(α0, n)|x − x¯|2 for all x ∈ U 3α0+1
4
, and since x¯ ∈ Aσ(α)
(4.37) d(x, x¯)2 = φ(x) − [φ(x¯) + ∇φ(x¯) · (x − x¯)] ≥ σ(α)
2
|x − x¯|2 ∀x ∈ U.
Therefore
(4.38)
∣∣∣h(x) − [h(x¯) + ∇h(x¯) · (x − x¯)]∣∣∣ ≤ 2ce(α0, n)
σ(α)
d(x, x¯)2 ∀x ∈ U 3α0+1
4
.
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We next show that by increasing the constant on the right hand side of (4.38), that
the resulting inequality holds for all x in Ω. To see this, observe that
d(x, x0)
2 = d(x, x¯)2 + [φ(x¯) − φ(x0) − ∇φ(x0) · (x¯ − x0)](4.39)
+ [∇φ(x¯) − ∇φ(x0)] · (x − x¯)
≤ d(x, x¯)2 + C(α0, n) (1 + |x − x¯|) for all x ∈ Ω.
Also there exists c(α, n) > 0 such that
(4.40) d(x, x¯)2 ≥ c(α, n) |x − x¯| ∀x ∈ Ω \U.
Notice thatdist(Uα, ∂U) ≥ cn(1−α)n by theAleksandrovestimate [G, Theorem1.4.2]
and [G, Proposition 3.2.3]. Thus it follows from (4.37) and the fact x¯ ∈ Uα that
there is c = c(α, n) > 0 so that (4.40) holds for all x ∈ ∂U. Now for x ∈ Ω \ U
we can choose xˆ ∈ ∂U and λ ∈ (0, 1) satisfying xˆ = λx + (1 − λ)x¯. Then since
d(xˆ, x¯)2 ≥ c|xˆ − x¯| and the function z 7→ d(z, x¯)2 is convex, we obtain
λd(x, x¯)2 + (1 − λ)d(x¯, x¯)2 ≥ c|λx + (1 − λ)x¯ − x¯| = cλ|x − x¯|
which gives d(x, x¯)2 ≥ c|x − x¯| and hence (4.40) is proved.
We are ready to show that (4.38) holds for all x ∈ Ω but with a bigger constant
on the right hand side. Let x ∈ Ω \U 3α0+1
4
and consider the following cases:
Case 1: x ∈ U. Then by using (4.33), (4.35) and the assumption |u| ≤ 1 in U, we
have
|h(x) − [h(x¯) + ∇h(x¯) · (x − x¯)]| ≤ |h(x) − h(x¯)| + C(α0, n) ≤ |u(x) − u(x¯)| + C(α0, n)
≤ C(α0, n) ≤ C1(α0, n) d(x, x¯)2
where in the last inequality we have used the fact that since x¯ ∈ Uα ⊂ Uα0 there
exists η(α0) > 0 such that Sφ(x¯, η(α0)) ⊂ U 3α0+1
4
(see Lemma 2.1).
Case 2: x ∈ Ω \ U. Then d(x, x¯)2 ≥ η0 since Sφ(x¯, η0) ⋐ U by Lemma 2.1. This
together with the assumptions, (4.33), (4.35), (4.39) and (4.40) gives
|h(x) − [h(x¯) + ∇h(x¯) · (x − x¯)]| ≤ |h(x) − h(x¯)| + C(α0, n)|x − x¯|
≤ |u(x)| + C(α0, n) (|x − x¯| + 1) ≤ C∗ d(x, x0)2 + C(α0, n) (|x − x¯| + 1)
≤ C∗ d(x, x¯)2 + C(α0, n) (|x − x¯| + 1) ≤ C2(α, α0,C∗, n) d(x, x¯)2.
Therefore if we choose
N0 := max
{2ce(α0, n)
σ(α)
,C1(α0, n),C2(α, α0,C
∗, n)
}
,
then it follows from the above considerations and (4.38) that
|h(x) − [h(x¯) + ∇h(x¯) · (x − x¯)]| ≤ N0 d(x, x¯)2 for all x ∈ Ω.
This means x¯ ∈ GN0(h,Ω) ⊂ GN(h,Ω) for all N ≥ N0. Thus claim (4.36) is proved.
Next let
u′(x) :=
(u − h)(x)
δ′
0
, for x ∈ Ω.
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We infer from (4.34) and the way h was initially defined and extended that
‖u′‖L∞(Ω) = 1
δ′
0
‖u − h‖L∞(U 3α0+1
4
) ≤ 1,
Lφu′ = 1
δ′
0
[Lφu − Lφh] = 1
δ′
0
[
f − trace([Φ −W]D2h)
]
=: f ′(x) in U 3α0+1
4
.
Notice that ‖ f ′‖Ln(U 3α0+1
4
) ≤ 1 by (4.34). In order to apply Proposition 3.4, let T be an
invertible affine map normalizing U 3α0+1
4
. We have C(n) ≤ |detT| ≤ C′(n) because
|detT|−2/n ≈ |U 3α0+1
4
|2/n ≈ 3α0+1
4
|minU φ| ≈ 1. Set U˜ := T(U 3α0+1
4
), Ω˜ := T(Ω) and
define
φ˜(y) = |detT|2/n
[
φ(T−1y) −
(
1 − 3α0 + 1
4
)
min
U
φ
]
, u˜(y) = u′(T−1y) for y ∈ Ω˜.
Then 1 − ǫ ≤ detD2φ˜ = detD2φ(T−1y) ≤ 1 + ǫ in U˜ and φ˜ = 0 on ∂U˜. Moreover
since Φ˜(y) = |detT|−2/n detD2φ(T−1y) T[D2φ(T−1y)]−1Tt, we obtain
trace
(
Φ˜(y)D2u˜(y)
)
= |detT|−2n trace
(
Φ(T−1y)D2u′(T−1y)
)
= |detT|−2n f ′(T−1y) =: f˜ (y)
in U˜. Thus as φ˜ ∈ C1(Ω˜) ∩ W2,n(U˜), u˜ ∈ C(Ω˜) ∩ W2,n(U˜) ∩ C1(U˜), ‖u˜‖L∞(Ω˜) =
‖u′‖L∞(Ω) ≤ 1 and ‖ f˜ ‖Ln(U˜) = |detT|−1/n‖ f ′‖Ln(U 3α0+1
4
) ≤ |detT|−1/n ≤ Cn, we can apply
Proposition 3.4 to get
(4.41) |U˜ 4α
3α0+1
\ G N
δ′
0
|detT|−2n (u˜, Ω˜)| ≤ C(α, α0, n)
(
δ0
N
)τ
,
where τ > 0 depends only on α, α0 and n. Since U˜ 4α
3α0+1
= T(Uα) and
d˜(Tx,Tx¯)2 = φ˜(Tx) − φ˜(Tx¯) − 〈∇φ˜(Tx¯),Tx − Tx¯〉 = |detT| 2n d(x, x¯)2 ∀x, x¯ ∈ Ω,
we have
Gβ(u˜, Ω˜) ∩ U˜ 4α
3α0+1
(4.42)
= T
{
x¯ ∈ Uα :
∣∣∣u˜(y) − [u˜(Tx¯) + 〈∇u˜(Tx¯), y − Tx¯〉]∣∣∣ ≤ βd˜(y,Tx¯)2 ∀y ∈ T(Ω)}
= T
{
x¯ ∈ Uα : |u′(x) − [u′(x¯) + 〈∇u′(x¯), x − x¯〉]| ≤ β|detT| 2nd(x, x¯)2 ∀x ∈ Ω
}
= T
(
G
β|detT| 2n (u
′,Ω) ∩Uα
)
.
It follows from (4.41), (4.42) and the fact T(A) \ T(B) = T(A \ B) that
|Uα \ G N
δ′
0
(u′,Ω)| ≤ C(α, α0, n)
(
δ0
N
)τ
.
As G N
δ′
0
(u′,Ω) = GN(u − h,Ω) and |Uα| ≥ cnαn/2, we then conclude
|Uα| − |GN(u − h,Ω) ∩Uα| = |Uα \ GN(u − h,Ω)| ≤ C
(
δ0
N
)τ
|Uα|
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yielding {
1 − C
(δ0
N
)τ} |Uα| ≤ |GN(u − h,Ω) ∩Uα|
≤ |GN(u − h,Ω) ∩Uα ∩ Aσ(α)| +
∣∣∣Uα \ Aσ(α)∣∣∣
≤ |GN(u − h,Ω) ∩Uα ∩ Aσ(α)| + C(α, n) ǫ |Uα|,
where the last inequality is from [G, Theorem 6.1.1]. Consequently,
(4.43) |GN(u − h,Ω) ∩Uα ∩ Aσ(α)| ≥
{
1 − C
[(δ0
N
)τ
+ ǫ
]}
|Uα|.
We claim that
(4.44) GN(u − h,Ω) ∩Uα ∩ Aσ(α) ⊂ G2N(u,Ω) ∩Uα
which together with (4.43) gives the conclusion of the lemma. To prove the claim,
let x¯ ∈ GN(u − h,Ω) ∩ Uα ∩ Aσ(α). Then x¯ ∈ GN(u − h,Ω) ∩ GN(h,Ω) by (4.36).
Therefore (4.44) holds because
|u(x) − [u(x¯) + 〈∇u(x¯), x − x¯〉]|
≤ |(u − h)(x) − [(u − h)(x¯) + 〈∇(u − h)(x¯), x − x¯〉]| + |h(x) − [h(x¯) + 〈∇h(x¯), x − x¯〉]|
≤ 2Nd(x, x¯)2 for all x ∈ Ω.
This completes the proof of the lemma. 
By using Lemma 4.2 and a localization process, we shall prove the following.
Lemma 4.3. Let 0 < ǫ0 < 1, 0 < α0 < 1, Ω be a normalized convex domain and
u ∈ W2,n
loc
(Ω) ∩ C1(Ω) be a solution of Lφu = f in Ω with ‖u‖L∞(Ω) ≤ 1, where φ ∈ C(Ω)
is a convex function satisfying φ = 0 on ∂Ω. There exists ǫ > 0 depending only on ǫ0, α0
and n such that if 1− ǫ ≤ detD2φ ≤ 1+ ǫ inΩ, then for any Sφ(x0, t0α0 ) ⊂ Ω α0+12 we have
(4.45)
∣∣∣∣G N
t0
(u,Ω) ∩ Sφ(x0, t0)
∣∣∣∣ ≥
1 − ǫ0 − C
( t0
N
)τ(?
Sφ(x0 ,
t0
α0
)
| f |n dx
) τ
n

∣∣∣Sφ(x0, t0)∣∣∣
for every N ≥ N0. Here C, τ and N0 are positive constants depending only on α0 and n.
Proof. Observe that in fact φ ∈ C1(Ω). As ǫ will be chosen small, we also
have φ ∈ W2,n(Ω α0+1
2
) by Caffarelli W2,p estimates (see [C3, Theorem 1] and
[G, Theorem 6.4.1]). Let T be an affine map normalizing Sφ(x0,
t0
α0
) and let
U := T
(
Sφ(x0,
t0
α0
)
)
. For each y ∈ T(Ω), define
φ˜(y) = |detT|2/n
[
φ(T−1y) − φ(x0) − ∇φ(x0) · (T−1y − x0) − t0
α0
]
and u˜(y) = u(T−1y).
Then 1 − ǫ ≤ detD2φ˜ = detD2φ(T−1y) ≤ 1 + ǫ in U and φ˜ = 0 on ∂U. Moreover
trace
(
Φ˜(y)D2u˜(y)
)
= |detT|−2n trace
(
Φ(T−1y)D2u(T−1y)
)
= |detT|−2n f (T−1y) =: f˜ (y).
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Thus as ‖u˜‖L∞(T(Ω)) = ‖u‖L∞(Ω) ≤ 1, we obtain from Lemma 4.2 with α := α0 that
|GN(u˜,T(Ω)) ∩Uα0 | ≥
{
1 − C
(
N−τδτ0 + ǫ
)}
|Uα0 |
for any N ≥ N0 = N0(α0, n) and provided that ‖Φ˜ − W˜‖Ln(U α0+1
2
) ≤ ((1 − α0)/4)
2n
1+(n−1)γ ,
where
(4.46) δ0 :=
(?
U α0+1
2
‖Φ˜ − W˜‖n dy
) γ
n
+
(?
U
| f˜ |n dy
) 1
n
,
γ is given by Lemma 4.1 and W˜ is the cofactor matrix of D2w˜ with w˜ is the
convex function satisfying detD2w˜ = 1 in U and w˜ = 0 on ∂U. This together with
Lemma 4.4 below implies that there exists ǫ > 0 sufficiently small depending only
on ǫ0, α0 and n such that
|GN(u˜,T(Ω)) ∩Uα0 | ≥
{
1 − ǫ0 − CN−τ
(?
U
| f˜ |n dy
) τ
n
}
|Uα0 |
=
1 − ǫ0 − CN−τ|detT|
−2τ
n
(?
Sφ(x0 ,
t0
α0
)
| f |n dx
) τ
n
 |Uα0 |
≥
1 − ǫ0 − C
( t0
N
)τ(?
Sφ(x0,
t0
α0
)
| f |n dx
) τ
n
 |Uα0 |.
But since Uα0 = T(Sφ(x0, t0)), the same calculations leading to (4.42) yield
GN(u˜,T(Ω)) ∩Uα0 = T
(
G
N|detT| 2n (u,Ω) ∩ Sφ(x0, t0)
)
≈ T
(
G N
t0
(u,Ω) ∩ Sφ(x0, t0)
)
.
Therefore we obtain∣∣∣∣T(G N
t0
(u,Ω) ∩ Sφ(x0, t0)
)∣∣∣∣ ≥
1 − ǫ0 − C
( t0
N
)τ(?
Sφ(x0,
t0
α0
)
| f |n dx
) τ
n

∣∣∣T(Sφ(x0, t0))∣∣∣
giving (4.45) for any N ≥ N0. 
In the above proof, we have used the following lemma which is a strengthen
version of Lemma 3.5 in [GN]. This result is proved by using a compactness
argument and [GN, Lemma 3.5].
Lemma 4.4. Given any 0 < ǫ0 < 1 and 0 < α < 1, there exists ǫ > 0 depending only
on ǫ0, α and n such that if Ω ⊂ Rn is a normalized convex domain and φ, w ∈ C(Ω) are
convex functions satisfying{
1 − ǫ≤detD2φ≤ 1 + ǫ in Ω
φ= 0 on ∂Ω
and
{
detD2w= 1 in Ω
w= 0 on ∂Ω,
then
‖Φ −W‖Ln(Ωα) ≤ ǫ0,
where Ωα := {x ∈ Ω : φ(x) < (1 − α) minΩ φ}.
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Proof. Suppose by contradiction that it is not true. Then there exist ǫ0, α ∈ (0, 1),
n ∈ N, a sequence of normalized convex domains Ωk and sequences of convex
functions φk,wk ∈ C(Ωk) with{
1 − 1
k
≤detD2φk≤ 1 + 1k in Ωk
φk= 0 on ∂Ωk
and
{
detD2wk= 1 in Ω
k
wk= 0 on ∂Ωk
such that
(4.47) ‖Φk −Wk‖Ln(Ωkα) ≥ ǫ0 for all k.
By Blaschke selection theorem, there is a subsequence ofΩk, still denoted byΩk,
such that Ωk converges in the Hausdorff metric to a normalized convex domain
Ω. Also by [G, Lemma 5.3.1] we have up to a subsequence φk → φ and wk → w
uniformly on compact subsets ofΩ, where φ,w ∈ C(Ω¯) are both convex solutions
to the equation {
detD2w= 1 in Ω,
w= 0 on ∂Ω.
Thusφ ≡ wby theuniqueness of convex solutions to theMonge-Ampe`re equation.
Nextobserve that theAleksandrovestimate [G, Theorem1.4.2] and [G, Proposition3.2.3]
yield
(4.48) dist(Ωkα, ∂Ω
k) ≥ cn(1 − α)n =: τ ∀k.
For E ⊂ Rn, let E(r) := {x ∈ E : dist(x, ∂E) > r} and δr(E) := {x ∈ Rn : dist(x,E) < r}.
We then claim that
(4.49) Ωkα ⊂ Ω(τ/2) ⊂ Ω(τ/4) ⊂ Ωk for all k sufficiently large.
Indeed, it follows from (4.48) that Ωkα ⊂ Ωk(τ). Moreover since Ωk → Ω in the
Hausdorff metric, we have Ωk ⊂ δ τ
2
(Ω) for all k large (see [Sc] for the definition
of the Hausdorff distance). Therefore, Ωkα ⊂ δ τ2 (Ω)(τ) = Ω(τ/2) giving the first
inclusion in (4.49). We also infer from the Hausdorff convergence of Ωk to Ω that
Ω ⊂ δ τ
4
(Ωk) for all k large. This implies Ω(τ/4) ⊂ δ τ
4
(Ωk)(τ/4) = Ωk and the last
inclusion in (4.49) is proved.
By (4.49) and [GN, Lemma 3.5] we get Φk −→ Φ in Ln(Ω(τ/2)) andWk −→ W in
Ln(Ω(τ/2)), where Φ is the cofactor matrix of D2φ and W is the cofactor matrix of
D2w. Since Φ ≡ W, this yields Φk −Wk −→ 0 in Ln(Ω(τ/2)). Combining this with
the first inclusion in (4.49) we obtain
lim
k→∞
‖Φk −Wk‖Ln(Ωkα) = 0,
which is a contradiction with (4.47) and the proof is complete. 
In the next lemma, we no longer require ‖u‖L∞(Ω) ≤ 1 as in Lemma 4.3.
Lemma 4.5. Let 0 < ǫ0 < 1, 0 < α0 < 1, Ω be a normalized convex domain and
u ∈ W2,n
loc
(Ω)∩C1(Ω) be a solution ofLφu = f inΩ, whereφ ∈ C(Ω) is a convex function
satisfying φ = 0 on ∂Ω. There exists ǫ > 0 depending only on ǫ0, α0 and n such that
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if 1 − ǫ ≤ detD2φ ≤ 1 + ǫ in Ω, then for any Sφ(x0, t0) ⊂ Ωα0 with t0 ≤ η(α0) and
Sφ(x0, t0) ∩Gγ(u,Ω) , ∅ we have
∣∣∣GNγ(u,Ω) ∩ Sφ(x0, t0)∣∣∣ ≥
1 − ǫ0 − C(Nγ)−τ
(?
Sφ(x0,
t0
α0
)
| f |n dx
) τ
n

∣∣∣Sφ(x0, t0)∣∣∣
for all N ≥ N0. Here η(α0), C, τ and N0 are constants depending only on α0 and n.
Proof. Let θ > 1 be the engulfing constant corresponding to 1/2 ≤ detD2φ ≤ 3/2
in Ω and so θ depends only on the dimension n. By Lemma 2.1, there exists
η(α0) = η(α0, n) > 0 such that Sφ(x,
θt
α0
) ⊂ Ω α0+1
2
for all x ∈ Ωα0 and t ≤ η(α0). We
note that φ ∈ C1(Ω) ∩W2,n(Ω α0+1
2
) as explained in the proof of Lemma 4.3.
Let T normalize Sφ(x0,
t0
α0
) and U := T
(
Sφ(x0,
t0
α0
)
)
. For each y ∈ T(Ω), set
φ˜(y) = |detT| 2n
[
φ(T−1y) − φ(x0) − 〈∇φ(x0),T−1y − x0〉 − t0
α0
]
and u˜(y) =
1
2θt0
u(T−1y).
We have U is normalized, 1 − ǫ ≤ detD2φ˜ ≤ 1 + ǫ in U and φ˜ = 0 on ∂U. Let
x¯ ∈ Sφ(x0, t0) ∩ Gγ(u,Ω) and y¯ = Tx¯. Then
−γ d(x, x¯)2 ≤ u(x) − u(x¯) − ∇u(x¯) · (x − x¯) ≤ γ d(x, x¯)2, ∀x ∈ Ω.
Hence by changing variables we get
(4.50)
− γ d(T
−1y,T−1 y¯)2
2θt0
≤ u˜(y) − u˜(y¯) − ∇u˜(y¯) · (y − y¯) ≤ γ d(T
−1y,T−1 y¯)2
2θt0
, ∀y ∈ T(Ω).
Since x¯ ∈ Sφ(x0, t0) ⊂ Sφ(x0, t0/α0), we have Sφ(x0, t0/α0) ⊂ Sφ(x¯, θt0/α0) by the
engulfing property. It follows that d(x, x¯)2 ≤ θt0/α0 for x ∈ Sφ(x0, t0/α0) yielding
d(T−1y,T−1 y¯)2 ≤ θt0/α0 for all y ∈ U. Consequently,
− γ
2α0
≤ u˜(y) − u˜(y¯) − ∇u˜(y¯) · (y − y¯) ≤ γ
2α0
∀y ∈ U.
Let v(y) :=
2α0
γ
[
u˜(y) − u˜(y¯) − ∇u˜(y¯) · (y − y¯)], for y ∈ T(Ω). Then |v| ≤ 1 in U and
by (4.50) we also have
|v(y)| ≤ α0
θt0
d(T−1y,T−1 y¯)2 ≤ Cnα0
θ
d˜(y, y¯)2 ∀y ∈ T(Ω),
where d˜(y, y¯)2 := φ˜(y) − φ˜(y¯) − 〈∇φ˜(y¯), y − y¯〉 = |detT|2/nd(T−1y,T−1 y¯)2. Moreover
trace(Φ˜D2v) =
α0|detT|−2n
θγt0
trace
(
Φ(T−1y)D2u(T−1y)
)
=
α0
θγt0|detT| 2n
f (T−1y) =: f˜ (y).
Notice that y¯ ∈ Uα0 = T(Sφ(x0, t0)) because x¯ ∈ Sφ(x0, t0). Thus we obtain from
Lemma 4.2 with α := α0 that
|GN(v,T(Ω)) ∩Uα0 | ≥
{
1 − C
(
N−τδτ0 + ǫ
)}
|Uα0 |
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for any N ≥ N0 = N0(α0, n) and provided that ‖Φ˜ − W˜‖Ln(U α0+1
2
) ≤ ((1 − α0)/4)
2n
1+(n−1)γ ,
where δ0 and W˜ are as in (4.46). This together with Lemma 4.4 implies that there
exists ǫ > 0 depending only on ǫ0, α0 and n such that
|GN(v,T(Ω)) ∩Uα0 | ≥
{
1 − ǫ0 − CN−τ
(?
U
| f˜ |n dy
) τ
n
}
|Uα0 |
=
1 − ǫ0 − C
( α0
θγN
)τ(
t0|detT| 2n
)−τ(?
Sφ(x0 ,
t0
α0
)
| f |n dx
) τ
n
 |Uα0 |
≥
1 − ǫ0 − C
( α0
θγN
)τ(?
Sφ(x0 ,
t0
α0
)
| f |n dx
) τ
n
 |Uα0 |.
But since Uα0 = T(Sφ(x0, t0)) and v(y) =
α0
θγt0
[
u(T−1y) − u(x¯) − 〈∇u(x¯),T−1y − x¯〉
]
, the
same calculations leading to (4.42) yield
GN(v,T(Ω)) ∩Uα0 = T
(
G
Nθγt0|detT|
2
n
α0
(u,Ω) ∩ Sφ(x0, t0)
)
≈ T
(
GNθγ
α0
(u,Ω) ∩ Sφ(x0, t0)
)
.
Therefore we obtain
∣∣∣∣∣T
(
GNθγ
α0
(u,Ω) ∩ Sφ(x0, t0)
)∣∣∣∣∣ ≥
1 − ǫ0 − C
( α0
θγN
)τ(?
Sφ(x0,
t0
α0
)
| f |n dx
) τ
n

∣∣∣T(Sφ(x0, t0))∣∣∣ .
By setting N′ = Nθ/α0, we can rewrite this as
∣∣∣GN′γ(u,Ω) ∩ Sφ(x0, t0)∣∣∣ ≥
1 − ǫ0 − C
( 1
γN′
)τ(?
Sφ(x0 ,
t0
α0
)
| f |n dx
) τ
n

∣∣∣Sφ(x0, t0)∣∣∣
for any N′ ≥ N0 = N0(α0, n).

4.2. W2,p estimate. In this subsectionwewill use thedensity estimates established
in Subsection 4.1 to derive interior W2,p-estimates for solution u of the linearized
equation Lφu = f when f ∈ Lq(Ω) for some q > n. We begin with the following
key result which gives a solution to the conjecture in [GT].
Theorem 4.6. Let Ω be a normalized convex domain and u ∈ W2,n
loc
(Ω) be a solution of
Lφu = f inΩ, where φ ∈ C(Ω) is a convex function satisfying φ = 0 on ∂Ω. Let p > 1,
max {n, p} < q < ∞ and let 0 < α < 1. Then there exist positive constants ǫ and C
depending only on p, q, α and n such that if 1 − ǫ ≤ detD2φ ≤ 1 + ǫ, we have
‖D2u‖Lp(Ωα) ≤ C
(
‖u‖L∞(Ω) + ‖ f ‖Lq(Ω)
)
.
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Proof. We first observe that by working with the function v :=
ǫu
ǫ‖u‖L∞(Ω) + ‖ f ‖Lq(Ω)
instead of u, it is enough to show that there exist ǫ,C > 0 depending only on p, q,
α and n such that if 1 − ǫ ≤ detD2φ ≤ 1 + ǫ, ‖u‖L∞(Ω) ≤ 1 and ‖ f ‖Lq(Ω) ≤ ǫ, then
(4.51) ‖D2u‖Lp(Ωα) ≤ C.
Note also that u ∈ C1(Ω) as a consequence of C1,α
loc
estimates in [GN, Theorem 4.5].
Let α0 :=
α+1
2
and N0 = N0(α0, n) be the largest of the constants in Lemma 4.3
and Lemma 4.5. Fix M ≥ N0 so that 1
C
1/γ
0
(M1/γ−1) ≤
1−α0
2
and (cM
q−p
2p )
1
n−1 ≥ diam (Ω)√η0 ,
where γ, C0 are given by Lemma 2.1 and c is given by Lemma 2.7 when λ = 1/2
and Λ = 3/2. Next select 0 < ǫ0 < 1/2 such that
Mq
√
2ǫ0 =
1
2
and ǫ = ǫ(ǫ0, α0, n) = ǫ(p, q, α, n) be the smallest of the constants in Lemma 4.3
and Lemma 4.5. With this choice of ǫ, we are going to show that (4.51) holds.
Applying Lemma 4.3 to the function u and using ‖ f ‖Lq(Ω) ≤ ǫwe obtain∣∣∣Sφ(x0, t0) ∩ GM
t0
(u,Ω)
∣∣∣ ≥ (1 − ǫ0 − Cǫτ) |Sφ(x0, t0)|
as long as Sφ(x0,
t0
α0
) ⊂ Ω α0+1
2
, where C = C(p, α, n) and τ = τ(α, n). By taking ǫ
even smaller if necessary we can assume Cǫτ < ǫ0. Then it follows from the above
inequality that
(4.52)
∣∣∣Sφ(x0, t0) \ GM
t0
(u,Ω)
∣∣∣ ≤ 2ǫ0 |Sφ(x0, t0)| for any Sφ(x0, t0
α0
) ⊂ Ω α0+1
2
.
Let η(α0) > 0 be given by Lemma 4.5 ensuring in particular that Sφ(x,
t
α0
) ⊂ Ω α0+1
2
for all x ∈ Ωα0 and t ≤ η(α0). Assume α2 < α1 < α0 are such that there exist
η2 < η1 ≤ η(α0) with the property: if x ∈ Ωα2 and t ≤ η2 then Sφ(x, t) ⊂ Ωα1 ; and
if x ∈ Ωα1 and t ≤ η1 then Sφ(x, t) ⊂ Ωα0. With these choices and for 1/h ≤ η2,
by using (4.52) and the same arguments leading to (3.25) we obtain: for any
x0 ∈ Ωα2 \ GhM(u,Ω) there is tx0 ≤ 1/h such that
(4.53)
∣∣∣(Ωα2 \ GhM(u,Ω)) ∩ Sφ(x0, tx0)∣∣∣ = 2ǫ0 |Sφ(x0, tx0)|.
We now claim that (4.53) implies
(4.54) Sφ(x0, tx0) ⊂
(
Ωα1 \ Gh(u,Ω)
)
∪
{
x ∈ Ωα0 :Mµ(( f/detD2φ)n)(x) > (c∗Mh)n
}
,
where c∗ := ( ǫ0
C
)1/τ and µ :=Mφ. Otherwise, and since x0 ∈ Ωα2 and tx0 ≤ 1/h ≤ η2,
we have that Sφ(x0, tx0) ⊂ Ωα1 and there exists x¯ ∈ Sφ(x0, tx0) ∩ Gh(u,Ω) such
that Mµ(( f/detD2φ)n)(x¯) ≤ (c∗Mh)n. Note also that tx0 ≤ η(α0) and due to our
assumption on φ the measure µ is comparable to the Lebesgue measure. Then by
Lemma 4.5 applied to uwe get∣∣∣Sφ(x0, tx0) ∩ GhM(u,Ω)∣∣∣ > (1 − 2ǫ0) |Sφ(x0, tx0)|
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yielding
∣∣∣(Ωα2 \ GhM(u,Ω)) ∩ Sφ(x0, tx0)∣∣∣ ≤ ∣∣∣Sφ(x0, tx0) \ GhM(u,Ω)∣∣∣ < 2ǫ0 |Sφ(x0, tx0)|.
This is a contradiction with (4.53) and so (4.54) is proved. We infer from (4.53),
(4.54) and [G, Theorem 6.3.3] that
|Ωα2 \ GhM(u,Ω)|(4.55)
≤
√
2ǫ0
[
|Ωα1 \ Gh(u,Ω)| +
∣∣∣{x ∈ Ωα0 :Mµ(( f/detD2φ)n)(x) > (c∗Mh)n}∣∣∣] ,
as long as α2 < α1 < α0 are such that η2 < η1 ≤ η(α0), and 1/h ≤ η2.
For k = 0, 1, . . . , set
ak := |Ωαk \ GMk(u,Ω)| and bk :=
∣∣∣{x ∈ Ωα0 : Mµ(( f/detD2φ)n)(x) > (c∗MMk)n}∣∣∣,
where αk will be defined inductively in the sequel. First fix α1 so that
3α0 − 1
2
< α1 < α0 and η1 := C0(α0 − α1)γ ≤ η(α0).
By taking M even larger if necessary, we can assume that 1/M < η1. Let h = M,
and set α2 = α1 − 1(C0M)1/γ . Then
1
h
= 1
M
= C0(α1 −α2)γ =: η2, and so from Lemma 2.1
and (4.55) we get a2 ≤
√
2ǫ0(a1 + b1). Next let h = M2 and α3 = α2 − 1(C0M2)1/γ , so
1
h
= C0(α2−α3)γ =: η3. Then a3 ≤
√
2ǫ0(a2+b2) ≤ 2ǫ0a1+2ǫ0b1+
√
2ǫ0 b2. Continuing
in this way we conclude that
ak+1 ≤ (
√
2ǫ0)
ka1 +
k∑
i=1
(
√
2ǫ0)
(k+1)−ibi for k = 1, 2, . . .
On the other hand, αk+1 = α1 −
∑k
j=1
1
(C0M j)1/γ
≥ 3α0−1
2
− 1
C
1/γ
0
(M1/γ−1) ≥ 2α0 − 1 = α by
our choice of α1,M and α0. Therefore for every k ≥ 1,
(4.56) |Ωα \ GMk+1(u,Ω)| ≤ |Ωαk+1 \ GMk+1(u,Ω)| ≤ (
√
2ǫ0)
ka1 +
k∑
i=1
(
√
2ǫ0)
(k+1)−ibi.
Next let Θ(u) be the function defined by (2.8). We claim that Θ(u) ∈ Lp(Ωα) and
(4.57) ‖Θ(u)‖Lp(Ωα) ≤ C(p, q, α, n).
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Indeed since u ∈ C1(Ω), it is easy to see that Θ(u) is lower semicontinuous in Ωα
and so measurable there. Moreover, we have∫
Ωα
|Θ(u)|p dx = p
∫ ∞
0
tp−1
∣∣∣{x ∈ Ωα : Θ(u)(x) > t}∣∣∣ dt
= p
∫ M qp
0
tp−1
∣∣∣{x ∈ Ωα : Θ(u)(x) > t}∣∣∣ dt + p
∞∑
k=1
∫ M q(k+1)p
M
qk
p
tp−1
∣∣∣{x ∈ Ωα : Θ(u)(x) > t}∣∣∣ dt
≤ |Ωα|Mq +
(
Mq − 1
) ∞∑
k=1
Mqk
∣∣∣{x ∈ Ωα : Θ(u)(x) > M qkp }∣∣∣
≤ |Ωα|Mq +
(
Mq − 1
) 
∞∑
k=1
Mqk
∣∣∣Ωα \Dα
(cM
k(q−p)
2p )
1
n−1
∣∣∣ +
∞∑
k=1
Mqk
∣∣∣Ωα \ GMk(u,Ω)∣∣∣

≤ |Ωα|Mq +
(
Mq − 1
)  |Ω|(Cnǫ)2 cln
√
Cnǫ
∞∑
k=1
M
k
(
q+(
q
p−1) ln
√
Cnǫ
C
)
+
∞∑
k=1
Mqk
∣∣∣Ωα \ GMk(u,Ω)∣∣∣
 ,
where we used (2.9) with κ = q/p > 1 and β = Mk in the second inequality
and used (2.10) in the last inequality. Since ǫ > 0 is small, the first summation
in the last expression is finite and hence (4.57) will follow if we can show that∑∞
k=1 M
kq|Ωα \ GMk(u,Ω)| ≤ C. For this, let us employ (4.56) to obtain
∞∑
k=1
Mkq|Ωα \ GMk(u,Ω)| ≤ a1
∞∑
k=1
Mkq(
√
2ǫ0)
k−1 +
∞∑
k=1
k−1∑
i=0
Mkq(
√
2ǫ0)
k−ibi
=
a1√
2ǫ0
∞∑
k=1
(
Mq
√
2ǫ0
)k
+
∞∑
i=0
∞∑
k=i+1
M(k−i)q(
√
2ǫ0)
k−iMiqbi
=
a1√
2ǫ0
∞∑
k=1
(
Mq
√
2ǫ0
)k
+
[ ∞∑
j=1
(
Mq
√
2ǫ0
) j][ ∞∑
i=0
Miqbi
]
=
a1√
2ǫ0
∞∑
k=1
2−k +
[ ∞∑
j=1
2− j
][ ∞∑
i=0
Miqbi
]
=
a1√
2ǫ0
+
∞∑
i=0
Miqbi.
But as f n ∈ L qn (Ω) and q > n, we have from Theorem 2.2 that∫
Ωα0
∣∣∣∣Mµ(( f
detD2φ
)n)
(x)
∣∣∣∣
q
n
dµ(x) ≤ Cn
∫
Ω
∣∣∣∣ f
detD2φ
∣∣∣∣q dµ(y) ≤ C
implying
∑∞
i=0 (M
n)i
q
n bi ≤ C. Thus
∑∞
k=1 M
kq|Ωα \ GMk(u,Ω)| ≤ C and claim (4.57) is
proved.
It follows from(4.57) and [CC, Proposition1.1] thatD2u ∈ Lp(Ωα) and ‖D2u‖Lp(Ωα) ≤
4‖Θ(u)‖Lp(Ωα) ≤ C(p, q, α, n). This gives (4.51) as desired and the proof is complete.

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We are finally in a position to prove the main result of the paper, Theorem 1.1.
Proof of Theorem 1.1. Let ǫ = ǫ(p, q, n) be the constantgivenbyTheorem4.6 corresponding
to α = 1/2. Let x ∈ Ω′ and suppose a section S = Sφ(x, δ) ⋐ Ω is such
that |g(z) − g(x)| ≤ λǫ, for each z ∈ S. Then by the property of sections [G,
Theorem 3.3.8], we have
(4.58) B(x,K1δ) ⊂ S ⊂ B(x,K2δb),
with K1,K2, b positive constants depending only on λ,Λ and n. Let Tx = Ax+ b be
an affine map normalizing S and consider the following functions on Ω˜ := T(S):
φ˜(y) :=
|detA| 2n
g(x)
1
n
[
φ(T−1y) − φ(x) − ∇φ(x) · (T−1y − x) − δ
]
,
and u˜(y) := |detA| 2n g(x) n−1n u(T−1y).
We have Ω˜ is normalized, φ˜ = 0 on ∂Ω˜ and D2φ˜(y) = |detA|
2
n
g(x)
1
n
(A−1)tD2φ(T−1y)A−1.
Thus detD2φ˜(y) =
g(T−1y)
g(x)
=: g˜(y) and if Φ˜(y) is the cofactor matrix of D2φ˜(y), then
Lφ˜u˜(y) = trace(Φ˜(y)D2u˜(y)) = trace
(
Φ(T−1y)D2u(T−1y)
)
= f (T−1y) =: f˜ (y) in Ω˜.
Moreover since g(x) − λǫ ≤ g(z) ≤ g(x) + λǫ for z ∈ S and g ≥ λ, we get
1 − ǫ ≤ 1 − ǫλ
g(x)
≤ g˜(y) ≤ 1 + λǫ
g(x)
≤ 1 + ǫ for y ∈ Ω˜.
Therefore, we can apply Theorem 4.6 to obtain(∫
Ω˜1/2
|D2u˜(y)|p dy
)1/p
≤ C(p, q, n)
(
‖u˜‖L∞(Ω˜) + ‖ f˜ ‖Lq(Ω˜)
)
(4.59)
= C
(
|detA| 2n g(x) n−1n ‖u‖L∞(S) + |detA|
1
q ‖ f ‖Lq(S)
)
.
By the definition of u˜ we have D2u(z) = |detA|−2n g(x) 1−nn AtD2u˜(Tz)A in S, and
consequently ‖D2u‖Lp(S1/2) ≤ ‖A‖2 |detA|−(
2
n+
1
p )g(x)
1−n
n ‖D2u˜‖Lp(Ω˜1/2)whereS1/2 := Sφ(x, δ/2).
Notice that |detA| ≈ δ−n/2 by the normalization, and ‖A‖ ≤ Cδ−1 by the fact
AB(x,K1δ) + b ⊂ Bn(0) following from (4.58). Hence we deduce from (4.59) that(∫
S1/2
|D2u(z)|p dz
)1/p
≤ C‖A‖2|detA|−1p
(
‖u‖L∞(S) + |detA|
1
q− 2n g(x)
1−n
n ‖ f ‖Lq(S)
)
(4.60)
≤ Cδ n2p−2‖u‖L∞(Ω) + Cδ
n
2p− n2q−1‖ f ‖Lq(Ω),
where C depends only on p, q, λ, Λ and n.
Now since Ω′ ⋐ Ω, we can pick δ small depending only on the parameters
λ,Λ, n,dist(Ω′, ∂Ω) and the modulus of continuity of g such that for each x ∈ Ω′
we have B(x,K2δb) ⋐ Ω and |g(z) − g(x)| ≤ λǫ in B(x,K2δb). Next select a finite
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covering of Ω′ by balls {B(x j,K1δ)}Nj=1 with x j ∈ Ω′, then the desired inequality
follows by adding (4.60) over {Sφ(x j, δ/2)}Nj=1. 
In this paper we have chosen to work with strong solutions inW2,n
loc
(Ω) in order
to reveal direct calculations. However, the interior W2,p estimates in Theorem 4.6
and Theorem 1.1 can be derived for viscosity solutions of Lφu = f by modifying
slightly the definition of the set GM(u,Ω) and following our arguments. For this
purpose we note that the Caffarelli-Gutie´rrez interior Ho¨lder estimates, which
were used in Lemma4.1, still hold for viscosity solutions as observed byTrudinger
and Wang in [TW4].
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