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Wind energy is the most abundant resource in the renewable energy portfolio.  
Increasing the wind capture capability improves the economic viability of this 
technology, and makes it more competitive with traditional fossil-fuel based supplies. 
Therefore, it is necessary to explore control strategies that maximize aerodynamic 
efficiency, thus, the wind energy capture.   
 
Several control algorithms are developed and compared during this research. A 
traditional feedback control is adapted as the benchmark approach, where the turbine 
torque and the blade pitch angle are used to control the wind turbine operation during 
partial and full load operations, correspondingly. Augmented feedback control algorithms 
are then developed to improve the wind energy harvesting. Optimal control 
methodologies are extensively explored to achieve maximal wind energy capture. 
Numerical optimization techniques, such as direct shooting optimization are employed. 
The direct shooting method convert the optimal control problem into a parameter 
optimization problem and use nonlinear programming algorithm to find the optimal 
 vi 
solution. The dynamic programming, a global optimization approach over a time horizon, 
is also investigated. The dynamic programming finds the control inputs for the blade 
pitch angle and speed ratio to maximize the power coefficient, based on historical wind 
data. 
 
A dynamic wind turbine model has been developed to facilitate this process by 
characterizing the performance of the various possible input scenarios. Simulation results 
of each algorithm on real wind site data are presented to compare the wind energy 
capture under the proposed control algorithms with the traditional feedback control 
design. The result of the tradeoff analysis between the computation expense and the 
energy capture is also reported. 
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Chapter 1:  Introduction 
 
BACKGROUND 
Wind energy, considered as one of the renewable resources, is becoming more 
important in displacement of the fossil fuel to provide electric energy. It is a widely 
distributed and plentiful resource. The total amount of economically extractable power 
available from the wind is considerably more than present human power use from all 
other sources [1]. Besides, the wind energy is clean and won’t generate greenhouse 
effect. Therefore, utilization of wind energy has rapidly increased in recent years. 
Although wind is still not the main energy source for the utility grid, the penetration of 
wind energy has increased by 4 times from 1999 to 2005. By the year of 2008, the 
electrical power generated from the wind is 94.1 million kW all over the world. 
 
As an important device that converts the kinetic energy from the wind into 
mechanical energy, maximizing the efficiency of wind turbine plays an important role in 
the development of the wind power. Especially in s wind farm where hundreds of wind 
turbines are installed, the efficiency improvement of an individual wind turbine could 
result in a significant energy gain for the entire wind farm. This will make the wind 
energy more economically viable. 
 
A well-designed real-time controller plays a key role in maximizing the wind 
energy capture. Various control methods are developed to realize different purposes. 
Some of the methods aim to maximize the total wind energy capture and some aim to 
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generate a higher generator input torque. There are also other types of methods, which 
can be used to regulate turbine speed for safety requirements. 
 
WIND TURBINE OPERATION 
Different regions are defined in which the turbines operate. In Region 1, the wind 
speed is too low to warrant turbine startup. The blades are pitched at full feather. Once 
the wind speed is large enough for machine start-up, the blades are pitched to the normal 
Region 2 angle. In Region 2, the wind speed and the generator torque are below “rated.” 
Blade pitch is held constant at the optimal value that gives the maximum aerodynamic 
torque. In Region 2.5, the wind speeds are approaching those that provide rated power. 
This is a transition region where the torque command is commonly computed as an affine 
function of generator speed such that rated torque is reached before the rated generator 
speed. In Region3, the wind speed is at or above that which will generate rated power. 
The generator torque is held constant at rated, and blade-pitch control is used to limit 
aerodynamic power by regulating turbine speed at the rated speed.   
 
REVIEW OF TURBINE CONTROL METHODS 
In Jason H. Laks, Lucy Y. Pao, and Alan D. Wright’s paper [2-5], a feedback 
control method is mentioned, which is mainly used for Region 2 control of turbine 
systems. In this feedback control method, the generator input torque is obtained as a 
function of rotor speed, which will drive the system to reach the point of maximum wind 
power capture. While using this feedback law, the turbine is treated as a single input, 
single output (SISO) system. This method can be easily applied with satisfying 
performance. Details of this feedback method will be discussed in Chapter 4. 
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In the same paper, a classical proportional-integral-derivative (PID) control 
technique is introduced for the design of the blade pitch controller. This PID control 
method is used in Region 3 to regulate turbine speed in the presence of varying wind 
conditions. Further discussions on methods for choosing the gains are found in [6]. It is 
also revealed that the standard PID control can be augmented with notch transfer 
functions to add damping to known resonances. 
 
In addition, advanced control methods are also discussed in [2-5]. In Region 2, 
research is further divided between investigations that incorporate detailed models of the 
generator electromechanical system and power electronics and those that view the 
generator torque in terms of a static gain that responds instantly to commanded torque. 
Where studies involve electromechanical models, advanced research congregates around 
maximum power point tracking (MPPT) and sliding mode approaches [7-8] or extremum 
seeking control. On the other hand, time invariant, multiple inputs, multiple outputs 
(MIMO) methods [9-10] tend to be the most prevalent in the research of advanced 
controls or Region 3, but adaptive [11-14] and novel gain-scheduling [15] approaches are 
also investigated. 
 
A small number of papers have been published regarding adaptive control of wind 
turbines [11-14], but most involve Region 3 control, and very few attempts have been 
made to test these advanced controls on real turbines. The control law is defined 
separately for positive and negative regions of the rotor speed because it is undesirable to 
apply torque control when the turbine is spinning in reverse. The simulation of this 
adaptive method shows that the adaptation behavior with the longer adaption period is 
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significantly better than the behavior with the shorter adaption period. Stability analysis 


















Chapter 2:  Wind turbine modeling 
 
TURBINE STRUCTURE 
Figure 1 [16] shows the structure of a modern wind turbine system and main 
components are numbered. The rotor is the component, which, with the help of the 
blades, converts the energy in the wind into rotary mechanical movement. The pitch 
refers to turning the angle of attack of the blades into or out of the wind. The gearbox 
converts the rotor motion into the approximate range, which the generator requires. The 
generator is the component, which converts mechanical movement into electrical energy.  
 
 
Figure 1:  Turbine structure 
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SYSTEM CONSTRAINTS 




ω rotormin ≤ω rotor ≤ω rotormax
βrotormin ≤ βrotor ≤ βrotormax
βrotormin ≤
βrotor ≤ βrotormax
0 < τ generator ≤ τmax
 (1) 
 
All of the control inputs and states must have certain upper and lower limits.  
Sometimes the pitch angle acceleration has also been limited to imitate normal operating 
capability.   
 
All these parameters of the wind turbine system used in this simulation are also 
given in Table 1. Before discussing various control strategies of a modern system, the 













Rotor moment of inertia, J 1.5  ×  10! kg∙𝑚! 
Rotor diameter, 𝑫𝒓 18.50 m 
Gear ratio, 𝑮𝒓 21.5858 
Maximum generator angular velocity, 𝝎𝒎𝒂𝒙 1800 RPM ×70% 
Minimum generator angular velocity, 𝝎𝒎𝒊𝒏 1800 RPM × 130% 
Maximum rotor pitch angle, 𝜷𝒎𝒂𝒙 15° 
Minimum rotor pitch angle, 𝜷𝒎𝒊𝒏 0° 
Maximum generator input torque, 𝝉𝒎𝒂𝒙 3000 𝑁 ∙𝑚 
Table 1:  Turbine system parameters 
 
TURBINE DYNAMICS 
The model is developed evaluate the performance of the input parameters.  For 
the control study the drivetrain assembly is assumed to be rigid and have no energy loss. 






(τ aero −τ c )  (2) 
 
where J is the combined rotational inertia of the rotor, gearbox, generator and shafts, 
𝜏!"#$ is the aerodynamic torque, which drives the wind turbine, and 𝜏! is the reactive 
torque feedback. The aerodynamic torque is defined as: 
 






where P is the aerodynamic rotor power and 𝜔 is the turbine rotor speed. The relation 
between the aerodynamic rotor power P and the available wind power 𝑃!"#$ are defined 
by the power coefficient 𝐶!. This measures how effectively the wind can be converted to 













3  (5) 
 
where 𝜌!"# is the density of air, and 𝑉! is the input wind speed. A is the rotor swept 
area, which is defined by: 
 




2  (6) 
 
where 𝑅! is the turbine rotor radius and 𝐷! is the rotor diameter. 
 
The reactive torque feedback 𝜏! in Equation (1) is defined in Equation (7): 
 
 τ c = τGr  (7) 
 
where 𝜏 is the generator input torque and 𝐺! is the gearbox gear ratio defined as the 
generator shaft speed over the rotor shaft speed. 
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By combining all of equations above, the dynamic model of the integrated system 













−τGr )  (8) 
 
The power coefficient 𝐶! is a non-linear function of the blade pitch angle 𝛽 and 
the tip speed ratio 𝜆: 
 
 Cp = f (λ,β )  (9) 
 
The tip speed ratio 𝜆 is defined as the linear velocity of the rotor over wind 
speed and is shown as follows: 
 




From Equation (8), it is seen that a modern wind turbine system is a multiple 
input, single output (MISO) system. The two control inputs are the rotor pitch angle and 
the generator input torque. The single output is the rotor angular velocity. 
 
AERODYNAMIC COEFFICIENT 𝑪𝒑 
The aerodynamic coefficient 𝐶! is a nonlinear function of the blade pitch angle 
and the tip speed ratio. A formula has been developed by Heier [23] is used to 
approximate the power coefficient and is shown in Equations (11) and (12): 
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 Cp = c1(
c2
λi
− c3β − c4β
x − c5 )e
−c6













All of the c's and x are constants. 
 
The surface plot, shown in Figure 2, illustrates how the power coefficient 
𝐶!,varies with changes in the rotor pitch angle, 𝛽 and the speed ratio, 𝜆. The power 
coefficient 𝐶! is an important measurement of how much wind energy is captured by the 
turbine system. When time is held constant, maximizing energy capture is equivalent to 
maximize the turbine power. Since the amount of available wind energy is also fixed, 
maximize wind power capture is the same as maximize the power coefficient, 𝐶!. This 
can be seen in Equation (4). The theories behind all control strategies, which aim to 
maximize wind energy capture is to find the best combinations of 𝜆 and 𝛽, which 






Figure 2:  Surface plot of 𝐶𝒑 vs. 𝜆 and 𝛽. 
 
A plot of 𝐶! versus 𝜆 under different 𝛽 values is also given in Figure 3. This 
figure shows how different combinations of 𝜆 and 𝛽 can produce local maximum for 
the power coefficient. In Figure 3, 𝛽 ranges from 0° to 25°.  The plot shows that a 
pitch angle of 25° will produce a maximum power coefficient at low values of 𝜆.  For a 
0°, maximum performance is achieved when the speed ratio is around 7.  For pitch 
angles 1° or 2°, peak performance shifts even more to the right.  This is because when 
the rotor angular velocity or wind speed input changes, the location of 𝜆  on the 
horizontal axis will change also. At this point the task is to find the corresponding 𝛽 that 
matches the speed coefficient that will generate the optimal 𝐶! value that will maximize 
wind energy capture. Table 2 shows the constant values of c’s and x, which we use to 







Figure 3:  Plot of 𝐶𝒑 vs. 𝜆. 
 
 
Name 𝑐! 𝑐! 𝑐! 𝑐! 𝑐! 𝑐! x 
Value 0.5 116 0.4 5 19 0.08 3 
Table 2:  Values of c's and x. 
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Chapter 3:  Wind speed profile 
This chapter talks about the selection of the wind speed profile for the simulation 
and how to classify wind data. 
 
WIND POWER CLASSES 
The wind speed profile was obtained from the NREL official website [24]. The 
frequency of the wind speed data is every ten minutes. This frequency is too low and 
does not represent the real wind speed that often varies much faster. The assumption was 
made that the wind speed will keep a constant value within every one minute. A power 
spectral density function approach [25] is then used here to convert the frequency of the 
wind speed to every one minute. 
 
Wind power classes are classified by their wind power density and speed. Table 2 























1 0 0 0 0 
2 100 4.4 (9.8) 200 5.6 (12.5) 
3 150 5.1 (11.5) 300 6.4 (14.3) 
4 200 5.6 (12.5) 400 7.0 (15.7) 
5 250 6.0 (13.4) 500 7.5 (16.8) 
6 300 6.4 (14.3) 600 8.0 (17.9) 
7 
400 7.0 (15.7) 800 8.8 (19.7) 
1000 9.4 (21.1) 2000 11.9 (26.6) 













Chapter 4:  Feedback control design 
 
TRADITIONAL METHOD 
For traditional feedback control [2-5], the blade pitch is held constant at the 
optimal value 𝛽∗ that gives maximum wind energy capture. The turbine rotor velocity is 
controlled according to a feedback law shown in Equation (15): 
 
The generator torque is set as: 
 
 τ c = Kω̂
2  (13) 
 
𝜔 is the measurement of the rotor speed and K is has the form of: 
 





3  (14) 
 
𝐶!!"# is the maximum power coefficient that the system can achieve, and 𝜆∗ is the 
corresponding speed ratio.  
 
Assume 𝜔 = 𝜔  (perfect measurements), and by combining Equation (8), 





























It can be seen that this control law causes the turbine to accelerate toward the 




The traditional feedback control is an unconstrained method that doesn’t consider 
the system constraints. For most of the cases, the controls and the states have their certain 
ranges. Therefore, some modifications need to be developed for the traditional feedback 
control strategy. 
 
The first modification is to limit the turbine rotor angular velocity. A logic 
controller was also developed, which controls the reactive torque feedback 𝜏! depending 






τ aero, if ω ≥ 0 and ω ≥ωmax;
τ aero, if ω ≤ 0 and ω ≤ωmin;
Kω̂ 2, if ωmin ≤ω ≤ωmax;
Kω̂ 2, if ω ≤ 0 and ω ≥ωmax;













SIMULATION RESULTS I 
The modified feedback control was applied to three different wind profiles by 
simulating the performance of each through 24 hours of site wind data.  The wind speed 
data was unique in each case, representing three categories of wind, power classes 5 
through 7, which are defined in Table 3. Most of the current wind farms are located at 
sites with wind class 5 and higher. Figure 4 shows the plots of wind speed profile versus 
time. 
 
For all 3 simulations, modified feedback control method developed through 
Equations (13) to (15) is applied. 𝐶!!"#  is the global maximum and 𝜆∗  is the 
corresponding speed ratio. Since the global maximum value of 𝐶! is achieved when the 
pitch angle 𝛽 is 0°, 𝛽 is held constant at 0° during the simulations. 
 
Figure 5 shows the plot of the power coefficient 𝐶! versus time. From the plot, 
one can see that when the global maximum of 𝐶! is reachable, or the local maximum 
value is close to the global maximum, this modified feedback control strategy performs 
well and the global maximum is reached. When the global maximum is not reachable, the 
performance degrades. One can see that in Figure 5, there is a time interval in which the 
𝐶! value is relative low for a class 5 wind speed input. 
 
Figure 6 shows the plot of the rotor angular velocity versus time. From the plot, 
one can see that after the logic controller is added, the rotor angular velocity will be 




Figure 4:  Plot of wind speed inputs from different wind power classes vs. time. 
 








For the traditional feedback control, since there are no constraints, the global 
maximum value of 𝐶!  is always reachable, which makes the control strategy very 
efficient. The term 
!!!"#
!∗!











where (𝐶!!"#)!"#$%" and (𝜆∗)!"#$%" are both constants. 
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However, due to the constraints on 𝜆, the range of the rotor angular velocity is 
limited. According to Equation (10), the range of 𝜆 will also vary with wind speed. 
When 𝜆 is constrained to fall into an interval, which does not include (𝜆∗)!"#$%", the 
global maximum value of 𝐶! , (𝐶!!"#)!"#$%"  is no longer reachable. In this case, 
different combinations of the speed ratio, 𝜆 and pitch angle, 𝛽 will generate different 











Because of this issue, a predictive algorithm must be applied to calculate the local 
maximum value of 𝐶!. The corresponding 𝜆 and 𝛽 values must also be found every 
time wind speed changes. The problem can be formulated as follows: 
 
Find (𝜆∗)!"#$! and (𝛽∗)!"#$!, which maximize: 
 






βmin ≤ β ≤ βmax  
 
 
This constrained optimization problem can be solved by using a nonlinear 
programming algorithm or the ‘fmincon’ function in the MATLAB optimization toolbox. 
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After (𝜆∗)!"#$! and (𝛽∗)!"#$! are found, the next step is to use the feedback 
control strategy to make 𝜆 and 𝛽 reach these values quickly. Since the change of the 
pitch angle can be directly controlled, to reach (𝛽∗)!"#$!  as quickly as possible, a 
piecewise function will be used: 
 
𝛽 = 𝛽!"#    𝑖𝑓    𝛽 < (𝛽∗)!"#$!
𝛽 = 𝛽!"#    𝑖𝑓    𝛽 > (𝛽∗)!"#$!
 
 
The feedback control of the rotor angular velocity can be realized by Equation 
(15), the only difference is that the term !!!"#
!∗!
 is replaced by (!!!"#  )!"#$!
(!∗!)!"#$!
. In this way, 
the second constrained modification on the traditional feedback control can be well 
applied. 
 
The disadvantage of this modified feedback control method is that constraints on 
the generator input torque are still difficult to apply. Using this control strategy, the 
generator input torque is always positive, but there is no guaranty the upper limit of the 
constraint could be satisfied. In addition, the potential for further efficiency increase is 
not clear. An optimal control algorithm that enables the maximum wind energy capture is 
desirable. 
 
SIMULATION RESULTS II 
Figure 7 shows the plot of the power coefficient 𝐶! versus time and one can see 
that the 𝐶! curve generated by this control strategy always reaches local maximum 
values as expected when the wind speed changes. When the global maximum value is 
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reachable, the local maximum is the same as global maximum. The global maximum 
value is almost 0.5 in Figure 7. 
 
Figure 8 shows the plot of the turbine angular velocity versus time. One can see 
that when the predictive controller is added, the turbine rotor angular velocity will always 
be within the proper range and never exceed its limits. 
 
Figure 9 shows the plot of the rotor pitch angle versus time. It is seen that there 
are frequently changes of 𝛽 for wind speed input of class 5 at the beginning of the 
simulation. During this period, different pitch angles give different local maximum 
values of 𝐶!. Even for constant 𝛽 values, the local maximum of 𝐶! may still differ.  
 
Figure 10 shows the plot of the generator input torque versus time. The generator 
torque is always positive, which means that the generator doesn’t perform like a motor. 
However, as mentioned above, there is no upper limit for the generator input torque. 
From Figure 10, we can see that as wind speed increases, the generator input torque can 
exceed 2500 N*m. Although one may expect the generator input torque to be as large as 
possible, there should be certain hardware constraints, which prevent the system from 
damaging. One way to solve this problem is to use some energy-storing device like 




Figure 7:  Plot of power coefficient vs. time using the second version of the feedback 
control method. 
 
Figure 8:  Plot of rotor angular velocity vs. time using the second version of the 
feedback control method. 
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Figure 9:  Plot of rotor pitch angle vs. time using the second version of the feedback 
control method. 
 
Figure 10:  Plot of generator input torque vs. time using the second version of the 
feedback control method. 
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COMPARISON OF SIMULATION RESULTS 
The feedback control method is mainly used for ‘Region 2’ control for modern 
wind turbine systems, which has a relative low wind speed input; so the only comparison 
of the 𝐶! curves generated using these two modified feedback control methods will be 
made with the class 5 wind speed input.  
 
For the first modified feedback control method, there is a region in which the 
power coefficient 𝐶! has very low values before the global maximum value is reached. 
When the global maximum can be reached, there is not big difference for the 𝐶! curves 
generated using these two methods. The 𝐶! curves when the global maximum can’t be 





Figure 11:  Comparison of the power coefficient curves using different versions of the 
modified feedback control methods. 
 
From Figure 11, it is possible to see that before the global maximum value of 𝐶! 
can be reached, the performance of the second version of the modified feedback control 
method is much better than the first version. Even though the modified feedback control 
algorithm could harvest much more wind energy than the traditional feedback control 
algorithm does, it is unclear how close it is to the maximum energy capture. Optimization 




Chapter 5: Direct shooting method 
Direct shooting method is a kind of numerical optimal control method [17-22], 
which finds the optimal solution to a given problem. There are also other numerical 
methods for optimal control, like the collocation method and the multiple-shooting 
method. Among them, the direct shooting method is the most commonly used one. 
 
PROBLEM FORMULATION 
A general optimal control problem has the following form: 
            
                     min J = φ(t f , x f )  (18) 
 
J is the performance index we want to minimize, subjected to the differential constraints: 
 
  x = f (t, x,u)  (19) 
 
and the following initial and final conditions and constraints: 
 
 t0 = 0  (20) 
 x0 = x0s  (21) 
 ψ (t f , x f ) = 0  (22) 
 θ(t f , x f ) ≤ 0  (23) 
 
𝑥!! stands for the initial value of x, which is specified. The control and state inequality 
constraints must also be satisfied: 
 
 C(t, x,u) ≤ 0  (24) 
 S(t, x,u) ≤ 0  (25) 
 
 28 
SUBOPTIMAL CONTROL PROBLEM 
To use numerical methods to solve an optimal control problem, it is necessary to 
convert a general optimal control problem of the form through Equations (18) to (25) into 
a parameter optimization problem. Conversion of optimal control problems into 
parameter optimization problems [18] is accomplished by replacing the control and state 
histories by control and state parameters and forming the histories by interpolation. Then 
a nonlinear programming algorithm like SQP method can be used to solve the parameter 
optimization problem. 
 
First, the final time must be normalized as shown in Equation (26): 
 




thus, when 𝑡 = 0, 𝜏 = 0; when 𝑡 = 𝑡!, 𝜏 = 1. 
 
The general form of an optimal control problem shown in Equations (12) to (19) 
can be written in a parameter optimization form: 
 
                     min J = φ(t f , x f )  (27) 
 




= t f ⋅ f (t f ,τ , x(τ ),u(τ )) = g(τ , x,u,t f )  (28) 
 
The prescribed initial conditions become: 
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 τ 0 = 0  (29) 
 x0 = x0s  (30) 
and the final conditions and constraints become: 
 
 τ f = 1 (31) 
 ψ (t f , x f ) = 0  (32) 
 θ(t f , x f ) ≤ 0  (33) 
 
PARAMETERIZE THE CONTROLS 
Figure 12 and 13 show how the controls are parameterized at nodes. In Figure 12, 
the final time is normalized using 5 nodes. Between nodes, the controls can be 
represented by various splines. For the simplest case, a linear interpolation is used, which 
can guarantee that the control constraints are satisfied. In Figure 13, a linear interpolation 
of the control over 𝜏! and 𝜏!!! has the form shown in Equation (34): 
 
 u = uk +
uk+1 − uk
τ k+1 −τ k
(τ −τ k )  (34) 
If the controls at 2 nodes satisfy the control constraints, a linear interpolation of them will 
also satisfy the control constraints.   
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Figure 13:  Linear interpolation of control between nodes 
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ALGORITHM 
For a general optimal control problem with undetermined final time, the following 
steps are required to find the solution: 
 
1. Guess values for 𝑡! and optimal control profiles at nodes: 𝑢!, 𝑢! through 
𝑢!. 




= g(τ , x,u1,u2,...,uN ,t f )  
 
from 𝜏!=0, 𝑥!=𝑥!! to 𝜏!=1 using a numerical integrator to obtain: 
 
 x f = x f (t f ,u1,u2,...,uN )  
 
3. Performance index and constraints become: 
  
J = φ(x f (t f ,u1,u2,...,uN ),t f ) := f (t f ,u1,u2,...,uN )
ψ (x f (t f ,u1,u2,...,uN ),t f ) = 0 := ci (t f ,u1,u2,...,uN ) = 0, i = 1,2,...,me
θ(x f (t f ,u1,u2,...,uN ),t f ) ≤ 0 := ci (t f ,u1,u2,...,uN ) = 0, i = me +1,...,m
 
 
where 𝑚! is the number of equality constraints, m is the total number of constraints. 
Define parameter vector as: 
 
 X = [t f ,u1,u2,...,uN ]
T  
 
thus, the optimal control problem will become: 
 






ci (X) = 0, i = 1,2,...me
ci (X) ≤ 0, i = me +1,...,m
 
 
This is a standard form of a nonlinear programming problem. As mentioned 




EXPLICIT RK INTEGRATOR 
A numerical integrator is needed to integrate the equations of motion. The most 
commonly used integrators are the series of Runge Kutta (RK) explicit integrators. 
Consider the system differential equations as: 
 
  x = f (t, x,u)  
 
Explicit means that all information necessary to compute f is known. Only fixed 
step integrators are considered. 
 
The RK integrator has the following form: 
 
 




f1 = f (ti , xi )
f j = f (ti + hα j , xi + h β jλ fλ
λ=1
j−1




p is the number of function evaluations to be used, c, 𝛼 and 𝛽 are constants to be 
determined. To determine the values of the constants, c, 𝛼 and 𝛽, we need to first 
specify p and assume h is small, then expand the RK assumption in a Taylor-Series (TS) 
and compare the RK expansion with the exact TS expansion.  
 








2 + ⋅⋅⋅  (36) 
where, 
 








  x(ti ) = ( ft )i + ( fx )i ( f )i  (39) 
 
For an nth order integrator, the RK TS matches the exact TS through terms of 




















 𝛽!" = 1 
𝜶𝟒 = 1 𝛽!" = 0 otherwise 




Groups of simulations are performed to see if the optimal control algorithm works 
well on a modern wind turbine system. As mentioned above, a simple assumption is 
made that the wind speed remains constant every 1 minute. Thus, the final time of all the 
simulations is chosen to be 60 seconds. 7 nodes are used within the interval and the 
numerical integration method is chosen as the 4th order explicit RK integrator. The 
control and state constraints are already defined in Table 1. As discussed in Chapter 3, 
maximize wind energy capture is the same as maximize the power coefficient, 𝐶!. Thus, 
we will define the performance index of this optimal control problem as Equation (40): 
 
                max J = Cp (λ(t),β(t))dtt0
t f∫  (40) 
 





















ω rotormin ≤ω rotor ≤ω rotormax
βrotormin ≤ βrotor ≤ βrotormax
0 < τ generator ≤ τmax
 (41) 
 
the integration step of the 4th order RK integrator is chosen to be: 
 
 Δτ = 1/ 60  (42) 
 
and there will be 10 integration steps within each interval. Then the general optimal 
control problem is converted to the form of a standard nonlinear programming problem 
and numerical methods are applied to find the solution.  
 
SIMULATION RESULTS 
Several groups of simulations are performed to evaluate the performance of the 
direct shooting method under different wind speed inputs. It is necessary to guess the 
optimal control profiles at nodes at the beginning of the simulation. Different initial 
guesses will lead to different solutions to the problem since the direct shooting method is 
a method to find the local minimum (or maximum) rather than the global minimum (or 
maximum). Seven nodes are used in the simulation and initial guesses of the rotor pitch 
angle, 𝛽 and the generator input torque, 𝜏 are vectors of length 7. In Figure 3, it is seen 
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that the power coefficient surface 𝐶! has many local minimums so a good initial guess 
of the controls is necessary for a satisfying solution. 
 
One way to get a good initial guess is to refer to Figure 3. Every time wind speed 
changes; the range of 𝜆 will also change. From Figure 3, we can roughly pick the 𝛽 
value, which generates a local maximum value of 𝐶!. The generator torque is roughly 
proportional to wind speed, so when wind speed grows bigger, a bigger initial guess of 
the generator torque is needed.  
 
Figure 14 through 28 shows optimal trajectories under different wind speed 
profiles. For convenience, different wind speeds are randomly picked for the simulations. 
Each simulation lasts for 60 seconds during which the wind speed is assumed to be 
constant. The performance of the system is evaluated based on the 𝐶! curve generated. 
 
The first group of simulations is performed under relative low wind speeds, which 
are 7, 10 and 12 m/s. When wind speed is relative small, according to Equation (10), the 
speed ratios 𝜆 is relative large. According to Figure 3, when 𝜆 falls into a proper range, 
the global maximum of 𝐶! is reachable; when 𝜆 is too large or too small, the 𝐶! can 
only reach a local maximum.  
 
Figure14 shows the plot of the power coefficient 𝐶! versus time for the first 
group of simulation. Figure 15 through 18 shows the corresponding plot of controls and 
states versus time. One can see that for all of these wind speed inputs, the pitch angle 𝛽 
stays at 0° and high local maximums of 𝐶! are reached, which are almost 0.5. From 
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Figure 14, one can also see that the 𝐶! curve quickly reaches a local maximum value 
and then stays there. This is the kind of performance we expect to see. 
 
Figure 16 shows the optimal generator input torque versus time. One can see that 
the generator input torque is roughly proportional to wind speed input. When wind speed 
increases, the optimal generator input torque also increases. The generator torque also 
reaches the steady state very quickly. 
 
Figure 17 and 18 show the plot of the rotor angular velocity and the 
corresponding speed ratio versus time. It is seen that, the rotor speed is always in a proper 
range and never violate the constraint. Combining Figure 15, 18 and Figure 3, it’s 
convenient to check if the optimal trajectory in Figure 14 is reasonable. 
 
The second group of simulations is performed under medium wind speed inputs, 
which are 15, 18, 20 and 22 m/s. When wind speed is 15 m/s, 𝜆 falls into an interval in 
which the local maximum value of 𝐶! is still close to 0.5. When wind speed increases 
from 18 to 22 m/s, the reachable local maximum of 𝐶! keeps decreasing. 
 
For a wind speed input of 15, 18 and 20 m/s, the steady state value of 𝛽 is 0°, 
which means that all theses local maximums of 𝐶! lie on the curve with a zero degree of 
pitch angle in Figure 3. When wind speed is 22 m/s, which is large enough and makes 𝜆 
fall into the left part of the horizontal axis in Figure 3. This time, a different pitch angle 
will generate the local maximum of 𝐶!. 
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Figure 21 shows the generator input torque for the second group of simulations. 
This time the generator input torque is not simply proportional to wind speed input. The 
input torque with a 20 m/s wind speed input is larger than that with a 22 m/s input. 
 
The third group of simulations is performed under relative high wind speed 
inputs, which are 25, 28, and 30 m/s. According to Equation (10), the speed ratio, 𝜆 will 
be small and fall into the left part of the horizontal axis in Figure 3. The corresponding 
global maximum value of 𝐶! is small. From Figure 24, it is seen that the 𝐶! values are 
very small under high wind speed inputs.  
 
In Figure 25, pitch angles take large values, which correspond to the left portion 
of the local maximums in Figure 3. In Figure 26, it is seen that when wind speed input is 
really large, the generator input torque will also have large values. 
 
After comparing all these groups of simulations, we can conclude that the direct 
shooting method performs well for the wind turbine operation. The optimal trajectory of 
𝐶! will quickly reach a local maximum value and then stay there. The controls are states 






Figure 14:  Plot of power coefficient vs. time using the direct shooting method with the 
first group of wind speed inputs. 
 
Figure 15:  Plot of rotor pitch angle vs. time using the direct shooting method with the 
first group of wind speed inputs. 
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Figure 16:  Plot of generator input torque vs. time using the direct shooting method with 
the first group of wind speed inputs. 
 
Figure 17:  Plot of rotor angular velocity vs. time using the direct shooting method with 
the first group of wind speed inputs. 
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Figure 18:  Plot of speed ratio vs. time using the direct shooting method with the first 
group of wind speed inputs. 
 
Figure 19:  Plot of power coefficient vs. time using the direct shooting method with the 
second group of wind speed inputs. 
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Figure 20:  Plot of rotor pitch angle vs. time using the direct shooting method with the 
second group of wind speed inputs. 
 
Figure 21:  Plot of generator input torque vs. time using the direct shooting method with 
the second group of wind speed inputs. 
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Figure 22:  Plot of rotor angular velocity vs. time using the direct shooting method with 
the second group of wind speed inputs. 
 
Figure 23:  Plot of speed ratio vs. time using the direct shooting method with the second 
group of wind speed inputs. 
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Figure 24:  Plot of power coefficient vs. time using the direct shooting method with the 
third group of wind speed inputs. 
 
Figure 25:  Plot of rotor pitch angle vs. time using the direct shooting method with the 
third group of wind speed inputs. 
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Figure 26:  Plot of generator input torque vs. time using the direct shooting method with 
the third group of wind speed inputs. 
 
Figure 27:  Plot of rotor angular velocity vs. time using the direct shooting method with 
the third group of wind speed inputs. 
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Figure28:  Plot of speed ratio vs. time using the direct shooting method with the third 













Chapter 6: Dynamic programming method 
Unlike the direct shooting method, the dynamic programming (DP) approach is 
another kind of numerical method, which finds the global optimal solution over a time 
horizon. For a given wind speed profile, the DP algorithm will help us to find the optimal 
trajectories of the input torque command and the rotor pitch angle which leads to the 
maximum wind energy capture. 
 
INTRODUCTION TO DYNAMIC PROGRAMMING 
Dynamic programming is a method for solving complex problems by breaking 
them down into simpler subproblems [22].  The key idea behind dynamic programming 
is quite simple. In general, to solve a given problem, one needs to solve different parts of 
the problem (subproblems), then combine the solutions of the subproblems to reach an 
overall solution. Often, many of these subproblems are really the same. The dynamic 
programming approach seeks to solve each subproblem only once, thus reducing the 
number of computations: once the solution to a given subproblem has been computed, it 
is stored or ‘memorized’: the next time the same solution is needed, it is simply looked 
up. This approach is especially useful when the number of repeating subproblems grows 
exponentially as a function of the size of the input. 
 
The formula of dynamic programming will differ for different problems, but the 
structure for the algorithm still remains the same. The following sections give a brief 
introduction to how to apply the DP algorithm to a modern wind turbine system. The 
main advantage of the DP algorithm over other numerical method is that a global optimal 
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Since the DP approach is a numerical method, which involves the discretization 
of time and states, the performance index should also be written into a discretized form. 
We choose a discretized time step to be one second within every minute. The states are 
also discretized. In traditional DP approach, control inputs are discretized, which are the 
generator input torque and the rotor pitch angle. However, compared to the generator 
torque, the rotor angular velocity, which is the control input, has a smaller range. Thus, 
discretize the rotor angular velocity and then back calculate the input torque command 
that leads to the desired angular velocity will reduce the iterations and make the DP 
algorithm more efficient. 
 
The discretization should satisfy all of the control and state constraints. When the 
time and state variables are well discretized, the performance index for the DP algorithm 
can be written into a discretized form: 
 




∑  (43) 
 
We use each discretized time step as a node at which the rotor angular speed and 
pitch angle are both discretized. k is the index of each node. We want to use the DP 
algorithm to find the optimal combinations of 𝜔 and 𝛽 at each node, which generates 
the maximum 𝐶! value, which leads to the maximum wind energy capture. 
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Functions 𝜔(𝑡) and 𝛽(𝑡) between nodes could be in a variety of forms. To 
make it simple, a linear interpolation is used. Combining the values of 𝜔(𝑡) and 𝛽(𝑡) 
at nodes, we have: 
 
 
ω (t) =ω k +
ω k −ω k−1
tk − tk−1
(t − tk−1)






while 𝜔(𝑡) is known, 𝜆(𝑡) can be derived from Equation (10). With 𝜆(𝑡) and 𝛽(𝑡) 
known, Equation (43) can be integrated numerically. The linearly variation of the pitch 
angle in the form of Equation (44) can be directly controlled. Combining Equation (44) 
and Equation (8), the generator torque that must be applied to generate a linearly 
changing rotor angular velocity has the form of Equation (45): 
 
 


















(ω k+1 −ω k )t −ω k
− J(ω k+1 −ω k ))
 (45) 
 
Figure 29 is an intuitional picture shows the states at nodes and the form of 
functions between nodes. Since linear interpolation is used for 𝜔(𝑡) and 𝛽 𝑡  between 
nodes, constraints are guaranteed to be satisfied for values between nodes. However, the 
generator input torque between nodes, which has the form of Equation (45), may not 
satisfy the constraint. The solution to this problem is to eliminate the torque profiles 
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between nodes whose maximum value is greater than the upper limit or whose minimum 
value is smaller than the lower limit of the generator input torque.  
 
The continuity of the functions are guaranteed by using the final conditions of the 
last interval as the initial conditions of the next interval, which can be expressed as: 
 
 
ω k−1,k (tk ) =ω k ,k+1(tk )
βk−1,k (tk ) = βk ,k+1(tk )
τ k−1,k (tk ) = τ k ,k+1(tk )
 (46) 
 
thus, the DP algorithm can be well applied. As mentioned above, we will run the DP 






Figure 29.  States discretization. 
SIMULATION RESULTS 
The DP analyzed the performance of various wind speed inputs and obtained a 
customized, optimal, solution for each case. For the reason of comparison, the same 
group of wind speed inputs for simulations of the direct shooting method is used. Figure 
30 through 44 show all of the simulation results. 
 
Figure 30 through 34 show the simulation results of the first group, whose wind 
speed inputs are relative low. According to Figure 30, it is seen that the 𝐶! curve always 
quickly reaches an optimal value and then stays there. Due to the character of the DP 
algorithm, one should expect that this optimal value is the best among all of the local 
optimums. When wind speed changes, the best local optimal value the system can reach 
differs. It is seen that when wind speed is 5 m/s, which is very low, the optimal 𝐶! value 
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the system can reach is about 0.4. When wind speed is 7, 10 and 12 m/s, the optimal 𝐶! 
value is very high, which is almost 0.5. 
 
Figure 32 and 34 show the rotor pitch angle and the speed ratio corresponding to 
the optimal power coefficient trajectories. It is seen that when wind speed input is 7, 10 
and 12 m/s, the rotor pitch angle, 𝛽 stays at 0° and the speed ratio 𝜆 stays at about 8. In 
Figure 3, it is seen that a combination of the above 𝛽 and 𝜆 values will generate a high 
𝐶! value, which is almost 0.5. When wind speed is too small, like 5 m/s, 𝜆 will fall into 
the right part of the horizontal axis in Figure 3. At this time, a 0° of pitch angle won’t 
generate the best local optimal 𝐶! so 𝛽 becomes about 1.5° in Figure 32. Combining 
Figures 30, 32, 34 and Figure 3, one can see that the optimal trajectories generated by the 
DP algorithm are reasonable. Figure 31 show the plot of the generator input torque versus 
time. It is seen that as wind speed increases, the generator torque will also increase.  
 
Figure 35 through 39 show the simulation results of the second group, whose 
wind speed inputs are medium. From Figure 35, it is seen that as wind speed increase, the 
optimal 𝐶! value will decrease. In Figure 37, 𝛽 stays at 0° for all of the 4 wind speed 
inputs, which means all of the optimal 𝐶! values lie on the curve of 𝛽 = 0 in Figure 3. 
Figure 36 shows the generator input torque corresponding to the optimal trajectories. It is 
also seen that the generator input torque increases as wind speed increases. 
 
Figure 40 through 44 show the simulation results of the third group. In Figure 42, 
it is seen that when wind speed is large enough, for example, over 28 m/s, a 15° of the 
rotor pitch angle will generate the optimal 𝐶! value. In Figure 3, it is seen that when 
wind speed is large enough, 𝜆 will fall into the very left part of the horizontal axis and a 
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25° of 𝛽 will generate a local optimum of 𝐶!. Since the upper limit of 𝛽 is 15° in the 
simulation, 15° will be used instead of 25°. Figure 41 shows the plot of the generator 
input torque versus time corresponding to the third group of simulations. It is seen that 
the generator input torque with a 25 m/s wind speed input is greater than that with a 28 
m/s wind speed input.  
 
All of the conclusions drawn from the simulation results using the DP method 




Figure 30:  Plot of power coefficient vs. time using the DP method with the first group 
of wind speed inputs. 
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Figure 31:  Plot of generator input torque vs. time using the DP method with the first 
group of wind speed inputs. 
 
Figure 32:  Plot of rotor pitch angle vs. time using the DP method with the first group of 
wind speed inputs. 
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Figure 33:  Plot of rotor angular velocity vs. time using the DP method with the first 
group of wind speed inputs. 
 




Figure 35:  Plot of power coefficient vs. time using the DP method with the second 
group of wind speed inputs. 
 
Figure 36:  Plot of generator input torque vs. time using the DP method with the second 
group of wind speed inputs. 
 57 
 
Figure 37:  Plot of rotor pitch angle vs. time using the DP method with the second group 
of wind speed inputs. 
 
Figure 38:  Plot of rotor angular velocity vs. time using the DP method with the second 
group of wind speed inputs. 
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Figure 39:  Plot of speed ratio vs. time using the DP method with the second group of 
wind speed inputs. 
 
Figure 40:  Plot of power coefficient vs. time using the DP method with the third group 
of wind speed inputs. 
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Figure 41:  Plot of generator input torque vs. time using the DP method with the third 
group of wind speed inputs. 
 
Figure 42:  Plot of rotor pitch angle vs. time using the DP method with the third group 
of wind speed inputs. 
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Figure 43:  Plot of rotor angular velocity vs. time using the DP method with the third 
group of wind speed inputs. 
 
Figure 44:  Plot of speed ration vs. time using the DP method with the third group of 
wind speed inputs 
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Chapter 7: Comparison of control methods 
 
COMPARISON BETWEEN DIRECT SHOOTING AND DP 
Frist of all, a comparison between the direct shooting method and the dynamic 
programming (DP) method is considered. As mentioned in Chapter 5, the optimal 
solution generated by the direct shooting method is greatly affected by the initial guesses 
of the control profiles. Back to all of the simulation results generated under different 
wind speed inputs in Chapter 5, the group of simulations with a 15 m/s wind speed input 
is relative satisfying and will be used to compare to the simulation result generated by the 
DP algorithm also with the same wind speed input. 
 
Figure 45 through 49 show the comparison plots of the different control methods 
with the same wind speed of 15 m/s. Figure 45 shows the comparison plot of the power 
coefficient versus time. From the plot, it is seen that the 𝐶! curves generated by these 
two different methods reach the same steady state value. The only difference is that the 
𝐶! curve generated by the DP method reaches the steady state value more quickly than 
the curve generated by the direct shooting method. This may be cause by that smaller 
integration steps are used in the DP method than the direct shooting method. 
 
Figure 46 through 49 show the corresponding comparison plots of control and 
states versus time. Generally, all of the controls and states generated by theses two 
different methods reach the same steady state value and the DP method has a quicker 
response than the direct shooting method. 
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Figure 50 through 54 shows another group of comparison plot using a wind speed 
input of 25 m/s, which is relative high. This time, it is seen that the performance of the 
DP method is much better than the direct shooting method. By comparing all of the plots 
of the controls and states, one can see that the main difference is the optimal pitch angle 
trajectory. As mentioned in Chapter 5, since the numerical method used behind direct 
shooting method for finding the optimal solution is nonlinear programming algorithm, a 
local optimal solution will be found rather than the global optimal solution. On the other 
hand, for dynamic programming, a global optimal solution will be found. In this case, the 
global optimal solution found by DP method is better than the local optimal solution 
found by the direct shooting method. If one expect to use the direct shooting method to 
find a global optimal solution, several groups of different initial guesses on the control 
profiles can be applied and the global optimal solution is chosen as the one with the best 
performance among them. 
 
However, the direct shooting method has its own advantage over the dynamic 
programming method. In dynamic programming algorithm, as more controls are 
involved, more loops need to be calculated. If one wants to get more accuracy by using a 
smaller discretization step length, the iterations within every loop will increase. Each of 
the above cases will increase the running time of the DP algorithm. In direct shooting 
method, since a high efficiency nonlinear programming method is used instead of loops, 
it usually takes less running time than the dynamic programming algorithm. Remember 
that only 7 nodes are used in the simulations using the direct shooting method. The 




Figure 45:  Plot of power coefficient vs. time using the DP and the direct shooting 
method with a wind speed input of 15 m/s. 
 
Figure 46:  Plot of rotor pitch angle vs. time using the DP and the direct shooting 
method with a wind speed input of 15 m/s. 
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Figure 47:  Plot of generator input torque vs. time using the DP and the direct shooting 
method with a wind speed input of 15 m/s. 
 
Figure 48:  Plot of rotor angular velocity vs. time using the DP and the direct shooting 
method with a wind speed input of 15 m/s. 
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Figure 49:  Plot of speed ratio vs. time using the DP and the direct shooting method with 
a wind speed input of 15 m/s. 
 
Figure 50:  Plot of power coefficient vs. time using the DP and the direct shooting 
method with a wind speed input of 25 m/s. 
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Figure 51:  Plot of rotor pitch angle vs. time using the DP and the direct shooting 
method with a wind speed input of 25 m/s. 
 
Figure 52:  Plot of generator input torque vs. time using the DP and the direct shooting 
method with a wind speed input of 25 m/s. 
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Figure 53:  Plot of rotor angular velocity vs. time using the DP and the direct shooting 
method with a wind speed input of 25 m/s. 
 
Figure 54:  Plot of speed ratio vs. time using the DP and the direct shooting method with 
a wind speed input of 25 m/s. 
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COMPARISON BETWEEN MODIFIED FEEDBACK AND DP 
As mentioned in Chapter 4, the modified feedback control method with control 
and states constraints and a predictive controller helping to find the local maximum of the 
power coefficient curve has a really good performance. The performance is very close to 
the performance of DP. Figure 55 and 56 show the comparison plots of the power 
coefficient versus time using DP and modified feedback control method. The first group 
of simulation lasts for 180 seconds and wind speed inputs are relative low, which are 6, 7 
and 8 m/s for the 3 intervals. The second group of simulation lasts for 240 seconds and 
the wind speed inputs are relative high, which are 19, 20, 21 and 22 m/s.  
 
Figure 55 shows the simulation result using the first group of wind speed inputs.  
From the plot, it is seen that as wind speed increases, the steady state value of 𝐶! will 
also increase. The 𝐶! curve generated by the DP method will reach the steady state 
much quicker at the beginning of the first interval and a little bit quicker at the beginning 
of the following intervals than the modified feedback control method.  
 
Figure 56 shows the simulation result using the second group of wind speed 
inputs. From the plot, it is seen that as wind speed increases, the steady state value of 𝐶! 
will decrease. However, the same conclusion can be drawn as from Figure 55. 
 
In conclusion, the performance of the modified feedback control is very close to 
that of the DP method. At the beginning of the first interval, the advantage of the DP 
method is obvious, while at the beginning of the following intervals, the DP method still 
has little advantage. 
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Figure 55:  Plot of power coefficient vs. time using the DP and the direct shooting 
method with the first group of wind speed input. 
 
Figure 56:  Plot of power coefficient vs. time using the DP and the direct shooting 
method with the first group of wind speed input. 
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CONCLUSION 
Three control algorithms, namely the modified feedback control, direct shooting 
method and dynamic programming approach, were developed and compared in order to 
maximize the wind turbine aerodynamic coefficient, thus the wind energy capture. 
 
The advantage of the modified feedback control method is that it is very easy to 
apply. The algorithm is very simple and when the predictive controller is added, the 
performance is a lot better than the traditional constrained feed back control. The only 
disadvantage of this method is that the upper limit of the constraint on the generator input 
torque is highly difficult to apply. When the wind speed input is extremely high, the 
generator input torque may be too large and out of control.  
 
The direct shooting method has a better performance and the running time is short 
compared to the DP method. The upper limit on the generator input torque constraint can 
be well applied. The disadvantage of the direct shooting method is that proper initial 
guesses on control profiles are necessary for generating a good solution. Sometimes when 
the initial guesses are not proper, the solution may not be very satisfying and one may 
need to try groups of different initial guesses and choose the best solution among them.  
 
The DP method has the best performance among all of the 3 methods in quickly 
reaching the steady state and maximizing the power coefficient value. The constraint on 
the upper limit of the generator input torque can be well applied. The main disadvantage 
of the DP method is that many loops and iterations are included, which makes a longer 
running time compared to the feedback control and the direct shooting method. Although 
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some iterations or loops can be eliminated that makes the algorithm more efficient, 
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