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Multiple reflections from a horizontally layered 
earth generally exhibit excessive moveout over primary 
reflections when viewed in a CDP sorted display. This 
moveout hyperbolically increases with distance from the 
source. Generally, this coherent noise component can be 
sufficiently attenuated by stacking the traces belonging 
to the CDP family according to an estimated velocity distri­
bution. For some cases, due to the high energy of multiples, 
a more complete separation of the signal and noise is needed. 
One way of doing this is by solving the proper Wiener-Hopf 
equations in the frequency domain at different frequencies, 
then the time domain presentation may be calculated by means 
of the discrete Fourier transform. The problem of unprecise 
knowledge about signal and noise moveouts can also be over­
come by introducing the probability densities in occurrence 
of the events.
A new .multichannel filter has been developed which 
applied the signal-noise separation before the NMO cor­
rection instead of after the NMO correction as is currently 
done. This filter requires a time - space domain discrete 
moveout expression for both primary and multiple events.
The new method utilizes the above mentioned conditions 
in conjunction with the solution of M equations in M un­
knowns, using the Wiener-Levinson algorithm.
iii
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In the solutions, some unpredictable difficulties 
may arise due to either the precision of computation 
necessary to avoid numerical instabilities or the restric­
tive hypotheses upon which the theory is founded. These 
problems are satisfactorily overcome by inserting ’’white 
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First, some major aspects regarding seismic filter­
ing in general will be briefly discussed. In geophysical 
data processing, the elimination of unfavorable external 
disturbances on recorded seismic data are of primary 
concern because of the fact that undesirably distorted 
signal or the appearance of unrealistic features generally 
cause erroneous interpretation of the section. The process 
of extracting the desired signal, which had been somehow 
altered and distorted by undesired noise from the whole 
seismic record, constitutes the essence of seismic filtering.
The effect of seismic noise has been felt in a variety 
of ways since the first data was recorded and a great deal 
of work has been done for its elimination. As a result of 
these extensive studies, a number of methods have been 
developed and satisfactorily applied to many problems. 
Depending upon the type of noise (coherent or random), 
and how it effects the signal, the required treatment for 
an acceptable signal-noise separation differs from case- 
to-case. This is due to the fact that a single filter 
cannot be designed to separate all types of noise from the 
signal. Regardless of how this separation is done, pre­
serving the desired signal component during the process 
without distorting it is as important as eliminating the 
noise effect. There are some cases, however, in which an
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objectionable deformation of the signal by the filter is 
inevitable. For many seismic problems that involve random 
(incoherent) noise elements, a simple filter performs 
the signal-noise separation just as well as a complex one, 
yet needs much less computation time. This is a very 
important consideration in seismic processing. In the 
succeeding chapter some basic methods of designing these 
kinds of filters will be briefly mentioned.
In exploration geophysics, detection of possible 
hydrocarbon reservoirs has become more difficult than 
ever. One of the main obstacles is the presence of coherent 
noise on the data. In such cases, to single out any of the 
coherent arrivals, much more sophisticated filtering methods 
are needed. Multiple reflections (to be discussed later) 
contribute the biggest portion of coherent noise and create 
one of the most perplexing burdens in seismic data processing. 
These reflections are so intimately entwined with the other 
events that often times even their detection becomes almost 
impossible. Application of conventional procedures to this 
particular problem usually yields either an insignificant 
improvement in signal to noise ratio, or does more harm 
than good. Fortunately, there are some exploitable character­
istics of multiple reflections that have long been recognized 
and can be used for the purpose of their cancellation.
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In papers by R.J. Watson (1969), W.A. Schneider 
(1969), J.N. Gallbraith (1967), D. Michon (1970), Cassano 
and Rocca (1972), and K. Koehler (1979), new techniques 
are introduced which make use of some distinguishable features 
created by reflections (i.e. repetition of a particular 
event, and difference in normal moveout curves of a 
primary event and an intruding multiple event).
Schneider, in his method, has exploited the normal 
moveout differences between a multiple event of a shallow 
reflector, and a primary event of a deeper reflector, which 
gave the most successful result of all the new techniques.
By obtaining a -20 db suppression of the multiples, he 
proved that this is in fact the most exploitable character­
istic. In this thesis work, it will be demonstrated that 
it is possible to filter out multi-reflections before 
normal moveout correction has been applied to the data, 
and the exploitation of differential normal moveout will 
yield even better results than the results obtained by 
former methods. The application of the filter before the 
NMO correction extends the filtering process one step 
further than any previous procedure. The technique has 
been designed by means of the Wiener multichannel 
filtering, hence, it makes use of relationships of the 
reflections present on every trace and is applied in the 
frequency domain.
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Furthermore, the method has the flexibility in 
operation such that it preserves events which arrive within 
certain step-out windows while rejecting events which 
arrive in other step-out windows. These windows can be 
specified by the user. In the succeeding chapters, the 
theoretical concept behind this work and the computational 
procedure will be discussed along with application of the 
filter to several synthetic models.
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FREQUENCY FILTERING 
A seismic source generates a vibration of a band 
of frequencies and the transmitted energy propagates 
through the earth as a seismic wave of these frequencies. 
However, because of severe attenuation in the ground, 
only a narrow range of frequencies ( 10 - 100 Hertz) 
conveys the seismic information we look for (see Figure 1). 
Frequencies outside this range will commonly clutter up 
the detected energy with extraneous noises. These noises 
originate from the wind shaking trees and shrubs, trucks, 
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Figure 1 Approximate limits for the various portions of 
the seismic spectrum. (After Robinson 1967)
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A large portion of this particular noise can be eliminated 
by removing those frequencies that do not penetrate into 
the earth. The filter which removed these unwanted 
frequencies is designed in the frequency domain after 
evaluating the amplitude spectrum of the noise contaminated 
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Figure 2 Amplitude response of some commonly used
frequency filters; -1) Low pass, 2) High pass, 
3) Band pass and, 4) Band reject filters.
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Once the filter has been defined, its’ application 
to the data is performed in the time domain by means of 
convolut ion.
Seismic trace = signal + noise
g(t) = s(t) + n(t) 1
g(t) --  Forward Fourier Transform -- ► G(f) 2
Amp = | G( f ) | = £g ( f) G* ( f )J ̂  3
A suitable filter "H(f)M can be determined from 
the amplitudes |G(f)| vs. frequency plot, then the filter­
ing operation in the frequency domain can be performed as 
a scalar multiplication of the data with the filter co­
efficients .
G(f) = G(f) H(f) 4
Where
G(f) -- filtered output
then ,
g(t) +—  Inverse Fourier Transform --  G(f). 5
Or in the time domain
h(t) *  Inverse Fourier Transform --  H(f) 6
and,
g(t) = g(t) * h(t) 7
Here (*) denotes convolution operation.
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K-DOMAIN (SPATIAL FREQUENCY, WAVENUMBER) DOMAIN 
Some noise components, such as surface waves, can 
b e .attentuated in the wavenumber domain by a properly 
designed field detector pattern with the basic concept 
that waves traveling obliquely to the surface will be 
reinforced, while those traveling horizontally will be 
attenuated. For better understanding of how this opera­
tion is accomplished, consider a (2N + 1) element linear 
array (Figure 3). The corresponding upcoming plane wave- 
front will be detected successively at each detector with 
a constant time delay (step-out) a and given as,
The total amplitude response of the whole array can be 
shown to be a function of;
1) the number of sensors (M).
2) temporal frequency of the signals (f) 
or the spatial frequency (k).
3) the array spacing AX
a = AX SinG/ = AX/y 8
N
a(x) = Z 6(x-n Ax) 9
n=-N
then
a(x) Forward Fourier Transform  *A(k ) 10X
A(k ) v x '
Sin (2N + 1)irAXk v ' x 11aSimfAXkx
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or since k = I
Sin (2N + l)TTf











I n c i d e n t -  P l a n e  W a v e
Figure 3 Linear array to detect wavefront with apparent 
velocity V, and selectivity angle 0.
For analytical derivation see Schneider 1977, (also see
Fail and Layotte 1970).
With a property designed array of 5 seismometers,
it is possible to suppress the amplitude of surface wave
effect as much as 12db down from the main lobe to the
first side lobe (see Figure 4).
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Even though frequency and the wavenumber filtering 
methods give fairly good results for many problems, 
neither one is capable of yielding an acceptable product 
for those cases where high velocity noise occupies the same 
frequency band as the signal does, and yet, falls inside 
the field detector array cut-off limits. Fortunately, this 
problem can be solved by exploiting the apparent velocity 
differences between the two events. The mathematical back­
ground to velocity filtering has been adequately treated 
in (F-K) frequency-wavenumber domain by Embree, et al 
(1963), Fail and Grau (1963) and Wiggins (1966). It is 
readily observed that P-waves with apparent velocities 
greater than a suitably chosen velocity (v -accept) will 
be passed, while every event with an apparent velocity less 
than that will be severely rejected (Figure 5).
There are several other relatively move complex means 
that include;
Correlation Filters: To be used only if the waveform
is known.
Deconvolution Filters: The process of undoing the effects
of another filter (mainly earth). 
Optimum Weiner Filters: (To be discussed later).
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Discussion of these methods is outside the scope of 
this thesis, except the Optimum Wiener filter since it 
is the basis used for this work.
a c c e p t
Figure 5 Idealized distribution of signal and noise 
components in the (f-k) domain.
Filters can be designed and applied in either the 
time or frequency domain. Frequency domain manipulation 
of the filtering process is usually easier than that of 
the time domain, hence, some other methods of noise 
cancellation also make use of this representation.
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LEAST SQUARE CRITERION IN 
PREDICTION AND ESTIMATION OF TIME SERIES
The theory of least square estimation has been one 
of the most successful and useful mathematical procedures 
which has been applied in many areas of physical science. 
In the first half of the 19th century, Gauss was the first 
to use the criterion in his efforts to determine the or­
bital characteristics of some cellestial bodies. Almost 
a century later, with the ever-increasing importance of 
communication and information theory, least square estima­
tion gained more attention. A Kolmogoroff (1941), and 
N. Wiener (1942) reformulated and reintroduced the least 
squares problem for the estimation and prediction of 
stochastic processes. The many present-day theories and 
applications of the related topic are to a large measure 
the outgrowth of Wiener’s original work.
Wiener, in his study, used two very basic operational 
procedures;
1) Predicting the future shape of a time series




or purifying a recorded time iseries
which has been in some way distorted or altered
by the effect of some undesired energy.
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The former operation does not in general give a precise 
continuation of the time series, however, the prediction 
today is widely being used to anticipate the future 
fluctuations of many social and economic events as well 
as changes in climate and astronomical measurements.
Wiener carried his analytical manipulations in the 
continuous (analog) time domain which involved high- 
level mathematics. Therefore, it was very difficult to 
comprehend for many engineering and other practical 
applications.
A short time after Wiener's work appeared, Norman 
Levinson adopted the case for a single channel discrete­
time model. Even though Levinson's study was an approxima­
tion to, and simplification of Wiener's original work, the 
underlying assumptions were still of vital importance and 
must be satisfied or at least partially fulfilled.
These assumptions can be briefly stated as;
1) The time series, representing the input and
the desired output, are stationary so that their
statistical characteristics do not drastically
change in time. 
Unwanted energy has zero correlation with the
signal.
The system used for signal-noise separation
is linear and time invariant.
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The last supposition indicates that the prediction is 
assumed to be a linear operation on the available information 
It also fundamentally depends on the hypothesis that regular­
ities which have occurred in the past are very likely to 
occur in the future (i.e. stationary assumption). Even 
this, in fact, cannot be proven. Wiener accepted it as a 
postulate.
Application of the criterion to real life has created 
many unsurmountable problems due to these assumptions and 
therefore, various criticisms have been directed to them.
But in most cases Wiener’s theory and method to recapture 
the signal, immersed in noise, has yielded very successful 
and satisfactory results.
In geophysical data processing, filtering out noise 
elements from seismic data is more of a concern than is 
the predicting the future continuation of seismic events, 
therefore the filtering process has been widely used to 
solve a variety of seismic noise problems. Nevertheless, 
excellent explanations of both subjects can be found in a 
large variety of textbooks.
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Multichannel Application of 
(Least Mean Square) Error Criterion
For many geophysical data processing applications, 
an acceptable signal to noise ratio requires more complex 
processing systems than Levinson's wide-spread, success­
fully used single channel model. Especially in the last 
several decades, fast advancement in digital computation 
has upgraded the results and lessened the required computa­
tion time enormously. Enders Robinson (1964) and Sven 
Treitel (1970) utilized the Least Square Criterion to 
multichannel filtering systems in seismic data processing. 
The essence of this system is based upon the exploitation 
of the trace-to-trace redundancies that occur on the seis- 
mogram. The whole body of this thesis is concerned with 
the development of an Optimum Multichannel Wiener filter 
for application to a specific seismic problem. Before 
getting into the course of this special case, let's briefly 
examine the analytical derivation of the concept.
Consider now the case of a linear system that has 
(M) input channels and one output channel (Figure 6).
When this system is excited by a different time series 
applied to each channel, it will give a single output 
sequence representing the signal carried in one of the 
input traces or some other desired output. Hence, it is 
necessary to run the process (M) consequent times in order 
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Let us assume that an input time series representing 
the combination of signal and noise is given as a weighted 
sample train.
00
gi(t) = si(t) + ni(t) = I g;? 6 (t - j At) 12
j =-»
where s^(t), ni(t) are signal and noise components respec­
tively. Here, 6(t-jAt) denotes a shifted unit sample 
sequence and we will adopt Oppenheim’s (1975) definition 
for this sequence as the sequence with values
0 j f O
6(jAt) = y
1 j=o
and, he states that ”it is important to recognize that g^(t) 
is only defined for integer values of j”.
In the same way, each sampled filter sequence can . 
be represented as an impulse train.
00
h^(t) = I h^SCt - jAt) 14j=_o° 1
The filter is applied in the time domain by means 
of convolution, therefore,
g ± (t) = g.(t) * h.(t) 15
then,
M M
§ (t) = I g.(t) = I g(t) * h . (t) 16-1 i=i 1 i=l 1 1
where the channel being the final output from the opera­
tion is designated (1).
M
g-.(t) = I (s (t) + n . (t)) * h.(t) 17
1 i=l 1 1 1
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The error between the desired output, and the actual 
output for this channel is given as
e1(t) = d1(t) - g1(t). 18
Henceforth, every distribution (generalized function) is
to be considered to be of the form:
00
e^( t) = A t ^  ei(nAt)6(t-nAt)
n=-°o
The error sequence shows the dissimilarity of the two 
compared series and its energy is equivalent to the 
energy difference of those series. This energy which we 
wish to minimize is expressed by simply squaring the 
amplitude of each sample.
Ij(t) = e2(t) 19
Il(t)' = [d l(t) " 6l(t)l 2 20
r M - 12Ix(t) = [ d ^ t )  - ei ct)J ̂  21
r M ^2 22I x( t) = [d^t) - Z (s.(t) + n.(t)) * h i (t ) J
The desired output for any group of M channels is
defined as the signal "s(t)" carried in that channel of 
the group; i.e.,
d^(t) = s1(t). 23
Replacing d^(t) with s^(t) in eq. 22 yields,
r “  1Il(t) = (si(t) + ni(t)) * hi(t)J. 24
18a
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Time domain manipulation of minimizing the error energy 
has been adequately treated in many papers, notable, 
Treitel (1970) and Robinson (1967). The frequency domain 
counterpart of this analytical treatment will be developed 
in the next chapter, as an application to the seismic case 
of interest.
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FREQUENCY DOMAIN MULTICHANNEL FILTER DESIGN 
FOR CANCELLATION OF MULTIPLE REFLECTIONS
______ BEFORE NORMAL MOVEOUT CORRECTION_____
Throughout the history of seismic processing, multiple 
reflections have been one of the most perplexing problems 
that geophysicists have had to face. This important 
source of noise was carefully studied and discussed from 
late 1940's to early 1950's in a number of interesting 
papers by Johnson (1948), Ellsworth (1948), Ittner (1949), 
Van Melle (1952) and many others. Especially after the 
1960's , our understanding of multiple reflection has 
greatly increased by using velocity logs and computer 
created synthetic seismograms. Multiple reflections are 
in fact a type of coherent noise. Due to this fact, con­
ventional filtering techniques, which were mentioned at 
the beginning, were usually inadequate to separate them 
from primary reflections. Starting in 1964 with Watson, 
Schneider, et al (1964), Michor, et al (1970), Cassano 
and Rocca (1972), and Koehler, et al (1976), have developed 
different techniques which exploit the sole characteristics 
of multiple reverberations for their cancellation. In 
application, all these methods gave fairly good results, 
especially Schneider's optimum horizontal stacking. 
Schneider suppressed multiple events as much as -20db 
down, and also allowed for some uncertainty in picking 
up arrival times of events. However, all except Watson's
TV2363 22
, primary multiple reflection coefficient relating method 
require some kind of normal moveout correction after which 
primaries were brought up in phase while multiples still 
stayed off phase. This NMO correction also displayed a 
good exploitable characteristic which, in turn, yielded 
a partial attenuation of unwanted multiples with con- 
vential summation. Figure 7 shows some common seismic 
propagation paths that generate multiple reflections.
In the succeeding section, a short notation about 





Figure 7 Possible ray paths that cause multiple reflections, 
short period multiple (1), long period multiples 
(2), (3), and simple multiple with primary (4), (5).
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Short Overview Of Time-Distance Relation 
Of Seismic Ray Paths For 
_______ Horizontally-Layered Medium______
From an exploration geophysics point of view, only 
the upper part of earth's crust is of interest. During 
the geological ages, this portion of the earth’s body 
has undergone a great deal of deformation and, as a 
result, has a rather complex geometry. Fortunately, for 
many practical objectives, this shape can be approximated 
to a relatively simple model. Mathematical and physical 
analysis of seismic wave propagation is also made possible 
by that approximation. One of the most plausible earth 
models is called a ’’layered cake model”, in which the 
boundaries are taken to be planar surfaces. Even for 
some short source-detector patterns, more complex 
geometry can be fitted into this model.
Density and interval velocity differences of each 
layer create an accoustic impedance contrast at geological 
boundaries which, in turn, cause seismic waves to be 
reflected from and/or transmitted to the next layer.
The magnitude of this reflection is solely dependent on 
this accoustic impedance also called reflectivity function,
or reflection coefficient. For normal incidence the reflec
"t htion coefficient for the interface between the i and
s t •(i+1) layers is given as,
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V.±1p.±1 - V.p.R = 1+11+1 1 1  9E-i V.,-p..- + V.p. 25l+l l+l iHi
where, p^ and are the density and the interval velocity
j.
of the i layer. (Figure 8).
layer 2
Depth
Figure 8 Multi-layered horizontal earth model.
For a single-layered model, arrival times of the reflections 
are related to the shot-detector distance by the equation
t2(x) = t2C0) ♦ (f)2. 26
Here, the velocity of this layer is assumed to be constant 
and t(0)indicates the two-way travel time of the wave for 




Figure 9 A simple single layer earth model with its 
hyperbolic (t-x) trajectory. (After May 
and Straley, 1979)
earth, the amplitude and the direction of the propagation 
velocity abruptly changes; therefore, the velocity function 
in eq. 26 is not applicable for non-zero offset ray paths. 
Dix (1955), showed this effect, as the replacement of 
interval velocity by its mean square value, so that;
V ♦ V 27rms
and,
28
The root mean square value of the velocity for the
"t hi layer can be formulated as;
V rms 29
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where, and At^are the interval velocity in and the«*fc htravel time through the i layer respectively. (See also
Shah and Levin 1973).
Now, as the next step, consider a two-layered model
as a special case of multi-layered earth. We can examine
the attribute of primary and multiple reflections
(Figure 10). For the treatment of our problem, let us
assume this tentative model has the following properties:
1) Multiple reflections are created by
seismic energy trapped in the first
layer. This layer is 'Z ' thick and
has ’V ' interval velocity; m
S-R
z,v.
Figure 10 Ray paths in a two flat layered earth, 
multiple reflections occurring in the 
first layer.
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2) The primary event which is disturbed by
the multiples coming from the bottom of
the second layer having 'Z^' thickness, and 
fV ' interval velocity;
3) Reflections are detected with a linear 
array of N seismometers planted on the 
surface, and having "X" distance spacing 
from the shot point.
Furthermore, we suppose that each layer is individually 
homogeneous, hence its interval velocity remains un­
changed. This model can easily be extended to a more 
than two layers.
With these assumptions, we can now rewrite eq. 26 
for three different events occurring in the model as, 
the primary arrivals of the first layer;
30
the multiple occurring in this layer
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and, the primary from the second layer,
where, t cu;, t (,-u; ana t (.u; are zero onset arrival p ’ m v y P
32
times of first primary, the multiple, and the primary 
of second event respectively.
Throughout the context of this work the seismic case 
given in Figures 10 and 11 will be considered, so here­
after the analytical development is referred to this 
case.
Since our primary goal is to eliminate the inter­
ference of multiples on the second primary event, we can 
choose a window of interest such that it covers only these 
two events and, we can disregard the first primary reflec­
tion. Thus, for convenience, we can also drop superscripts.
From Figure 10, zero offset travel times for the two 




V being, the average velocity for the two layers, and
can be calculated as
T-2363
L a y e r
La y e  r
2t
•*
P r i m a r y
Figure 11 A typical, hypothetical seismic section con­
taining primary and multiple events shown in 
Figure 10. On the time axis, subscripts 
indicate offset and superscripts indicate 
which layer the reflection is coming from.
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Please note that for the first layer the average velocity
(Dix 1955). Overall, eq. 36 and eq. 37 on the rectangular 
cartesien coordinate system represent two hyperbolas of 
different eccentricity. This difference in geophysics 
is known as differential NMO which in fact is the most 
exploitable characteristic for the separation of the 
two events.
When the ground is shook by some kind of pulse 
generator known as the source, the reflected pulses will 
be picked at different times, and at different loca­
tions, according to eqs. 36 and 37. Therefore, between the
is the same as V but for the primary event V mustrms J rms
be calculated with the equation;
38
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time of pulse put into the gound and the reflections 
detected, there exists a time gap during which the energy 
travels and expands. This expansion causes the amplitude 
to decrease in three different ways;
1) transmission loss (at the boundaries),
2) spherical spreading, and
3) absorption of the earth
(see Schneider, 1977). Spherical spreading is directly 
related to the travel path of the wave and its effect 
on the amplitude is of primary importance. Hiltermann 
(1979) gave the relationship with a geometrical optics 
solution to the Kirchhoff’s scaler wave theory for plane 
boundary reflectors (see Figure 12). Then the response 
p(x) of the earth to the source pulse f(x) will be a 
micrified and a time delayed picture of the original 
pulse.
f(t - T ) f(t - T )
P(t) = ----g - 2 -  = v T ° 39
o o
where
Tq = is the time delay (two way travel time)
R0 = the length of the travel path
and






m r . *
* V- 
-
f ( t ) SeismogramSource pulse
P (t )
t=T
Figure 12 Two-way time contours associated with the 
solid angle whose derivative with respect 
to time is the wavefront sweep velocity (top), 
and a typical source pulse with its recorded 
seismogram (bottom). (after Hiltermann, 1974).
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Digital Representation 
of the Time-Distance Relationship
In the preceding section we utilized the time- 
distance relationship in the continuous time domain 
On the other hand, today’s seismic recording instruments 
operate in discrete fashion and -detect upcoming signals 
at every integer multiple of a given time interval known 
as sampling interval. Therefore, a sampled (recorded) 
seismic trace can be regarded as a discrete single channel 
time series, while an assemblage of two or more such 
traces constitutes an example of a discrete multichannel 
time series.
One sampled value per time increment is needed to 
describe a single channel that would be a chain of weighted 
unit impulses. It is obvious that as the time increment 
gets smaller, the discrete display of a continuous function 
would get closer to the original. (See Figure 13).
In equation 39, if the pulse put into the ground is 
a unit impulse 6(t) instead of f(t), the earth’s response 
will also be a unit impulse of some magnitude and shifted 
in time.
CO





Figure 13 A typical sampled continuous function, with 
the sampling interval At.





6 (t ) 6(t - T) 2 R 42
10
|1/2R
t- 0 t = T
The amount of time delay in the occurrence of the responses 
for primary and multiple events and for any offset distance 
can be calculated by using eqs. 36 and 37. A space-time 
dependent seismic trace for the 2-layer model (1st primary 
omitted) of interest will be a composition of two spikes:
g(t) = s(t) + n(t) 43
signal component
s(t) = | 6(t - tp(x)) 44
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and the multiple noise component
n(t) = i 6(t - tm(x)) 45
g(t)=| 6(t - tp(x)) + I 6(t - tm(x)) 46
where a, 3 are magnitude factors for signal and multiples 
respectively which are given as,
In the above equation, X is used to symbolize the source 
detector spacing for a trace.
Actually, the unit impulse response of a seismic 
system is extremely difficult to define correctly. The 
seismic trace contains a collection of many spikes of 
miscellaneous magnitude, most of which are due to external 
disturbances mentioned earlier. In general, these spikes 
are so intimately entwined that to single out one of them 
is almost impossible. However, many different methods 
have been developed to recover a considerable amount.
The next section will be devoted solely to the 
derivation of the new method that would make use of 
information present on more than one trace, which in turn 
yields the best obtainable result.
2 47
(2 M Z ) v m'
2 48
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CALCULATION OF THE FILTER COEFFICIENTS 
After all the preliminary introductions, the next 
step is to solve the basic problem in the Wiener theory 
of signal enhancement which is to determine the numerical 
values of the operator coefficients (hQ , ....hn , . .)
of the filter in the frequency domain.
In Chapter 2, the error power or (mean square error) 
between the desired output, and the actual filter output 
for the channel (1) was shown to be expressed as,
Ij_ = e^( t ) 48
and,
I1 = [d l^t  ̂ “ g l^t ')] 2 49
Parseval’s theory states the relationship between the
amplitude of a function (in the time domain) and its 
Fourier domain counterpart as,
00 _ oof g (t) dt = /  IG(f)12 df 50
— 00 -.0 0
(Bracewell 1976). Since the error power of the resultant 
sequence is the squared value of the series, we can easily 
apply the above condition to the eq. 49.
00 00 f e (t) dt = J |E(f)| df 51
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Thus, minimizing the error power will be the same 
as minimizing its' frequency domain representative. The 
value inside the right-hand side integrand is the pro­
duct of the Fourier transform of the error sequence and 
its' complex conjugate.





d l(t) ~  ZL X! gk(T)hk(t ” 'Oje“J27rft 54
t=-T k=l i=°°
The second summation in the above equation is the con­
volution summation, because the filter is applied in the
time domain and its' Fourier transform is the multiplication 
of the Fourier transforms of the functions that are being 
convolved.
x M x
E l(f) = Z d1(t >e~J2llft " Z  Z gk(t)hk (t)e"J2lTft 55
t - T  k=1 t= -T
The recorded seismic trace represents the convolution 
of source generated pulse or pulse train (wavelet) with 
reflection coefficients representing the primary and 
other events (i.e. coherent or incoherent noise). Thus, 
we can re-express "g^(t)M the trace as,
I e1(t) - j2Trft 53
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g1(t) = w(t)*(rg(t) + r*(t)) 56
where, w(t) shows the source generated wavelet, rg(t) 
and r̂ (t.) are the signal and the noise spike sequences 
respectively and finally (*) indicates the convolution 
operation. Mainly, we desire to single out those spikes 
that delineate the wanted signal,
d^t) -------:--------►r^(t ) 57
which allows us to recreate the trace. Inserting this 
last equation and eq. 56 into 55 yields,
T M \
E1(f) w (t)*[rs(t)+rn^t)]*hk(t)]l e“^27Tft 58
t=-T k=l
as ,
If each function in the above equation transforms
k.,x Forward Fourier Transform 0 cqrg(t) -------------------------- ►Sj^Cf)
k,, x Forward Fourier Transform XT rn(t) ------  -̂--:--------^Nk^f^
h (t) Forward Fourier Transform^  ̂ q i
k k
and,
w (t) F°rwarc* Fourier Transform^ w(f) 62
t hwe can reform the error sequence for the 1 channel 
in the f-domain, as
M
E1(f) = Sjd?) - Y ,  »(f)[sk(f) + Nk(f)]Hk(f) 63
k=l
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The complex conjugate of eq. 63 is given by
M




E*(f) = S*(f) ~Y W*(f)[sk(‘f) + N*(f)] H*(f). 65
k=l
All we have to do now is to multiple eqs. 6 3 and 6 5.
M
lE^f)!2 = (SjCf) -Xlw(f)[sk(f) + Nk(f)]Hk(f)j 
' k=l ’ '
S*(f) ~Y W*(f)[s*(f) + N*(f)]H*(f)j 66
i=l
M






! [ ( ■
k=l i=l
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The second assumption which we adopted earlier from 
Wiener’s theory, permits us to omit those terms that 
involve the multiplication of signal (S(f)) and the noise 
(N(f)), because they are uncorrelated, so we end up with,
M M
lEl(f)!2=]T ^ ( s k(f)S*(f)+Nk(f)N*(f)) W(f)W*('f)Hk(f)H*(f)
k=l i=l
M M
- & i (f)Sk(f>W(f)Hk(f) " Z  S1(f)S*(f)Wtf)H*(f)
'k=l i=l
+ S1(f)S*(f). 68
This is the final form of root mean square error repre­
sented in the frequency domain and we wish to minimize it 
We know that in the classical mathematical analysis, 
the variable which makes a given function minimum can be 
determined by setting the first derivative of the function 
with respect to the variable equal to zero. This means 
that when
3|E (f)|
 ----— = 0  693Hk (f) U by
is realized for every k and f, the Hk(f) values obtained
from this are the desired filter coefficients. They must
be thought of as complex numbers
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where , j =^-1,
70
and the partial derivative operator is
9H (f) u







- - 39Hu(f) 3H^0(f)  ̂ 9H*m(f)
72
here, u is the free index that is replaced by both k and 
i for the model. Then,






-J z z W2(f)(sk(f)S*(f) + Nk(f)N*(f)) (jH*(f) - JHk(f))
k=l i=l
M M
^  W(f)S*(f)Sk(f) + W*(f)S1(f)S*(f) > = 0 73
k=l i=l
After cancelling out similar terms of opposite sign, 
we reach 
M
Y, (sk(f)S*(f) + Nk(f)N*(f)) w2(f )H*(f) = Sk(f)S*(f)
i=l
k = 1, ,M 74
Equation 7 4 is the array filter design equation for the 
enhancement of the signal at the channel number 1. Further­
more, it represents a linear matrix equation with (M) 
unknowns to be determined by solving (M) simultaneous 
equations.
Being more specific about this equation, we see
that the first and the second terms inside the parenthesis
on the left side are signal and noise cross power spectra
between the k̂ *1 and î *1 channels respectively. This
spectra can be obtained by either cross correlating the
traces in the time domain first then transferring into
the frequency domain, or multiplying the Fourier transform
of the first term with the complex conjugate of the second
Sterm's Fourier transform. Let, symbolize the cross
Npower spectral density of signal in channels k, i, and 




Then the equation 73 will be:
77
M X M M X I M X 1
The first matrix is the cross power spectral density 
matrix of the whole section; the second matrix carries 
the complex conjugate of filter coefficients; and finally 
on the right-hand side, there is the cross power spectral 
density matrix of the signal in channel (1) with signal 
on other channels.
It must be emphasized that the noise component of 
seismic data consists of two different parts; a coherent 
noise component c^(t) representing multiple energy on 
channel (i), and a random noise component u^(t) which is 
uncorrelated between different channels. Therefore the 
contribution of random noise component is zero for non­
diagonal elements of the cross power spectral density 
(CPSD) matrix, whereas the diagonal noise elements consist 
of the multiple, and the random noise autopower spectra,
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This random noise component is often times named 
"white noise" and has a wide range of frequencies .
£
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Correction of Imperfect Alignments 
By Using Probability Density Function (PDF)
Very commonly, a buried stratum or an intruding body 
inside the layers from which recordings are taken and 
variation in the thickness of the weathering layer causes 
a considerable amount of time shift of reflected seismic 
energy. This shift results in a difference between 
the arrival times calculated using equations 36 and 37 
and the actual arrival times. This difference effects 
the merit of the filtered output (Figure 14).
L.V.W.
Figure 14 Typical geological structure that causes static 
errors on seismic records. V.-average velocity 
of the intruding body, LVW-low velocity weather­
ing layer, and V -velocity in this weathering 
layer.
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Rationalization of this unfavorable imperfect align­
ment (static problem) can be realized by introducing and 
embedding a probability density function PDF into the 
computational procedure. Application of the PDF allows 
reflections to arrive within a given time window "box 
car", rather than a single time value. In other words, 
if a reflected impulse is detected sometime within the 
window it should be treated as if it arrived exactly at 
the calculated time. (Schneider (1964), Galbraith (1966)). 
In some instances an erroneous velocity creates a CDP gather 
that has a different NMO curve than its actual trend.
This velocity difference can be within an expected range. 
Therefore, instead of having a single normal moveout curve 
we have an expanding fan in the (t-x) space in which 
imperfectly aligned arrival times will likely fall. If 
the amount of this time difference is less than what is 
expected for any channel, it will be covered by the fan 









Figure 15 Imperfect alignment of arrival times with 
those calculated for given parameters.
That is, a signal (primary or multiple) may arrive along 
any one of a family of curves which start at the same 
point on channel 1 and fall within the fan in such a way 
that curves do not overlap, as illustrated in Figure 16.
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Figure 16 Example of signal and noise (multiple) 
time regions for different channels.
The relative values of t-, t*?, and t1? are arbitrary.J J
Later we will specify some different configurations for 
the particular problems under consideration.
The size of the time window changes from trace-to- 
trace depending on shot receiver distance, also the 
accepted error tolerance in the velocity effects this 
aperature.
For example, consider the jth trace in Figure 16, and
let’s suppose that the adopted "vrms" velocity used for the
primary event is allowed to be off by ”p(error)" percent.
Thus, the event is expected to arrive sometime between
t?-AtP and t^+At? seconds, where;
J J J J
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t? - is the arrival time associated with non-J
erroneous velocity
and,
At? - is the allowed time difference due to error.1PThis, At time difference can be calculated by the equa- 1
t ion ;
At? = t? - l / t p(o) Y v ) 79
rms err/
and,
3 - V tP<°> <■
cV = V I 79aerr rms V 100 J
The actual arrival time for any channel is considered
to be a random and independent variable which is governed
by the probability density function p(a •) which is defined1
as,
/
PW >  “  <
r>)rr if lot . 1̂  At .2At j 1 j 1' j
80
(J) if I a . I > At .J 3
j = 1,2,....M
The parameter otj , in the above equation, represents the 
time misalignment between the actual arrival time and the 
(expected) calculated arrival time t? of the event. The 
equation 81 in fact defines a box car, centered at t? 
that has the amplitude of P(a^) and (2At .) width; hence
J J
it covers the unit area underneath. The probability of 
the signal arriving within this gate is the same, hence 
its expected value will be;
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uv
E [SjC.)] = y r s.(t-aj)p(aj)d,j . 81
—  00
The essence of this filtering process is based upon cross­
correlation calculated between the traces. Then the signal 
cross-correlation between channels i and j would be;
By using the eq. 81, the expectation value of the signal 
can be expressed as,
T 00 00
= h J  J J P(̂ 1)P(^)Si(t)SJ(t+T + a.-aj)daidajdt
—  T  — 00 — 00
or
00 oo
E L<ffj(T )] =  J  I P(<*-i>P(a j>*ij(T + “i-Oj)d0lid“j 82b
—  00 — 00
The signal cross-power density then can be obtained by 
taking the Fourier transform of the above equation.
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Recalling that convolution in the time domain cor­
responds to multiplication in the frequency domain, the 
signal cross power spectral density will be,
„ * Sin(2nfAt?) Sin(2irfAt?)
$T.(f) = S.(f)S.(f) ---------    *2- 83
«  1 J 2trf At? 2irf At?
J- 3
The last two terms of the above equation are the Fourier 
transformed values of these windows. (See Figure 17).
t t.+At. t
2At 2 At
Figure 17 A box-car function, centered at t=t . , and 
its Fourier domain representative. ^
. A, v Fourier Transform Sin(27TfAt.) OA
DX+ (t -At..) ---  ► v j 84
V j . I n j? * J.j 2-rrf At
The noise contribution to the CPSDM (cross power 
spectral density matrix) elements may be derived in a 
similar fashion; however, a somewhat different interpreta­
tion of the probability densities is required. In the 
case of signal, the probability density function is 
determined such that the associated time gate will cover
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the random fluctuations of the signal arrival only but, 
for the multiple noise component, the probability densities 
must incorporate the expected range of multiple residual 
moveout in the time window of interest, as well as static 
fluctuations to be expected.
Hence, if we represent the multiple probability density 
in channel j, as P (3), such that,
/





for j = 1,.....  M
0 if 3 > t”?
\
where
At* |= |t*- V(t*Co))2 + ( v ^ - ) 2 I 86
J J > m err/
and,
v = v /mCerror)) g?
err mV 100 /
Where (m(error)) shows the expected percentage error 
in the velocity of the first layer that generates multiple 
reflections. We can now express the noise cross power 
spectral density as,
$. .(’f) = N.(f)N.(f) -o *-7+ ---—  0 ^  88i v  y iv J 3 2irfAt. 27rf At .
Sin(27rfAt^) Sin(2TrfAtj)
~ T At 
1 3
i  f  3
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With all the above conditions, the array filter design 
equation (eq. 73) can be rewritten more explicitly by 
inserting the analytical expression of each term. The 
primary reflection spike sequence is in the form of,
and,
where,
rp(t); = 6(t - tP(x ) ) 89
r (t) -------- .---- — * S(f) 90
S(f) = e J2lTftP(x) ̂ 9i
The final form of signal cross power spectrum becomes;
o -j2irf (tP(x)-t?(x) ) f Sin(2TrfAt?) Sin(27rfAtP)
*®k(f) = e ' k 1 1---- — — 1--------- p - I 92
\ 2irfAtV 2nfAt,
The multiple reflection can be treated the same way as,
rn(t) = 8(t - tn(x)) 93
and,
rn(t) — -------    N(f) 94
where,
N(f) = e-J27rftI1V )  95
which yields the final form of the noise power spectrum 
as;
-j27rf (t£(x)-tP(x) ) / Sin(27TfAtP) ,SinC2irf At“)
* l k Cf) = e I —  H  - - :- - 5- - -  I 961K \^2TifAt" 2nlAt"
Then, the array filter equation finally becomes;
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-j27rf(t£(x)-t^(x)) / Sin(2 f h t K ) Sin(2 fAtf)
i=l
_ _ /sin(2nf At1?) Sin(2iTf Atf) 0 *
- — L .  •» <*>»;<»
_ -J2irf (t^(x)-t^(x) ) | Sln(27Tf Atk> | Vf(f ) 97
\2,fAtP '
k=l......,M
This completely specifies the matrix equation which we 
gave with eq. 76.
A computer program has been created to solve the 
above equation which yields the complex conjugate of the 
filter coefficients that are in the frequency domain. 
These coefficients are applied to the input data as,
gi(t) = s±(t) + ni(t) 98
g ± (t) ---------------* G.(f) 99
M
Ga(f) = £  Gi(f)Hi(f) 100
i~l
where G^(f) is the Fourier transform of the actual output 
from the operation that is the best result of the system 
under the above considerations.
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The Wavelet
A bandpass wavelet called an Ormsby wavelet was 
selected to be the wavelet model in this investigation.
The Ormsby wavelet is a zero phase wavelet which has a 
trapezoidal amplitude spectrum.
Forthis work, the model wavelet was obtained with 
a computer program written by Neal Fausset, a graduate
student at Colorado School of Mines.
The wavelet is specified by the following parameters;
1) The temporal sampling rate; t = 1.0 m sec.
2) The time window for the wavelet (i.e. starting
and ending time values); -20. msec, to
20.0 msec.
3) The four corner frequencies of the input 
trapezoidal amplitude spectrum of the wave­
let; 40-60-120-140 Hz.
Given the parameters specified above an Ormsby wavelet 
was produce4 and its time and frequency domain representa­
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b. Amplitude spectrum of the wavelet
Figure 18 Ramped Oimsby wavelet which is used in the




Finally, from the theoretical background of the 
concept and the results of experimental applications, 
we can conclude that a severe cancellation of coherent 
noise (multiples) can be achieved prior to normal moveout 
correction, by using filter coefficients calculated from 
proper Wiener-Hopf equations, and it yields far better 
results than conventional stacking of the traces.
For designing the appropriate optimum multichannel 
filter it is essential to have a prior knowledge about;
1) the statistical characteristics of moveout 
curves, representing primary, and multiple 
reflections, and
2) approximate velocity functions and the 
thickness of layers from which reflections 
are coming.
Furthermore, the precision in estimating the velocit 
of these events effects the merit of the result of opera­
tion. Nevertheless, this effect can be controlled by 
inserting the probability densities associated with time- 
space relationship of the reflections.
APPENDIX A 
APPLICATIONS OF THE FILTER
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APPLICATION OF THE FILTER 
TO SYNTHETIC MODELS
This section will examine the performance of the 
new filter as it is applied to several synthetically 
created seismic sections. Six different models have 
been provided, all of which are two flat layers on 
a half space. The model in each case, except the first 
two, consists of a primary reflection coming from the 
bottom of the second layer, and the multiple inter­
ference occurring in the first layer. These events have 
different orientations, depending upon the physical 
properties assigned to each particular model.
In some models, velocity estimation of the primary 
and/or multiple events are given with some amount of 
error in order to see the capability of the filter in 
picking up the events and separating them for imperfect 
alignments of the moveout curves. Two of the models 
(Model 2 and Model 5) involve cases in which no error 
or an insignificant amount of error has been made in 
the velocity estimation. The last model, Model 6, 
is a study of how the filter operates when it is fed 
with data that contain three different moveout curves 
for each event. Also the calculated filter impulse 
responses for three cases are displayed.
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Even though, in the exploration seismology, problems 
related to multiple and primary reflections display 
larger scale time-distance relation due to much thicker 
sequences and relatively bigger array spacing than 
the models show in this investigation, the normal moveout 
curves representing the models have reasonably realistic 
features (see Model 5). The filters only exploit the 
relative time shift between traces, therefore the ab­
solute travel time is unimportant.
In this study, problems examined are similar to 
those that are encountered in seismic data processing 
for oil exploration. The application of the designed 
filter shows that the method can be remedy to these 
problems.
Due to the computer storage size limitations and 
to the length of required computation time, the number 
of traces for each model is set at 12 traces of 100 milli­
second length. For these models, the operations require 
about 35 kilocore seconds including FFT (fast Fourier 
transform) and less than 3 minutes CPU (central processing 
unit) time when it is executed on DEC-1091 compiler. How­
ever, the (process) program can be optimized by cutting 
out some of the arrays that serve only display purposes.
T-2363 61
First Test Case Model 1 
The main purpose of filtering process is to attenu­
ate any form of unwanted energy components, namely noise, 
while passing the desired energy, signal, component un­
changed. The efficiency of a filter essentially depends 
on the magnitude of suppression in the amplitude of the 
noise events; the larger the suppression, the more effective 
the filter is. In this first test case, the ability of the 
new method in noise suppression will be examined. The 
input data to the system contains only the multiple event 
of the first layer of the two layered earth model. It 
is assumed that the multiple moveout is approximately 
known. Figure 19a shows the input data which was created 
by using parameters given with Table 1.
On the output (Figure 19b) it is observed that the 
noise attenuation is extremely high and no trace of noise 
has been passed. The amount of average decrease in the 
amplitude of multiples is numerically;
(N ) out = .0022 ~ „
(N)in .32 ’ *
which shows that the amplitude has been suppressed by
as much as 1/143 times its original size. This result
illustrates that the new filter is very efficient for
multiple noise attenuations.
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The impulse response of the filter that gives the 
above result is given in Figures 20 through 25. Please 
note the periodicity of the filter coefficients for each 
channel. This is due to the fact that the fast Fourier 
transform algorithm yields a periodic function in time when 
its frequency domain counterpart is sampled with a constant 
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Figure 19 Input data containing only multiple event at 
the top (a) and the filtered output from the 
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Figure 20 Filter impulse response for Model 1, for
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Figure 21 Filter impulse response for Model 1, for

































Figure 22 Filter impulse response for Model 1, for









































Figure 23 Filter impulse response for Model 1, for
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Figure 24 Filter impulse response for Model 1, for
channel #9 (top) and for channel #10(bottom).
T-2363
TRACE NUMBERS











w  50.  -4
60
90
Figure 25 Filter impulse response for Model 1, for
channel #11 (top) and for channel #12 (bottom).
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Second Test Case Model 2
One of the major concerns involving any filtering 
operation is the behaviour of the filter due to some 
.restrictions put on input parameters. The purpose of this 
test case is to see if the new filter (FFPNMO) creates 
any undesired effect on the preserved signal provided 
that signal and noise do not have exactly known moveouts 
(i.e. there is some uncertainty in velocities of both 
events imposed). This undesired effect generally is in 
the form of an amplitude distortion of the wavelet or a 
phase shift or both. The effectiveness of a filter in 
signal-noise separation mainly depends on these two 
conditions; the less the distortion or shift, the better 
the filter. In some cases these effects become so in­
tolerable that the unfiltered data is a better seismogram 
than filtered case.
Input data for Model 2 contains only the primary 
event of the second layer which will be preserved. We 
assume that the wave propagation velocity used for this 
event is estimated as much as ±20 percent off the actual 
value, while the velocity of the multiple event has an 
error range of ±10 percent. Although multiple reflections 
are not shown on the section, they were included in the 
computation procedure. The above restriction on the 
primary event indicates that its moveout curve might fall 
within the range of a fan whose upper and lower limits are
T-2363
dependent on error percentage. Figure 2 6 shows three 
possible orientations of the primary event. The input 
parameters for this model are given with Table 2.
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Figure 26 Possible orientations of the primary move- 
out curve, when the velocity is erronously 
estimated.
Input impulse response of the primary reflections and
the expected range of their arrival times for each channel
are shown in Figure 27a and b respectively.
Input seismic section and the filtered output are shown
in Figure 28 a and b, respectively. On the output it is
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observed the primary event has passed completely with an 
insignificant and uniform decrease in the amplitude and 
almost no phase distortion on the wavelet.
(.S)out _ . 315 = _o i db 
(S )in .320 aD-
The second test case proves that performance of the filter
is not very much effected even by a large scale error in
velocity estimation which is very likely to occur in most
seismic processing systems.
The time domain representation of the calculated 
filter coefficients for each1 channel is shown separately. 
Since the operation is based on multichannel input and 
one channel output, there are (M=12) twelve sets of filter 
impulse responses, each of which yield one output (see 
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Figure 27 Impulse response of the input data top (a), and
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Figure 28 (a) Input data to the operation (top) and
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Figure 29 Impulse response of the filter for Model 2,
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Figure 30 Impulse response of the filter for Model 2,
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Figure 31 Impulse response of the filter for Model 2,
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Figure 32 Impulse response of the filter for Model 2,
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Figure 33 Impulse response of the filter for Model 2,
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Figure 34 Impulse response of the filter for Model 2,
yielding channel # 1 1  at the top and channel # 1 2
at the bottom.
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Third Test Case Model 3
Generally, seismic filtering problems involve cases 
in which both the primary and the multiple events appear 
in the same window of seismic section to be processed.
The satisfactory signal-noise separation for such cases 
requires the filter to perform the two major functions 
explained in the first and the second test cases (i.e. 
to eliminate the noise component without distorting the 
signal). In some instances where the signal and noise are 
more intimately entwined, these two matters gain even 
more importance. In this model, it will be demonstrated 
that the attenuation of the noise event while passing 
the primary event with no significant distortion can be 
achieved by the new filtering method.
The input data contains both events in such a way 
that they criss-cross each other at the middle of the 
section. Input data is shown in Figure 3 5a and Figure 36b 
as the impulse response and its convolved form with the 
wavelet respectively. Orientations of the events are 
expected to change with a ±5 percent error in velocities 
and these expected ranges for each channel are given 
with Figure 35b. Furthermore, the input parameters (given 
with Table 3) are selected such that the average time 
difference (6At^) between the two arrivals is less than the 
central period of the Ormsby wavelet used in the convolution
T-2363 34
The corner frequencies of the wavelet are 40. (J), 
-60. 4» —120. (j)-140 cj) Hertz, and its center period and
The result of the filter process is displayed on 
Figure 36b , and it is clearly observed that the new 
filter is capable of attenuating the multiple event 
severely without generating any objectionable distortion 
on the preserved primary event. The amount of suppression 
of the noise amplitude is;
The filter, on the other hand, reduces the amplitude of 
the preserved event uniformly and by an insignificant 
amount.
Overall the total degree of signal-to-noise ratio im­
provement is;
wfrequency are T -11 msec and fc =90 Hertz respectively.
The average time difference for the data is about
6At=7 millisec.
6At < Tw c
(N)out 
(N) in = .013 = -37 db (down).
= .99 = -.04 db (down).(S)in '
37 db
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The calculated filter impulse response for this 
operation is shown in Figure 37 through Figure 42. Each 
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Figure 35 (a) Impulse response of the input data for
Model 3 (top), and (b) The expected range of
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Figure 36 (a) Unfiltered input data to the system (top),



































1 2 3 4 5 6 7 8 9 10 11 12
60.  4
70.  4  
80.  -|  
90.  4
Figure 37 Filter impulse response of Model 3 for output











































Figure 38 Filter impulse response of Model 3 for output







































Figure 39 Filter impulse response of Model 3 for output


































Figure 40 Filter impulse response of Model 3 for output








































Figure 41 Filter impulse response for Model 3 for output


































Figure 42 Filter impulse response for Model 3 for output
channel #11 (top) and for output channel #12
(bottom).
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Fourth Test Case Model 4 
This model may be a representative of those structures 
where the second layer has much greater thickness (more than 
eight times) than the thickness of the layer above it.
Also, due to the small average velocity difference of these 
layers, all the multiple arrival's appear before those of 
the primary event. A synthetic model, representing such 
cases, is created by using the parameters in Table 4 
and is displayed in Figure 44a. An error of ±10 percent 
in the primary event velocity and ±5 percent in the multiple 
event velocity has been imposed on the calculation, and 
the expected range of arrival times for both events under 
these estimations are shown in Figure 43.
OFFSET IN FEET








Figure 43 Expected orientations of the moveout curves 
due to erroneousvelocity estimation.
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The section b of the Figure 45 shows the aperature of 
the time gates of the arrivals accordingly with the 
estimated error.
The effectiveness of the filter in discriminating 
against the multiple events is illustrated in Figure 44b.
As is observed, the primary event has been passed completely 
and the multiple noise component is severely attenuated.
The amount of decrease in the amplitude of the multiple 
event is;
(N)out .0030 , . An _ ,, , , N(N) in = ~32—  ^imes = “40-5 db (down)
while there is only,
4| ^  = -.09 db (S)in
uniform reduction on the amplitude of the primary event. 
Therefore, the total signal-to-noise ratio improvement 
is,
(§ )out
  = 40.4 db.
(f)in
This amount indicates that the filter is particularly 
effective when the two events are not very close to each 
other (i.e. when (6At) the average time difference between 
the two events is greater than the center period of the 
Ormsby wavelet used in the convolution). It is also ob­
served that the amount of phase change is almost none, there­













average velocity of the 
first layer
average thickness of the 
first layer
average velocity of the 
second layer
average thickness of the 
second layer
length of the window to be 




expected error percentage in 
primary event (velocity)
expected error percentage in 
multiple event (velocity)
number of reverberations 
of multiple reflection





















































Figure 44 (a) Unfiltered input data representing Model 4












































Figure 45 (a) Impulse response of the input data (top),
and (b) The expected time gates for each
channel (bottom).
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Fifth Test Case Model 5
Often times seismic data contain primary and multiple 
reflections in such a way that the zero offset arrival time 
for a primary reflection coincides with that of a multiple 
reflection occurring in the overlaying layer. Such 
cases display very distinctive differential normal moveout 
curves of these events. Exploiting this differential 
moveout again yields the best possible separation of the 
noise component from the signal. Model 5 demonstrates the 
performance of the new technique for such a case.
To illustrate the high performance of the new filter 
a synthetic seismic section representing such a case has 
been created by using the parameters given in Table 5 
and is shown in Figure 46 a. It is assumed that for this 
model both events have almost exactly known moveouts 
(i.e. there has been made only ±1.<J> percent error in the 
velocity estimation for both events). After this data was 
fed into the system the resulting filtered output which 
is shown in Figure 46b is obtained. From this output it 
is observed that elimination of the multiple reflections 
is severe and total while the primary reflection has been 
preserved with an only insignificant amount of reduction 
in the amplitude and no phase effect. Some numerical 
values for understanding the degree of noise elimination 
are given below.
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(S)out .3185 n . ,, x •(g)in = 32Q - = -.04db (down) is primary.
(N)out _ .0030 = -40.4 db (down)is multiple.
(N)in .032
The total improvement in signal-to-noise ratio is,
(j|) out
—  = 4Q,3 db.
(|) in
The thickness of the layers representing the synthe­
tic models of this study might seem to be unrealistic. 
However, the same configuration and the shape of the NMO
curves created in these examples can be obtained by using
different parameters which have more real like values.
For example, consider a two flat reflectors at the 
depths of Z^=853 feet and Z2=2157 feet (measured from the 
surface). If these two layers have the interval velocities 
of V^=5068 feet/sec and V2=7256 feet/sec respectively, 
this model can be a representative of a marine section.
The seismic record of this section obtained with 
12 geophone groups of AX=150 feet interval will display 
the following characteristics:
tj=700 msec, zero offset arrival of the primary 
of the second reflector,
t^^=748 msec, the largest offset arrival of the 
same event.
t^=700 msec, zero offset arrival of the multiple 
of the first layer,
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m **t^2=^72 msec, the largest offset arrival of the 
same event.
As we can see this record displays exactly the same 
moveouts with 700 msec, time delayed version of Model 5.
Thus, we can say that the models used in these 











average velocity of the 
first layer
average thickness of the 
first layer
average velocity of the 
second layer
average thickness of the 
second layer
length of the window to be 




expected error percentage in 
primary event (velocity)
expected error percentage in 
multiple event (velocity)
number of reverberations 
that created multiples






















































Figure 46 (a) Unfiltered input data of Model 5 (top),
and (b) The filtered output from the operation
(bottom).
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Sixth Test Case Model 6
This last example is the test case to examine how 
the filter acts on events which are not represented by 
only one moveout curve but represented by several curves 
with the same zero offset arrival time and different 
moveouts. Being more explicit, for this case, the input 
data contains three different normal moveout curves for 
each event (see Figure 47a). These curves can be inter­
preted as follows;
a) the curve which has the least moveout 
represents the case when the actual velocity 
of the event is more than what was expected,
b) the center curve represents the moveout 
for the exact (true) velocity, and 
finally,
c) the curve with the greatest moveout 
represents the case when the actual 
velocity of the event is less than what 
was expected.
The similar interpretation can be done for previously 
discussed examples. Table 6 shows the input parameters 
which were used to create this model. Input velocity 
values for both primary and multiple reflections, V , Vm ,
respectively, represent the center moveouts whereas the
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the calculated erroneous velocities (by using error per­
centages ±10 percent for both) represent the upper and 
lower moveout curves for both events. The impulse response 
of the input data is also given in Figure 47b.
After the filter has operated on this input data the 
filtered section which is given in Figure 48 was obtained.
The output illustrates that the filter has passed only 
the primary event that represents the event with the given 
velocity "V ". This is, the filter was given a number of 
events with different moveout curves and the guessed velocity 
of the primary and the multiple reflection along with 
their expected error range. The filter screened this whole 
section and found the event which coincides exactly with 
the deferred primary event and preserved this event while 
attenuating others. The filtered output shows this pre­
served primary and shows no remnants of other events. The 
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Figure 47 (a) Unfiltered input data containing three
moveout curves for each event (top), and











































Figure 48 (a) Impulse response of the input data (top), and
(b) The time gates covering arrival times
for each channel (bottom).
APPENDIX B
USERS HANDBOOK FOR PROGRAM
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The purpose of the User’s Handbook is to acquaint 
the reader with- the procedures involved in executing the 
programs used in this investigation.
The user should be informed of the precise form 
for input parameters, data to be processed, and the basic 
commands used in running the program. All programs, including 
the plotting routine, were written in Fortran for use 
with theDEC system-1091 compiler,
Program FFPNMO.FOR.
Program FFPNMO is the main part of the processing 
routine, and prior to its execution the user must provide 
the following files;
1. Input data file "FORI,DAT", tbat contains the 
necessary parameters for calculation. The 
list of these parameters is;
a. number of reverberations that 
cause the noise Can integer! 
b~; thickness of the first layer (.ft)
c. average velocity in this layer 
(ft/sec)
d. thickness of the second layer 
(ft)
e. average velocity in this layer 
(ft/sec)
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f. temporal sampling rate of the 
data (ft)
g. array spacing of geophones (ft)
h. number of channels (traces) to 
be processed
i. time length of the window in which 
the data is to be filtered
j. a real number used for amplifica­
tion (< 1. 4>) 
k. expected error percentage for 
primaries
1. expected error percentage for 
multiples
m. flags that indicate whether the user 
provides the data (IFLAG=1) or the 
program should create a model with the 
given parameters (.IFLAG=<f>) and the 
second flag indicates the user will 
supply a wavelet for convolving both 
unfiltered and the filtered sections 
whether or not (IFLAG=1,̂ ) respectively 
n. format statement which the unfiltered 
input data will be read in (used only 
if IFLAG=1)
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o. format statement to read the wave­
let coefficients (used only if 
IFLAG=1)
An example of such a data file for a two layer model and 





















2. Optional input wavelet data file ’’WAVLET’’
which contains the coefficients of the
wavelet having the same sampling rate
as the section to be filtered. This
file was created by executing the program
’’WAVE.FOR" after some modifications of
the original version were made to accomodate
the data for this investigation.
The following illustrates the interaction involved
in the execution of WAVLET.FOR





WHAT IS THE SAMPLE RATE IN MSEC?
(THIS NUMBER MUST BE AN INTEGER♦)
1
WHAT IS THE START TIME IN MSEC?
-*30.
WHAT IS THE END TIME IN MSEC?
30.
INPUT THE FOUR CORNER FREQUENCIES IN HZ.
40♦f60 .f120.t140.
WHAT IS THE AMPLITUDE OF F3?
(THIS NUMBER MUST BE REAL.)
1.0
THE OUTPUT IS IN FILE F0R02.DAT♦
STOP
End of Execution
CPU Time: 0.23 Elapsed time: 31.35 
EXIT
T—2363 1 1 6
The two numbers appearing below "INPUT THE FOUR 
CORNER FREQUENCIES IN HZ" are the minimum and the maximum 
frequencies found in the computed Ormsby wavelet.
3. Input data file which holds the seismic 
section to be filtered. This data is 
input to the program with a user specified 
format statement and must have the name 
"DATAIN.DAT".
This file is also optional and, if the user wishes, 
the program can create a tentative model if given the 
necessary parameters.
Aside from the above three files, the program needs 
two other external routines for necessary transformation 
and complex matrix equation solutions.
These are,
a. FURYE.FOR, a program that performs N 
dimensional fast Fourier transform 
and makes use of the COOLEY-TUKEY 
algorithm, and
b. "LEQTIC" is a (IMSLO library sub­
routine to solve NXN complex matrix 
equation.
Having created the above data files and utilizing 
the two external routines, all the user needs is to 
issue the command
T-2363
.EX FFPNMO.FOR, FURYE.FOR, LBY:IMSL/LIB.
During the execution of FFPNMO.FOR and its associated 
programs, the created output is stored in three different 
files in the following order:
1. 'RSWC.D A T t h i s  contained filtered 
section,
2. 'DSWC.DAT’ contains unfiltered data 
with corresponding time values (for 
plotting purposes),
3. ’FILTR.DAT', filter impulse response.
These files can be input to the program DSPLY.FOR to obtain 
the corresponding plots. The user may also wish to use 
them for input to another program.
Restrictions of the Program 
The program FFPNMO.FOR can process any size of data 
up to 100 msec at 1 msec sample rate long and 12 channels 
wide. For a larger size seismic section the dimensions 
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Figure 50 Flow disigrcini of "the segment 1.
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Call FOURT
Figure 51 Flow diagram of the segment 2.

















Figure 52 Fiow diagram of the segment 3.
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S T E P 3 • . S O L V E S  T H E  M A I N  E Q U A T I O N  T H A T  I N V O L V E S
P O W E R ' S P E C T R A L  D E N S I T Y  M A T R I C E S .
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O F  F I L T E R  C O E F F I C I E N T S .
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C THE NECESSARY DATA ARE READ IN VIA THIS SUERJUiIKE
C ~ND ALSO SOME P R E L I M I N A R Y  CALCULATIONS ARE M A D E  HERE -TOO.
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