Abstract-The study of fuzzy time series has increasingly attracted much attention due to its salient capabilities of tackling vague and incomplete data. A variety of forecasting models have devoted to improving forecasting accuracy, however, the issue of partitioning intervals has rarely been investigated. Recently, we proposed a novel deterministic forecasting model to eliminate the major overhead of determining the k-order issue in high-order models. This paper presents a continued work with focusing on handling the interval partitioning issue by applying the fuzzy c-means technology, which can take the distribution of data points into account and produce unequal-sized intervals. In addition, the forecasting model is extended to allow process two-factor problems. The accuracy superiority of the proposed model is demonstrated by conducting two empirical experiments and comparison to other existing models. The reliability of the forecasting model is further justified by using a Monte Carlo simulation and box plots.
Introduction
In 1993, Song and Chissom [1] [2] [3] first introduced the definition of fuzzy time series, and the forecasting framework which is capable of dealing with incomplete and vague data represented as linguistic values under uncertain circumstances. Song and Chissom [1] [2] [3] developed a fuzzy time series forecasting model by applying fuzzy relational equation. The relational equations of fuzzy time series are different from the relational equations of traditional time series. Li and Cheng [5] brought up the concept of backtracking and generated all certain state transitions between the fuzzy time series F(t) and F(t-1). It quantifies a maximum of length of subsequence in the fuzzy time series which leads to a certain state therefore controlling the uncertainty. In this study, we extend Li and Chengs [5] work to handle the effect of interval partitioning. The fuzzy c-means is a frequently used unsupervised clustering method in pattern recognition. Due to the initial membership degrees matrix is random generated in fuzzy c-means, there is some difference occur in the partition result. We use a simple Monte Carlo simulation to increase the amount of forecasting values in order to analysis the distribution of forecasting results.
Experimental
The benchmark is the average temperature and cloud density from June to September, 1996 in Taipei. Due to randomly assigned membership degrees at the beginning of the FCM partitioning method, the forecasting result for each experiment can be different. In order to analyze the model reliability and the distribution of forecasting values, a Monte Carlo simulation is conducted.
The effectiveness of the proposed model is also validated by conducting performance comparison with models of [4] and [5] . The comparison metrics used are in terms of average forecasting error rate (AFER), defined as follows:
where n is the number of datum to be forecasted. Table 1 gives the comparison summaries of the experiment on forecasting the daily average temperature in Taipei from June to September, 1996. It is obvious that the proposed model reaches the lowest AFER in each month. It is worthy to note that higher orders in Lees model did not necessarily contribute to the performance improvement.
Conclusion
In this paper, we use an unsupervised interval partitioning to represent the distribution of data, the certain state rule by backtracking technique to control forecasting uncertainly, and the Monte Carlo simulation to treat the distribution of forecasting result. In average, the proposed model obtained better accuracy than other model and avoided to choice the order. Future work involves applying the proposed model to deal with complicated applications and extending it to handles the partitioning problem of multi-dimensional fuzzy time series. PAMM header will be provided by the publisher 
