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Abstract
A local dual of a Banach space X is a closed subspace of X∗ that satisfies the properties that the prin-
ciple of local reflexivity assigns to X as a subspace of X∗∗. Here we introduce a technical property which
characterizes the local dual spaces of a Banach space and allows us to show new examples of local dual
spaces.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In [9], the authors define the local dual spaces of a Banach space X as those closed sub-
spaces Z of the dual space X∗ such that for every pair of finite dimensional subspaces E of X∗
and F of X, and every ε > 0, there exists an operator L :E → Z which satisfies the following
conditions:
(a) (1 − ε)‖e‖ ‖L(e)‖ (1 + ε)‖e‖ for all e ∈ E;
(b) 〈L(e), x〉 = 〈e, x〉 for all e ∈ E and all x ∈ F ;
(c) L(e) = e for all e ∈ E ∩Z.
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ultrapowers [12], can be respectively stated as follows
(d) X is a local dual of X∗;
(e) for every ultrafilter U, (X∗)U is a local dual of the ultrapower XU.
Sometimes, when no representation of X∗ is known, it is possible to find local dual spaces of
X that admit a concrete realization. That situation is very well exemplified in the statements (d)
and (e) above, but we can find in [3,6,9–11] many other examples. Interest in local dual spaces
also stems from the merging of operator semigroup theory in the sense of [1] with research
on minimal norming subspaces and locally complemented subspaces, done by Godefroy and
Kalton [5,14]. Indeed, it was proved in [8] that, given an operator T and an ultrafilter U, the
kernel of the conjugate operator (TU)∗ (henceforth, denoted TU∗) is finitely dual representable
in the kernel of the ultrapower operator (T ∗)U (henceforth, T ∗U), which solves some problems
about duality of left-regular, surjective semigroups [1]. In that proof, none of the principles of
local reflexivity (d) or (e) is directly applicable since N(TU∗) is neither an ultrapower of N(T ∗)
nor a second dual space. The connection of the work of Godefroy and Kalton to local dual spaces
can be seen in the following result.
Theorem 1.1. [9] Let Z be a closed subspace of a dual Banach space X∗. The following state-
ments are equivalent:
(1) Z is a local dual of X;
(2) there exists an isometric extension operator L :Z∗ → X∗∗ such that L(Z∗) ⊃ X;
(3) there exists a norm one projection P on X∗∗ such that Z⊥ = N(P ) and X ⊂ R(P );
(4) there exists a norm-one projection Q on X∗∗∗ with R(Q) = Z⊥⊥ and N(Q) ⊂ X⊥.
This theorem is very useful from a theoretical point of view because it provides us with global
characterizations of local dual spaces. Moreover, it has been applied in [10] in order to prove
that L∞(μ,X)∗ contains a canonical copy of L1(μ,X∗) which is a local dual of L∞(μ,X). Its
power is also noticeable in order to identify closed subspaces Z of X∗ which are not local duals
of X despite X∗ is finitely representable in Z (for instance, checking if Z⊥ is not complemented
in X∗∗). Nevertheless, Theorem 1.1 has not yielded any new proofs of results like (d) or (e)
(actually, the proof of (3) ⇒ (1) given in [9] needs the classical principle of local reflexivity).
Here, developing some ideas introduced in [16], we introduce the strict polar property as a test
to check whether a closed subspace Z of X∗ is a local dual of X. As an application, we prove
that for every operator T :X → Y and every ultrafilter U, the kernel N(T ∗U) is a local dual of
YU/R(TU). Note that (YU/R(TU))∗ ≡ N(TU∗). Our result, applied to the zero operator on X,
gives the principle of local reflexivity stated in (e).
We also show that, given a local dual Z of X, the dual space X∗ is a L1-space (respectively,
a L∞-space) if and only if Z is a L1-space (respectively, a L∞-space). In particular this is true for
the kernels of N(TU∗) and N(T ∗U). It is not difficult to find examples of operators T with R(T )
non-closed for which N(TU∗) is a L1-space or a L∞-space. Since in this case N(T ∗U) is neither
an ultrapower nor a dual space (see [7]), we get new examples of L1-spaces and L∞-spaces.
In the paper X and Y are Banach spaces, BX the closed unit ball of X, SX the unit sphere
of X, and X∗ the dual of X; Xn denotes the Cartesian product X× n· · · ×X, where n is a positive
818 M. González, A. Martínez-Abejón / J. Math. Anal. Appl. 327 (2007) 816–828integer. For a subset A ⊂ X, we denote
A⊥ := {f ∈ X∗: 〈f,x〉 = 0 for every x ∈ A}.
We denote by B(X,Y ) the space of all (bounded linear) operators from X into Y . Given an
operator T ∈ B(X,Y ), N(T ) and R(T ) are the range and the kernel of T , and T ∗ is the conjugate
operator of T . Since we deal in this paper with ranges of operators, we will mention explicitly
when a subspace is norm closed.
Given a number ε > 0, an operator T ∈ B(X,Y ) is called ε-isometry if it satisfies 1 − ε <
‖T x‖ < 1 + ε for all x ∈ SX . A Banach space X is said to be finitely representable in Y (X f.r.
in Y , for short) if for each ε > 0 and each finite dimensional subspace M of X there is an ε-
isometry T :M → Y .
We denote by N the set of all positive integers, and define N∗ := {0} ∪N. An ultrafilter U on
a set I is countably incomplete if there is a countable partition {In}∞n=1 of I such that In /∈ U
for all n ∈ N. Every infinite set admits a countably incomplete ultrafilter [12]. All ultrafilters
occurring in this paper are countably incomplete. Given an ultrafilter U on a set I , let ∞(I,X)
be the Banach space of all bounded families (xi)i∈I in X endowed with the supremum norm, and
let NU(X) be the closed subspace of all (xi) ∈ ∞(I,X) which converge to 0 following U. The
ultrapower of X following U is defined as the quotient space
XU := ∞(I,X)/NU(X).
The element of XU including as a representative the family (xi) ∈ ∞(I,X) is denoted by
[xi], and its norm in XU is given by ‖[xi]‖ = limU ‖xi‖. The ultrapower XU contains an
isometric copy of X generated by the constant families of ∞(I,X). We identify this copy
with X. Accordingly, every operator T ∈ B(X,Y ) admits an extension TU ∈ B(XU, YU) given
by TU([xi]) = [T xi]. Given a family (Ci)i∈I of subsets of X, we denote
(Ci)U :=
{[ci] ∈ XU: ∃J ∈ U such that ∀i ∈ J, ci ∈ Ci}.
The ultrapower (X∗)U is a closed subspace of (XU)∗. Actually, [fi] ∈ X∗U is identified with
the element f ∈ (XU)∗ given by f ([xi]) := limU fi(xi). With this identification, the conjugate
operator TU∗ is an extension of the ultrapower T ∗U and N(T ∗U) is a closed subspace of N(TU∗)
for any operator T :X → Y . The identity (X∗)U = (XU)∗ holds if and only if X is superreflexive
[12]; the kernel N(T ∗U) equals N(TU∗) if and only if T is supertauberian [8]. We refer to [12]
for additional information about ultrapowers.
2. The strict polar property
Let X be a Banach space, let E and Z be closed subspaces of X∗, and let F be a closed
subspace of X. For an operator L :F → Z we will consider the following conditions:
(I) 〈L(e), x〉 = 〈e, x〉 for all e ∈ E and all x ∈ F .
(II) L(e) = e for all e ∈ E ∩Z.
We will say that L :E → Z satisfies (I) or (II) with respect to F .
Definition 2.1. [9] A closed subspace Z of X∗ is said to be a local dual of X if for every couple
of finite dimensional subspaces E of X∗ and F of X, and every ε > 0, there is an ε-isometry
L :E → Z that satisfies (I) and (II) with respect to F .
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to (Lxi)ni=1. Given a Banach space X, every finite scalar matrix A = (aij )ki=1lj=1 of order k × l
induces an operator AX ∈ B(Xl,Xk) defined by AX((xj )lj=1) = (
∑l
j=1 aij xj )ki=1. Such an op-
erator is called matricial.
Proposition 2.2. Given a finite scalar matrix A of order k× l and a Banach space X, the follow-
ing properties hold:
(a) The matricial operator AX∗ is the conjugate of the matricial operator (A∗)X , where A∗
denotes the conjugate matrix of A.
(b) Given a closed subspace Z of X, AX maps Zk to Zl .
(c) For every operator L ∈ B(X,Y ), we have Lk ◦AX = AY ◦Ll .
(d) Given an ultrafilter U, we have (AX)U = A(XU).
The proofs of properties (a), (b) and (c) are straightforward. For the proof of (d), identify
(X ×X)U with XU ×XU.
Definition 2.3. We say that a closed subspace Z of X∗ has the strict polar property if for every
k, l ∈N, every matricial operator T :l∞(X∗) → k∞(X∗) and every z ∈ k∞(Z), the set
l∞(Z)∩ T −1(z +Bk∞(Z))
is σ(l∞(X∗), l1(X))-dense in T −1(z +Bk∞(X∗)).
The following result characterizes the strict polar property in terms of bounded sets.
Proposition 2.4. A closed subspace Z of X∗ has the strict polar property if and only if for every
k, l ∈N, every matricial operator T :l∞(X∗) → k∞(X∗) and every z ∈ k∞(Z), the set
Bl∞(Z) ∩ T −1(z +Bk∞(Z))
is σ(l∞(X∗), l1(X))-dense in Bl∞(X∗) ∩ T −1(z +Bk∞(X∗)).
Proof. Assume that Z has the strict polar property. Given an operator T as in the statement,
define T˜ :l∞(X∗) → l∞(X∗)⊕∞ k∞(X∗) by T˜ (z) := (z, T z). By applying Definition 2.3 on T˜
and z˜ = (0, z) ∈ l∞(X∗)⊕∞ k∞(X∗), we get the desired result.
The converse implication is due to the equality l∞(X∗) =
⋃∞
n=1 nBl∞(X∗). 
Lemma 2.5. Let X be a Banach space and take any α-net {xi}i∈I in SX with 0 < α < 1. Thus,
for every x ∈ SX , there is a sequence (xin)∞n=1 in the net and a scalar sequence (λn)∞n=1 such
that, for every positive integer n,
(i) 0 λn  αn−1, and
(ii) ‖x −∑nm=1 λmxim‖ < αn.
Proof. The choice of the elements λn and xin is carried out recursively. First, we take λ1 := 1
and select xi1 so that ‖x − xi1‖ < α. Let us assume that {λ1, . . . , λn−1} and {xi1, . . . , xin−1} have
been already chosen satisfying conditions (i) and (ii). Then we take
λn :=
∥∥x − (λ1xi1 + · · · + λn−1xin−1)∥∥< αn−1.
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so that ‖λ−1n (x − λ1xi1 − · · · − λn−1xin)− xin‖ < α, so we get
‖x − λ1xi1 − · · · − λn−1xin−1 − λnxin‖ < αλn < αn. 
Lemma 2.6. Let E be a closed subspace of a Banach space X, {xi}i∈I an α-net in SE with
0 < α < 1. Let δ > 0 and L :E → X a bounded operator such that 1 − δ  ‖L(xi)‖ 1 + δ for
all i ∈ I . Then L is a (α + δ)(1 − α)−1-isometry.
Observe that, given ε > 0, if α and δ are small enough, then L is an ε-isometry.
Proof. Let x ∈ SE . By Lemma 2.5, there is a scalar sequence (λn)∞n=1 and a sequence (xin)∞n=1
in the net {xi}i∈I such that x =∑∞n=1 λnxin and 0 λn < αn−1. Thus∥∥L(x)∥∥ ∞∑
n=1
λn
∥∥L(xin)∥∥ 1 + δ1 − α = 1 + α + δ1 − α . (1)
Moreover, we can choose xj in the net so that ‖x − xj‖ < α. Thus, by (1),∥∥L(x)∥∥ ∥∥L(xj )∥∥− ‖L‖·‖x − xj‖ 1 − δ − 1 + δ1 − αα = 1 − α + δ1 − α . 
Notice that the linear span of {xi}i∈I needs not equal E. Therefore, the condition of bounded-
ness of L in Lemma 2.6 is not superfluous.
Lemma 2.7. Let X be a Banach space with finite dimension n, and V a subspace of X with
dimension n − k. Then there exists a biorthogonal system (xi, fi)ni=1 of X such that ‖xi‖ = 1
and ‖fi‖ 1 + √n for all i ∈ {1, . . . , n}, and V = span{xj }nj=k+1.
Proof. By Theorem 4.18 in [4], there exists a projection P :X → X such that R(P ) = V
and ‖P ‖  √n. Let W := N(P ). By Auerbach’s lemma [15, Proposition 1.c.3], there are
two biorthogonal systems (xi, hi)ki=1 and (xi, hi)
n
i=k+1 of W and V respectively such that‖xi‖ = ‖hi‖ = 1 for all i ∈ {1, . . . , n}. Consider Hahn–Banach extensions gi ∈ X∗ of every hi
and define fi := gi ◦ P for all i ∈ {k + 1, . . . , n} and fi := gi ◦ (IX − P) for all i ∈ {1, . . . , k}. It
is immediate that (xi, fi)ni=1 is a biorthogonal system of X and that ‖xi‖ = 1 and ‖fi‖ 1+
√
n
for all i ∈ {1, . . . , n}. 
Let us apply these results to characterize the local dual spaces of a Banach space.
Theorem 2.8. A closed subspace Z of X∗ has the strict polar property if and only if it is a local
dual of X.
Proof. Assume that Z is a local dual of X. Let z = (zi)ki=1 ∈ k∞(Z), and T :l∞(X∗) →
k∞(X∗) a matricial operator. Given (fi)li=1 ∈ T −1(z + Bk∞(X∗)), we must show that every
w∗-neighborhood V of (fi)li=1 meets ∞(Z) ∩ T −1(z + Bk∞(Z)). In order to do that, choose
0 < θ < 1 and (gi)li=1 ∈ T −1(z + θBk∞(X∗)) so that (gi)li=1 ∈ V . We take a finite subset
{xij }li=1mj=1 in X so that
V ⊃ {(hi)li=1: ∣∣〈gi − hi, xij 〉∣∣< 1, 1 i  l, 1 j m}.
Let F := span{xij : 1 i  l, 1 j m} and E := span{gi, zj : 1 i  l, 1 j  k}.
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ε-isometry L :E → Z such that L(e) = e for all e ∈ E∩Z and 〈Lf,x〉 = 〈f,x〉 for all f ∈ E and
all x ∈ F . Hence (Lgi)li=1 ∈ V ∩ l∞(Z). Moreover, since Lk((zi)ki=1) = (zi)ki=1, Proposition 2.2
yields
T ◦Ll((gi)li=1)− (zi)ki=1 = Lk(T ((gi)li=1)− (zi)ki=1),
so ∥∥T ◦Ll((gi)li=1)− (zi)ki=1∥∥ ‖L‖∥∥T ((gi)li=1)− z∥∥< (1 + ε)θ < 1.
Hence (Lgi)li=1 ∈ V ∩ T −1(z +Bk∞(Z)) = ∅, and the proof of the direct implication is done.
For the converse, let us assume that Z has the strict polar property, let E ⊂ X∗ and F ⊂ X be
finite dimensional subspaces, let ε > 0 and find an ε-isometry L :E → Z satisfying clauses (I)
and (II).
Let n = dimE and n − k = dimE ∩Z. By Lemma 2.7, E has a biorthogonal system
(yr , hr)
n
r=1 such that ‖yr‖ = 1 and ‖hr‖  1 +
√
n for all r ∈ {1, . . . , n}, and E ∩ Z =
span {yr}nr=k+1. Obviously, an operator L ∈ B(E,Z) satisfying condition (II) must be of the
form
Le :=
k∑
r=1
hr(e)vr +
n∑
r=k+1
hr(e)yr . (2)
Let us find suitable vectors v1, . . . , vk so that L is also an ε-isometry satisfying clause (I). In
order to proceed, given any pair of real numbers 0 < α < 1 and 0 < β , we take
a finite α-net {ei}Mi=1 in SE ,
a finite system {ui}Ki=1 in SX so that ‖e‖ (1 + β) sup1iK 〈e,ui〉 for all e ∈ E,
a basis {xi}Ni=1 in F .
Let λir := 〈hi, er 〉 for all i ∈ {1, . . . ,M} and all r ∈ {1, . . . , n}, so |λir | 1 + √n and
ei =
n∑
r=1
λiryr for each i ∈ {1, . . . ,M}.
Let us consider the vector
y := −
(
n∑
r=k+1
λiryr
)M
i=1
∈ M∞(Z)
and the operators U :k∞(X∗) → M∞(X∗) and S :k∞(X∗) →KkN+kK defined by
U
(
(fs)
k
s=1
) :=
(
k∑
s=1
λisfs
)M
i=1
and S
(
(fs)
k
s=1
) := (〈fr, xi〉, 〈ft , uj 〉)kr=1Ni=1kt=1Kj=1.
Notice that ‖U‖  n(1 + √n), that U is conjugate because it is a matricial operator (see
Proposition 2.2), and that S is also conjugate since the elements xi and uj belong to X.
Consider now the sets
D := B k ∗ ∩U−1(y +BM(X∗)) and C := D ∩ k∞(Z).∞(X ) ∞
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it follows that (ys)ks=1 ∈ D = Cw
∗
. Moreover, since S is a w∗-continuous finite-rank operator,
it follows S(Cw∗) ⊂ S(C). So, given any γ > 0, there exist (cs)ks=1 ∈ C and (bs)ks=1 ∈ γBk∞(Z)
such that
S
(
(ys)
k
s=1
)= S((bs)ks=1)+ S((cs)ks=1).
Let us adopt vs := bs + cs for all s ∈ {1, . . . , k} in the definition of L given in (2). First, realize
that the identity S((ys)ks=1) = S((vs)ks=1) yields
〈ys, xj 〉 = 〈vs, xj 〉 for all s ∈ {1, . . . , k} and all j ∈ {1, . . . ,N},
so 〈L(e), x〉 = 〈e, x〉 for all e ∈ E and all x ∈ F , fulfilling clause (I).
Finally, for every element ei ∈ {ei}Mi=1, the norm ‖L(ei)‖ can be bounded above and below as
follows. On the one hand,
∥∥L(ei)∥∥=
∥∥∥∥∥
k∑
s=1
λis(bs + cs)+
n∑
s=k+1
λisys
∥∥∥∥∥

∥∥∥∥∥
(
k∑
s=1
λiscs +
n∑
s=k+1
λisys
)M
i=1
+
(
k∑
s=1
λisbs
)M
i=1
∥∥∥∥∥

∥∥U((cs)ks=1)− y∥∥+ ∥∥U((bs)ks=1)∥∥ 1 + n(1 + √n)γ =: δ(n, γ ).
On the other hand, since L satisfies clause (I),∥∥L(ei)∥∥ sup
1jK
〈
L(ei), uj
〉= sup
1jK
〈ei, uj 〉 11 + β =: δ
′(β).
Therefore, as n and ε are fixed parameters and the values of α, β and γ can be freely chosen, and
since δ(n, γ ) γ→0−−−→ 1 and δ′(β) β→0−−−→ 1, we may select α, β and γ small enough so that δ(n, γ )
and δ′(β) are as close to 1 as we please in order to ensure, by virtue of Lemma 2.6, that L is an
ε-isometry. 
3. The kernel N(T ∗U) is a local dual
Given an operator T ∈ B(X,Y ) and an ultrafilter U, the kernel N(TU∗) can be identified
with the dual space of the quotient space YU/R(TU), but no concrete representation of N(TU∗)
is known. Observe that N(T ∗U) is a subspace of N(TU∗) which is proper precisely when T
is not supertauberian [8]. Two main technical difficulties occur in the study of N(T ∗U) and
N(TU
∗). The first one arises when the subspace R(T ) is not closed. In fact, the inclusions
N(T )U ⊂ N(TU), R(TU) ⊂ R(T )U and R(T ) ⊂ Y ∩ R(TU) ⊂ R(T ) are always valid, but the
reverse inclusions hold if and only if R(T ) is closed [7]. Therefore, any attempt of regarding
N(T ∗U) as an ultrapower space, or as quotient of ultrapowers, does not seem feasible. The sec-
ond technical difficulty comes up when dealing with intersections of set ultrapowers. In fact, it
is necessary to bear in mind that for any pair of set families (Ai)i∈I and (Bi)i∈I , (Ai ∩ Bi)U is
always a subset of (Ai)U ∩ (Bi)U, but in general, the reverse inclusion does not hold.
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be a uniformly bounded family of bounded subsets of X such that, for every i ∈ I , the subset
sequence (Dki )
∞
k=1 is decreasing. For every k, let Dk := (Dki )U. Thus
⋂∞
k=1 Dk = ∅ if and only if
Dk = ∅ for some positive integer k.
Proof. The ‘if’ part is trivial. The converse is achieved by means of a diagonalization argument.
Indeed, assume that for every k ∈ N there exists wk ∈ Dk . Thus all subsets Dki are non-empty,
which allows us to take, for every k ∈ N, a bounded family (wki )i∈I such that wk = [wki ]i and
wki ∈ Dki for all i ∈ I . Since U is countably incomplete, there exists a decreasing sequence
(Jn)
∞
n=0 of elements of U such that J0 := I and
⋂∞
n=0 Jn = ∅. For every i ∈ I , let us denote
by ki the only positive integer for which i ∈ Jki \ Jki+1. Thus w := [wkii ] belongs to Dk for all k.
In fact, given k ∈ N, for every i ∈ Jk we have that ki  k, so wkii ∈ Dkii ⊂ Dki , and therefore
{i ∈ I : wkii ∈ Dki } ⊃ Jk ∈ U, which proves that w ∈ Dk for all k. 
Lemma 3.2. Let T ∈ B(X,Y ) be an operator and U an ultrafilter on I . Then, for every y = [yi] ∈
YU, the identity (T −1(yi +BY ))U = (TU)−1(y +BYU) holds.
Proof. The inclusion (T −1(yi +BY ))U ⊂ (TU)−1(y+BYU) is trivial. For the converse, let [xi] ∈
(TU)
−1(y + BYU) and λ := limU ‖T (xi) − yi‖ 1. If λ := 0, obviously TU([xi]) = y, so [xi] ∈
(T −1(yi + BY ))U. In the case when λ > 0, we have J := {i ∈ I : ‖T (xi) − yi‖ = 0} ∈ U. Let us
define
vi := λ
∥∥T (xi)− yi∥∥−1xi and wi := λ∥∥T (xi)− yi∥∥−1yi for all i ∈ J, and
vi := 0 ∈ X and wi := 0 ∈ Y for all i ∈ I \ J.
Thus [xi] = [vi] and [yi] = [wi]. Moreover, ‖T (vi)−wi‖ 1 for all i ∈ J , so [xi] ∈ (T −1(yi +
BY ))U. 
Corollary 3.3. Given T ∈ B(X,Y ) and an ultrafilter U, the following identity holds:
N(TU) =
∞⋂
n=1
(
1
n
T −1(BY )
)
U
.
Proof. It is enough to apply Lemma 3.2 to the identity N(TU) =⋂∞n=1 1n (TU)−1(BYU). 
Theorem 3.4. Let U ∈ B(X,Y ) an operator and U an ultrafilter on I . Let L ∈ B(Y,Y ) be an
operator such that LU maps R(UU) to R(UU), and denote
Λ : x +R(UU) ∈ YU/R(UU) → LU(x)+R(UU) ∈ YU/R(UU)
the operator induced by LU. Then, for every g ∈ N(U∗U),
BN(U∗U) ∩Λ∗−1(g +BN(U∗U))w
∗ = BN(UU∗) ∩Λ∗−1(g +BN(UU∗)),
where w∗ represents the σ(N(UU∗), YU/R(UU)) topology.
Proof. We identify (YU/R(UU))∗ with N(UU∗), so Λ∗ ∈ B(N(UU∗),N(UU∗)). Let us denote
A := BN(U∗U) ∩Λ∗−1(g +BN(U∗U))
and let f ∈ BN(U ∗) \Aw∗ . It is enough to show that f /∈ Λ∗−1(g +BN(U ∗)).U U
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Dki := L∗−1
(
gi +
(
1 + k−1)BX∗) for all i ∈ I and all k ∈N,
Dk :=
(
Dki
)
U
∩ Y ∗U for all k ∈N, and
D :=
∞⋂
k=1
Dk.
By Lemma 3.2, it follows D = (L∗U)−1(g +BX∗U)∩ Y ∗U, so
A = D ∩N(U∗U). (3)
Now, since f ∈ BN(UU∗) \Aw
∗
, by the Hahn–Banach theorem, there are two real numbers a and b,
and x0 ∈ YU such that
〈h,x0〉 a < b < 〈f,x0〉 for all h ∈ A.
(In the case when A = ∅, just take a and b so that a < b < 〈f,x0〉.) Let us define
Vi :=
{
h ∈ BY ∗ : b 〈h,xi〉
}
for all i ∈ I,
W := {h ∈ BN(U∗U): b 〈h,x0〉}= (Vi)U ∩N(U∗U),
so f ∈ Ww∗ and W ∩A = ∅.
For every i ∈ I and every n ∈ N, we denote Nni := n−1U∗−1(BX∗) and Nn := (Nni )U. Thus,
by Corollary 3.3, N(U∗U) =⋂∞n=1 Nn, and by application of identity (3),
∅ = W ∩A = (Vi)U ∩N
(
U∗U
)∩D
= (Vi)U ∩
[ ∞⋂
n=1
(Nn ∩Dn)
]
= (Vi)U ∩
[ ∞⋂
n=1
((
Nni
)
U
∩ (Dni )U)
]
⊃ (Vi)U ∩
[ ∞⋂
n=1
(
Nni ∩Dni
)
U
]
⊃
∞⋂
n=1
(
Vi ∩Nni ∩Dni
)
U
.
Therefore, by Lemma 3.1, there exists k ∈ N such that (Vi ∩ Nki ∩ Dki )U = ∅, which yields the
existence of J ∈ U such that, for all i ∈ J , Vi ∩ (Nki ∩Dki ) = ∅. Thus,∥∥L∗(v)− gi∥∥> 1 + 1
k
for all i ∈ J and all v ∈ Vi ∩Nki .
Hence, for every j ∈ J , the theorem of Hahn–Banach provides us with yj ∈ BY such that〈
L∗(v)− gj , yj
〉
 1 + 1
k
for all v ∈ Vj ∩Nkj . (4)
Take yi := 0 if i ∈ I \ J and let y0 := [yi]. Besides, notice that
W = (Vi)U ∩
( ∞⋂
n=1
Nn
)
⊂ (Vi)U ∩Nk+1 = (Vi)U ∩
(
Nk+1i
)
U
. (5)
But (Vi)U ∩ (Nk+1i )U ⊂ (Vi ∩ Nki )U; indeed, each a ∈ (Vi)U ∩ Nk+1 has two representatives,
(bi)i∈I and (ci)i∈I , for which there exists Ja ∈ U such that bi ∈ Vi and ci ∈ Nk+1 for all i ∈i
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U
0, it follows that {i ∈
I : ‖U∗(bi)‖ 1/n} ∈ U, so a = [bi] ∈ (Vi ∩Nki )U. Thus, formula (5) yields
W ⊂ (Vi ∩Nki )U.
Therefore, for every w ∈ W , there exists a subset Jw of J and a bounded family (wi)i∈I so that
Jw ∈ U, w = [wi] and wi ∈ Vi ∩Nki for all i ∈ Jw. Therefore, formula (4) yields〈
Λ∗(w)− g,y0
〉= lim
U
〈
L∗(wi)− gi, yi
〉
 1 + 1
k
.
But f ∈ Ww∗ , so Λ∗(f) ∈ Λ∗(W)w∗ , hence∥∥Λ∗(f)− g∥∥ 1 + 1/k > 1,
which means f /∈ Λ∗−1(g +BN(UU∗)), such as we wanted to prove. 
Now we can give our main result.
Theorem 3.5. Let T :X → Y be an operator and let U be an ultrafilter on I . Then the kernel
N(T ∗U) is a local dual of YU/R(TU).
Proof. By Theorem 2.8, we have to show that N(T ∗U) has the strict polar property as a subspace
of N(TU∗) = (YU/R(TU))∗. Let M be a matrix of order k × l and consider the induced matricial
operator MN(TU∗) := Δ :k∞(N(TU∗)) → l∞(N(TU∗)). According to Proposition 2.4, we only
need to show the next identity for every g ∈ l∞(N(T ∗U)):
Bk∞(N(T ∗U)) ∩Δ−1(g +Bl∞(N(T ∗U)))w
∗ = Bk∞(N(TU∗)) ∩Δ−1(g +Bl∞(N(TU∗))), (6)
where w∗ denotes the σ(k∞(N(TU∗)), k1(YU/R(TU))) topology.
The proof is divided into three cases: k = l, k < l and k > l.
Case k = l. Let U := T k ∈ B(k1(X), k1(Y )). Since the map φ :k1(YU) → k1(Y )U that sends
([yji ]i )kj=1 to [(yji )kj=1]i is a bijective isometry that maps (R(TU))k onto R(UU), the induced
operator
Φ :k1(YU)/R(TU)
k → k1(Y )U/R(UU)
is also a bijective isometry, so is Φ∗ :N(UU∗) → k∞(N(TU∗)). Consider the matricial operator
L :k1(Y ) → k1(Y ) associated to the matrix M∗, and the operator
Λ :k1(Y )U/R(UU) → k1(Y )U/R(UU)
defined by Λ(x + R(UU)) := LU(x) + R(UU). Thus its conjugate, Λ∗ :N(UU∗) → N(UU∗),
satisfies Λ∗ = Φ∗−1 ◦Δ ◦Φ∗, hence to prove formula (6) is equivalent to prove
BN(U∗U) ∩Λ∗−1
((
Φ∗
)−1
(g)+BN(U∗U)
)w∗ = BN(UU∗) ∩Λ∗−1((Φ∗)−1(g)+BN(UU∗)),
(7)
where w∗ is the σ(N(UU∗), k1(Y )U/R(UU))-topology. But the operator U satisfies all the con-
ditions of Theorem 3.4, so formula (7) holds, which proves the case k = l.
The cases k < l and k > l are proved applying the result in the case k = l to the matricial
operators
A∗ : (f,g) ∈ k∞
(
N
(
TU
∗))⊕∞ l−k∞ (N(TU∗))→ Δ∗(f) ∈ l∞(N(TU∗))
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A∗ : f ∈ k∞
(
N
(
TU
∗))→ (0,Δ∗(f)) ∈ k−l∞ (N(TU∗))⊕∞ l∞(N(TU∗)),
respectively. Therefore, we conclude that the kernel N(T ∗U) has the strict polar property as a
subspace of N(TU∗). 
Corollary 3.6. The ultrapower X∗U is a local dual of XU.
Proof. It is enough to apply Theorem 3.5 to the zero operator acting on X. 
Let 1 p ∞ and 1 λ < ∞. A Banach space X is said to be an Lpλ -space if for any finite
dimensional subspace E of X there is another finite dimensional subspace F of X satisfying
E ⊆ F and d(F, np)  λ, where n = dimF and d denotes the Banach–Mazur distance [2].
A Banach space is said to be an Lp-space if it is a Lpλ -space for some λ 1.
Observe that for 1 < p < ∞, the Lp-spaces are super-reflexive. Therefore the following two
results are non-trivial only in the cases p = 1 and p = ∞. In the proof we will apply the duality
properties of the Lp-spaces and the stability of these classes of spaces under taking comple-
mented subspaces or taking ultrapowers. We refer to [2] for details.
Proposition 3.7. Let p = 1 or p = ∞, and let Z be a local dual space of X. Then Z is aLp-space
if and only if X∗ is a Lp-space.
Proof. Suppose that X∗ is a L1-space. Then X∗∗ is a L∞-space. By Theorem 1.1, Z∗ is isomor-
phic to a complemented subspace of X∗∗. Then Z∗ is a L∞-space, hence Z is a L1-space.
Conversely, suppose that Z is a L1-space. It is proved [11] that there is an ultrafilterV so that
X∗ is complemented in ZV. Since ZV is a L1-space, X∗ is also a L1-space.
The proof of the case p = ∞ is identical. 
Corollary 3.8. Let p = 1 or p = ∞ and let T ∈ B(X,Y ). Then N(T ∗U) is a Lp-space if and
only if N(TU∗) is a Lp-space.
Proof. It is a direct application of Theorem 3.5 and Proposition 3.7. 
Remark 3.9. Note that by Corollary 3.8, if R(T ) is not closed and N(TU∗) is a Lp-space (p = 1
or ∞), then N(T ∗U) is a Lp-space which is neither an ultrapower nor a dual space. So Corol-
lary 3.8 gives a procedure to get new examples of Lp-spaces. We include below two elementary
examples of operators satisfying these conditions.
Let us denote by J the unit interval [0,1]. Given an ultrafilter U on I , we consider the equiva-
lence relation ∼ in J I defined by (ti) ∼ (si) if {i: ti = si} ∈ U. The set-theoretic ultrapower of J
following U is defined as JU := J I / ∼. An element of JU with representative (ti)i∈I is denoted
(ti)
U
. Given a collection {Ai}i∈I of subsets of J , we define (Ai)U := {(ti)U: ti ∈ Ai}. The col-
lection of all sets (Ai)U, for which every Ai is open, constitutes a basis for a topology in JU. In
the following example, we will consider JU endowed with that topology. By C(J ) and L1(J ),
we denote respectively the spaces of continuous functions on J and of integrable functions with
respect to the Lebesgue measure μ on J .
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tf (t), the kernel N(TU∗) is a L1-space.
Proof. Note first that C(J )U, endowed with the operations [fi] + [gi] := [fi + gi] and [fi] ·
[gi] := [fi · gi], is a Banach algebra. Following the representation theorem for ultrapowers of
spaces of continuous functions given in [12, Theorem 4.1], there is a compact Hausdorff space K
such that JU is homeomorphic to a dense subset of K . Let us identify that subset with JU.
Thus, we can set an isometrical algebra isomorphism H between C(J )U and C(K) as fol-
lows. For every f ∈ C(J )U, take any representative (fi)i∈J and consider the continuous mapping
f :JU → R that sends each (ti)U to limU fi(ti). Note that f does not depend on the choice of
(fi)i∈I . Now, by the density of JU in K , there is a continuous extension hf :K → R of f . It
is straightforward to check that the operator H :C(J )U → C(K) that maps each f to hf is an
isometric algebra isomorphism. Thus R(H) is a closed subalgebra of C(K), and since R(H)
separates points and for every t ∈ K there is f ∈ C(J )U so that hf(t) = 0, the Stone–Weierstrass
theorem shows that H is surjective.
Now, it is elementary to prove that L := H ◦TU ◦H−1 is the multiplication operator that sends
every f ∈ C(K) to ϕ · f, where ϕ :K →R is the continuous mapping that sends every (ti)U ∈ JU
to limU ti . Let
F := {t ∈ K: ϕ(t) = 0}.
Thus R(L) is the M-ideal {g ∈ C(K): g|F = 0}, and therefore, R(L)⊥ = N(L∗) is comple-
mented in C(K)∗ [17, III.D]. Now, since C(K)∗ is a L1-space, it follows that N(L∗) is also a
L1-space. So we conclude that N(TU∗) is a L1-space. 
Example 3.11. Given an ultrafilter U and the operator T :L1(J ) → L1(J ) that sends every f (t)
to tf (t), the kernel N(TU∗) is a L∞-space.
Proof. The conjugate operator T ∗ :L∞(J ) → L∞(J ) maps every f (t) to tf (t). Thus, N(T ∗U)
consists of all the elements f that have a representative (fi)i∈I such that suppfi ⊂ [0, εi] with
limU εi = 0. By Corollary 3.8, it is enough to show that N(T ∗U) is a L∞-space.
Let E be a finite n-dimensional subspace of N(T ∗U) and 0 < ε < 1. Let {[f 1i ], . . . , [f ni ]}
be a basis of E such that there exists a family of positive numbers (εi)i∈I so that limU εi = 0
and for every k ∈ {1, . . . , n}, suppf ki ⊂ [0, εi] for all i. For every i, let us consider the sub-
spaces Fi := span{f ki }nk=1. Since all the spaces L∞([0, εi]) are isometrical copies of L∞(J )
and dimFi  n for all i, there is a positive number m = m(n, ε) and a family {Gi}i∈I of
m-dimensional subspaces of L∞([0, εi]) which are (1 + ε)-isometric to m∞. Obviously, (Gi)U
is a subspace of N(T ∗U) which contains E and is (1 + ε)-isometric to m∞. 
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