Data assimilation (DA) methods have received increased attention as a means to accomplish uncertainty assessment and enhancement of prediction capability in various areas. Despite their potential, applicable software frameworks for probabilistic approaches and DA are still limited because most hydrological modeling frameworks are based on a deterministic approach. This paper presents a hydrological modeling framework for DA, namely MPI-OHyMoS. While adapting object-oriented features of the original OHyMoS, MPI-OHyMoS allows users to build a probabilistic hydrological model with DA. In this software framework, sequential DA based on particle filtering (PF) is available for any hydrological models considering various sources of uncertainty originating from input forcing, parameters, and observations. Ensemble simulations are parallelized by the message passing interface (MPI), which can take advantage of high-performance computing (HPC) systems. Structure and implementation processes of DA via MPI-OHyMoS are illustrated using a simple lumped model. We apply this software framework to uncertainty assessment of a distributed hydrological model in both synthetic and real experiment cases. In the synthetic experiment, dual state-parameter updating results in a reasonable estimation of parameters converging into the synthetic true. In the real experiment, dual updating also shows good conformity with the observed hydrograph, having reduced the uncertainty ranges of parameters. Deterministic modeling, based on parameters estimated via PF, shows good performance for extreme events, while dual updating via PF shows improved performance for all events.
INTRODUCTION
DA has received increased attention from the hydrological research community due to its capability to handle explicitly the sources of uncertainty. Numerous sophisticated DA algorithms have been proposed, from ruled-based, direct-insertion methods to advanced smoothing and sequential techniques, as well as the variants of these techniques 1) . In the hydrological research community, applications of DA have proved promising in improving prediction accuracy and quantifying uncertainty. Despite their potential, general modeling frameworks applicable to probabilistic approaches and DA are still limited because most modeling frameworks are based on a deterministic modeling approach. With the increas-ing need for DA modeling platforms, a few frameworks such as openDA 2) and PCRater applications 3) have appeared recently. These approaches seem to provide innovative DA environments to overcome the limitations of conventional deterministic modeling. However, there still remain cumbersome procedures such as the construction of the model wrapper and further steps to be able to use DA in more effective ways. Meanwhile, over the last couple of decades, there have been improvements in modular modeling approaches to integrate modeling systems, including the modular modeling system (MMS) 4) , object-oriented hydrological modeling system (OHyMoS) 5) , and interactive component modeling system (ICMS) 6) . These kinds of modular approaches provide a flexible platform on which various models and tools are integrated. Thus, modelers can develop various types of models for problem objectives, available data, and spatio-temporal scales of application by organizing registered modules in diverse ways 7) . OHyMoS is a hydrological modeling framework designed on the basis of object-oriented programming concepts. Using OHyMoS as a computational library, users can develop their own element models and easily build a total simulation system model for hydrological simulations 6) . Unlike a process-based modeling framework, OHyMoS benefits from its object-oriented feature to represent hydrological processes flexibly without any change in the main OHyMoS library. However, OHyMoS, like most other modular modeling approaches, is designed on the basis of a deterministic approach. The original version of OHyMoS supports neither probabilistic simulation nor DA.
In this study, MPI-OHyMoS is developed to support stochastic hydrological simulations and DA, while adapting all object-oriented features of the original OHyMoS. Ensemble simulations are computed in parallel via MPI 8) , which can take advantage of the computational power of an HPC system. Among DA methods, PF 9),10),11),12),13), 14) is selected. The proposed framework is applied for uncertainty assessment of lumped and distributed hydrological models in synthetic and real experiment cases.
The paper is organized in the following way. Section 2 outlines the basic features of MPI-OHyMoS: PF, dual state-parameter updating, and parallelization for ensemble simulation. Section 3 illustrates the DA process in MPI-OHyMoS using a lumped hydrological model. In Section 4, MPI-OHyMoS is implemented for the uncertainty assessment of a distributed hydrological model in both synthetic and real experiments. Section 5 summarizes the methodology and implementation results.
METHODOLOGY
As MPI-OHyMoS is a stochastic and interactive version of OHyMoS, the basic concept of OHyMoS is reviewed briefly. OHyMoS is constructed as a set of dynamic elements communicating with each other based on object-oriented programming 7) . As illustrated in Fig.1 , it provides an operation module, including the common functions required in hydrological simulations, such as initialization of parameters and state variables, setting the computational time steps, and data exchange among element modules through input/output (I/O) ports. Through OHyMoS, users can easily develop their own hydrological modules by connecting them to other modules and transferring data using predefined ports in the system library. Detailed information about OHyMoS and its implementations can be found and downloaded at the developer's website 15) . In MPI-OHyMoS, hydrological modeling is implemented in the stochastic way. Fig.2 shows how model ensembles are interactively assimilated in MPI-OHyMoS. Each ensemble member, representing a probable projection based on different parameters and state variables, is implemented independently. When a new observation arrives, the likelihood of ensemble members is estimated. In the resampling step, the whole information of each ensemble is renewed, depending on its weight. In this way, ensembles can move to the regions of high conditional probability in each time step. Detailed features of MPI-OHyMoS are summarized below. (1) Particle filtering PF 9),10),11),12),13),14) is a Bayesian learning process that has the capability to handle non-linear and non-Gaussian state-space models.
In hydrological modeling, a particle represents a hydrological model having different parameters and state variables. The key idea of PF is to use point mass representations of probability densities with associated weights 10) . To fix the notations, let us introduce t x , which represents all target states at time t . Then, the posterior filtered probability density is the likelihood of each particle i t x A common problem of original PF is the degeneracy phenomenon: after a few iterations, all but one particle will have negligible weight. The degeneracy phenomenon can be reduced by performing the resampling step whenever a significant degeneracy is observed. Unlike Kalman filter-based methods, PF performs updating on particle weights instead of state variables 16) , which has the advantage of reducing numerical instability, especially in process-based models.
In MPI-OHyMoS, a likelihood function is constructed as an independent element model to estimate the likelihood and weight of each particle, and can be combined with any element model and allows any user-defined density function. As mentioned in previous studies 17) , 18) , hydrological models assume that the conditions under which their equations are derived are the same as those in the field, and that the specific characteristics of the dynamics of a process in each location can be reflected by model parameters. These assumptions are limiting because mathematics describing hydrological processes is poorly defined at the model scale and because there is inadequate data to describe the spatial variability of parameters, even in highly instrumented catchments. As a result, hydrological models use "effective" parameters that will provide good values of predicted states and outfluxes at the site of interest. Commonly, "effective" parameters are selected from the calibration process on the basis of very limited measurements: by extrapolation from applications at other sites, or by inference from a comparison of model outputs and observed responses at the site of interest 18) . In this respect, there is no guarantee that such parameters calibrated from historical data and extrapolation are the optimum in the current prediction. On the other hand, model states are highly sensitive to the uncertainty of model parameters. Therefore, updating state variables based on inappropriate parameters may increase uncertainty in the prediction of hydrological models 13) . The conventional calibration methods optimizing the objective function for parameters and observations also have significant flaws from the assumption that the mismatch between model and observation originates only from model deficiencies, without considering uncertainties of observation and input data. Recently, probabilistic parameter estimation methods considering various uncertainties (e.g. dual state-parameter estimation) have drawn attention in the hydrological research community due to their applicability to complex and real problems 12), 13) . In dual state-parameter updating, information on different states and parameters is updated simultaneously during the resampling step. In the case of state updating, state variables, which are perturbed in the initial stage, are projected to the next time point by the state-space equation (e.g. hydrological models) and updated in the resampling step. However, in the case of parameter updating, we need additional constraints because there is usually no time-evolution information.
To handle inference with the unknown parameters  , kernel smoothing 19),20) is adapted to improve parameter identifiability. The smooth kernel density can be a mixture of Gaussian densities as follows:
where h is the variance reduction parameter and
is the variance of parameter particles at time t-1 before resampling. The kernel locations i t m 1  are specified by a shrinkage rule forcing the particles to be closer to their mean:
 is the mean of the parameters at time t-1. It is found that a covariance matrix (4) does not increase over time 19) . MPI-OHyMoS provides the kernel smoothing scheme as a basic option of parameter updating. Statistics of parameters can be estimated in normal and log scales. MPI, a parallel computing protocol for a distributed memory system which is common in HPC, is used for the parallelization of the ensemble simulation and DA in MPI-OHyMoS. Among variants of MPI libraries, open MPI 8) and Boost library 21) are selected in this study. Note that MPI is different from OpenMP, commonly used in hydrology for loop parallelization in a single model, whose applicability is limited in a shared memory system.
ILLUSTRATIVE EXAMPLE OF DA VIA MPI-OHYMOS
In this section, an example of DA is shown to illustrate the basic features and simulation processes of MPI-OHyMoS. A synthetic experiment is implemented using a linear reservoir model with an unknown initial condition and a model parameter.
(1) A lumped model
The linear reservoir model is based on the concept that a catchment behaves as a reservoir in which storage S is linearly related to outflow Q 22) . The process of a linear reservoir shown in Fig.3 can be described as: 
where K , called the storage coefficient, is a rate constant, t is the time, and I is inflow. For the computational implementation, a parameter K and the initial state 0 S should be specified. The state S should be stored at each time step as the initial condition of the next time step. . In this way, the state and parameter of ensembles are filtered at each time step. Estimated distributions of parameter and state represent posterior distribution. It is worth noting that duplication of both states and parameters in the resampling step is performed on the basis of computer memory without using any temporary files, which has high efficiency and stability especially for complex models (e.g. distributed hydrological models) having numerous spatially distributed states and parameters.
(3) Results of the synthetic experiment
The synthetic experiment is implemented using a linear reservoir model to illustrate basic features of DA in MPI-OHyMoS. Here we assume that the true values of parameters and initial states are unknown. Prior information on the ranges of parameters and initial conditions is shown in means that the synthetic observation is perturbed by the noise, whose standard deviation is 5% of simulated discharge. Fig.5 shows two hundred ensemble simulations without PF. As shown in Fig.5(a) , the values of parameter K do not change during simulation. Ensemble discharge varies within large uncertainty bounds, shown in Fig.5(b). Fig.6 shows ensemble simulations with PF. A parameter and a state are updated using the synthetic observation every one-hour interval. The uncertainty bounds of parameter K and outflow are reduced sharply via PF, showing a good agreement with the synthetic true. Note that the simulation converges into the synthetic true quickly because the applied system is linear. A non-linear, non-Gaussian case follows in the next section. 15,000 5,000~20,000 
UNCERTAINTY ASSESSMENT USING A DISTRIBUTED HYDROLOGICAL MODEL
Synthetic and real experiments are implemented for uncertainty assessment of a fully distributed hydrological model 23) , 24) to illustrate the applicability of MPI-OHyMoS.
(1) Study area
The study area is the Maruyama River catchment in Japan, with an area of about 909 km 2 . Fig.7 shows the streamflow gauging locations and rainfall stations. Streamflow measurement at Fuichiba is used for DA in both synthetic and real experiments. Land use consists of 37% forest, 10% savannas, and 53% crop land and natural vegetation 25) . 
(2) A distributed hydrological model
We construct a probabilistic distributed hydrological model for the Maruyama River catchment based on three element modules: a hillslope runoff generation module, a river routing module, and a likelihood function.
The hillslope and river routing modules were developed as elements of a deterministic distributed hydrological model using the kinematic wave theory in a previous study 26) . In this model, it is considered that the catchment consists of a number of rectangular slope elements which drain to the steepest gradient of its surroundings, as shown in Fig.8 . Fig.9 shows the flow process and the stage discharge relationship used in the hillslope model given in Eq. (7).
Fig.7
The Maruyama River catchment 25) . 
where t is the time, x is space, and r(t) is the rainfall intensity to the slope element. The discharge per unit width, q, is estimated by Eq. (7) combined with the continuity equation, Eq. (8), where The measurement error of the discharge is assumed to be a Gaussian distribution, ) , 0 ( x are state variables before and after perturbation, respectively. It is worth noting that the process noise is essential for considering model uncertainties; however, it should be chosen not to make posterior distribution over-dispersed. The standard deviation of the process error sim  can be selected through sensitivity analysis for open loops (without filtering) and PF.
Among the various parameters in the distributed hydrological model, four are selected for DA. These parameters are c d , a k , slope n , , and river n . The model setup uses a 250 m grid resolution. The simulation time steps are six hundred seconds for the hillslope and twenty seconds for river routing. Ensembles are updated hourly by streamflow measurements at the Fuichiba gauging station. We use hourly observed rainfall from nine observation stations organized by the Ministry of Land, Infrastructure, Transport, and Tourism of Japan. Selected flood events are shown in Table 2 . Event 3 is used for the synthetic experiment, while all events are used for the real experiment.
(4) Synthetic experiment
The synthetic experiment is implemented using a distributed hydrological model to demonstrate the applicability of MPI-OHyMoS to missing data problems in complex cases and to assess the identifiability of model parameters.
The basic procedures of the synthetic experiment in the distributed hydrological model are the same in the lumped model case. Synthetic observation of streamflow is calculated by synthetic true values of parameters, shown in Table 3 , adding a small Gaussian noise. For probabilistic modeling, the initial condition of states is perturbed by using noise from the uniform distribution, ) , 0 (  is set as 0.01, which accounts for the predictive uncertainty of state variables. The process noise of parameters is controlled by kernel smoothing using the information of ensemble mean and variance at the previous time step shown in Eqs. (3) and (4).
The statistics of parameter a k are estimated in the log scale to cover wider ranges of uncertainty bounds. Parameters of observation error in Eq. (11), obs  and obs  , are set as 0.05 and 5 (m 3 /s), respectively. The size of the ensembles is 1,000. It is worth noting that the proper ensemble size of parameter estimation is quite different from that of state-only updating. It has been found that stabilized prediction accuracy is achieved for estimation of 6 parameters in a lumped model with 1,000 ensembles 13) , whereas state-only updating can be performed with a limited number of ensembles using advanced PF 14) . In this study, the size of ensembles is chosen considering the previous studies 13), 14) and the capacity of computing resources.
The synthetic experiment is implemented in two separate stages. In the preliminary stage, the initial distribution of parameters is selected to cover ranges adopted in previous studies 7) , 27) , while results of the preliminary stage are used as prior information in the second stage simulation. Values of synthetic true and uncertainty ranges of parameters at each stage are shown in Table 3 . Results of the preliminary stage of the synthetic experiment are shown in Fig.10 . Simulated streamflow, which is a one-step-ahead prediction, shows good conformity with the synthetic observation in terms of ensemble mean and distributions. Uncertainty of parameters lasts before the flood event as in the initial distributions and reduces sharply around the flood peak. Dual state-parameter updating via PF results in a reasonable estimation of parameters to cover the synthetic true within their posterior distributions. Results of the second stage are shown in Fig.11 (Fig.10) , mean that posterior distributions of parameters are properly estimated in this stage, whereas a k ,which is generated from wide uncertainty bounds in the preliminary stage, still needs extra assimilation periods in the second stage (Fig.11) .
The mean and confidence intervals of the estimated parameters in the second stage are shown in Table 4 . Identifiability of parameters is increased in the second stage with reduced initial probabilistic distributions. Considering parameter identifiability from the normalized confidence width, slope n shows low identifiability compared to others, excluding a k , which is estimated in the log scale.
Despite dispersed distributions of parameters in the low flow conditions around the initial ranges of Figs.10-11 , discharge hydrographs show narrow probabilistic bands. Equifinality and sensitivity can be considered main reasons. Different combinations of parameter values may produce similar discharge hydrographs in low flow conditions (equifinality). However, from their definition and behaviour, each parameter has a different sensitivity for different flow conditions. For example, soil depth c d and roughness coefficients ( river n , slope n ) have critical effects on high flow, while a k has an influence on the entire hydrograph. There are asymptotic bounds where distributions cannot be narrower, because PF considers uncertainties from different sources such as input, models and observations simultaneously.
(5) Real experiment
The real experiment is conducted in two stages using Event 1. The applicability of two-stage estimation is verified in simulations of Events 2 and 3, which are conducted using results of the preliminary stage of Event 1 as initial ranges of parameters.For parameter updating, a k , c d , and river n are selected, excluding slope n because the identifiability of slope n is found to be relatively lower in the synthetic experiment.
In the preliminary stage, the initial ranges of parameters a k , c d , and river n are the same as in the synthetic experiment shown in Table 3 , while the value of slope n is set as 0.3, selected from the ranges in previous studies 7),27) . In the real experiment, the uncertainty of process and observation is assumed to be larger than that in the synthetic case. Simulation results of preliminary and second stages of Event 1 are shown in Figs.12~13. As shown in Fig.12 , the uncertainty of parameters sharply reduces around the flood peak. Distribution of parameter a k rapidly becomes narrow around the flood peak, while distribution of river n shows smoother movement. In the second stage, initial distribution of parameters is selected to cover about 60% confidence intervals of the preliminary stage. As shown in Fig.13 , there is no rapid movement of parameter distribution during the second-stage simulation leading to narrower posterior distribution, compared to the preliminary stage, whose estimated values are shown in Table 5 .
Streamflow prediction via PF is compared with the deterministic modeling case using the mean of the initial distribution or the posterior of the preliminary stage in Figs.12~13. It should also be noted that deterministic streamflow simulation is improved in the second stage using parameters estimated via PF. Green lines represent streamflow of deterministic modeling with parameters using the mean of the preliminary stage. Simulation results of Events 2 and 3 are shown in Figs.14~15. The initial distributions of the parameters are adopted from the posterior estimated in Event 1 to assess the applicability of the parameters for different flood events. In the results of both cases, the traces of parameter distributions show stable movement reaching narrow posteriors within the initial bounds. Despite large uncertainty bounds of the initial distribution, parameter a k shows high identifiability in Events 2 and 3. One-step-ahead prediction of streamflow also results in reliable discharge hydrographs in both cases. Note that the magnitudes of the observed flood peaks of Events 2 and 3 are quite different. In keeping up with previous studies 12), 13) , it is shown that the spread among ensemble members for each parameter drastically decreases around the flood peak for both synthetic and real experiments. The reason for the decrease can be attributed to the role of high flow observations in the updating step. In PF, new discharge observations are assimilated into the hydrological model at every time step. In this sequential procedure, limited combinations of parameters are selected in the high flow conditions, while most of the parameters are accepted in the low flow conditions.
Model performance is summarized in Table 6 using two indices: Nash-Sutcliffe efficiency (NSE) and root mean square error (RMSE). Statistics show an improvement in the model performance via PF in all events compared to deterministic modeling. Parameter distributions estimated by PF at Event 1 result in good performance in Event 3, whose peak flood is about six times higher than that of Event 1. In the case of deterministic modeling, parameters estimated in Event 1 via PF are applied to Events 2 and 3. Deterministic modeling presents improved performance for Event 3, demonstrating transferability of the parameters for an un-experienced high flood. However, application to a smaller flood (Event 2) shows limited performance. Due to uncertainties coming from models and observations, optimal parameters may change according to the magnitude of flood events and initial conditions. The results of deterministic modeling show that parameters estimated at large events (Event 1) may not be appropriate for small events (Event 2) or vice versa. Such a situation is found frequently in hydrological modeling. However, PF with dual state-parameter updating shows improved performance for all cases. In the real experiment, there are other uncertainty sources which are not considered in DA, such as uncertainty of rainfall. That might be one of the main reasons that the real experiment shows reduced accuracy with dispersed parameter distributions. However, the real experiment can be improved in combination with auxiliary observations and advanced noise modeling such as remote-sensed soil moisture and the rainfall ensemble generator 1), 28) .
CONCLUSIONS
MPI-OHyMoS was developed as a hydrological software framework for stochastic simulation and DA. This flexible framework provided PF, dual state-parameter updating, and kernel smoothing to consider various sources of uncertainty in hydrological modeling. Ensemble simulation was parallelized by MPI, taking advantage of an HPC system. The applicability of MPI-OHyMoS was demonstrated using different hydrological models, such as lumped and distributed models.
Structure and implementation processes of PF via MPI-OHyMoS were illustrated through the synthetic experiment of a simple lumped model.
Synthetic experiment cases of a distributed hydrological model showed that the dual state-parameter updating scheme of MPI-OHyMoS could be conducted properly for missing data problems. The different parameter identifiability was found in the synthetic experiment of a distributed hydrological model. The roughness coefficient of the slope component showed diffusive probabilistic distribution. However, it is worth noting that identifiability of parameters can be improved with multi-site observations in PF.
In the real experiment of a distributed hydrological model, simulated discharge via PF showed good conformity with the observation. Uncertainty bounds of ensembles were also reduced significantly around the flood peak. The assimilated results could be used to improve streamflow forecasting. Parameters estimated by PF contributed to improvement of deterministic modeling especially in extreme cases.
Despite their potential to estimate and mitigate uncertainty for non-linear, non-Gaussian models, implementation of sequential DA, including PF, has been limited due to a lack of modeling frameworks. MPI-OHyMoS is expected to make it easy to build a stochastic hydrological model and support DA as a general modeling framework. In the future, we plan to improve MPI-OHyMoS in terms of parameter estimation methods and flexible assimilation control.
