This paper proposes an accurate channel calibration algorithm for ground moving target indication (GMTI) applications with multichannel synthetic aperture radar (SAR) systems. The proposed algorithm is developed in a statistical fashion, and a useful tool called correlation analysis is employed, which measures the coherence between two channels by means of correlation coefficient. Based on correlation analysis theory, an optimum solution to a very general channel calibration problem is obtained, for which only the knowledge of the first two moments of the channel output signals is assumed and no other distributional assumptions are made. The proposed optimum solution represents a generic solution to the general channel calibration problem, which leads to a simple implementation form and needs no iterative operation. The performance test results show that the proposed correlation analysis processing algorithm is an effective way of calibrating the channels.
Introduction
Multichannel synthetic aperture radar (SAR) is a viable means of performing ground moving target indication (GMTI). In recent years, SAR-GMTI has stirred a great deal of interest [5, 10, 14, 15] . With several channels or antennae aligning along the platform track, along-track interferometry (ATI) technique [13] can be used to accomplish the GMTI function. For a multichannel SAR-GMTI system, it is desirable to have a high coherence between the channels to obtain a good GMTI performance. However, in practical applications, the decorrelation of the channel output signals is inevitable, which can lead to the coherence loss and therewith the GMTI performance loss.
Several decorrelation sources are summarized as follows: 1) Thermal noise. Since the thermal noise components in each channel are statistically independent, the existence of noise will decrease the channel coherence. However, one can alleviate this kind of decorrelation effect by increasing the clutter-to-noise ratio (CNR). 2) Clutter internal motion. In vegetated areas, the clutter internal motion is inevitable, and this will result in a loss of coherence. 3) Channel mismatch. The channels may have different system transfer functions. This kind of decorrelation is mainly caused by the non-ideal hardware characterization. Furthermore, some uncontrollable natural factors such as temperature can also introduce additional decorrelation. 4) Antenna pattern differences. In practice, antenna beam patterns may be different from channel to channel due to the imperfections. In sidelobe regions, the channel data will be uncorrelated due to the low CNR. Moreover, antenna deformation and installation errors may introduce beam mispointing errors, and these will aggravate the decorrelation. 5) Phase center offset. In practice, if the displaced phase center antenna (DPCA) condition [16] is not met, the existed phase center offset will introduce a DPCA lag time, and this will decrease the channel coherence. However, this kind of decorrelation can be compensated when the effective ATI-baseline is known. 6) Phase center location uncertainties. For airborne applications, both the intrinsic uncertainties of the radar platform heading and the changing weather conditions can result in yaw or pitch errors, which will lead to a misalignment of the antenna axis with the platform velocity. These kinds of uncertainties will introduce random interferometric phase errors and therewith the decorrelation. 7) Moving targets. If moving targets are presented, the target and the clutter signatures will compete against one another, and this will introduce a coherence loss. However, this kind of decorrelation feature should be preserved for GMTI purpose.
The decorrelation sources listed above can lead to inevitable channel errors, which can be viewed as random signals. These random errors are summarized as channel imbalances. Calibrated channel data are essential for clutter suppression methods such as ATI, DPCA [12] and space-time adaptive processing (STAP) [7] , although the systematic phase term caused by the baseline should be preserved first for the STAP method [9] . As such, the channel calibration problem must be addressed before the GMTI processing. A popular channel calibration algorithm called adaptive two-dimensional calibration (A2DC) was originally presented in [7] , which iteratively calibrates the channels in two-dimensional (2-D) frequency domain. Furthermore, a simple method named de-trending is presented in [9] to remove the interferometric phase ramp, but the amplitude imbalance still remains uncompensated. Thus, the A2DC method is preferred when the compensation of amplitude imbalance is crucial.
The above mentioned methods are performed in a single processing domain. There is therefore the limitation that the channel errors can only be compensated in a single processing domain, and if there are errors that cannot be compensated in this single processing domain, these methods will become inefficient. As such, a two-stage channel calibration technique is proposed in [1] to calibrate the channels in a more complicated case, where the channel errors can be classified into two categories, that is, the so called convolutional and multiplicative errors. In [1] , the convolutional errors are compensated by a Stage 1 calibration filter, in which the conventional 2-D frequency domain calibration methods can be employed, and the multiplicative errors are compensated by a Stage 2 filter.
In this paper, we propose an accurate channel calibration algorithm, which can serve as an alternative for the Stage 1 calibration filter presented in [1] . However, for the sake of conciseness, we only focus on a simple calibration case in which a single domain is processed with the A2DC or the proposed method. In this paper, a very general channel calibration problem is considered first, for which only the knowledge of the first two moments of the channel output signals is assumed and no other distributional assumptions are made. Then the algorithm is developed in a statistical fashion. It should be pointed out that, there are two kinds of statistical analysis methods. The first one is the regression analysis, in which only one variable is considered random. The second one is the correlation analysis, in which two or even more variables are considered random. It is important to note the distinction between these two kinds of statistical analysis methods, which can lend much insight to the proposed method. Based on correlation analysis theory, an optimum solution to the general channel calibration problem is presented, which leads to a simple and accurate channel calibration algorithm. Furthermore, the practical implementation issue of the proposed method is also addressed. The real raw data from an experimental SAR-GMTI system are used to test the performance of the proposed method. First, the channel calibration results of the proposed method are provided. Some quality measures are employed to test the performance. Second, the comparative results are illustrated to show the performance improvement. Results with real SAR data show that the proposed method is an effective way of calibrating the channels. This paper is organized as follows. In Section 2, the concepts of channel coherence, clutter suppression ratio (CSR), and channel imbalances are introduced, which give rise to the need for the proposed algorithm. In Section 3, the proposed algorithm is introduced to solve the general channel calibration problem, and the practical implementation issue is also discussed. In Section 4, the performance of the proposed algorithm is tested with real SAR data. In Section 5, some conclusions are drawn.
Problem formulation
In this section, the concept of channel coherence is introduced, and its impact on the clutter suppression performance is highlighted, which give rise to the channel calibration problem. For the sake of signal-to-noise-ratio-optimal (SNR-optimal) coherent processing, in the following analysis, it is assumed that the channel output signals are already range compressed and range cell migration corrected.
Coherence and its impact on clutter suppression performance
From a channel-calibration point of view, it is convenient to have a discussion involving only two channels. Without loss of generality, we denote the output 2-D time domain signals of channels 1 and 2 as 1 ( , ) and 2 ( , ), respectively, with denotating range time and azimuth time. As such, let 1 ( , ) and 2 ( , ) be two zero-mean jointly distributed 2-D random signals with auto-power spectral densities (auto-PSDs) 11 ( , ) and 22 ( , ) and with cross-PSD 12 ( , ), where and denote range and Doppler frequencies, respectively.
By taking 2-D fast Fourier transform (FFT) of z 1 (t τ , t η ) and z 2 (t τ , t η ), the 2-D frequency domain signals Z 1 (f τ , f η ) and Z 2 (f τ , f η ) are obtained. The normalized form of cross-PSD is the complex valued correlation coefficient in frequency domain, which is given by [21]: 
where 12 ( , ) is the degree of coherence (DOC) [17] or the coherence magnitude in the 2-D frequency domain, which represents the amount of linear coherency between 1 ( , ) and 2 ( , ), and it can be given by
and the argument 12 ( , ) is the phase lag or lead of this coherency. In fact, 12 is the interferometric phase ramp in the Doppler frequency domain, which is caused by the effective ATI-baseline, and this phase ramp should be removed via channel calibration processing for DPCA based clutter suppression.
The DOC measures the similarity between the two signals z 1 and z 2 . In SAR-GMTI applications, this kind of similarity mainly comes from the clutter component due to the intrinsic strong coherency of the stationary clutter, and only a little similarity comes from the moving targets owing to the decorrelation effect of the target motion, whereas none from the uncorrelated noises. Therefore, the DOC can be employed as a metric to evaluate the clutter suppression performance. More specifically, if w opt is the optimum filter that minimizes the mean square error (MSE):
where [•] denotes the mathematical expectation operator, and | | represents the absolute value of , then the cluttersuppressed output signal can be written as
and the auto-PSD of is given by [8] :
For an intuitive interpretation of (5), note that when the DOC is very high, the clutter component of 1 is very "similar" to the one of 2 , thus the clutter can be suppressed very well, and therefore the residual clutter power is low. On the contrary, when the DOC is very low, the similarity between the clutter components of 1 and 2 is also very low, thus 2 makes little contribution to the suppression of the clutter component of 1 .
The clutter suppression performance can be examined by the CSR, which is defined as the ratio of pre-to postsuppression clutter power. The analytical expression of the CSR in dB can be expressed as [20] :
where log10(•) denotes the common base 10 logarithm, and 12 is the DOC of the two channels. Note that we have here dropped the 2-D index which was used in the previous analysis. The reason is that the channel coherence is not affected by linear operations [8] , thus 12 remains the same in both 2-D time and 2-D frequency domains. As pointed out in [20] , the is only 7.21 dB when 12 = 0.9 , and 17.01 dB when 12 = 0.99. Therefore, the channel coherence should be improved to a certain level that is high enough to suppress the clutter sufficiently, and this gives rise to the channel calibration problem.
Channel imbalances description
It has been pointed out previously that the errors introduced by the decorrelation sources can be viewed as random signals and cannot be known a priori. As such, we lump together all these error terms into a channel imbalance term to carry out our analysis, and this is interpreted in detail in the following.
The 2-D frequency domain signals Z 1 (f τ , f η ) and Z 2 (f τ , f η ) can be approximately related as
where ( , ) denotes the channel imbalances between the two channels, and it can be expressed as
with | ( , )| denoting the amplitude spectrum imbalance, and 12 ( , ) denoting the phase spectrum imbalance, which is in fact the phase ramp shown in (1).
The approximation is made in (7) because the relationship only holds in a statistical fashion when a considerable corruption is considered, and the corruption is introduced by the random errors from various decorrelation sources. Thus the channel imbalances are considered as stochastic processes. For SAR-GMTI applications, both amplitude-and phasespectrum imbalances should be removed by channel calibration processing. In the next section, we will develop a simple and accurate channel calibration algorithm to compensate these imbalances.
Proposed channel calibration algorithm
In this section, we propose a simple and accurate algorithm based on correlation analysis theory to resolve the channel calibration problem posed earlier. The proposed algorithm represents an optimum solution to the general channel calibration problem, which both leads to simple implementation procedures and requires the knowledge of the first two moments only. Finally, we discuss the practical implementation issue of the proposed method.
Optimum solution to the general channel calibration problem
We are aiming at designing an algorithm for dealing with both the amplitude and phase spectrum imbalances. As described previously, the measured signals are corrupted by unavoidable channel errors or imbalances coming from various sources. In a general channel calibration problem, the task is to calibrate the channels with the measured signals only, without knowing the imbalances. To put the problem in more practical terms, we turn our attention to a fairly general statistical model in solving the channel calibration problem: only the knowledge of the first two moments of the random signals is assumed, and no other distributional assumptions are made. Therefore, it is desirable to develop a channel calibration algorithm that both leads to simple implementation procedures and requires very little knowledge of only the first two moments. As such, we consider the theory of correlation analysis, which attempts to measure the strength of the relationship between two random signals by means of correlation coefficient [19] . Based on correlation analysis, the so called correlation analysis processing (CAP) algorithm is proposed to calibrate the channels. Details of the proposed algorithm are given in the following.
To begin, let channel 1 be the reference or master channel, and channel 2 be the slave channel that should be adjusted to the channel 1. For notational expediency, we drop the 2-D index (f τ , f η ) that has been used in the previous analysis. The channel calibration processing can be described as
where 2, is the calibrated signal, and 2 is the signal to be calibrated or adjusted, and should be a coefficient that can calibrate the two channels, i.e., should satisfy the following relation where 1 is usually employed as a training signal or reference signal to construct the calibration coefficient . The approximation is made in (10) because the relationship only holds in a statistical fashion. Because both 1 and 2 are considered random, the problem presented in (10) is a classic correlation analysis problem. As such, we should choose a coefficient so that 2, has the largest possible common clutter signatures with 1 , and in this way, 1 − 2, will only contain the signatures that are uncorrelated with 2 . From a statistical point of view, that is to say, we want to choose a coefficient so that 1 − 2, is uncorrelated with 2 , and this can be expressed as
Inserting (9) into (11) and after some simple algebra yields
and this is the coefficient defined by the proposed CAP algorithm, which has a very simple form. After channel calibration with the proposed algorithm, the calibrated signal in (9) is given by
So far, we have developed an optimum solution for the general channel calibration problem. From a practical point of view and insofar as the computation of the coefficient β is concerned, it is meaningful to highlight the physical mechanism of the proposed algorithm. For clarity, the notation (f τ , f η ) is retrieved. A physical interpretation of the optimum solution presented in (12) can be given using the definitions of the cross-PSD in 2-D frequency domain [18] :
and the auto-PSD [18] :
Using (1), (14) and (15) 
where | ( , )| is the compensated amplitude spectrum imbalance and is given by ,
and 12 ( , ) is the compensated phase spectrum imbalance which is the phase ramp shown in (1).
Finally, we highlight two particular properties of the proposed algorithm. In Appendix, we show that the proposed algorithm is optimum in both minimum mean square error (MMSE) [11] and best linear unbiased estimator (BLUE) [11] senses. The first property means that the proposed algorithm can calibrate the channels in the sense of minimizing the MSE, and the second property means that the proposed algorithm can obtain a linear, unbiased, and minimum variance estimate of the reference channel.
Practical implementation issue
To put the proposed algorithm in more practical terms, it is necessary to estimate the values of the different expectation operations involved in (12) by means of the ensemble average. Unfortunately, in many practical SAR-GMTI applications only a single pass is employed, and thus only one realization of the two random signals 1 and 2 is available, whereas a large number of realizations are required to obtain a consistent estimate of each ensemble average involved in (12) . However, under the assumption of ergodicity, it is reasonable to substitute the ensemble averages with the sample averages, which are obtained over a limited area surrounding the bin of interest. Hence it is possible to implement the proposed algorithm over a 2-D moving-window with dimension × in the 2-D frequency plane. As such, the coefficient in (12) can be estimated by
where and are the index of the range frequency and Doppler frequency samples, respectively, (∆ , ∆ ) are the sensor sample spacing in the ( , ) domain, and both and should be chosen to be odd integers. The stationarity and ergodicity assumptions are essential, and they impose a serious restriction upon the practical implementation of the proposed algorithm. As such, 1 and 2 should be slowly varying over the 2-D spectral window, therefore the size of the window should be small compared to the support region of the signals. Specifically, let and denote the total sample numbers in range-frequency and Doppler-frequency dimensions, respectively, then ≪ and ≪ . Usually the window-size of 3×3, 5×5, or 5×3 is taken for practical implementation, and almost the same performance can be achieved. Table 1 summarizes the proposed algorithm. 
Experiment with performance test
In order to evaluate the performance of the proposed method, results concerning channel calibration are illustrated and investigated experimentally using real SAR data. For comparison, the results of the A2DC method are also illustrated. In the experiment, a 3×3 moving-window is used for the proposed method, which needs no iterative operation, and the iteration number of the A2DC method is 3, which is calculated according to the criteria presented in [9] . To begin with, a description of the experiment system is needed.
Experiment system description
An airborne SAR-GMTI experiment has been carried out and a set of three-channel X-band SAR data have been collected. The system and geometry parameters for the experiment system are listed in Table 2 . The entire antenna is partitioned into three sub-apertures aligning along the track of the radar platform, and only the middle sub-aperture is used for transmission, whereas all the three parallel sub-apertures are used for reception simultaneously and coherently. The channel calibration performance is evaluated using the real SAR data of the scene shown in Figure 1 , whose resolution is approximately 8 m×8 m. Particularly, we highlight the CNR versus Doppler frequency performance of the channels in Figure 2 , which is created by estimating the CNR at each Doppler frequency bin in 2-D frequency domain. As can be observed, the CNR performance over Doppler frequency is modulated by the antenna beam pattern, and there is a considerable drop of the CNR in the sidelobe regions. Thus the signals in these sidelobe regions will be decorrelated due to the decrease of the CNR, whereas the ones within the mainbeam are highly correlated. This phenomenon will lend much insight to our analysis in the following discussion. 
Testing results
The proposed implementation scheme in (18) is applied to the three channel data of the scene shown in Figure 1 . In the processing, Channel 1 is selected as the reference channel, and the other two channels are adjusted to it. This calibration scheme is the same as the one presented in [2, 3, 4] . For the sake of clarity, only the processing results concerning Channels 1 and 2 are shown in the following.
The channel imbalances before and after implementing the proposed method are shown in Figure 3 . It can be seen from Figs. 3a and 3b that the original amplitude imbalance between the two channels is small, whereas the original phase imbalance is prominent. It can also be observed from Figs. 3c and 3d that both amplitude and phase imbalances within the mainbeam are well compensated, whereas the imbalances within the sidelobe regions are badly compensated. This is because the signals within the mainbeam are highly correlated due to the high CNR, and the signals within the sidelobe regions are decorrelated by the noise due to the reduced CNR. It is a difficult task to calibrate the signal components if their correlation is low. In Figure 4 , a more dramatic indication of the channel calibration results is seen by creating the averaged amplitude spectrum plots and the angle histograms. Figs. 4a and 4b are created by averaging the amplitude spectrum of the two channels along the range dimension. In Figure 4a , distinct original amplitude imbalances exist in both the mainbeam and sidelobe regions. In Figure 4b , the imbalances within the mainbeam are well compensated, whereas the ones within the sidelobe regions are enlarged. These enlarged imbalances could be explained by the random noises which are uncorrelated. Another possible explanation is the moving targets which are decorrelated by the target motion. Figs. 4c and 4d show the angle histograms of the 2-D frequency domain interferometeric phase. As can be observed, the phases obtained before channel calibration are asymmetrically scattered in a wide range, whereas the ones obtained after channel calibration with the proposed method are symmetrically gathered around zero. Thus both the amplitude and phase imbalances are well compensated by the proposed method. Next, we compare the performance of the proposed method with the A2DC method. A convenient way to assess the performance is to examine the amplitude and phase imbalances between the two channels as shown in Figure 5 . For comparison, four performance curves, i.e., the averaged amplitude spectra of the signals from channel 1, channel 2, channel 2 calibrated with the proposed method, and channel 2 calibrated with the A2DC method, are shown together in Figure 5a . The averaged amplitude ratio shown in Figure 5b is created by dividing the averaged amplitude spectrum of channel 1 by the one of channel 2 (before or after channel calibration). For the sake of clarity, only the results within the mainbeam are shown in Figure 5b . We can observe that the performance of the proposed method is closer to the ideally calibrated case, in which the averaged amplitude ratio is 1. Similar conclusion can be drawn from Figure 5c . As can be seen, the residual phase imbalance of the proposed method is closer to 0 rad, thus a better channel calibration performance of the proposed method can be concluded.
It is worth relating the results shown in Figure 5 with the CNR curve shown in Figure 2 . As can be observed, both of the two methods behave well in high CNR conditions and badly when the CNR decreases, and there is a distinct improvement of the proposed method when the CNR is decreased. Thus, we conclude that the proposed method performs better in low CNR conditions. If the channels are well calibrated, the clutter suppression can be performed by simply subtracting pairs of the channels, i.e., by the so DPCA processing. Thus, the channel calibration performance is highly related to the clutter suppression performance, which in turn is closely related to the DOC as shown in (6) . As such, both the DOC and the CSR can be employed as performance metrics to evaluate the channel calibration performance. Therefore, both the DOC and the CSR are computed from the real SAR data, and the results are shown in Table 3 . For comparison, the results of both the proposed CAP method and the A2DC method are listed together. As can be seen, the two methods behave closely. Combined with the results shown in Figure 5 , it should not be surprising that the proposed method sows better performance over A2DC. 
Conclusions
In this paper, we study a very general channel calibration problem, for which only the knowledge of the first two moments of the channel output signals is assumed, and no other distributional assumptions are made. Based on correlation analysis theory, an optimum solution to the general channel calibration problem is obtained. This optimum solution gives rise to the proposed channel calibration algorithm, which has the merits of needing no iterative operation and requiring a simple implementation form. Results with real SAR data show that the proposed algorithm is effective of calibrating the channels. It can be concluded that the proposed algorithm represents a generic solution to the general channel calibration problem, which both leads to a simple implementation form and requires the knowledge of just the first two moments.
2008 21. N. Wiener, "Generalized harmonic analysis," Acta Mathematica, vol. 55, no. 1, pp. 117-258, 1930 Appendix In this appendix, two important properties concerning MMSE and BLUE of the proposed algorithm are highlighted. These properties can justify the optimum performance of the proposed algorithm.
A.1 Optimum in the MMSE sense
The key idea behind the MMSE criterion is that we want to find an optimum coefficient such that, if the channel calibration is performed by (9) , the resulting mean square error
is minimum. We assume that the optimum coefficient is the one obtained from the proposed algorithm:
where is the coefficient of the proposed method presented in (12) . We proceed to confirm the validity of this assumption, and thus we shall show that the MSE is minimal. Let 2, ′ = ′ 2 be the signal calibrated with an arbitrary coefficient ′ , then the MSE is
Here, the last term equals to zero according to (11) , and the second term is non-negative, thus it follows that, for any ′ ,
Hence, MSE is minimum if and only if ′ = , thus the assumption in (20) is proofed.
From the above analysis, we can see that it is possible to design a channel calibration algorithm in the MMSE sense by implementing the correlation analysis processing.
A.2 Optimum in the BLUE sense
The BLUE of shown in (7) can be determined with the knowledge of only the first two moments of the random signals, and this a priori knowledge is exactly the one required for the proposed algorithm. As such, we consider a fairly general statistical model, which is described as follows. Denote the data sets observed from the random signals 1 and 2 as { 1 [1] , 1 [2] , ⋯ , 1 Now, we summarize the estimation problem. To find the BLUE is equivalent to find the linear estimator that is unbiased and has minimum variance. As such, according to the unbiased constraint in (26) and the variance in (27), we need to solve the equality-constrained optimization problem:
The solution to this minimization problem is given by [11] : 
and this is exactly the coefficient obtained by the proposed algorithm shown in (12) .
To summarize, the proposed algorithm can obtain an optimal estimate of the channel imbalances in the BLUE sense.
