Introduction
============

Language and communication have long been a focus of attention in multiple disciplines, such as philosophy, cognitive science, neuroscience, and information sciences, because of its central role in human activity. The fluent use of not only a first language (L1), but also a second language (L2) is extremely important for communication between people with different linguistic and cultural backgrounds, especially given the rapid globalization in various economic and social fields.

It is widely accepted that if exposed early enough, any normally developing child from any part of the world is capable of acquiring his/her native language in a short period of time with little or no explicit instruction. Based on Chomsky's proposition, language is acquired through the use of an innate language acquisition device ([@B17]). Also, the functional properties of L1 develop along a typical maturational path, suggesting a universal genetic basis for language acquisition. While it may be well understood that individual abilities (e.g., intelligence, aptitude), states (e.g., motivation, attitudes), traits (e.g., extroversion, introversion) and such have little, if any, effect on L1 acquisition, we have seen that individual differences do affect L2 development. Similar aspects of developmental sequences in L1 and L2 have been reported ([@B28]; [@B54]), but L2 learning rate and ultimate attainment are quite variable. Also, many factors, including the factors mentioned above, seem to have effects on variances in L2 proficiency with functional changes in the brain in some cases; we focused on the L2 proficiency considering the effect of sex and working memory (WM) capacity in the present study, on the basis of the following background.

Previous neuroimaging studies investigating language processing have shown that distinctive brain regions are activated in response to different linguistic components of language comprehension and production, such as phonology (word sound), semantics (meaning), and syntax (sentence structure). Also, accumulated data have demonstrated that, broadly, analogous brain areas are recruited in L1 and L2 (e.g., [@B99]; [@B118]; for reviews, see [@B1]; [@B67]). However, the degree of activation, activation latency, and/or precise regions activated vary as a function of proficiency ([@B121]; [@B45]; for a review, see [@B67]). These differences in brain response to linguistic stimuli are pronounced at the beginning of L2 learning and/or when L2 is processed with a non-native-like proficiency (for reviews, see [@B1]; [@B67]).

Although it may be understood that individual differences have little effect on L1 acquisition, previous behavioral studies on L1 acquisition have reported sex differences, in which faster language development in girls is consistently found ranging from word level ([@B27]; [@B59]; [@B4]) to phrase and sentence level ([@B83]; [@B80]; [@B98]). A number of neuroimaging studies also identified sex differences (word level: [@B106]; [@B94]; [@B5]; [@B18]; [@B92]; [@B10], [@B11]; sentence level: [@B65]; [@B91]), although controversy remains ([@B41]; [@B134]; [@B109], [@B110]). The existence of sex differences seems to be task-dependent: while the studies that identified sex differences employed passive listening tasks ([@B65]; [@B91]) and phonological tasks ([@B106]; [@B94]; [@B18]), the studies that did not find sex differences utilized language comprehension tasks and verbal fluency tasks ([@B41]; [@B134]; [@B131]).

Adolescence is a period of L2 learning in school, and of increased divergence between the sexes in both physical and behavioral characteristics ([@B108]; [@B90]); however, sex differences in neural plasticity and development in L2 learning during this period remain poorly understood. In our previous study, we investigated how L2 proficiency changes cortical response during word processing in elementary school children and found significant sex differences in cortical response in relation to L2 proficiency ([@B116]). Therefore, in the present study with junior high school students, we further explored how the L2 proficiency of the learners affects cortical response during sentence-level syntactic processing, which is the major focus of previous language processing research ([@B12]), and the analyses were carried out considering sex as a possible factor. Sentence processing requires a great deal of syntactic knowledge and computation relative to lexical/word processing, making it better suited for investigating correlations between L2 proficiency at the sentence level and cortical response.

In addition to sex, we also considered WM capacity in examining the relationship between L2 proficiency and behavioral performance, as well as that between L2 proficiency and cortical response during L2 sentence processing. This is because the role of WM in syntactic processing ([@B66]), as well as L2 proficiency ([@B78]) has been reported. WM is the ability to retain information during short periods of time while simultaneously processing both old and new information. [@B66] conducted experiments with 94 college students and showed that individual differences in syntactic processing are governed in part by the amount of WM capacity available for language comprehension processes. [@B78] posited that WM for language may be one central component of language aptitude, and play a role in individual differences in L2 proficiency among adult learners. Also they suggested that the role of WM in the performance of linguistic tasks may be stronger in L2 than in L1.

Although influences of verbal WM on sentence processing in adults have been reported as above, there is little literature about such influences in normally developing adolescents. [@B74] investigated the relationship between WM capacity and school achievement in adolescents (15--16 years), and reported that WM capacity had a highly significant correlation with both foreign and native language performance, and suggested that the phonological loop is specifically related to foreign language learning. However, until now, the relationship between L2 proficiency and cortical responses during L2 sentence processing in adolescents, taking WM capacity and sex into consideration, have not been investigated. It should be noted that the idea of sex differences in the behavioral performance of WM tasks is controversial: while some studies have reported a female advantage for verbal WM ([@B69]; [@B111]; [@B89]), others have found that there are no significant sex differences during such tasks ([@B44]; [@B82]). Interestingly, regardless of behavioral performance, sex differences in cortical activations have been observed; for example, females have exhibited cortical activation in left-sided dominance ([@B111]) and greater activation in the middle, inferior, and orbital prefrontal cortices ([@B44]) compared to males. The authors of these studies discussed that the differences in cortical activation resulted from different strategies between sexes.

In the present study, we conducted simultaneous functional near-infrared spectroscopy (fNIRS) and event-related potential (ERP) measurements to assess cortical responses during L2 sentence processing. The usefulness and advantages of simultaneous fNIRS--ERP measurements in language studies have been reported ([@B56]; for a review, see [@B132]); however, not many studies have yet made use of this method, especially those dealing with children and adolescents. By integrating fNIRS and ERP data, we benefit from both the spatial resolution of fNIRS and the high temporal resolution of ERP. While fNIRS can detect global cortical activation during syntactic processing, ERP is expected to provide more precise information about the timing of language processing after the target (violation/ungrammatical) point in a sentence.

fNIRS has been applied to language studies of newborns, infants, children, and adults in both healthy populations and in patients with neurological and psychiatric disorders ([@B95]; [@B55]). Considering previous literature for both L1 and L2 ([@B68]; [@B85]; [@B77]; [@B115], [@B116]), we hypothesized that late adolescent L2 learners have greater activation in the left relative to the right temporal and frontal language areas (Wernicke's area and Broca's area) during sentence-level processing as L2 proficiency increases, but since few studies have aimed at understanding sex differences as well as the involvement of general cognitive functions (other than language-specific functions) such as WM for late L2 learners, we explored these questions in the present study.

In ERP research, four main components have been reported for language processing: early left anterior negativity (ELAN), left anterior negativity (LAN), N400, and P600, and among these, ELAN, LAN, and P600 are considered to be indices of syntactic processing. The ELAN component, often lateralized to the left hemisphere, occurs in the latency range of 100--300 ms, is assumed to reflect automatic syntactic-structure building ([@B50]), and is often seen in response to phrase structure violations ([@B31]). The LAN component, again often left-lateralized, occurs in the range of 300--500 ms. It also reflects syntactic processing and appears to correlate particularly well with morphosyntactic and thematic processes ([@B32]). The P600 component has been interpreted as reflecting syntactic reanalysis/repair ([@B38], [@B35]) in language comprehension, while the N400 component is known to be a normal response, reflecting semantic-related, but not syntactic, processes ([@B72]; [@B71]).

We employed passive listening as our experimental condition during brain measurements, since listening comprehension of verbal auditory stimuli is one of the most important and fundamental of the four skills (listening, speaking, reading, and writing) in language learning as it is the skill most often used in everyday life. During passive listening, participants heard syntactically correct and incorrect sentences. For ERP analyses, we focused on differences in the time courses of neural activation for syntactic processing between boys and girls. For fNIRS analyses, cortical responses and representation during syntactic sentence processing were examined as a function of L2 proficiency, considering sex and WM capacity.

Materials and Methods {#s1}
=====================

Participants
------------

Participants of this study initially included 58 normally developing Japanese junior high school students in Tokyo. All participants completed a questionnaire before commencing this study. Each of the participants and their parents gave written informed consent before his or her participation in this study. All of the procedures in this study were approved by the Human Subject Ethics Committee of Tokyo Metropolitan University. The Edinburgh Handedness Inventory ([@B87]) was used to determine hand dominance. Participants who participated in this study are all right-handed, no participants had psychiatric disorders, and the L1 of all participants and their parents was Japanese. As English had not been introduced as a mandatory academic subject at the elementary school level in Japan at the time the data were collected, participants' age of exposure to L2 was 12--13 years old. Although participants' L1 proficiency was not examined, it can be assumed that our participants had relatively equal L1 proficiency for the following reasons. The present study did not include individuals with one or more parents whose native language was other than Japanese (including native English speakers), so that participants' daily language use was limited to Japanese. All the academic subjects taught in the schools attended by the participants were taught in L1, and their common, everyday language at their schools was Japanese. Also, Japan requires 9 years of compulsory education, 6 at elementary school, and 3 at junior high school. Since that education is compulsory and relatively uniform throughout the country, a relative equality of educational outcomes (including L1 proficiency in daily use) is seen in Japan. Thus, no participants were excluded at this stage. Also, no participants in this study had experience living abroad or in any English-speaking environment, or of attending international school or bilingual/immersion school. However, five participants were excluded from the analyses because of poor data quality caused by insufficient contact between the optodes and scalp (three participants) or data corruption due to deficient event triggers (two participants) in the fNIRS measurements. Consequently, 53 participants (31 boys and 22 girls, aged 12--15 years, mean age = 13.88, standard deviation of age = 0.93) were used for the current analyses. A *t*-test confirmed that there was no significant age difference between sexes \[*t*(51) = -1.079, *P* = 0.279, n.s.\].

Note that in the field of L2 acquisition/learning, there are generally two types of acquisition/learning environments. One is an environment where the target language is not typically spoken in everyday life and is generally acquired through formal instruction in a classroom setting after a native language has been acquired. In this case, the term "foreign language (FL)" is often used. Another is a more natural environment similar to that of native language acquisition. In this case, the term "L2" is usually used. However, L2 is often used more broadly to refer to the acquisition/learning of a language other than the native language. Therefore, in the present study, the broader definition of L2 is used although our participants learned English as an L2 in a classroom environment through formal instruction.

Behavioral Data Acquisition
---------------------------

We had participants of the same age with different levels of English proficiency, thus in order to assess their overall English language proficiency, the Cambridge basic level English language exam, called the Key English Test (KET), was administered. KET is an elementary level exam focusing on basic everyday communication in written, and spoken English. It is the easiest of the Cambridge English exams, requiring students to have a basic knowledge of English. This qualification demonstrates that students are able to understand very basic instructions, both written and spoken, and the use of simple expressions and phrases. The KET exam consists of reading, writing, listening, and speaking sections; however, the speaking section was not used in the present study.

After the simultaneous fNIRS--ERP measurements, the students also took grammar tests, which used the same sentences as those presented aurally during the measurements. The grammar tests consisted of both listening and reading versions in order to assess the students' grammatical knowledge of the English language, regardless of sensory modality (auditory or visual). Details of the grammar tests are provided in the Section "Experimental Conditions." In all, four English language tests were administered to the junior high school students: KET listening test (KET_L), KET reading and writing test (KET_RW), grammar listening test (Grammar_L), and grammar reading test (Grammar_R).

We also examined whether auditory L2 performance correlated with WM capacity using a reading span test (RST), which was designed to measure the combined processing and storage capacity of WM during reading ([@B22]). We used a Japanese version of the RST ([@B88]). Empirical evidence shows that WM capacity is an excellent predictor of performance on a variety of complex cognitive tasks, including tasks that measure language comprehension ability ([@B23]). The procedure and materials of the RST used in this study are briefly described below. Participants were presented with sentences typed on a card, and were instructed to read them aloud from individual cards while remembering target words underlined in red (one target word per sentence). The sentences presented were at the lower elementary school level so that they were easy enough for the adolescent participants to read. At the end of each set, they were presented with a blank cue card, at which time they were asked to orally recall the red underlined words from each sentence. There were four span levels varying from two sentences per set to five sentences per set; at each span level, five sets were prepared. The test was carried out in order of difficulty, beginning with two sentences per set and progressing to five sentences per set. Participants were given 5 s per word to orally recall the words (e.g., 10 s for two sentences per set, and 25 s for five sentences per set). The RST score included the total number of correct words recalled, the maximum being 70 (2 × 5 + 3 × 5 + 4 × 5 + 5 × 5).

Experimental Conditions
-----------------------

Using simultaneous fNIRS--ERP, we measured the participants' cortical hemodynamic changes and electrophysiological responses as they listened to sentences presented aurally in their L2 (English). While listening, participants viewed muted films to avoid movement artifacts and/or falling asleep while auditory stimuli were presented. The sentences presented include syntactically and semantically correct sentences (correct sentences: NP VP NP PP---NP, noun phrase; VP, verb phrase; and PP, prepositional phrase), ungrammatical sentences with changes in verb--object order (incorrect sentences: NP NP VP PP), and ungrammatical sentences with no VP (filler sentences: NP NP NP PP). Examples of the three types of sentences are given in **Table [1](#T1){ref-type="table"}**. There were 48 sentences in each condition, so that a total of 144 sentences (48 sentences × 3 conditions) were presented. In the present study, syntactically correct- and incorrect-sentence conditions were used for data analyses.

###### 

Examples of the three types of sentences presented during the simultaneous fNIRS--ERP measurements and used for grammar tests.

              First phrase      Second phrase   Third phrase       Fourth phrase
  ----------- ----------------- --------------- ------------------ ------------------------
  Correct     My grandma (NP)   baked (VP)      a cake (NP)        in the afternoon. (PP)
  Incorrect   My grandma (NP)   a cake (NP)     baked (VP)         in the afternoon. (PP)
  Filler      My grandma (NP)   a cake (NP)     the cookies (NP)   with her aunt. (PP)
                                                                   

During brain measurements, participants sat on a chair in a shielded room. A chin rest was used to maintain the head position. We used an event-related design. The software program Optseq^[1](#fn01){ref-type="fn"}^ was used to optimally randomize the order of and spacing between stimuli, which prevents participants from anticipating each stimulus so as to detect brain response to auditory sentence stimuli. In addition to the 144 sentences (48 sentences × 3 conditions), 147 no-sound and 5 pure-tone events were included with the same durations as the sentences presented, which yielded a total of 296 events. One trial was 4000 ms in length and the total time of brain measurements was 1184 s (approximately 19.7 min). Average time for each of the four phrases contained within a sentence was 607, 497, 625, and 1149 ms for the first, second, third, and fourth phrases, respectively.) To ensure that participants were awake and heard the auditory stimuli throughout the brain measurements, participants were required to make simple keypress responses to the pure tone stimuli presented five times, and it was determined in advance that participants who responded less than four out of five times would be excluded from the analyses. Fortunately, as all participants responded at least four times, no participants were excluded.

Data Acquisition and Analyses
-----------------------------

We conducted simultaneous fNIRS--ERP measurements to assess brain responses during L2 syntactic sentence processing. The fNIRS system enables us to measure cortical hemodynamic changes and the ERP system enables us to measure electrophysiological responses.

### ERP Data Acquisition

The continuous electroencephalograms (EEGs) were recorded using Ag/AgCl electrodes (EASYCAP GmbH, Germany) placed at five positions on the scalp (Fz, Cz, Pz, F5, and F6), which were located according to the international 10--20 electrode system ([@B61]). In addition, electrodes were placed on the left and right ear lobes, and the left earlobe electrode was used as the online reference. Eye movements were monitored using electrooculograms recorded with electrodes placed above the right and below the left outer canthi. The EEGs were amplified with NuAmps (Neuroscan, Charlotte, NC, United States), recorded with a bandpass of 0.1--100 Hz, and digitized with a sampling rate of 500 Hz. Electrode impedance was kept below 5 kΩ.

### ERP Data Analyses

The same participants for the fNIRS analysis were used in the EEG data analysis. An ocular artifact reduction algorithm implemented in the Neuroscan system ([@B104]) was applied to the continuous EEGs to reduce the effect of eye blink artifacts. The EEGs were re-referenced to a linked earlobe off-line. The EEG data were filtered with a zero-phase, low-pass filter (30 Hz/12 dB). We focused on the syntactic violation point in the second phrase of each sentence. The averaging epoch was 1200 ms, starting from 200 ms before the onset of the second phrase as a baseline correction and ending at 1000 ms. Trials with amplitudes exceeding ±100 μV were excluded from the analysis as artifacts.

On the basis of the "three-phase model" of language comprehension ([@B32], [@B33]), we performed an analysis of variance (ANOVA) in the following time windows: phase 1 (100--300 ms), phase 2-a (300--450 ms), phase 2-b (450--600 ms), and phase 3 (600--800 ms). Phase 2 was divided into two time windows because, although the time window of the major components of this phase (i.e., LAN and N400) is described as between 300 and 500 ms, these components are often observed until 600 ms (e.g., [@B34]; [@B97]; [@B53]). The significance level was 0.05. Greenhouse--Geisser correction was used to correct for violations of sphericity. The original degrees of freedom are used with epsilon (ε) and corrected probability levels.

### fNIRS Data Acquisition

For fNIRS measurements, we used an fNIRS system (ETG-4000, Hitachi Medical Co., Tokyo, Japan) equipped with a 3 × 5 array of optodes consisting of eight laser diodes and seven light detectors alternately placed at an inter-optode distance of 3 cm, which resulted in a total of 22 channels arranged on each side of the participant's head. The middle column of the 3 × 5 array was placed along the coronal reference curve (T3-C3-Cz-C4-T4) of the international 10--20 system ([@B62], [@B63]), so that the lower edge of the array was placed directly above the ear. The highest sensitivity of hemodynamic changes in the lateral cortical region encompassing a pair of optodes is expected to be localized at the midpoint between the optodes ([@B86]). This point served as the location of a channel. Optical signals from individual channels were collected at two different wavelengths (695 and 830 nm; 2 mW for each wavelength) and sampled at a rate of 10 Hz. The obtained data were analyzed using the modified Beer--Lambert law for a highly scattering medium ([@B20]). Changes in oxygenated hemoglobin (oxy-Hb) and deoxygenated hemoglobin (deoxy-Hb) signals were calculated in units of millimolar--millimeter ([@B76]).

### fNIRS Data Analyses

For fNIRS data analyses, first, three participants who had poor data quality (mostly due to insufficient probe contact), and two participants with data corruption were excluded, as mentioned above. Consequently, 53 participants were used for the fNIRS analyses. Then, in order to properly detect functional activation, all the collected individual fNIRS data were preprocessed so as to remove temporally colored noise ([@B123]). Individual time series data for the oxy-Hb and deoxy-Hb signals of each channel were preprocessed using the Wavelet-Minimum Description Length detrending algorithm to remove global trends due to physiological (cardiac, respiratory, and vasomotor-related) fluctuations and other experimental errors ([@B60]) and then using temporal smoothing with convolution of the canonical hemodynamic response function (HRF) to the individual time series data ([@B40]).

Next, first-level analyses of fNIRS data collected using an event-related design were performed by regressing the fNIRS signal on a general linear model (GLM) constructed by convolving the expected HRF with a boxcar function representing the temporal structure of the experimental condition. Standard neuroimaging analysis tools, such as statistical parametric mapping (SPM^[2](#fn02){ref-type="fn"}^), have adopted HRF based on the convolution of the boxcar function and the sum of two gamma functions as the canonical HRF. When HRF is convolved to a boxcar function representing the temporal structure of an experimental design, a temporal delay (typically 6 s) is incorporated into the GLM analyses since there is a time lag between a neuronal event and the subsequent hemodynamic response, and it is accepted practice to use default temporal parameters such as peak latencies of the gamma functions, which was proposed by [@B6], to describe the observed blood-oxygen-level-dependent (BOLD) signal in response to neural activity. However, hemoglobin signal may differ depending on participant age, although the canonical HRF parameters used in functional magnetic resonance imaging (fMRI) analyses with GLM are well suited to hemodynamics in adults, or they may vary depending on the brain region, and/or the experimental condition used. Since it was unclear whether it would be appropriate to apply the same model to the present study, we attempted to adjust the temporal parameters of a GLM for the fNIRS signals obtained in the present study. Thus, we employed a GLM-based method utilizing an adaptive HRF by varying temporal delay parameters. The optimal temporal parameters were investigated to identify the best-fit time series data during passive sentence listening.

Specifically, individual time series data for the oxy-Hb and deoxy-Hb signals of each channel were analyzed using the GLM with regression to the following HRF, *h*(*τ~p~*,*t*), proposed by [@B39].
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where *t* stands for a point in the time series. The double-gamma function is expressed with two components: the first term is the positive gamma function indicating hemodynamic response and the second term indicates a small undershoot of the hemodynamic response on recovery. The parameter *τ~p~* stands for the first peak latency, and *τ~p~* + *τ~d~* is the second peak (small undershoot) latency, which means that *τ~d~* is the second peak latency from the time point of the first peak latency *τ~p~*. *A* is the amplitude ratio between the first and second peaks. Basically, *τ~p~* is set to 6 s in most fMRI studies since the default setting of the widely used SPM is as follows: (*τ~p~*, *τ~d~*, *A*) = (6, 10, 6). We modified the canonical HRF by adjusting the two gamma functions. The first peak latency, *τ~p~*, was set as a variable by systematically changing it from 3 to 20 s to yield the optimal HRF. In order to avoid complication, the second peak delay *τ~d~* and amplitude ratio *A* were set to the typical default values. Thus, the HRF parameters used in the present study is as follows: and (*τ~p~*, *τ~d~*, *A*) = (3--20, 10, 6).

The β-values (response amplitudes) of the oxy-Hb and deoxy-Hb signals were calculated using a least-squares-model fitting procedure maximizing model-to-data fitting ([@B8],[@B9]). To examine the effects of *τ~p~*, the average β-values over 53 participants were calculated for all *τ~p~* ranges for 44 channels and three conditions. While the average β-values as a function of peak latency *τ~p~* for three conditions (correct, incorrect, and filler sentences) showed similar curve patterns, those between channels (brain regions) varied. Thus the average β-values over three conditions for 44 channels were examined and compared. Channel 16 in both the left and right hemispheres, in the vicinity of the auditory cortex, were included among the channels with the highest 10% β-values of the 22 channels in each hemisphere. Therefore, the *τ~p~* was determined by averaging the *τ~p~* values at the highest β-values of channel 16 for both hemispheres. **Figure [1](#F1){ref-type="fig"}** shows average β-values for oxy-Hb and deoxy-Hb signals over 53 participants and three conditions as a function of peak latency *τ~p~*, which was used to determine *τ~p~*. Thus the optimal *τ~p~* was found to be 5 s for both oxy-Hb and deoxy-Hb signals.

![Cortical projection points of fNIRS measurements and average β-values (response amplitudes) of the oxy-Hb and deoxy-Hb signals over 53 participants and three conditions as a function of peak latency *τ~p~*. **(A)** Cortical projection points of fNIRS measurements (location of 22 channels on each hemisphere) are mapped onto the MNI standard brain coordinate system using spatial registration. **(B)** To examine the effects of *τ~p~*, the average β-values over 53 participants and three conditions were calculated and compared for all *τ~p~* ranges for 44 channels. Channel 16 in both the left and right hemispheres in the vicinity of auditory cortex were included among the channels within the top 10% β-values of 22 channels in each hemisphere. Therefore, *τ~p~* was determined by averaging the *τ~p~* values at the highest β-values of channel 16 in both hemispheres: optimal *τ~p~* was 5 s for both oxy-Hb and deoxy-Hb signals.](fnhum-12-00062-g001){#F1}

The obtained β-values were subjected to second-level group analyses. The group analyses focused on changes in oxy-Hb because of a higher signal-to-noise ratio and a stronger correlation with BOLD signals measured by fMRI ([@B113]), a higher sensitivity to changes in cerebral blood flow than are observed for deoxy-Hb and total-Hb signals ([@B58]; [@B57]), and a higher retest reliability ([@B93]).

Statistical analyses were carried out using the SPSS statistical package (SPSS, Chicago, IL, United States). For fNIRS data, we first conducted a statistical analysis to examine significantly activated channels (β-values) using one-sample *t*-tests for all the participants. Then, as significant differences in the behavioral performance were identified between boys and girls, we conducted correlation analyses between behavioral test and cortical activation separately for both sexes. Correlation analyses were performed for correct- and incorrect-sentence conditions, respectively. We used Bonferroni correction by applying the Dubey/Armitage-Parmar (D/AP) alpha boundary ([@B101]) to take into account the spatial correlation of 44 measurement channels. The D/AP procedure has been applied in previous fNIRS studies ([@B93]; [@B102]; [@B103]; for a review, see [@B119]). The mean correlation coefficient between the channels in all conditions for boys and girls was 0.385, and the resultant adjusted alpha level determined with the D/AP procedure was 0.005. Thus, we set the statistical threshold of fNIRS analysis at 0.005. In order to consider the spatial extent of cortical activation, we defined regions of interest (ROIs) that consisted of single or multiple core channels which fulfilled the determined threshold (0.005) and of adjacent channels that satisfied a secondary threshold of *P* \< 0.05.

Regarding anatomical location of measurement channels, we used a probabilistic registration method ([@B107]) to register average fNIRS data obtained from all participants to the Montreal Neurological Institute (MNI) standard brain space. We referred to the following anatomical atlases: AAL, Brodmann's atlas, and LPBA40 ([@B73]; [@B122]; [@B105]).

Results
=======

Behavioral Results---All Participants
-------------------------------------

Because the maximum scores differed across tests (KET_L 25, KET_RW 60, Grammar_L 48, and Grammar_R 15), raw scores were converted into percentages and are presented as such for the sake of uniformity. Mean accuracy (%) and standard deviations (mean ± SD) of the four language tests are given as descriptive statistics: KET_L 43.25 ± 22.16, KET_RW 42.89 ± 19.02, Grammar_L 54.44 ± 13.31, and Grammar_R 75.60 ± 21.04. Correlation analyses showed significant correlations between participants' scores on all four language tests. Specifically, Grammar_L score was significantly correlated with scores of Grammar_R (correlation coefficient: *r* = 0.451, *P* \< 0.001), KET_L (*r* = 0.605, *P* \< 0.001), and KET_RW (*r* = 0.551, *P* \< 0.001). This suggests that the Grammar_L score, which used the same correct and incorrect sentences as presented auditorily during brain activity measurements, predicts overall L2 (English) performance.

Behavioral Performance---Examining Sex Differences
--------------------------------------------------

In our previous study of elementary school children aged 6--10 years, we found sex differences in L2 word processing ([@B116]). Although the ages (elementary school children vs. junior high school students) and the experimental conditions (word vs. sentence) examined in the previous and present studies are different, we focused on the sex effect in the present study.

To that end, we first examined whether junior high school boys and girls exhibited different performance on the auditory L2 tests. The results of statistical analyses indicated that girls obtained significantly higher scores for Grammar_L (*P* = 0.004, *d* = 0.98, **Figure [2A](#F2){ref-type="fig"}**) as well as for KET_L (*P* = 0.02, *d* = 0.76). We also investigated whether the RST scores differed between sexes. The mean RST score of all participants was 51.89 ± 7.85 (mean ± SD, where the maximum score is 70). The statistical analysis indicated that girls outperformed boys on the RST (*P* = 0.005, *d* = 0.82, **Figure [2B](#F2){ref-type="fig"}**). In sum, significant sex differences were identified for performance on the Grammar_L (assessing grammatical knowledge using the same sentences as presented for brain measurements), KET_L (assessing comprehensive listening ability), and RST (as an index of WM capacity) tests, on all of which the girls obtained higher scores than the boys.

![Sex differences in behavioral responses. **(A)** Sex differences in grammar listening test (Grammar_L) scores. **(B)** Sex differences in RST scores. **(C)** Relationship between RST and Grammar_L scores for boys. **(D)** Relationship between RST and Grammar_L scores for girls. While there was no significant relationship between RST and Grammar_L scores for boys **(C)**, there was a significant positive relationship between them for girls **(D)**.](fnhum-12-00062-g002){#F2}

Then, we examined whether the RST scores correlated with those of Grammar_L. Separate analyses were done for boys and girls, as prior analyses indicated significant sex differences for these test scores. As shown in **Figures [2C,D](#F2){ref-type="fig"}**, the results of single regression analyses indicated that there were significantly positive correlations between scores for RST and Grammar_L (*r* = 0.672, adjusted coefficient of determination: adjusted *r*^2^ = 0.424, *P* \< 0.001, **Figure [2D](#F2){ref-type="fig"}**) for girls, whereas no significant correlations appeared for boys \[*r* = 0.042, adjusted *r*^2^ = -0.033, *P* = 0.822 (n.s.), **Figure [2C](#F2){ref-type="fig"}**\]. These results indicate that girls with a higher WM capacity attained significantly higher L2 test scores than did boys and girls with a lower WM capacity.

ERP Results---Electrophysiological Responses at the Violation Point in L2 Sentences
-----------------------------------------------------------------------------------

**Figure [3](#F3){ref-type="fig"}** shows the grand average ERPs for correct and incorrect sentences, comparing boys and girls. There is a negative shift in incorrect sentences with an early timing in boys. In **Figure [4](#F4){ref-type="fig"}**, the mean amplitudes of the five exploring electrodes in each phase are plotted for boys and girls, respectively. We first performed ANOVAs for each phase (sex × grammaticality × electrodes). In phase 1, there was an interaction between sex and grammaticality \[*F*(1,51) = 5.238, *P* = 0.026, $\eta_{\mathit{p}}^{2}$ = 0.09\]. The mean amplitude of incorrect sentences was more negative than that of correct sentences only in boys (*P* = 0.002, *d* = 0.67). Phase 2-a did not show any grammaticality effect, but in phase 2-b, a main effect of grammaticality was observed \[*F*(1,51) = 13.467, *P* = 0.001, $\eta_{\mathit{p}}^{2}$ = 0.21\]. A main effect of grammaticality was also observed in phase 3 \[*F*(1,51) = 7.278, *P* = 0.009, $\eta_{\mathit{p}}^{2}$ = 0.16\]. We further applied ANOVAs (grammaticality × electrodes) to each phase for boys and girls, respectively. For boys, main effect was significant for grammaticality in every phase \[phase 1: *F*(1,30) = 9.964, *P* = 0.004, $\eta_{\mathit{p}}^{2}$ = 0.25, phase 2-a: *F*(1,30) = 4.612, *P* = 0.04, $\eta_{\mathit{p}}^{2}$ = 0.13, phase 2-b: *F*(1,30) = 9.556, *P* = 0.004, $\eta_{\mathit{p}}^{2}$ = 0.24, and phase 3: *F*(1,30) = 8.193, *P* = 0.008, $\eta_{\mathit{p}}^{2}$ = 0.22\]. On the other hand, girls showed a main effect of grammaticality only in phase 2-b \[*F*(1,21) = 4.982, *P* = 0.037, $\eta_{\mathit{p}}^{2}$ = 0.19\]. These ERP results suggest that boys were sensitive to the syntactic violations in L2.

![Grand-average ERPs at the onset of the second phrase. Five exploring electrodes were placed based on the international 10--20 system. Negative voltage is plotted up. Red lines denote the average amplitude for incorrect sentences and black lines denote that for correct sentences. **Left**: grand-average ERPs for boys; **right**: grand-average ERPs for girls.](fnhum-12-00062-g003){#F3}

![Mean amplitude of each phase. The mean amplitudes of the five exploring electrodes are plotted for each phase. **Left**: mean amplitude for boys; **right**: mean amplitude for girls. Black bars denote amplitude for correct sentences. Red bars denote amplitude for incorrect sentences. Asterisks represent statistical significance in *post hoc* comparisons (^∗∗∗^*P* \< 0.005, ^∗∗^*P* \< 0.01, ^∗^*P* \< 0.05). Error bars indicate standard error.](fnhum-12-00062-g004){#F4}

fNIRS Results---Hemodynamic Responses during L2 Sentence Processing
-------------------------------------------------------------------

We examine correlations between L2 proficiency and cortical responses using separate analyses for boys and girls. First, the correlations between Grammar_L score and cortical activations during correct- and incorrect-sentence processing were examined. The results are shown in **Figure [5](#F5){ref-type="fig"}**, in which magnitudes of Pearson's correlation coefficients are rendered on a standard brain surface. As for correct-sentence processing (**Figures [5A,B](#F5){ref-type="fig"}**), both boys and girls had an increased degree of activation in the frontal region, including Broca's area, and posterior language regions as proficiency increased. However, while activation in boys predominantly increased in anterior cortical regions with proficiency (**Figure [5A](#F5){ref-type="fig"}**), activation in girls increased relatively in posterior cortical regions, including the superior and middle temporal gyri (STG and MTG; Wernicke's area), angular gyrus (AG), and supramarginal gyrus (SMG) (**Figure [5B](#F5){ref-type="fig"}**), as proficiency increased. Note that increased activation in the left hemisphere relative to the right hemisphere was observed with proficiency for both sexes, suggesting that left-lateralized activation with L2 development is common to both sexes.

![Correlations between grammar listening test scores and cortical activation during correct-sentence processing \[boys **(A)** and girls **(B)**\] and incorrect-sentence processing \[boys **(C)** and girls **(D)**\]. Colored bars represent Pearson's correlation coefficient. Asterisks depict channels that showed a significant correlation between test score and cortical activation after Bonferroni correction using the Dubey/Armitage-Parmar (D/AP) alpha boundary to take into account the spatial correlation of 44 measurement channels. We set the statistical threshold of fNIRS analysis at 0.005. In order to consider the spatial extent of cortical activation, we defined ROIs that consisted of single or multiple core channels which fulfilled the determined threshold (0.005) and adjacent channels that satisfied a secondary threshold of *P* \< 0.05, which are depicted with plus signs. The average activation of the nearest-neighboring significant channels satisfying the above threshold was calculated for each ROI, and graphs showing the correlations between test score and cortical activation are displayed. The table at the bottom shows the statistical results of correlation analyses (Pearson's correlation coefficients, *r* and *P*-values) for each ROI so that the trends of similarities and/or differences in the relationships between Grammar_L scores and cortical activation can be compared between sexes, as well as between correct- and incorrect-sentence conditions.](fnhum-12-00062-g005){#F5}

Next, correlations between Grammar_L score and cortical activations during incorrect-sentence processing were examined and compared with those during correct-sentence processing. The results are described in **Figures [5C,D](#F5){ref-type="fig"}**. Intriguingly, boys and girls had totally different changes in response to incorrect sentences with proficiency. Specifically, girls exhibited a positive correlation between the test score and cortical activation in the broad region, and significant correlations were observed mainly in the posterior language regions, including STG, MTG, AG, and SMG (**Figure [5D](#F5){ref-type="fig"}**), which was the same pattern observed for correct-sentence processing. In contrast, boys exhibited a negative correlation between test score and cortical activation for all the cortical regions examined (**Figure [5C](#F5){ref-type="fig"}**).

Finally, since significant correlations between RST and L2 test scores were identified only in girls (**Figures [2C,D](#F2){ref-type="fig"}**), we further attempted to derive the pure characteristics of language processing and compare those characteristics between boys and girls by considering the effects of WM capacity. Thus, we conducted partial correlation analyses using RST score (the index of WM capacity) as a control variable to derive more language-specific cortical activation from the fNIRS data. The results of partial correlation analyses between Grammar_L score and cortical activation during sentence processing are shown in **Figure [6](#F6){ref-type="fig"}**. With regard to correct-sentence processing (**Figures [6A,B](#F6){ref-type="fig"}**), the overall results were the same as those of correlation analyses described in **Figures [5A,B](#F5){ref-type="fig"}**, indicating more left-lateralized activation with proficiency in both sexes. However, the results of the partial correlation analyses revealed further significant differences between boys and girls: as proficiency increased, while boys had significantly increased activation in the anterior compared to the posterior cortical region (**Figure [6A](#F6){ref-type="fig"}**), girls had significantly increased activation in a broad posterior cortical region (**Figure [6B](#F6){ref-type="fig"}**). Regarding incorrect-sentence processing (**Figures [6C,D](#F6){ref-type="fig"}**), the statistical results for boys (**Figure [6C](#F6){ref-type="fig"}**) were almost identical to those of the correlation analyses shown in **Figure [5C](#F5){ref-type="fig"}**, and for girls, there were no significant channels after adjustment for multiplicity (**Figure [6D](#F6){ref-type="fig"}**).

![Results of partial correlation analyses between grammar listening test score and cortical activation during correct-sentence processing \[boys **(A)** and girls **(B)**\] and incorrect-sentence processing \[boys **(C)** and girls **(D)**\] with RST score (WM capacity) as a control variable. Colored bars represent partial correlation coefficient. Asterisks and plus signs are the same as those in **Figure [5](#F5){ref-type="fig"}**. In the table to the middle right side, statistical results of partial correlation analyses (partial correlation coefficients, *r* and *P*-values) are shown for each ROI so that the trends of similarities and/or differences in the relationships between Grammar_L scores and cortical activation can be compared between sexes, as well as between correct- and incorrect-sentence conditions.](fnhum-12-00062-g006){#F6}

Discussion
==========

Individual differences, such as sex, individual abilities, state, traits, etc., seem to have greater effects on L2 compared to L1, while developmental sequences for L2 may be similar to those for L1 ([@B28]; [@B54]) and analogous brain regions are recruited for L1 and L2 (e.g., [@B99]; [@B118]; for reviews, see [@B1]; [@B67]). Significant sex differences in cortical activation were identified for L2 (but not for L1) word processing in elementary school children, and these differences emerged as L2 proficiency increased ([@B116]). In the present study, we applied simultaneous fNIRS--ERP measurements to examine neural responses during L2 syntactic processing at the sentence level as a function of L2 proficiency in young adolescents by considering sex and WM capacity. We hypothesized that adolescent L2 learners have a high level of activation in the left temporal and frontal language areas (Wernicke's area and Broca's area) during sentence-level processing as L2 proficiency increases, and that sex differences may appear in a grammaticality effect in ERP and cortical activation. Our findings support this hypothesis; neural responses during syntactic processing of L2 sentences are modulated by L2 proficiency and WM capacity, which show marked sex differences.

L2 Test and RST Scores
----------------------

First of all, the behavioral results revealed that girls significantly outperformed boys in the L2 tests as well as in the RST (**Figures [2A,B](#F2){ref-type="fig"}**). Second, while L2 test scores significantly correlated with RST scores in girls, no correlations were found in boys (**Figures [2C,D](#F2){ref-type="fig"}**), suggesting that girls with higher WM capacity are more likely than boys and girls with lower WM capacity to rely on WM function to process L2 auditory sentences. This intriguing sex difference may imply that boys and girls have different strategies for L2 sentence processing.

ERP Findings
------------

The ERP results revealed significant differences in amplitude between correct- and incorrect-sentence processing in every phase \[phase 1 (100--300 ms), phase 2-a (300--450 ms), phase 2-b (450--600 ms), and phase 3 (600--800 ms)\] in boys, whereas significant difference was observed only in phase 2-b in girls (**Figure [4](#F4){ref-type="fig"}**). Importantly, significant differences in the amplitude between correct- and incorrect-sentence processing in phases 1 and 2-a were observed in boys, but not in girls. Given previous evidence that these time windows are indices of syntactic processing, it would appear that boys, relative to girls, were primarily responsive to rule-based syntactic processing. More specifically, the ERP component observed during phase 1 in boys is likely a consequence of automatic, initial syntactic phrase structure processing (ELAN), which is consistent with the current fNIRS results showing that boys have significantly increased activation in the left frontal operculum (BA44) with proficiency. The amplitude difference observed in the subsequent time window (phase 2-a) also supports the notion of an "innate" syntactic processing in boys because the LAN component reflects structural processing, including verb argument structure, which is related to thematic role assignment ([@B32]). This means that the boys were sensitive to the structure of simple sentences in English and might have strongly expected a verb to follow an initial animate noun which could be the subject of the sentence.

Previous ERP studies using phrase structure violation sentences often observed a biphasic ELAN (LAN)---P600 pattern (e.g., [@B50], [@B52]; [@B96]). It is, however, interesting to note that, in the present study, neither group showed any positive effect, including during the P600 time window. The P600 component, which involves controlled processing unlike ELAN, reflects syntactic reanalysis or repair processes. Alternatively, boys showed a sustained negativity until phase 3. It is difficult to clearly distinguish the end of ELAN/LAN components within the present sustained negativity, but this negative effect was mainly observed in fronto-central electrodes, suggesting that the present anterior negativity indicates an effect continuation of ELAN/LAN components and a failure to achieve the explicit controlled syntactic processing during, for example, the P600 component. Interestingly, similar sustained negativity was also reported in an ERP study of children's language development ([@B49]), which revealed a similar aspect of the neural basis of L1/L2 syntactic development.

As for girls, there were no significant differences in response to correct and incorrect sentences in phases 1, 2-a, and 3, suggesting that girls were less likely to fully engage in syntactic processing when they heard incorrect sentences. Instead, the ERP result suggests that the girls focus on semantic processing. The amplitude differences that were identified only in phase 2-b in girls, which were observed in anterior to posterior electrodes, are considered to be an N400 component. Some L2 ERP studies have shown that L2 learners elicit an N400, but not P600, component in syntactically anomalous sentences (e.g., [@B51]; [@B133]). Further, it should be noted that although a standard N400 effect is often seen in the 300--550 ms latency range, it has been identified with reduced amplitudes and delayed latencies in L2 learners ([@B48]; [@B79]). This ERP result showing that girls tend to rely on semantic attributes relative to boys is also in line with our fNIRS results.

fNIRS Findings
--------------

The present fNIRS data identified sex commonalities and differences in response to passive L2 sentence listening. Note that a significant increase in activation in the left hemisphere relative to the right hemisphere was observed with proficiency during correct-sentence processing for both sexes (**Figures [5A,B](#F5){ref-type="fig"}**, **[6A,B](#F6){ref-type="fig"}**), suggesting that left-lateralized activation with L2 development is common to both sexes. Also, both sexes, but especially boys, exhibited cortical activation in the prefrontal cortex encompassing Broca's area during the passive sentence listening. Given these results, the prefrontal region can be identified as being involved not only in language production, but also in comprehension in the early stage of L2 learning, and the current results demonstrate that fundamental aspects of L2 comprehension are processed by a shared neural network that also supports L1 processing. Thus, the present study clarified common aspects of language processing in L2 irrespective of sex. However, at the same time, sex differences manifested: as proficiency increased, boys had significantly increased activation in the prefrontal region, while girls predominantly had increased activation in the posterior language region, including the STG/MTG (Wernicke's area), AG, and SMG, during correct-sentence processing. This trend was more significant especially after removing the effect of WM function (**Figures [6A,B](#F6){ref-type="fig"}**).

A number of previous lesion studies suggested that the left anterior brain regions are involved in syntactic processing, whereas the posterior brain regions, especially left temporal regions, are thought to process lexical semantics ([@B13]; [@B46]; [@B47]); thus, two functionally distinctive regions, syntactic knowledge (rule-based grammatical knowledge) and lexical knowledge (word forms and meanings), had long been postulated. However, modern functional neuroimaging techniques have allowed remarkable advances in our understanding of brain--language relationships. A large-scale meta-analysis utilizing the results from 129 scientific reports, defined the composition of phonological, semantic, and sentence processing networks in the frontal, temporal, and inferior parietal regions of the left cerebral hemisphere, and updated the view of brain--language relationships ([@B128]). The results revealed distinct (although partially overlapping) networks for phonology, semantics, and sentence processing, and, importantly, all three language processes are supported by fronto-temporal networks with distinct, but partially overlapping, areas.

According to their results, the posterior temporal and parietal regions are related to all three language processes, with phonological clusters located in the STG and SMG, semantic clusters located in the STG, MTG, and AG, and sentence clusters located in the posterior portion of the STG as well as in the posterior part of the MTG. This proposal is consistent with previous work: the AG and SMG in the parietal region are known to be involved in semantic and phonological processing, respectively, and the SMG has also been shown to play a role in the retrieval and association of semantic knowledge ([@B21]; [@B126]; [@B81]; [@B135]). In contrast, the frontal region also supports all three language processes with phonological clusters located in a more caudal position in the frontal lobe, semantic clusters located in the anterior part of the inferior frontal gyrus (IFG), and sentence clusters located in the posterior part of the middle frontal gyrus and in the dorsal and upper part of the pars opercularis.

In another study, [@B37] reported brain areas for the processing of sentence-level semantic and syntactic information using an event-related fMRI paradigm. They found that processing of semantic violations at the sentence level relied primarily on the superior temporal region bilaterally, whereas processing of syntactic violations in sentences specifically involves the left posterior frontal operculum adjacent to Broca's area. Consistent results have been reported for semantic processing ([@B14]; [@B70]; [@B84]) and for syntactic processing ([@B64]; [@B114]; [@B14], [@B15]; [@B24]; [@B30]; [@B36]). They also mentioned that the left frontal operculum in the IFG (BA44) is responsible for on-line syntactic phrase structure building processes during auditory comprehension. In our study, boys had significantly increased activation with proficiency mainly in the left frontal operculum. Given the previous reports, boys are likely to engage in on-line syntactic phrase structure building processing during L2 sentence listening. With regard to the posterior STG, [@B37] identified that both sentence-level semantically and syntactically anomalous conditions generated greatly increased activation in comparison to correct sentences. Our results in girls are in line with their results in that girls had increased activation in the posterior STG with proficiency in sentence processing irrespective of sentence type (**Figures [5B,D](#F5){ref-type="fig"}**), and, importantly, their activation was significantly more increased in the incorrect-sentence condition (**Figure [5D](#F5){ref-type="fig"}**) than in the correct-sentence condition (**Figure [5B](#F5){ref-type="fig"}**). Since girls had significantly increased activation not only in the STG, but also in the MTG, AG, and SMG, it is highly possible that they process sentences through a consolidation of phonological, semantic, and sentential information.

Sex Differences Observed in fNIRS and ERP
-----------------------------------------

With regard to incorrect-sentence processing, interesting sex differences were revealed in the fNIRS data. Girls had significantly increased activation with proficiency in the left posterior temporal and parietal regions in the incorrect-sentence condition (**Figure [5D](#F5){ref-type="fig"}**), similar to but more obvious than increased activation in the correct-sentence condition (**Figure [5B](#F5){ref-type="fig"}**), with accompanying increased activation in the right posterior temporal region (**Figure [5D](#F5){ref-type="fig"}**). Conversely, boys had decreased activation with proficiency in almost all brain regions examined, especially in the right homolog of Wernicke's area (**Figure [5C](#F5){ref-type="fig"}**). The observed diametrical responses during passive incorrect-sentence listening were beyond our expectations, but are very interesting. As proficiency increases, boys may tend to goof off as they hear an incorrect sentence, and this response is completely different from that in the case of correct-sentence processing. Importantly, this distinction between the two conditions implies that boys are increasingly able to distinguish between correct and incorrect sentences with proficiency, irrespective of their poor performance in the Grammar_L compared to the girls. Intriguingly, the differences in the response to the correct- and incorrect-sentence conditions in boys (**Figure [5A](#F5){ref-type="fig"}** vs. **Figure [5C](#F5){ref-type="fig"}**) were more remarkable than those in girls (**Figure [5B](#F5){ref-type="fig"}** vs. **Figure [5D](#F5){ref-type="fig"}**). More importantly, ERP data demonstrated that boys had a faster response than girls in distinguishing between correct and incorrect sentences, showing ELAN/LAN reflecting syntactic processing. Given the evidence available, we can postulate that boys may preferentially engage in rule-based syntactic processing while listening to a mixture of correct and incorrect sentences, and that their brains may respond to the grammatical differences in an implicit manner during sentence listening. Thus, at the beginning of L2 learning as a mandatory academic subject in junior high school, boys are behaviorally less likely to explicitly distinguish between grammatically (syntactically) correct and incorrect sentences compared to girls, but they may develop syntactic competence before being aware of it.

Previous studies have indicated that rule-based syntactic processing depends on procedural memory supported by a basal ganglia-frontal lobe system, while lexical memory depends on declarative memory supported by a temporal/temporo-parietal system ([@B125]; [@B124]). The procedural memory system is known to support a variety of well-established motor, perceptual and cognitive skills, and through this system, we implicitly acquire, store, and use knowledge. Thus, it is plausible that rule-based syntactic processing is also supported by this system. Furthermore, as mentioned in the paper by [@B75], who examined multiple memory systems and their interactions in relation to language functions, learning in procedural memory is slower than in declarative memory: it proceeds gradually, as stimuli are repeated and skills practiced. It is quite conceivable that boys are slower at learning syntactic metaknowledge than girls if they rely on procedural memory to acquire rule-based grammatical knowledge, and that their brains may implicitly respond to differences between correct and incorrect sentences at the beginning of learning. This view is further supported by the ERP data. Previous ERP work suggested that early ERP components are best explained by a model with feedforward connections only and that backward connections become essential only after 220 ms ([@B42]) because there is not enough time for return activity to pass from higher-level to low-level brain areas (e.g., ELAN). Given that significant differences in ERP responses were observed between the correct- and incorrect-sentence conditions during phase 1 before 220 ms in boys (**Figure [3](#F3){ref-type="fig"}**, left side) combined with all the previous information available, it seems that boys are likely to implicitly detect differences in phrase structure between correct and incorrect sentences, or syntactic phrase structure violations, in an automatic manner even though their implicit awareness is not reflected in their behavioral performance (L2 tests scores).

In contrast to boys, girls with higher L2 proficiency seem to be earnest in comprehending both incorrect and correct sentences. They imposed an even greater activation load with proficiency in the incorrect-sentence condition (**Figure [5D](#F5){ref-type="fig"}**) than in the correct-sentence condition (**Figure [5B](#F5){ref-type="fig"}**), with increased activation in the bilateral temporal and the left parietal regions. Note that not only the prefrontal region, but also the posterior language region have been reported to exhibit increased activation with WM loads ([@B128]). A previous study revealed a dissociation of activation in two cortical regions in the WM network: a major role of the anterior region is monitoring information, whereas a crucial role of the posterior region is manipulating information in WM ([@B16]). The results of our partial correlation analyses provided valuable additional information. After deriving more language-specific cortical activation by removing the WM function effect, the increased activation in the posterior STG with proficiency observed in incorrect-sentence processing in girls (**Figure [5D](#F5){ref-type="fig"}**) was less prominent (**Figure [6D](#F6){ref-type="fig"}**). This suggests that the significant increase in posterior STG activation for incorrect-sentence processing (**Figure [5D](#F5){ref-type="fig"}**) was a consequence of increased WM load. Incorrect-sentence processing may be more difficult than correct-sentence processing, when sentences are presented auditorily, leading to greater activation for incorrect- than for correct-sentence conditions. Given previous findings, girls are very likely to process sentences by drawing on all available functions: phonological, semantic, sentential processing, and the respective WM subsystems, and this is probably why their RST and L2 test scores were closely correlated (**Figure [2D](#F2){ref-type="fig"}**). Since girls significantly outperformed boys in the L2 grammar test, and they tend to preferentially focus on sentence comprehension by considering semantic aspects, they seem to explicitly distinguish between correct and incorrect sentences.

Sex differences in language performance are debated in both behavioral and neuroscience studies, which often provide results indicating female superiority; however, it is a controversial topic. Most previous studies regarding sex differences have found such differences, but do not or cannot provide a comprehensive understanding of the details of and mechanisms underlying the pertinent brain functions. The present study regarding young adolescents provides a comprehensive understanding of this issue. By using fNIRS and ERP simultaneously, the present study has produced consistent results: ERP results show higher sensitivity to syntactic violations among boys and higher sensitivity to semantics among girls, results which are validated with fNIRS findings of activations in the IFG BA44 and the STG/MTG/SMG/AG, respectively. Girls overall had explicitly better scores than boys on the L2 grammar test, which is in line with previous studies showing female superiority. However, if we had looked only at their behavior, we would not have been able to elucidate the details of the underlying strategies and brain activity of both sexes, such as the point that boys are implicitly aware of syntactic structure irrespective of their inferior performance compared to girls on the L2 grammar test.

Combining both behavioral and neuroimaging data, we demonstrated sex differences in L2 sentence processing; this finding is not a judgment about which is better or worse, but rather an opportunity to deepen our understanding of the individual differences in strategies for language learning. It is quite understandable that on average, there are differences in the strategies preferred by boys and girls: the strategies they employ are respectively more likely to allow them success in L2 learning. Boys seem to engage early on during L2 learning in implicit, rule-based syntactic processing; conversely, girls seem to rely on a myriad of cognitive functions during L2 processing, allowing better overall explicit language performance despite less automaticity in detecting syntactic errors. While it may be reasonable to draw on all available knowledge and functions (phonological, semantic, and syntactic) simultaneously during sentence processing for better understanding if one has sufficient WM capacity, it may make more sense for some individuals to focus only on singular points (e.g., violation points) or rule-based syntactic processing in order to reduce the load imposed on their WM. Alternatively, boys may simply prefer efficient strategies regardless of WM capacity.

The present findings provide insight into the mechanisms behind how junior-high-school aged boys and girls master an L2. They may also contribute to future L2 education by providing a foundation upon which to base thorough and meticulous approaches that will open the way for effective teaching methods that take sex and/or individual differences into consideration in school education, for example, an approach that bolsters intuitive structural processing for girls and the ability to retain the accumulative information in sentences for boys; and these and subsequent findings will allow the development of English learning methods based on cognitive neuroscience evidence.

Sex Differences in Working Memory and L2 Performance
----------------------------------------------------

Lastly, with regard to sex differences in WM capacity and a further possibility of its influence upon L2 performance, it is presumable that catechol-*O*-methyltransferase (COMT) Val^158^Met genotype may be relevant. Previous studies have identified that the *COMT* genotype influences WM function (e.g., [@B7]; [@B120]; [@B129]; [@B26]; [@B100]; [@B19]; [@B112]), which is implicated in dopamine functioning. Importantly, behavioral studies have indicated an association between WM performance and the *COMT* polymorphism in children and adolescents in a normal population ([@B25]; [@B130]; [@B3]; [@B29]). In fact, in a former study, we found significant *COMT* genotype effects on language functions in children ([@B117]), and in the present study we have demonstrated some effects of WM function, reinforcing the idea of an association between the two. While we did not find sex differences in the genotype effects in our former study dealing with children 6--10 years of age, the participants in the present study were adolescents aged 12--15 years. Indeed, [@B2] found a significant genotype effect on executive function and verbal IQ, and subsequent analyses including sex as a factor found significant genotype effects only in boys. Importantly, these effects were significantly greater in pubertal than in prepubertal boys. Furthermore, another study of the *COMT* gene in children ([@B43]) assessed verbal and non-verbal cognition at ages 8--15 years using a longitudinal design. In that study, *COMT* was associated with reading comprehension, verbal ability, and global cognition at age 15 years in pubescent boys, but not at age 8. These findings suggest that the sex difference in WM capacity and a further possibility of its influence upon L2 performance observed in the present study may be due to sex differences in the *COMT* genotype effects, although future studies are needed to confirm this assumption.

Limitations
-----------

One limitation of this study is that we could only employ a passive listening task. In a future study, looking at cortical activation during an active listening task (i.e., by asking the participants to detect incorrect sentences) would have the potential to show cortical regions related not only to syntactic processing but also to memory and attention functions for performing the active task ([@B127]) and to reveal how actual performance during a task is linked to activations.

In the present study, we used the RST to measure WM capacity, as we thought that it was more closely related to language performance compared to a non-linguistic WM test. However, in addition to the RST, it may be interesting to use a non-linguistic WM test and compare the results.

Despite having more boys than girls among our participants, there were few boys with a high WM capacity comparable to that of girls in this age range. If there had been some boys with a WM capacity comparable to that of girls in the current study, we may have been able to separate the sex factor from the WM factor more precisely. It would be interesting if one could separate these two factors entirely in a future study by including a large number of boys and girls with high WM capacity. It would also be interesting to examine whether the sex differences observed in this study with later L2 learners can be replicated in boys and girls that are early bilinguals.

Conclusion
==========

Cerebral development with L2 learning was revealed to be similar to that with L1 in regards to the dynamic shift in cerebral dominance to the left hemisphere in sentence processing, and to the analogous language-related brain regions encompassing a fronto-temporal network that are recruited in sentence processing. While the present study consolidated universal characteristics of human language functions, significant sex differences were also revealed. Both boys and girls are assumed to distinguish between syntactically correct and incorrect sentences, but in different manners. During L2 sentence listening, boys generally relied on the prefrontal region implicated in rule-based syntactic processing, suggesting that they tend to focus on processing grammaticality, or phrase structure, while girls generally depended on a broad posterior language-related region involved in phonology, semantics, and sentence processing, suggesting that girls process sentences by consolidating these multiple aspects. The present study also uncovered intriguing sex differences: as proficiency increased, boys had a reduced engagement load, while girls strove to evaluate or process while making the best use of their full linguistic knowledge and WM during grammatically incorrect-sentence listening. By dissociating the effect of sex and removing the effect of WM capacity, significant sex differences in language-specific sentence processing were clarified. At the same time, interesting differences between sexes were also identified in the manner of distinguishing between syntactically correct and incorrect sentences.
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