This work deals with the existence of solutions of a reaction-diffusion equation in the plane IR 2 . The problem, whose unknowns are the real c and the function u, is the following:
Introduction
Bunsen flames are usually made of two flames: a diffusion flame and a premixed flame (see Figure 1 and the papers by Buckmaster, Ludford [11] , Joulin [23] , Liñan [27] , Sivashinsky [31] , [32] ). In this paper, we focus on the study of the premixed Bunsen flame. Roughly speaking, the hot products of the chemical reactions are located above the flame and the fresh gaseous mixture (fuel and oxidant) is located below (see Figure 1 ). For the sake of simplicity, we can assume that a global chemical reaction takes place in the gaseous mixture:
The isotherms (level sets of the temperature) of the premixed Bunsen flame are conical-shaped and, far away from the axis of symmetry, the flame is almost planar. The underlying sub-sonic mass flow goes upwards from the fresh zone to the burnt gases with a uniform vertical velocity c. In this paper, we deal with the stationary states of premixed flames that are invariant by translation in one of the directions orthogonal to the flow. Consequently, the mathematical problem only involves two variables (x, y) (see Figure 1 ). This situation occurs with Bunsen burners that have a thin rectangular cross-section.
Under some additional physical conditions − that correspond to the classical thermo-diffusive model (see Berestycki, Larrouturou [4] , Buckmaster, Ludford [11] , Matkowsky, Sivashinsky [29] ) −, the temperature u(x, y), normalised in such a way that u ≃ 0 in the fresh zone and u ≃ 1 in the hot zone far from the reaction sheet, solves the following reaction-diffusion equation in where α is a given angle such that 0 < α ≤ π/2. The vector e 2 = (0, 1) is the unit vector in the direction [Oy) and, for any unit vector e and any angle φ ∈ (0, π), C( e, φ) denotes the open half-cone with aperture φ in the direction e: C( e, φ) = { k ∈ IR 2 , k · e > k e cos φ}. We also set C(z, e, φ) = z + C( e, φ) for any point z = (x, y) ∈ IR 2 . The unknowns of this problem (1.1)-(1.3) are both the real c, which is like a nonlinear eigenvalue, and the function u, 0 < u < 1, of class C 2 in IR 2 . We shed light here on the fact that looking for the speed c, the angle α being known, is equivalent to looking for the angle α, the speed c being known, as is the case in experiments (see the comments after Theorem 2 below).
The function 1 − u also represents the relative concentration of the reactant. In equation (1.1), the terms ∆u, c ∂u ∂y and f (u) are respectively the diffusion, transport and source terms. The source term f (u), which may take into account the Arrhénius law and the mass action law, is given and Lipschitz-continuous in [0, 1]. Furthermore, one assumes that it is of the "ignition temperature" type:
∃θ ∈ (0, 1) such that f ≡ 0 on [0, θ] ∪ {1}, f > 0 on (θ, 1) and f ′ (1) < 0 (1.4)
For mathematical convenience, we extend f by 0 outside the interval [0, 1]. The temperature θ is an ignition temperature, below which no chemical reaction happens.
In the one-dimensional case, the problem is reduced to:
u ′′ − c 0 u ′ + f (u) = 0 u(−∞) = 0, u(+∞) = 1 (1.5) There have been many works devoted to the solutions of (1.5) . We refer to the pioneering articles of Kolmogorov, Petrovski, Piskunov [26] for biological models, Zeldovich, Frank-Kamenetskii [37] for planar flames, as well as other papers by Aronson, Weinberger [2] , Fife [14] , Fife, McLeod [15] , Kanel' [24] . The main result is the following: if the function f fulfils (1.4) , then there exist a unique real c 0 and a unique function U (ξ) (up to translation with respect to ξ) which are solutions of (1.5).
The real c 0 is positive and the function U is increasing in ξ. We may suppose that U (0) = θ.
In more recent papers, multidimensional curved flames in infinite cylinders Σ = IR×ω = {(x 1 , y), x 1 ∈ IR, y ∈ ω}, with smooth cross-sections ω, have been investigated. In this case, the temperature u(x, y) solves the equations where ν is the outwards unit normal to ∂ω and α(y) is the x 1 -component of the given underlying flow (see Berestycki, Larrouturou, Lions, Nirenberg [5] , [6] , [7] , Vega [33] , Volpert, Volpert [34] ; and [36] under periodic conditions). If α(y) = α 0 does not depend on y, it is known that (1.6) has a unique solution and that it is planar, namely that it depends only on the longitudinal variable x 1 . If the function y → α(y) is not constant, the solution of (1.6) still exists and is unique, but it is not planar anymore (such solutions correspond to curved flames). Non-planar flames may also be observed in infinite cylinders under different physical conditions: Glangetas, Roquejoffre [18] , Margolis, Sivashinsky [28] proved that if the single partial differential equation in (1.6) was replaced with a system of two reaction-diffusion equations, then a bifurcation towards non-planar flames might occur.
Let us now come back to the question of the existence of solutions (c, u) of the problem (1.1)-(1.3). If α = π/2, the couple (c 0 , U ) is obviously a solution. The question of the existence of solutions if α < π/2 has so far remained open. In this paper, we show the existence of a speed c and of a non-planar − if α < π/2 − function u defined in IR 2 which are solutions of (1.1)-(1.3). As a consequence, non-planar flames exist for the model (1.1)- (1. 3) although this model involves only one reaction-diffusion equation (and not two such equations) and although the underlying flow is uniform.
In this paper, we prove two main Theorems. The first one states the existence of a solution (c, u) of (1.1)-(1.3) for any angle 0 < α ≤ π/2. The second one deals with the question of the speed c's uniqueness.
Theorem 1 Let f fulfil (1.4) ("ignition temperature" profile). For any α ∈ (0, π/2], there exists a solution (c, u) of (1.1)- (1.3) , namely Furthermore, 0 < u < 1, u is symmetric with respect to the variable x and u is decreasing in any direction k ∈ C(− e 2 , α). The following limiting conditions, which are stronger than (1.2)- (1. 3), also hold: u(λ k ′ ) → 0 as λ → +∞ and k ′ → k ∈ C(− e 2 , α) (1.8) u(λ k ′ ) → 1 as λ → +∞ and k ′ → k ∈ C( e 2 , π − α) (1.9)
Lastly, for each λ ∈ (0, 1), the level set {(x, y), u(x, y) = λ} is a curve {y = ϕ λ (x), x ∈ IR} and it has two asymptotic directions that are directed by the vectors (± sin α, − cos α). If x n → −∞, then the functions u n (x, y) = u(x + x n , y + ϕ λ (x n )) converge locally to the planar function U (y sin α − x cos α + U −1 (λ)).
Theorem 2 Let f fulfil (1.4) and α be an angle in (0, π/2]. If (c, u) is a solution of (1.1) and (1.8) - (1.9) , then c = c 0 sin α .
We can see that the speed c = c 0 / sin α of the non-planar flame (for α < π/2) is greater than the speed c 0 of the planar flame. Furthermore, the angle α is all the smaller as the speed c is larger. That is physically meaningful since the curvature of the flame increases with the speed of the fuel flow. It is worth noticing that the formula (1.7) has been known for a long time and had been formally derived from the planar behaviour of the flame, far away from its centre, along the directions (± sin α, − cos α). This formula had been used in experiments to find the planar speed c 0 : indeed, the vertical speed c of the gases at the exit of the Bunsen burner being known, one can measure the angle α and the one-dimensional speed c 0 is then given by the formula c 0 = c sin α (see [31] , Williams [35] ).
Hence, the results of Theorems 1 and 2 are not surprising. Nevertheless, they are the first rigorous analysis of the conical-shaped premixed Bunsen flames. Remark 1.1 From Theorem 1, there is a continuum of solutions (c 0 / sin α, u) solving the equation (1.1) and satisfying the simple asymptotic limits u(x, −∞) = 0 and u(x, +∞) = 1 for all x ∈ IR. This is in contrast with the problem (1.6) mentioned above. However, if the limits u(x, −∞) = 0 and u(x, +∞) = 1 are uniform with respect to x ∈ IR, then (c 0 , U ) will be the unique solution of (1.1), up to translation in the variables (x, y) for U (see Hamel, Monneau [21] ).
Open questions: 1) For each fixed angle α ∈]0, π/2], do all the solutions u of (1.1)-(1.3) have the same profile ? What kind of a priori monotonicity or symmetry properties do they fulfil ? Are they stable for the evolution problem ∂ t u = ∆u − c∂ y u + f (u) ? Answers to some of those questions are given in [21] ). 2) Is there any solution (c, u) to (1.1)-(1.3) if α > π/2 ? The answer is no and is given in [21] . 3) Is there any solution (c, u) to the free boundary problem equivalent to (1.1)-(1.3), and obtained in the limit of "high activation energies" ? The answer is yes (see Hamel, Monneau [22] ). 4) Are there three-dimensional flames and, if so, are they necessarily invariant by rotation ?
Structure of the paper: Section 2 is devoted to solving problems that are similar to (1.1)-(1.3) but are set in finite rectangles [−a, a] × [−a cot γ a , a cot γ a ] where γ a is an angle close to α. For those problems, some a priori estimates about the speeds c a and the functions u a are established. A technical Lemma, that is proved in the Appendix (section 5), is devoted to determining the behaviour of the functions u a near the corners of the rectangles. In section 3, we pass to the limit a → ∞ in the whole plane and we determine the shape of the level sets of the limit function u by resorting to arguments of the "sliding method" type. In section 4, we prove Theorem 2.
Remark 1.2 The proof of Theorem 1, that is detailed in the next sections, actually allows us to get an independent result about the following problem set in an infinite strip Σ = {(x, y) ∈ (−L, L)×IR} with oblique Neumann boundary conditions:
where τ = (− sin α, − cos α) andτ = (sin α, − cos α). Namely, with the same method as for Theorem 1, it follows that there exists a solution (c, u) to (1.10) such that the function u is non-decreasing in each direction ρ ∈ C( e 2 , α).
Solving equivalent problems in finite rectangles
Let us set any real a > 1/α 2 and γ a = α − 1/ √ a. The angle γ a is such that 0 < γ a < α, γ a → α and a(cot γ a − cot α) → +∞ as a → +∞. Let Σ a be the bounded and open rectangle Σ a = (−a, a) × (−a cot γ a , a cot γ a ). Call τ = (− sin α, − cos α) andτ = (sin α, − cos α) (see Figure  2 ). When there is no confusion, γ a is often replaced with γ. In this section, we focus on the questions of the existence and the uniqueness as well as on a priori estimates of the solutions (c a , u a ) to the following problem:
, u a (x, −a cot γ a ) = 0, u a (x, a cot γ a ) = 1 ∀y ∈ (−a cot γ a , a cot γ a ), ∂u a ∂τ (−a, y) = ∂u a ∂τ (a, y) = 0 (2.1) under the following normalisation condition:
2.1 Existence of solutions of (2.1)-(2.2) and a priori bounds for the speeds c a 2.1.1 On the solutions u c of (2.1)
Let c be any fixed real. Let us call (C i ) 1≤i≤4 the four corners of Σ a : C 1 = (−a, −a cot γ), C 2 = (a, −a cot γ), C 3 = (−a, a cot γ), C 4 = (a, a cot γ) (see Figure 2 ) and setΣ a = Σ a \
Now consider the following Dirichlet-Neumann problem:
This problem is the same as (2.1) but the speed c is given in (2.3) and only the function u is unknown. The following three Lemmas are similar to some of the results in a paper by Berestycki and Nirenberg [8] . The proofs, which will be used several times in the sequel, are written for the sake of completeness.
Proof. Let (Σ a,ε ) ε>0 be a sequence of bounded and smooth domains such that, for each ε > 0,
denotes the open ball centred on the point C i with radius ε. Let ε > 0 be small enough. Consider a smooth vector field ρ ε (x, y) defined on ∂Σ a,ε such that ρ ε · ν ε ≥ 0 on ∂Σ a,ε (where ν ε is the outwards unit normal to ∂Σ a,ε ) ρ ε = τ on {−a} × (−a cot γ + ε, a cot γ − ε), ρ ε =τ on {a} × (−a cot γ + ε, a cot γ − ε) and ρ ε = 0 on (−a + ε, a − ε) × {±a cot γ}. Let σ 0,ε (x, y) be a smooth non-negative function defined on ∂Σ a,ε such that σ 0,ε = 1 on ∂Σ a,ε ∩{y ≤ −a cot γ +ε} and σ 0,ε = 0 on ∂Σ a,ε ∩ {y ≥ −a cot γ + 2ε}. Lastly, let σ 1,ε be a smooth non-negative function defined on ∂Σ a,ε such that σ 1,ε = 1 on ∂Σ a,ε ∩ {y ≥ a cot γ − ε} and σ 1,ε = 0 on ∂Σ a,ε ∩ {y ≤ a cot γ − 2ε}. For each ε > 0 small enough, the following problem
has a solution u ε such that 0 ≤ u ε ≤ 1 since 0 and 1 are respectively sub-and super-solutions (see Berestycki, Nirenberg [8] ).
From the standard elliptic estimates up to the boundary (Agmon, Douglis, Nirenberg [1] , Gilbarg, Trudinger [17] ), up to extraction of some subsequence, the functions u ε approach a function
Furthermore, we claim that, for each i ∈ {1, · · · , 4}, there exists a function v i defined in a neighbourhood V i of the corner C i , such that v i (C i ) = 0 and, for all ε > 0 small enough,
The proof of this fact is temporarily postponed and will be given in Remark 5.2 in section 5. As a consequence, the function u c can be extended by continuity at the four corners C i of Σ a . In other words, u c ∈ ∩ p>1 W 2,p loc (Σ a ) ∩ C(Σ a ). From the strong maximum principle and the Hopf Lemma, it also follows that 0 < u c < 1 in [−a, a] × (−a cot γ, a cot γ).
Lemma 2.2
The function u c is increasing in y and it is the unique solution of (2.3) 
Proof. It is based on the sliding method (see [8] ). Let u be any solution of (2.3) Since u is uniformly continuous on the compact set Σ a and since u(·, −a cot γ) = 0, u(·, a cot γ) = 1, there exists ε > 0 small enough such that v λ is negative in Σ λ a for all λ in [2a cot γ − ε, 2a cot γ). Let us now decrease λ. Suppose that there exists λ * > 0 such that v λ < 0 in Σ λ a for all λ ∈ (λ * , 2a cot γ) and v λ * ≤ 0 in Σ λ * a with equality somewhere at a point (x, y) ∈ Σ λ * a . Since 0 < u < 1 in [−a, a] × (−a cot γ, a cot γ), the function v λ * is negative at the "bottom" [−a, a] × {−a cot γ + λ * } of the boundary of Σ λ * a . Similarly, the function v λ * is negative at the "top" [−a, a] × {a cot γ} of the boundary of Σ λ * a . We also have ∂ τ v λ * (−a, y) = ∂τ v λ * (a, y) = 0 for all y ∈ (−a cot γ + λ * , a cot γ). The non-positive function v λ * satisfies the elliptic equation
where the function c(x, y) is bounded in Σ λ * a because of the Lipschitz-continuity of f . Since v λ * (x, y) = 0 at a point (x, y) ∈ Σ λ * a , we then conclude from the strong maximum principle (if −a < x < a) or from the Hopf Lemma (if x = ±a) that v λ * ≡ 0 in Σ λ * a . That is ruled out by the boundary conditions on [−a, a] × {−a cot γ + λ * , a cot γ}.
Hence, there is no such λ * > 0. We finally conclude that
This yields that for any x ∈ [−a, a], the function y → u(x, y) is strictly increasing with respect to y ∈ [−a cot γ, a cot γ].
If f is of class C 1 , we can differentiate the equation satisfied by u. From the strong maximum principle and the Hopf Lemma, it follows that ∂ y u > 0 inΣ a .
The second part of Lemma 2.2, namely the uniqueness of the solution u c of (2.3) in ∩ p>1 W 2,p loc (Σ a ) ∩ C(Σ a ), could be proved in the same way. Indeed, if there were two solutions u c and u ′ c , we would find as above, that Proof. Indeed, if u c denotes the unique solution of (2.3), the functionũ(x, y) = u c (−x, y) is also a solution. By uniqueness, we haveũ = u c .
The functions u c are decreasing and continuous, with respect to c, in the spaces
Proof. Choose any c and c ′ such that c < c ′ . We have to prove that
If λ is close enough to 2a cot γ, we have v λ < 0 in Σ λ a thanks to the boundary conditions fulfilled by u c and u c ′ . Let us now suppose that there exists λ * > 0 such that v λ < 0 in Σ λ a for all λ ∈ (λ * , 2a cot γ) and v λ * ≤ 0 with equality somewhere in Σ λ * a . The function v λ * satisfies
for a bounded function c(x, y). On the one hand, since c < c ′ and ∂ y u c ′ ≥ 0 (from the first part of Lemma 2.2), it follows from the strong maximum principle and the Hopf Lemma that v λ * ≡ 0 in Σ λ * a . On the other hand, since 0 < u c , u c ′ < 1 in [−a, a] × (−a cot γ, a cot γ), we have v λ * < 0 on [−a, a] × {−a cot γ + λ * , a cot γ}. That eventually leads to a contradiction.
Hence, for all λ ∈ (0, 2a cot γ), we have
, the strong maximum principle and the Hopf Lemma yield that u c > u c ′ in [−a, a] × (−a cot γ, a cot γ). Now, consider a sequence (c n ) such that c n → c 0 ∈ IR as n → +∞. From the standard elliptic estimates up to the boundary, and up to extraction of some subsequence, the functions u cn approach a functionũ c 0 ∈ ∩ p>1 W 2,p loc (Σ a ) ∩ C loc (Σ a ). The functionũ c 0 is a solution of (2.4) with the speed c 0 . Furthermore, for each i ∈ {1, · · · , 4}, there exists a function v i defined in a neighbourhood V i of the corner C i , such that v i (C i ) = 0 and, for n large enough, Remark 5.2) . Hence, the functionũ c 0 can be extended by continuity at the four corners C i . As a consequence,ũ c 0 = u c 0 . Furthermore, since the functions u cn approach u c 0 in any compact subset ofΣ a , the above estimates around the four corners C i also imply that u cn approach u c 0 uniformly in Σ a . Lastly, since the limit function u c 0 is unique, it follows that the whole sequence (u cn ) approaches u c 0 as n → +∞.
Estimating the speeds
In this subsection, we aim at establishing some a priori estimates for the speeds c a of the possible solutions (c a , u a ) of (2.1)-(2.2). We first need some preliminary results about the speeds of some one-dimensional travelling fronts. Remember that the function f has been extended by 0 outside 1) . As for f , we also extend f η by 0 outside [0, 1]. From the results in [2] , [7] , [15] , [24] , there exists a unique real c η 0 and a unique function u η solving
With the same arguments as in the paper by Berestycki and Nirenberg [7] , it also follows that c η 0 < →c 0 as η → 0 (remember that c 0 is the unique speed for which (1.5) has a solution). Proof. Assume that c is such that c < c η 0 / sin α. Let u c be the solution of (2.3) and set v(x, y) = u η (cos α x + sin α y) in Σ a . We want to prove that, if a is large enough, then this function v is a sub-solution of the problem (2.3).
We have Since |x| ≤ a, it follows that cos α x − a cot γ a sin α ≤ (cos α − cot γ a sin α) a → −∞ as a → +∞ since γ a = α−1/ √ a for a > 1/α 2 . On the other hand, the function u η is increasing and u η (ξ) → −η as ξ → −∞. Consequently, there exists a real a 1 (η) such that
Hence, if c < c η 0 / sin α and if a ≥ a 1 (η), the function v is a sub-solution of the problem (2.3). Remember now that the function u c is a solution of (2.3). As in the proof of the monotonicity result in Lemma 2.2, we can compare the functions v and u c by using a sliding method. We would
completes the proof of Lemma 2.5.
The next Lemma states that if the speed c is large enough, then the solution u c of (2.3) will be below θ on the set {y = − cot α |x|, |x| ≤ a}. Before doing that, we need a few auxiliary notations. 1] . From the results in [2] , [7] , [15] , [24] , there exists a unique realc ε 0 and a unique function u ε defined in IR such that [7] ). Proof. Let c be a real such that c >c ε 0 / sin 2 α. Let us set β = 3 cot α 2(c −c ε 0 / sin 2 α) and choose a > β. Let us call ϕ the function defined in IR by:
It is easy to see that the function ϕ is concave, is of class C 2 in IR and that |ϕ
Let us now define the function v(x, y) = u ε (y − ϕ(x)) in Σ a and check that this function v is a super-solution of (2.3) for a large enough. We have
On the one hand, we know that (u ε ) ′ > 0 and that 0 ≤ f ≤ f ε . On the other hand, in view of the definition of ϕ, we infer that
Furthermore, one has, for all y ∈ (−a cot γ a , a cot γ a ),
Since (cot γ a − cot α)a → +∞ as a → +∞ and since u ε (+∞) = 1 + ε, it then follows that there exists a real a 2 (ε) > β such that if a ≥ a 2 (ε) then v(x, a cot γ a ) > 1 for all x ∈ [−a, a].
Let us now choose a ≥ a 2 (ε). The function v is a super-solution of the problem (2.3). With the same arguments as in Lemma 2.2, we finally conclude that v > u c in [−a, a] × (−a cot γ a , a cot γ a ). In particular, u c < v in {y = −|x| cot α, |x| ≤ a} since 0 < γ a < α. As a consequence,
We complete this section with the following Proposition:
Proposition 2.7 If ε and η > 0 are small enough, then there is a real a 0 (η, ε) ≥ A 0 such that, for any a ≥ a 0 (η, ε), the problem (2.1)-(2.2) has a unique solution (c a , u a ). Furthermore, one has
Proof. This Proposition 2.7 is an immediate consequence of the Lemmas 2.4, 2.5, 2.6. Indeed, let us choose ε > 0 and η > 0 small enough and take a 0 (η, ε) = max (a 1 (η), a 2 (ε)): for a ≥ a 0 (η, ε), if c < c η 0 / sin α, then max 
Monotonicity properties of the solutions u a
From Proposition 2.7, we assume from now on that a is large enough (a ≥ a(η 0 , ε 0 ) where η 0 > 0, ε 0 > 0 are small enough) such that (2.1)-(2.2) has a unique solution (c a , u a ). When there is no ambiguity, we call this solution (c, u). Set Σ − a = (−a, 0) × (−a cot γ a , a cot γ a ) and Σ + a = (0, a) × (−a cot γ a , a cot γ a ). Remember that C i (i = 1, · · · , 4) are the four corners of the rectangle Σ a .
From this Proposition we immediately get the following Corollary:
Proof of Proposition 2.8. By symmetry with respect to x and by continuity, it is sufficient to prove that ∂ ρ u ≥ 0 in Σ − a for any vector ρ = (cos β, sin β) such that π/2 − α < β < π. Let ρ be such a vector.
Let us temporarily consider the case where the function f is of class C 1 in [0, 1]. Let z = (x, y) be the generic notation for the points of Σ a . For ε > 0 small enough, we are going to compare the functions u(z) and u(z + ερ) in the rectangular domain Figure 3 ). Let us first show that u(z) < u(z + ερ) on ∂R ε (2.9)
for ε small enough. Indeed, consider first the "top" and "bottom" boundaries of R ε . Set e 1 = (1, 0). If ρ · e 1 > 0 (as drawn in Figure 3 ), then those parts of ∂R ε are [−a, −ερ · e 1 ] × {−a cot γ} and [−a, −ερ · e 1 ] × {a cot γ − ερ · e 2 }. Since ρ · e 2 > 0, the inequality (2.9) is satisfied there because u = 0 (resp. u = 1) on [−a, a] × {−a cot γ} (resp. [−a, a] × {a cot γ}) and because 0 < u < 1 in [−a, a] × (−a cot γ, a cot γ). The other case ρ · e 1 ≥ 0 can be treated similarly.
On the other hand, on {0} × [−a cot γ, a cot γ], we have ∂ y u > 0 from Lemma 2.2 (remember that f is assumed here to be of class C 1 ) and ∂ x u = 0 since u is symmetric with respect to x (from Corollary 2.3). Hence, ∂ ρ u > 0 on the compact set {0} × [−a cot γ, a cot γ]. Since the function ∂ ρ u is uniformly continuous in a neighbourhood of {0} × [−a cot γ, a cot γ], it follows from the Finite Increment Theorem that there exists a realε > 0 such that, if 0 < ε <ε, then (2.9) is true on the right-hand side boundary of R ε , namely {−ερ · e 1 } × [−a cot γ, a cot γ − ερ · e 2 ] if ρ · e 1 ≥ 0 (as in Figure 3 
We now have to deal with the behaviour of the function u on the left-hand side boundary of R ε and especially around the corners C 1 and C 3 . We shall use the following Lemma (notice that in this Lemma the function f does not need to be of class C 1 in [0, 1]): Lemma 2.10 For each i = 1 or 3, there exist a neighbourhood V i of C i and a real ε i > 0 such that
) . Without any restriction, the neighbourhoods V 1 and V 3 of C 1 and C 3 , which are given in Lemma 2.10, can be replaced with two open balls B(C i , δ i ) centred on the points C i and with radii δ
From Lemma 2.10, we conclude that, if 0 < ε < min(ε 1 , ε 3 , ε), then (2.9) is true on the left-hand side boundary of R ε , namely on {−a−ερ· e 1 }×[−a cot γ, a cot γ−ερ· e 2 ] or {−a}×[−a cot γ, a cot γ− ερ · e 2 ] according to the sign of ρ · e 1 .
Finally, we set ε 0 = min(ε, ε 1 , ε 3 , ε) (remember thatε has been defined just before Lemma 2.10). For any ε ∈ (0, ε 0 ) and for any z ∈ ∂R ε , the points z and z + ερ are in Σ a and we have u(z) < u(z + ερ). Next, as in the proof of Lemma 2.2, that is to say by using a sliding method along the direction e 2 and the fact that u is increasing with respect to y, we find that
This completes the proof of Proposition 2.8 in the case where the function f is of class
If f is not of class C 1 in [0, 1], we can however approximate it by a sequence of functions f n of class
→ 0 as n → +∞ and which satisfy (1.4) with ignition temperature θ n → θ as n → +∞. Under the notations of Lemmas 2.5 and 2.6, there exist two positive reals ε 1 and η 1 such that, for n large enough, we have f η 1 ≤ f n ≤ f ε 1 , whence f η 1 ≤ f ≤ f ε 1 by taking the limit n → +∞. Thus, as in the proof of Proposition 2.7, for n large enough and for a ≥ max(a 1 (η 1 ), a 2 (ε 1 )), we get that there exists a unique solution (c n , u n ) of (2.1)-(2.2) with the source term f n , as well as a unique solution (c a , u a ) of (2.1)-(2.2) with the source term f . Furthermore, one has c η 1 0 / sin α ≤ c n ≤c ε 1 0 / sin 2 α. Choose any a ≥ max(a 1 (η 1 ), a 2 (ε 1 )). First of all, up to extraction of some subsequence, we can assume that c n →c ∈ IR. From the standard elliptic estimates up to the boundary, we can extract a subsequence u n ′ which approaches a solution u of (2.4) with the speedc in the spaces
(see Remark 5.2 in section 5). As a consequence, the functionũ can be extended by continuity at the four corners C i . Hence,ũ is the unique solution of (2.3) with the speedc. On the other hand, by passage to the limit n ′ → ∞, the statements of Proposition 2.8 hold good for the functionũ. In particular, it follows thatũ fulfils (2.2). Finally, from Lemma 2.4, we conclude that (c,ũ) = (c a , u a ). This completes the proof of Proposition 2.8.
Passage to the limit in the whole plane
In the previous section, we proved the existence and the uniqueness of a solution (c a , u a ) to the problem (2.1)-(2.2) for a large enough. Moreover, we found several a priori bounds for the speeds c a as well as a priori monotonicity properties for the functions u a . We are now going to pass to the limit a → ∞.
Proposition 3.1 There exists a sequence a n → ∞, a real c and a function u such that c an → c in IR and
Proof of Proposition 3.1. Under the notations of Proposition 2.7, choose ε = η = 1/n where the integer n is large enough and set a n = a 0 (1/n, 1/n). For n large enough, the problem (2.1)-(2.2) has a unique solution (c n , u n ) in Σ an and one has c
From the results of [7] , we have c 1/n 0
For any compact set K of IR 2 , from the standard elliptic estimates, the sequence (u an ) is bounded in W 2,p (K) (for a n large enough such that Σ an ⊂ o K). Hence, from the diagonal extraction process, there exists a subsequence, that is still called (u an ), and a function u such that u an → u in W 2,p loc (IR 2 ) for all p > 1. The function u satisfies (3.1). From the Sobolev injections and since f is Lipschitz-continuous, the function u is in
Since u(0, 0) = lim u n (0, 0) = θ and since 0 ≤ u ≤ 1, the strong maximum principle implies that 0 < u < 1 in IR 2 . The symmetry of u with respect to x derives from the symmetry of u n . The assertions (3.3) come from Proposition 2.8. Together with (2.2), they yield the normalisation condition (3.2).
Exponential decay properties
For any z = (x, y) ∈ IR 2 , let us define
The following exponential decay holds in T z 0 :
. Namely, for all π/2 − α ≤ ϕ ≤ π/2 + α and ρ = (cos ϕ, − sin ϕ), we have:
(3.5) Remark 3.4 By taking z 0 = (0, 0) and k ∈ C(− e 2 , α) in (3.5) , it follows that the function u fulfils (1.2) and (1.8) .
The function u is increasing in y.
Proof of Corollary 3.5. From Corollary 3.2, we know that u(x, y) is non-decreasing in y. Suppose that u(x 0 , y 0 ) = u(x 0 , y ′ 0 ) where x 0 ∈ IR and y 0 < y ′ 0 . It follows that u is equal to a constant u 0 in C((x 0 , y 0 ), e 2 , α) ∩ C((x 0 , y ′ 0 ), − e 2 , α). This constant u 0 is then a zero of the function f . Since 0 < u < 1 in IR 2 and f > 0 on (θ, 1), we get u 0 ∈ (0, θ]. The monotonicity properties imply that u ≤ u 0 in the cone C = C((x 0 , y ′ 0 ), − e 2 , α) and that the function u satisfies ∆u − c∂ y u = 0 in C In C, the function u reaches its maximum u 0 at an interior point, for instance (x 0 , (y 0 +y ′ 0 )/2). From the strong maximum principle, u is then equal to u 0 in C. This is impossible because u(x 0 , y) → 0 as y → −∞ from the inequality (3.5).
Proof of Proposition 3.3. From the symmetry of u with respect to x, we may suppose that
Since u a is continuous, there exists a real y a in [−x 0 cot α, 0] such that u a (x 0 , y a ) = θ. Since the y a are bounded and since the functions u a approach u in C 1 loc (IR 2 ) (for a certain sequence a → +∞), there exists then a real y 0 in [−x 0 cot α, 0] such that y a → y 0 (for a sequence a → ∞) and u(x 0 , y 0 ) = θ. This yields the assertion (i) of Proposition 3.3.
Let z 0 = (x 0 , y 0 ). Let us now consider the open trapezium D a whose vertices are the four points C 1 = (−a, −a cot γ a ), S 1 = (−x 0 , y a ), S 2 = (x 0 , y a ) and C 2 = (a, −a cot γ a ). The angles between − e 2 and each side [S 1 , C 1 ] and [S 2 , C 2 ] are equal and, since y a ≥ −x 0 cot α ≥ −x 0 cot γ a , they are not larger than γ a and, a fortiori, they are less than α. Hence, from Proposition 2.8, we have
We are now going to compare u a with the sum of three exponential functions in D a . Choose any point z 1 = (x 1 , y 1 ) in the open set T z 0 . Since y a → y 0 and γ a → α, there exists a positive real a 0 such that z 1 ∈ D a for all a ≥ a 0 . Let c ′ be a real in (0, c sin α) − notice that this is possible since sin α > 0 and c sin α ≥ c 0 > 0. Let us set r a = 1/ (a cot γ a + y a ) 2 + (−a + x 0 ) 2 and define:
In particular, we have w a ≥ θ ≥ u a on ∂D a . Moreover, a straightforward calculation gives:
Since c ′ > 0 and since c a → c > c ′ / sin α, r a (a − x 0 ) → sin α as a → ∞, it follows that
for a large enough. From the maximum principle, we deduce that u a < w a in D a . By passing to the limit a → ∞, we obtain
Since this is true for any c ′ < c sin α, we can pass to the limit c ′ → c sin α and we get u(x 1 , y 1 ) ≤ 2θ cosh(c sin α cos α x 1 ) e c sin 2 α (y 1 −y 0 )−c sin α cos α x 0 + θe c(y 1 −y 0 ) This can be extended by continuity in T z 0 . This gives the assertion (ii) of Proposition 3.3.
In the same way, we could prove that, for any x 0 ≥ 0
by comparing the function u a with the sum of two suitable exponential functions in the triangles whose vertices are S 1 = (−a + 2x 0 , −a cot γ a ), S 2 = (x 0 , y 0 ) and S 3 = (a, −a cot γ a ). This corresponds to the assertion (iii) of Proposition 3.3. The case x 0 ≤ 0 can be treated by symmetry.
3.2 Estimating the speed c: proof of the formula (1.7)
Consider now a sequence x n → −∞ and, for any x n , let y n be the unique real such that u(x n , y n ) = θ. One has x n cot α ≤ y n ≤ 0. Move the origin at the point (x n , y n ) and consider the functions v n (x, y) = u(x + x n , y + y n ) in IR 2
From the standard elliptic estimates and the Sobolev injections, the functions v n are bounded in W 2,p loc (IR 2 ) for all 1 < p < ∞ and approach, up to extraction of some subsequence, a function
The function v has the following monotonicity properties: Proof. Let ρ be as in Lemma above. Let z = (x, y) be any point in IR 2 and let λ > 0. Consider both points z and z + λρ. Since x n → −∞, we have x + x n ≤ 0 and x + x n + λ cos ϕ ≤ 0 for n large enough. From (3.3), we have, for n large enough:
v n (z) = u(x + x n , y + y n ) ≥ u(x + x n + λ cos ϕ, y + y n − λ sin ϕ) = v n (z + λρ).
By taking the limit n → ∞, it follows that v(z) ≥ v(z + λρ). This gives the assertion (i).
Consider the set
Under the notations of section 3.1, we have T n = T zn=(xn,yn) . Since x n → −∞, the points (x n , y n )+ λρ are in T n for n large enough. Hence, the inequality (3.4) implies that v n (λρ) ≤ 2θe −c|xn| sin α cos α cosh(c sin α cos α (x n + λ cos ϕ))e −cλ sin 2 α sin ϕ +θe −cλ sin ϕ Since x n → −∞, we obtain at the limit n → ∞:
v(λρ) ≤ θe −cλ sin α cos α cos ϕ e −cλ sin 2 α sin ϕ + θe −cλ sin ϕ .
This completes the proof of Lemma 3.6.
The speed c is equal to c 0 / sin α.
Proof. From (1.7) , we already know that c 0 / sin α ≤ c ≤ c 0 / sin 2 α. Let us suppose that c > c 0 / sin α.
First step: construction of a super-solution. As in the proof of Lemma 2.6, we use the same
From the results in [7] , The variables (X, Y ) are obtained from (x, y) by a rotation of angle π/2 − α around the origin. We are looking for a super-solution of (3.6) of the type
For such a function w, we have
Since f ε ≥ f ≥ 0 and U ′ > 0, in order to make the right-hand side of (3.9) non-positive, it is sufficient to choose a function φ in such a way that A(X) ≤ 0. Let φ be defined by
where β > 0 shall be chosen later. Set δ = cot(α − β) + tan β. It is easy to check that
Hence, we can choose β ∈ (0, α) small enough such that B(β), C(β), D(β) < 0. Let β be chosen as above. The function w(x, y) is then a super-solution of (3.6) in the sense that ∆w − c∂ y w + f (w) < 0 in IR 2 .
(3.10)
Second step: initialisation of a sliding method. For any λ 0 , we set Figure 4 ). 
Proof. Assume that the previous conclusion is not true. There exist then two sequences 0 ≤ λ n → +∞ and z n = (x n , y n ) = (λ n cos ϕ n , −λ n sin ϕ n ) ∈ E λn such that w(z n ) ≤ v(z n ). Set X n = y n cos α + x n sin α = λ n sin(α − ϕ n ) and Y n = y n sin α − x n cos α = −λ n cos(α − ϕ n ). From (3.6) and Lemma 3.6 (i), it follows that v ≤ θ in E λ 0 and a fortiori in E λn for n large enough. Hence, w(z n ) = U (Y n − φ(X n )) ≤ θ. Since U is increasing and U (0) = θ, we get that Y n − φ(X n ) ≤ 0. On the other hand, from the equation (3.8) satisfied by U , we have
Since ϕ n ∈ [0, π/2 + α], up to extraction of some subsequence, two cases occur: (i) ϕ n → ϕ ∈]0, π/2 + α[. In this case, the inequality (3.7) implies that v(z n ) → 0 as n → +∞ whereas the left hand side of (3.12) is greater than the positive constant ε. Case (i) is then impossible.
(ii) ϕ n → 0 or π/2 + α. Since β > 0 and since each level set of the function Y − φ(X) has two asymptotes directed by the vectors ρ 1 = (cos β, − sin β) and ρ 2 = (cos(π/2 + α − β), − sin(π/2 + α − β)), the distance between the points z n and the half-lines IR + ρ 1 , IR + ρ 2 necessarily approaches +∞. This finally yields that Y n − φ(X n ) → +∞, whence w(z n ) → 1 + ε as n → ∞. This is ruled out by the inequality w(z n ) ≤ v(z n ) < 1.
This completes the proof of Lemma 3.8.
Third step: the sliding method. We are now going to slide w in the Y -direction and compare it with the function v. For all τ ∈ IR, we set
From Lemma 3.8, there exists a real λ 0 such that w > v in E λ 0 , whence w τ > v in E λ 0 for any τ ≥ 0 (remember that U is increasing). The level set {Y −φ(X) = 1+ε/2} of w has two asymptotes directed by the vectors (cos β, − sin β) and (cos(π/2 + α − β), − sin(π/2 + α − β)). Owing to the definition of E λ 0 , and since 0 < β, there exists a real τ > 0 such that the shifted level set
We now claim that w τ > v in IR 2 .
Indeed, we already know that this is true in
Let us now slide w in the Y -direction. In other words, let us decrease τ and call
This real is finite because w τ (0, 0) → U (−∞) = ε < θ as τ → −∞ and v(0, 0) = θ. Since U is increasing, we have w τ > v for all τ > τ * . By continuity, we find that
Since the function w τ * satisfies (3.10), the non-negative function z = w τ * − v is such that ∆z − c∂ y z + c(x, y)z ≤ 0 in IR 2 for some bounded function c(x, y). From the strong maximum principle, one of the following two situations occur:
If case (ii) occurs, let us consider an increasing sequence τ n → τ * . For each n, owing to the definition of τ * , there exists a point (x n , y n ) ∈ IR 2 such that w τn (x n , y n ) ≤ v(x n , y n ). The points (x n , y n ) cannot be bounded, otherwise there would exist a point (x, y) ∈ IR 2 such that w τ * (x, y) ≤ v(x, y). The latter is impossible because of the assumption (ii). Now, as in Lemma 3.8, there exists a real λ 0 such that w τ 0 > v in Eλ 0 . Since the sequence (τ n ) is increasing, we have w τn > v in Eλ 0 . This implies that (x n , y n ) ∈ Eλ 0 . On the other hand, since 0 < β and since any level set of the function Y − φ(X) has two asymptotes directed by the vectors ρ 1 = (cos β, − sin β) and ρ 2 = (cos(π/2 + α − β), − sin(π/2 + α − β)), it follows that w τn (x n , y n ) → 1 + ε as n → ∞. This is impossible since w τn (x n , y n ) ≤ v(x n , y n ) < 1. Finally, the assertion c > c 0 / sin α was impossible. Hence, c = c 0 / sin α. This completes the proof of Proposition 3.7.
Convergence of the function u to a planar wave far away from the axis of symmetry
The case α = π/2 is treated separately. Indeed, in this case, from the uniqueness result in Lemma 2.2, the functions u a only depend on y and they solve: u ′′ a − c a u ′ a + f (u a ) = 0, u a (−a cot γ a ) = 0, u a (0) = θ and u a (a cot γ a ) = 1. From the construction given in [7] , those functions u a approach the solution U (y) of (1.5) as a → +∞. This immediately yields the asymptotic limit (1.3) as well as the last assertion of Theorem 1.
In the case where α < π/2, as in section 3.2, we again consider the function v, obtained as the limit of the functions v n (x, y) = u(x+x n , y +y n ) where x n → −∞ and u(x n , y n ) = θ. We know that the function v is non-increasing in each direction ρ = (cos ϕ, − sin ϕ) such that 0 ≤ ϕ ≤ π/2 + α. Furthermore, v has an exponential decay in the set {λ(cos ϕ, − sin ϕ), λ ≥ 0, 0 ≤ ϕ ≤ π/2 + α} of the type (3.7).
Our goal is to prove that v is actually equal to the planar wave U (Y ) = U (y sin α − x cos α). We divide the proof into four main steps.
First step: construction of a super-solution. We still use the variables X = y cos α + x sin α and Y = y sin α−x cos α. In the previous section, we considered a super-solution of (3.6) of the type w(x, y) = U ε (Y −φ(X)), which had two asymptotes directed by the two vectors ρ 1 = (cos β, − sin β) and ρ 2 = (cos(π/2 + α − β), − sin(π/2 + α − β)) (β > 0 was a small angle). Now, consider the function w defined by:
where U is the unique solution of (1.5) such that U (0) = θ and where φ(X) = − 1 c 0 ln(1 + e c 0 cot α X ).
Since c = c 0 / sin α, we have
Second step: initialisation of a sliding method. Let h(X) be the function defined as follows:
Indeed, let (x, y) = (λ cos ϕ, −λ sin ϕ) ∈ E 0 with λ ≥ 0 and 0 ≤ ϕ ≤ π/2 + α. We have X = λ sin(α − ϕ), Y = −λ cos(α − ϕ) and w(x, y) = U (−λ cos(α − ϕ) − φ(λ sin(α − ϕ))). For any τ ∈ IR, we set w τ (x, y) = U (τ + Y − φ(X)). Since U is increasing, we have
Since U is increasing and approaches 1 at +∞, there exists a real τ 1 ≥ 0 such that
The function w being increasing with respect to Y , we finally conclude from the definition of E 0 that ∀τ ≥ τ 1 , w τ ≥ 1 − ε in IR 2 \E 0 .
Proof. Choose any τ ≥ τ 1 . By (3.15) and since τ 1 ≥ 0, we already know that w τ ≥ v in E 0 . LetΩ + be the open setΩ + = IR 2 \E 0 ∩ {w τ < v}. In order to prove Lemma 3.9, the only thing we still need to prove is thatΩ + is empty. Set z = w τ − v. From (3.6) and (3.13), we have
IfΩ + is not empty, define −δ = infΩ + z (we have −ε ≤ −δ < 0) and consider a sequence (x n , y n ) ∈Ω + such that z(x n , y n ) → −δ as n → ∞. From the standard elliptic estimates, ∇z is bounded in IR 2 . There exists then a real r > 0 such that the open ball B((x n , y n ), r) lies inΩ + for n large enough. The functions z n (x, y) = z(x + x n , y + y n ) approach, up to extraction of some subsequence, a functionz defined at least in B((0, 0), r). This functionz reaches its minimum −δ < 0 at the point (0, 0) and it satisfies (3.18) in B((0, 0) , r). This is clearly impossible since f ′ − (1) < 0. Hence,Ω + = ∅ and w τ ≥ v in IR 2 for all τ ≥ τ 1 .
Third step: sliding method. We now decrease τ and we are going to prove the following Lemma: Lemma 3.10 There exist two reals τ * , Y and a sequence of points (x n , y n ) such that the coordinates (X n , Y n ) satisfy:
The set E is not empty from Lemma 3.9. Let us define
The real τ * is finite since w τ (x, y) → 0 as τ → −∞ for any (x, y) ∈ IR 2 . By continuity with respect to τ , we have w τ * ≥ v
Since the function w τ * is a strict super-solution of the equation (3.1) in the sense that it satisfies (3.13), the strong maximum principle yields that w τ * > v in IR 2 .
Remember that ε satisfies (3.16) . Owing to the definition of w, there exists a real A ≥ 0 such that w τ * ≥ 1 − ε/2 on {Y = h(X) + A} Figure 5 ). Comparison of w τ * −δ and v on ∂Ω + . Since the function w is Lipschitz-continuous and fulfils (3.19) , we have w τ * −δ ≥ 1 − ε on ∂Ω + = {Y = h(X) + A} if δ ∈ (0, δ 0 ) for δ 0 small enough. Two cases may occur:
(i) There exists δ 1 ∈ (0, δ 0 ) such that w τ * −δ 1 > v on ∂Ω + .
(ii) For n large enough, there exists a point (x n , y n ) ∈ ∂Ω + such that
Study of case (i). In this case, we argue as in the proof of Lemma 3.9 and conclude that w τ * −δ 1 ≥ v in Ω + . As a consequence, for all δ ∈ [0, δ 1 ], one has w τ * −δ ≥ v in Ω + .
Study of case (ii). In this case, the points (x n , y n ) cannot be bounded, otherwise there exists a point (x, y) ∈ ∂Ω + such that w τ * (x, y) = v(x, y). But we have already seen that w τ * > v in IR 2 . Hence one of the following situations occurs:
(ii)-(a) There exists a subsequence of (x n , y n ) such that X n → −∞, and Y n = A. We set
Up to extraction of some subsequence, the functions v n approach a solution v ∞ of (1.1) and the functions w n approach the function w ∞ = U (τ * + A + Y ) in the spaces W 2,p loc (IR 2 ). At the limit n → +∞, we get
Since the function w τ has bounded derivatives, we conclude from (3.20) and (3.21) that w ∞ (0, 0) = v ∞ (0, 0). Now, both functions v ∞ and w ∞ solve (1.1). From the strong maximum principle, we conclude that
That gives the conclusion of Lemma 3.10.
(ii)-(b) There exists a subsequence of (x n , y n ) such that x n → +∞, y n = A sin α. We again normalise the functions w τ * and v as in case (ii)-(a). Under the same notations as in case (ii)-(a), we have w ∞ = U ((1/ sin α) (y + A sin α) + τ * ) ≥ v ∞ and w ∞ (0, 0) = v ∞ (0, 0). On the other hand, the function w ∞ is a solution of
Since α < π/2, the function w ∞ is then a strict super-solution of (1.1) whereas v ∞ is a solution. This is ruled out by the strong maximum principle.
As a conclusion of this part, only the cases (i) or (ii)-(a) may occur and the case (ii)-(a) leads to the conclusion of Lemma 3.10.
Comparison of w τ * −δ and v on ∂Ω − . As above, only two cases may occur: (i') There exists δ 2 ∈ (0, δ 0 ) such that w τ * −δ 2 > v on ∂Ω − . (ii') For n large enough, there exists (x n , y n ) ∈ ∂Ω − such that w τ * −1/n (x n , y n ) ≤ v(x n , y n ).
If case (i') occurs, then, for any 0 ≤ δ ≤ δ 2 , we have w τ * −δ > v on ∂Ω − . Since f ≡ 0 on [0, θ] and v ≤ θ in Ω − , with the same method as in the proof of Lemma 3.9, we would actually find that
If case (ii') occurs, we can argue word by word as in case (ii) above. That leads to the conclusion of Lemma 3.10.
Completion of the proof of Lemma 3.10. To complete the proof, the only thing left to consider is the case where both (i) and (i') occur. Set δ 3 = min(δ 1 , δ 2 ). Thus
From the definition of τ * , for any n ≥ 1, there exists a point (x n , y n ) such that
By (3.22) , the points (x n , y n ) are in B for n large enough. Consequently, up to extraction of a subsequence, one of the following situations occurs:
The latter can be treated in the same way as the case (ii)-(b) above: it is ruled out by the strong maximum principle.
Hence, only case (i,i')-(a) may occur and, as in the case (ii)-(a), we get the conclusion of Lemma 3.10.
Fourth step: proving the planar behaviour of u far away from the axis of symmetry. We are going to use here the (X, Y ) coordinates. Fix a point (X, Y ) ∈ IR 2 . With the notations of Lemma 3.10, we have X ≥ X n for n large enough. Since v is non-decreasing in the direction X, it follows that
for n large enough. Since Y n → Y and since v has bounded derivatives, we conclude from Lemma 3.10 that v(X n , Y ) → U (τ * + Y ) as n → ∞,
On the other hand, from the definition of τ * , we have v(X, Y ) ≤ U (τ * + Y − φ(X)).
By summarising the previous results, it follows that:
Now, for any X 0 ≥ 0, consider the function
We could compare the functions w X 0 and v by arguing in the same way as above. First, the function w X 0 satisfies (3.13). Second, instead of (3.14), it is easy to check that
Hence, there exists a real τ ′ 1 ≥ 0, that we can choose greater than X 0 cot α, such that
with the same ε as in (3.16) . As in Lemma 3.9, it follows that
Lemma 3.10 can be applied to the function w X 0 . As for (3.23), we get the existence of a realτ * such that
(3.24)
By taking the limit X → −∞ in (3.23) and (3.24) and by using the monotonicity of U , we conclude thatτ * = τ * . As a consequence, for all X 0 ≥ 0, we have
We pass to the limit X 0 → +∞ and obtain
Since v(0, 0) = U (0) = θ, it follows that τ * = 0. In other words, the function v is actually nothing but the planar function U (Y ). Lastly, the function v, which is the limit of a subsequence of the functions v n (x, y) = u(x + x n , y + y n ), does not depend on the sequence x n → −∞. We conclude that the whole sequence (u n ) approaches the function U (Y ). So far, we have proved that, for any x ∈ IR, there existed a unique real y = ϕ θ (x) such that u(x, y) = θ. Furthermore, for any sequence x n → −∞, the functions u n (x, y) = u(x+x n , y+ϕ θ (x n )) approach the planar function U (Y ) = U (y sin α − x cos α).
Let λ ∈ (0, 1). We shall now prove that the level set {(x, y), u(x, y) = λ} is a curve {y = ϕ λ (x), x ∈ IR}.
First of all, the function u is increasing with respect to y. For each x ∈ IR, set ψ(x) = lim y→+∞ u(x, y). In the set Ω = IR × (0, 1), let us define the functions u n (x, y) = u(x, y + n) in Ω.
They still satisfy (3.1). From the standard elliptic estimates, those functionsũ n approach, up to extraction of some subsequence, a function u ∞ that is a solution of
But this function v ∞ (x, y) is actually identically equal to the function ψ(x). Hence, ψ fulfils
On the other hand, for any y ∈ IR, the function x → u(x, y) is symmetric, non-increasing in x for x ≤ 0 and non-decreasing for x ≥ 0. The same property holds good for the limit function ψ. Thus, 0 is a minimum point of ψ, whence ψ ′′ (0) ≥ 0. Furthermore, ψ ′′ (0) = −f (ψ(0)) ≤ 0. Hence, ψ ′′ (0) = f (ψ(0)) = 0. In other words, ψ(0) is a zero of the function f . Since ψ(0) > u(0, 0) = θ and since f is positive on (θ, 1), we conclude that ψ(0) = 1 and finally that ψ ≡ 1.
Hence, for any x ∈ IR, u(x, y) → 1 as y → +∞. Furthermore, u(x, y) → 0 as y → −∞ from (3.5) applied in z 0 = (0, 0). Since u is continuous and increasing in y, we conclude that there exists a unique y = ϕ λ (x) such that u(x, ϕ λ (x)) = λ.
Let (x n ) a sequence such that x n → −∞ as n → ∞ and let K the compact set
We know that the functions u n (x, y) = u(x + x n , y + ϕ θ (x n )) approach the function U (Y ) = U (y sin α − x cos α) uniformly in K. For any ε > 0, there exists an integer n 0 such that, if n ≥ n 0 , then u n (0, (1/ sin α) U −1 (λ) − ε) < λ and u n (0, (1/ sin α) U −1 (λ) + ε) > λ.
Hence, for n ≥ n 0 , one has
It then follows that ϕ λ (x n ) − ϕ θ (x n ) → (1/ sin α) U −1 (λ) as n → ∞.
Since this limit does not depend on the sequence x n → −∞, we conclude that, for any λ, λ ′ ∈ (0, 1),
The same limit also holds as x → +∞ by symmetry.
In particular, that implies that the functionsũ n (x, y) = u(x + x n , y + ϕ λ (x n )) approach the function U (Y + U −1 (λ)) in W 2,p loc (IR 2 ).
Asymptotic directions for the level sets of u
Let k be a vector in the open cone C( e 2 , π − α). We are going to prove that the function u fulfils the limiting condition (1.3), namely that u(λ k) → 1 as λ → +∞. By symmetry with respect to x and since u(0, y) → 1 as y → +∞, it is enough to treat the case of a vector k such that k · e 1 < 0. We can write k = (− sin β, − cos β) with α < β < π (β is the angle between k and − e 2 if one goes clockwise). Let 0 < ε < 1. We shall show that, for λ large enough, we have
Consider the compact K = [−1, 1] × [−2 cot α, 2 cot α] and the functions u n (x, y) = u(x − n, y + ϕ 1−ε/2 (−n)).
From the previous sections, these functions u n converge uniformly in K to the function U (y sin α − x cos α + U −1 (1 − ε/2)). Let S be the segment between the points (0, 0) and (−1, − cot α). The functions u n converge uniformly to 1 − ε/2 on S. Since u is increasing in y, we deduce that there exists n 0 large enough such that
Similarly, since α < β < π and since U is increasing, the sequence (u n (−1, − cot((α + β)/2))) approaches 1 − η, as n → ∞, with 0 < η < ε/2. Hence, there exists n ′ 0 ≥ n 0 such that
With an immediate induction, we get that
Putting together (3.25) and (3.26), we have, for all n ≥ n ′ 0 and for all x ∈ [−n − 1, −n],
Since cot α ≥ cot((α + β)/2) and since x + n ≤ 0 in the previous inequality, we get
By putting x = −λ sin β in the last inequality, and since β > α, we conclude that, for λ large enough,
Remember that k = (− sin β, − cos β) and that u is increasing with respect to y. It follows that u(λ k) ≥ 1 − ε for λ large enough. That implies the required formula (1.3). Since (1.3) is true for any k ∈ C( e 2 , π − α) and since u is increasing with respect to y, the stronger limit (1.9) also holds.
Furthermore, for any ρ ∈ C(− e 2 , α), we already know that u is non-increasing in the direction ρ. Hence, for any τ > 0, the function z = u((x, y) + τ ρ) − u(x, y) is non-positive and it satisfies a linear elliptic equation of the type ∆z − c∂ z + c(x, y)z = 0 in IR 2 where c(x, y) is a bounded function. Since u(λρ) → 0 (resp. 1) as λ → +∞ (resp. λ → −∞), the function z cannot be identically 0. The strong maximum principle implies then that z > 0 in IR 2 . In other words, the function u is decreasing in the direction ρ.
Lastly, the limiting conditions (1.2) and (1.3) imply that each level set {y = ϕ λ (x), x ∈ IR} = {u = λ} of the function u has two asymptotic directions that are directed by the vectors (± sin α, − cos α).
Uniqueness of the speed c
In sections 2 and 3, we have proved the existence of a solution (c, u) of (1.1)-(1.3), (1.8)-(1.9) with the speed c = c 0 / sin α, for any angle α ∈ (0, π/2].
Choose an angle α ∈ (0, π/2] and let (c, u) be a solution of (1.1)-(1.3), (1.8)-(1.9). First of all, since f is extended by 0 outside [0, 1], the strong maximum principle implies that 0 < u < 1 in IR 2 . We shall now prove the equality c = c 0 / sin α. We divide the proof into three main steps.
1. Let us consider the case where 0 < α < π/2 and let us suppose that c < c 0 / sin α. For ε > 0 small enough, let f ε be the function defined in [−ε, 1 − ε] by:
t−1+ε exists and is negative, and f ε fulfils (1.4) on [−ε, 1 − ε] with the ignition temperature θ. Moreover, we have f ε ≤ f and the functions f ε approach f uniformly in [0, 1] as ε → 0. From the results in [2] , [7] , [15] , [24] , there exists a unique couple (c ε , u ε ) satisfying
Furthermore, we have c ε ≤ c 0 and c ε → c 0 as ε → 0 ( [7] ).
Since c < c 0 / sin α and 0 < α < π/2, there exist a real ε > 0 small enough and an angle α ′ such that 0 < α < α ′ < π/2 and c < c ε / sin α ′ < c 0 / sin α. Set v(x, y) = u ε (y sin α ′ − x cos α ′ ).
Let us first check that v is a sub-solution of (1.1). Indeed,
If not, then, for any n ∈ IN, there exists a point (x n , y n )
The points (x n , y n ) are not bounded, otherwise the left hand side of (4.4) approaches −ε whereas the right hand side is non-negative. Write (x n , y n ) = λ n (sin ϕ n , − cos ϕ n ) with −π < ϕ n ≤ π: ϕ n is the angle between (x n , y n ) and the vector − e 2 if one goes counterclockwise. We have λ n → +∞. We can assume, up to extraction, that the sequence (ϕ n ) approaches ϕ ∈ [−π, π] as n → +∞. If −α ′ < ϕ < π − α ′ , then v(x n , y n − n) = u ε (−λ n sin(α ′ + ϕ n ) − n sin α ′ ) → −ε as n → ∞ This is ruled out by (4.4) since u > 0.
In the other case, one has −π ≤ ϕ ≤ −α ′ or π −α ′ ≤ ϕ ≤ π. In particular, ϕ ∈ [−π, −α)∪(α, π]. The limiting condition (1.9) implies that u(x n , y n ) → 1 as n → ∞. This contradicts (4.4) because u ε ≤ 1 − ε.
As a consequence, (4.3) is true. Next, decrease τ and define 
Eventually, that shows that if 0 < α < π/2, then c ≥ c 0 / sin α.
2. In this part 2, we deal with the case α = π/2, which has not been treated in part 1. Indeed, the sliding method used in part 1 no longer works for the limiting case α = π/2. Suppose that c < c 0 . With the same notations as in part 1, there exists a real ε > 0, small enough and fixed, such that c < c ε , where (c ε , u ε ) is the solution of (4.1). For some reals η, κ > 0 that will be chosen later, consider the function v(x, y) = u ε (y − ϕ(x)) where ϕ(x) = η 2 x 2 + κ 2 .
Let us check that this function v is a sub-solution of (1.1) if η > 0 and κ > 0 are suitably chosen. We have
On the one hand, we have f ≥ f ε . On the other hand, since u ε fulfils (4.1), it is well-known that u ε admits the following asymptotic behaviour as
Remember now that c ε > c. In order to have ∆v − c∂ y v + f (v) ≥ 0 in IR 2 , it is then sufficient to choose the function φ such that |ϕ ′2 | and |ϕ ′′ | are small enough. We have |ϕ ′2 | ≤ η 2 and |ϕ ′′ | ≤ η 2 /κ. Hence, we can choose η > 0 and κ > 0 such that
To sum up, the function v is a sub-solution of (1.1) and each of its level sets has two asymptotes directed by the vectors (±1, arctan η).
We can now argue as in part 1: the formula (4.3) is still true if τ is large enough. As in part 1, we can decrease τ , we can define τ * and we get a contradiction thanks to the maximum principle.
This eventually proves that if α = π/2, then c ≥ c 0 .
3. Choose now any angle α ∈ (0, π/2]. We still have to prove that c ≤ c 0 / sin α. Suppose on the contrary that c > c 0 / sin α. Let us consider some functions f ε on [ε,
In particular, the function f ε is of the ignition temperature type on the interval [ε, 1 + ε]. For each ε > 0 small enough, there exists a unique couple (c ε , u ε ) fulfilling
Furthermore, c ε > c 0 and c ε → c 0 as ε → 0 (see [7] ).
Choose α ′ and ε > 0 such that 0 < α ′ < α ≤ π/2 and c > c ε / sin α ′ > c 0 / sin α. From Theorem 1 applied to the function f ε , there exists a solution v(x, y) of
We now claim that there exists τ ≥ 0 such that v(x, y + τ ) > u(x, y) in IR 2 .
Otherwise, for each n ∈ IN, there exists a point (x n , y n ) ∈ IR 2 such that v(x n , y n + n) ≤ u(x n , y n ). As in part 1, by dealing successively with the cases where the sequence (x n , y n ) is bounded or unbounded, we would get a contradiction. Now, let us set
As above, τ * is finite and v(x, y + τ * ) ≥ u(x, y) in IR 2 with equality somewhere. This is ruled out by the strong maximum principle. Finally, it is always true that c ≤ c 0 / sin α. Together with parts 1 and 2, this inequality completes the proof of Theorem 2.
Appendix: proof of Lemma 2.10
In this section, we actually deal with a more general situation than in Lemma 2.10. Let u be a bounded and positive function defined in the set V = {(x, y) ∈ IR 2 , x > 0, y > 0, x 2 + y 2 < δ} for a certain δ > 0. One assumes that the function u belongs to the spaces W 2,p loc (V \{(0, 0)}) for all 1 < p < ∞ and that it is continuous in V . We also suppose that that function v satisfies the following equations:
where τ = (− sin α, − cos α). The given function f is Lipschitz-continuous. Furthermore, f (0) = 0 and f ′ + (0) = lim t→0, t>0
exists. Set O = (0, 0). Choose any vector ρ = (cos β, sin β) with π/2 − α < β < π. We are going to determine the asymptotic behaviour of u and ∇u in the neighbourhood of the corner O. That behaviour will imply the existence of a neighbourhoodṼ of O and of a real ε 1 > 0 such that if 0 < ε ≤ ε 1 and if z, z + ερ ∈Ṽ ∩ V , then u(z) < u(z + ερ).
Before doing that, we briefly mention some papers and results that have been devoted to similar problems in the literature. In many works (see e.g. Bernardi, Maday [10] , Grisvard [19] , Maz'ja, Plamenevskii [30] ), the linear elliptic problem
has been investigated under the assumption that G is a sub-domain of the plane IR 2 and that the boundary ∂G of G is Lipschitz-continuous everywhere and smooth excepted at a corner K, say K = O. Assume that L is an elliptic operator and B is a smooth linear function depending on the traces of u or ∇u on ∂G\{K}. The function u belongs to some Sobolev spaces with weights but u, or its derivatives, may be singular at the point K. The general result is the following: in a neighbourhood of the point K = O, the function u can be written as where u R ∈ W m+2,p (G) (see Geymonat, Grisvard [16] , Grisvard [19] , [20] ; or Dauge [13] for a 3-dimensional situation).
Let us now come back to the elliptic problem (5.1) that is set in the domain V with the corner O. The boundary conditions on ∂V are of the Dirichlet and oblique-Neumann type. But, unlike the problems mentioned above, we have to deal with a semi-linear problem. Then, we cannot a priori hope for an infinite asymptotic development of the type (5.3) for u. Nevertheless, we only need to know what u and its derivatives are equivalent to in the neighbourhood of O.
In [7] , [9] , Berestycki and Nirenberg have emphasised the semi-linear problem
where ω is a smooth domain with unit outward normal ν. If u → 0 as x 1 → −∞ and if |f (x 1 , u)| = O(u 1+δ ) as u → 0 for a certain δ > 0, then the nonlinear term f (x 1 , u) only makes small perturbations with respect to ∆u. The asymptotic behaviour of u as x 1 → −∞ is given in [7] , [9] . If we come back to (5.1) and if we make the change of variables r = e t , we can see that u fulfils ∆u − c sin θ e t ∂ t u − c cos θ e t ∂ θ u + e 2t f (u) = 0 in (−∞, ln δ) × (0, π/2) with Dirichlet and oblique-Neumann boundary conditions:
To conclude this discussion, the semi-linear problem (5.1) with mixed boundary conditions does not seem to have been treated so far in the literature. Hence, for the sake of completeness, we give a detailed proof of the following Lemma 5.1: Remember that ρ = (cos β, sin β) with π/2 − α < β < π. Thus,
For any point z = (r, θ) ∈ V , we have
As a consequence, there exists a real η > 0 such that r −(γ−1) ∇(r γ sin(γθ)) · ρ ≥ η > 0 From (5.4) , it follows then that ∂ ρ u > 0 in a neighbourhood V 1 of C 1 . As far as the behaviour of the function u near the corner C 1 of Σ a is concerned, Lemma 2.10 is then a consequence of the Finite Increment Theorem. The other corner C 3 can be treated similarly. Indeed, after setting the origin in C 3 and making the change of variables y → −y,ũ(x, y) = u(x, −y), we find that
where γ = (2/π) (π − α) and where λ is a positive real. The same calculations as above yield that, for any ρ = (cos β, sin β) with π/2 − α < β < π, the function u is such that ∂ ρ u > 0 in a neighbourhood V 3 of C 3 . Notice that, unlike the situation around the point C 1 , the function ∂ ρ u is bounded near C 3 since γ ≥ 1.
Proof of Lemma 5.1. Remember first that V = {0 < r < δ, 0 < θ < π/2}. We choose to work with the (r, θ) coordinates. Notice that everything works similarly with the coordinates (t, θ), where r = e t . The following proof, that is like that in [9] , is divided into six main steps for the sake of clarity.
Step 1. Set γ = (2/π) α; notice that γ ∈ (0 Step 2. We now want to construct two sub-and super-solutions v and v such that
where the real δ 0 ∈ (0, δ] will be chosen later. where β and β are two fixed reals, different from 1 and such that γ < β, β < γ + 1. The reals A and A will be chosen later. A straightforward computation gives Since (2/π) α < β < (2/π) α + 1, we can then choose a real A large enough, depending on α and β, such that ∂ τ v(0, y) < 0 for all 0 < y < δ 1 . Furthermore, we have v(x, y) = 0 if y = 0 and 0 ≤ x < δ 1 . We then conclude that v satisfies (5.5) in V ∩ B(O, δ 1 ). Similarly, we can prove that there exists a real δ 2 ∈ (0, δ] such that v satisfies (5.6) in V ∩ B(O, δ 2 ). Eventually, by defining δ 0 = min(δ 1 , δ 2 ), it follows that v (resp. v) satisfies (5.5) (resp. (5.6)) in V 0 = V ∩ B(0, δ 0 ).
Step 3. Even if it means decreasing δ 0 > 0, we can assume that v and v are positive in V 0 ∩ {y > 0}. Indeed, this is possible because γ < β, β, because sin(γθ) > 0 for 0 < θ < π/2 and because both functions g(θ)/ sin(γθ) and g(θ)/ sin(γθ) are bounded in the interval {0 ≤ θ ≤ π/2}. On the other hand, we define a function ϕ(x, y) = 2e cos α + sin α − e 1/δ 0 (cos α x − sin α y + sin α δ 0 ) in V 0 .
We observe that the function ϕ is positive in V 0 and ∂ τ ϕ(0, y) = 0 for all 0 < y < δ 0 . Furthermore, we have ∆ϕ − c∂ y ϕ + f Lip ϕ ≤ −1/δ 2 0 + 1/δ 0 |c| sin α e cos α+sin α + 2 f Lip e cos α+sin α
Even if it means decreasing again δ 0 > 0, we may also assume that
Since u is positive in V 0 and satisfies (5.1), the maximum principle and the Hopf Lemma yield that u(x, y) > 0 as soon as y > 0 and that ∂ y u(x, 0) > 0 for all x > 0. Similarly, ∂ y v(x, 0) > 0 for all x > 0. Finally, there exist two reals ν, µ > 0 such that
Let us now show that this last inequality (5.7) is actually true in the whole set V 0 . Remember that u solves (5.1) and that µv satisfies the inequality (5.5). Hence, the function w = u−µv satisfies
where c(x, y) is a bounded function in V 0 such that c ∞ ≤ f Lip . Set g = w/ϕ. One has
In view of the properties fulfilled by ϕ, it follows that
If the set Ω − = {(x, y) ∈ V 0 , g(x, y) < 0} is not empty, we get that M g < 0 in Ω − . Since g is continuous in V 0 (the function ϕ is positive and continuous in the compact set V 0 ), let z 0 be a point in Ω − where g reaches its minimal value. If z 0 ∈ V 0 , then ∇g(z 0 ) = 0 and ∆g(z 0 ) ≥ 0. That is impossible because M g(z 0 ) < 0. Now, since w ≥ 0 on ∂V 0 ∩ ({y = 0} ∪ {x 2 + y 2 = δ 2 0 }), it follows that z 0 = (0, y 0 ) with 0 < y 0 < δ 0 . Furthermore, since ∂ τ v(0, y 0 ) < 0, we have ∂ τ w(z 0 ) = ∂ τ u(z 0 ) − µ∂ τ v(z 0 ) > 0 and 0 < ∂ τ w(z 0 ) = g(z 0 )∂ τ ϕ(z 0 ) + ϕ(z 0 )∂ τ g(z 0 ).
The function ϕ is such that ∂ τ ϕ(z 0 ) = 0 and ϕ(z 0 ) > 0. Hence, ∂ τ g(z 0 ) > 0. The latter is ruled out by the Hopf Lemma.
Finally, we have Ω − = ∅, whence w ≥ 0, i.e. µv ≤ u in V 0 and even µv < u in V 0 from the strong maximum principle. Similarly, we infer that u < νv in V 0 .
So far, we have shown that µv < u < νv in V 0 = {x > 0, y > 0, r < δ 0 }.
Step 4. Let us now replace the variables (x, y) with (εx, εy). Set W ε = {(x, y) ∈ IR 2 , (εx, εy) ∈ V 0 } and u ε (x, y) = ε −γ u(εx, εy) for (x, y) ∈ W ε . From the definitions of v and v, we have µ (v + ε β−γ r β g(θ)) < u ε (x, y) < ν (v + ε β−γ r β g(θ)) in W ε (5.8) where r = x 2 + y 2 . Let Π be the positive quadrant Π = {x > 0, y > 0}.
Since γ < β, β, the left and the right sides of the inequality (5.8) uniformly approach µv and νv in any compact set K ⊂ Π as ε → 0. Furthermore, we have      ∆u ε − εc∂ y u ε = −ε 2−γ f (u(εx, εy)) in W ε u ε (x, 0) = 0 for all 0 ≤ x < δ 0 /ε ∂ τ u ε (0, y) = 0 for all 0 < y < δ 0 /ε
Since γ < 2 and f (u) is bounded in V 0 , the right side of the equation fulfilled by u ε approaches 0 uniformly in any compact set K ⊂ Π. The functions u ε are defined in such a compact set K for ε small enough and they are also uniformly bounded in K from (5.8) . Moreover, from the standard elliptic estimates up to the boundary, the functions (u ε ) are then bounded in W 2,p (K) for any compact set K ⊂ Π\{O} and for any 1 < p < ∞. By a diagonal extraction process, it follows that there exists a continuous function u 0 defined in Π\{O} such that, up to extraction of some subsequence, u ε → u 0 in C 1,δ loc (Π\{O}) for any δ ∈ (0, 1). The function u 0 fulfils      ∆u 0 = 0 in Π u 0 (x, 0) = 0 for all x > 0 ∂ τ u 0 (0, y) = 0 for all y > 0 (5.9) Moreover, µv ≤ u 0 ≤ νv in Π\{O}. In particular, the latter implies that the function u 0 can be extended by continuity at the point O = (0, 0) by setting u 0 (0, 0) = 0. Hence, µv ≤ u 0 ≤ νv in Π.
From (5.8) , for any η > 0, there exists δ ′ > 0 such that |u ε | ≤ η in {(x, y) ∈ Π, x 2 + y 2 ≤ δ ′ }. It follows that, up to extraction of some subsequence, the functions u ε also approach u 0 uniformly in any compact set K ⊂ Π.
Step 5. We now aim at proving that u 0 = λv for a certain λ such that µ ≤ λ ≤ ν. Define µ and ν by µ = sup {µ, µv ≤ u 0 in Π} and ν = inf {ν, u 0 ≤ νv in Π}. We have µv ≤ u 0 ≤ νv in Π and µ ≤ ν ∈ IR.
Let us now suppose that µ < ν. The strong maximum principle then yields that µv < u 0 < νv in Π. For every R > 0, let us call C(R) = {(x, y) ∈ Π, x 2 + y 2 = R 2 } and B(R) = {(x, y) ∈ Π, x 2 + y 2 ≤ R 2 }. Choose any R > 0. On C(R), we have v > 0 and µ ≤ u 0 /v ≤ ν. There exists then a subset Γ ⊂ C(R) such that |Γ|/|C(R)| ≥ 1/2 (|Γ| is the length of Γ) and one of the following assertions occurs:
Suppose that case (i) occurs. Since u 0 − µv > 0 in Π, since both u 0 and v fulfil (5.9), and since (5.9) is invariant by stretching the variables, a straightforward application of the Harnack inequality up to the boundary leads to the existence of a real ε > 0, which does not depend on R, such that u 0 − µv ≥ εv on C(R/2) (see also Berestycki, Caffarelli, Nirenberg [3] , Caffarelli [12] for related problems). Hence, as in
Step 3, we get u 0 − µv ≥ εv in B(R/2).
Since (i) or (ii) occurs for each R > 0, we may suppose, say, that there is a sequence R n → +∞ such that (i) occurs for each R n . As a consequence, u 0 − µv ≥ εv in B(R n /2), whence
That is ruled out by the definition of µ.
We conclude that µ = ν =: λ, that is to say that u 0 ≡ λv in Π.
Step 6. Conclusion: we have to prove that Let K be the compact defined by K = {(x, y) ∈ Π, 1 ≤ x 2 + y 2 ≤ 2} and let η be any positive number. We know that u ε → λv as ε → 0, uniformly in K. Hence, there exists a real ε 0 ∈ (0, 1) such that: ∀0 < ε ≤ ε 0 , ∀(x, y) ∈ K, |u ε − λv| ≤ η. Owing to the definitions of the function u ε and v, we get ∀(x, y) ∈ K, ∀ε ≤ ε 0 , |u(εx, εy) − λ(εr) γ sin(γθ)| ≤ ηε γ ≤ η(εr) γ
In other words, for each (x, y) ∈ Π such that 0 < r = x 2 + y 2 ≤ 2ε 0 , we have |u(x, y) − λr γ sin(γθ)| ≤ ηr γ . Since η > 0 was arbitrary, we have thus shown the formula (5.10). Assertion (5.11) can be proved with the same arguments as above. That completes the proof of Lemma 5.1. where g(θ) = −1+cos(βθ)+A sin(βθ) and where (r, θ) are the polar coordinates with respect to the corner C 1 = (−a, −a cot γ) of Σ a . We choose A such that (5.6) holds in V 0 = {x > 0, y > 0, 0 < r < δ 0 } for some δ 0 small enough. In particular, for ε ∈ (0, δ 0 ), we have ∂ τ v = ∇v · τ > 0 at the point (−a, −a cot γ + ε). Hence, under the notations of Lemma 2.1, one can require that the vector field ρ ε fulfil ρ ε = τ on {−a} × (−a cot γ + ε, −a cot γ + δ 0 ) and ρ ε · ∇v ≥ 0 on ∂Σ a,ε ∩ B(C 1 , δ 0 ). For instance, choose a function η(x, y) defined on ∂Σ a,ε ∩ B(C 1 , δ 0 ) such that 0 ≤ η ≤ 1, η = 1 on {−a} × (−a cot γ + ε, −a cot γ + δ 0 ), η = 0 on ∂Σ a,ε ∩ {x > −a + ε 2 } (for ε > 0 small enough). Next, take ρ ε (x, y) = η(x, y)τ on ∂Σ a,ε ∩ B(C 1 , δ 0 ). Finally, the function v fulfils ρ ε · ∇v + σ 0,ε v ≥ 0 on ∂Σ a,ε ∩ B(C 1 , δ 0 ) whereas the function u ε fulfils ρ ε · ∇u ε + σ 0,ε u ε = 0 on ∂Σ a,ε ∩ B(C 1 , δ 0 ) (remember that σ 1,ε = 0 on ∂Σ a,ε ∩ B(C 1 , δ 0 ) for ε > 0 and δ 0 > 0 small enough).
Furthermore, since ∂ y u ε (−a + δ 0 , −a cot γ) → ∂ y u c (−a + δ 0 , −a cot γ) < +∞ as ε → 0 and u ε ≤ 1 in Σ a,ε , there exists then a constant ν > 0 such that, as in Step 3, ∀(x, y) ∈ Σ a,ε ∩ {r = δ 0 }, u ε (x, y) ≤ νv(x, y) for all ε > 0 small enough. Next, we choose the same function ϕ as in Step 3. In particular, in view of the choice of ρ ε , we have ρ ε · ∇ϕ = 0 and ρ ε · ν ε ≥ 0 on ∂Σ a,ε ∩ B(C 1 , δ 0 ) for ε > 0 small enough (ν ε is the outwards unit normal to ∂Σ a,ε ). As in Step 3, it follows then that if the function g = w ϕ := νv−uε ϕ reaches a negative minimal value at a point z 0 in Σ a,ε ∩B(C 1 , δ 0 ), then z 0 = (x 0 , y 0 ) lies necessarily on ∂Σ a,ε ∩ B(C 1 , δ 0 ). At the point z 0 , one has ρ ε · ∇w + σ 0,ε w ≥ 0, whence g(z 0 ) ρ ε (z 0 ) · ∇ϕ(z 0 ) + ϕ(z 0 ) ρ ε (z 0 ) · ∇g(z 0 ) + σ 0,ε (z 0 )g(z 0 )ϕ(z 0 ) ≥ 0 (5.12)
The first term of (5.12) is equal to 0 because ρ ε · ∇ϕ = 0. The second and third terms are nonpositive because ϕ > 0, ρ ε · ∇g ≤ 0 (from the Hopf Lemma), g(z 0 ) < 0 and σ 0,ε ≥ 0. Furthermore, if y 0 ≥ −a cot γ + ε, then ρ ε (z 0 ) = τ whence ρ ε (z 0 ) · ∇g(z 0 ) < 0 and if y 0 ≤ −a cot γ + ε, then σ 0,ε (z 0 ) = 1. Hence, all the three terms of (5.12) are non-positive and at least one is negative. This is impossible. We conclude that u ε (x, y) ≤ νv(x, y) in Σ a,ε ∩ B(C 1 , δ 0 ) for all ε > 0 small enough. This gives the required estimate (2.5) around the point C 1 . The other corners C 2 , C 3 , C 4 can be treated similarly. The proofs of the estimates (2.8) and (2.10) resort to the same arguments. As far as (2.8) is concerned, the function v can be chosen as in Step 2 such that (5.6) is true for each c n because the reals c n are bounded. As far as (2.10) is concerned, the function v can be chosen as in Step 2 such that (5.6) is true for each f n because the norms f n Lip are bounded.
