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ABSTRACT 
A neutron scattering system has been designed and developed 
with its associated control units and electronics. The spectrometer 
is capable of making neutron elastic and inelastic differential 
cross section measurements over the angular range from 20 to 150 
degrees. A novel technique of neutron spectrum unfolding has been 
adopted for neutron differential scattering measurements. Organic 
liquid scintillator detectors have been developed to supply the 
required proton-recoil data to be unfolded. New data acquisition 
and hardware control software was written and successfully used. 
- 
	
	 As an ultimate test of the system developed, two scattering 
samples, iron and bismuth, were chosen for the preliminary measure-
ments because of their well known previously measured cross sections. 
After establishing reliability of the system scattering data for 
I, Sn, Hg, Te, In were collected. 
The experimental distributions were corrected for finite sample 
size effects. 
The corrected elastic and inelastic angular distributions have 
been compared with the optical model and statistical model calcula-
tions. The latter is based on Hauser-Feshbach theory with Moldauer 
corrections. The best fit parameters obtained from the analyses of 
the elastic scattering data were used in the calculation of inel- 
astic scattering cross sections and agreement with experimental data 
was observed. 
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CHAPTER 1 
INTRODUCT ION 
1.1 Neutron-Nucleus Interaction 
The most basic interaction in nuclear physics is that between 
two nucleons. In principle all the properties of nuclei should be 
calculable from a knowledge of the nucleon-nucleon interaction 
which is known in some detail from scattering measurements. But 
in practice this is not always true, so it becomes very important 
to understand the nucleon-nucleus interaction because most experi- 
ments are made by observing the interaction of nucleons with a target 
nucleus. 
The nucleon-nucleus interaction can be determined either 
theoretically by summing the constituent nuclebn-nucieon interactions 
or phenomenologically by seeking which interaction gives the best 
fit to the experimental data. The first approach runs into the 
difficult mathematical problems connected with the many-body problem 
and the second suffers from the difficulty of determininga unique 
optimum potential. This difficulty may be overcome by starting 
with the theoretical approach to determine the potential form and 
then allowing the potential parameters to vary slowly in order to 
optimize the fit to the experimental data. The analysis of the 
neutron interaction with nuclei is one way of investigating nuclear 
shapes. Unlike charged particles, neutrons interact only through 
the nuclear field and the desired information can be deduced from 
measurements of differential scattering cross-sections. 
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It is experimentally known that if a neutron collides with a 
target nucleus one of several types of interaction may take place. 
It may be elastically scattered, or it may be absorbed and form 
an intermediate compound nucleus (1] which can decay particularly 
by emitting a neutron with energy equal to that of the incident 
neutron (Compound elastic) or with smaller energy 
(Compound inelastic), or it may raise the nucleus to one of its 
excited states without compound nucleus formation and thus be 
inelastically scattered (Direct inelastic). Although neutrons 
from the compound nucleus are emitted some time later than 
direct interacting ones, the time lapse is too small to be 
measured experimentally. Thus, before comparison is made with 
experimental cross-section data calculations have to be performed 
and combined for the two processes. 
The potential form, "OPTICAL MODEL POTENTIAL", as it is known, 
is successfully used to calculate total reaction and differential 
elastic cross-sections, together with the elastic polarizations. 
It is briefly reviewed in the next section. This project is 
basically concerned with the measurement of elastic and inelastic 
differential scattering cross-sections for the fast neutrons and 
comparison with calculations based on models of the scattering 
process and concentrated heavily on experimental aspects of the 
interaction of neutrons and nuclei. 
1.2 	The Neutron Optical Potential 
The basic assumption in the optical model is that the nucleon-
nucleus interaction may be represented by a one-body potential be- 
tweeri the nucleon and the nucleus. This removes all the complexities 
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which would be caused by the nature of the many-body problem of 
nucleon-nucleus interaction, by using a potential that depends only 
on the distance between the nucleon and the nucleus. This assump-
tion is sufficiently accurate in a restricted range of energies. 
At very low energies an incident neutron is strongly affected by 
the characteristics of the nucleus so that the observed resonances 
can not be explained with a one-body potential that smoothly 
varies with energy. Elastic scattering and reaction cross-sections 
measuredwith high resolution show large fluctuations as a function 
of energy. It is known that the energy level structure of the com-
pound nucleus is responsible for these fluctuations. But provided 
that experiments are performed with low-resolution, energy-averaged 
elastic scattering cross-sections vary rather smoothly. Then it is 
practicable to try a potential which can be expressed by a simple 
analytical formula depending only on the radial distance, the 
neutron energy and the nuclear asymmetry. This neutron optical 
potential is usually given as 
V(r) = Uf(r) + Wg(r) + V0(r) 	. 	 (1.1) 
This complex potential is the sum of real and imaginary parts which 
are responsible for the elastic and non-elastic processes by 
analogy with reflection and absorption of light by a medium with a 
complex refractive index. The third term is the spin-orbit potential 
which is introduced to explain the polarization phenomenon. 
Many analyses of neutron scattering have been made with this 
potential and several sets of optical potential parameters have 
been found to reproduce the experimental cross-sections. The 
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development of the optical model theory with a historical account 
of experimental work in the last three decades is summarised below. 
The first successful quantum-mechanical calculation of elastic 
scattering by a complex potential was made by Le Levier and Saxon 
[2], and further development of the optical model was achieved by 
using the neutron total cross-section data of Barschall [3] and his 
colleagues for the scattering of low-energy neutrons (0.02 - 3 MeV) 
from a range of nuclei. The results of this data analysis showed 
apparent strong systematic behaviour, related with mass number 
similar to the effects found in the differential scattering cross-
section data of Watt and Barschall [4] and suggested that the scar-
tering process is determined by the properties of the nuclear matter 
in bulk. In these early works the optical model potential was 
assumed to be a complex square well of the form 
V(r) 	- V(l + iç) 	r 4 R 1 
V(r) 	= 	0 	 r > R J 
where the imaginary part of the potential represents absorption 
corresponding to the compound nucleus formation. This simple poten-
tial form was used by Feshbach et al. [5] in 1954 and they proposed 
a simple model to describe the scattering and the compound nucleus 
formation. This model reproduces the total cross-section for 
neutrons, the angular dependence of the elastic scattering and the 
cross-sections for the formation of the compound nucleus. The first 
refinement to the form of potential used was introduced by Woods and 
Saxon [6] allowing the surface potential to be diffuse and decreasing 
smoothly to zero in order to correct overestimated scattering cross-
sections at larger angles, due to too much reflection and too little 
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absorption produced by the square-well potential. They used the 
potential in the form 
	
V(r) 	= 	(U + iW)f(r,R,a) 	. 	 (1.3) 
The form factor f(r,R,a) is characterized by a radius parameter 
R and a surface diffuseness parameter a and assumed the form 
f(r,R,a) 	= 	[1 + exp r-R 
In the late 1950's, the analysis of differential cross-section data 
showed that acceptable fits to the experimental data can be obtained 
with the values of the form factor parameters R z 1.25 fin and 
a z 0.65 fm by using the four parameter potential form given in 
eq. (1.3). In the early 1960's the optical model was extended to 
include the polarization effect when accurate polarization data 
became available. The addition of a spin-orbit term to the optical 
potential provided precise analysis and fits to the differential 
scattering.cross-section and polarization data simultaneously with 
the same potential. Calculations were also carried out to define 
a suitable form for the imaginary part of the complex potential. 
At low energies it was argued by Lehmer et al. [7] that the absorp-
tion takes place mainly in the nuclear surface so that the form 
factor can be expressed as, the Saxon-Woods derivative form 
g(r) 	= 
	4 exp(R - r D A 1/3/aD) 
[1 + exp(R - rD A 1/3 laD)] 
2 
 
At high energies, it is more likely that absorption takes place 
through the nucleus so a volume form is more appropriate [8]. 
In the case of neutron scattering, re-analysis of the available 
experimental data by Perey and Buck [9] showed that it is possible to 
find an energy-independent single non-local potential so that dif-
ferential scattering cross-sections can be predicted by using this 
potential for medium and heavy nuclei and a wide range of energies 
( 1 - 28 May). They also pointed out the presence of compound elastic 
scattering below 4 MeV incident neutron energy. Later, an equivalent 
local potential was obtained by Wilmore and Hodgson [10] to that of 
Perey and Buck. In their work Wilmore and Hodgson assumed that the 
compound elastic cross-sections are isotropic and by comparing ex-
perimental data with calculated shape elastic differential scattering 
cross-sections, they tried to estimate the compound elastic contri-
butions. But for more accurate calculations of the differential 
compound elastic cross-secious the statistical theory of Hauser 
and Feshbach [11], modified by Moldauer [12] for the width fluctua-
tion corrections, can be used providing the characteristics of the 
relevant nuclear levels are known. Engelbrecht and Fiedeldey [13] 
attempted to provide a potential for neutron data from 1 to 1. 200 
MeV, based on non-local theory. However, it was found inadequate 
for explaining experimental data on polarization of elastically 
scattered neutrons [14]. Another extensive analysis of elastic 
data has been made by Rosen et al. [15] which is based on polariza-
tion data and by Betchetti and Greenlees [16] with proton and 
neutron data for energies less than 50 MeV and nuclei A > 40. 
Bechetti and Greenlees obtained excellent overall fits for dif-
ferential cross-sections, polarizations, reaction and total cross-
sections by considering the dependence of parameters on nuclear 
mass and incident particle energy. 
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In later years theoretical studies enabled the optical model 
potential to be calculated from the nucleon-nucleon interaction and 
gave good overall fits to the experimental data. However they are 
not of the same quality as those obtained in phenomenological 
analyses. 
1.3 Review of Past Work 
The scattering of neutrons of energies less than 4 MeV is governed 
by direct reaction and compound nucleus process, and interpretation of 
the data is complicated due to the sensitivity of these processes to 
the target structure. The following summarizes some of the important 
related measurements in this energy. region. 
V.I. Popov [171: 	Differential elastic and inelastic cross-sections 
were measured with 2.9 MeV neutrons for Iron, Copper, Lead and 
Bismuth. A hydrogen filled chamber was used as proton recoil counter. 
The results were compared with the calculations based on the optical 
model, using a complex square well potential. 
Becker et al. [18]: 	Differential cross-sections over 20-130 degrees 
for 36 elements at energy 3.2 MeV were measured. An attempt to find 
a set of global parameters was unsuccessful. The Rosen parameters [15] 
were also tried but similarly failed to produce accurate scattering 
cross sections for all nuclei. 
Holmqvist [19]: One of the most intensive systematic analyses of the 
differential cross-section data over 20 - 160 degrees for A2., S, Ca, 
Cr, Mn, Fe, Co, Ni, In, Bi in the energy range of 1.46 to 8.05 MeV. 
The optical model parameters were optimized and good agreement was 
obtained for each element. Attempt to investigate the dependence of 
potential parameters on mass and neutron energy was not made. 
Tanaka et al [20]: 	They measured the angular distribution of 
elastic and inelastically scattered neutrons from 139La, 41P, Er, 
and 209Bi at incident energies from 1.5 to 3.5 MeV and compared 
their results with calculations using both the spherical optical 
model potential and coupled-channel theory. The latter gave agree-
ment with the experimental data above 2 MeV for 139La and 141Pr. 
Tanaka et al. [ 21 ]: 	This consists of mainly high energy work but 
the analysis of elastic and inelastic data was also made for Fe, 
120 
Ni, 	Sn, Pu in the low energy region and good fits were obtained 
with coupled-channel calculations. 
Zijp and Jonker [22]: Angular distribution of polarization analysing 
powers were measured for 20 elements at 3.2 MeV. Results were com-
pared with optical model predictions, using kno'.in global parameters. 
Coupled-channel calculations with non-spherical optical potential 
were also performed and it was shown that the influence of the 
direct excitations of low-lying levels on elastic scattering is 
very large. 
Galloway and Waheed [23]: 	Simultaneous measurements of the polarisa- 
tion and elastic differential cross sections for 2.9 NeV neutrons 
from natural Fe, Cu, I, Hg and Pb samples were made, using biased 
proton recoil detectors. 
Smith and Guenther [24]; 	Smith et al. [25]: They performed very 
accurate neutron elastic and inelastic scattering measurements of 
elemental Iron and Bismuth from 1.5 to 4.0 MeV and the experimental 
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results are averaged, over broad energy intervals and are compared 
with the predictions of spherical optical and coupled channel models. 
They also considered direct inelastic excitations. 
Begum and Galloway [ 26]: Simultaneous measurements of polarization 
and elastic scattering angular distributions were performed for the 
2.9 MeV neutrons scattering by natural W, T2.., Bi and U samples, over 
20 to 160 degrees. Optimum optical model parameters were obtained 
but neither optimized parameters nor those adopted from earlier 
works, produce simultaneous fits to the polarization and scattering 
data. 
Olsson et al. [ 27 ]: Elastic scattering of 1.5 to 4.0 MeV neutrons 
from Pb and 209Bi was measured. Optimum parameters were searched 
for and the variation of optical model parameters as a function of 
energy was investigated. 
Annand and Galloway [ 28]: Elastic scattering and polarization 
measurements with an improved neutron polarimeter. Much better 
accuracy was achieved than in the previously performed measurements 
[23, 26] for the heavy elements W, Hg, T2, Pb, Bi and U. The results 
were compared with the optical model predictions and for W and 
coupled-channel calculations were performed. 
Haouat et al. [29]: Differential fast neutron elastic and inelastic 
scattering from the actinide nuclei were measured at neutron energies 
from 0.6 to 3.4 MeV, using a multi-angle time-of-flight spectrometer 
with very high resolution. They performed analysis based on the 
coupled-channel and compound nucleus formalism. Optical potential 
parameters and nuclear deformations were also discussed. 
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The present work is intended as an experimental study of 2.5 
MeV neutron elastic and inelastic differential cross-Sections for a 
number of natural samples of iron, bismuth, iodine, to,mercury, 
tellurium, indium. The reasons for choosing these samples are in-
dicated below. among the chosen samples iodine and bismuth are 
mono-isotopic and iron consists of 95% 56Fe. The measurements for 
iron and bismuth, for which the scattering cross-section values are 
very well established [20, 24, 25], are included in order to estab-
lish the reliability of the experimental apparatus and the methods 
used. 
Iodine: 	The only data sets available are Galloway and Waheed [23] 
at 3.0 MeV, Gorlov et al. [30] at 4.0 MeV. There o.no inelastic 
cross-section data available. 
Tin: 	Elastic andinelastic data for 120 Sn 94.4% enriched, at neutron 
energy 2.55 MeV by Tanaka [21], and elastic data for natural tin by 
Beyster et al. [31]. Therereno known inelastic data for elemental 
tin. 
Mercury: 	There are three sets of elastic data by Galloway and 
Waheed [ 23], Becker et al; [18] and Annand [28]at 3 MeV. There Q.b 
no elastic or inelastic data at 2.5 MeV. 
Tellurium: There dno known measured data. 
Indium: 	There rnno known measured data. 
Despite the number of measurements performed for some of these 
samples there are still gaps for the neutron energy (2.5 MeV) which 
is available for our experiment and in this energy region the nucleon- 
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nucleus interaction is sensitive to the structure of the target. 
Thus studying the neutron scattering experimentally and interpreting 
the results in terms of the optical model calculation incorporating 
Hauser-Feshbach predictions [111 for the compound nucleus formation, 
would provide information which may reflect the structure of the 
target. 
1.4 Experimental Method 
In this work, a novel technique of neutron spectrum unfolding 
has been adopted for neutron differential scattering cross-section 
measurements. The technique is mainly based on unfolding of proton 
recoil pulse height data measured with an NE-213 organic liquid 
scintillator detector. In recent years, this technique has been 
used in a range of applications, such as integral neutron scattering 
measurements [32],neutron energy spectra emitted from fusion 
[33, 34], total neutron cross-section [35], and neutron leakage 
spectra measurements [36]. At the time that the present work was 
started, there was no report of differential scattering cross-
section measurements by this technique. 
The established technique for neutron elastic and inelastic 
differential cross-section measurement is by neutron time-of-flight. 
A nanosecond pulsed beam from an accelerator bombards the neutron 
producing target. The time-of-flight from the target to the scattering 
sample and then to the neutron detector is measured and with a suf-
ficiently long flight path elastic and different inelastically 
scattered neutrons can be identified. The low average beam current 
in the pulsed beam and the long sample to detector distance lead to 
a low counting rate in such an experiment. It is anticipated that 
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in the proposed technique of proton recoil spectrum unfolding the 
use of a d.c. beam for neutron production and a shorter sample 
to detector separation should provide a more efficient neutron 
scattering system. Spectrum unfolding may provide poorer energy 
resolution than some time-of-flight systems but this may be dealt 
with to some extent, for example by smearing model calculations 
with an energy resolution to match that of the experimental system. 
One aspect of the project is to assess the value of the spectrum 
unfolding technique in differential cross-section measurement. 
One advantage of the unfolding technique is that it requires a 
simple electronic set up so that complication would not be a 
problem when a multi-detector scattering system is considered. 
An alternative method with a continuous beam current accelerator, 
the associated particle technique may be utilized for time-of-flight 
spectroscopy to reduce background. However, this method has the low 
count rate problem due to the long flight path used to obtain good 
energy resolution. The use of the associated particle technique 
with the 2H(d,n) 3He reaction (appropriate source of 2.5 MeV neutrons 
with which we are concerned) introduces another problem that the 
Coulomb scattered deuterons have to be excluded from the detector 
of the low energy 3  He particles. Although this difficulty was, to 
some extent, overcome by using an electrostatic analyser [37], only 
a low beam current on the 'target could be tolerated and the time 
resolution was poorer than in pulsed beam systems. The resolution 
of time-of-flight spectroscopy and low count rate of scattered 
neutrons could be a problem, even with pulsed beam based time-of- 
f light spectrometers. In the neutron energy range similar to that 
used in this work, it was reported by Ramström [38] that a pulsed- 
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beam time-of-flight system was not able to resolve inelastically 
scattered neutron groups from scattering samples with low-lying 
excitation levels. 
Thus it was concluded that the neutron spectrum unfolding 
method had certain attractions with its good compromise of resolu-
tion and scattered neutron detection efficiency, and its compact 
neutron detection assembly. 
The following chapters present a detailed description of a 
new scattering spectrometer which has been completely designed 
and constructed with its associated instrumentation, and tested 
throughout this work to perform accurate measurements of elastic 
and inelastic neutron scattered. The analysis of the scattered 
neutron energy spectra, based on gaussian stripping of strongly 
overlapping peaks, has also been performed and the experimental 
cross-section data have been compared with calculations based 
on models of the scattering process. 
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CHAPTER 2 
CONSTRUCTION OF THE 3-DETECTOR SCATTERING SYSTEM 
2.1 	Basic Design Considerations 
The objective of our design was to build a simple neutron 
scattering spectrometer which is capable of making accurate 
neutron differential scattering cross-section measurements over 
the angular range from 20 to 150 degrees, utilizing the avail-
able experimental area. 
This could only be achieved with an unusual layout of 
rotating wheel system, around the accelerator beam tube, on 
which the detectors and the shielding are mounted. The diameter 
of the wheel was determined by the manufacturing limitation 
encountered in the Physics Department Mechanical Workshop. This 
limitation influenced the choice of the neutron emission angle 
to near 90 degrees. Although the neutron production cross- 
2 	3 section for the H(d,n) He reaction is relatively low at 90 
degrees [39], which may be a disadvantage, the energy of the 
emitted neutrons is very insensitive to the energy fluctuation 
of the incident deuteron beam and the polarization of the 
neutrons is nearly zero [40] at this angle, both of which are 
advantageous. 
The scattering sample size was chosen to be relatively small 
(2 cm in diameter and 3 cm long) to minimize finite sample size 
effects such as neutron flux attenuation and multiple scattering. 
The distance between the neutron producing target and the 
sample was fixed at 10 cm in order to provide high flux neutron 
illumination, while the limitation of the wheel size was also 
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taken into account. The choice of the sample-detector distance was 
a compromise between a high scattered flux, due to close spacing 
of the experimental components, and space to include the minimum 
thickness of shielding material that can attenuate the direct 
neutron flux down to the required level. The initial calculations 
indicated that the sample-detector distance had to be made as long 
as the experimental, available space would allow, in order to 
accotnodate at least 35 cm thick hydrogenous material between the 
neutron producing target and the neutron detector. 
Having determined the dimensions of target-scattering sample, 
neutron detector geometry, a full size lay-out of the system, 
which had obvious cirdular geometry, was drawn and used for care-
ful study of other factors, for instance for deducing the possible 
number of detectors which could be effectively shielded without 
interfering with each other. The decision to use three neutron de-
tectors was compatible with a data acquisition system with 512 
channels providing 3 x  128 channels for the neutron detectors, 
while leaving the last 128 channels for neutron flux monitor data 
collection. Designing the rectangular shapes of collimator 
inserts was also carried out with this full size lay-out by taking 
account of the system geometry and already decided detector size 
(5 cm diameter x 5 cm long). 
The obvious choice was to use paraffin wax with high melting 
point for shielding material. The addition of 6L1 for the complete 
exploitation of paraffin wax was proposed and discussed in detail 
by Glasgow et al. [41]. It was also considered here and a series 
of measurements were performed with several shielding materials 
(iron, lead, paraffin wax, L1 2CO3 + paraffin wax, Borated paraffin 
wax, polyethylene and concrete) by using a two-parameter data 
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acquisition system allowing the neutron and the gana radiation to 
be detected simultaneously. Details of the measurements are given 
in Appendix 1. The argument for adding Li to paraffin wax, in order 
to create a non-radiative capture channel for the thermalized 
neutrons via the reaction 6Li(n,c) 2He competitive with the radiative 
capture channel 1H(n,y) 2H was challenged. Although Li2CO3 
addition showed some improvement in suppression of the gm?na rays, 
deterioration was observed in neutron attenuation. 
The precise determination of fast neutron fluence from the 
2H(d,n) 3He reaction is required for normalisation of cross-sections 
relative to the well-known p-n cross-sections. A usual NE-213 
neutron detector suffers from very high neutron background if used 
as a flux monitor. A more precise alternative method is to detect 
protons from the competing 2  H(d,p) 3H reaction. The protons, being 
charged particles, can be detected with 100% efficiency and, having 
sufficient energy, they can be easily separated from the coulomb 
scattered deuterons and tritons from the reaction as well as being 
observed well above the low energy noise of the electronic system. 
Additionally, this method may give a standard neutron flux so well 
defined that it is almost independent of the properties of the solid 
target being used. Theus et al. [42] gives a full account of 
angular distributions and cross-section ratios for the reactions 
2H(d,n) 3He and 2H(d,p) 3H below 500 keV deuteron energy. 
2.2 Neutron Producing Target Assembly 
An associated particle chamber assembly consisting of a water 
cooled finger target holder and a solid-state surface barrier de- 
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considerations of this work which were discussed earlier. The main 
part of the chamber was manufactured from a 2 in. diameter stainless 
steel tube, and coupled directly to the Van de Graaff accelerator 
beam transport tube, and electrically isolated from the rest of the 
line in order to measure the deuteron beam current on the target. 
Another 1 in. tube branches out from the main part, making an angle 
of 150 degrees with the beam line and carries a solid--state detector 
housing. The solid state detector with nominal 0.79 cm 2 area was 
mounted 30.4 ± 0.1 cm from the target behind a PTFE collimator. 
An aluminium foil with 0.002 mm thickness was used in front of the 
solid state detector to stop the coulomb scattered deuterons while 
allowing the protons with energy above 3 MeV to pass through it 
without considerable energy loss. Fig. 2.2 shows a typical charged 
particle spectrum collected with the solid state detector. 
The target was supplied by Amersham International and consisted 
of a deuterium impregnated titanium layer on a copper backing, 
and was soft soldered onto the water cooled target holder. The 
active area of the target was nominally 3 mm by 5 t, so that move-
ments of the deuteron beam spot due to accelerator voltage fluctua-
tions were minimized and nearly a point source was obtained. 
The target holder was designed to be easily moveable in its 
housing, even under vacuum, in order to provide accurate geo-
metrical alignment of the system, as well as to allow the deuteron 
beam to be transported along the beam line to other experiments 
by simply sliding it back without disturbing the established vacuum. 
Taking into account the finite thickness of target and using 
Ti stopping power data [43, 44] and hydrogen stopping power data 
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deuteron energy 400 ± 10 keV. The 2H(d,n)He reaction with Q = 3.26 
MeV produces neutrons with an average energy of 2.50± 0.17MeV. 
Since energy averaged measurements were intended this energy spread 
is of no concern. 
Experiments were made at 400 key with typically 30.zA target 
current, continuously for as long periods as permitted by target 
deterioration with use. The target life ranged from 40 to 70 
hours determined by deuterüun loss due to heating. 
2.3 Scattering. Sample Changer Apparatus 
The principal problem in neutron scattering experiments is the 
elimination of background neutrons which can only be overcome by 
subtraction of the background neutrons (data taken when the scattering 
sample is moved out of the neutron beam) from the scattered neutrons 
(data taken when the scattering sample is in the neutron beam). Some 
mechanism is therefore required with which the scattering samples 
can be precisely placed in "in beam" position. For the present experi-
ment a pneumatic Piston-based sample changer was designed to place 
two scattering samples accurately in "in beam" position. It was 
employed with specially designed electronic control circuitry. 
The scattering samples were in the form of cylinders of 2 cm 
diameter and 3 cm height. They were placed at the centre of the 
scattering system at a distance of 10 cm from the neutron producing 
target and horizontally suspended with 0.2 mm diameter piano wire 
passing through their symmetry axes such that they could be remotely 
taken in and out of the neutron flux as viewed from the detectors, 
enabling background counts to be taken. The carrier piano wire was 
connected to the pneumatic piston sample changer mechanism at one 
-19- 
end and the other end was attached to a lead counter weight just 
sufficient to hold the carrier piano wire tight. The movement of 
the piston was limited by using two adjustable spacers, to the 
required range so that precise sample positioning was achieved. (Fig. 2.3a). 
The circuit shown in Fig. 2.3b was designed to make use of 
the software controlled RUN/STOP signal for the nuclear analog to 
digital converters (ADC's) coming from the DEC PDP 11/45 computer. 
The circuit was built into a NTh1 plug-in module. It was built 
around a scaler of 10 counts maximum, operated by the START 
signal derived from the ADC's RUN/STOP signal. This logic 
level signal was fed into the clock input of the decade counter 
(ICl, 7490) after "AND"ing with the fault detection logic output, 
which was incorporated with two micro-switches as position sensors 
in the sample changer apparatus. This "AND"ing would cause the 
output to remain unchanged and override the next sequence command, 
so that in the case of sample- positioning failure, progress 
of the experiment would be suspended and at the same time by 
putting up an error flag, the detector pulse routing circuitry 
could be alerted. The output of IC1 was decoded by BCD to decimal 
decoder (1C2, 7442). The otttputs of the 1C2 were finally used to 
take appropriate action corresponding to the sequence number 
reached by counting the high to low level transitions in the input 
of Id. 	 - 
Table 2.1 shows the sample changing sequences and the actions 
taken for each sequence under computer control. For the fault de-
tection-logic part, two microswitches were employed to sense either 
of the two samples "in beam" position and this information was then 
compared by means of the "AND" gates with the corresponding sequence 
FIGURE 2..3a. 	Scattering Sample Changer Apparatus. 
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TABLE 2.1 
SAMPLE CHANGING SEQUENCES 
SEQUENCE NO. DIRECTION PIN POS. 
O 1 	(RIGHT) + (IN) Solenoid. active 
1 - + (OUT) Sample Pos#1 (Counting) 
2 (LEFT) + Direction changed 
3 + Sample Poslfr2 (Counting) 
4 -- + Direction changed 
5 Solenoid active 
6 4- Direction changed 
7 4- + Sample Pos#3 reached 
8 4- + Sample Pos#3 (Counting) 
9 Solenoid active 
0 Solenoid active 
Back to Sample Pos#1 
/ 
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number of 1C2 and, if sample changing failure had occurred, an error 
code would be registered in the output of the 4-bit latch (1C8, 7475). 
2.4 Collimator Wheel and Detector Shielding 
The rotating wheel system (Figure 2.4) consisted of 190 cm 
diameter plywood construction which was mounted onto precisely 
machined aluminium alloy wheels of 70 cm diameter, resting on four 
bearings mounted on a substantial stand. Carefully designed 70 cm 
long rectangular cross-section shaped stainless steel collimators, 
which were mounted onto the metal wheel at 400 intervals, defined 
the scattered neutron flux of interest. The plywood construction 
was then filled with paraffin wax except for those collimator 
openings. Melted paraffin wax was slowly poured in, in several 
stages in order to avoid shrinkage and formation of voids. Align-
ment of the wheel system had been carefully checked by using two 
pin holed inserts at both ends of the collimators at all possible 
angular rotation settings before and after the filling process, 
and fortunately no sign of misalignment after filling was observed. 
Design of collimator inserts was also carried out and needed 
careful study of the target-sample-detector geometry, in order to 
provide a non-perturbing opening to the shielded detectors for the 
scattered neutrons from the scattering sample. For this purpose 
special cardboard moulds with truncated rectangular shapes were 
prepared according to the concepts of the experimental geometry. 
Then melted paraffin wax was cast in these moulds and this process 
was repeated until perfection was obtained. 
Fig. 2.4 illustrates the wheel system with an array of three 
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is capable of rotating about the beam transport tube and the system 
symmetry axis, which passes through the scattering samples, and 
covers a wide angular range from -80 to 150 degrees with precise 
detector angular positioning. It also provides a smooth and easy 
rotation with its carefully balanced structure that is important 
when the detectors have to be illuminated by the direct neutron 
flux in order to determine or check detector relative efficiencies. 
It was observed, after several scattering test runs, that the 
signal to noise ratio could be improved with additional shadow 
shielding. The proper shapes of several shadow shields were care-
fully designed, one for each system-angular position. The shape 
of each was formed so that the available space was effectively 
used to obtain maximum volume, while it was required that no part 
of it should be viewed by any of the three detectors and also 
that it should not affect the neutron flux from the neutron pro-
ducing target to the scattering sample. Accurately prepared 
cardboard moulds were used and the desired shapes were obtained 
by casting the melted paraffin wax into these moulds. 
The final development was to deploy a massive amount of wax 
in blocks to obtain shielding for the detectors against scattered 
neutrons from the laboratory environment and for biological pro-
tection. The results of the scattering experiments have shown 
that the shielding employed has reduced the background to the 
levels required to achieve the desired experimental accuracy. 
-22- 
2.5 Construction of the Neutron Detectors 
The NE-213 organic scintillators have been used for many 
applications such as for neutron monitoring, time-of-flight measure-
ments and neutron spectroscopy since the early 1960's, because of 
their good efficiency and excellent neutron-gamma discrimination 
properties. 
A particular 	 of NE-213 detectors from the point of 
view of neutron spectroscopy is that the proton recoil data can be 
unfolded or "unscrambled" to obtain neutron energy spectra, and the 
detection system based on unfolding techniques can be very compact 
relative to the time-of-flight spectrometer. A full account of 
the unfolding method used in this work will be given in the following 
chapter. 
The three neutron detectors used in this work were bubble-free 
and orientation independent NE-213 liquid scintillation detectors. 
They were intended to be similar to the detector used by Verbinski 
et al. [46] in the early definitive study on NE-213 neutron spectros- 
copy. 
The cylindrical detector scintillation cells were specially 
designed and assembled for this work. They were constructed from 
52.4 mm diameter and 2.2 mm thick glass tube 50.8 mm long. To 
allow for expansion of the NE-213 liquid there was an expansion 
reservoir, 52.4 mm in diameter and 25.4 mm in length, connected 
to the main volume via a stainless-steel neck with a 2 xmn dia- 
meter canal. This construction was chosen so that when the filled 
detector was inverted the nitrogen gas in the expansion reservoir 
did not pass into the main cell. The detector could therefore 
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be used in any orientation without affecting.its response. This 
arrangement, as has been reported earlier by Galloway [ 4 7], was 
found more reliable than the capillary tube system of containing 
an expansion bubble. 
Both ends of the glass tube were ground to obtain perfect sur-
face matching to the glass end discs. Silicon carbide was used 
for the grinding process. The glass parts were glued by using 
cyanoacrylic adhesive and, additionally, the edges were sealed 
with Torr-seal compound so that a leakage free structure was 
obtained. 
The cells were washed with NE-213 liquid scintillator and 
drained to avoid any contamination, prior to filling. The 
scintillator was then de-oxygenated in the normal way by bubbling 
oxygen-free nitrogen through it for 20 minutes. The time for 
bubbling was found adequate as judged by the pulse shape discrimina-
tion properties against gamma radiation. When this process was 
completed the filling hole was sealed with a stainless steel nut 
and bolt attached to the upper disc of the reservoir. Finally, 
all except the base of the cell and the expansion reservoir, was 
painted with several coats of diluted NE-562 highly reflective 
Tb 2 based paint. The glass cell was then directly coupled to 
an RCA 8575 photomultiplier tube and the assembly was housed in 
an aluminium light tight tube with associated voltage divider 
chain, directly built on the photomultiplier base, along with a 
cable driving preamplifier.. Figure 2.5 shows the detector assembly. 
The RCA 8575 photomultipliers were used because of their high 
photocathode efficiency. The fast pulse response type dynode 
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interstage potential drops after the third dynode, while a tapered 
potential distribution was used for the last three dynode stages 
(believed to be better for improving pulse timing required by pulse 
shape discrimination circuitry [ 49]). The tenth dynode gave a highly 
linear positive pulse for taking proton and electron recoil energy 
spectra, while the anode signal provided a negative fast signal 
for possible time-of-flight applications. 
The dynode chain and a simple emitter-follower preamplifier 
with cable driving capability are shown in Figure 2.6. 
2.6 Calibration of the Neutron Detectors 
A "standard" light unit based on the measured gaa radiation 
pulse-height distribution proposed by Verbinski et al. [46] was 
adopted in the present work. 1.13 times the half height point at 
the upper shoulder (Compton edge) of the 1.28 NeV 22Na gaa 
calibration spectrum was taken as 1 light unit. The convention 
established by Burrus and Verbinski [50] was also used, requiring 
the neutron radiation to be Incident on the cylindrical face of 
the detector, perpendicular to the detector axis. As has also 
been pointed out by Ingersoll and Wehring [51], for absolute 
pulse height calibration,analysers used for the experiments must 
be properly zeroed. Thus it became necessary to determine the 
zero intercept for each spectrum. This was achieved by using 
standard gaa-ray sources and calibrating each spectrum in terms 
of electron energy. For photon energies up to 3 MeV Compton scat-
tering dominates in the NE-213 scintillator and recoil electrons 
are produced by monoenergetic gaxa radiation having energies up 
to 	 2 
E 	=C 2E /(0.511 + 2E ). 
K:Photocathode RCA8575 	6  7 ~ji 	A:Anode 
- 	 G:Focusjng electrode 
R R 1 	390K(2W) 
R R - R9 100K 
R10 150 
R11  220K 
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Prescott and Rupad. [52) and Beghian and Wilensky [53] with different 
approaches to the problem have concluded that the 2/3 point of the 
sharp edge of the well known Coxnpton distribution was the best esti- 
mate of the maximum electron recoil energy. 
The 2/3 point of 22Na and 137Cs gamma spectra Compton edges 
were used to determine the energy calibration and the zero intercept 
for each detector. The zero-adjusted spectra were then used to 
recalibrate the spectra in light units. This unit is equal to the 
light produced by 1.25 MeV electrons according to the prescription 
of Flynn et al. [54]. 
Fig. 2.7 demonstrates the calibration, using spectra of the 
22Na, 137Cs standard gamma-ray sources. The least-square fitted 
line yields the relation, 1 light unit.= 1.25 MeV, by taking the 
maximum electron energy at 2/3, the height of the Comptom edge. 
2.7 Neutron Selectors 
These units are identical to the one developed by Wang [49] in 
Edinburgh University Neutron Physics laboratory. Each was built in a 
single width NIM module. The circuit is based on the "zero-crossover" 
technique [55] of pulse shape discrimination which exploits the fall 
time differences between pulses produced by ionisations and excitations 
caused by proton recoil (neutron) and electron (gamma) events in the 
scintillator. After double differentiation, the time taken to cross 
the zero voltage axis forneutron pulses becomes longer than the 
time for gamma pulses and these time differences can be converted 
to voltage diferences and then discrimination can be achieved. 
The new units show better peak-to-valley and figure-of-merit 
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developed by Davie.[56] and previously used in this laboratory. Fig. 
2.8a shows the bi-dimensional (pulse height vs. pulse shape) display 
of low-energy performance with an 241Arn-Be source and Fig. 2.8b demon-
strates the pulse-shape spectrum obtained by using a 252Cf neutron 
source. 
The gammp-ray break-through (g amma accidentally identified as 
neutron) rate of the PSD unit has also been investigated with 137Cs 
source for counting rates from 102  to 10 per sec. and found to be 
almost constant and less than 0.5%. 
The improved performance provided by these units was found to 
be essential for satisfactory proton recoil spectrum unfolding. 
2.8 Pulse Height and Data Acquisition Electronics and Software 
The Physics Department DEC PDP 11/45 computer was used for 
on-line data acquisition and remote control of the experimental 
apparatus. 
Pulses from the three NE 213 detectors were processed by the 
neutron selectors, while the solid state detector pulses were pro-
cessed by a standard amplifier-discriminator unit. The resulting 
pulses were analysed by a Laben 256 channel ADC (model 8213) which 
was interfaced to the PDP 11/45 computer. A block diagram of 
electronics is shown in Fig. 2.9). (The interface unit was 
originally built by Watson [57] and modified by Hall [5 8 ].) The 
computer treated the data in a similar fashion to a pulse height 
- analyser and the interface was treated as a peripheral with direct 
memory access. Thus the computer received a 9 bit data word of which 
bits 8 and 9 could be buffered and used for labelling the data. Data 
labelling was performed by the pulse pile-up rejection and routing 
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networks which were built for this experiment from a similar design 
[59] which was modified to suit our experimental conditions. 
11 
Pile-up was detected by the exclusive or network. This gave 
a "high" output if one of the inputs was high, but not if two were 
high simultaneously. This was used to gate the conversion start 
pulse for the ADC used, and so pile-up events were not counted. 
The gating signal, before being fed into ADC coincidence input, was 
combined with the sample-changer-electronics error flag signal 
so that by disabling the ADC conversion, data collection could be 
suspended in the case of experimental failure. Another task of 
this unit was to provide pile-up free detector labels to operate 
the pulse routing network for subgroup analysis. In the present 
application 128 channels were used, allowing two bits of informa-
tion per event. The most significant 1 and 2 bits were used to 
offset the starting address of the 4 subgroups. Diagrams of the 
pile-up rejection and coding-routing units are shown in Fig. 2.10. 
Two separate computer programs were used, one for driving a hard 
copy terminal to keep a record of experimental progress and the 
other to utilize the TEKTRONIX 4010 terminal to display and monitor 
the data accumulation. 
An interactive pulse-height-analysis program PHAN was used in 
the calibration process of the neutron detectors as well as to monitor 
the data accumulation. This program was capable of storing pulse 
height spectra on disc files in order to recall them later, displaying 
the stores spectra for manipulation purposes and comparing previous 
data sets. 
The main control and data acquisition program T4EX operated the 
sample changer via an already existing second ADC link to the 
PILE-UP REJfl0N UNIT 















FIGURE 2.10. 	Pile—up Rejection, Coding and Routing Units. 
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PDP 11/45. T4EX was used for book-keeping of the experimental 
process in which either data acquisition progressed according to 
predetermined sequences, which had been given in Table 2.1, or 
suspended in the case of experimental failure. 
The main tasks of this program were as follows: 
Stay in command level until keyboard interrupt occurs, then 
execute required service routine. 
Monitor the data collection, suspend it if éollection rate 
becomes lower than the preset value and print out appropriate 
message. 
Control sample-changer electronics via second ADC RUN/STOP 
level. 
Store pulse height and target yield monitor data with infor-
mation about sample position and detector identification. 
At this stage the program opened a temporary file and copied 
the data file belonging to the previous runs to this new file and 
extended it with the pulse height and target yield monitor data. 
When the temporary file was properly closed, the old file was 
destroyed and the temporary file was renamed and designated as the 
current data file by the program. 	This feature of the program 
provided very effective protection against valuable data being lost 
due to computer crash. Both programs have been developed during 
the present work and written in INP7 (subset of 1NP77 language 
developed by the Computer Science Department) which can compile 
the PDP 11/45 assembly language statements that are used in these 
programs to speed-up the execution. 
Throughout the experiments PHAN and T4EX have provided fully 
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automatic and reliable control of the apparatus, allowing several 
days of Continuous running without any attention. 
-30- 
EXPERB€NTAL DATA COLLECTION AND ANALYSIS 
3.1 Neutron Spectrum Unfolding 
The neutron spectrum unfolding problem can be expressed in 
two major forms, either by assuming neutron-proton scattering to 
be isotropic in the centre-of-mass coordinate system so that the 
density of recoil protons (protons/NeV.cm 3 ) can be given by [60] 
00 
P(E) 	= f 	
N(E')E(E') dE' 
	 (3.1) 
E'=E E ' 
where N(E') is the incident neutron fluence (neutrons/cm 2 .MeV) 
and E(E) is the hydrogen macroscopic cross-section, or in the 
form of the linear integral equation 
P(E) 	 R(E, E')N(E')dE' 	 (3.2.) 
where R(E, E') is the response of the spectroscopy system. 
In their classical paper Broek and Anderson [60] initiated 
the differentiation method for obtaining neutron fluence from 
measured proton recoil data. Differentiating both sides of 
equation (3.1) results in 
N(E) 	= 	-E 	P(E) 	 (3.3) 
c(E)B(E) dE 
where E(E)) 	the energy dependent efficiency of the detection 
system and B(E), 	the correction factor for the multiple 
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scattering and edge effects, hcve 	 vvto otccouytt. 
The second major method, taking equation (3.2) for a starting 
point was utilized by Verbinski et al. [46] and Burrus and Ver-
binski [50] in their early definitive work on NE-213 neutron 
spectroscopy. This method involved solving the matrix equation 
which is an approximated form of equation (3.2), that is 
P1 	
=
N. 	d E. 	i = 1,2,..., I 	(3.4) 
and therefore the fluence can be expressed as 
R 	P. 	 j = 1,2,..., J . 	(3.5)ji 
Computer codes using these methods to unfold proton recoil 
spectra have been developed [61, 62, 631. In this work, the two 
most commonly used unfolding codes were tested, one which is based 
on matrix inversion of response functions, FORIST [61] and the 
derivative method based MATUXF [62]. The results were compared 
to determine the applicability of the codes to the present experi- 
mental conditions. 
A proton recoil pulse height distribution was obtained with 
the NE-213 liquid scintillator based detection system for 100 mCi 
241Ani-Be neutron source. Calibration of the measured data, in-
cluding determination of the zero-energy intercept, was performed 
by using the procedure given in Chapter 2. The FORIST code is 
written for a specific size response matrix which is Constructed 
from measured spectra collected with different gains. Thus cali-
bration of the system has to be repeated to give one lcw gain 
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(high energy) and another high gain (low energy) measurement. Fig. 
3.1a shows the measured pulse height spectrum for the 241Am-Be 
neutron source obtained with the lowgain setting. The two gain 
data were used in the FORIST code, while the same low gain data 
were used in the MATUXF code. The unfolded 24 m-Be neutron 
energy spectra shown in Fig. 3.1b demonstrates the results of 
these two codes to be in excellent agreement. They illustrate 
the applicability of unfolding methods to complex neutron spectra. 
However there is an uncertainty about the expected peak positions. 
The 241Am-9Be(c, n) type of neutron source became available 
fairly recently and few measurements of its energy spectrum have 
been performed and published. One energy spectrum for a 24 Am-Be 
neutron source was obtained from the manufacturers' (Amershaxn 
International) data sheet. It was produced by Lorch [64] using 
a stilbenë crystal with pulse shape discrimination. Although 
that measurement was made witha smaller detector, the present 
system has achieved a similar resolution with a larger detector 
size. Comparison with that result shows agreement on the positions 
of the identified peaks. 
The 241Am-Be neutron energy spectra (Fig. 3.lb) were also 
compared with the work of Guarrini and Maloroda [65] and agreement 
was good except that the peak at 5.8 MeV in their spectrum was 
displaced to 7 MeV 4 agreement with our 3.6, 4.8 and 9.6 
The 7.0 MeV peak missing in ref. 65 has also been observed by 
Thompson and Taylor [66]. This all supports the argument [65] 
that the neutron peak positions strongly depend on the weight, 
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the use of 241Am-Be neutron sources for calibration is question-
able. 
Measurements of the 252Cf spontaneous-fission neutron spec-
trum were also made between 2 and 11 MeV and they were unfolded 
by using FORIST and MATUXF unfolding codes. The proton recoil 
and unfolded neutron spectra are shown in Fig. 3.2. They were 
compared with a Maxwellian distribution 
N(E) 	" 	/1 exp(-E/T) 	 (3.6) 
where T is the temperature parameter. The calculated distri-
bution by using T = 1.43 gives an excellent overall fit to the 
neutron spectrum unfolded by using FORIST, whereas. a poorer 
fit above 5 MeV was observed for the MATUXF unfolding results 
(Fig. 3.2). The value of T = 1.43 was also obtained by 
Johnson et al. [36] by a least-squares fit to their Maxwellian 
fission distribution for the neutron energy range from 2.6 to 
15 MeV, and agrees with the measurements of Green et al. [6 7 ]. 
Measurement of the 252Cf neutron spectrum was one test of the 
linearity of our spectroscopy system. The unfolded results 
obtained with both codesbelow 5 MeV showed excellent agreement 
with insignificant discrepancies in-the higher energies. 
The question of preferring one code to another in our 
particular application, was governed by the fact that which-
ever is used should have the facility to cope with the neutron 
energy range from 0.8 MeV to approximately 5.0 MeV, since the 
objective of this work was to obtain scattered neutron spectra 
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response matrix with two different gain settings, although it had 
been proved to be useful, was found impractical and the MATUXF 
code was chosen, since both codes agreed very well below 5 MeV 
neutron energy. 
MATUXF is a derivative method for neutron spectrum unfolding. 
It was developed and tested by Miller [ 69]. His results showed 
that the code accurately unfolds any mono-energetic and complex 
neutron spectra. The code used was the improved version with the 
suggestion by Johnson [70] to introduce smoothing directly to 
the unfolded results. By using eq. (3.3), the unfolding problem 
can be reformulated, Miller [69] as 
nc rE 	 E 
$(E) 	= 	E I G(E,E.+i) - 	G(E E ) M 	(3.7) 
i=l Lci+1 	 c(E1) 	
ii 
where E. 	lower energy bound of the i-th input energy bin 
C(E.)= efficiency of the detector at energy E 
= the number of counts in the i-th Input energy bin 




(E) exp I(E - E. ) 2 /b. (E)1 	 (3.8) 1+1 	0 J /b 	ir 
0 
where b(E) is the FWHM of the detector system • a 2 (E), the variance 
- 	associated with 	E) can be written from eq. (3.7) as 
nc 	E,+, E. 	 12 
a2 (E) 	= 	 G(E,E 	' - G(EE.)] a 	(3.9) 
(E 	) L i+l - 
i=l 	 1+1 	c(E ) 	
1 	1 
where y are errors associated with M 
1 	 ._0f C1ctnri1S. 
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The MATUXF code also requires standard gain calibration 
which is based on Verbinski's (46] pulse-height to energy con-
version and efficiency data. 
An ultimate test for the present purpose was performed by 
using mono-energetic neutrons from the 2H(d,n) 3He reaction.' 
The angular yield distribution of neutrons from the reaction 
was measured relative to the 900 neutron yield. The reaction 
was monitored by a solid-state detector detecting protons 
from the competing 2H(d,p) 2He reaction and these proton counts 
were later used for normalization purposes. This experiment 
reflected the characteristics of the scattering experiments 
to be carried out, which are based on determining relative yields 
at a similar incident neutron energy. Neutron energies at the 
angle of interest were calculated from the reaction kinematics 
and the neutron beam energy spread due to the neutron producing 
target and detector finite size was also taken into account. 
The measurements were repeated several times at the chosen 
angles and detector responses were found identical. 
The unfolding code MATUXF was tailored to suit our experi-
mental data collection and it was also modified to implement 
the improvements suggested by Johnson [ 71]. It was then used 
for unfolding this data. The proton recoil and unfolded 
neutron spectra of these measurements were shown in Fig. 3.3. 
The neutron peak positions and intensities were determined with 
a gaussian fitting process. The yields relative to the 90 0 
yield were compared with the normalized angular distribution 
values obtained from Lisken and Paulsen [39]. A summary of 
these comparisons is given in Table 3.1. In Table 3.2 the 
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calculated neutron energies and their spreads are compared with 
the peak positions determined by the gaussian fitting program 
GAUSS1. It can be easily seen that the yield ratios obtained 
in this experiment agreed with the cross-section ratios obtained 
from ref. 39, within the estimated uncertainties, while neutron 
peak positions produced similar results. Tables 3.1 and 3.2 
are encouraging in the choice of the MATUXF code for use in the 
present scattering experiments. 
Reaction Angle 	Measured Yield 
O(deg. lab.) Ratios Y(e)/Y(900 ) 
60 1.32 ± 0.05 
75 1.11 ± 0.04 
90 1.00 ± 0.04 
105 1.14 ± 0.05 
120 1.35 ± 0.05 
•1 Ref. 39 	 TABLE 3.1 
Cross-section 







Neutron Energy (MeV) 
(calculated) 
2.77 ± 0.11 
2.64 ± 0.07 
2.51 ± 0.07 
2.38 ± 0.02 
2.27 ± 0.04 
Neutron Energy (MeV) 








3.2 Experimental Procedure 
The differential cross-section measurements were performed 
by using the 3-detector neutron scattering system and the Van de 
Graaff accelerator. 	The 2H(d,n) 3He reaction was used as a neutron 
source, while the 2H(d,p) 3H competing reaction provided reliable 
neutron source intensity information. Experimental runs were made 
in six angular sets covering 20 to 150 degrees, giving 14 scat-
tering angles at 10 degree intervals. Table 3.3 shows the sets 
of angles for the six position of the rotating wheel system. 
The scattering angles were determined with an accuracy of . 0.5 
POSITIONS 
1 2 3 	4 5 6 






















Table of Sets of Angles 
degree and the large number of angles provided well defined angular 
distributions. The repeated angles of 60, 70, 100 and 110 degrees 
during the passes over the angular range of this experiment were 
used to check the cross-section values for consistency. 	The 
results were always found reproducible within the experimental un- 
certainties. 
-38- 
The neutron detectors were calibrated, as was described in 
Section 2.6, by using standard gaa-ray sources at regular in-
tervals, typically every 24 hours, in order to detect and correct 
any electronic drifts in the spectrometer system, since the 
measurements for a particular scattering sample set took several 
weeks to complete. Am-Be and 252Cf sources were also used to 
test the pulse shape discrimination stability and to be certain 
of the bubble-free status of the neutron detectors by monitoring 
their detection efficiencies. In addition to these tests, 
measurements were performed, before starting the data collection 
for a new set of angles, by illuminating the neutron detectors 
with the direct neutron flux at zero degrees. Hence the experi-
mental time due to scattering system malfunctioning was minimized 
and the reliability of the measurements was ensured. 
Having performed careful calibration and regular checks on 
the sample changer apparatus, the experimental process started 
after obtaining stable accelerator conditions with approximately 
20 MA deuteron current on target. The neutron flux incident on 
the scattering sample was kept at a constant value and it was 
monitored by the solid-state detector counting protons from the 
competing 2H(d,p) 3H reaction. Any reduction in neutron produc-
tion rate, due to either deuteriuxn loss caused by target heating 
or by the build-up of carbon from oil vapour contamination of 
the vacuum system, was compensated by increasing the beam current, 
often up to 60 i.iA. Finally the target was replaced when the 
neutron yield no longer satisfied the experimental requirements. 
During the target changing process, the machine down-time was 
used effectively to perform the tests with radioactive sources 
-39- 
explained earlier. 
The scattering samples were all cylinders 2 cm in diameter 
and 3 cm long. The iron, bismuth, tin and polyethylene samples 
were solid rods. The other samples were in stainless steel con-
tainers with thin 0.5 turn walls. The indium sample was compressed 
into a solid lump filling the container, the tellurium was in 
powder form filling the container, the iodine was composed of 
fine crystals and the mercury of course a liquid filling the 
container. 
Two scattering samples and, if appropriate for background 
measurement, an empty can which was identical to those used for 
the scattering samples, were mounted in the sample changer. 
They were placed in turn in the "in beam" position, 10cm away 
from the target in the region viewed through the collimators 
by the detectors 96.5 cm away. Neutron scattering data were 
collected, both with and without (or with empty can) samples 
for 15 minute periods. This counting time was found suf-
ficient to average possible neutron source fluctuations after 
repeating the action many times. The on-line DEC PDP 11/45 
computer was utilized and the data acquisition code T4EX con-
trolled and supervised the experimental apparatus. The solid-
state detector data was used for normalization and it was found 
consistent with the neutron flux measurements performed at zero 
degrees. The real counting time, for each setting of the de- 
tector array, was between 25 and 50 hours, depending on achieving 
counting statistics better than ± 5%. 
Since it was intended to measure cross-section values rela-
tive to the well known n-p scattering cross-section, a polyethylene 
-40- 
sample with the same dimension as the scattering samples was 
used. The scattered neutrons from the polyethylene sample were 
detected at 30 and 40 degrees. These measurements were repeated, 
near the beginning of an angular distribution measurement and 
near the end, for each scattering sample. The normalization 
factors resulting from both measurements were found to agree 
within the counting statistics. 
The output files of T4EX containing the neutron detector 
calibration data, yield monitor counts and the proton recoil 
spectra for "Sample 1" and "Sample 2" and "Background" were 
transferred to the main frame computers, either ICL 2972 or 
2988 series via the local communication network, for further 
data analysis. 
The data reduction program STJMEX was written to process 
the experimental data files produced by the code T4EX. Each 
data file contained several sets of detector calibration data, 
and all the proton recoil spectra had to be binned into 
grouped counts with standard pulse height interval. The pro-
cessed proton recoil spectra belonging to a particular detec-
tor sample position were summed appropriately, background 
subtraction was performed and the difference proton recoil 
spectra representing the neutrons scattered from the scattern9 
sample were deduced. 
The grouped counts M. 
1 
in the i-th pulse height bin of 
difference proton recoil spectrum and its associated statistical 
uncertainty 	can be expressed as 
-41- 
M. = FM -H? 
1 
dM. 	= 
where M' and M are the number of binned counts in the i-th 
i 	 1 
pulse height bin of "Sample in" and "Sample out" spectra respec-
tively and F is the normalization factor that is the ratio of 
proton monitor yields during the sample "in" and "out" 
measurements. The normalization errors introduced by the 
monitor counts were estimated to be less than ± 1% throughout 
the course of the measurements. 
Finally, the proton recoil difference spectrum for each 
scattering angle was transformed into a neutron energy spectrum 
by using MATUXF [62], which was modified to be run under EMAS 
(Edinburgh Multi-Access ystem) operating system. These modi-
fications provided easy data file handling as well as flexi-
bility and speed of execution. By way of example, Figure 3.4 
shows the proton recoil and. unfolded neutron spectra at 20 
degrees from the Bismuth and Figure 3.5 the corresponding data 
at 100 degrees from Iron. Although the proton recoil plateau 
corresponding to the elastically scattered neUtrons was a 
prominent feature in the Bismuth case (Figure 3.4), the resulting 
unfolded spectrum indicated the existence of the inelastically 
scattered neutron group in its expected position. The Iron 
case (Figure 3.5) also demonstrated the possibility of obser-
ving the elastically scattered neutron group and extracting 
neutron yields from semi-resolved peaks corresponding to dif- 
ferent scattered neutron groups. In order to determine differential 
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cross-sections, in both Figures (3.4 and 3.5) fitted lines to 
the complete spectra were obtained with a gaussian fitting pro-
cess which will be given in the next section. 
3.3 Scattered Neutron Yield Evaluation 
The primary problem of scattered neutron yield evaluation 
from unfolded neutron spectra is that a peeling-off process has 
to be applied to cases such as strongly overlapping peaks repre-
senting scattered neutrons from hydrogen and carbon in the poly-
ethylene scattering sample, or the neutron groups scattered 
elastically and inelastically. This is inevitable since a low 
energy resolution spectrometer is used. However by knowing the 
line shapes which are nearly pure Gaussians, a simple gaussian 
fitting can be used to extract individual line information. 
Figure 3.6 shows the gaussian fitting process applied to the 
unfolded scattered neutron spectrum from a polyethylene scat-
tering at 30 degrees laboratory angle. The 2H(d,n) 3He spectra 
and the strong elastic peak and even Bi resolved inelastic peaks 
and the perfect gaussian peak displayed for the polyethylene 
sample, justify the gaussian shape so that it is less than an 
assumption. The gaussian fitting Program GAUSSI was used to 
produce the original scattered neutron lines corresponding to the 
neutron-proton and neutron-carbon elastic scattering. The rela-
tive intensities determined by the gaussian fitting process 
agreed (1.54 ± 0.33) with the relative cross-sections 
(1.33 ± 0.25) obtained from Fu and Perey [72]. 
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GAUSS1 was written for simple strongly overlapping gaussian 
distributions and it performed gaussian fitting with a search for 
optimum parameters of the gaussian distributions. The resulting 
gaussian parameters were then used to rebuild the composite 
structure, while this program achieved the goals for which it was 
written, the main part of the present work dealt with natural 
scattering samples, possibly with several isotopes having close 
and low-lying excitation levels so that a different approach to 
the peeling-off problem was needed. 
In Figures 3.7 the level schemes of these natural samples 
are illustrated and Table 3.81 gives level schemes with the assigneä 
spins and parities in the calculations. 
The new approach was to make optical and statistical model 
calculations for all isotopes of the particular scattering sample, 
then to combine them according to isotopic natural abundances and 
to smear the combined calculations with an experimental energy 
dependent resolution function. This process has several stages. 
Although more detailed information will be presented about the 
model calculations in Chapter 5, here for clarity some related 
information concerning the model calculation is also given. 
The present measurements were performed at an energy where 
the compound-nucleus process is prominent and necessary attention 
was given to the calculation of compound cross-sections. The 
program ELIESE-3 [73] was used for nuclear cross-section calcula-
tions based on the optical and statistical models. The compound 
nucleus contributions were calculated by the Hauser-Feshbach 
formula [11] with the correction factors given by Moldauer [12,74] 
the required discrete-level energies, spins and parities were taken 
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from ref. 75 for these calculations. They were listed in Table 
3.8. Some of the calculations took considerable computing time, 
for example for the isotopes with up to 30 discrete energy levels. 
The computer code SHEAR was written and used to combine the re-
suits of the, model calculations for the isotopes of the natural 
sample of interest. The energies of the neutrons scattered 
elastically and inelastically were calculated from the kine- 
matics of the scattering process by taking excitation energies 
of the levels into account. The energies were then used to 
locate the neutron peak positions, and their heights were found 
by assuming that the calculated cross-section for a particular 
scattered neutron group can be taken as proportional to the area 
under gaussian distribution centred at the calculated neutron peak 
position with a standard deviation determined by an experimental 
energy-dependent resolution function. The area under the gaussian 
distribution was calculated from the expression 
Ac 	= 	,i-;- ciH 
where H is the height of the peak and a the standard devia-
tion which is related to the FWHM r by r = 2.354a. 	The 
gaussian parameters determined for each scattered neutron group 
were later used to reconstruct the smeared distribution, for a 
particular scattering angle and this distribution was compared 
with the experimentally measured scattered neutron energy dis-
tribution. This stage of analysis was performed by an inter-
active fitting program GAUSS2, which was written to utilize 
TEKTRONIX 4010 terminal with cursor controls. The program 
-45- 
was written so that the smeared distribution was built up, by 
using initially the gaussian parameters provided by the code 
jt 
SMEAR, and it was displaye" beside the measured experimental 
distribution, providing a visual display of the quality of fit. 
During the gaussian fitting process the calculated neutron peak 
position parameters were constrained to their kinematically 
expected values, and the gaussian resolution parameters (the 
standard deviations) were allowed to vary slightly while the 
height parameters could be varied freely to search for a better 
fit to a predetermined region of the experimental distribution. 
This process was repeated until the best fit was obtained for 
the whole distribution, with special care being given to the 
region of the elastically scattered neutrons. Figure 3.8 
gives some examples of the best fit searches performed with the 
GAUSS2 code for the Tin, Mercury, Indium, Tellurium and Iodine 
scattering samples. These examples were chosen for illustration 
from the many distributions obtained as they show inelastic 
scattering components comparable in intensity with the elastic 
scattering and therefore are believed to give a good picture 
of the problem tackled. 
In the Iodine and Indium plots of the neutron groups con-
tributing to the overall distribution were displayed. For the 
Mercury, Tin and Tellurium samples only the first five neutron 
groups from each isotope were plotted because the rest, although 
they contributed significantly to the overall distributions, 
could not be shown clearly individually on the plots. Study of 
these plots showed how the calculations based on a model of the 
scattering process could be used to build up distributions that 
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may be very similar to the experimentally measured ones, by using 
simple Gaussian line shapes. In Figure 3.9 a complete illustra-
tion of the best fits obtained for the scattering samples were 
given. 
Finally the elastic scattering components were extracted 
from the rest of the distribution to give elastic neutron yield 
with an associated error determined by sunming quadratically 
the weighted uncertainties from the folding and unfolding 
process. 
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DATA REDUCTION AND CORRECTIONS 
4.1 Differential Cross-section Calculation 
Yields, extracted by the Gaussian fitting method explained 
in the previous chapter, were used to calculate the measured angular 
distributions using the following equation 
da(8) 	- 	N(0) 	1 	da() 




differential cross section at laboratory angle 0. d2 
Ns( 0 ) , NH() 	= Monitor normalized yields for the scattering 
sample at 0 and polyethylene scatterer at 
respectively. 
= Correction factor for the polyethylene sample 
neutron yield. 
nS ,nH = Number of nuclei in the scattering sample and hydrogen 
nuclei in polyethylene sample. 
da () 
= 	Hydrogen differential cross-section [76] for the 
dQ 
scattering of neutrons at the laboratory angle 	. 
The differential cross-sections were normalized to the well-
known n-p scattering differential cross-sections [76]. The poly-
ethylene (CH2 ) neutron yield was extracted from data measured 
at a laboratory angle of 30 degrees at which the n-p and n-C peak 
-48- 
peak positions were well apart and so could be peeled-off easily. 
The attenuation factor •A was calculated by using the disk 
approximation of Kinney [77] and by a Monte Carlo calculation 
[ 78]. Both types of calculation were performed for the 
samples sizes and the geometry used in this experiment, and 
the agreement was found better than ± 2%. A fluence correc- 
tion factor, which could be introduced by using different sizes 
of polyethylene and scattering samples, was avoided in this ex-
periment by choosing samples of the same size. 
4.2 Finite Geometry and Multiple Scattering Corrections 
The measured angular distribution data from a fast neutron 
scattering experiment have to be corrected for finite angular 
resolution, multiple scattering and flux attenuation in the 
scattering samples. These effects have been calculated by 
several authors using either analytical or Monte Carlo methods. 
The analytical method was used by Bloch and Jonker [79] in 
precomputer days and was later refined by Cox [801 and Kinney 
[77] and used successfully, provided that the sample size was 
not too large. The Monte Carlo method which is a more 
accurate way to treat the multiple scattering problem, has 
been used widely since the advanced computers became available 
in the early 1960's. The principles and applications of the 
Monte Carlo technique have been described in the literature 
[81-83]. 
Velkley et al. [84] have carried out a comparative study 
-49- 
Monte Carlo and analytical corrections and obtained good agreement 
between the methods. 
In the present work elastic scattering and angular distri- 
butions deduced from eq. (4.1) were, corrected for flux attenuation, 
multiple scattering and finite angular resolution of the target- 
scatterer and scatterer detector geometry. A Monte Carlo program 
MULTSCAT [781 was used to correct for these effects. In this 
program, the correction applied to an observed angular distri-
bution, is expressed as 
- 
a - 
where -f-- is the correction for anisotropy of the neutron source 
F 
is the flux attenuation correction factor and q is the cor- 
F 
rection for the loss of neutrons in the scatterer by non-elastic 
collisions. The experimental angular distribution is also cor-
rected for the elastic multiple scattering in the sample and 
the finite angular resolutions. All these corrections provide 
angular distribution which can account for the experimental 
measurements. The program involved an iterative process in 
which successively better approximations to the true angular 
distribution were sought. 
In order to obtain overall ± 3% uncertainty due to the 
Monte Carlo calculations, the flux attenuation factor F/F 
was always calculated by using at least five neutron groups 
each containing 2 x 10 neutrons. The correction q and 
the multiple scattering corrections were calculated by using 
-50- 
/ 
three iterations each with 5 x 103 neutrons. 
Table 4.1 gives the physical characteristics of the scattering 
samples used in this work. The term MFPR (mean free path radius) 
in this table is taken as 
MFPR = 	aTPR 
	
aT : 	total cross section (barn) 
p : 	number of nuclei / A o3  
R : 	sample radius (cm). 
The uncorrected and corrected elastic differential cross-
sections for Iron, Bismuth, Iodine, Tin, Mercury, Tellurium, 
Indium are tabulated in Tables 4.2 - 4.8. The uncorrected 
values are those values calculated by using eq. (4.1). The 
errors assigned to the uncorrected values originated as relative 
error due to counting statistics, background subtraction, monitor 
counting dispersion and from the unfolding procedures (± 1 to: 5%) 
as well as the normalization uncertainties due to the unfolding 
error for extracting the neutron yield from polyethylene sample 
measurements (± 1 - 1.5%) and uncertainties from the 1H(n,n) 1H 
cross-sections (± 1%). These uncertainties added quadratically 
to form the error in the uncorrected cross-section values. 
Finally, to form the total uncertainties, experimental un-
certainties and the uncertainties due to the simulated Monte 
Carlo distributions were added in quadrature, and they were 
assigned to the corrected cross-section values. 
TABLE 4.1 
Characteristics of the Scattering Samples 




Scattering Sample 	 Comment 
Diameter Weight MFPR 
(mm) 	(g) 
IRON Metallic solid 5 Fe, 5.82 29.9 19.9 73.1 	0.33 	 - 
56Fe, 91.66 
57Fe, 2.19 
BISMUTH Metallic solid 209B1 100 27.6 19.6 81.2 	0.1997 	 - 
IlOo 30.0 20.0 30.0 	0.0846 	Held in staInless-steel can 

















TABLE 4.1 (Contd.) 



















Scatteromg Sampla 	 Comment 
Height Diameter Weight MFPR 
(mm) 	(nun) 	(g) 
30.00 	20.00 	128.1 	0.274 	Held in stainless-steel can 
Ui 




INDIUM 	Metallic-lump 	11 In 	4.3 	30.0 	26.0 	65.5 	0.180 	Indium metal pressed into 115 In 
	95.7 t- stainless-seel container 
POLYETHYLENE 	Solid Rod 	 30.1 	20.1 	8.7 
Accuracies:- 	Dimensions: ± 0.05 nun; 	Weight: ± 0.05 gm. 
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4.3 Data Presentation 
Differential elastic scattering cross-section data for Iron, 
Bismuth, Iodine, Tin, Mercury, Tellurium and Indium scattering 
samples are presented in Figures 4.1 - 4.14 and tabulated in 
Tables 4.2 - 4.8, giving corrected and uncorrected values. 
Comparisons are also included with any similar previous measure-
ments available. 
Iron 	: Table 4.2, Figures 4.1 and 4.2 
Bismuth 	: Table 4.3, Figures 4.3, 4.4 and 4.5. 
Iodine 	: Table 4.5, Figures 4.6 and 4.7. 
Tin 	: Table 4.5, Figures 4.8 and 4.9. 
Mercury 	: Table 4.6, Figures 4.10 and 4.11. 
Tellurium: Table 4.7, Figure 4.12. 
Indium 	: Table 4.8, Figures 4.13 and 4.15. 
4.3.1. 	Iron 
The scattering sample was a cylinder, 29.9 nun long by 19.9 nun 
diameter, natural iron, density 7.81 gm/cm 3 . Elemental iron con- 
54 	56 
sists of Fe and Fe with fractional abundances 6/ and 92, 
respectively. The total cross section given by Foster and Glasgow 
[85] and total inelastic cross section given by Howerten [86], 
3.82b and l.lb respectively were used in the Monte Carlo cor-
rection program, resulting in MYPR of 0.33. 
There are several previous reports in the literature utilizing 
2.5 MeV neutrons for measuring the elastic scattering differential 
cross section from elemental iron. Fig. 4.2 illustrates measurements 
of Smith and Guenther [ 24], Tsukada et al. [87] and the present 
measurement. For the forward angles the distributions are generally 
in good agreement but some differences are observed between 80 and 
160 degrees, specially with the Tsukada et al. data. This is not 
surprising and can be explained by the resonance appearing in the 
total cross section for 2.5 MeV incident neutron energy. Smith 
and Guenther [24] reported observing differential cross sections 
which Yaried by a factor of 2, at some angles with the same mean 
incident neutron energy but varied experimental energy resolu-
tion, and to determine the energy averaged behaviour they 
averaged differential elastic scattering distributions over in-
cident neutron energy intervals of approximately 200 keV. 
The Iron measurements were the first measurements performed 
in the present work. With this sample the reliable performance 
of the scattering system was established. Iron being almost mono-
isotopic and having the first excited state well apart from the 
ground state also facilitated the data analysis. In relation to 
establishing the reliable performance, their elastic cross sections 
were also deduced and compared with the previous measurements. The 
following chapter will give a comparison of the measured inelastic 
cross sections for the Iron with the previous measurements and the 
statistical model calculations. The experimental uncertainties ob-
tamed in the Iron measurements varied between 1 to 6% and 3 to 7% 
for the corrected distributions. 
4.3.2 	Bismuth 
The scattering sample used was a cast cylinder of elemental 





Differential Cross Sections (mb/sr) 
Lab. Uncorrected Corrected 
Angle 
(Degrees) 
20 657±5 974±30 
30 527±6 746±24 
40 - 	 350±4 491±16 
50 202± 3 268± 9 
60 96±3 119± 5 
70 59±4 58± 4 
80 57±2 56±3 
90 61±2 75± 4 
100 67±2 84± 4 
110 68±2 82± 4 
120 71±2 80± 3 
130 72±2 89± 3 
140 83±2 103± 4 












































20 	40 	60 	'80 
	
00 	120 	1'40 	1'80 	i'eo 





























~ $ x 
I 
x 	Present Measur'emenl 
+ Smith & Guenther 
o T8ukada et al. 




0 	20 	40 	60 	80 
	




9.75 gm/cm 3 , very close to the accepted value (9.8 gin/cm 3 ). 
The total cross sectionby Smith et al. [25] of 7.25b and the 
total inelastic cross section by Howerten (86] of 0.5b were 
used in the Monte Carlo correction program. The MFPR was found 
to be 0.1997 by using the total cross section given above. 
Bismuth also provided a reiátiiiely easy task for data analysis 
as it is mono-isotopic and has a high first excited state at 
0.895 MeV [ 7 5]. 
The corrected experimental cross sections were compared 
with the previous experiments performed by Smith et al. [25], 
Beyster et al. [31], Tanaka [20] and Olsson [27]. The measure-
ments of Smith et al. which had been completed over a number of 
years, are compared with the present measurements in a separate 
graph (Fig. 4.4) and the otheiare displayed in Fig. 4.5. At 
the forward angles except at 20 degrees, the cross section 
values are in good agreement. Although disagreements are 
observed at 60 and 140 degrees between the present work com-
pared with Smith et al. [25], in Fig. 4.5 some inconsistency 
can also be seen among the other measurements performed in 
different laboratories. As in the iron case, these differences 
can be explained by the fluctuations in the neutron cross sections 
and the different experimental energy resolution achieved in 
particular experiments. Although some disagreement exists, the 
results of the present work generally agree with the previous 
measurements within the uncertainties. These experimental un-
certainties varied from 2 to 8% for the uncorrected distribu-
tions, while 4 to 8% uncertainties were obtained after Monte 
Carlo corrections were performed. 
SIM 
BISMUTH 
Differential Cross Section (mb/sr) 
Lab. 	 Uncorrected 	 Corrected 
Angle 
(Degrees) 
20 1734 ± 38 2317 ± 85 
30 1344 ± 37 1682 ± 69 
40 630±25 860±43 
50 245±18 330±26 
60 210±13 220±15 
70 259± 16 283±19 
80 276±15 311±19 
90 278± 12 309±16 
100 273 ± 12 310 ± 17 
110 264 ± 14 297 ± 18 
120 250 ± 15 268 ± 18 
130 210 ± 17 234 ± 20 
140 212 ± 19 207 ± 19 
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4.3.3 	Iodine 
The iodine sample was composed of the crystals and was con-
tained in a stainless steel cylinder which was 30.0 mm long by 
20.0 mm inner diameter with 0.5 mm wall thickness. The final 
density obtained, by pressing the fine iodine crystals into 
the can, was 3.18 gm/cm3 , only 64% of the accepted value. The 
total cross section measured by Miller et al. [88] as 5.6b 
at 2.44 MeV and the total inelastic cross section given by 
Howerton [86] as 2.2b were used for the Monte Carlo Correction 
Program. The NPPR was determined as 0.0846. Although Iodine 
is mono-isotopic, the analysis was complicated by as many as 
thirty excitation levels. 
The only differential elastic cross section data available 
for this sample were by Galloway and Waheed [23] at 3.0 MeV 
and Gorlow et al. [30] at 4.2 MeV. These data and the results 
of the present experiment are illustrated in Figure 4.7 in order 
to compare the accuracy achieved with the much smaller sample size 
and the data reduction method used in this work. In view of 
the neutron energy differences, close agreement would not be 
expected. The overall uncertainties obtained for this sample 
varied between 3 to 12% and 5 to 13% for uncorrected and 
corrected distribution respectively. 
-58- 
IODINE 
Differential Cross Section (mb/sr) 
Lab Uncorrected - 	Corrected 
Angle 
(Degrees) 
20 1665 ±.67 1979 ± 99 
30 1432 ± 42 1591 ± 67 
40 853 ± 32 1030 ± 50 
50 448±23 541±32 
60 265±10 267±13 
70 120± 5 152± 8 
80 86± 5 83± 6 
90 28± 2 30± 3 
100 22± 2 17± 2 
110 35± 4 36± 4 
120 46± 4 51± 4 
130 55± 7 56± 7 
140 64± 4 70± 5 











































20 	40 	60 	80 	100 
	
140 	160 
@ 1 (deg) 
FIGUIE 4.6 
/o6/e4 Iodine 
Present Mea8uremen 1 
Galloway & Waheed (3.0 MeV) 

































	20 	40 	60 	80 	100 	1 
	
40 	160 	180 




The tin scattering sample was a. cast cylinder of elemental 
tin 29.5 umi long by 19.9 nun diameter. The sample density obtained 
with casting was 7.03 gm/cm 3 , nearly 96% of the accepted value. 
The total cross section by Foster and Glasgow [85] of 5.02b and 
the total inelastic cross section by Hoverten [86] of 1.5b were 
used in the Monte Carlo correction program. The MFPR was cal-
culated as 0.1876. This element mainly consists of seven 
isotopes: 
116Sn 	14.30%, 	117Sn 7.61%, 118Sn 24.03%, 	9Sn 8.58%. 
	
32.85%, 	122Sn 4.72%, 124Sn 5.94%. 
Approximately 85% is formed by the even isotopes with similar 
level structure (Fig. 3.7c). 
In the literature there are two data sets measured at a 
similar neutron energy. These data by Tanaka [ 21], which is 
elastic cross section data for 94.4% enriched 120Sn and by 
Beyster et al. [31] for natural tin are Illustrated in Figure 
4.9 and compared with the present measurements. The agreement 
is excellent. For this sample the uncertainties obtained for 
the uncorrected distribution were between 3 and 12% and for the 




Differential Cross Section (mb/sr) 
Lab. Uncorrected Corrected 
Angle 
(Degrees) 
20 1357 ± 51 1581 ± 76 
30 943 ± 34 1179 ± 55 
40 620: ± 25 781 ± 39 
50 373 ± 13 468 ± 21 
60 253±12 264±15 
70 158±10 153±11 
80 90± 7 95± 8 
90 55± 4 59± 4 
100 35± 5 33± 4 
110 32± 4 23±3 
120 39± 5 36± 4 
130 58± 5 69± 7 
140 91± 9 108±11 
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The scattering sample was of course natural -liquid Mercury 
filling the stainless steel cylindrical dontainer 30.0 mm long 
by 20.0 tmn diameter. The density of the sample was 13.59 gm/cm 3 . 
The total cross section measured by Johnson [89] of 7.05b and the 
inelastic total cross section by Howerton [86] of 2.8b were 
used in the Monte Carlo correction program. The MFPR was deter-
mined by using the total cross section as 0.274. 
Elemental mercury consists of six isotopes: 
198Hg 10%, 199Hg 16.8%, 200Hg 23.1%, 201Hg 13.2% 
202 	 204 Hg 29.8/, 	Hg 6.9/ with very low-lying excitation 
levels (Fig. 3.70). 
There are three sets of elastic data in the literature, 
by Becker et al. [18] at 3.2 MeV, Galloway and Waheed [23] and 
Annand [28] at 3MeV. There is no data available for 2.5 MeV 
incident neutron energy. Although these measurements have been 
performed with different neutron energies than the present 
measurements, it was decided to present them for comparison 
(Fig. 4.11) although close agreement would not be expected. 
For the mercury sample uncertainties for the uncorrected dis-
tribution were between 1 to 6%, while the corrected distribu-




Differential Cross Section (mb/sr) 
Lab. Uncorrected Corrected 
Angle 
(Degree) 
20 1683 ± 16 2992 ± 94 
30 1074 ± 11 1513 ± 48 
40 350± 6 512±18 
50 89 ± 4 113± 6 
60 30± 2 42± 2 
70 39± 2 55± 4 
80 51± 2 76± 3 
90 70± 2 121± 5 
100 121± 2 166± 6 
110 94± 2 157± 6 
120 61± 2 94± 4 
130 39± 2 48± 3 
140 35± 2 59± 4 
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The tellurium sample was in powder form and held in a 
cylindrical stainless steel container 30 mm long by 20 t 
diameter with thin walls (0.5 mm). The density of the sample 
was 4.1 gm/cm3 only 66% of the accepted value for the solid. 
The total cross section measured by Walt [90] of 4.9b with 
inelastic and capture cross sections given by Howerton [861 
of 2.Ob and 0.05b were used in the Monte Carlo correction 
program. The MFPR was determined as 0.095. Tellurium con-
sists of six isotopes: 
124Te 4.16%, 125Te 6.99%, 126Te 18.7%. 
128Te 31.8%, 130Te 34.5%. 
For this element there is no experimental data available 
for elastic or inelastic differential cross sections. The 
experimental uncertainties were between 4 - 10% for the un-
corrected distribution and 5 to 12% for the corrected dis-
tribution. (Figure 4.12). 
-64- 
Differential Cross Section (mb/sr) 
Lab. Uncorrected Corrected 
Angle 
(Degrees) 
20 1635 ± 60 1832 ± 87 
30 1509 ± 56 1601 ± 77 
40 962 ± 48 1106 ± 64 
50 561±34 613±41 
60 314±16 320±19 
70 199±11 198±13 
80 101 ± 8 - 128 ± 11 
90 78± 6 66± 5 
100 33± 3 36± 3 
110 54± 5 45± 4 
120 55± 6 67± 8 
130 93±11 85±10 
140 160 ± 12 105 ± 13 
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The scattering sample was formed by compression into a 
solid lump filling a stainless-steel container 30.0 mm long by 
20.0 mm diameter identical to the containers used for the other 
scattering samples. The final density of the sample was 
6.95 gm/cm , 95% of the accepted value. The total cross section 
measured by Miller [88] of 4.95b was used for the Monte Carlo 
correction program. Inelastic and capture cross sections needed 
for for this program were obtained from Howerton [86] values. 
The MFPR was calculated as 0.18. Natural indium is essentially 
mono-isotopic (95.7, 115In). 
There is no known data for indium at 2.5 MeV incident 
neutron energy. The only data available at near by energy of 




Differential Cross Section (mb/sr) 
Uncorrected 	 Corrected 
1344 ± 46 1830 ± 71 




191± 9 194±12 
101± 7 118± 9 
60± 5 61± 5 
51± 4 33± 3 
36± 3 34± 2 
48± 5 45± 6 
56± 8 54± 8 
71± 9 70±10 
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NUCLEAR MODEL CALCULATIONS 
5.1 Introduction 
At the present time optical and statistical models are used in 
neutron scattering data analyses. The optical model is employed to 
obtain the shape elastic cross sections and the statistical model 
of Hauser and Feshbach to find the compound differential elastic 
and inelastic cross sections. 
The optical model was well established many years ago [5], 
using.a potential that is a complex single-particle field, and 
succeeded in accounting for the-gross-structure of the energy 
averaged neutron elastic and total cross sections as a function 
of the incident energy or mass number. This structure consists 
of broad (a few MeV) width resonances [3] which cannot be explained 
by the old black nucleus model.[94]. Today the theoretical 
foundation of the optical model from a many-body point of view is 
well understood since the works of Brown (95] and Feshbach [961. 
The statistical model, since the pioneering work by Bohr []j 
and by Bethe (97], has played an ever-growing role in the for-
mulation of nuclear reaction theories, and in the analyses of 
resonance data and reaction cross sections. A paper by Wolfenstein 
ci 
[98] apd following paper by Hauser and Feshbach [11] formed the 	 / 
basis for the calculation of inelastic scattering cross sections. 
Wolfenstein's development is not restricted to inelastic scattering 
but considers calculation of cross sections of all reactions 
proceeding through formation and decay of the compound nucleus. The 
only restriction is that the compound nucleus must have so large a 
density of levels at its excitation energy that it can be treated 
by statistical theory. 
At low energies where a few inelastic channels are open the 
calculations based on the optical model for elastic scattering 
must be supplemented by compound-nucleus contributions. Since 
the inelastic scattering proceeds through compound nucleus for-
mation, unified calculations of compound elastic and inelastic 
differential cross sections will be discussed together in 
Section 5.3. 
5.2 The Optical Model 
The nuclear optical model potential used in ELIESE-3[73] 
is divided into three parts, the central potential, spin-orbit 
potential and Coulomb potential. The latter is of course 
omitted in neutron work. 
The central potential is written as 
U = VCR(r) + iWi(r) 	 (5.1) 
where VCR(r)  is the real part and WCI(r)  the imaginary part. 
The real potential VCR(r)  is assumed to have a Woods-Saxon form 
factor and is represented as 
VCR 	= 	V.f(r) 	 (5.2) 
where f(r) is the Woods-Saxon form factor and is written as 
IMM 
- 	




and V is the potential strength (or potential depth) parameter, 
The parameter R0  in eq. (5.3) is defined as 
R 	= r A '3 
0 0. 
where A is the mass number of the target nucleus. The parameters 
r 
0 	 0 and a are the nuclear radius and diffuseness parameters 
respectively. 
The imaginary potential Wi(r) consists of a nuclear surface 
and a nuclear interior part and is expressed as(E\euçLnc+nj:ion) 
- 
Wi(r) 	- 	[w g (r) + W ss 	g1(r)] . 	 (5.4) I h 
The form factor of the surface part is assumed to be of derivative 
Woods-Saxon type and given as 
4exp[(r - R)/b] 
g5(r) 	= 	 (5.5) 
[1 +. exp{(r - 
The radial parameter R is defined in the same way as R0 . 
The interior part is well known to be negligible for neutrons 
of only a few MeV energy. 
The spin-orbit potential is assumed to be Thomas-Fermi type 
and it is expressed as 
1 exp[(r - R50)/a50] 	
(5.6) 
2. 
V50(r) 	= 	 S ra 	
[1 + exp[(r - R50)/a0)] 
where VS is the potential strength and the radial parameter Rso 
is again defined as 
-70- 
R50 = V0 A'3 
The real or refracting potential is generally chosen to be 
approximately proportional to the density of nucleons in the nucleus. 
The imaginary or absorptive potential is taken as a surface absorp-
tion because at low energies the absorption has been found to take 
place mainly in the nuclear surface. 
Solution of the Schrdinger equation, including the complex 
optical potential, leads to the elements of the scattering matrix 
(S matrix) and from these elements the shape elastic, compound 
nucleus formation and total cross sections can be. calculated. In 
the mass-energy domain of the present work, compound elastic con-
tributions are a prominent feature. Thus particular attention was 
given to the compound nucleus process which is discussed in detail 
in the next section. 
Although calculations using an optical potential show a smooth 
energy dependence of cross sections and polarizations, a charac-
teristic of the observed differential neutron elastic scattering 
is a strong fluctuation with incident neutron energy. Thus, coin- 
parisons with the measurements are meaningful only or' relatively 
s?reo4 
broad ir- energy( In the experimental set up described in the 
present work, the neutron beam utilized has sufficient energy 
spread to provide data with energy-averaged behaviour. 
5.3 The Statistical Model 
The statistical model was first developed by Bethe [97], who 
derived formula for the average reaction cross sections as 
-71-- 
/ 
-J J' = 	A2 	
(2J-i-i) 	
r r, 
(2s+1)(21+1) J 	 r J D J 	 (5,7) 
where s and I are the spins of the projectile and target and 
is the average spacing of the levels with angular momentu J 
in the energy region Considered in the compound nucleus. 
By introducing the transmission coefficients Ti eq. (5.7) 
can be expressed in the wel1-kno Hauser_Feshbach [11) form. For 
the average compound nucleus cross section we have 
- 	 T T, 
	
(E,E',) = ir21 2 E g K 	a a (A(a,a',O)) 
aa' a Z T it 
a' 	a 
where g 	
or and T and T is a statistical weight fact 	 , are the 
a 
- a 	a 
transmission coefficients of the initial and decay channels res- 
pectively. The Summation in the denominator is taken over all 
possible channels in which it is permitted for the compound nucleus 
to decay when the decay into channel a' can occur. K is a cor-
rection factor which takes into account the compound nucleus level 
width fluctuations [12]. In the present work. compound elastic and 
inelastic differential scattering cross sections were calculated 
by using ELIESE-3[73] in which compound nucleus Calculations are 
made in terms of the Hauser_Feshbach statistical model [ii] cor-
rected according to Moldauer [12]. 	
Fig. 5.1 demonstrates calculations 
of neutron shape, elastic, compound elastic and inelastic cross 
sections for 56
Fe for 2.5 MeV incident neutrons obtained with the 
models mentioned above. 
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5.4 Optical Model Analysis of the Elastic Scattering Data 
The angular distributions which were corrected for the sample 
size effects were analysed in terms of-  the optical model. Since the 
present measurements were made at an energy where the compound 
nucleus formation cross sections are significantly high, special 
attention was given to their calculation. The calculations were 
carried out by using ELIESE-3[73] with which the compound nuclear 
process is calculated by the Moldauer method [12, 74]. These cal-
culations require the properties of the levels of the target 
nucleus which were taken from ref. 75. The level schemes of the 
scattering nuclei were illustrated and tabulated in the previous 
chapter and they were used throughout the analysis of the experi- 
mental data. 
The best fits to the experimental data were obtained by 
utilizing the automatic parameter search routine of the code 
ELIESE-3. A set of parameters which minimizes the value of x2 
is searched for in this program. The definition is given by the 
following formula 
N 	a 	- 
	
2 = 	 _ çp 	
a calc2 
1--I- 	 ecp 
where a exp , 	exp 	calc 
La 	, a 	are the experimental value, its error 
and calculated value of the differential elastic cross sections at 
the i-th angular point. The cross sections are expressed as the 
sum of shape and compound elastic cross section values. 
Although up to 15 optical model parameters can be searched 
automatically in one run in order to obtain angular distribution 
-73- 
best fitted to the experimental values, in the present work this 
number was limited to six to reduce the computer time taken specially 
for the calculations for the isotopes with up to thirty excited 
levels. Additionally, it was often observed that the searches per-
formed by varying several parameters simultaneously would end up 
with non-physical values due to the compensation of variation in 
one parameter with another while the X 2 still remained unchanged. 
Since natural scattering samples were used in the present work, 
the most abundant isotope of the natural sample under analysis was 
taken as representative of the element for the search for optimum 
optical model parameters. The best fit parameters were then used 
to calculate differential cross section values for each of the 
isotopes. The results of these calculations were combined by 
appropriately weighting cross section values by the fractional 
isotopic abundancies. 
The calculations of the angular distributions were repeated 
by using the global parameters of Wilmore and Hodgson [10], 
Becchetti and Greenlees [10] and recent "regional" optical model 
parameters of Smith et al. [91] and the results were compared with 
the best fits obtained in the present work. The comparisons with 
the Smith et al. parameters were specially interesting because 
similar mass and energy regions were under investigation in their 
work. The optical model parameters used in this analysis are pre-
sented in Table 5.1. The potential well depths are given in MeV 
and the radius, diffuseness in Fermi (fm), and the volume integrals 
in MeV. fm3. 
TABLE 5.1 
OPTICAL MODEL PARAMETERS 
N-Z 








26 56.0 0.070 51.0 1.19 0.76 457.9 15.16 1.236 0.5 158.8 4.0 1.19 0.76 76.30 7.58 
49 115.0 0.148 46.51 1.26 0.58 440.4 6.8 1.24 0.58 64.6 6.0 1.26 0.58 73.84 3.94 
50 118.7 0.158 46.36 1.27 0.56 430.4 9.39 1.14 0.39 49.5 6.0 1.27 0.56 74.77 3.66 
52 127.6 0.145 46.40 1.43 0.48 443.8 14.43 1.25 0.16 35.4 6.0 1.43 0.48 94.88 2.31 
53 127.0 0.165 46.41 1.25 0.75 443.0 14.59 1.44 0.15 45.4 6.0 1.23 0.75 72.52 2.19 
80 200.6 0.202 46.42 1.25 0.66 408.3 7.53 1.24 0.44 44.3 5.01 1.25 0.66 73.53 3.31 
83 209.0 0.206 43.12 1.29 0.51 413.9 12.19 1.32 0.2 36.1 4.4 1.30 0.51 71.76 2.43 
-1 




V = 56.3 - 0.32E - 24(N-Z)/A 
W = 13.0 - 0.25E - 12(N-Z)/A 
V50 = 6.2 
Wi1more-Hodgson[g 
V = 47.01 - 0.267E - 0.00118E 2 
W = 9.52 - 0.53E; 	V 0 = 7.0 
VR= 1.322 - 0.00076A + (4.106)A2 - (8.10 
V1= 1.266 - 0.00037A + (2.106)A2 - (4.10 9)A 
aR= 0.66 ; 	a = 0.48 
Smith et al. [91] 
V = 52.58 - 0.3E - 30.0(N-Z)/A 
W = 11.70 - 25.0(N-Z)/A - 1.8 cos (2ii(A-90)/29) 
VR= 1.31 + 0.00107A 
V1= 2.028 - 0.00683A 
aR = 1.203 - 0.00511A 
a1= -0.1061 + 0.005551A 
V0 = 6.0 
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5.4.1 	Iron 
The comparisons with the previous elastic scattering data were 
already given in Chapter 4 and the observed discrepancies at the 
angles 110, 120 and 130 degrees were attributed to the resonance 
appearing in the total cross section for 2.5 MeV incident neutron 
energy. However reasonable fit was obtained to the experimental 
data except at the angles given above (Fig. 5.2). The distributions 
calculated by using Becchetti-Greenlees [16] and Smith and Guenther 
[24) parameters predicted the forward peaking and produced closest 
values to the best fit distribution of the present work, while the 
Wilmore-Hodgson parameters only reproduced the forward angular 
distribution (Fig. 5.3). It can also be seen in the next chapter 
that the inelastic scattering cross sections were predicted very 
close to the experimental data when the calculations were performed 
with optical model parameters obtained by using elastic cross section 
data. The success of the potentials used to predict the elastic 
scattering distribution is summarized in Table 5.2. 
TABLE 5.2 
Iron 
Present Work 	 8.2 
Wilmore-Hodgson 39.9 
Becchetti-Greenlees 	12.0 
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The overall quality of the optical model fit obtained for 
this sample is generally very good, as is illustrated in Fig. 
5.4, except for the angles 20 and 150 degrees. The optical 
model potential parameter set of Wilmore-Hodgson [10], 
Becchettj and Greenlees [ 16], Smith et al. [25] and Tanaka 
et al. [20] were also tried for bismuth and the result of 
the calculations are illustrated in Fig. 5.5. The potential 
of Tanaka et al. reproduced the closest distribution to the 
experimental data, while the others demonstrated fairly good 
agreement only at the forward angles. The quality of these 




Present Work 8.9 
Wilmore-Hodgson 15.5 
Becchetti-Greenlees 18.2 
Smith et al. 14.3 
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Table 5.4 summarises the relative success of calculations 
performed by using optical model parameters in the analysis. As 
is shown in Fig. 5.6 the best fit potential gives a very good 
fit to the differential cross section data. The potential of 
Wilmore-Hodgson, Smith et al. and Becchetti-Greenlees were also 
tried and the results of. the angular distribution calculations. 
are illustrated in Fig. 5.7. The potential of Becchetti-Greenlees 
[16] completely failed to reproduce the experimental distribution 
while those of Smith et al. [91] and Wilmore-Hodgson [10] under-
estimated the cross section at forward angles and fitted very 




Present Work 	 4.2 
Wilmore-Hodgson 	 16.6 
Becchetti-Greenlees 	 29.5 
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The best fit potential reproduced the cross sections extremely 
well as is illustrated in Fig. 5.8. The potential of Smith et al. 
[91] was also tried and excellent agreement obtained with the ex-
perimental angular distribution, as good as the best fit obtain-
able in the present work. Although the potentials of neither 
Wilmore-Hodgson [10] nor Becchetti-Greenlees predicted the ex-
perimental data as closely as that of the Smith et al., a 
reasonable f it was obtained with the Wilmore-Hodgson potential. 
The angular distributions obtained by using these optical model 
potentials are illustrated in Fig. 5.9. Table 5.5 summarises 




Present Work 	 1.7 
Wilmore-Hodgson 	 3.5 
Becchetti-Greenlees 	7.9 
Smith et al. 	 1.8 
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The calculation from the best fit potential, although it 
overestimated the magnitude at some angles, agreed quite well with 
the experimental distribution (Fig. 5.10). The quality of fits 
obtained with various optical model potentials are given in Table 
5.6. An interesting feature of the calculations by using various 
optical model potentials can be seen in Fig. 5.11, that the 
optical model parameters of Smith et al. [25) which were given 
for bismuth, predicted the maximum at 110 degrees but failed to 
reproduce the forward angle distribution, while on the contrary 
the Wilmore-Hodgson and Becchetti-Greenlees parameters reproduced 
the cross sections at forward angles and failed to predict the 
experimental maximum at 110 degrees. 
TABLE 5.6 
Mercury 
Present Work 	 50.8 
Wilmore-Hodgson 85.1 
Becchetti-Greenlees 	67.6 
Smith et al. 	 245.5 
Me 
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The result of the searches for the optimum optical model 
parameters is illustrated in Fig. 5.12. The quality of fits 
obtained with calculations based on various optical model 
potentials are .iven in Table 5.7. The Becchetti-Greenlees 
optical: parameters failed to reproduce the measured differen-
tial scattering cross sections while Wilmore-Hodgson and Smith 
et al. both agreed at the backward angles and underestimated 
the forward angular distribution (Fig. 5.13). 
• 	• TABLE5.7 
• Tellurium 
x 2 
Present Work 	 4.7 
Wilmore-Hodgson 21.8 
Becchetti-Greenlees 	29.2 
Smith et al. 	 18.9 
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The quality of optical model fits obtained by using various 
optical model potentials are given in Table 5.8. The best fit 
predicted the experimental angular distribution very well and 
the potential of Smith et al. [91] reproduced the best fit dis-
tribution very closely (Figures 5.14 and 5.15). The Wilmore-
Hodgson potential again underestimated the magnitudes at the 
forward angles, while it reproduced a quite good fit at backward 
angles. The Becchetti-Greenlees potential completely failed 
to predict the experimental angular distribution. 
TABLE 5.8 
Indium. 
Present Work 	 4.4 
Wilmore-Hodgson 	 5.8 
Becchetti-Greenlees 	11.1 
Smith et al. 	 4.7 
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5.5 The Optimum Potential Parameters 
A very large number of scattering data have been analysed by 
various authors [for example, 10, 16, 21] 
in order to produce a "recommended set of parameters From these 
analyses, it is found that the central part of the optical poten-
tial ranges from 45 to 55 MeV, the radii are of the order of 
(1.15 to 1.30)A 
1/3
fm and diffuseness from 0.4 to 0.7 fm. The 
magnitude of the imaginary potential is a few MeV. In the pre-
sent work, the optimum parameters obtained from the optical model 
analyses of the experimental data gave very similar values to 
those generally found except for two cases involving the Iodine 
and Tellurium data. It can be seen in Table 5.1 that the 
imaginary potential increased while diffuseness parameter a W 
decreased but the fit remained unchanged. This is a conse-
quence of the well-known "geometrical W.a. ambiguity". 
W.aW constant. The other ambiguity which can also appear in 
determining optimum fits to the experimental data, is that 
12 constant. Table 5.1 gives calculated values for V.4 
and W.a. 
These ambiguities can be avoided by consideration of more 
meaningful parameters, the volume integrals per nucleon (J/A). 
These integrals can be expressed as 
J 	 Iraq 
. Vil + (-) I - 	= 
-. 	l6irR 
A - A 	aW 
-83- 
and they are expected to be smooth functions of mass and energy [1001. 
Figure 5.16 shows Jv/A  values from the present experiment as a 
function of (N - Z)/A, the nuclear asymmetry and for comparison, 
the values found by Smith et al. [91] for similar incident neutron 
energy. 
24/07/84 Volume 1n1egraIs. 
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ANALYSIS OF THE NEUTRON INELASTIC DATA 
6.1 Introduction 
In the evaluation of the inelastic cross sections a different 
treatment was given to the experimental data from that applied to 
the elastic scattering data. The data were analysed by dividing 
the scattered neutron energy spectra into groups, as shown in 
Fig. 6.1 for the Iodine, Tin, Mercury, Tellurium and Indium 
scattering samples. In this grouping, extraction of the maximum 
available inelastic neutron scattering information was mainly 
considered as well as taking special care to extract informa-
tion about the inelastic-free elastic scattered group. The 
total neutron yield obtained for each group was then.used to 
deduce the differential inelastic cross section by using eq. 
(4.1) which was given in Chapter 4. Since the gaussian peeling-
off process was not involved in the evaluation of the grouped 
cross sections, the errors associated with these cross sections, 
were mainly due to counting statistics and proton recoil spectrum 
unfolding procedures. 
The inelastic cross sections were corrected for the finite 
sample size effects by using the procedure explained in the next 
section and they were then compared with the results of the cal-
culations based on the best fit parameters obtained from the 
elastic scattering data analysis as well as the "global" optical 
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model parameters of Wilmore-Hodgson and the "regional" optical model 
parameters of Smith et al. The cross sections calculated with these 
optical model parameters were then used to reconstruct the scattered 
neutron energy distributions by smearing with the experimental energy 
resolution function. The computer code SAR was used for the above 
calculations and the resulting distributions were then subjected to 
the appropriate grouping determined for a particular scattering 
sample. Thus calculated cross-sections were deduced for each energy 
group and used in the comparisons with the experimental data. 
6.2 Finite Sample Size Corrections to Inelastic Differential 
Cross Section Data 
A simple correction formula developed by Engelbrecht [92], for 
inelastic scattering from cylindrical scattering samples, was used 
to correct the inelastic data. In this correction process the in-
elastic scattering is assumed to be isotropic and elastic scat-
tering taking place after an inelastic collision is neglected, 
while removal of inelastic neutrons due to further inelastic 
scattering or other absorptive processes are taken into account. 
In order to provide completeness and easy accessibility, the 
algorithm given in ref. 92 is also presented here. 
If the inelastic scattering cross section without flux 
attenuation or multiple scattering is written as a.(unc), the 
corrected cross section is given by 
a (corr) = a (unc) 	- (l - Q) 	 (6.1) in 	 in 	S S ol 
MM 
where S0 and Si , the flux attenuations are given as 
S 	= 
0 
F 1 (2ER) 
= F1 (2E 1R) 
and the multiple scattering correction Q is given by 
RF 2 (2E H) + 3HF3 (2E R) 
Q = 	
— o 	 ° - 	
. 	 (6.2) 
R + 3H 
Also the macroscopic cross section is defined as. 
E 	= 	E1+E i +Eb n 	a 
where E 
ab  includes inelastic scattering to all levels other than 
the level or levels excited with cross section E. . The other 
in 
definitions are 
= 	E. - — wE 
0 	 3 	el 
=E - Eel (at outgoing energy) 
C 	= 
where w, the asymmetry parameter for the effect of anisotropic 
elastic scattering, is given as 
= 	a(O°) - 0 (1800) 
c(O 0 ) + c(180 ° ) 
and R and H are the radius and the height of the scattering 
sample.. The functions F(a) are given by 
1 + O.139c& + 0.016c 2 F1 (c) 	= 	 (6.3) 
1 + 0.535c + 0.109c 2 + o.oioci 
-87- 
1 + O.242cL + 0.052c 2 F2(cL) 	= 	 (6.4) 
1 + 0.742c + 0.255c 2 + 0.052c& 3 
1 - 0.305c + 0.029c 2 F3 (c&) 	= 	 . 	 (6.5) 
1 + 0.120c - 0.092c 2 + O.OlOcL 3 
They are approximated functions obtained from numerical evaluation 
of various integrals. 
This correction was only applied to the scattered neutron groups 
which were mainly due to inelastic scattering. The correction factors 
obtained from the Monte-Carlo calculations were used where the scat-
tering process is thought to be prominently through elastic scattering. 
The required cross sections for these calculations were taken from 
ref. 86. 
6.3 Analysis Of théGrOüpédInelastic Cross Sections 
-The differential inelastic scattering cross sections were cal-
culated using the best fit potentials obtained from the searches 
and optical potentials given in Chapter 5. ELIESE-3 was used for 
the calculations based on the Hausèr-Feshbach formula with 
Moldauer [12] corrections, a detailed description of which was 
already given in Chapter 5. The results of the calculations 
were compared with the experimental data for each scattering 
sample and tables for uncorrected and corrected data are given 
in the next sections. 
/ 	 -88- 
6.3.1 	Iron 
Uncorrected and corrected inelastic cross sections for this 
sample are given in Table 6.1 and elastic and inelastic distri-
butions are illustrated in Fig. 6.2. 	The inelastic data of 
Cranberg and Levin [93] measured at 2.45 MeV incident neutron 
energy is also plotted along with. the distributions obtained 
from the statistical model calculations, for the 847 keV (2+) 
level of 56Fe, using Wilmore-Hodgson [10] and Becchetti-
Greenlees [16] optical model parameters. An excellent agree-
ment was found with the data by Cranberg and Levin and the 
model predictions fitted the inelastic experimental distri-
bution, free from the pronounced discrepancies found for the 
elastic data given in the previous chapter. An explanation 
for this may be the non-existence of the fluctuations in the 
inelastic cross sections which appeared in the total cross 




Inelastic Cross Sections (mb/sr) 
Lab. Angle Uncorrected Corrected 
(Degrees) 
20 83±2 81±2 
30 87±2 85±3 
40 85±2 83±2 
50 80±2 78±2 
60 81±.3 79±3 
70 79±5 77±5 
80 84±4 82±4 
90 88±4 85±4 
100 90±4 87±4 
110 80±3 78±4' 
120 84±3 82±3 
130 83±3 80±3 
140 78±3 75±2 
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The uncorrected and corrected values of the differential inelastic 
cross sections due to the excited (7/2 ) state at 896 keV are given 
in Table 6.2. In order to discuss the effect of variation of the 
imaginary potential, both elastic and inelastic data are illustrated 
in Fig. 6.3. Overall quite good agreement is obtained with Tanaka 
et al. [ 20], inelastic data measured by using a high resolution 
time-of-flight spectrometer. The best fit potentials obtained in 
the present work for the elastic angular distribution somehow 
overestimated the inelastic cross section, however, by reducing the 
imaginary potential depth from 12.192 to 10.3 MeV, statistical 
model calculations fitted the experimental inelastic data without 
producing any considerable change in the elastic angular distri-
bution. 
This was probably a good opportunity to demonstrate the san-
sitivity of the inelastic scattering cross sections to the 




Inelastic Cross Sections (mb/sr) 
Lab Angle Uncorrected Corrected 
(Degrees) 
20 64±3 48±2 
30 54±4 40±3 
40 61±4 46±3 
50 57±5 43±4 
60 50±4 37±.3 
70 63±5 47±4 
80 53±4 40±3 
90 52±3 39±2 
100 51±3 38±2 
110 55±3 41±2 
120 53±4 40±3 
130 48±5 36±4 
.140 52±6 39±5 
150 63±8 47±6 
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Uncorrected and corrected inelastic data are given in Table 6.3 
for this sample. 
The iodine data were analysed by dividing the scattered neutron 
energy spectrimi into four groups from 0.8 to 1.5 MeV (GR#l), 1.55 to 
2.15 MeV (GR#2), 2.2 to 2.50 (GR#3) and 2.55 to 3.2 MeV (GR#4). The 
main intention was to extract cross sections for the inelastic peaks 
which appeared at 1.12 and 1.8 MeV due to the excitation levels 
around 1300 and 700 keV. The group GR#1 is believed to be free from 
neutrons scattered elastically and this is confirmed by its nearly 
isotropic distribution which is shown in Fig. 6.4. The statistical 
model calculations performed for this group, by using the best fit 
potentials of the present work, obtained from the elastic scattering 
data analysis, showed acceptable agreement with the experimental data. 
The calculated values for the inelastic group C-R#2 also fitted the 
experimental distribution very closely. The peaked feature at the 
forward angles due to the tail of the elastically scattered group 
GR#3 resulting from experimental resolution. The group GR#3 was 
also fitted in general at the forward angles but not well at back-
ward angles. The calculations for group GR#4 also predicted to 
some extent, as shown in Fig. 6.5, the experimental grouped 
cross sections which contained a pseudo-elastic component due to 
the low lying 7/2+ level at 58 keV. 
The statistical model calculations were also performed using 
Wilmore-Hodgson and Smith et al. parameters with similar results to 
those obtained using the best fit parameters of the present work, 




Inelastic Scattering CrOss Sections (mb/sr) 
GROUP l 
Lab Angle Uncorrected Corrected 
(Degrees) 
20 62.± 23 .55 ± 20 
30 224±17 198±15 
40 164±14 145±13 
50 91± 11 80±10 
60 109± 7 96± 6 
70 115± 6 .102± 6 
80 106± 7 94± 6 
90 74± 7 65± 6 
100 82± 5 73± 5 
110 155± 8 137± 7 
120 107±8 94± 7 
130 50±10 44± 9 
140 104± 7 92± 6 
150 93± 4 81± 4 
-94- 
TABLE 6.3 .(Contd.) 
Iodine 
Inelastic ScatteringCrOss SectiOns (mb/sr) 
GROUP 2 
Lab Angle Uncorrected Corrected 
(Degrees) 
20 359±18 319±16 
30 404±12 359±11 
40 276±10 229± 9 
50 166± 8 148± 7 
60 107± 5 94± 4 
70 106± 4 94± 4 
80 86± 4 76± 4 
90 53± 4 42± 4 
100 61± 3 54± 3 
110 100± 4 89± 4 
120 92± 4 82± 3 
130 76±5 67± 5 
140 102± 4 90± 3 
150 90± 3 80±3 
-95- 
TABLE 6.3 (Contd.) 
Iodine 
Inelastic Scattering Cross Sections (mb/sr) 
GROUP 3 
Lab Angle Uncorrected Corrected 
(Degrees) 
20 753±9 895±11 
30 644±6 716±. 7 
40 376±5 454± 6 
50 181±4 219± 5 
60 128±2 129± 2 
70 81±2 102± 3 
80 59 ± 2 57 ± 2 
90 39±2 42±:2 
100 28.± 1 22 ± 1 
110 52±2 53± 2 
120 47 ±2 52± 2 
130 49±2 50± 2 
140 73±1 80± 2 
150 68±2 76± 3 
TABLE 6.3 (Contd.) 
Iodine 
Inelastic Scattering Cross Sections (mb/sr) 
GROUP 4 
Lab Angle Uncorrected Corrected 
(Degrees) 
20 767±7 912±8 
30 593±4 659±4 
40 367±3 443±4 
50 157±2. 190±5 
60 116±1 117±2 
70 61±1 77±1 
80 52±1 47±1 
90 25±1 26±1 
100 20±1 15±1 
110 18±1 20±1 
120 20±1 23±4 
130 28±1 29±1 
140 28±1 30±1 








































0 	20 	40 	80 	00 	(00 	1`20 	(40 
















































Vii mor'e & Hodgeon 
Smith e ol. 
4: 
* 
I 	 * 























) 	 I 	 I 	I 	I 
x 	6R1t3 
Viimor'e & Hodgeori 







\\ 	 xx 
\\ 
Xx 
0 	20 	140 	160 	leo 	iIóà 	1120 	1140 	1160 	180 




































WI Imor'e 	Hodgson 









































with similar level structure and these isotopes make up 83% of 
the element. Thus the scattered neutron energy spectrum was 
divided into two main groups allowing the inelastic group of 
energy 1.25 MeV (GR#1) and elastic group (GR#2) to be analysed 
separately. Uncorrected and corrected values of the cross 
sections are given In Table 6.4. The statistical model calcula-
tions were performed for each of the isotopes and the calculated 
cross sections were combined, weighted by their fractional 
isotopic abundancies. The optical model parameters from the 
best fit to the elastic data gave a very good description of the 
observed GR#2 distribution, while they underestimated the in-
elastic group GR#1 at the forward angles. A similar effect was 
obtained with the calculations based on Smith et al. parameters. 
The Wilmore-Hodgson parameters produced an inferior fit to the 
experimental data relative to the other considered (Figures 
6.8 and 6.9). 
mATD 	Aa I. 
Tin 
Inelastic Scattering Cross Sections (mb/sr) 
GROUP 1 
Lab Angle Uncorrected Corrected 
(Degrees) 
20 87 ± 17 76-±15 
30 117±13 102±11 
40 102± 9 89± 8 
50 100± 5 87± 4 
60 72± 5 63± 4 
70 73± 5 63± 4 
80 51± 4 44± 4 
90 60± 3 52± 3 
100 41± 3 36± 3 
110 46± 3 40± 3 
120 34± 3 30± 3 
130 64± 3 56± 3 
140 47± 3 41± 3 
150 122± 4 66± 3 
TABLE 6.4 (Contd.) 
Tin 
Inelastic Scattering Cross Section (tnb/sr) 
GROUP 2 
Lab Angle Uncorrected Corrected 
(Degrees) 
20 1222 ± 12 1423 ± 14 
30 970± 8 1211±10 
40 652± .7 821± 7 
50 410± 3 514± 4 
60 263± 3 274± 3 
70 178± 3 173± 3 
80 101± 2 106± 2 
90 67± 1 72± 1 
100 44± 1 42± 1 
110 44± 1 31± I 
120 46± 1 '43± 1 
130 78± 2 93± 2 
140 115± 4 136± 3 
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6.3.5 Mercury 
The scattered neutron energy spectra for this sample compromised 
distributions with several peaks formed by inelastically scattered 
neutron groups due to the excited states at about 1700, 1400 and 600 
keV. The analysis of the experimental data was performed with five 
groups formed from 0.8 to 1.05 MeV (GR#l), 1.1 to 1.6 MeV (GRII2), 
1.65 to 2.0 MeV (CR113), 2.05 to 2.5 (GR#4) and 2.55 to 3.2 (GR#5). 
Uncorrected and corrected cross section values calculated from the yields 
extracted from these groups are given in Table 6.5. The experimental 
and calculated grouped cross sections are illustrated in Figures 6.10 
and 6.11, and calculations using Wilmore-Hodgson and Smith et al. [25] 
optical model parameters are compared with the experimental values 
and given in Figures 6.12 and 6.13. The predictions of the statis-
tical model calculations were found very close to the inelastic 
groups CR111, GR#2 and CR113. Particularly for the GR43 the slight 
peaking which appeared at about 110 degrees was predicted with the 
calculations based on Smith et al. parameters [ 2 5], which were ob- 
209 tamed from their work on 	Bi, as well as with the present best 
fit parameters. This peaking and the higher cross section values 
at the forward angles of the GR#3. distribution were thought to be 
the tail effects of the elastic scattering distribution which is 
essentially very anisotropic with a second maximum at an angle of 
110 degrees. The groups #4 and #5 also demonstrated typical elastic 
scattering distributions as was obtained in Chapter 5 during the 
analysis of the elastic scattering. It is concluded that Wilmore-
Hodgson parameters overestimated the inelastic cross section, while 
the predictions of the best fit parameters of the present work and 




Inelastic Scattering Cross Section (mb/sr) 
GROUP 1 
Lab Angle Uncorrected Corrected 
(Degrees) 
20 19±7 20±7 
30 35±6 37±6 
40 27±3 29±3 
50 20±1 21±2 
60 15±1 16±1 
70 17±1 18±1 
80 20±1 21±1 
90 16±1 17±1 
100 25±2 27±3 
110 20±2 22±2 
120 26±2 28±2 
130 2.7±2 28±2 
140 32.± 2 34 ± 2 
150 37±3 39±3 
-102- 
TABLE 6.5 (Contd.) 
Mercury 
Inelastic_Scattering Cross Section (mb/sr) 
GROUP 2 
Lab Angle Uncorrected Corrected 
(Degrees) 
20 31±10 33±11 
30 47± 8 50±8 
40 63± 3 20± 1 
50 30± 2 32± 2 
60 18± 1 20± 1 
70 25±2 27± 2 
80 22± 1 23± 1 
90 24± 1 26± 2 
100 52± 3 54± 3 
110 42± 3 44± 3 
120 56± 2 60± 2 
130 28± 2 30± 2 
140 42± 3 44± 3 
150 37± 3 40± 3 
-103- 
TABLE 6.5 (Contd.) 
Mercury 
Inelastic Scattering Cross Section (mb/sr) 
GROUP 3 
Lab Angle Uncorrected Corrected 
(Degrees) 
20 119±7 129±8 
30 1035 111±5 
40 502 54±2 
50 18±1 191 
60 15±1 16±1 
70 19±1 21±1 
80 19±1 20±1 
90 17±1 18±1 
100 30±2 32±2 
110 33±2 35±2 
120 24±2 25±2 
130 20±1 21±1 
140 24±2 26±2 
150 39±2 42±2. 
L150  
-104- 
TABLE 6.5 (Contd.) 
Mercury 
Inelastic Scattering Cross Section (mb/sr) 
GROUP 4 
Lab. Angle Uncorrected Corrected 
(Degrees) 
20 866±6 1540±11 
30 583±4 821± 6 
40 192±2 280± 3 
50 54±1 69± 1 
60 21±1 29±1 
70 29±1 41± 1 
80 34±1 51± 2 
90 42±1 73± 2 
100 80±1 110± 1 
110 66±1 110± 2 
120 47±1 72± 2 
130 26±1 32± 1 
140 34±1 57± 2 
150 .42±1 62± 2 
-105- 
TABLE 6.5 (Contd.) 
Mercury 
Inelast4c_Scattering Cross Section (mb/sr) 
GROUP 5 
Lab. Angle Uncorrected Corrected 
(Degrees) 
20 651±3 1157±5 
30 404±2 569±3 
40 132±1 193±2 
50 36±1 45±1 
60 14±1 20±1 
70 16±1 23±2 
80 24±1 36±2 
90 26±1 45±2 
100 51±1 70±1 
110 40±1 67±2 
120 29±1 45±2 
130. 15±1 18±1 
140 15±1 25±2 
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The tellurium data were analysed by dividing the scattered 
neutron energy spectrum into three groups. The energies from 
0.8 to 1.25 MeV (GR#l), 1.2 to 2.0 MeV (GR#2) and 2.05 to 3.2 
MeV (GR#3) formed these groups. The inelastic peaks due to the 
excitation levels around 1500 keV and 750 keV were taken into 
consideration in choosing these groups. The experimental 
grouped cross section values, uncorrected and corrected, are 
given in Table 6.6. The statistical model calculations were 
performed for each isotope and combined to represent cross 
sections for the elemental tellurium. The predictions (Figure 
6.14) fitted to experimental ihelastic cross sections for the 
group GR#1 demonstrating an isotropic distribution, although 
cross sections from 50 to 100 degrees were not predicted very 
well for the group GR#2 contrary to the very good fit obtained 
for the group GR#3. All these calculations were performed 
using optical model parameters obtained from the elastic data 
analysis. Additionally the parameters of Wilmore-Hodgson 
and Smith et al. were used in statistical model calculations, 
Figure 6.15. For the group GR#1, these calculations over-
estimated the cross sections. For the group GR#3 results 
similar to those from the best fit parameters were obtained, 




Inelastic Scattering Cross Section (mb/sr) 
GROUP 1 
r Lab Angle Uncorrected Corrected 	1 
(Degrees) 
20 18±21 14±17 
30 86±14 73 ± 12 
40 29±14 25±12 
50 25±11 21± 9 
60 44± 6 37± 5 
70 42± 6 28±. 4 
80 37± 5 . 	31± 5 
90 57± 5 47± 4 
100 21± 3 18± 3 
110 21± 3 18± 3 
120 29± 5 24± 4 
130 27± 6 23± 5 
140 36± 8 30± 7 
150 49± 9 41± 8 
-108- 
TABLE 6.6 (Contd.) 
Tellurium 
Inelastic Scattering Cross Section (mb/sr) 
GROUP 2 
Lab Angle Uncorrected Corrected 
(Degrees) 
20 71±24 161±20 
30 182±15 156±13 
40 140±15 120±13 
50 107±11 91±10 
60 103± 7 88± 6 
70 99± 5 85± 5 
80 78± 5 67± 4 
90 74±5 64± 4 
100 51± 3 44± 3 
110 50±3 43± 3 
120 41± 5 35± 4 
130 83± 6 71± 5 
140 65± 7 60± 6 
150 65±10 55± 8 
-109- 
TABLE 6.6 (Contd.) 
Tellurium 
Inelastic Scattering. Cross Section (mb/sr) 
GROUP 3 
Lab Angle Uncorrected Corrected 
(Degrees) 
20 1406± 15 1575 ± 17 
30 1283 ± 9 1361 ± 10 
40 815± 8 937± 9 
50 563± 6 586± 7 
60 300±4 298± 4 
70 204± 3 258± 4 
80 94± 2 119± 3 
90 72± 2 61± 2 
100 34± 1 37± 1 
110 56± 1 47± 1 
120 51± 2 62± 2 
130 100± 3 91± 3 
140 118± 3 124± 3 
150 155± 4 158±4 
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Indium is essentially monoisotropic, consisting of 95 	5In 
The data were analysed in two groups from 0.8 to 1.75 MeV (GR#l) 
and 1.8 to 3.2 MeV (GR#2), representing inelastic and elastic 
neutron scattering. The inelastic scattering is from the levels 
at about 1200 keV excitation energy. Uncorrected and corrected 
data for these groups are given in Table 6.7 and the comparisons 
with the calculations based on the statistical model for inelastic 
cross sections are illustrated in Fig. 6.16. 
Comparisons with the calculations using Wilmore-Hodgson1j0 
and Smith et aLijoptical model parameters are given in Fig. 




Inelastic Scattering Cross Section (mb/sr) 
GROUP 1 
Lab Angle Uncorrected Corrected 
(Degrees) 
20 78±15 65±13 
30 150±13 124±11 
40 168± 10 140± 8 
50 116±10 97± 6 
60 130± 4 108± 4 
70 122± 5 102± 4 
80 110± 5 91± 4 
90 99± 4 82± 4 
100 126± 5 108± 4 
110 118± 6 S 	99 ± 5 
120 150± 6 124± 5 
130 118± 9 99± 8 
140 130±5 109± 4 
150 161± 6 135± 5 
/ 
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TABLE 6.7 (Contd) 
Indium 
Inelastic Scattering Cross. Section (mb/sr) 
GROUP 2 
Lab Angle Uncorrected Corrected 
(Degrees) 
20 1340 ± 11 1825 ± 15 
30 1071 ± 8 1243 ± 10 
40 712± 6 832 ± 7 
50 350± 4 465± 5 
60 276± 3 307± 3. 
70 194± 3. 197± 3 
80 136± 3 159± 3 
90 76± 2 76± 2 
100 75± 2 48± 2 
110 37± 3 39± 3 
120 65± 3 44± 2 
130 109± 4 105± 4 
140 154± 5 151± 5 
150 215± 6 241± 7 
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This project consisted of making measurements of neutron 
elastic and inelastic differential scattering cross sections for 
a number of nuclei and comparison of the measurements with optical 
and Hauser-Feshbach calculations. The experimental design objec-
tive of building a multi-detector neutron scattering system capable 
ofmaking reliable cross section measurements was achieved. In 
the evaluation of cross section data from the proton recoil spectra 
a different approach was made from that previously used in the 
Edinburgh Neutron Physics laboratory, or indeed from that coimnonly 
used elsewhere. One of the objectives of the present work was to 
assess the novel technique of neutron spectrum unfolding from 
proton recoil pulse height data. In the cases of Iron and Bismuth 
agreement was obtained with previously measured cross section data 
which were made by using time-of-flight spectroscopy. 
These encouraging results proved the reliability of the ex-
perimental methods used in the present work and gave confidence 
in the correctness of the measured cross section data where no 
previous data were available for comparison. 
Calculations based on the optical model combined with the 
Hauser-Feshbach model were used in the analysis of the experimental 
data. Best fits to the experimental data were searched for and 
optimum optical model parameters were obtained. "Global" optical 
model parameter sets suggested by Wilmore and Hodgson and by 
Becchetti and Greenlees and "Regional" parameters of Smith et al. 
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were also used in calculations and the results were compared with 
the best fits obtained in the present work. The results of cal-
culations using the Smith et al. parameters agreed with the results 
of calculations using the best £ it parameters of the present work. 
While calculations based on the .Wilmore-Hodgson parameters agreed 
with the present work in most cases, the often used Becchettj-
Greenlees parameters did not show any convincing fit. This may be 
because these parameters were determined from a comprehensive 
analysis of wide range of proton and neutron data but for energies 
much higher than the neutron energy of the present measurements. 
On the other hand Smith et al. parameters came from consideration 
of a similar energy-mass region. 
The optimum fit parameters in this work were found to lie in 
the range of commonly "recommended" sets of parameters except for 
the imaginary potential and radius parameters obtained in the 
analysis of the iodine and tellurium data, because of the well 
known ambiguities of the optical potential, i.e. V. 4 constant 
and W.a. 	constant. 
The measured inelastic cross sections were well explained 
within the framework of the statistical model and spherical optical 
potential. No evidence of direct inelastic scattering was observed 
for any of the scattering samples used in this work except in the 
case of tin. The general symmetry about 90 degrees observed for 
the other samples changed to a slight forward peaking, indicative 
of a direct reaction component which might have been due to the 
fact that the even isotopes 116 Sn, 
 118 	120 
Sn and 	Sn all have a very 
similar level structure and make up 85% of elemental tin. 
-115- 
APPENDIX 1: 	Neutron Leakge Spectra Analysis for Several Shielding 
Materials 
The selection of appropriate type of shielding material is 




The fact that neutron attenuation in shielding varies nearly as 
exp(-Ex) where E is the total non-elastic cross •sections for 
dense materials or elastic cross sections for light elements such 
as hydrogen means the best approach would be to choose Hydrogen 
for the neutrons 	E < 4 MeV. The obvious choice for the hydro- 
genous material is paraffin wax. 
The main argument which leads to this experiment being per-
formed is that the complete exploitation of paraffin in the shielding 
depends on the addition of large quantities of Li compounds in order 
to create a non-radiative capture channel for the thermalised neutrons 
via the reaction 6Li(n,c) 3H 	(a = 910b) which is competitive 
with the radiative capture channel H(n,y)D (a = 0.33 b). 
A two-parameter data acquisition system was used. A block 
diagram of the electronics. is shown in FigureAl. The pulse shape 
x pulse height spectra were obtained with neutrons from the D - D 
reaction for several shielding materials. FigureiA2 shows the 
contour plots of the two-dimensional spectra. 
Results are tabulated in Table 1. It can be seen easily that 
although L1 2CO3 + Paraffin Wax mixture is better for reducing gamma 
ray background from the experimental area, it does not so effectively 
attenuate neutron flux. This is mainly due to reducing hydrogen 
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density in the unit volume by adding Li 2CO3 . Finally Paraffin Wax 
was chosen for the main shielding material. 
TABLE 1 
Shielding Material 	 % TransstoYfor 20 cm thickness 




Water 	 2.7 
Paraffin Wax 	 1.1 
L12CO3 + Paraffin Wax 	 2.1 
Borated Water 	 2.7 
Polyethylene 	 0.9. 
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