Let C : y 2 = f (x) be a hyperelliptic curve of genus g ≥ 2, defined over a discretely valued complete field K, with ring of integers OK . Under certain conditions on C, mild when residue characteristic is not 2, we explicitly construct the minimal regular model with normal crossings C/OK of C. In the same setting we determine a basis of integral differentials of C, that is an OK -basis for the global sections of the relative dualising sheaf ω C/O K .
Introduction
The purpose of this paper is to construct regular models of hyperelliptic curves and to describe a basis of integral differentials attached to them. Moreover, we want these constructions explicit and easy to compute.
1.1. Main results. Let K be a discretely valued field of residue characteristic p, with discrete valuation v and ring of integers O K . Since regular models do not change under completion of the base field, we also assume K to be complete. Fix a separable closure K s of K and let k s /k be the corresponding extension of residue fields. Suppose C/K is a hyperelliptic curve of genus g ≥ 2 given by a Weierstrass equation y 2 = f (x) and write f (x) = c f r∈R (x − r). Definition 1.1 A cluster (for C) is a non-empty subset s ⊂ R of the form D ∩ R, where D is a v-adic disc D = {x ∈ K s | v(x − z) ≥ d} for some z ∈ K s and d ∈ Q. We denote by Σ C the set of clusters for C.
Let K nr be the maximal unramified extension of K in K s and let I K = Gal(K s /K nr ) be the inertia subgroup. To construct the minimal regular model with normal crossings of C, we assume C is y-regular (Definition 4.7) and Σ C is almost rational (Definition 3.25; see also 3.28, 3.30) over K nr .
Before stating the main result, we want to discuss some special cases in which these two conditions are satisfied. First, if p = 2, then C is y-regular over K nr . Second, if K(R)/K is tamely ramified and every cluster s ∈ Σ C is I K -invariant, then Σ C is almost rational over K nr . On the other hand, there are examples of curves with p = 2 or K(R)/K wildly ramified that satisfy our assumptions, e.g., f (x) = x p − p, with p > 3 or f (x) = x(x p 2 − p) if p = 2. In particular, if g = 2, then 107/120 Namikawa-Ueno types ( [NU] ) arise from hyperelliptic curves satisfying the conditions above.
Theorem 1.2 (Theorems 4.19 and 6.4, 6.5) Let C/K be a hyperelliptic curve as above, y-regular over K nr . Suppose Σ C is almost rational over K nr . Then the (rational) cluster picture of C uniquely determines:
(i) the minimal regular model with normal crossings C min , (ii) a basis of integral differentials of C (see §1.2). Note that the model C min in (i) is defined by giving an explicit open affine cover. Moreover, if Σ C is not almost rational, a stronger version of Theorem 1.2 still gives a proper flat model of C (see Theorem 4.15) .
Finally, the author believes that an approach similar to that used in this paper could eventually lead to a full characterisation of minimal models with normal crossings of hyperelliptic curves (over any discretely valued field).
1.2. Motivation. In this subsection we want to present two important applications of Theorem 1.2.
Let C be a hyperelliptic curve of genus g ≥ 2 defined over a number field F , and let J = Jac(C) be the Jacobian of C. The Birch and Swinnerton-Dyer conjecture for the g-dimensional abelian variety J is 
where r is the rank, L(J, s) is the L-function, Ω J is the period, R J is the regulator, X(J) is the Shafarevic-Tate group (conjecturally finite), c p is the Tamagawa number for v place of F , D F is the discriminant of F/Q, and J(F ) tors are the torsion points in J(F ).
For any place v ∞ of F , let K := F v be the completion of F at v. First note that the Tamagawa number at v can be found from the minimal regular model of C K , so Theorem 1.2(i) can be applied to compute it in concrete examples.
We now focus on the period Ω J . Fix a regular model C/O K of C K /K. It is well-known that the K-vector space of regular differentials Ω 1 C K /K (C K ) is spanned by the basis Consider the global sections of the relative dualising sheaf ω C/O K . It is an O K -free module of rank g that can be viewed as an O K lattice (1) ω C/O K (C) ⊂ Ω 1 C K /K (C K ), since ω C/O K | C = Ω 1 C K /K . Via (1), we will call the elements of ω C/O K (C) integral differentials of C (at v). In particular, there exists a matrix A v ∈ M g×g (K) such that A v · ω is a basis of integral differentials of C, i.e., an O K -basis of ω C/O K (C).
Then
The quantity Ω ∞,ω is relatively easy to find in actual computations (see [vB] for more details). Theorem 1.2(ii) gives an explicit formula to compute the local part |det A v | v for any v.
A second important application concerns the so-called conductor-discriminant inequalities. Let K be a complete discretely valued field of residue characteristic p, with discrete valuation v. Let C/K be a hyperelliptic curve of genus g ≥ 2 and let ∆ be the (valuation of the) discriminant of C associated with this equation. Moreover, let C/O K be the minimal regular model of C and let Art(C/O K ) denote the Artin conductor of C. If p = 2, Obus and Srinivasan show in [OS] that Art(C/O K ) ≤ ∆ C/K , where ∆ C/K is the (valuation of the) minimal discriminant of C. However, this inequality is often non-sharp. Let A be the matrix above, so that A · ω is an O K -basis of ω C/K (C). Define ∆ min := ∆ − 8g+4 g · v(det A).
It follows from [Kau, Proposition 2.2(1) ] that ∆ min is independent of the choice of the Weierstrass equation, and easily ∆ min ≤ ∆ C/K . Conjecture 1.4 With the notation above
This conjecture is proved in the genus 2 case due to the work of Liu [LiC] . Furthermore, in the semistable case, Maugeais shows it in [Mau] , and it also easily follows from [M 2 D 2 ] and [Kun] . Although Theorem 1.2 does not prove the inequality, it allows us to compute ∆ min explicitly in many more cases.
1.3. Related works of other authors. Let us keep the notations of §1.1. In genus 1, thanks to Tate's algorithm, we have a full understanding of the minimal regular model of an elliptic curve C (see for example [Sil2, IV.8.2] ) . Furthermore, ω is always a basis of integral differentials ( [LiA, Theorem 9.4.35] ).
If C has genus 2, then Namikawa and Ueno [NU] and Liu [LiQ] give a full classification of the possible minimal regular models of C. In [LiC, 1.3] , Liu shows that there exists a Moebius transformation so that ω is basis of integral differentials of the transformed curve. However, note this is a theoretical result, that is to find such a change of variable we need to know a basis of integral differentials of C.
The results presented so far work also in residue characteristic equal to 2. If p is odd, then Liu and Lorenzini show in [LL] that regular models of C can be seen as double cover of well-chosen regular models of P 1 K . Since the latter can be found by using the MacLane valuations ( [Mac] ) approach in [OW] , this argument gives a way to describe any regular model of a hyperelliptic curve. However, this construction is only qualitative (it does not give explicit equations) and it has not been generalised to the p = 2 case.
If p = 2 and C is semistable, then in [M 2 D 2 ] the authors construct a minimal regular model in terms of the cluster picture of C. Note that the components of the stable model used in this paper are given explicitly. Under the same assumptions, Kausz [Kau, Proposition 5.5] gives a basis of integral differentials which Kunzweiler in [Kun] rephrases in terms of the cluster invariants introduced in [M 2 D 2 ]. These results can be recovered from Theorem 1.2 (see Corollary 4.22).
If p = 2 and C is semistable over some tamely ramified extension of L/K, then Faraggi and Nowell [FN] find the minimal regular model of C with strict normal crossings taking the quotient of the stable model of C L and resolving the (tame) singularities. However, since they do not give equations for the model they find, it does not immediately yield all arithmetic invariants, such as a basis of integral differentials.
The last work we want to recall represents a very important ingredient of the strategy we will use in this paper (described more precisely in the next subsection). T. Dokchitser in [Dok] shows that the toric resolution of C gives a regular model in case of ∆ v -regularity ( [Dok, Definition 3.9] ). This result, used also in [FN] , holds for general curves and in any residue characteristic. In his paper, Dokchitser also describes a basis of integral differentials since his model is explicit, i.e., given as open cover of affine schemes. In Corollary 3.24 and Theorem 6.1, we will rephrase his results for hyperelliptic curves by using cluster picture invariants from §3. 1.4. Strategy and outline of the paper. In [Dok] , Dokchitser not only describes a regular model of C in case of ∆ v -regularity, but also constructs a proper flat model C ∆ without any assumptions on C. Assume C is y-regular and Σ C almost rational over K nr with rational centres w 1 , . . . , w m ∈ K nr (see Definitions 3.25 and 3.8). Our approach to construct the minimal regular model with normal crossings of C is composed by the following steps:
• Consider the x-translated hyperelliptic curves C h /K nr : y 2 = f (x + w h ), for h = 1, . . . , m. For each h, [Dok, Theorem 3.14] constructs a proper flat model C h ∆ , possibly singular. • We glue the regular parts of these schemes along common opens, and show that the result is a proper flat regular model C of C K nr . • We give a complete description of what components of the special fibre of C have to be blown down to obtain the minimal model with normal crossings C min of C K nr . • Finally, we describe the action of the Galois group G k = Gal(k s /k) on the special fibre of C min . Since all models C h ∆ are explicitly described, the model C is explicit as well. This allows us to study the global sections of its relative dualising sheaf ω C/O K (C).
In §2, we present some basic results on Newton polygons related to what is used in [Dok] . We use them in the following sections. In §3, we recall the most important notions of [M 2 D 2 ] and introduce the new definition of rational cluster picture. Moreover, we compare it with the definitions and results given §2. This comparison allows us to rephrase the objects in [Dok] in terms of cluster invariants in §4. In the same section we also state the main theorems which describe a proper flat model (Theorem 4.15) and the minimal regular model with normal crossings (Theorem 4.19) of C. Although the description of these models is clear from the statement of the theorems, its detailed construction is presented only in §5. Here we use the toric resolution of [Dok] , making concrete the strategy sketched above. Finally, in §6, Theorem 6.4 describes a basis of integral differentials of C, in terms of the cluster invariants defined in §3.
i v(a i ) (11, 0)
Corollary 2.3 implies that f has 6 roots of valuation 1 3 and 5 roots of valuation 1 5 . Furthermore, the two polynomials g 1 and g 2 in the factorisation f = g 1 · g 2 of Theorem 2.1 turn out to be
Finally,
Thus f is NP-regular.
Example 2.11. Let's do now an example of a polynomial that is not NP-regular.
Corollary 2.3 implies that f has 3 roots of valuation 2 3 and 6 roots of valuation 1 3 . Furthermore, the two polynomials g 1 and g 2 in the factorisation f = g 1 · g 2 of Theorem 2.1 are (up to units)
. Then f is not NP-regular. In fact, according to Lemma 2.9, g 2 is not NP-regular.
Clusters
Throughout this section let f ∈ K[x] be a separable polynomial and denote by R the set of its roots and by c f its leading coefficient. Then
If |s| > 1 we say that s is proper and define its depth d s to be d s = min r,r ∈s v(r − r ).
Note that every proper cluster is cut out by a disc of the form
If s s is maximal subcluster, then we say that s is a child of s and s is the parent of s , and we write s < s. Since every cluster s = R has one and only one parent we write P (s) to refer to the unique parent of s.
We say that a proper cluster s is minimal if it does not have any proper child. For two clusters (or roots) s 1 , s 2 , we write s 1 ∧ s 2 for the smallest cluster that contains them.
A cluster s is odd/even if its size is odd/even. If |s| = 2, then we say s is a twin. A cluster s is übereven if it has only even children.
Definition 3.4 ([M 2 D 2 , Definition 1.9]) A centre z s of a proper cluster s is any element z s ∈ K s such that s = D ∩ R, where
Equivalently, v(r − z s ) ≥ d s for all r ∈ s. The centre of a non-proper cluster s = {r} is r. Definition 3.6 ([M 2 D 2 , Definition 1.26]) The cluster picture Σ f of f is the set of all its clusters. We denote byΣ f the subset of Σ f of proper clusters.
Definition 3.7
We say that Σ f is nested if one of the following equivalent conditions is satisfied:
(i) there exists z ∈ K s such that z is a centre for all proper clusters s ∈ Σ f ; (ii) there is only one minimal cluster in Σ f ; (iii) every non-minimal proper cluster has exactly one proper child. If s = {r}, with r ∈ K, then w s = r.
If w s is a rational centre of a proper cluster s, we define the radius of s to be
Definition 3.9 A rational cluster is a cluster cut out by a v-adic disc of the form
We define the rational cluster picture Σ rat f ⊆ Σ f to be the set of rational clusters. We denote byΣ rat f the subset of Σ rat f of proper rational clusters. Definition 3.10 Given a proper cluster s ∈ Σ f , we define the rationalisation s rat of s to be the rational cluster
where w s is a rational centre of s and ρ s is its radius. Proof. As s ∈ Σ rat f , one has s = s rat . Then b s divides the degree of the minimal polynomial of r, for any r
Remark 3.12. Let s ∈ Σ f be a proper G K -invariant cluster and assume K(s)/K is tame. Then by [M 2 D 2 , Lemma B.1] the cluster s has a centre z s ∈ K and so ρ s = d s and s ∈ Σ rat f . On the other hand, if a proper cluster s ∈ Σ f satisfies d s = ρ s , then a rational centre w s ∈ K of its is also a centre. Then s is G Kinvariant. 
and so min
the lemma follows.
Lemma 3.14 Let s be a proper cluster with rational centre w s and let t ∈ Σ f satisfying t ⊇ s. Then w s is a rational centre of t and ρ t ≤ ρ s . Furthermore, if s is a rational cluster and t s, then ρ t < ρ s .
Proof. It suffices to prove the lemma for t = P (s). Hence we want to show that min r∈P (s) v(r − w s ) = ρ P (s) and ρ P (s) ≤ ρ s . First of all,
as w s is a rational centre of t. Thus ρ t < ρ s . In particular, the lemma above shows that if s ∈ Σ f and s ∈ Σ rat f is a maximal rational subcluster of s, then s is a child of s. Moreover, the parent of a rational cluster is rational.
Definition 3. 16 We say that a proper rational cluster s ∈ Σ rat f is (rationally) minimal if it does not have any proper rational child. 
where w s and w s are rational centres of s and s respectively. 
The goal of this section is to describe the NP-regularity of f ∈ K[x] in terms of conditions on its cluster picture Σ f .
Lemma 3.22
Suppose that NP(f ) =: L has slope −ρ and let n be the denominator of ρ. Then f is NP-regular if and only if all proper clusters s ∈ Σ f with |s| > |ρ| p 1 satisfy d s = ρ.
More precisely, if s ∈ Σ f with |s| > |ρ| p but d s > ρ, then f | L has a multiple rootū = r π ρ ∈k, for some (any) r ∈ s. The multiplicity ofū equals |s|/p vp(n) , where s = {r ∈ R |ū = r π ρ }. Furthermore, all multiple roots of f | L come from a cluster s as described above.
Proof. Write n = m · p k where p m. Let R = {r i | i = 1, . . . , D} be the set of roots of f , where D := deg f , and let
be the p-adic expansion of r i (we fix here a choice of √ π, for large enough), where u i ∈ K nr root of unity of order prime to p. Firstly, note that there exists a proper cluster s with |s| > |ρ| p and d s > ρ if and only if there exists a subset
Secondly, recall that f is not NP-regular if and only if f | L has a multiple root in k. Therefore we will prove that f | L has a multiple root if and only if there exists a subset I ⊆ {1, . . . , D} with size |I| > p k and such that
and {u i | i = 1, . . . , D} is the multiset of roots of f , we can assume without loss of generality that f = f .
Then we prove the lemma with the additional assumption f (x) = f | L (x n ). Let {t j | j = 1, . . . , D/n} be the multiset of roots of f | L . Hence there exists an n-to-1 map
which induces an n-to-1 mapφ
where t j = w j π nρ + . . . is the p-adic expansion of t j andū i ,w j denote the reductions tok of u i , w j , respectively. Note that w j ∈k are the roots of f | L . Now, suppose that f is not NP-regular. We want to show that there exists a subset I ⊂ {1, . . . , D} with |I| > p k such that v(u i 1 − u i 2 ) > 0 for all i 1 , i 2 ∈ I. Since f is not NP-regular, its reduction f | L has a multiple root. Then there exist j 1 , j 2 ∈ {1, . . . , D/n} so thatw j 1 =w j 2 =:w. Hence, by the definition ofφ, we have at least 2p k u i 's with same reduction ink (and such thatφ(ū i ) =w). Let I denote the set of their indices. Then |I| ≥ 2p k > p k and v(u i 1 − u i 2 ) > 0 for all i 1 , i 2 ∈ I, as required.
Finally, suppose that there exists a subset I ⊂ {1, . . . , D} with |I| > p k and such that v(u i 1 − u i 2 ) > 0 for all i 1 , i 2 ∈ I. This meansū i 1 =ū i 2 for all i 1 , i 2 ∈ I. We want to show that f | L has a multiple root, that is there exist two indices j 1 , j 2 ∈ {1, . . . , D/n} such thatw j 1 =w j 2 . Suppose not and let j ∈ {1, . . . , D/n} such thatw j =ū m i =φ(ū i ) for some (all) i ∈ I. Sinceφ is induced by φ we have t j = φ(r i ) = r n i for all i ∈ I. Then the polynomial x n −w j = (x m −w j ) p k ∈k[x], induced by the factor x n − t j of f (x), should have a root of order |I| > p k . This would imply x m −w j inseparable, a contradiction as p m.
The rest of the lemma follows. . Furthermore, for every edge L of NP(f ), the multiple roots of f | L come from a proper cluster s as described above.
Proof. Let f = g 1 . . . g t be a factorisation of Theorem 2.1 and let −ρ i be the slope of NP(g i ). Denote by R the set of roots of f and by R i the set of roots of g i . Note that the R i 's are pairwise disjoint. For every edge L of NP(f ) there exists i such that f | L = g i | L . Hence, by Lemma 2.9 and Lemma 3.22, we need to prove that there exists a proper cluster s ∈ Σ f such that |s| > |λ s | p and d s > λ s if and only if for some i = 1, . . . , t there exists a proper cluster s i ∈ Σ g i such that |s i | > |λ s i | p = |ρ i | p and d s i > λ s i = ρ i . We will show that one can choose s = s i .
First of all, note that if s ∈ Σ f contains roots of different valuations, that is s R i for all i, then
Now suppose there exists a proper cluster s ∈ Σ f such that |s| > |λ s | p and d s > λ s . For the observation above, the inequality d s > λ s implies that s ⊆ R i for some i = 1, . . . , t. Let D be the v-adic disc such that s = D ∩ R. Since s ⊆ R i , one has s = D ∩ R i which means that s ∈ Σ g i , as required.
Finally suppose that for some i there exists s i ∈ Σ g i such that |s i | > |ρ i | p and d s i > ρ i . Let r i ∈ s i . Then
Consider the cluster s
where d s = d s i by construction. Again from the observation above the inequality d s > λ s implies that s is contained in R j for some j. 
so d s = λ s = ρ s , and w is a rational centre of s. Now assume |s| ≤ |λ s | p . In particular λ s / ∈ Z, and so
where w s is a rational centre of s. Then
In the following we give different characterisations of the previous definition.
Therefore the corollary follows from Remark 3.12.
Corollary 3.27 Suppose that K(R)/K is a tame extension. Then f (x + w) is NP-regular for some w ∈ K if and only if Σ f is nested.
Proof. First note that every cluster s ∈ Σ f has |ρ s | p ≤ 1, as K(R)/K is tame. Therefore from Corollary 3.24, we need to prove that Σ f is nested if and only if all clusters s ∈ Σ f have d s = ρ s and rational centre w, for some w ∈ K. But this follows from Remark 3.12.
Corollary 3.28 The cluster picture Σ f is almost rational if and only if for every root r ∈ R, there exists w ∈ K so that r w :
Proof. Fixr ∈ R and let s be the smallest proper cluster containing r. Let w s be a rational centre of s. Note that v(r − w s ) = ρ s = min r∈s v(r − w s ), for the choice of s. Moreover, for any proper cluster t containing r, we have s ⊆ t. In particular, w s is a rational centre of all such clusters. Therefore, by Theorem 3.23,r ws is a multiple root of f ws | L if and only if there exists t ∈ Σ f such that r ∈ t, |t| > |ρ t | p and d t > ρ t . Therefore if Σ f is almost rational, thenr ws is a simple root.
It remains to show that if t ∈ Σ f such that |t| > |ρ t | p and d t > ρ t , then for any
In particular, if w s is a rational centre of s, for any r ∈ s, the elements r − w s are all the roots of a polynomial with coefficients in K s , and constant term c such that |v(c)| p ≥ 1.
Proof. Let t = s rat . Since Σ f is almost rational, we must have |s| ≤ |ρ s | p = |ρ t | p . Let b t be the denominator of ρ t . Then v p (b t ) > 1. Fix r ∈ s and a rational centre w s of s, and consider
Finally, as s contains only conjugates of r ∈ s, we have |s| | |s | = |ρ s | p , and so |s| is a p-power.
Proposition 3.30 The cluster picture Σ f is almost rational if and only if for every proper cluster s ∈ Σ f one of the following is satisfied:
(a) the smallest disk containing s also contains a rational point; (b) after a translation by an element of K, the elements in s correspond to all the roots of a polynomial with coefficients in K s of p-power degree and constant term c such that |v(c)| p ≥ 1.
Proof. First of all note that point (a) is equivalent to requiring d s = ρ s . Therefore by Lemma 3.29 it only remains to show that if d s > ρ s and (b) is satisfied, then
as required.
We conclude this section by showing that the cluster picture (centred at 0) completely determines the Newton polygon of f . {{z}}. The cluster picture centred at z is nested, i.e., every cluster s ∈ Σ z f has at most one child in Σ z f .
Definition 3.33 Let z ∈K, and let s ∈Σ z f be a cluster centred at z. The radius of s with respect to the centre z is
Finally set
Remark 3.34. From the definitions above, if s is a cluster centred at z ∈ K s , then
But this does not mean z is a centre for s, that is false in general. For example, R is clearly a cluster centred at any element of K s , but any element of valuation lower than the valuation of a root r ∈ R can not be a centre of R.
Remark 3.35. Let s ∈ Σ f be a proper cluster with centre z and rational centre w.
Lemma 3.36 Let w ∈ K. Then there is a 1-to-1 correspondence between the clusters inΣ w f and the edges of NP(f (x+w)). More explicitly, if s 1 ⊂ · · · ⊂ s n = R are the clusters inΣ w f , then NP(f (x + w)) has vertices Q i , i = 0, . . . , n, where
Proof. Without loss of generality we can assume w = 0. First note that the coordinates of Q n are trivial. Now consider a factorisation f = c f · g 0 · g 1 · · · g s of Theorem 2.1 where the polynomials g j are monic and
Let R j be the set of roots of g j . It follows from the definition of cluster centred at 0 that n = s, and s i = i j=0 R j .
Let i = 1, . . . , n − 1. Then the x-coordinate of Q i follows as
The y-coordinate of Q i equals the sum of v(c f ) and the valuation of the constant term of n j=i+1 g j , so
that concludes the proof as |R 0 | = deg g 0 .
Notation 3.37 Following the notation of Lemma 3.36, let i ∈ {1, . . . , n} be such that s = s i . We will write L w s for the edge L i .
Description of a regular model
For the following sections we will use the main definitions, notations and results of [Dok, §3] .
Throughout this section, let C/K be a hyperelliptic curve of genus g ≥ 2, given by the equation
Moreover, all definitions and notations attached to Σ f (e.g. Σ rat f , Σ z f ) given in §3 are given for Σ C in the same way (e.g. Σ rat C , Σ z C ). Thanks to Lemma 3.36 we can explicitly relate the Newton polytope ∆ w v of g(x, y) = y 2 − f (x + w) and the cluster picture centred at w of f .
Lemma 4.1 Let w ∈ K. Then there is a 1-to-1 correspondence between the clusters inΣ w C and the faces of the Newton polytope
Furthermore, (possible choices for) the slopes of the edges of ∆ w v are:
for all i = 1, . . . , n − 1;
for all i = 1, . . . , n. In particular, as δ L i is the denominator of ρ w s i ,
Proof. The first part of the lemma follows from Lemma 3.36. For the second part, we only need to individuate, for all the edges, the two points P 0 and P 1 of [Dok, Definition 3.12] . It is easy to see that the followings are admissible choices.
• For V i and L i (i = 1, . . . , n), choose P 0 = (|s i |, 0) and P 1 = |s i |−1 2 , 1 . • For V 0 , choose P 0 = (0, 2) and P 1 = (1, 1); The second part of the lemma then follows from the first one.
Notation 4.2 Let C be as above and let w ∈ K. For every cluster s ∈ Σ w C denote by F w s the face of the Newton polytope ∆ w v of g w (x, y) = y 2 − f (x + w) that corresponds to s.
Following the notation of Lemma 4.1, let i ∈ {1, . . . , n} be such that s = s i . We will write L w s , V w s , V w 0 for the edges L i , V i , V 0 , respectively. Example 4.3. Let C be the hyperelliptic curve over Q 3 given by the equation
Its cluster picture centred at 0 is
where the subscripts represent the radii with respect to 0. As we can see, Σ 0 f consists of two clusters: s 1 of size 6, radius 1 3 and 0 s 1 = 3, and s 2 = R of size 11, radius 1 5 and 0 s 2 = 11 5 . Therefore the picture of ∆ broken into v-faces will be
where T = (0, 2), Q 0 = (0, 0), Q 1 = (6, 0), and Q 2 = (11, 0). Denoting the values of v on vertices, the picture becomes
Before stating the theorems which describe the proper flat model C of C, constructed in §5, we need some definitions.
Definition 4.4 Let F/K be an unramified extension and let Σ F = Σ rat C F (i.e., set of clusters cut out by disk with centre in F ). We define the following quantities: 
Definition 4.7 We say that C is y-regular if p D s for every proper s ∈ Σ rat C , i.e., if either p = 2 or D s = 1 for any proper s ∈ Σ rat C . Remark 4.8. Let F/K be an unramified extension. Then from Lemma 4.5, if C F is y-regular then C is y-regular. Conversely, if C is ∆ v -regular, then f is NP-regular, and all clusters have rational centre 0 by Theorem 3.23. It remains to show that if p = 2 then D s = 1 for every
The genus g(s) of a rational cluster s ∈ Σ F is defined as follows:
• If D s = 1, then g(s) = 0.
• If D s = 2, then 2g(s) + 1 or 2g(s) + 2 equals
Definition 4.11 Let Σ min C be the set of rationally minimal clusters of C and let Σ ⊆ Σ min C . For each cluster s ∈ Σ, fix a rational centre w s ; if possible, choose w s ∈ s. Let W be the set of these rational centres and define Σ W = w∈W Σ w C . For any proper cluster s ∈ Σ W fix a rational centre w s ∈ W . Denote r s = ws−r π ρs for r ∈ R and define reductions f
where the union runs through all s ∈ Σ W , s < s. Finally define the k-schemes
12 Given a scheme X /O K we will denote by X η its generic fibre X × Spec O K Spec K, and by X s its special fibre X × Spec O K Spec k.
Notation 4.13 If C = C 1 ∪ . . . C r is a chain of P 1 k s of length r and multiplicities m i ∈ Z (meeting transversely), then ∞ ∈ C i is identified with 0 ∈ C i+1 , and 0, ∞ ∈ C are respectively 0 ∈ C 1 and ∞ ∈ C r . Finally, if r = 0, then C = Spec k and 0 = ∞.
and r minimal. We write P 1 (α, a, b) for a chain of P 1 k s of length r and multiplicities αd i . Furthermore, we denote by P 1 (α, a) the chain P 1 (α, a, αa − 1 /α).
Theorem 4.15 and Theorem 4.19 will be proved in §5.
Theorem 4.15 Let C/K be a hyperelliptic curve given by a Weierstrass equation y 2 = f (x), and let Σ, W and Σ W as in Definition 4.11. Then there exists a proper flat model C/O K of C such that its special fibre C s /k consists of 1-dimensional schemes glued along 0-dimensional intersections as follows:
Furthermore, if Σ C is almost rational and C is y-regular, then, by choosing Σ = Σ min C , the model C is regular with strict normal crossings. In that case, if s is übereven and s is even, then Γ s X s × P 1 k , otherwise Γ s is irreducible of genus g(s).
Definition 4.16 Let s ∈ Σ K nr . We say that • s is removable if either |s| = 1 or s = R and it has a (rational) child of size 2g + 1. 
where u s ,s = w s −ws π ρs mod π.
In the next theorem we describe the minimal regular model of C with normal crossings. We use Definitions/Notations 3. 1, 3.2, 3.3, 3.6, 3.8, 3.9, 3.25, 4.4, 4.7, 4.10, 4.14, 4.16, 4.17, 4.18 in the statement.
Theorem 4.19 (Minimal regular NC model) Let C/K : y 2 = f (x) be a hyperelliptic curve. Suppose C K nr is y-regular and Σ C K nr is almost rational. Then the minimal regular model with normal crossings C min /O K nr of C has special fibre C min s /k s described as follows:
(1) Every s ∈Σ gives a 1-dimensional subscheme Γ s of multiplicity m s . If s is übereven and s is even, then Γ s is the disjoint union of Γ In (3) and (5), a chain indexed by r goes from Γ r s (to Γ r P (s) in (3)). The Galois group G k acts naturally, i.e., for every σ ∈ G k , σ(Γ r s ) = Γ σ(r) σ(s) , and similarly, on the chains.
If Γ s is irreducible, then its function field is isomorphic to k s (x)[y] with the relation y Ds =f s (x).
Remark 4.20. Note that if Γ s or Γ P (s) is reducible then p s /γ s = 2.
As an application of Theorem 4.19 we suppose p = 2 and C to be semistable. In this setting [M 2 D 2 , Theorem 8.5] describes the minimal regular model of C in terms of its cluster picture Σ C . We compare that result with the one obtained from Theorem 4.19 (Corollary 4.22) .
First note that C K nr is y-regular as p = 2. From [M 2 D 2 , Definition 1.7], if C is semistable then (1) the extension K(R)/K is tamely ramified;
(2) every proper cluster is Gal(K s /K nr )-invariant;
(3) every principal cluster has d s ∈ Z and ν s ∈ 2Z.
It follows from Corollary 3.26 that Σ C K nr is almost rational.
In fact, (1) and (2) imply ρ s = d s and s = ν s for any proper cluster s (Remark 3.12). In particular, Σ K nr = Σ C . Finally, note thats is the set of odd children of s ∈ Σ C . Proof. Let s ∈ Σ C be a non-removable cluster. Clearly we need to study the cases when s is not principal. First note that d s ∈ 1 2 Z by Lemma3.11. Suppose s = R, even, with exactly 2 children. By Lemma 3.18, d R ∈ Z. Since s is non-removable, one of its children, say s , is principal. Then d s ∈ Z and ν s ∈ 2Z. Therefore Proof. Let s ∈ Σ C . From Lemma 4.21, we have D s = 2, γ s s s ∈ Z and if s is minimal, γ 0 s s 0 s ∈ Z. Therefore (2), (4) and (5) of Theorem 4.19 do not give any components. Finally, as γ s = 1 for any s = R and p s
The corollary then follows from Theorem 4.19.
Construction of the model
We are going to construct a proper flat model C/O K of C by glueing models defined in [Dok, §4] . For this reason we will assume the reader has familiarity with the definitions and the results presented in that paper. Let us start this section by describing the strategy we will follow.
Let Σ min C be the set of rationally minimal clusters of C and let Σ ⊆ Σ min C . For any cluster s ∈ Σ fix a rational centre w s . If possible, choose w s ∈ s. 2 Let W be the set of all such rational centres and define Σ W := w∈W Σ w C . For every proper cluster t ∈ Σ W Σ inductively fix a rational centre w t = w s for some cluster s < t (Lemma 3.14). For every cluster w ∈ W , consider the curve C w : y 2 = f (x + w), isomorphic to C, and construct the (proper flat) model C w ∆ /O K by [Dok, Theorem 3.14] . We will define an open subschemeC w ∆ of C w ∆ and we will show that glueing these schemes along common opens gives a proper flat model C
∆ is the open subscheme of regular points of C w ∆ and therefore C is also regular. 5.1. Charts. Let Σ = {s 1 . . . , s m } ⊆ Σ min C be a set of rationally minimal clusters and let W = {w 1 , . . . , w m } be a set of corresponding rational centres, where
Note that for the chioce of the rational centres w h , the subset of proper clusters of Σ w h C coincides withΣ w h C . For any h, l = 1, . . . , m, h = l, define w hl := w h − w l , and write w hl = u hl π ρ hl , where u hl ∈ O × K and ρ hl ∈ Z. Note that ρ hl = ρ s h ∧s l = ρ lh , by Lemma 3.18. Definition 5.1 Let h = 1, . . . , m and let t ∈ Σ w h C be a proper cluster. We say that a matrix M is associated to
the toric scheme defined in [Dok, §4.2] .
The following lemma describes all possible matrices associated to t.
Lemma 5.2 Let t ∈ Σ w h C be a proper cluster. Consider the face F w h t . Let P 0 , P 1 ∈ Z 2 and n i , d i , k i ∈ Z be as in [Dok, §4] and define
where P 0 = (|t|, 0), P 1 = ( |t|−1 /2 , 1) and δ = δ V w h t .
• If f (w h ) = 0, then for all j = 0, . . . , r V w h 0 , we have
Proof. We follow the notation of [Dok, §4] . Choose the points P 0 and P 1 as in the proof of Lemma 4.1.
First consider the edge L w h 
Now assume t even and consider the edge
,j follow again from [Dok, (4. 3)] as
Similar arguments and computations yield the remaining matrices. 
The following two lemmas prove that T hl M (X, Y, Z) ∈ R. Lemma 5.3 Let h, l = 1, . . . , m, with h = l, let t ∈ Σ w h C be such that t ⊇ s h ∧ s l and let M be a matrix associated to t. Then
Proof. This result follows from Lemma 5.2, which gives us a complete description of M and M −1 . We show it when t is even and M = M V w h t ,j , and leave the other cases for the reader. First of all recall that ρ hl = ρ s h ∧s l by Lemma 3.18. Then
where δ = δ M . Note that if t = R and j = r V w h R then d j+1 = 0 and n j+1 = −1. But the inequality stays true since ρ hlm23 −m 21 = ρ tm23 −m 21 = −n j+1 = 1 > 0.
Similarly,
In particular ρ hlm33 −m 31 = 0 if and only if t = s h ∧ s l and j = 0.
Lemma 5.4 Let t ∈ Σ w h C be a proper cluster such that t ⊇ s h ∧ s l , and let M be a matrix associated to t. Theñ
Proof. This result follows again from Lemma 5.2. As in the previous lemma, we show it when t is even and M = M V w h t ,j , and leave the other cases for the reader.
In particularm 21 − ρ hlm23 = 0 if and only if t < s h ∧ s l and j = r.
where M runs through all matrices associated to some proper cluster t ∈ Σ w h C . We can then define the subscheme [Dok, Theorem 3.14] (see [Dok, §4] for the explicit construction). More concretely, let g h (x, y) := y 2 − f (x + w h ) and write
, as in [Dok, 4.4] , and consider the subscheme
where M runs through all matrices associated to some proper cluster t ∈ Σ w h C . 5.3. Glueing. Let h, l = 1, . . . , m, with h = l. Consider the isomorphism
If t ⊇ s h ∧ s l and M is a matrix associated to t, then φ gives Hence (3) induces the isomorphisms
Define the subschemes
where the union runs over all matrices M l associated to some proper cluster
From (2), (3) and (4) we have isomorphisms of schemes (5) gives the schemes C ⊂ X . We will show that C/O K is a proper flat 3 model of C. 5.4. Generic fibre. We start studying the generic fibre C η of C. Since it is the glueing of allC w h ∆,η through the glueing maps
For every choice of a proper cluster t ∈ Σ w h C , and M associated to t, let
.
To study P M we are going to use Lemma 5.2 and the definition of T h M (X, Y, Z). 
3 Note that the flatness of C is trivial since it is a local property.
Therefore
Thus the generic fibre of C is isomorphic to C.
5.5.
Special fibre. We now study the structure of the special fibre C s of C. As for the generic fibre, we start considering
for any h = 1, . . . , m. So for every choice of a proper cluster t ∈ Σ w h C , and M associated to t, let
which impliesm 23 = 0 by Lemma 5.2. Therefore (7) {T hl M (X, Y, Z) = Ym 23 Zm 33 = 0} = ∅, from the definition of T hl M (X, Y, Z). On the other hand, if t s l ∧ s h , then by Lemma 5.3, we have ρ hlm23 −m 21 ≥ 0 and ρ hlm33 −m 31 > 0. Moreover, if ρ hlm23 −m 21 = 0, then i = r L w h t , which impliesm 23 = 0 by Lemma 5.2 as above. Therefore we have (7) again. Now assume instead t = s l ∧ s h . Since ρ t = ρ hl ∈ Z, then ρ hlm13 −m 11 = −1, as δ M = 1 and we can choose k i = k i+1 = 0 in the description of M of Lemma 5.2. Hence T hl M (X, Y, Z) = 1 + u hl X −1 = X −1 (X + u hl ) , by Lemma 5.3. Thus
where the product runs over all l = h such that t = s l ∧ s h . We want to show that S M consists of singular points of C w h ∆ . Lemma 5.5 Consider the model
C , Σ C is almost rational and C is y-regular, then the converse also holds.
Proof. Singular points of C w h ∆ may come from horizontal edges of ∆ w h v , corresponding to multiple roots of f h | L . More precisely, denote by m α (X) ∈ O K [X] a lifting of the minimal polynomial in k[X] ofᾱ ∈ k s . Then by [Dok, §4.5] and Lemma 4.6, P ∈ C w h ∆ is a singular point if
, for some horizontal edge L of ∆ w h v , and some multiple rootᾱ of f h | L . If C is y-regular, then Lemma 4.6 and the structure of the Newton polytope ∆ w h v only allow singular points as above. By Theorem 3.23,ᾱ is a multiple root of f h | L if and only ifᾱ = r π λs where s ∈ Σ f h proper with |s| > |λ s | p and d s > λ s , r ∈ s such that v(r) = λ s , and L is the edge of NP(f h ) of slope −λ s . Let R h be the set of roots of f h . Note that we have a bijection Letᾱ be a multiple root of f h | L and let s ∈ Σ f h associated toᾱ as above. We want to prove that if Σ C is almost rational and Σ = Σ min C , then there exists l = h so thatᾱ = u lh . Note first w h is not a rational centre of ψ(s). Indeed, if w h is a rational centre of ψ(s), then
which contradicts our assumptions on Σ C . As {s 1 , . . . , s m } = Σ min C , we must have that w l is a rational centre of ψ(s), for some l = h. Then w l − w h = w lh is a rational centre for s. Let r ∈ s with v(r) = λ s , and let r = r + w h ∈ ψ(s). Since λ s < ρ ψ(s) ≤ v(r − w l ), we have r π λs = w l π λs in f.
Thereforeᾱ
We want to show λ s = ρ hl . Since s l ⊆ ψ(s) but s h ⊆ ψ(s), we have ψ(s) s h ∧ s l and so ρ hl = ρ s h ∧s l < ρ ψ(s) , by Lemma 3.14. Moreover, for every root r ∈ ψ(s), one has
as v(r − w l ) ≥ ρ ψ(s) > ρ s h ∧s l . In particular λ s = ρ hl . Now, for any l = h consider s l , and its corresponding cluster ψ −1 (s l ) of f h . As above v(r − w h ) = ρ hl ∈ Z for every root r ∈ ψ −1 (s l ), so in particular, |λ ψ −1 (s l ) | p ≤ 1. Therefore |ψ −1 (s l ) w h | = |ψ −1 (s l )| > |λ ψ −1 (s l ) | p , and
which implies thatᾱ = u lh is a multiple root of f h | L where L is the edge of NP(f h ) of slope −ρ hl . Since the edge of NP(f h ) of slope −ρ hl corresponds to L w h s h ∧s l , the first part of the lemma follows.
Let t l ∈ Σ w l C , t l < s h ∧ s l . Then
as v(r − w h ) > ρ hl if and only if r−w h π ρ hl = u lh . Thus the order of u hl is |t l | by Theorem 3.23.
In particular, if Σ = Σ min C , Σ C is almost rational and C is y-regular thenC w h ∆ is regular for every h. Thus C is a regular scheme with C η C.
Assume that if t = s l ∧ s h then j = 0 and that if t < s l ∧ s h then j = r V w h t . By Lemma 5.3 and Lemma 5.4, we have ρ hlm23 −m 21 = 0 and ρ hlm33 −m 31 = 0, that implies (7) as before. If t = s l ∧ s h and j = 0, then ρ hlm33 −m 31 = 0 but ρ hlm23 −m 21 > 0. So 5.6. Components. Now that we have described the special fibre of C, let us introduce some notation for closed subschemes that compose it. Let t ∈ Σ W . For any h = 1, . . . , m such that s h ⊆ t recall the definition ofX F w h From the lemma above the multiplicity of Γ t is m t . The lemma below gives the defining equation of Γ t on the chart X M , for a certain matrix M associated to t.
Then the 1-dimensional subschemeX F (orX F ) on the affine chart X M is given by
. In particular the points in S M belong to all the irreducible components ofX F . Proof. Let ∆ w h v be the Newton polytope of C w h : y 2 −f (x+w h ). For its structure, X F is given on X M by Y b − X a f h | L (X), for some b = 1, 2 and a ∈ Z. Moreover, if b = 2 then 2 − D t = r L = 0. We prove the converse also holds. Suppose D t = 2, that is b t t ∈ 2Z. On the other hand if P = (cb t t /2, 1) then v F (P ) ∈ Z from the proof of Lemma 4.6. Then a follows from the choice of P and Definition 2.5 (choose k 0 = |t|/2 + 1 − c t b t /2 and k 1 = −c in the description of M of Lemma 5.2). Finally, the last part of the lemma follows from Lemma 5.5.
This notation agrees with Definition 4.11. Indeed, let g h (x, y) = y 2 − f h (x) and r t = w h −r π ρ t for any r ∈ t.
Finally, by Lemma 5.5, if t = s h the polynomial defining
where u = c f r∈R / ∈s r t and t l ∈ Σ w l C , t l < t for any l. Indeed
where w l is a rational centre of s and u hh := 0.
Proof. Let c ∈ Z be as in Definition 4.10. If t has two or more children in Σ rat C , then b t = 1, and so c = 0. Hencet is the set of odd rational children and so the proposition follows from Lemma 5.7 and Lemma 5.5. 5.7. Separatedness. It remains to prove that C is a proper scheme. We first show it is separated. Clearly it suffices to prove that X /O K is separated. Since the schemes X h ∆ are separated, then the open subschemesX h ∆ are separated as well by [LiA, Proposition 3.3.9] . Consider the open cover {V h M } h,M of X . Let h, l = 1, . . . , m and let M h and M l be matrices associated to proper clusters t h ∈ Σ w h C and t l ∈ Σ w l C respectively. By [LiA, Proposition 3.3 .6] we want to show
The definition of the glueing map 5 implies (i). If h = l, or s l ⊂ t h , or s h ⊂ t l , then ((ii)) follows from the separatedness ofX h ∆ andX l ∆ . So assume l = h, and t h , t l s h ∧ s l . Consider the Moebius transformation
, y → y (xw −1 hl + 1) g+1 . It sends the curve C w l to the isomorphic hyperelliptic curve C h l : y 2 = (xw −1 hl + 1) 2g+2 f x(xw −1 hl + 1) −1 + w l .
As
is an open subscheme of X lh ∆ , isomorphic to V l M . We can clearly carry out similar constructions for t h , M h .
By comparing the Newton polytopes ∆ lh v and ∆ hl v , we see that the Moebius transformation
Recall the definition of φ in (2), which induces the glueing map between V l M l and V h M h . Since the following diagram
follows from the separatedness of X lh ∆ .
5.8. Properness. By [EGA, IV.15.7.10] , it remains to show that C s is proper. From [LiA, Exercise 3.3 .11], we only need to prove that the 1-dimensional subscheme Γ t is proper for every t = s h ∧ s l . Indeed every other component is entirely contained in a model C w h ∆ , which is proper (see §5.5). Let t = s h ∧ s l for some h, l = 1, . . . , m, with h = l. For any o = 1, . . . , m such that s o ⊂ t, let t o be the unique child of t with s o ⊆ t o < t. Then Γ t is equal to the glueing of the schemes
for all o such that s o ⊂ t, through the isomorphism (5) and the glueing maps in the definition of C wo ∆ . In particular, for any o as above there exists a natural birational map s o : Γ tXF wo t which is defined as the identity morphism on the dense open Γ t ∩C wo ∆ . Let Y /k be a non-singular curve, let P ∈ Y and let Y {P } g −→ Γ t be a non-constant morphism of curves. We want to show that g extends to Y . For every o as above,X F wo t is proper, so the birational map
for some o such that s o ⊂ t (we will later show this is always the case), then there exists an open neighbourhood U of P o such that U ⊆ X F wo t ∩C wo ∆ and so 
where we denote by φ go and φ g h the homomorphisms between function fields induced by g o and g h . The vertical isomorphism is induced by the map
But the rational function X + u oh vanishes at P o , while X does not vanish at P h by (8). This gives a contradiction, asḡ o (P ) = P o andḡ h (P ) = P h . 5.9. Genus. Suppose Σ = {s 1 , . . . , s m } = Σ min C , Σ C is almost rational and C is y-regular. Let t ∈ Σ w h C be a proper cluster. Proposition 5.9 Let t ∈ Σ w h C and let w t = w h . On the affine open U h M the 1-dimensional scheme Γ t is given by
In particular, (1) if D t = 1, then Γ t P 1 k ; (2) if D t = 2 and t is übereven, then Γ t over k s is the disjoint union of two P 1 s; (3) in all other cases, Γ t is a hyperelliptic curve of genus g(t).
Proof. The first part of the proposition follows from Proposition 5.8.
For the second part of the statement note that if D s = 1 then the result follows. Suppose D s = 2. Then p = 2 as C is y-regular. Since g(X) = s∈t (X − u lh )f t (X) is a separable polynomial, it only remains to prove that t is übereven if and only if g(X) ∈ k.
Suppose t is übereven. Then all its children are rational cluster by Lemma 3.29 since they are even and p is odd. In particular b t = 1 by Lemma 3.18 and sõ t = ∅ since it equals the set of odd rational children. Therefore t s<t s = ∅, and so f t ∈ k. Thus g ∈ k.
Now suppose g ∈ k. Thent = ∅ and t = s∈Σ rat C ,s<t s. In particular t has two or more children in Σ rat C , and so b t = 1, again by Lemma 3.18. But thent is the set of odd children of t, and so all rational children of t are even.
5.10
. Minimal regular SNC model. Suppose the base extended curve C K nr satisfies the condition of §5.9, and consider the model C/O K nr constructed before. We want to see what components of C s can be blown down to obtain the minimal regular model with normal crossings. Recall [Dok, §5] . Let Σ K nr = Σ rat and L w h s give no component in C w h ∆,s ). To have self-intersection −1, Γ s has to have multiplicity > 1. It follows from Lemma 5.6 that ρ s / ∈ Z, as s 2 −ρ s ∈ Z. Moreover, by Lemma 3.11, one has ρ s ∈ 1 2 Z. Therefore s is odd and the multiplicity of Γ s is 2. Let r := r V w h s and consider the chain
given by V w h s . If Γ s can be blown down then d 1 = 1. Since n 0 d 0 = − s 2 + 2ρ s , we have d 0 = 2. In particular d 1 = 1 if and only if ρ s − ρ P (s) = n 0 d 0 − n r+1 d r+1 ≥ 1 2 . Thus if |s| = 2, then Γ s can be blown down if and only if ρ s / ∈ Z, s odd, ρ P (s) ≤ ρ s − 1 2 . Note that this is case (1) of Definition 4.16.
Second consider the case |s| = 2g + 2 with a unique proper rational child s of size 2g. The argument is very similar to the previous one. If Γ s can be blown down then it must have multiplicity > 1 and this implies ρ s / ∈ Z again by Lemma 5.6. From Lemma 3.11 it follows that (|s| − |s |)ρ s ∈ Z, so ρ s ∈ 1 2 Z. Then m s = 2 and v(c f ) 2 =
so v(c f ) odd. Let r := r V w h s and consider the chain
given by V w h s . If Γ s can be blown down then d r = 1. Since n r+1 d r+1 = − s 2 + (g + 1)ρ s , we have d 0 = 2. In particular d r = 1 if and only if ρ s − ρ s = n 0 d 0 − n r+1 d r+1 ≥ 1 2 . Thus if s has size 2g + 2 and it has a unique proper child s ∈ Σ K nr of size 2g, then Γ s can be blown down if and only if ρ s / ∈ Z, v(c f ) odd, ρ s ≥ ρ s + 1 2 . This is case (2) of Definition 4.16.
Finally, if |s| = 2g +1, s has a proper child s ∈ Σ K nr of size 2g and s 2 −gρ s ∈ Z, then ρ s ∈ Z, as (|s| − |s |)ρ s ∈ Z. It follows that m s = 1, but then the selfintersection of Γ s is not −1, since it intersects the rest of C s in at least two points as before. Hence in this case Γ s can never be blown down.
Now assume there exists l = h such that s = s h ∧s l . Then s is not minimal. Let s h , s l ∈ Σ K nr be such that s h ⊆ s h < s and s l ⊆ s l < s. Suppose Γ s irreducible. If |s| ≤ 2g (or, equivalently, s is not the largest non-removable cluster), then Γ s intersects at least other 3 components of C s (given by s h , s l , and P (s)). 
we have d r+1 = 2. As before d r = 1 if and only if ρ s h −ρs 2 = n 0 d 0 − n r+1 d r+1 ≥ 1 2 and similarly for s l . Thus if s has two or more rational children and Γ s is irreducible then it can be blown down if and only if v(c f ) is odd and s = R is union of its 2 rational children s h and s l , satisfying ρ s h ≥ ρ s + 1, ρ s l ≥ ρ s + 1. This is case (3) of Definition 4.16.
Suppose now Γ s reducible. By Proposition 5.9 s is übereven, s is even and Γ s is the disjoint union of Γ − s P 1 and Γ + s P 1 . As before, both Γ − s and Γ + s intersect at least other two components (given by the proper children of s). But then neither Γ − s nor Γ + s has self-intersection −1, as m s = 1.
It remains to show that after blowing down all components Γ s where s is a contractible cluster, no other component can be blown down. First note that if s is a contractible cluster, then b s = 2 and Γ s intersects one or two other components of multiplicity 1 in two points. If it intersects only one component, then after the blowing down, the latter will have a node and will not be isomorphic to P 1 . If Γ s intersects two components and those intersect something else in C s , then they will not have self-intersection −1 also when Γ s is blown down. Therefore suppose that one of those two does not intersect any other component of C s . If we are in case (1) or case (2), it is easily to see that this never happens. Then without loss of generality assume to be in case (3) and that Γ s h is the component that can be blown down once Γ s has been contracted. This implies s h = s h and ρ s h = ρ s + 1. But then D s h = 2 and |s h |/2 ≥ 1. Hence g s h ≥ 2 and so Γ s h cannot be blown down.
5.11. Galois action. Consider the base extended hyperelliptic curve C K nr /K nr . The rational clusters and their corresponding rational centres of C K nr are then over K nr . Assume Σ C K nr is almost rational and let Σ min C K nr = {s 1 , . . . , s m } be the set of rationally minimal clusters of C K nr . Fix a set W = {w 1 , . . . , w m } of corresponding rational centres w h ∈ K nr . By Lemma A.1, we can assume this choice to be G K -equivariant, i.e., for any σ ∈ G K , one has σ(w l ) = w h if and only if σ(s l ) = s h .
For
These maps describe the action of σ on C (see §5.3). In particular, if s h ∧ s l ⊆ t, then the glueing map (5) and σ are equal.
Let s ∈ Σ rat C K nr be a proper cluster, G s = Stab G K (s), K s = (K s ) Gs and k s be the residue field of K s . Let w s ∈ K s be a rational centre of s. Let Γ s be the regular 1-dimensional scheme defined in §5.6 and letΓ s /k s be the regular 1-dimensional scheme given by
where u s s = w s −ws π ρs , and f s as in Definition 4.18. Then there is a natural k s -isomorphism Γ s →Γ s by Proposition 5.9. Furthermore, it is actually a k sisomorphism, since the action of σ ∈ Gal(k s /k s ) corresponds to the glueing maps in C and is trivial on Γ s .
A similar argument shows that X s : {g s = 0}, where w s is the rational centre chosen in the definition of g s .
Integral differentials
Let C be a hyperelliptic curve of genus g ≥ 2 defined over K by a Weierstrass equation y 2 = f (x). It is well-known that the K-vector space of global sections of the sheaf of differentials of C, namely H 0 (C, Ω 1 C/K ), is spanned by the basis
, . . . , x g−1 dx 2y .
Let C be a regular model of C over O K and consider its canonical (or dualising) sheaf ω C/O K . The free O K -module of its global sections H 0 (C, ω C/O K ) can be viewed as an O K -lattice of H 0 (C, Ω 1 C/K ) (see [LiA, Corollary 9. 2.25(a)]). The aim of this section is to present a basis of H 0 (C, ω C/O K ) as an O K -linear combination of the elements in ω under the assumptions of Theorem 4.19. Note that by [LiA, Corollary 9.2.25(b) ] the problem is independent of the choice of model but it does depend on the choice of the equation y 2 = f (x) since the basis ω does. Throughout this section let C and C/O K be as above.
If C is ∆ v -regular, [Dok, Theorem 8.12] gives an O K -basis of H 0 (C, ω C/O K ), as required. We rephrase it in terms of cluster invariants, by using results of §3 and Lemma 4.9.
Theorem 6.1 Assume that C is y-regular. For any cluster s ∈ Σ C , set λ s = min r∈s v(r). Suppose that all proper clusters s ∈ Σ C with |s| > |λ s | p have d s = λ s . Let s 1 ⊂ · · · ⊂ s n = R be the proper clusters in Σ 0 C . For every j = 0, . . . , g − 1, define i j := min{i ∈ {1, . . . , n} | 2(j + 1) ≤ |s i |} and e j := 1 2
Then the differentials µ j = π e j x j dx 2y j = 0, . . . , g − 1,
Proof. The theorem is a consequence of [Dok, Theorem 8.12 ], Theorem 3.23, Lemma 4.9 and Lemma 4.1.
Corollary 6.2 Suppose C is y-regular, Σ C is almost rational and all proper clusters s ∈ Σ C have same rational centre w ∈ K. Let s 1 ⊂ · · · ⊂ s n = R be the proper clusters in Σ w C . For every j = 0, . . . , g − 1, define i j := min{i ∈ {1, . . . , n} | 2(j + 1) ≤ |s i |} and e j := 1 2 s i j − (j + 1)ρ s i j .
Then the differentials
Proof. Let C w : y 2 = f (x + w) be the hyperelliptic curve isomorphic to C through the change of variable y → y, x → x + w. By Corollary 3.24 and Lemma 4.9, the curve C w is ∆ v -regular and so satisfies the hypothesis of Theorem 6.1 (alternatively they can be checked directly). Therefore µ j = π e j x j dx 2y j = 0, . . . , g − 1,
form an O K -basis of H 0 (C, ω C/O K ) as a subset of H 0 (C w , Ω 1 C w /K ) (that is if C is regarded as a model of C w ). Changing variables concludes the proof.
Suppose now C is y-regular and Σ C is almost rational. Let Σ min C be the set of rationally minimal clusters and let W = {w s | s ∈ Σ min C } be a corresponding set of rational centres, where w s ∈ s if possible. For every proper cluster t ∈ Σ rat C , choose a minimal cluster s ⊆ t and set w t := w s . Consider the regular model C/O K of C of Theorem 4.15 constructed in §5 that the model C by glueing the open subschemes C w ∆ of C w ∆ for w ∈ W . We want to describe the canonical morphism C → C. Let C w : y 2 = f (x + w) and
, as in [Dok, 4.4] . Let t ∈ Σ w C be a proper cluster and let M be a matrix associated to t. Then, on the affine chart X M the projection
where ( 
For a proper cluster t ∈ Σ rat C recall the definitions of Γ t and m t . Proposition 6.3 Let t ∈ Σ rat C be a proper cluster. Then
Then from the proof of [Dok, Proposition 8 .1] and Lemma 4.1 it follows that
by [LiA, Lemma 9.2.17(a) ]. Since w s is a rational centre of t for Lemma 3.14, Remark 3.35 implies ρ ws t = ρ t and ws t = t . Then the proposition follows since δ be the two components of Γ t on U . Consider Γ − t . By [LiA, Corollary 6.4.14] , the sheaf ω
if this determinant is non-zero. As (m 13 ,m 23 ) = (0, 0), the determinant above is non-zero. Recall the polynomials G 0 , H in the proof of [Dok, Proposition 8.1] .
from the proof of [Dok, Proposition 8.1] . This implies that
Then we want to show
We have
Xh (X)
that trivially implies h(X) = X n , where n = −m 13 m 23 ∈ Z ≥0 . Thus f | L (X) = X 2n , but this is impossible since NP(f | L (X)) = NP(X 2n ).
In the following two theorems we describe a basis of integral differentials of C. We use Definitions/Notations 3. 1, 3.2, 3.6, 3.8, 3.9, 3.25, 4.4, 4.7 in the statements. Theorem 6.4 Let C/K be a hyperelliptic curve of genus g ≥ 2 defined by the Weierstrass equation y 2 = f (x) and let C/O K be a regular model of C. Suppose C is y-regular and Σ C is almost rational. For i = 0, . . . , g − 1 choose inductively proper clusters s i ∈ Σ rat C so that
where if s and s are two possible choices for s i satisfying s ⊂ s, then choose s i = s. Then the differentials
Proof. Since H 0 (C, ω C/O K ) is independent of the choice of regular model, we consider C to be the model described in Theorem 4.15 (and constructed in §5). We first show that the differentials µ i are global sections of ω C/O K . It suffices to prove they are regular along all components Γ t , where t ∈ Σ rat C proper. Indeed for the construction of C and the definition of the e i 's, the differentials µ i are regular along all other components of C s by Corollary 6.2. Fix i = 1, . . . , g − 1 and let j = 0, . . . , i − 1. Let t ∈ Σ rat C be a proper cluster. If s j ⊆ t then
by Proposition 6.3. If t s j then w t is a rational centre of s j .
Hence
Therefore Lemma 3.18 implies
If s j t and t s j then
as ρ t > ρ s j ∧t . Thus we have proved that
where the equality holds if t ⊂ s j .
Therefore it follows from Proposition 6.3 that
then ord Γt µ i > −1, that implies ord Γt µ i ≥ 0, as required. Now we need to show that the differentials µ i span H 0 (C, ω C/O K ), i.e., the lattice they span is saturated in the global sections of ω C/O K . Suppose not. Then there exist I ⊆ {0, . . . , g − 1} and u i ∈ O × K for i ∈ I such that the differential 1 π i∈I u i µ i is regular along Γ t , for every proper cluster t ∈ Σ rat C . Let I 1 ⊆ I be the set of indices i such that γ i := e i − e i is maximal. Let I 2 ⊆ I be the set of indices i ∈ I 1 such that s i is maximal with respect to the inclusion. Define i 0 := min I 2 and denote by Γ 0 the closed subscheme Γ s i 0 . First we want to show that s i 0 ⊂ s j for all j = 0, . . . , i 0 . Suppose by contradiction that there exists j 0 < i 0 such that s i 0 s j 0 . Then by the definitions of s i 0 and s j 0 one has ρ s j ∧s i 0 by the computations above. We want to show that J = I 2 . We have already noted that i 0 ∈ J. Assume i ∈ J, i = i 0 . Then the equality e i = s i 0 2 −ρ s i 0 − i−1 j=0 ρ s j ∧s i 0 implies s i 0 ⊆ s i , while it follows from γ i = γ i 0 that i ∈ I 1 . Hence s i = s i 0 , as i 0 ∈ I 2 , and so i ∈ I 2 . On the other hand, if i ∈ I 2 then s i = s i 0 by definition and this trivially implies e i = 1 2 s i 0 − ρ s i 0 − i−1 j=0 ρ s j ∧s i 0 . Moreover, γ i = γ i 0 as I 2 ⊆ I 1 . Therefore J = I 2 . For any i ∈ I 2 we have e i − e i 0 = e i − γ i − e i 0 + γ i 0 = e i − e i 0 = − i−1 j=i 0 ρ s j ∧s i 0 . Let i 1 := max I 2 . We have already proved that s j ⊂ s i 0 and s i 0 ⊂ s j for any j ∈ I with i 0 ≤ j ≤ i 1 , as s i 1 = s i 0 . Therefore for any j ∈ I with i 0 ≤ j ≤ i 1 such that s j = s i 0 , we have ρ s j ∧s i 0 ∈ Z and ord Γ 0 (x − w s j ) = min{ord Γ 0 (x − w s i 0 ), ord Γ 0 (w s i 0 − w s j )} = m s i 0 min{ρ s i 0 , ρ s i 0 ∧s i } = m s i 0 ρ s j ∧s i 0 = ord Γ 0 (w s j − w s i 0 ), by Lemma 3.18. Since ws j −ws i 0 π ρ s j ∧s i 0 ∈ O × K , it follows from (10) that 
which is a unit since, for the structure of ∆ w v , the polynomial F w M (X, Y, Z) in {Z = 0} is of the form Y 2 − G(X) or Y − G(X) for some non-constant G(X) ∈ K[X]. This gives a contradiction and concludes the proof.
Assume now C K nr is y-regular and Σ C K nr is almost rational as in Theorem 4.19. Since |Σ C | is finite, there exists a finite unramified extension F/K such that C F is y-regular and Σ C F is almost rational. In this setting the next theorem gives a basis of integral differentials of C. Theorem 6.5 Let C/K be a hyperelliptic curve of genus g ≥ 2 defined by the Weierstrass equation y 2 = f (x) and let C/O K be a regular model of C. Suppose there exists a finite unramified extension F/K such that C F is y-regular and Σ C F is almost rational. Let Σ F = Σ rat C F . For i = 0, . . . , g − 1 choose inductively proper clusters s i ∈ Σ F so that , i = 0, . . . , g − 1,
form an O K -basis of H 0 (C, ω C/O K ).
Proof. First note that without loss of generality we can suppose F/K Galois. Moreover, since F/K is unramified, Gal(F/K) Gal(f/k), where f is the residue field of F , and so the existence of β is guaranteed by the surjectivity of Tr f/k . Let C be the minimal regular model of C over O K . By [LiA, Proposition 10.1.17] , the base extended scheme C O F is the minimal model of C F over O F . Then let µ F 1 , . . . , µ F g be the basis of integral differentials of C F given by Theorem 6.4 and consider the inner product ·, · of Ω C F /F (C F ) given by such a basis. For the structure of this basis, for any σ ∈ Gal(F/K), we have
for some λ ij ∈ O F . For Proposition B.2, it suffices to prove that µ F 1 , . . . , µ F j−1 , Tr F/K (βµ F j ), µ F j+1 , . . . , µ F g is still a basis of ω C F /O F (C F ) for any j = 1, . . . , g. Let β 1 = β, . . . , β n be a basis of F over K. Then from the proof of [Sil1, II.5.8 .1], the F -vector space Ω C F /F (C F ) is spanned by µ F 1 , . . . , µ F j−1 , Tr F/K (β 1 µ F j ), . . . , Tr F/K (β n µ F j ), µ F j+1 , . . . , µ F g . But Tr F/K (β 1 µ F j ) = Tr F/K (βµ F j ) ∈ ω C F /O F (C F ) and
Then µ F j can be substituted with Tr F/K (βµ F j ) in the basis of ω C F /O F (C F ). We conclude this section with an application of Theorem 6.4.
Example 6.6. Let C be a hyperelliptic curve over Q 3 of genus 4 described by the equation y 2 = f (x), where f (x) = (x 3 − 3 4 )(x 3 + 3 4 )((x − 3) 3 − 3 11 ). The cluster picture of C is
where d t 1 = d t 2 = 11 6 , d t 3 = ρ t 1 = ρ t 2 = ρ t 3 = 4 3 , d t 4 = 25 6 , ρ t 4 = 11 3 and d R = ρ R = 1. Then C satisfies the hypothesis of Theorem 6.4. Its rational cluster picture is
where the set of minimal clusters is Σ min C = {t 3 , t 4 }. We choose rational centres for t 3 and t 4 : w t 3 = 0 and w t 4 = 3. Since R = t 3 ∧ t 4 , we can choose either w R = w t 3 or w R = w t 4 . Let us fix w R = w t 3 = 0. Then to choose s 0 , s 1 , s 2 , s 3 as in Theorem 6.4 we draw the following table:
− ρ t form a Z 3 -basis of H 0 (C, ω C/Z 3 ), for any regular model C/Z 3 of C.
the functor M ⊗ O K − is (left) exact. Hence it commutes with finite limits. Since finite intersections are pullbacks and so in particular finite limits, we have
by [Sil1, II.5.8.1] , and so V V Gal(F/K) F , as V ⊆ V Gal(F/K) F and K → F is faithfully flat. The lemma easily follows. Proposition B.2 Let C be smooth projective curve of genus g ≥ 1 and let C be a regular model of C over O K . Denote by C F and C O F the base extended schemes.
Proof. The lemma follows from the following results: [LiA, Proposition 10.1.17] , [LiA, Theorem 6.4.9(b) ], [LiA, Exercise 6.4.6] , [LiA, Corollary 5.2.27 ] and the previous lemma.
