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 Dalam kehidupan sehari-hari semua orang tidak terlepas dari berbagai 
macam informasi, terutama informasi yang dihasilkan dari sebuah 
website. Selain dari pemrograman yang handal, resource yang lain 
seperti webserver juga sangat perlu diperhatikan agar website dapat 
berjalan dengan baik. Seiring meningkatnya kebutuhan konten dan 
pengunjung website, maka website sering mengalami crash atau 
request yang overload. Hal ini dikarenakan masih menerapkan single 
server untuk menangani website tersebut. Untuk mengatasi 
permasalahan tersebut, perlu diterapkan sebuah load balance cluster, 
dimana beban kerja webserver tersebut dapat didistribusikan ke 
beberapa node cluster. Hasil dari penelitian ini nantinya akan 
menghasilkan hasil perhitungan load balance dengan menggunakan 
httperf, yang mana hasil yang dihitung antara penerapan single server 
dan load balance cluster. Algoritma penjadwalan weighted round robin 
merupakan salah algoritma penjadwalan dimana beban kerja server 
dapat berjalan seimbang dengan cara memberikan jumlah bobot ke 
masing-masing node cluster.  
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1. PENDAHULUAN 
Perkembangan informasi pada saat ini sangatlah cepat. Hal ini bisa dilihat dari isi informasi 
yang disediakan sampai dengan bagaimana cara mendapatkan informasi tersebut. Dan dari cara 
mendapatkan informasi tersebut, informasi yang paling mudah dan sering diakses yaitu dengan 
media website.  
Semakin berkembangnya website, baik dari sisi isi, tampilan maupun pengunjung yang 
semakin hari semakin meningkat, tidak sedikit website yang selalu mengalami crash maupun 
overload dalam pemrosesannya. Hal ini bukan hanya dilihat dari sisi pemrograman, melainkan 
webserver sebagai wadah penampung website tersebut sering mengalami kegagalan proses. Yang 
mana beban kerja dari server tersebut hanya dihandel oleh single server. [1] 
Load balancing merupakan sebuah teknik untuk mendistribusikan trafik pada dua atau lebih 
jalur koneksi secara seimbang [2]. Salah satu algoritma penjadwalan dari load balancing yaitu 
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weighted round-robin. Algoritma weighted round-robin merupakan pengembangan dari algoritma 
round-robin yang dapat mempertimbangkan beban server berdasarkan kapasitasnya. Algoritma 
penjadwalan weighted round-robin memasukkan bobot atau parameter secara manual kepada 
masing-masing node cluster berdasarkan resource, sehingga job scheduler akan memprioritaskan 
job untuk server tersebut lebih dari server yang lainnya [3][4][5]. Dengan kata lain semakin besar 
resource yang dimiliki, semakin besar pula beban yang diberikan. Sehingga dengan adanya algoritma 
penjadwalan ini, selain dapat mengatasi beban dan meningkatkan ketersedian yang tinggi, juga dapat 
meminimalkan response time dalam me-request website tersebut. 
 
2. METODE PENELITIAN  
Penelitian yang dilakukan yaitu perbandingan antara kinerja dari webserver yang dihandel 
hanya single server dan penerapan load balance cluster [6]–[8]. Paramater yang digunakan untuk 
memperlihatkan hasil perbandingan yaitu dari perhitungan terhadap response time yang diambil 
berdasarkan kecepatan server, serta pengujian throughput berdasarkan ketersediaan kecepatan 
jaringan dalam menyeimbangkan beban sistem webserver[9][10].  
 
2.1 Rancangan Penelitian 
 Pada gambar 1 menunjukkan sebuah desain webserver dengan menggunakan single server 










Gambar 1. Ilustrasi Topologi Webserver dengan Single Server 
Pada gambar 2 menunjukkan bahwa segala beban request yang diberikan oleh client nantinya 
akan di terima oleh server load balancer sebagai node master sebelum nantinya akan diberikan ke 














Gambar 2. Ilustrasi Topologi Webserver Dengan Penerapan Load balance 
 
               IT Jou Res and Dev, Vol.5, No.2, Maret 2021 : 225 - 233 
Anggi, Implementasi Load Balancing Dengan Algoritma Penjadwalan Weighted Round Robin Dalam 
Mengatasi Beban Webserver  
228
 
Gambar 3. Topologi load balance cluster dengan 3 node cluster 
 
Pada pengimplementasian load balance cluster dalam penelitian menggunakan 1 buah node 
master sebagai director untuk melakukan proses kerja webserver biasa, dan 2 buah node cluster yang 
berfungsi membantu dalam mengatasi beban kerja dari webserver tersebut. 
 
2.2 Linux Virtual Server 
Linux Virtul Server yaitu proyek open source yang menyediakan cluster server, yang high 
scalable dan high available yang dibangun di atas sekumpulan beberapa real server dengan 
penyeimbang beban yang berjalan di sistem operasi Linux. Pada Linux Virtual Server terdapat 3 
metode, yaitu Linux Virtual Server via NAT (LVS-NAT), Linux Virtual Server via Direct-Routing 
(LVS-Direct Routing), dan Linux Virtual Server via Tunneling).  
 
2.3 Httperf 
Httperf adalah tool yang dirancang untuk mengukur kinerja web server, yang memungkinkan 
administrator untuk mendiagnosis masalah potensial dan memperbaiki masalah yang mempengaruhi 
kinerja server mereka.  
 
3. HASIL DAN PEMBAHASAN  
 
3.1. Penerapan Load Balance Cluster  
 Penerapan load balance dimulai dengan menentukan spesifikasi serta penginstalan sistem 
operasi yang digunakan server load balance maupun node cluster. Pada penelitian ini, sistem operasi 
yang digunakan yaitu Ubuntu server versi 12.04 untuk server load balance cluster maupun node 
cluster yang akan digunakan. 
Setelah penentuan spesifikasi, perlu dilakukan penginstalan serta pengkonfigurasian paket 
untuk server load balance cluster yaitu : 
a. Ip Address 
Dalam server load balance menggunakan 2 buah ethernet card, yang mana ethernet pertama 
(eth0) berfungsi sebagai penghubung ke masing-masing node cluster, sedangkan ethernet 
kedua (eth1) berfungsi sebagai gateway ke internet. Untuk pengkonfigurasian IP Address 
perlu diketikkan perintah berikut : 
$ sudo su    > untuk masuk ke super user 
# nano /etc/network/interface  > untuk masuk directory networking 
# /etc/init.d/networking restart > untuk merestart networking 
 
b. IP Virtual Server 
Untuk memastikan sistem operasi mendukung service IPVS, maka perlu diketikkan perintah 
pada terminal sebagai berikut : 
# grep -i ip_vs /boot/config-311.0-15-generic 
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c. Ipvsadm 
Didalam ipvsadm ini, perlu diperhatikan beberapa hal konfigurasi seperti pengaktifan IP 
forwarding, NAT, serta mengeset jumlah node cluster yang digunakan. Untuk melakukan set 
ipvsadm sekaligus menentukan jumlah node cluster, maka perlu diketikkan perintah berikut 
: 
 
# ipvsadm -A -t 118.97.170.217:80 -s wrr 
# ipvsadm -a -t 118.97.170.217:80 -r 10.14.215.60:80 -m -w 5 \\ config weighted round-robin  
# ipvsadm -a -t 118.97.170.217:80 -r 10.14.215.70:80 -m -w 5 \\ 
 
Dan untuk konfigurasi ipvsadm agar tidak berubah dan memastikan status ipvsadm berjalan 
dengan baik serta, perlu diketikkan perintah berikut : 
# ipvsadm -Sn 
# watch -n1 ipvsadm –ln 
 
 
Gambar 4. Tampilan Service Ipvsadm  
 
Gambar diatas menunukkan Ipvsadm dapat berjalan dengan menunjukkan jumlah node 
cluster sebanyak 2 buah node cluster dengan IP 10.14.215.60 dengan port 80, dan IP 
10.14.215.70 dengan port 80 dengan beban yang seimbang.  
 
d. Ip forwarding 
Untuk mengaktifkan / enable IP forwarding, perlu diketikkan perintah berikut : 
 
# echo "1" > /proc/sys/net/ipv4/ip_forward 
atau kita dapat mengubahnya dengan menggunakan perintah berikut : 
# nano /etc/sysctl.conf 
net.ipv4.ip_forward=1    > Hilangkan tanda pagar 
 
e. NAT (Network Address Translation) 
Untuk mengaktifkan / enable NAT dengan enable ip masquerade, perlu diketikkan perintah 
berikut : 
 
# iptables -t nat -A POSTROUTING -s 10.14.215.0/24 -o eth0 -j MASQUERADE 
 
Penginstalan serta pengkonfigurasian yang dilakukan pada node cluster hampir sama dengan 
pada server load balance cluster, namun hanya saja paket yang dibutuhkan untuk node 
cluster ini hanya kebutuhan untuk webserver biasa.  
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3.2. Perbandingan antara single server dan load balance cluster 
Pada pengujian yang dilakukan pada penelitian ini menggunakan aplikasi benchmarking 
httperf, yang mana hasil dari pengujian response time yang diambil berdasarkan kecepatan server, 
serta pengujian throughput berdasarkan ketersediaan kecepatan jaringan dari segi single server 
maupun load balance cluster. Pengujian dengan httperf dapat dijalankan dengan perintah berikut : 
 
# httperf --hog –server=118.97.170.217 --num-conns=1000 --ra=200 --timeout=10 
 
 
Gambar 5. Contoh Pengujian 200 Request Dengan Single Server 
 
Pada tahapan hasil penelitian, percobaan dilakukan dengan melakukan pengujian dengan 
single server telebih dahulu sebagaimana seperti gambar 5 diatas. Didalam pengujian ini dilakukan 
dengan memberikan koneksi sebanyak 1000 request dengan mengirimkan jumlah request secara 
bertahap sebanyak 200, 400, 600, 800 dan 1000 request/detik dari masing-masing model, baik 
dengan single server maupun dengan load balance cluster.  
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 Gambar 6. Contoh pengujian load balance cluster dengan 200 request/second 
 
Gambar 6 diatas memperlihatkan bahwa pengujian load balance cluster dengan mengirimkan 
200 request secara bersamaan dapat berjalan dengan baik. Didalam pengujian load balance cluster 
ini juga dilakukan dengan memberikan koneksi sebanyak 1000 request dengan mengirimkan jumlah 
request secara bertahap sebanyak 200, 400, 600, 800 dan 1000 request/detik dengan load balance 
cluster.  
Hasil kinerja dari load balance cluster ini dapat dilihat dari pengujian response time yang 
diambil berdasarkan kecepatan server, serta pengujian throughput berdasarkan ketersediaan 
kecepatan jaringan sehingga dapat menyeimbangkan beban sistem webserver. 
 
Tabel 1. Hasil perbandingan response time dengan single server dan load balance LVS-NAT 
 
Total Connection Single Server Server Load Balance 
200 5155,6 3595,1 
400 5566,3 4142,7 
600 5967,1 3672 
800 5714 4219,7 
1000 5632,5 3876,4 
Rata-rata 5607,1 3876,4 
 
Tabel 1 menjelaskan hasil dari perbandingan yang dilihat dari kecepatan response time 
terhadap request yang dilakukan secara bertahap dari 200 request bersamaan, hingga 1000 request 
secara bersamaan.  
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Gambar 7. Grafik perbandingan Response time dengan single server dan load balance cluster  
 
Berdasarkan gambar 7 diatas, grafik menunjukan hasil perbandingan yang mana perbandingan 
response time pada single server dengan penerapan load balance cluster menunjukkan dampak yang 
cukup signifikan.  
 
 
Tabel 2. Hasil perbandingan throughput dengan single server dan load balance LVS-NAT 
 
Total Connection Single Server Server Load Balance 
200 13,6 63,5 
400 18,2 31,7 
600 13,4 65,4 
800 15,5 76,3 
1000 15,6 69,2 
Rata-rata 15,26 61,22 
 
Tabel 2 diatas menjelaskan perhitungan kecepatan throughput yang dihasilkan dari single 
server dan load balance cluster yang mana jumlah request yang diberikan sama dengan pengujian 
yang dilakukan dengan tabel 1 sebelumnya. 
 
 
Gambar 8. Grafik perbandingan throughput dengan single server dan load balance LVS-NAT 
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Berdasarkan gambar 8 diatas, grafik menunjukkan hasil yang sangat signifikan terhadap 
kecepatan throughput dengan menggunakan load balance cluster dibandingkan dengan penerapan 
single server. 
 
4. KESIMPULAN  
Kesimpulan dalam pengujian penelitian ini yaitu Hasil kinerja load balance cluster ini dapat 
dilihat dari 2 hal yaitu kecepatan response time dan throughput. Dan Hasil kinerja load balance 
cluster dilihat dari response time mempunyai dampak yang cukup signifikan, sedangkan dilihat dari 
throughput mempunyai dampak yang sangat signifikan. Untuk mendapatkan hasil yang lebih 
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