Abstract: We introduce a new system of split variational inequality problems which is a natural extension of split variational inequality problem in semi-inner product spaces. We use the retraction technique to propose an iterative algorithm for computing the approximate solution of the system of split variational inequality problems. Further, the convergence analysis of the iterative algorithm is also discussed.
Preliminaries
We recall the following concepts and results, which are needed to define the problem and to prove the main result: The pair (X, [·, ·] ) is called a semi-inner product space. As it is observed in [11] that x = [x, x] 1/2 , ∀x ∈ X, is a norm on X. Hence every semi-inner product space is a normed linear space. On the other hand, in a normed linear space, one can generate semi-inner product in infinitely many different ways. Further, it is noted that a Hilbert space H can be made into a semi-inner product space, while a semi-inner product is an inner product if and only if the norm it induces verifies the parallelogram law.
Let Y be a semi-inner product space and let T : X → Y be an arbitrary operator.
Definition 1.2. [13]
The generalized adjoint operator T + of an operator T is defined as follows: The domain D(T + ) of T + consists of those y ∈ Y for which there exists z ∈ X such that
for each x ∈ X and z = T + y.
Remark 1.1. T + is an operator from D(T + ) into X with the nonempty domain D(T + ), since 0 ∈ D(T + ). Hence T + (0) = 0. As it is observed in [3] that if X and Y are Hilbert spaces then the generalized adjoint operator is the usual adjoint operator. In general, T + is not linear even for T is a bounded linear operator.
Let C be a nonempty closed and convex subset of a Banach space E. Let E * be the dual space of E and ·, · denote the pairing between E and E * . The normalized duality mapping J :
for all x ∈ E. We denote by j the single normalized duality mapping, i.e., j(x) ∈ J(x), x ∈ E. Definition 1.3.
[16] Let U = {x ∈ E : x = 1}. A Banach space E is said to be:
(1) uniformly convex if, for any ǫ ∈ (0, 2], there exists δ > 0 such that for any x, y ∈ U ,
(2) smooth if the limit lim t→0 x+ty − x t exists for all x, y ∈ U ; (3) uniformly smooth if the limit is attained uniformly for x, y ∈ U . Definition 1.4. The modulus of smoothness of a Banach space E is defined by If E is smooth then normalized duality mapping J is single-valued and if E is uniformly smooth then J is uniformly norm to norm continuous on bounded subsets of E. If E is a Hilbert space then J = I, where I is the identity mapping.
In 1967, Giles [5] proved that if the underlying semi-inner product space X is a uniformly convex smooth Banach space then it is possible to define a semi-inner product uniquely which has the following properties:
(i) [x, y] = 0 for some x, y ∈ X if and only if y is orthogonal to x, i.e., if and only if y ≤ y + λx , for all scalars λ.
(ii) The semi-inner product is continuous, i.e., for each x, y ∈ X, we have Re[y,
(iii) The semi-inner product is with the homogeneity property, i.e., [x, λy] = |λ|[x, y], ∀λ ∈ K and ∀x, y ∈ X.
(iv) Generalized Riesz representation theorem: If f is continuous linear functional on X then there is a
The sequence space l p , p > 1 and the function space L p , p > 1 are uniformly convex smooth Banach spaces. More precisely, L p is min{p, 2}-uniformly smooth for every p > 1. So one can define semi-inner product on these spaces uniquely.
The real sequence space l p for 1 < p < ∞ is a semi-inner product space with the semi-inner product defined by
The real Banach space L p (X, µ) for 1 < p < ∞ is a semi-inner product space with the semi-inner product defined by
Now, we summarize the following properties of the generalized adjoint operator from the results given in [13] . Proposition 1.1. Let X and Y be 2-uniformly convex smooth Banach spaces and let T : X → Y be a bounded linear operator. Then
(ii) T + is bounded, and it holds that
Definition 1.5.
[14] Let D be a subset of C and Q C be a mapping of C into D. Then Q C is said to be sunny if
whenever Q C x + t(x − Q C x) ∈ C for x ∈ C and t ≥ 0. The following result describes a characterization of sunny nonexpansive retractions on a smooth Banach space.
Proposition 1.2. [14]
Let E be a smooth Banach space and let C be a nonempty subset of E. Let Q C : E → C be a retraction. Then the following are equivalent:
(i) Q C is sunny and nonexpansive;
Lemma 1.1.
[16] Let p > 1 be a real number and E be a smooth Banach space. Then the following statements are equivalent:
(ii) There is a constant c > 0 such that for every x, y ∈ E, the following inequality holds
Remark 1.3. 1. [5, 11, 15] : Every normed linear space is a semi-inner product space. In fact by
Hahn Banach theorem, for each x ∈ E there exists at least one functional f x ∈ E * such that
Given any such mapping f from E into E * , we can verify that [y, x] = y, f x defines a semi-inner product. Hence, we can write the inequality given in Lemma 1.1 as
The constant c is chosen with best possible minimum value. We call c as the constant of smoothness of E.
The inequalities given in Proposition 1.2 (ii) & (iii) can be written as
The function space L p is 2-uniformly smooth for p ≥ 2 and it is p-uniformly smooth
where (p − 1) is the constant of smoothness.
a nonempty, closed and convex set and let
2 be the normalized duality mappings. Let F, G : C 1 → E 1 and f, g : C 2 → E 2 be nonlinear mappings, and let A : E 1 → E 2 be a bounded linear operator. We introduce the following system of split variational inequality problems (in short, SSpVIP):
and such that (x 2 , y 2 ) with
and such that (x 2 , y 2 ) solves
for any λ, γ > 0.
Above SSpVIP is equivalent to find ( 1) and such that (x 2 , y 2 ) with 3) and such that (x 2 , y 2 ) solves
Some special cases: 5) and such that (x 2 , y 2 ) with
and such that (x 2 , y 2 ) solves 8) for any λ, γ > 0.
2. If we set F = G, f = g, λ = γ, y 1 = x 1 , then y 2 = x 2 and hence SSpVIP (1.1)-(1.4) reduces to the following split variational inequality problem (in short, SpVIP): Find 9) and such that
then SpVIP (1.9)-(1.10) reduces to the split variational inequality problem considered and studied by Censor et al. [4] . It is worth mentioning that the SpVIP is quite general and permit split minimization between two spaces so that the image of a minimizer of a given function, under a bounded linear operator, is a minimizer of another function. It includes as a special case, the variational inequality problem, the split zero problem and the split-feasibility problem which have already been studied and used in practice as a model in the intensity-modulated radiation therapy planning, see [2, 3] . For a further related work, see [1, 6, 7, 9, 10, 12] .
Further, it is worth mentioning that so far the iterative approximations of split variational inequality problem and its generalizations have been studied in the setting of Hilbert spaces. Therefore, a natural question appears as to whether or not one can study these problems in setting of Banach spaces.
In this paper, we use the retraction technique to propose and analyze an iterative algorithm for computing the approximate solution of SSpVIP (1.1)-(1.4) in 2-uniformly convex smooth Banach spaces.
Further, convergence analysis of the iterative algorithm is discussed. Several special cases which can be obtained from the main result are also discussed. The problems and the results discussed in this paper are new and different from the existing problems and results in the literature.
By making use of Proposition 1.2 , we easily observe that SSpVIP (1.1)-(1.4) can be formulated as follows:
Find (x 1 , y 1 ) ∈ C 1 × C 1 with (x 2 , y 2 ) = (Ax 1 , Ay 1 ) ∈ C 2 × C 2 such that
1)
2)
3) 
8) 
14) 
for all n = 0, 1, 2, .... and λ, γ, ρ > 0.
Main Result
First, we define the following concepts.
Definition 3.1. A mapping F : E 1 → E 1 is said to be (1) α-strongly monotone if there exists a constant α > 0 such that
(2) β-Lipschitz continuous, if there exists a constant β > 0 such that
Now, we prove that the sequence of approximate solutions of SSpVIP (1.1)-(1.4) generated by Iterative Algorithm 2.1 converges strongly to the solution of SSpVIP (1.1)-(1.4).
Theorem 3.1. For each i ∈ {1, 2}, let C i be a nonempty, closed and convex subset of 2-uniformly convex smooth Banach space E i with constant of smoothness c i . Let F : C 1 → E 1 be α 1 -strongly monotone and β 1 -Lipschitz continuous; let G : C 1 → E 1 be α 2 -strongly monotone and β 2 -Lipschitz continuous; let f : C 2 → E 2 be σ 1 -strongly monotone and η 1 -Lipschitz continuous, and let g : C 2 → E 2 be σ 2 -strongly monotone and η 2 -Lipschitz continuous. Let A : E 1 → E 2 be bounded linear operator. Suppose strongly to (x 1 , y 1 ) provided that the constant λ > 0 satisfies the condition:
Proof. Given that (x 1 , y 1 ) is a solution of SSpVIP (1.1)-(1.4), that is, x 1 , y 1 satisfy the relations (2.1)-(2.4). Since F : C 1 → E 1 is α 1 -strongly monotone and β 1 -Lipschitz continuous, from Iterative Algorithm 2.1 (2.5) and (2.1), we estimate
where
Next, since G : C 1 → E 1 is α 2 -strongly monotone and β 2 -Lipschitz continuous, from Iterative Algorithm 2.1 (2.7) and (2.3), we have
Again, since f : C 2 → E 2 is σ 1 -strongly monotone and η 1 -Lipschitz continuous, from Iterative Algorithm 2.1 (2.6) and (2.2), we have
Since g : C 2 → E 2 is σ 2 -strongly monotone and η 2 -Lipschitz continuous, from Iterative Algorithm 2.1 (2.8) and (2.4), we have
Now, using the fact that A + is bounded, we have
Similarly, we obtain
Now, define the norm || · || ⋆ on E 1 × E 2 by
We can easily show that (E 1 × E 2 , || · || ⋆ ) is a Banach space.
By making using of (3.6) and (3.7), we have the following estimate:
Thus, we obtain
It follows from given condition (3.1) on λ that θ ∈ (0, 1). Since Remark 3.1. The extension of the method presented in this paper to split equilibrium problem [7] and split variational inclusion [12] needs further research efforts.
