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FLAT APPROXIMATIONS OF HYPERSURFACES ALONG CURVES
IRINA MARKINA AND MATTEO RAFFAELLI
Abstract. Given a smooth curve γ in some m-dimensional surface M in Rm+1, we
study existence and uniqueness of a flat surface H having the same field of normal
vectors as M along γ, which we call a flat approximation of M along γ. In particular,
the well-known characterisation of flat surfaces as torses (ruled surfaces with tangent
plane stable along the rulings) allows us to give an explicit parametric construction of
such approximation.
1. Introduction and Main Result
Developable, or flat, hypersurfaces in Rm+1, where m ≥ 2, are classical objects in Rie-
mannian geometry. They are characterised by being foliated by open subsets of (m− 1)-
dimensional planes, called rulings, along which the tangent space remains stable [14, The-
orem 1]. Here we are concerned with the problem of existence and uniqueness—as well as
with the explicit construction—of flat approximations of hypersurfaces along curves. Let
Mm be a (possibly curved) Euclidean hypersurface and γ a curve in Mm. A hypersurface
H is called an approximation of Mm along γ if the two manifolds have common tangent
space at every point of γ.
In dimension 2, the question of existence has been settled for a long time. A constructive
proof, under suitable assumptions, is already present in Do Carmo’s textbook [5, p. 195–
197]. It turns out the existence of a flat approximation ofM2 along γ implies the existence
of a rolling, in Nomizu’s sense, of M2 on the tangent space Tγ(0)M
2 along the given
curve – see [9] and [11]. More recently, Izumiya and Otani have shown uniqueness [6,
Corollary 6.2].
In this paper, we extend the result in [5] to any curve in Mm. More precisely, we shall
present a constructive proof of the following
Theorem 1.1. Let γ : I → Mm be a smooth curve in a hypersurface Mm in Rm+1. If
the curve is never parallel to an asymptotic direction of Mm, then there exists a flat
approximation H of Mm along γ. Such hypersurface is unique in the following sense: if
H1 and H2 are two flat approximations of M
m along γ, then they agree on an open set
containing γ(I).
The strategy to prove this result involves looking for (m − 1)-tuples of linearly inde-
pendent vector fields (X1, . . . , Xm−1) along γ satisfying γ˙(t) /∈ span(Xj(t))
m−1
j=1 for all t
and having zero normal derivative (normal projection of Euclidean covariant derivative).
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Indeed, such conditions guarantee the image of the map γ+span(Xj)
m−1
j=1 be a flat hyper-
surface of Rm+1 in a neighbourhood of γ. The main difficulty resides in getting around the
many-to-one correspondence between tuples of vector fields and rank-(m−1) distributions
along γ.
It is worth pointing out that the solution depends on the original hypersurface Mm only
through its distribution of tangent planes along γ. Thus, when m = 2, our problem is
nothing but the classical Bjo¨rling’s problem—to find all minimal surfaces passing through
a given curve with prescribed tangent planes—addressed to a different class of surfaces. In
this respect, the present work joins several other recent studies aimed at solving Bjo¨rling-
type questions, see [3, 2] and references therein.
The paper is organised as follows. The next two sections present some preliminaries,
mostly for the sake of introducing relevant notation and terminology. In Section 4 we
derive a simple condition for discerning when a parametrised ruled hypersurface has a flat
metric. Such condition is then used in Section 5 to prove the main theorem. Finally, in
Section 6 we give some general remarks about the construction of the approximation.
2. Vector Cross Products
Let V be an n-dimensional, real vector space equipped with a positive definite inner
product 〈·,·〉. In the following, V k will indicate the k-th Cartesian power of V , and Lk(V )
the set of all multilinear maps from V k to V . Note that, under pointwise addition and
scalar multiplication, Lk(V ) is a finite dimensional vector space, in that it is naturally
isomorphic to the space T (1,k)(V ) of tensors on V of type (1, k) – see for example [8,
Lemma 2.1]. Thus, dimLk(V ) = nk+1.
A k-fold vector cross product on V , 1 ≤ k ≤ n, is an element of Lk(V )—i.e., a multi-
linear map X : V k → V—satisfying the following two axioms:
〈X(v1, . . . , vk), vi〉 = 0 , 1 ≤ i ≤ k .
〈X(v1, . . . , vk), X(v1, . . . , vk)〉 = det(〈vi, vj〉) .
We emphasize that the second axiom implies any such X being alternating.
In particular, in the case V carries an orientation O, we say that an (n− 1)-fold vector
cross product X is positively oriented if the following condition holds for all (n−1)-tuples
of linearly independent vectors v1, . . . , vn−1:
(v1, . . . , vn−1, X(v1, . . . , vn−1)) ∈ O .
Analogously, a negatively oriented vector cross product satisfies the same relation with
−O in place of O.
In [4], Brown and Gray proved the following theorem:
Theorem 2.1. Let V be an oriented finite dimensional inner product space, of dimension
n. There exists a unique positively oriented (n−1)-fold vector cross product X = ·×· · ·×·
on V . It is given by:
v1 × · · · × vn−1 = ⋆(v1 ∧ · · · ∧ vn−1)
where ⋆ is the Hodge star operator on V .
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We now turn our attention to manifolds. If M is a smooth Riemannian manifold of
dimension m, let LkTM be the disjoint union of all the vector spaces Lk(TpM):
LkTM =
⊔
p∈M
Lk(TpM) .
Clearly, for Lk(TpM) ∼= T
(1,k)(TpM), the set L
kTM has a canonical choice of topology
and smooth structure turning it into a smooth vector bundle of rank mk+1 over M . We
define a k-fold vector cross product on M , where 1 ≤ k ≤ m, to be a smooth section X
of LkTM such that, for every point p ∈ M , the map Xp is a k-fold vector cross product
on TpM .
We thus have the following corollary of Theorem 2.1:
Corollary 2.2. Let M be a smooth oriented m-dimensional Riemannian manifold. There
exists a unique (m − 1)-fold positively oriented vector cross product on M . It acts on
(m− 1)-tuples of vector fields X1, . . . , Xm−1 on M by
X1 × · · · ×Xm−1 = ⋆(X1 ∧ · · · ∧Xm−1) .
3. Frames Along Curves
In this section we review some basic facts about Euclidean submanifolds and orthonormal
frames along curves.
Let us start with some notation. If m ≥ 2, let M be an m-dimensional embedded
submanifold of Rd, and γ : I = [0, α] → M a smooth regular curve in M . Throughout
this paper, Rd will always be equipped with the standard Euclidean metric g, typically
indicated by a dot “ · ”, and standard orientation. Thus, there is a natural choice of
Riemannian metric on M : the induced metric ι∗g, i.e., the pullback of g by the inclusion
ι : M →֒ Rd.
Working with submanifolds, it is customary to identify each tangent space TpM with
its image under the differential of ι. In so doing, the ambient tangent space TpR
d splits
as the orthogonal direct sum TpM ⊕ NpM , where NpM is the normal space of M at p.
Thus, the set X(M) of tangent vector fields on M becomes a proper subset of the set of
vector fields along M , which we denote by X(M). If X ∈ X(M) and Υ ∈ X(M),
∇XΥ = (∇XΥ )
⊤ + (∇XΥ )
⊥ ,
where ∇ is the Euclidean connection, ⊤ and ⊥ are the orthogonal projections onto the
tangent and normal bundle of M , and where the vector fields X and Υ are extended
arbitrarily to Rd. It turns out that the map X(M)× X(M)→ X(M) defined by
(X, Y ) 7→ (∇XY )
⊤
is a linear connection on M , called the tangential connection. In fact, it is no other than
the (intrinsic) Levi-Civita connection ∇ of (M, ι∗g).
Similarly, indicating by X(M)⊥ the set of normal vector fields along M , we define the
normal connection on M as the map X(M)× X(M)⊥ → X(M)⊥ given by
(X,N) 7→ (∇XN)
⊥ .
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Let us recall that an orthonormal frame along γ is an m-tuple of smooth vector fields
(Ei)
m
i=1 along γ such that (Ei(t))
m
i=1 is an orthonormal basis of Tγ(t)M for all t. In
particular, an orthonormal frame (W1, . . . ,Wd) along a curve ι ◦ γ in R
d is said to be
M-adapted if (Wi)
m
i=1 spans the ambient tangent bundle over γ.
In the remainder of this section, we assume that M has codimension one in Rd, i.e.,
that d = m + 1. Under such hypothesis, given any orthonormal frame (Ei)
m
i=1 along γ,
we can construct an associated M-adapted orthonormal frame along ι ◦ γ as follows. For
k = 1, . . . , m, let Wk = Ek; then, for k = m+ 1,
Wm+1 = E1 × · · · × Em ,
so that (W1, . . . ,Wm+1) is the unique extension of (Ei(t))
m
i=1 to a positively oriented,
orthonormal frame along ι ◦ γ.
Denoting by Dt and Dt the covariant derivative operators determined by ∇ and ∇,
respectively, we may write
(1) DtEi = DtEi + τiWm+1 ,
for some smooth function τi : I → R. Clearly, should M be orientable, τi = ±h(E1, Ei),
where h is the (scalar) second fundamental form of M determined by a choice of unit
normal vector field. Moreover, it easily follows from orthonormality that
DtWm+1 = −τ1E1 − · · · − τmEm .
4. Developable Surfaces
The main purpose of this section is to generalize to higher dimensions the following well-
known fact about ruled surfaces in R3 – see for example [5, p. 194]:
Lemma 4.1. Let I, J be open intervals. Further, let γ and X be curves I → R3 such
that the map σ : I × J → R3 given by
σ(t, u) = γ(t) + uX(t)
is a smooth injective immersion. Then the Gauss curvature of σ(I × J) is zero precisely
when γ and X satisfy γ˙ · X˙ ×X = 0.
We shall begin with some definitions extending the classical notions of ruled and torse
surface to arbitrary dimension, yet keeping the codimension fixed to 1. If m ≥ 2, let H
be a hypersurface in Rm+1, as always smooth and embedded.
Definition 4.2. We say that H is a ruled surface if
(1) H is free of planar points, that is, there exists no point of H where the second
fundamental form vanishes;
(2) there exists a ruled structure on H , that is, a foliation of H by open subsets of
(m− 1)-dimensional affine subspaces of Rm+1, called rulings.
In particular, a ruled surface H is said to be a torse surface if, for every pair of points
(p, q) on the same ruling, we have TpH = TqH , i.e., if all tangent spaces of H along a
fixed ruling can be canonically identified with the same linear subspace of Rm+1.
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Remark 4.3. Although condition 1 in Definition 4.2 may seem overly restrictive, it gives
any ruled surface H a desirable property. Namely, it ensures the existence of a smooth
ruled parametrisation of H [13]. On the other hand, we will also need to work with the
broader class of generalised ruled hypersurfaces obtained by relaxing such condition. It is
well known that every generalised torse with planar points is made up of both standard
torses and pieces of m-planes, always glued along a well-defined ruling.
Remember that any d-dimensional Riemannian manifold locally isometric to Rd is said
to be flat. In particular, the classical term for hypersurfaces is developable, see [14,
Section 1] for a detailed discussion on terminology. Remarkably, it turns out that
Theorem 4.4 ([14, Theorem 1]). H is a torse surface if and only if it is free of planar
points and, when equipped with the induced metric ι∗g, H becomes a flat Riemannian
manifold.
Corollary 4.5. H is a generalised torse surface if and only if the induced metric on H
is flat.
Given a curve γ in Rm+1, the following result is key for constructing ruled surfaces
containing γ. Note that in its statement we use the canonical isomorphism between Rm+1
and any of its tangent spaces to identify the vector fields X1, . . . , Xm−1 along γ with
curves in Rm+1.
Lemma 4.6. Let I be a closed interval. Let γ : I → Rm+1 be a smooth injective immer-
sion. Let (X1, . . . , Xm−1) be a smooth, linearly independent (m− 1)-tuple of vector fields
along γ such that γ˙(t) × X1(t) × · · · × Xm−1(t) 6= 0 for all t ∈ I. Then there exists an
open box V in Rm−1 containing the origin such that the restriction to I × V of the map
σ : I × Rm−1 → Rm+1 defined by
σ(t, u) = γ(t) +
∑
j
ujXj(t)
is a smooth embedding.
Proof. To show that σ restricts to an embedding, we first prove the existence of an open
box V1 such that σ|I×V1 is a smooth immersion. Essentially, the statement will then follow
by compactness of I.
Obviously, σ is immersive at (t, u) if and only if the length ℓ : I × Rm−1 → R of the
cross product of the partial derivatives of σ is non-zero at (t, u). Thus, define Wt to be the
subset of {t}×Rm−1 where σ is immersive. It is an open subset in Rm−1 because it is the
inverse image of an open set under a continuous map, Wt = ℓ(t, ·)
−1(R\{0}); it contains 0
by assumption. Thence, there exists an ǫt > 0 such that the open ball B(ǫt, 0) ⊂ R
m−1 is
completely contained in Wt. Letting ǫ1 = inft∈ I(ǫt), we can conclude that the restriction
of σ to the box I × (−ǫ1/2, ǫ1/2)
m−1 is a smooth immersion.
Now, being σ a smooth immersion on I × V1, it follows that every point of I × V1
has a neighbourhood on which σ is a smooth embedding. Let then W ′t be the subset of
Wt where σ is an embedding. It is open in R
m−1, and it contains the origin because γ
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is a smooth injective immersion of a compact manifold. From here we may proceed as
before. 
Thus, for suitably chosen (X1, . . . , Xm−1) and V ⊂ R
m−1, we have verified that Hσ =
Im σ|I×V is a hypersurface in R
m+1, and Fσ = {σ(t, V )}t∈ I a ruled structure on it. Under
such hypothesis, let us assume Hσ is orientable (this we can do, possibly limiting the
analysis to an open subset). Then, we may pick out a smooth unit normal vector field N
along Hσ by means of the m-fold cross product on R
m+1, as follows. Letting
(2) Z =
∂σ
∂t
×
∂σ
∂u1
× · · · ×
∂σ
∂um−1
,
define N̂ = Z|Z|−1, and so N = N̂ ◦ σ−1. In this situation, assuming there are no planar
points, Hσ being a torse surface is equivalent to N being constant along each of the
rulings. Thus, indicating with ∇ the Euclidean connection on Rm+1, (Hσ, ι
∗g) is flat if
and only if, for all vector fields X tangent to Fσ on Hσ:
(3) ∇XN = 0 .
In fact, by linearity – and writing ∂j as a shorthand for
∂
∂uj
– it suffices that (3) holds for
the vector fields σ∗(∂1), . . . , σ∗(∂m−1) spanning the distribution corresponding to Fσ. We
may thereby express the developability condition for (Hσ, ι
∗g) simply as
(4) ∂1N̂ = · · · = ∂m−1N̂ = 0 ,
where we understand ∂j as acting on the coordinate functions N̂
1, . . . , N̂m+1 of N̂ in the
standard coordinate frame of TRm+1.
The next lemma finally translates (4) into m− 1 conditions involving the vector fields
X1, . . . , Xm−1 along γ, and represents the sought generalization of Lemma 4.1. It says that
ι∗g is a flat Riemannian metric precisely when DtXj = DtXj for every j, or equivalently
when each of the normal projections (DtX1)
⊥, . . . , (DtXm−1)
⊥ vanishes identically.
Lemma 4.7. Assume σ|I×V is a smooth embedding. The hypersurface Hσ is a generalised
torse surface if and only if the following equations hold:
γ˙ · ∂1Z ≡ γ˙ ·DtX1 ×X1 × · · · ×Xm−1 = 0
...
γ˙ · ∂m−1Z ≡ γ˙ ·DtXm−1 ×X1 × · · · ×Xm−1 = 0
(5)
Proof. Computing the partial derivatives of σ and substituting them into the expression
(2) for Z, we get:
Z(t, u) = {γ˙(t) + uiDtXi(t)} ×X1(t)× · · · ×Xm−1(t) ,
from which the identity ∂jZ ≡ DtXj ×X1× · · ·×Xm−1 clearly follows. Thus, we need to
prove that ∂1N̂ = · · · = ∂m−1N̂ = 0 if and only if ∂1Z · γ˙ = · · · = ∂m−1Z · γ˙ = 0. In fact,
for ∂jZ is orthogonal to X1, . . . , Xm−1, it is enough to check that ∂1N̂ = · · · = ∂m−1N̂ = 0
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if and only if (∂1Z)
⊤ = · · · = (∂m−1Z)
⊤ = 0. First, assume ∂jN̂ = 0. Since N̂ = Z|Z|
−1,
it follows by linearity of the tangential projection that
|Z|(∂jZ)
⊤ − Z⊤∂j |Z| = 0 ,
which is true exactly when (∂jZ)
⊤ = 0, as desired. To verify the converse, note that
(∂jN)
⊥ = 0 because N has unit length. Thus, again by linearity of ⊤,
∂jN̂ =
(∂jZ)
⊤|Z| − Z⊤∂j |Z|
|Z|2
.
Since Z⊤ = 0, the claim follows. 
5. Proof of the Main Result
Here we prove our main result, stated in Theorem 1.1 in the Introduction. The proof
is constructive and is based on the fact that an Euclidean hypersurface without planar
points has a flat induced metric precisely when it is a torse surface (Theorem 1.3). Let
M be a hypersurface in Rm+1 and γ a smooth curve in M , as defined at the beginning of
Section 3. Denoting by X(γ) the set of smooth, non-vanishing vector fields along γ, define
an equivalence relation on the n-th Cartesian power X(γ)n of X(γ) by the following rule:
{(X1, . . . , Xn) ∼ (Y1, . . . , Yn)} ⇔ {span(X1, . . . , Xn) = span(Y1, . . . , Yn)}.
Let us indicate an element of the quotient X(γ)n/∼, that is, an element of X(γ)n up to
equivalence, by [X1, . . . , Xn]. We wish to find [X1, . . . , Xm−1] such that, for every t ∈ I
and integer j with 1 ≤ j ≤ m− 1, both the conditions
γ˙ ·DtXj ×X1 × · · · ×Xm−1 = 0(6)
γ˙(t)×X1(t)× · · · ×Xm−1(t) 6= 0(7)
are satisfied. Beware that, throughout this section, we will extensively use Einstein sum-
mation convention: every time the same index appears twice in any monomial expression,
once as an upper index and once as a lower index, summation over all possible values of
that index is understood.
Once and for all, let us choose a γ-adapted orthonormal frame (E1, . . . , Em) along γ:
this is just an orthonormal frame along γ whose first element coincides with the tangent
vector γ˙. The first step is to rewrite (6) as an equation involving the m(m−1) coordinate
functions X ij of X1, . . . , Xm−1 with respect to (E1, . . . , Em). Differentiating covariantly
Xj = X
i
jEi and substituting, we obtain
(8) E1 · (DtX
i
jEi +X
i
jDtEi)×X
i
1Ei × · · · ×X
i
m−1Ei = 0 ,
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whereas, from (1).
m∑
i=1
DtEi =
m∑
i=1
DtEi + Em+1
m∑
i=1
τi
=
m∑
i=1
{(DtEi ·E1)E1 + · · ·+ (DtEi · Em)Em}+ Em+1
m∑
i=1
τi .
Now, given any orderedm-tuple (i1, . . . , im) of integers with 1 ≤ i1 ≤ m+1 and 1 ≤ ik ≤ m
for k = 2, . . . , m, a necessary condition for the m-fold cross product Ei1 × · · · × Eim to
give either E1 or −E1 is that i1 = m+ 1 and ik 6= 1. It follows that (8) is equivalent to
(9) E1 ·X
i
jτiEm+1 × (X
2
1E2 + · · ·+X
m
1 Em)× · · · × (X
2
m−1E2 + · · ·+X
m
m−1Em) = 0 .
In fact, Ei1 ×· · ·×Eim = ±E1 if and only if i1 = m+1 and the (m− 1)-tuple (i2, . . . , im)
is a permutation of (2, . . . , m). In particular, if it is an even permutation, then the basis
(Em+1, Ei2 , . . . , Eim , E1) is negatively oriented, for transposing Em+1 and E1 must give
a positive basis, and so Ei1 × · · · × Eim = −E1. Thence, denoting by S
2
m the group of
permutations σ of (2, . . . , m), we may write (9) simply as
−X ijτi
∑
σ ∈S2m
sgn(σ)X
σ(2)
1 · · ·X
σ(m)
m−1 = 0 .
On the other hand, a similar computation would reveal that condition (7) is satisfied for
every t if and only if the summation term above (the term independent of j) never vanishes.
We may thereby conclude that, under the assumption of (7) being true, condition (6) is
equivalent to X ijτi = 0.
Next, consider the set Z ⊂ X(γ) of smooth vector fields Z along γ such that Z1(t) =
Z ·E1(t) 6= 0 for every t. We establish a bijection between its quotient Z/∼ by ∼ and the
subset of X(γ)m−1/∼ where (7) holds. For every j, let
(10) Xj(Z) = Z ×E2 × · · · × E˜m−j+1 × · · · × Em ,
where the tilde indicates that Em−j+1 is omitted, so that the cross product is (m − 1)-
fold. For example, when j = 1, we omit the last vector field Em; when j = 2 the
second to last, and so on, until dropping E2 for j = m − 1. Linear independence
of E1, X1(Z), . . . , Xm−1(Z) is easily seen, as by definition Z is never in the span of
E2, . . . , Em. Since the normal projection Z 7→ Z
⊥ induces a bijection between Z/∼
and the set of smooth (m−1)-distributions along γ nowhere parallel to E1, it follows that
the map [Z] 7→ [X1(Z), . . . , Xm−1(Z)] between classes of equivalence is indeed a valid
parametrisation of the solution set of (7).
We then compute the coordinates of the cross product in (10) with respect to the frame
(E1, . . . , Em). Substituting Z = Z
iEi, all but the terms Z
1E1 and Z
m−j+1Em−j+1 will not
give any contribution. In particular, E1×· · ·×E˜m−j+1×· · ·×Em = ±Em−j+1 depending on
whether (E1, . . . , E˜m−j+1, . . . , Em, Em−j+1) is positively or negatively oriented. Since the
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corresponding permutation of (1, . . . , m) has sign (−1)j−1, we conclude thatXm−j+1j (Z) =
(−1)j−1Z1. An analogous argument would show that X1j (Z) = (−1)
jZm−j+1.
Summing up, solving the original problem on X(γ)m−1/∼ essentially amounts to finding
[Z] ∈ Z/∼ such that X ij(Z)τi = 0 for every j. Moreover, by the previous computation,
X ij(Z)τi = (−1)
jZm−j+1τ1 + (−1)
j−1Z1τm−j+1 .
Thus, denoting again by ∼ the equivalence relation on C∞(I)m = C∞(I;Rm) naturally
induced from the one on X(γ), we need to look for (Z1, . . . , Zm), up to equivalence,
satisfying the following system of m− 1 linear equations on C∞(I;R 6=0)× C
∞(I)m−1:
Zmτ1 − Z
1τm = 0
Zm−1τ1 − Z
1τm−1 = 0
...
Z3τ1 − Z
1τ3 = 0
Z2τ1 − Z
1τ2 = 0 .
(11)
Assume τ1(t) 6= 0 for all t. Then, for any given Z
1 (remember Z1 is non-vanishing by
definition), the system has solution
Z1
τ1
(τ1, . . . , τm) .
However, it is easy to see that all solutions are in one and the same equivalence class.
Indeed, if f and g are two distinct values of Z1, then
τi
τ1
f =
f
g
τi
τ1
g .
In particular, letting Z1 = τ1, we obtain Z
i = τi for every i = 1, . . . , m, and the solution
of the original problem on X(γ)m−1/∼ is given by
X1 = −τmE1 + τ1Em
X2 = τm−1E1 − τ1Em−1
...
Xm−2 = (−1)
m−2τ3E1 + (−1)
m−3τ1E3
Xm−1 = (−1)
m−1τ2E1 + (−1)
m−2τ1E2 .
As for uniqueness, in view of Remark 4.3, it is sufficient to show that the condition
τ1(t) 6= 0 for all t implies any flat approximation H ofM
m along γ be free of planar points,
i.e., be a torse surface. To see this, let NH and NM be smooth unit normal vector fields
along H andMm, respectively, defined in a neighbourhood of γ(t). Then, DtNH = DtNM .
Since H is a generalised torse surface by Corollary 4.5, the claim easily follows.
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6. Construction of an Adapted Frame
As seen in the last section, the construction of the flat approximation ofM along γ requires
choosing some γ-adapted orthonormal frame (Ei)
m
i=1 along γ. We emphasize that such
a choice is completely arbitrary. If the curve in question satisfies some (rather strong)
conditions on its derivatives, then a natural generalization of the classical Frenet–Serret
frame is available. The reader may find details on this construction in [12] or [7]. Here we
briefly review an alternative approach, one that does not require any initial assumption
on the curve. Such approach is due to Bishop [1].
First of all, since the problem is local, we are free to assume that γ is a smooth em-
bedding. Thus, for any point p ∈ S = γ(I), there exist slice coordinates (x1, . . . , xm)
in a neighbourhood U of p. It follows that (∂1|p, . . . , ∂m|p) is a γ-adapted basis of TpM ,
i.e., it satisfies TpS = span ∂1|p and NpS = span(∂2|p, . . . , ∂m|p). By applying the Gram–
Schmidt process to these vectors, one obtains an orthonormal basis (nj) of NpS. Although
this basis is by no means canonical, the normal connection ∇⊥ of S provides an obvious
means for extending it to a frame for the normal bundle of S: for each j, let Υj be the
unique normal parallel vector field along γ such that Υj |p= nj – see [10, p. 119]. Because
normal parallel translation is an isometry, the frame (γ˙, Υ1, . . . , Υm−1) is an orthonormal
adapted frame along γ, as desired.
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