Abstract-Low delay is critically important for interactive video communication. This paper presents several predictive decoding techniques for delay reduction. Video frames are predicted from past video data, and displayed before they arrive at the decoder. This enables the user to choose the proper trade-off between quality and delay. In this way, it is possible to reduce the perceived end-to-end communication delay by about 100 ms while maintaining reasonable video quality.
In this paper, we present several frame prediction techniques that can help reduce the perceived video delay. Using the received video data, future frames are predicted and displayed before they arrive at the decoder, as illustrated in Fig. 1 . This process inevitably reduces the quality of the displayed frames, This work has been supported in part by NSERC Grant RGPIN 327249. (e-mail: yuemengc@sfu.ca, ibajic@sfu.ca) especially when the motion is complex. But it also provides the user with the ability to trade-off quality for delay. Our results indicate that using these methods, it is possible to reduce the perceived end-to-end video delay by about 100 ms while maintaining reasonable video quality. A future frame, which hasn't been received yet, may be thought of as a frame subject to 100% loss. Hence, some of the methods adopted in our frame prediction resemble popular error concealment techniques, taking advantage of spatial and temporal correlation. However, we also encountered several challenges that don't typically arise in standard error concealment, and we describe how we solved them.
In Section II we provide an overview of our frame prediction module which is designed to be used with standard block-based video coders using motion-compensated prediction. In Section III, we provide a detailed description of three methods for frame prediction. The performance of these three methods is compared and analyzed in Section IV.
II. FRAME PREDICTION MODULE

A. Frame prediction module for standard video decoders
Our frame prediction module is designed to be an "add-on" to standard video decoders without significant impact on video codec architecture. Our implementation is based on MPEG-4 [2] , but it can easily be adapted to other standard decoders, e.g. H.264 [3] . Fig. 2 shows the block diagram of a typical MPEG-4 video decoder and indicates where the proposed prediction module fits.
The decoder feeds the last reconstructed frame and its corresponding motion vectors (MVs) to the prediction module, which maintains a buffer of several previous reconstructed frames and their MVs. These frames, along with their associated motion, are used to predict and synthesize future frames for display. For a video at 30 frames per second (fps), predicting one frame ahead corresponds to a delay reduction of 33.3 ms; predicting two frames ahead corresponds to a delay reduction of 66.7 ms, etc.
B. Prediction module architecture
Fig . 3 shows the internal architecture of the prediction module with the following key blocks. Received video frames are decoded as they arrive, and are stored in the Previous Reference Frames buffer. MVs associated with these frames are used to predict the motion between the last decoded frame, and the future frame we would like to display. Temporal Prediction unit synthesizes the future frame using the blocks from previously decoded frames and predicted MVs.
As the blocks get moved along the predicted MVs, they usually do not fill the entire future frame -some areas of the frame may remain empty (we call these "empty areas"), others may have multiple blocks landing on them (we call these "overlapped areas"). These issues are dealt with in the post-processing unit. Once the synthesis of the future frame is complete, it is sent to the display. Multiple Frame Prediction Control unit controls how many future frames are being synthesized, i.e., how many frames ahead are we predicting. Operational details are presented in the next section.
III. KEY PROCESSING STEPS IN FRAME PREDICTION
A. Motion vector prediction
The first step towards synthesizing a future frame is to predict the motion between the last decoded frame and the future frame. Recall that in MPEG-4, MVs can refer to 8×8 blocks or 16×16 blocks. To simplify further processing, we first convert all MVs to 8×8-based MVs, by assigning the same MV to four 8×8 sub-blocks of a 16×16 block where necessary.
In each coded frame, the MV associated with a block points to the most similar block in the reference frame, and can be interpreted as a motion path for that block. Assuming the object will keep moving in a similar direction, a simple MV predictor can be obtained by simply reversing the MV. However, intra-coded blocks (I-blocks) do not have a MV associated with them, so for them the predicted MV is zero. Denote the original MV for a block (i, j) as MV i, j , and the predicted MV for that block as j i MV , , then:
However, this simple predictor often leads to erratic motion in high-motion video, so we found it necessary to refine predicted MVs. For this purpose, two methods are employed, both based on Vector Median Filtering [4] . For a set S of N
is the MV whose sum of distances to all other MVs is the smallest:
The first method is employed for predicting one frame ahead, that is, when synthesizing the first future frame following the last received frame. Each MV predicted from (1) is replaced by the vector median of the MVs in its 3×3 neighborhood, as illustrated in Fig. 4 . Near the edges of the frame, we simply collect however many MVs are available in the neighborhood for median filtering.
The second method is used for synthesizing frames that are more than one frame ahead of the last received frame. In these cases, we often find that multiple blocks land on the same area (overlapped area), as illustrated in Fig. 5 . The question is how to predict the motion of that area into future frames, given that it may have come from different blocks in the previous frame. Again, we found it useful to use the vector median of all candidate MVs as a predictor of motion for the overlapped area. 
B. Temporal prediction
After predicting motion for future frames as described above, we move all the blocks of the last received frame along the predicted MVs. In this way, we synthesize a preliminary version of the future frame. At this point, some areas of the synthesized frame may have multiple blocks landing on themwe call these areas overlapped areas. Other areas may remain empty, if no block lands on them. We need to decide which pixel values will be written into overlapped and empty areas. These decisions are made in the two post-processing blocks whose operation is described below.
C. Post-processing of overlapped areas
We distinguish two types of overlapped areas: "thin" areas are those whose width or height does not exceed 3 pixels, while "thick" areas are those whose both with and height exceed 3 pixels. Different post-processing is applied to each type of overlapped area.
For thin areas, we apply a simple averaging of all candidate blocks. Let there be N blocks overlapping a certain area and let OV k denote the k-th block. The pixel value at location (x, y) in the overlapped area is assigned to be the average of corresponding pixel values in each of the overlapping blocks:
Once all thin overlapped areas are processed, we are left with thick overlapped whose height and width exceed 3 pixels. One such are is shown in Fig. 5 . These areas will be filled by pixel values from the block that fits the best into the surrounding area. To decide which block fits the best, we employ boundary matching by computing the mean square difference between the boundary pixels of candidate blocks, and the boundary pixels of the surrounding area.
Let OV k (x, y) be the pixel at location (x, y) in the k-th overlapping block. Let B be the set of boundary pixels of the overlapped area, and for each (x, y) ∈ B, let n(x, y) be the value of the neighboring pixel across the boundary, in the surrounding area. The best matching block OV best is the one whose square difference from the surrounding area along the boundary is the smallest, as in (4). Pixels from this block are used to fill the thick overlapped area.
D. Post-processing of empty areas
In addition to overlapped areas, we also find empty areas in the synthesized frame. These are the areas where no block has landed. A similar situation arises in error concealment, where a block of size 8×8 or 16×16 may be missing due to packet loss. However, in our case, empty areas may have different shapes and sizes. Again, we distinguish "thin" empty areas (those whose width or height does not exceed 3 pixels), from "thick" empty areas (those whose both height and width exceed 3 pixels). Different post-processing is applied to each type of empty area.
Thin empty areas are filled using linear spatial interpolation. An illustration of a thin empty area whose height is 3 pixels is shown in Fig. 7 . Let P(x, y) be the pixel value we wish to determine in an empty area, and let P 1 (x 1 , y 1 ) and P 2 (x 2 , y 2 ) be two of its nearest neighbors in the surrounding area. In the situation depicted in Fig. 7 , P 1 and P 2 are above and below P, so in this case x 1 = x 2 = x. The pixel in the empty area is linearly interpolated as 
where h 1 and h 2 are the distances from P to P 1 and P 2 , respectively, and h 1 + h 2 = H.
Simple linear interpolation works reasonably well for thin empty areas, but tends to produce excessive blurring when applied to thick empty areas. Therefore, we adopt a more sophisticated method for filling thick empty areas based on boundary matching [6] [7] .
An example of a thick empty area is shown in Fig. 8 . First, we divide each thick empty area into rectangular regions, which we call "empty rectangles" (ERs), and label them ER 1 , ER 2 , …, ER N . We fill ERs in sequence, starting with ER 1 and ending with ER N . For each ER we extract the boundary pixels from the surrounding area and use them for boundary matching in previous frames.
Let B n be the set of boundary pixel coordinates for ER n . Denote the current frame as P, and previous K frames as P 1 , 
P 2 , …, P K . We will search in each of the previous K frames over an area of size X × Y pixels for the best matching boundary. This boundary is found in frame P k , offset by (dx, dy) from its position in the current frame, where
Once (6) is solved and the best matching boundary is found, we copy the corresponding rectangle from P k to fill ER n . At this point, ER n is removed from the list of empty rectangles, and we continue with ER n+1 . The pixels of ER n may now become boundary pixels for the remaining empty rectangles. The procedure is illustrated in Fig. 8 . An example of empty area filling is shown in Fig. 9 . The figure shows a frame as it passes through the empty area post-processing block of Fig. 3 . The top left image shows the frame produced by temporal prediction and overlapped area processing. Thin vertical empty areas are filled first (top right), followed by thin horizontal empty areas (bottom left). The final predicted frame, obtained after filling thick empty areas, is shown in the bottom right of Fig. 9 .
IV. IMPLEMENTATION AND SIMULATION RESULTS
In this section we test the performance of the proposed frame prediction on several sequences with varying motion content. We used six sequences in our experiments, each of which had a frame rate of 30 frames per second (fps). These sequences are listed in Table II . Frame prediction module was incorporated into the Xvid implementation of the MPEG-4 video codec (http://www.xvid.org). Up to 150 frames of each sequence were encoded using the IPPP… GOP structure. QCIF sequences were encoded at 128 kbps, and CIF/SIF sequences at 512 kbps.
On the decoder side, we tested prediction of up to 3 frames ahead, emulating the perceived delay reduction of up to 100 ms. Using different combinations of frame prediction building blocks from the previous section, we constructed three prediction methods with different complexities, and compared their performance. Method-1 is the simplest and the fastest of the three methods. It uses MV inversion (1) as the motion predictor, without vector median filtering. Also, when predicting a frame that is several frames ahead of the last received frame, method-1 synthesizes this frame directly by multiplying the inverted MVs in (1) by the distance between the synthesized and the last decoded frame. Post-processing is as described in the previous section.
Method-2 has intermediate complexity. When predicting the first frame after the last received frame, it uses the same procedure as method-1. However, when predicting several frames ahead of the last received frame, method-2 synthesizes all intermediate frames, and applies vector median filtering at each step to smooth out the MV field. Post-processing is as described in the previous section.
Method-3 applies MV smoothing through vector median filtering (2) for each predicted frame -that is, for the first frame following the last received frame, and all the subsequent ones. Also, when predicting several frames ahead of the last received frame, all intermediate frames are synthesized as well. This method has the highest complexity, but also the best performance, as shown by the results below. method-3 outperforms the other two methods by up to 1 dB.
However, in terms of subjective performance, method-3 is visibly better than the other two methods even for higher motion sequences. An illustration is given in Fig. 11 , which shows a sample Foreman frame produced by the three methods when predicting three frames ahead. Finally, in Fig. 12 we show how the predicted frame quality deteriorates as the prediction depth increases from zero to three. As expected, the further ahead we predict, the lower the quality of the predicted frame.
V. CONCLUSIONS
In this paper, we presented methods for predicting and displaying video frames before they arrive at the receiver. Using this "predictive decoding" it is possible to reduce the perceived end-to-end delay at the expense of displayed video quality. The benefits we may get from frame prediction depend on the complexity of the video. For scenes involving complex motion, the number of frames which can be predicted with acceptable quality is very limited. However, for scenes with less complex and relatively smooth motion, like video conference, predictive decoding shows promising performance. Further improvements might be obtained by better motion prediction. For example, motion field segmentation [8] of the scene into background and moving objects followed by separate motion prediction for each segment seems like a good way to proceed.
