We study the mean absorption spectrum of the Damped Lyman alpha population at z ∼ 2.6 by stacking normalized, rest-frame shifted spectra of ∼ 27 000 DLAs from the DR12 of BOSS/SDSS-III. We measure the equivalent widths of 50 individual metal absorption lines in 5 intervals of DLA hydrogen column density, 5 intervals of DLA redshift, and overall mean equivalent widths for an additional 13 absorption features from groups of strongly blended lines. The mean equivalent width of low-ionization lines increases with N HI , whereas for high-ionization lines the increase is much weaker. The mean metal line equivalent widths decrease by a factor ∼ 1.1 − 1.5 from z ∼ 2.1 to z ∼ 3.5, with small or no differences between low-and high-ionization species. We develop a theoretical model, inspired by the presence of multiple absorption components observed in high-resolution spectra, to infer mean metal column densities from the equivalent widths of partially saturated metal lines. We apply this model to 14 low-ionization species and to AlIII, SIII, SiIII, CIV, SiIV, NV and OVI. We use an approximate derivation for separating the equivalent width contributions of several lines to blended absorption features, and infer mean equivalent widths and column densities from lines of the additional species NI, ZnII, CII * , FeIII, and SIV. Several of these mean column densities of metal lines in DLAs are obtained for the first time; their values generally agree with measurements of individual DLAs from high-resolution, high signal-to-noise ratio spectra when they are available.
INTRODUCTION
The existence of luminous quasars at high redshift is a gift of Nature. It allows us to explore in an unbiased way any population of gas clouds in the Universe by means of the absorption lines they produce in the spectra of the background sources. Without luminous quasars, we would not have sources at high redshift that are sufficiently bright to obtain spectra of high resolution and signal-to-noise ratio (hereafter, S/N) in which the Lyα line, as well as numerous ultraviolet metal absorption lines, are shifted to the optical range and can easily be observed from the ground. Damped Lyman Alpha systems (DLAs, hereafter; Wolfe et al. 1986 ) are generally defined to have hydrogen column densities N HI > 2 × 10 20 cm −2 . Systems of this high column density have two important characteristics: (i ) they are self-shielded of the external cosmic ionizing background, implying that the hydrogen in these systems is mostly in atomic form (Vladilo et al. 2001) , and (ii ) the damped profile of their hydrogen Lyα line is clearly visible even in low-resolution spectra, therefore the column density can be measured from the absorption profile (see Wolfe et al. 2005; , for detailed reviews). DLAs provide a reservoir of atomic gas clouds that were available at high redshift for the formation of galaxies. The mean cosmic density of baryons contained in these systems is directly obtained from the measurements of the column density distribution, and accounts for a small fraction of the critical density Ω DLA 10 −3 at redshifts 2 < z < 3.5 (e.g., Péroux et al. 2003b Péroux et al. , 2005 Prochaska et al. 2005; Noterdaeme et al. 2012; Zafar et al. 2013; Padmanabhan et al. 2015; Crighton et al. 2015; Sánchez-Ramírez et al. 2016 ). This value corresponds to ∼ 2% of all the baryons in the Universe, comparable to the fraction of baryons that had turned into stars at these redshifts Prochaska & Wolfe 2009; Noterdaeme et al. 2009 ).
The metal absorption lines of damped Lyα systems have been explored since the discovery of DLAs. Highresolution spectra reveal a diversity of velocity structures of the absorbers, characterized by multiple components. Sometimes a single component with a narrow velocity width close to the thermal value for photoionized gas clouds is observed, but often several components are seen over a typical velocity range ∼ 100 − 300 km s −1 (Prochaska & Wolfe 1997; Zwaan et al. 2008) . The derived metallicities are generally low, distributed over a broad range of 10 −3 to 10 −1 Z (Prochaska & Wolfe 2002; Prochaska et al. 2003b; Kulkarni et al. 2005 ; Ledoux et al. 2006) , and on average declining with redshift (Kulkarni & Fall 2002; Vladilo 2002; Prochaska et al. 2003a; Calura et al. 2003; Khare et al. 2004; Akerman et al. 2005; Kulkarni et al. 2005; Rafelski et al. 2012; Jorgenson et al. 2013;  arXiv:1610.02711v2 [astro-ph.GA] 17 Jul 2017 Neeleman et al. 2013; Møller et al. 2013; Rafelski et al. 2014; Quiret et al. 2016) . The complex velocity profiles suggest a highly turbulent environment, and models of clouds moving in random orbits in galactic halos or thick disks can generally explain the observations (Haehnelt et al. 1998; Fumagalli et al. 2011; Cen 2012; Rahmati & Schaye 2014; Barnes & Haehnelt 2014; Bird et al. 2015; Neeleman et al. 2015 , but see also York et al. 1986 ). The fact that several absorbing components are typically seen along a given line of sight, each corresponding to clouds moving at different velocities within a larger halo, implies that these clouds are colliding with each other about once every orbital period (McDonald & Miralda-Escudé 1999) . For individual DLAs it can be difficult to model the column densities and velocity structure of the metal species due to a complex variety of gas phases arising from photoionisation, shock-heating and collisions leading to a broad range of temperatures and densities (e.g., Fox et al. 2007b; Berry et al. 2014; Dutta et al. 2014; Lehner et al. 2014; Neeleman et al. 2015; Cooke et al. 2015; Rubin et al. 2015) .
In the context of the Cold Dark Matter model of structure formation, the non-linear collapse of structure leads to hierarchical merging of dark matter halos. The cosmological theory, starting from a matter power spectrum that is now accurately determined from observations of the Cosmic Microwave Background (Planck Collaboration 2015, and references therein), predicts the number density of halos as a function of halo mass that exist at any epoch, n(M h , z). The observed rate of DLAs per unit of redshift in any random direction due to halos of mass M h in the range dM h is then n(M h , z) Σ(M h , z) c dt/dz dM h , where Σ(M h , z) is the mean cross section (or area) within which a DLA is observed in a halo of mass M h . Although it has been generally believed that DLAs are associated with dwarf galaxies (e.g., York et al. 1986; Dessauges-Zavadsky et al. 2004; Khare et al. 2007; Fumagalli et al. 2014; Webster et al. 2015; Bland-Hawthorn et al. 2015; Cooke et al. 2015) , observations of the large-scale cross-correlation amplitude of DLAs with the Lyα forest absorption have determined their mean bias factor b DLA 2 (Font-Ribera et al. 2012) , which is consistent with DLAs being distributed over a broad range of halo masses 10 9 M M h 10 13 M , from dwarf galaxies to halos of massive galaxies and galaxy groups.
The Baryon Oscillation Spectroscopic Survey (BOSS; Dawson et al. 2013 ) of the Sloan Digital Sky Survey-III (SDSS-III; Eisenstein et al. 2011 ) has obtained spectra for more than 160 000 quasars at z > 2, providing an unprecedentedly large sample of DLAs. Despite the relatively low resolution (R∼ 2000) and S/N of the BOSS spectra, the large number of observed DLAs allows an accurate measurement of the mean metal-line absorption strength by stacking many systems, and studying the dependence of the equivalent widths of any line on the hydrogen column density. This approach has the advantage of directly providing mean properties of the DLA population, rather than properties of individual systems which have a large intrinsic random variation. Although the study of individual systems in detail obviously results in invaluable additional information that is lost in a stacked spectrum of the global DLA population, even a single DLA has absorption that probes a mixture of different gas phases and is difficult to model in practice. Moreover, absorption lines that are located in the Lyα forest region can be accurately measured only after averaging over a large number of absorption systems, and they can provide important information that is not accessible from lines on the red side of Lyα (see Rahmani et al. 2010; Khare et al. 2012; Noterdaeme et al. 2014 , for analysis of composite DLA spectra from BOSS).
This paper presents the mean absorption spectra of metal lines in DLAs that is derived from the Data Release 12 (Alam et al. 2015) of BOSS, using the DLA catalog generated with the technique described in Noterdaeme et al. (2009) . The two main results are (i ) the mean dependence of the equivalent width of each metal species on the hydrogen column density, and (ii ) an analytical model of the mean equivalent widths of multiple absorption lines of the same metal species to account for the effect of saturation and derive mean column densities in our DLA sample. We also present for the first time the mean equivalent widths in DLAs of various species that are usually difficult to measure owing to the confusion with the Lyman forest, e.g., SIV, SIII, FeIII and NII, as well as accurate determinations of the mean equivalent width and inferred column densities of more commonly measured species like OVI.
In § 2, we present the method to calculate the mean quasar continuum spectrum and the DLA stacked absorption spectrum. We also detail the corrections we apply to improve the mean quasar continuum which, in turn, results in a more reliable stacked spectrum. In § 3 we compute the mean equivalent width of detected metal lines, their dependence on the hydrogen column density is assessed and presented in § 4, and in § 5 we address the dependence on DLA redshift. In § 6, a simple model is proposed to correct for line saturation and is used to infer the mean column densities of several low-and highionization species for which the mean equivalent width of absorption lines has been measured. We discuss our results in § 7, before summarizing and concluding in § 8.
All the equivalent widths in this paper are rest-frame.
DATA ANALYSIS
We use the spectra of quasars in the SDSS-III BOSS Data Release 12 Quasar Catalogue 'DR12Q' (Pâris et al. 2016) . The SDSS telescope and camera are described in detail in Gunn et al. (1998 Gunn et al. ( , 2006 ; Ross et al. (2012) , and the SDSS/BOSS spectrographs in Smee et al. (2013) .
We use the DR12 DLA catalog, which is the expanded version of the catalog presented in Noterdaeme et al. (2012) for the DRQ9 (Pâris et al. 2012) , and contains a total of 34 593 DLA candidates with a measured column density N HI > 10 20 cm −2 . The detection of these systems is performed by means of a fully-automatic procedure based on profile recognition using the Spearman correlation analysis, as described in Noterdaeme et al. (2009) . Only 19 376 of the DLAs in the catalog have log(N HI /cm −2 ) > 20.3 and can therefore be designated DLAs if we strictly use the standard definition of a DLA. This column density threshold was, however, set for observational purposes, and to ensure that the hydrogen gas in the inner regions of the DLAs is mostly neutral due to self-shielding from the background radiation (Wolfe et al. 1986 ). We include systems down to log(N HI /cm Neutral hydrogen column density (top panel) and redshift (bottom panel) distributions for the total sample (blue historgram, 34 593 DLAs) and the metal sample (green histogram, 12 420 DLAs) of the entire DLA catalog. Right panels: Same distributions as in the left panel but considering only the systems that are used for the calculation of the composite spectra, after the application of our cuts, and weighting them according to the signal-to-noise calculation described in § 2.1. These weighted total (blue histogram, 26 931 DLAs) and metal sample (green histogram, 10 766 DLAs) distributions are the true ones that give rise to the results presented in this work. In all panels, the red lines denote the ratio of DLAs between the metal and total samples, and the vertical dashed lines in the upper panels indicate the strict DLA column density lower limit, N HI = 2 × 10 20 cm −2 .
because we find them to be also useful to characterize the mean properties of the population and their dependence on column density. We demonstrate below ( § 6.4 ) that the inclusion of systems with log(N HI /cm −2 ) < 20.3 does not substantially change our results, although the mean equivalent widths do change with column density and redshift and, therefore, accurate comparisons with other stacked spectra in the future need to take into account our distribution of column densities and redshifts. A relatively low minimum continuum-to-noise ratio C/N > 2 is required to include a DLA in the catalog, with the goal of maximizing the size of the catalog without having a large number of false DLA systems arising from spectral noise (Noterdaeme et al. 2012 ). This C/N threshold is specially important for systems with low column density since these have a higher probability to be false detections.
Most of the results presented in this paper are obtained from stacks using the whole DLA catalog, which is designated here as total sample. This sample should be unbiased, in the sense that only the HI Lyα absorption line has been used to select the DLAs, and not the strength of the metal lines. However, DLA samples from optically-selected quasars may be biased against systems containing substantial amounts of absorbing dust (e.g., Fall & Pei 1993; Boisse et al. 1998; Ellison et al. 2001; Smette et al. 2005; Noterdaeme et al. 2015) , although the presence of dust in DLAs is expected to be small (e.g., Pettini et al. 1997; Akerman et al. 2005; Vladilo et al. 2008; Khare et al. 2012; Murphy & Bernet 2016 , see also Kulkarni et al. 2005; Fukugita & Ménard 2015; Krogager et al. 2016) . The presence of dust-biasing would have little impact on general HI studies (Trenti & Stiavelli 2006; Ellison et al. 2008 ), but it may significantly underestimate the metal content in DLAs (Pontzen & Pettini 2009 ). In addition, we also study a subsample of the DLA catalog, which we call metal sample, containing 12 420 DLA candidates where metal lines can be individually detected by using templates (of these, 8 699 have log(N HI /cm −2 ) > 20.3). The metal detection results from a cross-correlation of the observed spectrum with an absorption template containing the most prominent low-ionisation metal absorption lines, which is done in addition to the previous Spearman correlation analysis for the Lyα line. If one or more metal absorption lines are detected in the individual spectra, these are used to refine the absorption redshift of the DLA (see section 3.2 in Noterdaeme et al. 2009 , for further details). The improved redshift of systems in the metal sample gives rise to more sharply defined lines in the resulting stack, and allows detection of the weakest metal lines and measurement of the effect of redshift uncertainties in the total sample. However, the metal sample is obviously biased in favor of DLA systems with strong metal lines and/or high S/N, and therefore cannot be used to obtain mean properties of the true population of DLAs. The absence of metal lines is never used to discard candidate DLAs at a low signal-to-noise ratio from the total sample. The mean stacked spectra of the DLAs used in each of these two samples are computed in a similar way, except for a few differences that are discussed below.
The left panels in Figure 1 present the redshift and N HI distributions of the total (blue histogram) and the metal sample (green histogram). The ratio of the number of DLAs in the two samples is also denoted as the red line, with the scale on the right axis. The metal sample contains a greater fraction of high column density systems because the strength of metal lines increases, on average, with N HI . The metal sample also has a smaller fraction of systems at high redshift, because of the declining mean metallicity of DLAs with redshift and the decreasing number of metal lines redwards of Lyα that are observable with increasing redshift. In addition, the increased density of the Lyα forest at high redshift may give rise to an increase of false positive DLA detections, specially in the total sample (see, e.g., Rafelski et al. 2014) . The right panels display the same two distributions as before, but now considering only the systems that are finally used for the calculation of the composite spectra, after the application of cuts in the DLA sample and after weighting the spectra as described in the next subsection. The distributions on the right panels are the actual ones that give rise to the results of this paper, which should be used in order to precisely compare to any other future observational results or model predictions. The shape of the distributions in the right panels is similar to those in the left ones, but the metal sample has a higher contribution than in the left panels, in general. This difference is mostly because metal lines are more likely to be identified in high S/N spectra, which have higher weights, as explained in the next subsection, and because of the cuts that remove possible false DLAs in the catalog. Additionally, the redshift distribution of the total sample narrows when applying the cuts and weighting the spectra. The mean values for the total sample in the right (left) panels are log (N HI /cm −2 ) = 20.49 (20.70) for column density, andz = 2.59 (2.65) for redshift.
2.1. Continuum quasar spectrum calculation A crucial part of computing a mean stacked spectrum of the transmitted flux fraction for a sample of DLAs is the calculation of the quasar continuum. We use a method that is similar to that in Pérez-Ràfols et al. (2014) , who measured the mean absorption by Mg II around the redshift of a galaxy near the line of sight to a quasar. Some variations are necessary in our case, however, owing to the mean absorption by the Lyα forest and the presence of the DLA metal lines themselves. We now describe in detail our procedure for estimating the continuum.
The method starts by computing a mean spectrum of the quasars used in both the total sample and the metal sample. First, each quasar spectrum is shifted to the quasar rest-frame wavelength, λ r = λ obs /(1 + z q ), where λ obs is the observed wavelength of every spectral bin, using the quasar redshift z q provided in the DR12 DLA catalog (this is the visual inspection redshift of the quasar catalog from Pâris et al. 2016) . The values and errors of the flux are rebinned into new pixels of width 1.0Å in the rest-frame by standard interpolation, averaging the values in the original pixels as they are projected, partly or fully, onto the new pixels. Any pixels affected by skylines, as reported in Palanque-Delabrouille et al. (2013) , are removed from the spectra and excluded from all the analysis.
The spectrum of each individual quasar is then normalized by computing the mean flux in two fixed restframe wavelength intervals: 1300Å < λ r < 1383Å, and 1408Å < λ r < 1500Å. These intervals are chosen to avoid the principal broad emission lines of quasars and the region of the Lyα forest absorption, and to be roughly centered in the spectral range of interest for the DLA metal lines. The normalization factor for each quasar j is defined as
where f ij is the flux per unit wavelength in the pixel i of the quasar j, and the sum is done over all the N j pixels that are comprised within the two wavelength intervals for the normalization. Some pixels in these two intervals are discarded because of the skylines that are removed or because of additional corrections discussed below (see § 2.3). Any quasar for which more than 20% of the pixels in the normalizing intervals are discarded is removed from the sample. This results in the removal of 1 074 quasars for the total sample and 298 for the metal sample. A mean S/N, s j , is computed for each quasar spectrum using the same two rest-frame wavelength intervals,
where e ij is the uncertainty for the flux f ij . The resulting distribution of the s j parameter is presented in Figure 2 for the two samples. This distribution peaks at s j 2 for the total sample, and at a higher value for the metal sample (as expected, because metal lines are more difficult to detect for low signal-to-noise). We discard from our sample any spectra with s j < 1.0, because of the very poor quality of these spectra, resulting in 264 and 5 spectra from the total and metal sample, respectively, not being further considered for our calculations. These discarded spectra are a small fraction of the total because of the independent constraint of a continuum-tonoise C/N > 2 in the Lyα forest region that was already applied to the DLA catalog with the method of Noter- -Mean quasar normalized spectrum for the total sample. The black line represents our weighted mean spectrum. For comparison, the cyan line denotes the non-weighted mean, resulting in stronger emission lines. The red region illustrates the 68% contours of the distribution of normalized spectra around the weighted mean. The wavelength scale is logarithmically spaced. We labelled the most prominent emission lines.
daeme et al. (2009).
With the S/N values we assign a weight w j to each quasar spectrum, defined as
where σ is a constant that is introduced to prevent the quasars with highest s j contributing excessively to the mean in the presence of an intrinsic variability of quasar spectra, in addition to observational noise. We choose, somewhat arbitrarily, a value σ = 0.1, which represents our estimate that the typical intrinsic variability of quasar spectra is 10%. We ran the stacking using σ = 0.2 and saw that this difference do not produce any relevant effect in our resulting spectrum. Finally, the resulting mean normalized quasar spectrum is computed as a weighted mean,
where f i is the normalized flux per unit wavelength of the mean quasar spectrum at the quasar rest-frame wavelength pixel i. This mean quasar spectrum is displayed as the black line in Figure 3 , with the most prominent emission lines labelled. This is the mean spectrum of quasars that have (at least) a DLA absorption system. Therefore, the mean spectrum incorporates any mean modification that the DLA lines have produced. Some quasars (∼ 20% for both samples) have more than one DLA system in the catalog; in this case the same quasar contributes to the mean as many times as the number of DLAs it contains. The red region in Figure 3 illustrates the 68% contours of the distribution of normalized spectra around the mean. For comparison, we also plot the non-weighted mean, represented by the cyan line. This spectrum shows stronger emission lines compared to the weighted mean, because of the Baldwin effect: emission line equivalent widths decrease with quasar luminosity (Baldwin 1977) . A small difference is also present in the Lyα forest region (barely visible in this plot), which is likely due to small variations of the distribution of S/N with redshift. Apart from this, we see that the black line is less noisy than the cyan one, which is our main reason to use the weights for computing the mean quasar spectrum.
2.2. Composite DLA spectrum calculation To compute a stacked DLA absorption spectrum, we start by shifting each quasar spectrum to the DLA restframe, rebinning now into a pixel width of 0.3Å to obtain better sampling. We also discard pixels affected by skylines, and then divide by the previously computed mean quasar spectrum shifted to the same DLA rest-frame, obtaining the transmission at the rebinned pixel i of the quasar spectrum k,
where f ik now has the subindex k labeling each DLA only because the mean continuumf i has been shifted and rebinned on the DLA rest-frame. By means of error propagation, uncertainties are normalized and rebinned in the same way to obtain the error, E ik , of the transmission spectrum of each DLA, F ik . The final composite spectrum and its error is again obtained from a weighted mean,
We set the weight w k to be the same as in Eq. 3, with the same value of σ = 0.1. This value does not really have to be the same for computing the mean quasar continuum and the mean DLA transmission spectrum; in general, we could choose a higher σ for stacking the DLA transmission because we need to take into account the intrinsic variability of the DLA metal lines as well. As we did for the case of the continuum, we have tested that increasing to σ = 0.2 does not substantially alter the results presented below; the two spectra have visually the same appearance. The composite DLA transmission spectrum obtained after these calculations for the total sample is denoted by the black line in Figure 4 . The grey line in this figure indicates the fraction of DLA systems contributing to the estimated stacked spectrum at each rest-frame wavelength bin. This fraction is less than unity on both sides of the range considered because a fraction of the quasar spectra, depending on their redshift, do not extend along the entire observed wavelength. The mean of the Lyman series lines due to hydrogen and many metal lines of our sample of DLAs are clearly evident. However, there are also broad regions where the mean transmission deviates from unity, which are clearly not associated with the narrow DLA absorption lines. This deviation may be due to several effects: the spectra that contribute to a given wavelength for the quasar composite are not the same that contribute to a given wavelength in the DLA composite, thus the quasar continuum is not entirely cancelled out. In addition, the Lyα forest causes an absorption both in the mean quasar spectrum and in the estimated transmission spectrum of each DLA, which does not exactly cancel when dividing by the mean quasar spectrum due to the redshift evolution of the Lyα forest. In the next subsection, we assess and apply several corrections for these effects in order to obtain a better quasar continuum and composite spectrum for the two samples.
The mean metal line equivalent widths that we will obtain in this paper, which vary with column density and redshift, depend on the selection of our sample. In addition, some fraction of the DLAs may be false and result from a concentration of Lyα forest lines that, in noisy spectra, may look like a DLA, while others may have large errors in redshift. This should cause a reduction of the mean equivalent widths measured in our stacked spectra, implying that our results may be sensitive to our adopted cut in the C/N ratio and the way we choose to weight the contribution of DLAs depending on the signalto-noise ratio from Eq. 3. We have tested the effect of eliminating the weights when calculating the composite spectrum (keeping the same sample of DLAs that we use after our cuts), which results in a very similar continuum, but substantially weaker metal absorption lines, with equivalent widths reduced typically by ∼ 30%. We believe most of this reduction is due to the fraction of false DLAs in the lowest S/N spectra, together with increased errors in redshift which wash out the metal lines in the stacked spectrum. Some of this reduction may also be due to a lower mean column density and higher mean redshift of the unweighted sample: The mean col-umn density drops from from log(N HI /cm −2 ) = 20.49 to 20.47, and the mean redshift increases fromz = 2.59 to 2.68, when eliminating the weights, but as we shall see in our results (Figures 11 and 12 , this accounts for only a small part of the reduction in mean equivalent widths when removing the weights.
However, by maintaining the weights, the contribution of false DLAs in low signal-to-noise spectra should be greatly reduced, and our systematic underestimate of the metal lines mean equivalent widths should be much less than 30%. We have tested this by examining variations with the minimum threshold in C/N to accept DLAs in our sample. We find that the median relative increase of equivalent widths of metal lines analysed in this paper is 2.5%, 3.7% and 5% as the minimum C/N is raised to 3, 4, and 5, respectively. These fractional variations are, we believe, a fair estimate of our systematic errors caused by impurity and large redshift errors in our DLA sample. Again, part of this increasing mean equivalent width with C/N may be caused by an increasing mean column density and decreasing redshift with C/N . In any case, this suggests that our weighting scheme is useful to reduce the effect of impurity in the DLA catalog, and that the remaining systematic reduction of mean equivalent widths is at the level of ∼ 5%.
For illustrative purposes, we have created two movies displaying the evolution of the mean quasar and composite DLA spectra as the number of stacked objects is increased. The two movies are publicly available and can be found, together with a brief description of the calculations, in the url https://github.com/lluism.
Corrections on the continuum spectrum
We now present the corrections that we apply to improve our first version of the transmission spectrum in Figure 4 . Briefly, these corrections consist of detecting and removing bad pixels, correcting for the mean Lyα forest absorption, and correcting for the average effect of the DLA lines on the continuum spectrum. In addition, we describe the procedure applied to spectra where Lyβ absorptions can be mistaken for Lyα. All these corrections, described in detail below, are applied equally for the total and metal sample.
Detection and removal of outliers
A variety of effects, e.g., cosmic rays, may cause large deviations of the flux in a few pixels from the correct values that clearly set them as outliers from the normal noise distribution. We prefer to eliminate these outliers, rather that working with median values which reduce the sensitivity to outliers, because we want to obtain mean equivalent widths in the end, and a relation of median to mean values would be model-dependent. Outliers cannot be eliminated by simply setting a maximum noise deviation of the transmission from the expected range of zero to unity, because the intrinsic variability of the quasar spectra can be large, implying that a more generous transmission range should be allowed.
Therefore, for the purpose of eliminating outliers, we first obtain a fitted continuum, C ik , to the transmission F ik computed previously for each quasar. The detailed method we use to fit this continuum is described below in § 3.1; essentially, C ik is a smoothed version of F ik computed once the regions of the expected metal lines of the DLA have been excluded. We then eliminate all pixels with a transmission F ik that is outside the interval
, where E ik is the transmission uncertainty in each pixel defined after Eq. 5. This is a generously broad range, which allows for an uncertainty in the pixel flux of three times the estimated standard deviation E ik , and adds an additional variation of twice the normalized mean quasar spectrum. Despite this broad range, it still excludes the most important outliers without eliminating any pixels that are not obviously bad. After the outliers are eliminated, we recalculate a new mean quasar continuum and a new stacked DLA absorption spectrum, which we adopt as the new composite spectrum in our analysis.
Mean absorption of the Lyα forest
The Lyα forest causes a systematic, redshift-dependent flux decrement bluewards of the Lyα emission line of the quasar. The redshift evolution of this decrement means that if it is not corrected, its mean value at a certain wavelength in the DLA rest-frame in our composite absorption spectrum is generally not equal to the mean value of the decrement in the mean quasar spectrum that was used to obtain the transmission from the observed flux, leaving a residual effect. This residual effect consists in an increase of the transmission in the DLA composite spectrum bluewards of the Lyα feature, more important for longer wavelengths.
We use the fit obtained by Faucher-Giguère et al. (2008) for the mean fractional transmission as a function of redshift,
We divide the normalized flux, f ij /n j in Eq. 4, in the spectrum of each quasar by F α (z) at the redshift z = λ obs /λ α − 1 (where λ α = 1215.67Å), before stacking to obtain the mean quasar spectrum. We then divide again each spectrum containing a DLA by F α at the same redshift, before dividing by the mean quasar spectrum in Eq. 5. The net correction does not completely cancel, and depends on the probability distribution of the DLA and quasar redshifts in our catalog, which is sensitive to selection effects reflecting the DLA detection probability. Figure 5 displays the impact of the correction for the Lyα forest transmission on the mean quasar continuum. The original spectrum (yellow line) is raised by ∼ 20% after this correction (green line), reflecting the mean decrement at the mean redshift of our quasar sample. The change of the composite DLA spectrum after applying this correction is presented in Figure 6 (yellow and green lines for the original and corrected spectra, respectively). Both figures display the result for the total sample. Eq. 7 includes the effect of the Lyα forest only. Metal lines are believed to increase the decrement by ∼ 5% of that due to Lyα (Faucher-Giguère et al. 2008) . We neglect these metal lines, and we also do not include the additional corrections for the forests of Lyβ and higherorder hydrogen lines, although we do correct for the effect of all the lines associated with the DLAs themselves that are stacked in the final composite spectrum, as we describe below. 
Effect of the DLA absorption lines
When we compute the mean quasar continuum, there is a mean incidence rate of hydrogen and metal lines of DLAs that are present in each quasar spectrum and contribute to lower the measured flux. This average flux decrement caused by the DLA lines is larger than in a random sample of quasars because we use only the quasars in the DLA catalog to obtain our mean quasar spectrum, where by construction, each quasar spectrum contains at least one DLA. We now describe the procedure to correct for the presence of these DLA lines, which is applied both to the total and metal sample.
For each DLA in the catalog, we redo the quasar continuum spectrum calculation after modifying the flux values in pixels that are comprised within predefined windows around each of the expected DLA absorption lines. We also remove some of these pixels where the DLA absorption is strongest. We account for all the DLA metal absorption lines listed in Appendix A, in Tables 4 and  5 , as well as for the blended lines listed in Table 1 . We include in addition the hydrogen Lyman transitions from Lyα up to n = 9, covering the range between 920Å and 3 000Å. The wavelength windows around each line center used for this correction are the same as those used for the computation of the equivalent width of the metal lines, described in detail in § 3.1 below.
For each DLA absorption line, the flux in each pixel within its window is corrected as
where f L is the corrected flux, f QSO is the observed flux before correction in the quasar rest-frame at redshift z q , and F D is the transmission in the mean DLA composite spectrum, after shifting to the quasar rest-frame by multiplying the wavelength by (1 + z DLA )/(1 + z q ). The DLA composite spectrum is rebinned in order to match the quasar rest-frame, in the same way as in § 2.2 when computing the mean quasar spectrum. This correction is applied only within each DLA absorption line window, when 1.0 > F D ≥ 0.4. For the strongest DLA lines, pixels where the DLA mean transmission is F D < 0.4 in the composite spectrum are removed instead of being corrected, and not taken into account for calculating the improved quasar continuum. We adopted this approach to avoid excessive noise from the regions that are highly absorbed. Small variations for the threshold value 0.4 do not significantly change our results. This correction is applied without considering detecting any DLA line in the individual spectra, to correct for their mean expected absorption.
The new mean quasar continuum is used to recalculate the DLA composite spectrum. We can now iterate the same procedure, since the DLA composite spectrum is needed to compute the correction to each quasar con- -Stacked DLA spectrum before and after corrections. The original stacked spectrum, with some outliers causing deviations in a few pixels near 1 900Å and in the Lyα forest region, is shown in yellow. The spectrum after correcting for the Lyα forest mean decrement and the removal of outliers is in dark green. The DLA lines correction is included in the red, blue and black lines, after the first, second and third iteration, respectively. tinuum, until there is no significant improvement. This convergence is reached after three iterations. The black line in Figure 5 shows how the mean quasar continuum is further modified by these DLA lines in the region of the Lyα forest (this is mostly the effect of the DLA Lyα line), and Figure 6 indicates how the DLA composite spectrum is improved after the first, second and third iterations (red, blue and black lines, respectively; the spectrum is displayed only at λ < 2000Å, at longer wavelengths the corrections to the continuum are very small). A clear improvement is seen after the first iteration (red line), in the sense that the continuum between the DLA metal lines moves closer to unity over most of the regions, but a smaller improvement is achieved with subsequent iterations.
Despite the improvements that result from these corrections, Figure 6 demonstrates that the continuum still deviates slightly from unity due to other uncorrected systematics. One contribution is probably the proximity effect, which accounts for the fact that the Lyα forest near the quasar redshift has a lower mean decrement than far from the quasar redshift. There is also a small rise of the continuum above unity in the region longwards of the CIV line, which may be partly caused by the forest of CIV lines associated with the Lyα forest and Lyman limit systems. Further improving our continuum model would clearly require more detailed work to correct for these effects and other systematics that are likely present. We have decided to stop here and to use a simple method to flexibly fit the continuum between the DLA lines in the next section.
The correction involving the effect of the DLA absorption lines assumes that there is only one DLA in each quasar spectrum. For each DLA in the catalog, the quasar spectrum is corrected for the presence of only that DLA, ignoring the possible presence of other DLAs in the same spectrum. A more accurate procedure would take into account all the detected DLAs in each quasar spectrum. As mentioned above, ∼ 80% of the spectra in both samples contain only one DLA, so we expect spectra with more than one DLA to produce a small effect on the mean quasar continuum.
Finally, in order to compare our method for correcting the effect of the DLA lines, we adopt a different approach. We calculate the mean quasar spectrum, now using all the spectra in the DR12 quasar catalog from BOSS that do not contain DLAs. After our cuts, this results in the use of ∼ 210 000 quasar spectra. The continuum of this mean quasar spectrum overlaps with our previously computed mean spectrum, except in the Lyα forest region. The difference between the two corresponds to a ∼ 10% increase of the flux in the forest for the sample without DLAs. Our correction (black line in Figure 5 ) increases the flux depending on wavelength, from ∼ 5% at ∼ 1050Å to ∼ 10% at ∼ 1150Å. Therefore, our correction might simply account for a fraction of the total DLA effect but, because of other possible contributions to the observed difference (e.g., the strength of the emis-sion lines are different in the two samples), we consider our original approach for further calculations. This will not affect our results because of the use of the additional continuum fit to the final composite spectrum.
Contamination by DLA Lyβ lines mistaken for Lyα
When we first obtained the DLA composite spectrum, we noticed the presence of a few regions with unexplained anomalous absorption features. These can be seen in Figure 4 , where the spectrum for the total sample has strange spectral features, for example, near 1440Å or 1520Å (just to the left of the SiII line), which do not appear in the spectrum of the metal sample. The source of these features is that some Lyβ absorption lines are incorrectly identified as DLA Lyα lines in the DLA catalog. This error produces spurious absorption features in the stacked spectrum and other undesired effects (the features are not present in the metal sample because the DLAs identified at a wrong redshift obviously do not yield any metal line detections). To avoid this problem, we have removed all the DLA spectra with a redshift (1 + z DLA ) ≤ 27/32 (1 + z q ), ensuring that the detected Lyα lines cannot possibly be a Lyβ line of a higher redshift DLA. The amplitude of the fictitious features caused by these DLAs indicates that only ∼ 10% of them are incorrect identifications of a Lyβ line, but we have not further attempted to separate these mistaken detections in order to avoid any other selection effects in our total sample. This criterion reduces the number of DLAs in our total sample to 26 931, and to 10 766 in our metal sample, to which the whole analysis described above has been applied. In the rest of the paper, we analyze the results obtained for these restricted catalogs.
ANALYSIS OF THE COMPOSITE DLA SPECTRUM
We measure the mean equivalent width of metal lines detected in the stacked DLA absorption spectra below. We also divide the two DLA samples into five column density bins to assess the dependence of these mean equivalent widths on the hydrogen column density, N HI , in § 4. The results are tabulated in Table 1, and Tables  4 to 9 in Appendix A.
Figures 7 and 8 present an expanded version of the final composite absorption spectrum of DLAs, for the total and the metal sample, respectively, with labels denoting the detected absorption lines. Absorption lines in the metal sample ( Figure 8 ) are usually stronger and present a sharper profile than those in the total sample, allowing for more detections of weak absorption features despite the noise. This is simply because the metal sample is selected to include only DLAs with individually detected metal lines, so DLAs of low metallicity and/or low C/N spectra are usually excluded, reducing the noise in the final stacked spectrum.
The Lyα absorption feature in Figure 7 does not present a broad flat region with null flux at the position of the line center as observed in single systems. This effect is due to two reasons: First, there may be some zero-flux error with a mean transmission of ∼ 0.01 that is systematically added to all the spectra. Second, the DLA sample is not totally pure, and there may be a few percent of the absorbers catalogued as DLAs that are actually arising as a combination of lower column density absorbers and spectral noise, contributing also a residual flux at the Lyα line profile of the stacked spectrum. For the metal sample, where the percentage of false DLAs should be much smaller, there is a flatter bottom of the DLA mean profile that is consistent with the width of the damped profile expected for the lowest column densities present in the catalog. This may also affect the metal lines: as mentioned earlier, our equivalent widths may be systematically underestimated because of a fraction of DLAs in the catalog that are not real or have large redshift errors. The zero-flux error may also cause an additional underestimation of metal line equivalent widths, but the relative error should be similar to the fraction of zero flux present at the bottom of the Lyα line in Figures  7 and 8 , which is only a few percent. We ignore these systematic errors in this paper; future improvements on this work should use mocks of the Lyα spectra in BOSS to correct for the fraction of false DLAs in our catalog, as well as the zero-flux error (see, e.g., Bautista et al. 2015) .
We detect transitions of elements rarely seen in DLAs, such as TiII, CII*, PII, CoII, ArI, and several lines of CI, a species that is associated with H 2 (Srianand et al. 2005; Ledoux et al. 2015) . We also observe several highionization lines, including NV, OVI and SIV, which are extremely difficult to detect in individual spectra; in fact, NV and SIV have been detected only in a few DLAs, and when they are detected they are hard to separate unambiguously from the Lyman forest lines, particularly for SIV and OVI lines which are always blended with the forest (Fox et al. 2007b; Lehner et al. 2008 Lehner et al. , 2014 . Here, we will analyse a total of 42 low-ionization lines, 8 highionization lines, and 13 absorption features that are the result of blends of several metal lines that are unresolved at the BOSS resolution. These lines are listed in Tables  4 and 5 in Appendix A and in Table 1 . The uncertainties in their equivalent widths indicate that not all of them are detected at a high confidence level, particularly in the total sample. We now describe how the equivalent widths and uncertainties are evaluated.
Line windows and fitted continuum
We select the set of lines described above to measure their equivalent widths. These features were chosen simply from their visual appearance to have a detection in our composite spectrum of the metal sample. These lines, in addition to the first 8 hydrogen Lyman transitions (all of them with wavelengths within the range 920Å < λ < 3 000Å), are the ones used for the computation of the fitted continuum described below, as well as for the quasar continuum correction presented in Section 2.3.3.
Before equivalent widths can be measured, a set of windows around each line need to be defined over which the absorption fraction is to be computed. We generally choose a total window width of 7Å centered in the DLA rest-frame line center, which is wide enough to include all appreciable absorption for any unblended line. The line profiles have all nearly the same widths because they are unresolved, thus the equivalent width is, in practice, the only information that can be obtained from these line profiles. We have tested that the measured equivalent widths do not vary significantly under small variations of the window widths. The Lyα and Lyβ transitions are treated differently because they have a clearly resolved mean absorption profile. We use halfwidths of 40 and 5Å for their windows, respectively. In addition, whenever several lines have overlapping windows, we define broader windows which include all the individual windows of the lines in the blend (this is described in detail below, in § 3.3).
Before measuring the equivalent widths, we perform a final continuum fitting of the DLA composite spectrum to remove the residual variations left after the corrections discussed in the previous section. This method is similar to that applied by, e.g., Pieri et al. (2014) ; Sánchez-Ramírez et al. (2016); Berg et al. (2016) ; we proceed in the following manner: for each pixel outside any of the line windows described above, we compute the mean value of the transmission within a 10Å width window centered on the pixel, excluding any pixels that are inside the absorption line windows (pixels belonging to skylines or outliers have already been removed and do not contribute to the fitting calculation). We then compute a standard cubic-spline fit over the range 900 − 3100Å in the DLA rest-frame, using only one (starting from the first) out of every 15 of these mean values for the transmission (pixels in the DLA stacked spectrum have widths of 0.3Å, therefore the averaging of the transmission is done over about 33 pixels, so all pixels contribute to the determination of this final continuum). The 15 pixels separation between successive points used for the spline fitting corresponds to a distance of 4.5Å when there are no absorption lines or other effects which can discard pixels in between. We have checked that using 20 or 10 pixels instead of 15 makes no substantial difference. This approach produces a smoother continuum compared to using the averaged flux in all pixels, which produces undesired 'waves' over the regions of the absorption lines.
Despite averaging the continuum in 10Å width windows, this new fitted continuum is still affected by the pixel noise near the window edges. The statistical error that this effect introduces is accounted for with the bootstrap method described in Section 3.4, but any other possible systematic effects on equivalent widths introduced by our method are not included in our errors. The resulting cubic spline fit is used as the new continuum to calculate equivalent widths and limits on the detection of outliers described in § 2.3.1.
The equivalent width calculation for the case of lines within the Lyα window needs special attention. We determine a continuum that includes the Lyα absorption, with the goal of being able to measure the equivalent widths of metal lines that are blended with the Lyα line. For the purpose of computing the continuum in the Lyα line region, we ignore the previously defined metal line windows, and select instead the following windows (in units ofÅ) that appear to be free of absorption by metal lines in both the total and metal samples stacked spectra: [1175.67−1188] [1255 − 1255.67] . These intervals are selected as a compromise for maximizing the number of points used for the continuum and minimizing points near the metal absorption lines. We then use linear interpolation to connect all the pixels throughout this region, connecting also linearly the points at the window edges. This approach yields our fitted continuum over the region [1175.67 − 1255.67Å]. Outside this range, we use the previously described cubic spline fitted continuum.
The final fitted continuum is displayed as the red line in Figure 9 over the 1000 − 1700Å range. Green points are used to fit the linear continuum in the Lyα line window.
We stress that our stacked Lyα line does not have the shape of a single Voigt profile because it arises from a superposition of DLAs with different column densities. We have not attempted to fit the observed profile by modeling it with a column density distribution for our sample, in view of the zero flux error and other complicated effects (e.g., the cross-correlation of DLAs and the Lyα forest). Ignoring this statement and forcing a fit to a single Voigt profile, we obtain a column density log(N HI /cm −2 ) = 20.49, which coincides with the mean column density of our sample (with the weights applied in our stacked spectrum) as measured from the individual systems. In future work, it should be interesting to fit the mean profiles of all the Lyman series lines, which should contain valuable information on the distribution of velocity dispersions in the DLA systems.
Equivalent width estimator
We next fit a Gaussian optical depth line profile to each metal line within its window, where b and a are two free parameters, λ is the pixel wavelength in the DLA rest-frame, λ 0 is fixed to the known central wavelength of the line, and C f is the value of the fitted continuum in each pixel. We perform a standard least-squares fit to the measured F in the pixels of each line window with the two free parameters a and b.
In practice, the parameter a in Eq. 9, reflecting the width of the lines, is essentially determined by the spectrograph resolution of BOSS, except in a few cases of blended lines. The BOSS resolution depends smoothly on the observed wavelength, but once this smooth variation is taken into account, the resolution should not vary among different metal lines. Therefore, the accuracy of the fit to the line equivalent widths should improve if we impose a fixed width parameter a on the lines, assuming that the width is not affected by variable levels of saturation of the absorption lines. To examine the variation of a with wavelength, Figure 10 displays the values of a obtained for all the metal lines, as a function of their rest-frame wavelength, for the case of the total sample. Yellow dots indicate blended lines, or lines that are apparently very weak and strongly affected by noise, so that they are deemed likely to present deviations of their width from any smooth dependence. In cases of lines forming part of an atomic doublet, the lines are jointly fitted and are required to have the same value of a, but different values of b.
It is apparent from Figure 10 that there is a smooth increase of the width parameter a with wavelength, with a small scatter for the black points corresponding to lines that are not affected by blends or a very weak signal-tonoise ratio. There is no evidence for any difference in the width between low-ionization and high-ionization lines, which might have indicated a different contribution from a physical velocity dispersion to the measured widths. We fit a linear regression to the values of a as a function of wavelength using the black points only (with each point weighted equally), and we obtain the result
shown as the red line in Figure 10 . The same procedure for the metal sample yields a linear regression of the form
These equations can be considered as an estimation of the spectrograph resolution assuming that the lines are unresolved. The difference between the two samples is mostly due to the better accuracy of the redshifts in the metal sample, which makes the lines appear slightly narrower. Having tested that the deviations of the a parameter from this linear regression arise from noise and not from physical differences among the lines, we now repeat the fits to each line with Eq. 9, but keeping a fixed to these linear regressions and fitting only the b parameter. We then integrate the area below the continuum represented by the function in Eq. 9 to compute the corresponding equivalent width for each line.
In some cases, a group of absorption lines are close enough for their wings to overlap, but the absorption maxima are still well separated. In this case, we use a common window including the windows of all the blended lines and we measure their equivalent widths in a single joint fit. The optical depths modeled as Gaussians are added, or equivalently, the transmissions from each line are multiplied, to obtain the total profile. The equivalent widths of these lines, marked with a superscript denoting overlap, are listed together with all the other lines for the total and metal samples in Tables 4 and 5 in Appendix A. Their errors are computed using the bootstrap method described in § 3.4.
Figures 17 and 18 in Appendix B present the fit for all the absorption features analysed in the total sample. These figures display the line window, the continuum and the fitted absorption profile. In cases of overlap, each individual line is indicated separately in addition to the total absorption profile. Below, we discuss the case for lines that are strongly blended.
Strongly blended absorption lines
There are several blended absorption lines that do not present separate absorption maxima. We designate these groups 'strongly blended lines'. These groups and their individual blended lines are listed in Table 1 .
We use the same procedure described above to perform a joint fit to all the lines belonging to a blend: we fix all central wavelengths and Gaussian widths, and only allow the amplitude of each line to vary. Any lines that may be part of a blend with an equivalent width expected to contribute less than 1% to the total equivalent width are ignored. In these fits, the only reliable measurement is usually the total equivalent width of each blended group, which is listed in the first column with its bootstrap uncertainty. The individual equivalent widths of each line (with wavelengths and oscillator strengths listed in the second and third columns, respectively), with highly correlated and larger errors, are listed in the fourth column. The fifth column reports a modeled estimate of individual equivalent widths, according to a theoretical model, described below in § 6, that uses measurements of other absorption lines of the same species. Finally, the sixth column gives an inferred equivalent width for one of the blended lines once the modeled lines are taken into account, and in cases where all the lines in a blend are modeled, it lists the inferred total equivalent width of Morton (2003) . Fourth column: Individual fitted equivalent widths. Fifth column: Equivalent widths predicted from our model, using other absorption lines of the same species in Table 4 . Sixth column: Inferred total and individual equivalent widths fixing the modeled lines to the predicted equivalent widths from our model. the blend. These results will be discussed in detail in Section 6.3.
We wish to warn here, however, that the results for the fitted equivalent widths of blended lines in the fourth column are subject to an important systematic error: we are simply assuming that the transmission of the individual lines modeled with the profile in Eq. 9 can be multiplied to fit the entire blend. This situation is actually not true because the absorbing components in each individual line are not independent, but they have a highly correlated velocity structure in each DLA. When the blended lines are very close together (for example, for the first blend in Table 1 for OI lines), the combined equivalent widths of the various lines may hardly increase in DLAs with very narrow lines, which are highly saturated even if the blended line at the BOSS resolution appears far from saturation, and may increase to some extent in DLAs with broader velocity profiles. It is impossible to make a reliable estimate of how the 'fitted' equivalent widths of individual lines should be added to yield the total blend equivalent width without a complete model of the absorbing subcomponents width distribution and velocity correlations. This effort would be much more ambitious than the simple model presented below in § 6.1 for mod-eling single line equivalent widths in terms of mean column densities. We therefore choose to use the simple assumption of multiplying transmissions of all the individual lines. This approach produces approximately correct results only for blends of lines that are sufficiently separated or weak that they do not have frequently overlapping absorbing components that are saturated at full resolution.
The fits to the blended absorption profile in these cases are also presented in Figures 17 and 18 . Due to the systematic errors mentioned above, individual line profiles are not separately shown for these strongly blended lines.
Bootstrap error computation
The errors on the line equivalent widths cannot be obtained from the errors on the observed flux in individual pixels because they are often dominated by continuum uncertainties. We therefore use a bootstrap method: we randomly split our DLA sample (both the total and the metal one) into 100 subsets containing roughly the same number of DLA candidates. We then generate 1000 new samples by randomly selecting 100 of these subsets, allowing for repetition, and we recompute the composite spectrum, the continuum fit and the equivalent width calculations for each new sample. We use the same values of a(λ) that were obtained in equations 10 and 11, and we obtain the errors from the standard deviation of each metal line equivalent width among the bootstrap samples.
DEPENDENCE OF EQUIVALENT WIDTHS ON N HI
We now examine the dependence of the mean equivalent width of the metal lines on the property that can be best measured for each individual DLA: the hydrogen column density N HI , which determines the damped profile of the hydrogen Lyα line. We divide the total and the metal samples into five intervals in log (N HI /cm 06, 20.22, 20.40, 20.65 and 21.13 , respectively. For each interval, we redo the previous calculations: a composite spectrum of transmission fraction is obtained for the DLAs that have a column density in the specified range, the continuum is fitted, and equivalent widths of our list of metal lines with bootstrap errors are obtained. The a parameter in Eq. 9 is kept fixed to the same values used for the entire samples, assuming that it is independent of N HI . The bootstrap errors are computed as before, using only the DLAs in every bootstrap subset which are in the N HI bin of interest when doing the stacking. The bootstrap subsets are large enough to contain similar numbers of DLAs in each column density bin. Results for the mean equivalent widths are tabulated in Tables 6 -9 in Appendix A, separately for low-ionization and high-ionization species, and for the total and metal samples. The intermediate species CIII, SiIII, AlIII and SIII are included in the table of low-ionization species owing to the fact that the kinematic properties for these elements resemble those of low-ionization species .
The dependence of the mean equivalent widths on column density is presented in Figure 11 . Several lowionization species are shown in the top panels (total sample on the left, metal sample on the right). Points are connected with dotted lines to help visualize the trend with N HI for each species (they are slightly shifted horizontally from the true mean column density values specified previously to avoid overlapping errorbars). A general trend of increasing W with increasing N HI is apparent, as expected. If the mean metallicity and dust depletion in DLAs do not vary substantially with column density, hydrogen is mostly atomic, and the low-ionization species displayed in Figure 11 are the dominant ionization stage of the respective elements, then we expect the metal column densities to increase linearly with N HI . This prediction, however, cannot be tested directly because a large fraction of lines may be saturated, and the degree of saturation depends on a complex distribution of velocity dispersion, metallicity and multi-component structure of the absorption systems.
The bottom panels show the dependence of the mean equivalent widths on column density for three highionization species, SiIV, OVI and CIV, in the total and metal samples (left and right panels, respectively), and for an intermediate species, AlIII. We also present the behaviour of the FeII λ1608 line for comparison (in soft grey). The total sample demonstrates that there is also an increase in the mean equivalent width with column density, in all cases. However, the increase is much smaller than for low-ionization lines. Over the column density range 20 < log(N HI /cm −2 ) < 20.7, the mean equivalent width of the CIV and SiIV lines increases by a factor ∼ 1.25, whereas the increase for relatively weak lines of low-ionization species in the top panels over the same range is a factor ∼ 3, and even the strongest lowionization line, CII (which is most saturated), increases by a factor ∼ 1.8. The AlIII line increases by a factor that is intermediate between the low-ionization and high-ionization cases.
The metal sample presents a different behavior: the mean equivalent width is essentially independent of column density for the high-ionization lines, and has a weaker increase with N HI than in the total sample for the low-ionization ones. There are two possible reasons for this difference. First, the DLAs in the metal sample are selected to be the ones with measured redshifts from the metal lines, and therefore where the metal lines have been individually detected in the BOSS spectra. This procedure selects DLAs with strong metal lines, and also spectra of high signal-to-noise ratio. The low column density DLAs are included in the metal sample with a lower frequency than the high column density ones, with an important selection in favor of systems with strong metal lines (either because of high metallicity, or because of high velocity dispersion which reduces the degree of line saturation). The second reason is that some fraction of the DLAs at low column density may be false detections, where a combination of noise and the presence of a cluster of Lyα forest lines may be confused with a DLA in low signal-to-noise ratio spectra. The low column density DLAs should have a higher impurity fraction, or fraction of false systems, and this impurity fraction is significantly reduced when selecting systems that have associated metal lines detected. Therefore, the ∼ 25% increase in the high-ionization mean equivalent width with N HI may in part be real for the total sam- High-ion Metal sample ple (not suffering from metal selection effects), but may also be due to a worsening sample purity at low column density for the total sample. These effects illustrate how special care must be taken in the sample selection for evaluating mean properties of the DLA population.
Even though the metal sample results in a composite spectrum where weak lines can be detected at a greater statistical significance, it will not be used in the rest of this paper because it does not produce results that can be easily corrected for the sample selection effects. The question of the effect of the sample impurity (i.e., the rate of false DLAs in the total sample) needs to be addressed with simulations of DLA catalogs from mock spectra, and is left to be analyzed in future work when these simulations are available.
Additional interesting information can be obtained from the mean equivalent width ratio of the doublets of CIV and SiIV. The equivalent width ratio stays constant with column density near a value of 1.4 to 1.5 for both CIV and SiIV. This factor is between the values of 2 and 1, corresponding to the two extreme cases of completely optically thin and completely saturated lines, respectively. The fact that this ratio remains constant as the mean equivalent width increases suggests that the velocity dispersion, or the mean number of subcomponents, should be increasing with column density, although our uncertainties are still too large to place much confidence on this interpretation. The ratio of ∼ 1.5 indicates that the absorbers have a mixture of weak, unsaturated components, and strong saturated ones, that contribute about equally to the total equivalent widths. The doublet equivalent width ratio of OVI appears to be larger, but the errors here are also larger and systematics due to the blending of the weaker line of the doublet with CII and OI lines are likely present.
DEPENDENCE OF EQUIVALENT WIDTHS ON Z
We here explore the evolution of the mean metal line equivalent widths with redshift of the DLAs. We split the total and the metal samples into five DLA redshift inter- High-ion Metal sample respectively, showing little differences between them. We repeat the equivalent width and uncertainty calculations we did for the case of column densities, but this time for each redshift bin. The a parameter in Eq. 9 is kept fixed to the same values used for the entire samples, assuming that it is independent of DLA redshift. The mean equivalent widths in every redshift bin are tabulated in Tables 10 -13 in Appendix A, separately for low-ionization and high-ionization species, and for the total and metal samples. Figure 12 displays the evolution of the mean equivalent widths with redshift. The top panels show several low-ionization species. The points are slightly shifted horizontally from their original positions to clarify the visualization. A general decrease of equivalent width by a factor ∼ 1.3 − 1.5 from z ∼ 2.1 to z ∼ 3.5 is apparent for the total sample (left panel). The nearly equal values of the mean column density at every redshift bin confirm that the observed trend is not driven by changes in N HI . However, the effect of false positive DLA detections, which result in lower equivalent widths, might be present, specially at the highest z bins. The evolution of the metal sample, which should be less affected by false positives, presents a slightly smoother decrease, by a factor ∼ 1.1 − 1.2 in the same redshift range (right panel).
The bottom panels show the dependence of the mean equivalent widths on z for two high-ionization species, SiIV and CIV, and for an intermediate species, AlIII. We also present the behaviour of the FeII λ1608 line for comparison (in soft grey). The doublet of OVI is not shown as its rest-frame wavelength is only covered by the three upper redshift bins which, in turn, are those most affected by noise. Here, as for the low-ionization species in the upper panels, the metal sample (right panel) suggests a smoother decrease with redshift than the total sample (left panel). However, for both samples, the equivalent width decreases by a factor 1.5 within the redshift range z ∼ 2.1 to z ∼ 3.5. Whether a different evolution between low-and high-ionization species exists or is an artifact driven by noise and/or systematics is unclear, and we defer more detailed examinations to future work.
THEORETICAL MODEL FOR LINE SATURATION
As previously described, the absorption profiles of the metal lines are mostly determined by the instrumental spectrograph resolution. The absorption system compo-nents are often much narrower than the BOSS resolution, and can therefore be saturated even though they appear to be weak (York et al. 2000) . Although a fraction of DLAs are known to have velocity dispersions that are comparable to the BOSS resolution (Prochaska & Wolfe 1997) , this intrinsic line width likely contributes only to extend the wings of the mean absorption profile that can be seen in the strongest lines (see, e.g., the CIV profile in Figure 18 ). Deconvolving the BOSS spectral point spread function from the mean profile is difficult because of its wavelength and fiber-to-fiber dependence, and inaccuracies in its determination. We therefore use only the mean equivalent widths of the lines as the quantity that can be determined from the BOSS stacked spectra we have created.
The physical quantities that the equivalent width depends on are the column density and the velocity distribution of each species. The velocity distribution is known to be generally complex, because several absorbing components are often resolved in the metal line profiles of DLAs (Prochaska & Wolfe 1997; Zwaan et al. 2008) , which means that there is not a simple relation between mean equivalent widths and column densities that can be expressed in terms of a single velocity dispersion, as for a Voigt profile. The scenario that is usually invoked to explain the observed absorption profiles is that a number of gas clouds are orbiting inside a halo or thick disk (Haehnelt et al. 1998; Wolfe & Prochaska 1998; McDonald & Miralda-Escudé 1999) , which randomly intercept the line of sight to the quasar. Every absorbing system is characterized by a halo velocity dispersion, which describes the random motions among the clouds seen as absorbing components in the spectra, and an internal cloud velocity dispersion, which can be partly thermal and partly turbulent, determining the width of the individual absorbing components. We shall use this scenario to construct a simple model for the relation of the mean equivalent width and column density for a large sample of DLAs similar to the one we are using here.
With this purpose in mind, we analyse in detail the transitions of FeII and SiII for the total sample, which are the two species with the largest number of measurable absorption lines, 12 for FeII and 5 for SiII (except for NiII, which has 6 transitions, but they are weaker lines with a narrower range of oscillator strengths), most of which are strong enough to yield a reliable measurement of the mean equivalent width, W . We plot in Figure 13 the dimensionless ratio W/λ as a function of the product f λ for each one of these transitions, where f is the oscillator strength of the line at wavelength λ. For a completely optically thin absorption line, the equivalent width is given by
where r e = e 2 /(m e c 2 ) is the classical electron radius, e is the electron charge and m e the electron mass. Therefore, in the optically thin regime, we expect W/λ ∝ f λ for the mean of a DLA sample with any distribution of column densities. As an increasing fraction of the DLA components become optically thick with increasing f , the mean relation should flatten until W/λ becomes nearly constant with f λ at a value determined by the mean maximum velocity range that is covered by the absorbing components in a DLA. This is indeed the behavior seen in Figure 13 . The precise functional dependence of W/λ on f λ cannot be reliably predicted from theory, because it depends on the detailed velocity and column density distribution and the internal velocity structure of the DLA absorbing components.
However, we can argue that all the low-ionization species measured in DLAs should follow the same functional form of W/λ versus f λ, except for a horizontal rescaling that reflects the element abundance. This relation follows from assuming that all the low-ionization species have the same distribution of velocities in the DLA sample we are using, and that different ionization corrections do not lead to significant differences, so that they all have the same distribution of optical depths within the velocity range of the absorbing systems except for the rescaling reflecting the abundance. In general, ionization corrections in DLAs are found to be < 0.2 dex (e.g., Howk & Sembach 1999; Vladilo et al. 2001; Prochaska & Wolfe 2002; Kisielius et al. 2015) , supporting the view that differences in the shape of the optical depth distribution among metal species should be minimal. A model is proposed below for the shape of W/λ versus f λ, which is displayed as the blue curves in Figure 13 . This simple model allows us to infer mean column densities from the measured mean equivalent widths, up to the systematic errors arising from the model assumptions. We shall generally assume that the model can be applied with the same parameters to all low-ionization species. We will also apply the model to high-ionization species allowing for different fit parameters, since these absorbers are believed to reside in different regions and have different velocity distributions than the low-ionization species (e.g., Wolfe et al. 2005 ). We consider, however, this model to be less reliable for high-ionization species because of the lack of a test with many lines from the same species with different values of f , similar to the one provided by FeII and SiII for low-ionization.
Before describing this model, we should address the large differences in the error bars of different lines in Figure 13 . Large errors are sometimes caused by blends with other absorption features that are difficult to separate (e.g., the SiII λ1020 transition appearing at f λ = 17.1Å in the right panel is blended with the Lyβ transition), or when the lines are very weak. The leftmost FeII line has an expected W value smaller than its uncertainty, so the lower edge of the error bar is replaced by an arrow.
6.1. Modeling equivalent widths as a function of oscillator strength For any metal line centered at wavelength λ 0 , we define the rest-frame equivalent width in units of velocity as:
where the integral is performed over a rest-frame wavelength interval around λ 0 that contains the whole absorption line. We define the linearized equivalent width as Although the mean of W τ is the quantity that is directly related to the mean column density, only the mean of W v is measured from our BOSS stacked spectra.
For absorption lines that contain a single absorbing component with a Gaussian velocity dispersion (arising from thermal motions or from a turbulent velocity dispersion that also has a Gaussian distribution), the relation between W v and W τ is the well known Voigt curve of growth (Goody & Yung 1996) . For a velocity dispersion σ, when W τ W v , we have
The mean equivalent width resulting from the stacked metal lines of many DLAs is not related in the same simple way to the mean column density because each absorption system has a different distribution of optical depths. We search for a simple, physically motivated fitting formula to adjust the observed mean values of W v of the low-ionization lines as a function of the values of W τ that are theoretically predicted from column densities. We assume the absorption lines are composed of subcomponents with an internal velocity dispersion σ, given by
h , where σ h is the turbulent (or hydrodynamic) velocity dispersion, assumed to be the same for all the lines of all the species, and σ 0 is the thermal velocity dispersion of hydrogen, which we shall fix to σ 0 = 10 km s −1 , corresponding to the typical equilibrium temperature of photoionized gas T 10 4 K. The mass of the atom of the species of each line is m i , and m H is the hydrogen mass.
We assume that the subcomponents of a certain absorption line are contained within an interval of velocity width V , which is wide enough so that any absorption outside this interval due to the line can be neglected. Let the probability distribution of the optical depth at any pixel in the spectrum within this interval of width V be ψ(τ ). In other words, ψ(τ ) dτ is the fraction of pixels in the intervals of width V around the central wavelength of the line in any DLA that have an optical depth τ within the range dτ . The two measures of the equivalent widths are given by:
and
As a model for the probability distribution of the optical depth, we choose the function ψ(τ ) = A/τ within a certain range τ min < τ < τ max , and ψ = 0 outside this range. The normalization constant is A = 1/ log(τ max /τ min ). This definition is chosen as a simple approximation that assumes that τ varies over a broad range in a scale-invariant way. More realistically, there should be a continuous distribution of τ reaching down to zero, but we simply assume that τ min is small enough to neglect this detail. Let us now consider absorbers with a fixed W τ , i.e., a fixed column density of a certain species absorption line. The maximum optical depth is obtained when only one Gaussian absorbing subcomponent accounts for all the absorption, with
When several subcomponents are present, each one must have a smaller central optical depth to produce the same W τ , and our model assumes the distribution is flat in log τ . We now use the fact that the average number of absorbing subcomponents in DLAs is of order unity, to require that the mean W τ , from Eq. 16, is equal to that due to the case of a single component reaching the maximum optical depth τ max , i.e.,
We assume that the ratio τ max /τ min is constant, independent of W τ . We then obtain the following relation between V , τ max and τ min :
where σ 1 is defined by the last equality to replace V , and can be interpreted as a rough estimate of the velocity dispersion of the subcomponent absorbers, or DLA clouds, within their host halo. Finally, we find for the equivalent width W v the expression
The model relating W v to W τ has only two free parameters: σ h and σ 1 . The thermal dispersion is fixed to σ 0 = 10 km s −1 . The fitting formula provides a value of W v for any input value of W τ : Eq. 18 first reveals the value of τ max , the value of τ min is derived from Eq. 20, and we then obtain W v from Eq. 21. These two free parameters can be fixed to be the same for all the lowionization species, if we believe that the subcomponent kinematics are an invariant characteristic of the absorption profiles that has little dependence on the column density. Under this assumption, the dependence of W v on W τ is unique, and represents both the variation with absorption lines of different f for fixed column density, and the variation with column density for a fixed line. In addition, once σ h and σ 1 are determined, the relation for each new species depends on one additional parameter only: the ratio of its column density to the hydrogen one.
We obtain the best fit parameters for low-ionization species by computing a joint fit to the above mentioned FeII and SiII transitions, with the four free parameters N FeII , N SiII , σ h and σ 1 , which minimizes the sum of the two χ 2 values. The column densities N FeII and N SiII are the mean values for our DLA sample used directly in Eq. 14 to compute W τ for any absorption line. The best fit and parameter uncertainties are calculated with the open-source code EMCEE (Foreman-Mackey et al. 2013), using the Monte Carlo Markov Chain method (MCMC). Figure 14 displays the one and two dimensional projections of the posterior probability distributions of the parameters; the contours are at 0.5, 1, 1.5 and 2σ levels.
The best fit values and uncertainties, indicating the 16th and 84th percentiles (the mean of the two) in the marginalized distribution for σ 1 (for σ h and log N ), are σ h = 8.56 ± 0.22 km s −1 , σ 1 = 90 +205 −16 km s −1 , log N FeII = 14.538 ± 0.011 and log N SiII = 15.087 ± 0.012. The fit reproduces the trend of the measured points, as seen in Figure 13 where our best fit model is indicated by blue lines. The total χ 2 value of the fit is χ 2 = 14.98, for an expected value of 13 (17 data points and four free parameters; some of the oscillator strengths have substantial uncertainties, which are not taken into account and may contribute to some increase in the value of χ 2 ). The halo velocity dispersion σ 1 is the parameter with the largest uncertainty: any value in the range ∼ 70 − 300 km s −1 is essentially equally good, with no correlation with any of the other parameters. Our formula provides a good fit as long a turbulent velocity dispersion of individual components provides rough equipartition of the thermal and turbulent kinetic energies (σ h 8.6 km s −1 ), and the well-determined normalizations of the curves in Figure 13 correspond to the values of N FeII and N SiII .
For high-ionization species, we adopt the same assumptions as above and perform a joint fit to the two doublets CIV and SiIV, which have unblended, strong absorption lines. We use these species because they have the strongest lines, and are believed to be produced mostly by photoionization (e.g., Fox et al. 2007b ). We assume the same fixed value for σ 0 = 10 km s −1 because these species are thought to arise in warm gas regions with temperatures T ∼ 10 4 K (Lehner et al. 2008) . We obtain the values σ h = 14.51 ± 0.64 km s −1 , σ 1 = 185 +112 −85 km s −1 , log N CIV = 14.396±0.019 and log N SiIV = 13.783±0.016. The larger value for σ h compared to the low-ionization species is indicative of a more violently turbulent environment for the high-ionization species. Changing the thermal velocity dispersion to σ 0 = 30 km s −1 reduces σ h by ∼ 15% and increases σ 1 by ∼ 5%, with variations of less than 1% on the column densities.
As explained in the previous section, the use of a curve of growth for fitting the transitions of a given species and obtaining the column density is not accurate for our composite spectra, due to the large number of components and systems contributing to the mean absorption features. Although a detailed assessment of our theoretical model is beyond the scope of this work, we perform a simple comparison with the curve of growth approach, since the latter is broadly used in absorption line studies, e.g., in the recent work by Noterdaeme et al. (2014) . We use the publicly available package linetools 10 to find the best-fit parameters of the curve of growth, column density, N (cm −2 ), and velocity dispersion, b (km/s), applied to the species for which we have more transitions, i.e., FeII, SiII and NiII. The dashed green lines in Figure 13 show the resulting curves for FeII and SiII. The best fit parameters for the three species are log N FeII = 14.452 ± 0.010, log N SiII = 14.957 ± 0.095 and log N NiII = 13.843 ± 0.072, with Doppler param-eters b FeII = 24.04 ± 0.73, b SiII = 26.18 ± 1.39 and b NiII = 3.21 ± 0.49. These results are significantly different from the ones obtained with our model, which allows for a distribution of component structure and velocity dispersions.
6.2. Mean column densities of low-and high-ionization species We now assume σ h and σ 1 to be constant for all the low-and high-ionization species, fixing their values to the best fit obtained for the FeII and SiII transitions, σ h = 8.56 km s −1 and σ 1 = 90 km s −1 , and for CIV and SiIV, σ h = 14.51 km s −1 and σ 1 = 185 km s −1 , respectively. For every species we fit the curve of this fixed model with the mean column density N as the only free parameter, i.e., we assume the relation of W v and W τ is fixed, and fit only the constant of proportionality relating W τ to f λ, which is proportional to the mean column density of the species in our DLA sample through Eq. 14. This approach yields a ratio of the ion abundance to that of HI considering the logarithm of the mean hydrogen column density of the total sample, logN HI = 20.49. If the ionization corrections can be neglected (i.e., assuming that the fraction of the species in question is the same as the neutral hydrogen fraction), this result is equal to the element abundance compared to hydrogen.
The results of this model are presented in the middle column in Table 2 . Errors include equivalent width measurement uncertainties only, computed earlier from our bootstrap analysis of the total DLA sample, and do not include any systematic errors arising from our model assumptions. We use all the lines reported in Table 4 . For species that have only one line, the error of the column density directly reflects the error of the equivalent width; when there are several lines the error is reduced by obtaining the best fit to all the lines.
We also report column densities for four intermediate ionization species from Table 4 : Al III, C III, S III and Si III, using the same parameters as for the low-ionization species since they are believed to have similar velocity distributions . For the high-ionization species we list the results obtained for the fit to CIV and SiIV for the results in Table 5 with their different parameters σ 1 and σ h , and apply them also to NV and OVI. These more highly ionized species are believed to arise from higher temperature gas, (see Fox et al. 2007b; Lehner et al. 2008; Fox 2011, and § 7) , with velocity distributions that are likely broader than for CIV and SiIV, implying perhaps an overestimate of the OVI column density, but not for NV which produces lines that are mostly optically thin.
The strongly blended lines in Table 1 are in general not used for the determination of column densities whenever we have other lines of the same species in Table  4 , because blending adds additional modeling uncertainties, as discussed in section 3.3. However, there are several species that are only measurable using these blended lines. In the case of TiII and NI, we use the TiII blend at 1911Å and the NI blend at 1200Å, containing only lines from a single species, to determine the mean column densities directly from the "fitted W" results of the lines. These lines are not very close together, so we believe that the systematic effects discussed in section 3.3 are not important in this case. The TiII line is in any Note. -Mean column densities derived from the measured equivalent widths and our model relating Wv to Wτ , for low, intermediate and high ionization species are listed in the central column. Abundances, relative to solar values from Asplund et al. (2009) and derived with no ionization or dust depletion correction, are in the third column, using a mean N HI = 10 20.49 cm −2 . Intermediate ionization species, fitted using the low-ionization model parameters σ 1 and σ h , are presented in the middle rows, while high-ionization species, using their own separate parameters, are listed at the bottom. Uncertainties include only the equivalent width measurement errors, and not modeling systematic errors, which are particularly severe for CIII (derived from the line with the highest value of W/λ).
case quite weak and has a large statistical error. The rest of the lines with column densities listed in Table 2 derived from blended groups are for ZnII, CII, FeIII and SIV, which are inferred after correcting for lines of other species. We will discuss these more complex cases further in § 6.3.
The third column in Table 2 denotes the abundances obtained using the expression [X/HI] = log (N X /N HI ) − log (N Xe /N H ) , where X denotes the ion of interest, X e the corresponding element, and denotes solar values. We use solar abundances for elements from the photospheric data in Table 1 of Asplund et al. (2009) . These results for [X/HI] can be interpreted as element abundances relative to solar values if ionization and dust depletion corrections can be neglected. We give the abundances only for species that are expected to have fractional columns compared to their elements similar to the neutral hydrogen fraction (often the first ionized species, but the neutral one for O).
Doubly ionized species generally have column densities that are not much lower than the singly-ionized ones. In particular, the SiIII and SiII column densities are equal within the measurement error, and that of CIII is substantially higher than for CII. In the case of CIII, the column density we obtain is subject to a large systematic error due to our modeling assumptions. The CIII column density is derived only from the line at 977Å, which has the highest value of W/λ 6.6 × 10 −4 of any of our lines, and involves a large extrapolation of our model relating W/λ to f λ from the curve in Figure 13 which is not tested from the FeII and SiII lines in the figure. For the cases of SiIII, SIII and AlIII, there is no extrapolation in the values of W/λ; the velocity structure may still be different from the singly ionized species, but the overestimate of the column density this may induce is probably not large. These cases demonstrate that the doubly ionized species can have column densities close to the singly ionized species, implying a substantial ionization correction for the abundances. The ratios of double to single ionization species can be used to constrain photoionization models of DLAs (e.g., Vladilo et al. 2001) . The column densities of more highly ionized species are, as expected, substantially lower than those of their lowionization counterparts.
In the case of neutral species, the mean column density of NI is about half the mean column density of NII. Nitrogen, with an ionization potential of 14.5 eV, should be completely neutral in the deeply self-shielded inner parts of DLAs, so in this case the ionization correction is quite important. The fraction of oxygen in the form of OI is probably even smaller than for nitrogen, owing to its lower ionization potential, so our derived nitrogen and oxygen abundances are highly dependent on these uncertain ionization corrections.
Without ionization and dust depletion corrections, the abundances for iron and silicon would be [FeII/HI] = −1.45±0.04 and [SiII/HI] = −0.91±0.03, respectively. In this case, the ionization corrections are likely to be similar for silicon and iron because of the similar ionization potentials. The measured ratio [SiII/FeII] 0.54 ± 0.05, significantly higher than the typical intrinsic α-element enhancement in DLAs relative to the Sun ([α/Fe] ∼ 0.3, e.g., Prochaska 2003; Rafelski et al. 2012; Cooke et al. 2015) , reflects the effect of the large dust depletion of iron compared to silicon (e.g., Pettini et al. 1997; Kulkarni et al. 1997; Akerman et al. 2005; Vladilo 2002; Vladilo et al. 2011; Cooke et al. 2011 Cooke et al. , 2013 .
Modelling Blended Lines
Many lines of high scientific interest are blended. As described in § 3.3, the equivalent widths for the groups of blended lines listed in Table 1 are measured by jointly fitting the parameter b in Eq. 9 for each line, while the a parameter is, as usual, kept fixed. This approach leads to large, correlated errors for the equivalent widths of the individual lines contributing to the blend, as listed in the fourth column of Table 1 , and to systematic errors caused by our assumption that the total transmission is simply the product of the individual line transmissions. In several cases, we are particularly interested in measuring the equivalent width of one line in one of these groups, where all the other lines of the group can be modelled from other lines of the same species measured independently. For example, the only line available for SIV is at 1062Å and is blended with several FeII lines, which can be modelled from the set of all lines used in Figure 13 . Using the model prediction for the FeII lines can allow for a better estimate of the SIV line equivalent width.
We use this approach for five of the line groups listed in Table 1 , in order to measure lines of SIV, FeIII, CII* and ZnII (the latter in two different blended groups). The predictions for the modelled lines are listed in the fifth column of Table 1 , obtained from the column densities listed in Table 2 and the fixed values of the σ 1 and σ h parameters of all the low-ionization lines. The errors of these modelled equivalent widths are small because they are derived from the error in the column density of each element, without including model uncertainties. We repeat the fit to the measured profile of the blended group by fixing the b parameter of all the modelled lines to reproduce these predicted equivalent widths, and leaving as a single free variable the b parameter of the line that is inferred from this model prediction (the a parameter of all lines is fixed as usual by Eq. 10). The results for the equivalent widths of these inferred lines are listed in the sixth column, for the five mentioned groups. Errors are computed from bootstrap realizations that keep the modelled lines fixed. They therefore include only the observational noise and continuum modeling, but not the systematic uncertainty of the modelled lines. This process is not applied in the case of the NIII line at 990Å, for which the equivalent width is strongly blended with a SiII line and partly blended also with the OI group, and is too small to be measured from our stacked spectrum.
As mentioned before, the TiII group at 1911Å and the NI group at 1200Å are used as the only measurements to infer the TiII and NI column densities. The inferred W values in the fifth column are then derived from our model using these inferred column densities.
Finally, there are five absorption features in which all the lines can be modelled from other measured lines: the OI group, the FeII-NI group, the FeII group, the SIII-SiII group, and the SiII-FeII group. These modelled equivalent widths are also given in the fifth column of Table 1 . In addition, the table presents the total inferred equivalent width from these modelled lines in the sixth column, for these five blended groups. These values are often consistent with the measured total equivalent widths of the group, supporting the reliability of our model, with some exceptions. The main exception is the OI group, for which the inferred W is larger than the total W measured for the blend. This behavior can be attributed to the systematic error discussed in section 3.3: the three OI lines are very close together, and while we assume that their absorbing components are independent and the transmission of the individual lines can simply be multiplied to obtain the total transmission, in reality the absorbing components are of course the same in all three lines in each individual DLA and are often much narrower than the BOSS spectrograph resolution and almost certainly highly saturated. Therefore the measured W is smaller than the inferred W when treating the three lines as independent. The other smaller discrepancies in the remaining blend groups can be attributed to the same systematic effect.
Our treatment of the blend groups provides mean equivalent widths for lines of three species that are in general extremely difficult to measure: SIV λ1062, FeIII λ1122, and CII* λ1335. The first two are in the Lyα forest, and blended with FeII and SiII lines. The lines are therefore doubly difficult to measure from individual DLA systems, even in spectra of high resolution and signal-to-noise ratio. The Lyα forest contamination is automatically removed in our technique, where we measure only the mean equivalent width of a large sample of DLAs. The FeII or SiII contamination is reliably predicted by our model, as illustrated by the small scatter of the measured points in Figure 13 and the χ 2 value of our three-parameter fit to these points. The systematic effects of correlated components are in this case less serious, because the line separations are comparable to the BOSS resolution so that overlap of narrow components is not frequent. Still, the errors we obtain in the end for these species are relatively high, especially for SIV because it accounts for only ∼ 15% of the total equivalent width of the blended line group.
Finally, we can derive the equivalent width of the ZnII lines from the blends at 2026Å and 2062Å. The most reliable measurement originates from the 2026Å blend, for which the CrII and MgI contributions are a relatively small correction, so we use only this group to derive the ZnII column density included in Table 2 . This result yields a mean abundance with no ionization correction of [ZnII/HI] = −0.89 ± 0.12. This element is a particularly good tracer of metallicity because it is one of the least affected elements by dust depletion (e.g., Pettini et al. 1990 Pettini et al. , 1997 Prochaska & Wolfe 2002; Jenkins 2009; Cooke et al. 2011 Cooke et al. , 2013 . We discuss and compare these abundance values in § 7. .97, respectively. We compute the three composite spectra following the procedure explained in the above sections and calculate the equivalent widths of the metal lines. The left panel of Figure 15 presents the measurements of W/λ versus f λ of the FeII transition lines in these three N HI intervals. When modeling these results, we ignore the FeII λ1125 line, with points at f λ 18Å in this panel of Figure 15 . This line is, particularly for the lowest column density interval, strongly affected by the noise and continuum systematic errors, and is a clear outlier from the relation followed by the other lines; for some reason that we have not been able to determine, this is not properly captured by our bootstrap calculation of the uncertainties. The right panel displays the 5 transitions of SiII. For the lowest column density range we have considered 4 points since in one case we have not been able to obtain a measurement for the equivalent width, owing to excessive noise in this very weak transition line.
We obtain first a fit to the data setting σ h and σ 1 to the fixed values found in § 6.1, with the FeII and SiII column densities as the only free parameter. The result is presented in Table 3 , and the fitted curves are displayed as the solid lines in the left and right panels of Figure 15 for FeII and SiII, respectively. The expected value of χ 2 is in this case equal to 10 for FeII and 4 for SiII, with 11 and 5 lines (4 in the lowest column density range due to noise effects) used for FeII and SiII, respectively, and only one free parameter for each species. The values of the fits in Table 3 demonstrate that the fits are not good except for the middle N HI interval: the slope of the W/λ versus f λ curve is too shallow (steep) for the high (low) N HI interval, compared to the data, as clearly seen in the left panel of Figure 15 for the case of FeII. A similar trend is observed for the SiII lines in the right panel.
Good fits are obtained when all three parameters are allowed to vary in each N HI interval, as represented by the values of χ 2 in Table 3 for the free cases. We have not been able to fit one of the SiII transitions, that at f λ ∼ 18Å, due to the effect of noise and for this reason we do not present the values for this free case. The general improvement is mainly related to an increase of σ h with N HI , which allows adjusting the slope of the curve to that shown by the data, as visible in Figure 15 . The value of σ 1 is lower than for the fixed case, but generally also with a large uncertainty for the allowed upper range. Surprisingly, for the upper density range of SiII, σ 1 is tightly constrained, contrary to the results in other cases. This behaviour is produced by the three rightmost data points, which have the smallest uncertainties and are well fitted by the model. Therefore, small departures from the best fit σ 1 value produce large changes in χ 2 , thus constraining the range of allowed values in the parameter space. The ratio of the metal column density to N HI now decreases slightly with N HI .
We conclude that although our model works well as a fitting formula for our observational results of the equivalent width dependence on f displayed in Figure 13 , it should not be interpreted as a physical model in a straightforward way, because the values of σ h and σ 1 need to vary when we consider DLAs in different N HI intervals. The increase of σ h with N HI is probably not directly related to a real increase of the internal dispersion from turbulence of absorbing components, but to the need to fit a variable shape of the W/λ versus f λ curves that is caused by other effects. A more accurate model that is calibrated to precisely account for the properties of metal lines in high-resolution spectra would be required to improve the physical interpretation of these fits. In the meantime, the validity of the column densities in Table 2 are subject to our assumption that the curve presented in Figure 13 has a unique shape for all the species we consider, and are furthermore not affected by any photoionization and dust depletion corrections.
The trend of the declining ratio N FeII /N HI and N SiII /N HI with column density in the results of Table  3 appears only when all three parameters are allowed to vary. Several works have suggested a decrease of metallicity with hydrogen column density in DLAs (e.g., Boisse et al. 1998; Kulkarni & Fall 2002; Khare et al. 2004; Akerman et al. 2005; Meiring et al. 2006) , which could also extend to sub-DLAs (Péroux et al. 2003a; DessaugesZavadsky et al. 2003; York et al. 2006; Kulkarni et al. 2007; Khare et al. 2007; Som et al. 2013 Som et al. , 2015 Kulkarni et al. 2015) . As seen in Figure 14 , the value of σ h and the derived metal column densities are anticorrelated. The trend of an increasing σ h with N HI is therefore correlated with the decrease of the ratio of metal columns to Note. -Best fit values and errors for the three fit parameters, and values of χ 2 for the fits, in the 3 column density intervals. The mean hydrogen column density is denoted in the first column. Parameter values for the fixed case (with the σ h and σ 1 values found in § 6.1) are given in the third and fifth columns for FeII and SiII, and for the free case with three parameters allowed to vary in the fourth and sixth columns. Values of σ h and σ 1 are in units of km s −1 . The expected χ 2 values are χ 2 = 9 and 7 for FeII, and χ 2 = 4 and 2 for SiII, for the fixed and free cases, respectively. No fit is obtained for the lowest N HI interval in the free case for SiII, because two of the SiII lines do not have significant detections.
the hydrogen column. In fact, when we fix the parameters σ 1 and σ h , the column density ratios (see Table 3 ) remain constant. We have further checked this point by dividing our sample of DLAs in only two groups: systems that are usually classified as sub-DLAs in the literature, with N HI < 10 20.3 cm −2 (and a mean column density in our total sample of 10 20.14 cm −2 ), and standard DLAs, with N HI > 10 20.3 cm −2 (with a mean column density of 10 20.72 cm −2 in our total sample). We find results very similar to those in Table 3 : the ratios of N FeII and N SiII to N HI are higher in sub-DLAs by ∼ 0.2 dex compared to standard DLAs, but the value of σ h is 7 km s −1 for subDLAs compared to 10 km s −1 for standard DLAs. These variations are consistent with the expected correlation of errors seen in Figure 14 , and we therefore conclude that the decline of column density ratios with N HI is not necessarily a real effect.
We do not assess the evolution of our model parameters with redshift, because of the unknown systematic uncertainties and dependencies on the model, and the small redshift range covered by our DLA sample.
DISCUSSION
This paper has presented a new technique to study mean properties of the metal lines of a sample of DLAs. After evaluating a continuum for the mean quasar spectrum in our sample of 34 593 detected DLAs, the composite DLA absorption spectrum presented in Figures 7  and 8 is obtained for the total and metal samples, respectively, from which we obtain mean equivalent widths of all the detectable metal lines. This is the largest sample of DLAs ever analyzed for this purpose. Previously, similar stacking techniques were applied by Khare et al. (2012) for the purpose of measuring the effect of dust reddening and determining mean equivalent widths. Here, we have focused on completing a more extensive anal-ysis of mean equivalent widths of all the metal lines we can detect with our much larger sample, for which we are presenting detailed tables with bootstrap errors that include the uncertainty in the continuum determination. Specifically, we have analyzed the dependence of the mean equivalent width on N HI for low-and highionization lines, developed a model for the effects of line saturation to relate equivalent widths to mean column densities, and used the model to separate the contributions of lines contributing to several blended groups listed in Table 1 .
The advantage of using this stacking technique with a very large sample is that the superposition of the forest of Lyα and higher order Lyman series lines from the intergalactic medium with the metal lines associated with DLAs is automatically removed. We can therefore measure several lines at wavelengths which have never been previously measured without the ambiguity due to the contamination by the forests. Of course, the BOSS spectra are missing all the information on the rich velocity structure of the DLA metal lines that is observed in high-resolution, high signal-to-noise ratio spectra, but we must bear in mind that even in the highest quality spectra, the individual components in metal lines can be highly saturated and arise from gas at different densities and temperatures, with a variable degree of turbulence, a situation which is not essentially different from the situation we face when trying to model the mean equivalent widths we measure here.
7.1. Dependence of mean equivalent widths on N HI As described in § 4, whereas there is a clear increase of W with N HI for low-ionization lines, the equivalent widths of high-ionization lines stay practically constant as N HI increases. This result is clear observational evidence in favor of the widely-believed picture that lowionization metal lines arise in self-shielded gas that is centrally concentrated in the absorption systems in a similar way as the atomic hydrogen (e.g., Wolfe et al. 2005 , and references therein). The high-ionization lines must, on the other hand, arise in a more extended gas distribution around the self-shielded gas to explain their weak dependence on N HI . This picture has also been supported in the past by the different velocity profiles of low-ionization and high-ionization species, indicating that they arise from different gaseous structures (Wolfe & Prochaska 2000; Prochaska & Wolfe 2002; Fox et al. 2007b ), but our results uniquely demonstrate that the high-ionization gas arises in a more extended spatial region that surrounds the low-ionization gas, as this is the only way to understand the nearly uniform properties of high-ionization lines over DLAs with highly variable low-ionization column densities, combined with independent observations of the higher incidence rate of absorption systems selected from CIV and other high-ionization lines compared to DLAs (Shull & Thronson 2012) .
As explained in § 4, it is not clear from our observations if the high-ionization lines have a weak increase of W with N HI , owing to selection effects in the DLA samples we use. Our metal sample, which includes only DLAs with a detected presence of metal lines at the individual basis, is consistent with a constant W with N HI , but this result may be affected by a stronger selection in favor of metal-rich systems at low N HI , compared to the mean. This interpretation is in fact consistent with the histograms in the top panel of Figure 1 , demonstrating a clear increase of the fraction of DLAs in the metal sample with N HI . However, the effect may also be due in part to a fraction of false DLAs in our sample that is higher at the low end of our column density range. The relative importance of these two effects can only be modelled with detailed mocks that simulate the entire process of DLA detection. Undertaking such a task is difficult because false DLAs will often be the result of clusters of Lyα forest lines of high column density (not reaching DLA values) that may also have metals associated with them.
At present, we can only conclude that any correlation of the high-ionization lines with N HI in DLAs cannot be stronger than the result we have found for our total sample. The general picture described above postulates that most of the atomic hydrogen in DLAs, together with lowionization metal lines, should arise from relatively dense, self-shielded clouds, whereas the high-ionization species should mostly arise in lower density, more extended, unshielded gas. Therefore, in this picture, the column densities of the two types of species should present little correlation in any individual halo. However, a correlation may be induced by a dependence of the N HI radial profile in the self-shielded clouds of DLAs on the metallicity or velocity dispersion of the halo (note that the velocity dispersion increases the metal equivalent widths, even at fixed metallicity, because of line saturation effects). Indeed, a correlation between the equivalent widths of the lines CIV λ1548 and SiII λ1526 was reported by Prochaska et al. 2008 (their figure 8) . If absorption systems with weak metal lines have broad cores and rarely reach the highest hydrogen column densities in our sample, whereas systems with stronger metal lines have more cuspy N HI profiles with higher central values, that would induce an increase of the high-ionization lines W with N HI even if the high-ionization gas has a constant W unrelated to N HI for individual systems. This topic can motivate further work on correcting for any sample selection effects in the future.
We have also measured the dependence of W on N HI for the intermediate ionization species Al III, C III, S III and Si III. The results, given in Tables 6 and 8 , and in Figure 11 for the Al III case, tend to show an increase of W with N HI that lies between the behavior of low-and high-ionization lines, although with fairly large uncertainties. These intermediate species can be formed via X-ray photoionization in self-shielded regions, and may arise in the same gas region as low-ionization species ), but may also have an important contribution from the more extended regions of the high-ionization gas. The results suggest that S III and Si III behave more similarly to the high-ionization lines, and Al III and C III behave more similarly to the lowionization lines, but the uncertainties are too large to reach a clear conclusion at this point, and further modeling of the sample selections is required. The point we wish to stress here is that these observations have a high potential to constrain models for the distribution of gas in halos and their photoionization state, and to test theoretical results from simulations of galaxy formation.
Mean abundances of low-ionization species
In § 6, we have presented our model for line saturation used to derive the column densities listed in Table  2 . How reliable are these column densities? Our basic argument for believing they are approximately correct is that the curves presented in Figure 13 have reached the unsaturated regime at low f λ, i.e., they follow a linear relation W/λ ∝ f λ from which the column densities are derived. The problem is, of course, that the lines we can measure at low f λ have large equivalent width errors, and the column densities directly derived from the weakest lines are also subject to these errors. Our model is used to reduce the error by fitting all the other lines at higher f λ with a three-parameter curve that approaches the linear regime at low f λ according to reasonable assumptions on the distribution and velocity dispersions of the individual absorption components. For internal bulk velocity dispersions of these components σ h 9 km s −1 , metal lines should reach the unsaturated regime roughly at W/λ ∼ σ h /c 3 × 10 −5 , which is consistent with our measurements shown in Figure 13 . For ions other than FeII and SiII, we assume that their lines follow the same curve, with variations only in the mean column density. If the lines for which our column densities are based on are very weak (i.e., in the unsaturated regime), they are not subject to any model dependence, but if they are saturated then our model assumption of a single curve for all the low-ionization ions is used to extrapolate to low values of f λ and correct for the saturation effects.
In general, our derived abundances are slightly higher, although in broad agreement, than previous determi- We can also compare our results with high-resolution studies of smaller numbers of DLAs. Our zinc result is within 3σ of the mean value reported by Pettini (2006) , [ Zn/H ] = −1.2, at 1.8 < z < 3.5. To compare with the results of Rafelski et al. (2012) , we use our mean DLA redshift z = 2.59 in their expression for the evolution of the mean DLA metallicity with redshift, Z = (−0.22 ± 0.03) z DLA − (0.65 ± 0.09), to find Z = −1.22 ± 0.10 for their result, which is in agreement within 3σ of our [ZnII/HI] value and also with our result for sulfur, [SII/HI] = −0.88±0.04, both species being commonly used as metallicity indicators . Considering equation 4 in Quiret et al. (2016) Prochaska & Wolfe 2002; Akerman et al. 2005) . We also find [FeII/ZnII] = −0.56 ± 0.13 and [NiII/ZnII] = −0.37 ± 0.14, which agree with the values by, e.g., Prochaska et al. (2001); Pettini (2004) ; Khare et al. (2004) ; Rafelski et al. (2012) . Figure 16 illustrates that, in general, our [X/Zn] measurements are in broad agreement with the gas depletion pattern in the halo of the Milky Way reported by Welty et al. (1999) , who analysed the absorption signatures of the Milky Way and LMC gas in the spectra of the supernova SN1987A. The value for [FeII/ZnII] indicates a modest dust depletion effect in DLAs which yields a correction for the abundances (e.g., Vladilo 2002; Vladilo et al. 2011) . Silicon is more weakly depleted, and sulfur is extremely weakly depleted, (Prochaska & Wolfe 2002; Pettini et al. 2002; Centurión et al. 2003; Petitjean et al. 2008; Zafar et al. 2014 ). , which indicate that doublyionized species often have comparable column densities to the singly ionized ones. As explained in § 6.2, we do not consider the unusually high ratio obtained for the case of carbon to be reliable, because the CIII column density depends on an extrapolation of our model to a large value of W/λ that is untested in our data.
The other ratios, however, are probably not affected so severely by the systematic modeling uncertainty of saturated lines, and they illustrate the potential of our method to derive mean column densities for various species in DLAs. These results can be further developed and analyzed in the future to probe the photoionization state of DLAs.
High-ionization species
We also report in this paper measurements of the mean column density of several lines of high-ionization species. The strongest features are the doublets of CIV and SiIV. The doublet ratios for the total sample are, from Table 5 , equal to 1.44 ± 0.02 for CIV and 1.50 ± 0.04 for SiIV. The doublet ratio for both species denotes that the absorbers have a mixture of weak, unsaturated, and strong, saturated components, contributing almost equally to the total absorption feature. The fact that this ratio is constant with DLA column density implies that the velocity dispersion, or the mean number of subcomponents, should increase with column density.
Our result for the mean column density of CIV in our DLA sample is log N CIV = 14.40 ± 0.02. We can compare that to the results on CIV absorption of DLAs reported by Fox et al. (2007b) , who studied a sample of 63 DLAs and found a relation of CIV column density to the DLA metallicity of log N CIV = 15.8 + 1.2[Z/H]. Using our mean metallicity derived from the zinc abundance, [ZnII/HI] = −0.89 (from our Table 2), there is a remarkably good agreement with our measured mean CIV column density. Our measured SiIV column density is lower than that of CIV by a factor ∼ 4, also in agreement with the results of Fox et al. (2007a) . We also obtain for the first time a mean column density of SIV in DLAs, which is difficult to obtain because of the blend with FeII lines, and we find a value similar to the column density of SiIV.
The OVI lines at 1031 and 1037Å are clearly detected, thanks to the elimination in our stacked spectrum of the usual difficulty due to blending with Lyman forest lines. We also detect the much weaker lines of NV at 1238 and 1242Å. It has been demonstrated that OVI is commonly present in DLAs (Rahmani et al. 2010; Fox et al. 2007b) . The mean column density we obtain, N OVI = 14.77 ± 0.03, should therefore be a typical value in halos hosting DLAs, which, as we have seen in Figure  11 , does not strongly depend on the HI column density. For NV, which has nearly optically thin lines, the mean column density we obtain is N NV = 13.07 ± 0.09, a remarkable measurement given the small number of cases where NV has been detected in individual DLAs (Pettini et al. 1995; Prochaska & Wolfe 2002; Centurión et al. 2003; Henry & Prochaska 2007; Fox et al. 2007b; Lehner et al. 2008; Petitjean et al. 2008; Fox et al. 2009 ). This result confirms the presence of phases of highly ionized gas around DLAs, and provides observational constraints for clarifying the photoionized or collisionally ionized state of this gas.
Atomic and excited ionized carbon
We report a detection of the average column of excited CII, or CII*, from the absorption line at 1335.71Å. We are able to deblend this line from the CII line at 1334.53Å, but, as can be seen in Figure 17 , the detection is only made from a slight asymetry in the blended absorption profile and is therefore subject to systematic errors. Nevertheless, our mean inferred column density of log N CII * = 13.35±0.06 is in rough agreement with the results of Wolfe et al. (2003) . Measuring the CII * column density yields estimates of the cooling rate in the DLA gas (Wolfe et al. 2003 (Wolfe et al. , 2004 .
There is clear evidence for the presence of CI absorption lines in our stacked spectrum, a species that is usually a good tracer of molecular gas (Srianand et al. 2005; Ledoux et al. 2015) . These absorption lines are indicated in Figure 8 at λ 1278, 1329, 1560 and 1657Å, but they are extremely weak and we have not attempted to measure them.
7.6. Possible contamination by broad absorption line systems Some of the DLAs in the catalog we use might be broad absorption line systems that have been incorrectly identified as DLAs in the low signal-to-noise ratio BOSS spectra. To test possible influence of this potential contamination, we remove from our total sample all DLAs at a velocity separation v < 5000 km s −1 from the quasar. There are 3 295 such objects, which is ∼ 10% of the total sample. After calculating the stacked spectrum for the remaining systems, we visually confirm that there are no significant differences between this and the total sample spectrum.
SUMMARY AND CONCLUSIONS
We have calculated DLA composite absorption spectra using the DLA catalog of Noterdaeme et al. (2012) of Data Release 12 of BOSS. We have measured the mean equivalent width of 50 absorption lines, 38 from lowionization species (neutral or singly-ionized), 4 from doubly ionized species, and 8 from high-ionization species. In addition, we have measured the total equivalent widths of 13 groups of strongly blended lines. We have performed the same analysis with a subsample of DLAs with individually identified metal lines, called the metal sample, containing about a third of the total sample, which allows for the detection of fainter absorption lines but is not representative of the mean DLA properties. We have divided the two previous samples in 5 N HI and 5 z ranges and have analysed the dependence of the metal equivalent widths on the DLA hydrogen column density and redshift, in § 4 and § 5, respectively.
The increase of the mean W with N HI for the lowionization lines confirms that these species are closely associated with the self-shielded atomic hydrogen in DLAs. The much weaker dependence of the high-ionization lines on N HI , conversely, demonstrates that these species occur in a different gas phase at lower density that is more extended and surrounds the low-ionization region, in view of the fact that high-ionization lines are ubiquitous in DLAs. The equivalent widths decrease by a factor ∼ 1.1−1.5 from redshift z ∼ 2.1 to z ∼ 3.5, in general, with the high-ionization species showing a slightly steeper evolution. However, it is not clear whether this possible difference has a physical origin or it is simply driven by systematics.
We have presented a new simple model to correct for line saturation and derive column densities for all the species we measure, described in § 6. Our model is quite successful in fitting the available lines of FeII and SiII with different oscillator strengths, as displayed in Figure  13 . The inferred abundances for other species generally agree with the determinations that have been made from high-resolution spectra, when available. We have also been able to measure the mean column density of OVI associated with DLAs, which is otherwise difficult to do because of the superposition with the Lyα forest. For the first time, we obtain also a mean equivalent width and inferred column density for NV and SIV for DLAs. We obtained inferred column densities of several doubly ionized species, like AlIII, SIII and SiIII, which we believe are generally reliable (although not in the case of CIII owing to the required extrapolation of our simple model for line saturation correction), and can be used to test models of photoionization of the various layers surrounding DLAs.
In conclusion, the techniques we have developed here to use stacked DLA absorption spectra demonstrate a promise to explore the photoionization state and abundances of the various heavy element species present in DLAs, with some advantages that can be exploited with very large samples of DLAs even when the resolution and signal-to-noise ratio of individual spectra are poor. Further refinement of our simple model for deriving column densities from partly saturated lines, measurement of correlations among different absorption lines, and correlations of the large-scale bias factor of DLAs (FontRibera et al. 2012) with metal lines are all promising avenues for future research. Tables 4 and  5 present the values for the low and high-ionization species in the metal and total samples, respectively. For the case of the 5 N HI ranges, we present Tables 6, 7, 8 and 9, which list the measurements of low-and high-ionization species, in the total and metal samples, respectively. Whenever the convergence of the fitting method is not reached or the measurements present negative values, the equivalent widths are set to zero while the uncertainties remain unchanged. The values for N HI displayed in the tables are those computed taking the mean column density within the corresponding interval. Tables 10, 11, 12 and 13 correspond to the same cases for the 5 redshift bins,z DLA . Positions with no values indicate the cases where the corresponding line wavelength is not covered by the spectrum in that redshift bin. The oscillator strengths, f , are those tabulated by Morton (2003) except for the NiII λ1317 line, where we use the value measured by Dessauges-Zavadsky et al. (2006) . Note. -Third and fourth columns give the measured rest equivalent widths in the total and metal samples and their bootstrap errors. All low-ionization lines are included, except for the strongly blended ones that are in Table 1 . The doubly-ionized aluminum and silicon lines are also included here. The superscript * denotes weakly blended lines with equivalent widths measured from a joint fit in a common window. Figures 17 and 18 in Appendix B display the lines included in each blend. 
