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Abstract 
Hop-by-hop shortest path routing is widely utilized in IP Networks. How-
ever, because it often generates unbalanced traffic distribution, shortest 
path routing is less likely to provide satisfactory network performance 
except when the traffic load is light. Multi-path routing is a better al-
ternative in that it can balance the traffic by utilizing multiple paths. 
In this work, two sets of criteria, Loose-Strain Loop-Free {LSLF) 
conditions and Simple Loose-Strain Loop-Free {SLSLF) conditions, are 
introduced. Both sets can be adopted by hop-by-hop shortest path rout-
ing protocols and change them to multi-path routing protocols. It is 
proved that i) the set of paths between each source and destination pair 
found under either LSLF or SLSLF conditions i& a superset of that found 
- under Loop-Free Invariant (LFI) conditions, which were introduced by 
S. Vutukury et al; ii) each path found under LSLF or SLSLF conditions 
.、 is loop-free. 
Analyzing the performance of multi-path routing is also essential for 
network designers to optimize network performance. Given a SD (Source 
and Destination) pair (s, d) with multiple link-disjoint paths, this work 
also formulates a mathematical model to analyze the performance of QoS 
i 
flows between (s, d). I. Cidon et al once formulated a similar model, in 
which they assumed that all QoS flows require the same bandwidth and 
each path behaves like an M/M/k/k queueing system. In other words, 
the difference in bandwidth requirements and the impact from QoS flows 
between other SD pairs are ignored. Both of these issues are taken into 
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Designing efficient routing protocols is essential for achieving good net-
work performance. Given the same network topology and user demand 
distribution, different routing protocols generate different traffic distribu-
tions, which result in different network performances in terms of through-
put, packet delay and delay jitter, packet loss, etc.. 
Hop-by-hop and shortest path routing are twin quintessence of In-
ternet routing protocols [2], In hop-by-hop routing, each router inde-
- penclently makes its routing decisions based on the destination of each 
IP packet. In source routing, every source is required to memorize the 
... path(s) to each destination and to encapsulate such information in the 
header of each IP packet [3]. In shortest path routing, only the shortest 
path between a source and destination pair is used to route the traf-
fic. Hop-by-hop shortest-path routing protocols are popular because of 
their simplicity, stability, scalability and sensitivity to network topology 
1 
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changes. However, their primary purpose is to maintain network con-
nectivity even when the topology changes, not to optimize the network 
performance. 
In a typical computer network, it is often the case that more than 
one path exists between source and destination pairs, which is intended 
to provide resilience to link and node failures [4], These paths also pro-
vide an opportunity to distribute the traffic in the network. Researchers 
at Sprint reported that 20% of their backbone links averaged over 40% 
utilization during the course of a day, even though many other links were 
barely used [5]. Such unbalanced traffic distribution degrades network 
performance and wastes network resources. However, shortest path rout-
ing can not address this problem because of its two drawbacks. First, it 
only routes the traffic via, the shortest path(s), thereby potentially lim-
iting the throughput of the network. Second, its capability to adapt to 
changing traffic conditions is limited by its susceptibility to oscillations 
[!]• Consequently, shortest path routing often generates unbalanced traf-
fic distribution and hence, is less likely to provide satisfactory network 
performance except when the traffic load is light [6], 
1.2 Motivation 
Compared with shortest path routing, multi-path routing is a more at-
tractive alternative. By utilizing multiple paths, multi-path routing can 
balance the traffic and improve network performance, especially during 
heavy traffic load. Gallager [7] once suggested a routing algorithm that 
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can optimize an average delay-like measure by utilizing multiple paths 
when the traffic load is heavy. Although it is very elegant in mathemat-
ics, Gallager's algorithm converges slow and therefore, is not adopted in 
the Internet. However, it shows in mathematics that to optimize network 
performance, the multi-path routing is valuable. 
Hence, designing efficient multi-path routing and analyzing its per-
formance are valuable and urgent. 
1.3 Contribution 
In this work, two sets of criteria, Loose-Strain Loop-Free [LSLF) condi-
tions and Simple Loose-Strain Loop-Free {SLSLF) conditions are intro-
duced. Both sets can be adopted by hop-by-hop shortest path routing 
protocols and change them to multi-path routing protocols. It is proved 
that the set of paths between each source and destination pair found un-
der either LSLF or SLSLF conditions is a superset of that found under 
‘ Loop-Free Invariant {LFI) conditions, which were introduced in [12] and 
adopted in [13] and Cisco's EIGRP. Furthermore, each path found under 
, LSLF or SLSLF conditions is loop-free. 
Analyzing the performance of multi-path routing is also essential for 
,, network designers to optimize network performance. Given a SD (Source 
“ a n d Destination) pair (s, d) with multiple link-disjoint paths, this work 
also formulates a mathematical model to analyze the performance of QoS 
flows between (s, d). I. Cidon et al [14] once formulated a similar model, 
in which they assumed that all QoS flows require the same bandwidth 
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and each path behaves like an M/M/k/k qiieueing system. In other 
words, the differences in bandwidth requirements and the impact from 
QoS flows between other SD pairs are ignored. Both of these issues are 
taken into consideration in this work. 
1.4 Organization 
This work is organized as follows. Chapter 2 reviews different approaches • 
in improving IP network performance. Chapter 3 describes LSLF and 
SLSLF conditions and proves their properties. Chapter 4 analyzes the 
performances of LSLF and SLSLF. Chapter 5 formulates a mathematical 
model and analyzes the performance of QoS flows in multi-path routing. 




Although it is good at maintaining the network connectivity especailly 
when the topology changes because of link or node failures, shortest path 
routing often generates unbalanced traffic distribution and hence, is less 
likely to provide satisfactory network performance except when the traffic 
is light [6]. 
To improve IP network performance, many approaches have been 
tried or suggested. 
- Early minimum delay routing adopted in ARPANET forwarded each 
packet to its destination along the path that had the smallest estimated 
,,, delay. Each node maintained the estimated delay that a packet would 
‘experience for each destination. Each node periodically transmitted its 
minimum delay table to its neighbors. The shortest path, in terms of 
J- ‘ 
hop count, was also propagated to give the connectivity information. 
One drawback to this approach is that dynamic link metrics tend to 
5 
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shift traffic between different paths, resulting in oscillation and network 
instability [31]. 
A common approach nowadays is the overlay model. By running 
IP over ATM networks, routers are connected through virtual circuits 
and form a fully-meshed mesh network. The overlay model essentially 
decouples the logical topology that routers see from the physical topology 
that the ATM network manages. Therefore, It enables network operators 
to perform path optimization by re-configuring or rearranging the virtual 
circuits on congested or sub-optimal physical links to less congested or 
more optimal ones. One drawback to the overlay model is that it requires 
the management of two separate networks with different technologies 
(IP and ATM) resulting in increased operational complexity and cost. 
Another drawback to it is that in the fully-meshed logical IP network, 
each router would directly connect to every other router so that the total 
number of neighbors for all router is a quadratic function of the number 
of all routers [31]. 
2.2 Multi-Path Routing 
As mentioned in Chapter 1, Gallager demonstrated in [7] that to optimize 
..、 network performance, multi-path routing is valuable especially when the 
. . traff ic load is high. Many multi-path routing approaches have been sug-
gested [8]-[25]. Some representative works are briefly introduced here. 
y： » 
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2.2.1 OSPF-ECMP 
Equal Cost Multi-Path (ECMP) [32] is an attempt to address the defi-
ciency in shortest path routing. In shortest path routing, if two or more 
shortest paths exist to a given destination, only one of them will be uti-
lized. This is modified slightly in ECMP so that if two or more equal 
cost shortest paths exist between a source and destination pair, the traf-
fic between the pair is distributed among the multiple equal-cost paths. 
Traffic distribution across the equal-cost paths is usually performed in 
one of two ways: (1) packet-based in a round-robin fashion, or (2) flow-
based using hashing on source and destination IP addresses and possibly 
other fields of the IP header. The first approach suffers from out-of-order 
packets while the second approach depends upon the number and dis-
tribution of flows. In general, flow-based distribution is effective in core 
public networks where the number of flows is large and heterogeneous. 
ECMP attempts to distribute the traffic as equally as possible among 
• . the equal-cost paths because link costs in ECMP are static and band-
width constraints are not considered. As a result, given two equal-cost 
paths, it is possible that one of the paths will be more congested than 
the other. Another drawback of ECMP is that load distribution cannot 
be achieved on multiple paths which have non-identical costs [31]. 
2.2.2 LFI 
S. Vutukury "et al once suggested a, simple approximation to minimum-
delay routing [12]. Before introducing their Loop-Free Invariant (LFI) 
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conditions under hop-by-hop routing, which is used to find multiple loop-
free paths, let us first explain several important symbols used in it. In 
their work, a computer network is modelled as a graph G{N, L), which 
is composed of N routers and L links. Dj, the marginal distance from 
router i to router j , is given by 
D] = imn{D^ + ll\k G A^^ } (2.1) 
where l\ is the cost of the link from i to k, is the set of neighbor 
routers of i. 
The successor set 5J, the set of neighbor routers through which router 
i forwards traffic destined for router j , is given by 
S] = {k\D'； <D]AkeN'} (2.2) 
Now the definition of LFI is copied here. 
Loop-free Invar iant (LF I ) condit ions: Any routing algorithm 
designed such that the following two equations are always satisfied, au-
tomatically provides loop-free paths at every instant, regardless of the 
type of routing algorithm being used: 
‘ “ FD] < k G (2.3) 
, = (2.4) 
where D'-^ is the value of D^j reported to k by its neighbor i, & is the 
value of D》reported to i by its neighbor k and FDJ , which is maintained 
on router i, is called the feasible distance of router i for destination j and 
is an estimate of D), in the sense that FDj equals D) in steady state 
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but is allowed to differ from it temporarily during periods of network 
transitions. 
Authors, in their work, proved that the paths found under LFI are all 
loop-free. Authors also gave the implementation details of their routing 
algorithm and did series of simulations. Their simulation results showed 
that the performance of their approach is very close to that of optimal 
routing suggested by Gallager [7] and much better than shortest path 
routing. 
2.2.3 QSMP and QDMP 
QSMP (Quasi-Shortest MultiPatli) and QDMP (Quasi-shortest Disjoint 
MultiPath) algorithms were developed by X. Dong et al [15]. Both of 
them are hop-by-hop multi-path routing algorithms. 
In their work, they model a network as a weighted directed network 
G{N, L, w), where N is the set of nodes, L is the set of directed links and 
the cost of each link is given by i/j : L � R+. 
A path p from a source s to a. destination d is represented by a se-
quence of nodes, p = (s = tiq, Hi, •..，n爪，= d). The cost of p is 
given by w{p) = w{ni, ni+i). A path from s to d is the shortest path 
if its cost is the smallest. 
A path is simple if it is loop-free. Two paths from s to d are node-
disjoint if except s and d, they have no common nodes. Two node-disjoint 
,, paths are als.o link-disjoint. However, two link-disjoint paths can have 
common nodes. A simple path p = (s, r i , . . . , fn, d) is a quasi-shortest 
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path if the path p' = ( r i , . . . , d) is the shortest path from 7、to d. p 
may not be the shortest path from s to d. In QSMP, the path set P is 
composed of the shortest path and quasi-shortest paths. In QDMP, the 
path set P is composed of the shortest path and quasi-shortest paths, 
which are node-disjoint from each other. 
Their simulation showed that via utilizing quasi-shortest paths, the 
average end-to-end delay and throughput can be improved compared 
with OSPF ECMP. . ‘ 
2.2.4 W D P 
W D P (Widest Disjoint Paths) was introduced by S. Nelakuditi et al [10]. 
In their work, they assumed that one or multiple explicit-routed paths 
are set up a priori between each source and destination pair, from which 
the candidate paths are selected and utilized to route traffic. It is also 
assumed that the network topology information is available to all source 
• nodes. 
Ill their work, the quality of a. path depends on its width and distance. 
The width Wr of a path r is defined as the residual bandwidth on its 
bottleneck link, 
Wr = milli^rCl (2.5) 
' where ci = ci — vi is the average residual bandwidth on link I, ci is 
the maximum capacity of link V[ is the average load on I. 
�... The larget Wr is, the better r is. 
The distance of a path r is defined as 1/q. The shorter the path 
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is, the better the path is. 
The width of a set of paths R was computed an follows. First, select 
the path r* with the largest width w” . If multiple paths possess the 
largest width, select the shortest one. After that, decrease the residual 
bandwidth of all r*，s links by Wr*. By doing so, the residual bandwidth 
on r*'s bottleneck link changes to 0. Now remove r* from R and select 
the next path following the same steps. This process should be repeated 
untill R is empty. The width of R then is defined as the summation of 
the widths of all paths. 
The path selection procedure in W D P adds a new candidate path 
only if its inclusion increases the width of the candidate path set. It 
deletes an existing candidate path if its exclusion does not decrease the 
width of the candidate path set. 
2.2.5 DMPR 
. S. Bahk once suggested a Dynamic Multi-Path Routing [9], which works 
as a shortest path (minimum hop) first algorithm under light traffic con-
ditions. However, as the shortest path becomes congested, the source 
node uses multiple paths if available in order to distribute the load and 
reduce the packet loss ratio. This scheme utilizes source routing and 
^ paths are chosen from a pre-calciilated routing table. A static database 
that is pre-computed offline for all possible network loading scenarios 
, (i.e., link congestion classes) is vised for obtaining the routing informa-
tion. The routing database must be recomputed whenever the overall 
Chapter 2 Literature Review 12 
network topology changes. The link utilizations are classified into K 
classes. Each class corresponds to a particular packet loss performance 
level. Let p{i) represent the threshold of utilization-class i, then 
• Class 1: 0 < /9 < p{l) 
• Class 2: p{l) <p< p{2) 
• Class i: p{i — 1) < p < p{i) 
• Class K: p{K — 1) < p < p{K) = 1 or link is down. 
The objective behind the routing scheme is to find the set of least 
congested paths to the destination that are within hops range of the 
shortest path. 6 varies with the level of congestion of the links on the 
shortest path(s). S increases with increase in congestion thereby enlarg-
ing the set of alternate paths available for routing. This set is referred 
to as the candidate path set. 
Let � ’b e the current utilization on link (m, n), Ljj be the set of 
tandem links on the shortest path from node i to node j , E^j be the 
utilization of the most congested link on the shortest path from node 
" i to node j and f)\、be the utilization class of the qt'i shortest path. E^j 
determines the class of a path. For example = 1 if E^^ < p{l), p\- = 2 
• if Elj < p(2), etc.. To determine 6-. if E】j < p(l), i.e., the lowest level of 
congestion, then = 0; if E》、< p{2), then J � 1，etc.. In general 6 is 
obtained as follows: 
• K 
6 = I I " ( 4 - " ⑷ ） （2.6) 
1=� 
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where 
f 1 ifx > 0, 
U{x) = (2.7) 
y 0 otherwise. 
All paths from node i to node j that belong to a lower congestion class 
than the shortest path and that are within 6 hops range of the shortest 
path, belong to the set of candidate paths. 
2.2.6 Cidon's Analysis 
I. Cidon et al once established a mathematical model to analyze resource 
reservation under multipath routing [14]. In their model, it is assumed 
that 
• n disjoint paths exist between a source and destination pair; 
• Each path can support rn connections at a time; 
• • The connection-request, arrival process is Poisson process having 
rate A; 
^ • The overall period of the reservation and the connection duration 
time is exponentially distributed with mean l/yu; 
• when a connection request arrives, k (1 > k < n) randomly se-
lected paths are tried to reserve bandwidth on them. If more than 
one paths have been reserved, only one of them is used for the 
connection while the others are released; 
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• Each of the paths has an equal probability to be selected; 
• The period until an unused route is released is exponentially dis-
tributed with mean 1/0 [I/O < l / i i ) . 
Based on these assumptions, given different parameter values, Cidon 
et al formulated different continuous-time Markov chains to analyze the 
traffic on the paths between a source and destination pair. Authors 
analyzed the connection reservation success probabilities in the cases • 
when 
• m 二 1; 
• m = 1, k = 1; 
• m = 1, k = n, 0 = fi; 
• m > 1, (9 = i-i] 
• retries are allowed before a connection request is refused. 
Through the analysis, authors claimed that while multipath reser-
vation perform comparably to single path reservation, either persistent 
or not, the connection establishment time for multipath reservation is 
significantly lower. 
.. In this work, we also formulated a mathematical model to analyse the 
resource reservation under multipath routing. However, the assumptions 
I: and resource -reservation schemes are different. 
Chapter 3 
LSLF and SLSLF Conditions 
3.1 Problem Formulation 
An IP network is represented as a, weighted, directed graph G{V, E). V 
represents the set of routers that route IP packets in the manner of storing 
and forwarding. E represents the set of directed links that function as 
bit pipes. If the directed link e彻 exists, router v is defined the neighbor 
router of u. N^ = 训 G E} represents the set of neighbor routers of u. 
‘ The weight of each directed link is a real number given by w : E H. In 
practice, w can be determined based on various link characteristics, e.g. 
, bandwidth, delay, delay jitter, traffic load, reliability, or combinations of 
them. Let Pij represent a path from router i to router j and Pij the set 
.、. of pijS found by a routing protocol. The weight of a path is the sum 
‘ o f the weights of its constituent directed links: 
• . w(j)、j) = Y ^ w{euy) (3.1) 
(^av^Pij 
15 
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The shortest path weight from router i to router j is defined as 
min{w{p^j)} if | � ” | > 1, 
= (3.2) 
oo otherwise. 
A shortest path from router i to router j pi) is then defined as any path 
Pij with weight w{pij) = S{iJ). 
Since different routing protocols may have different P^, both the qual-
ity and the number of found can affect network performance. Firstly, • 
each Pij e Pij must be loop-free. Secondly, the larger the Pi” the better 
the routing protocol in balancing the traffic and consequently, achieving 
better network performance. Hence, choosing the appropriate criteria for 
finding Pij is essential. 
3.2 LFI Conditions 
Def in i t ion 3.1 Loop-Free Invar iant (LFI) condit ions [12] 
. A router u, while receiving an IP packet Dp deslined for j , can forward 
Dp to any neighbor router v as long as S(v,j) < S{u,j). 
- In [12]; it was proven that any path p” G P『is loop-free. 
Consider the simple network (weighted undirected graph) in fig 3.1(a). 
- Suppose router j is the destination, the multiple paths from routers z, 
V, and u to j found under LFI are constructed in fig 3.1(b) - 3.1(d) 
respectively. It can be seen from fig 3.1(d) that, although there exists 
five loop-free paths from v to j: < Cyj > , < e”i,ei) >, < tyu^^uj〉’ 
< Cyi, Ciu, Cuj >and < e態 eui.eij >, only < Cyj > is found under LFI. 
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• M 
(a) a simple network (b) P^j^^ 
© Jf ① © 
<d ® © 
(c) p.tr ⑷ 
Figure 3.1: A simple network and P l f \ P^f^ , P f f i 
3.3 LSLF Conditions 
The Loose-Strain Loop-Free [LSLF) conditions are explicated as follows. 
Let Wmin = rnin{w(exy)\exy G E}, which is the minimum link weight 
within the network. Suppose an IP packet Dp destined for j is currently 
at u. To choose a neighbor router to forward Dp under LSLF conditions, 
“ u has three forwarding strategies: 
I. ‘ 
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• Further-for warding: forwards Dp to a neighbor router v that satis-
fies the following: 
< 6{v,j) < {6{UJ) + (7),V e 7VJ where cr = WRMN/2 
(3.3) 
• Closer-forwarding: forwards Dp to a neighbor router v that satisfies 
the following: 
{t,|((5('ti，j) - lUnnn) < S{vJ) < 6{uJ),V G Nu} (3.4) 
• Closest-forwarding: forwards Dp to a neighbor router v that satis-
fies the following: 
< (S(u,j) - iv,mn),v e Nu} (3.5) 
The LSLF conditions are defined as follows: 
Def in i t ion 3.2 Loose-Strain Loop-Free (LSLF) condit ions 
cl: If a router receives an IP packet Dp forwarded to it by further-
forwarding, it can only forward Dp to one of its neighbor routers by 
- closest-forwarding. 
c2: If a router receives an IP packet Dp forwarded to it by closer-
forwarding, it can forward Dp to one of its neighbor router by either 
closer-forwarding or closest-forwarding. 
c3: If a router receives an IP packet Dp forwarded to it by closest-
Y： • 
forwarding, it can forward Dp to one of its neighbor routers by any of 
the three forwarding strategies. 
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c4- If a router is the source of an IP packet Dp, it can forward Dp to 
one of its neighbor routers by any of the three forwarding strategies. 
L e m m a 3.1 P ^ f ! C PgSLF for every source and destination pair (i, j ) . 
Proo f 
Suppose further-forwarding is not permitted, then cl can be removed 
and c2, cS and c4 reduce to LFI. Hence, if pij e P/f!’ then pij e P^fLf. 
However, suppose further-forwarding is permitted. If along a path pij, 
the further-forwarding strategy is used at least once, G P^fLF, but. 
p” i P i f i . Hence, i ^ f , C / ^ f • 
L e m m a 3.2 A path pij between a source and destination pair (z, j ) is 
loop-free if LSLF conditions are satisfied. 
Proo f 
Suppose further-forwarding is not permitted, then cl can be removed 
. and c2, c3 and c4 reduce to LFI. It was proven in [12] that paths found 
using LFI are loop-free. Hence, paths found under c2, c3 and c4 are also 
loop free. Suppose further-forwarding is permitted. According to cl, a 
further-forwarding strategy can only be followed by a closest-forwarding 
strategy. By c3 and c^, if a further-forwarding strategy is not applied 
by a source router, it can only follow a closest-forwarding strategy. A 
representative path section is illustrated in fig 3.2. a in fig 3.2 is defined 
as in formula 3,3. While f(u — 2, u — 1) and f{u, u + 1) are closest-
forwarding, f{u — 1,u) and f{u + l’w + 2) are further-forwarding. To 
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guarantee that the path section from u — 2 to u + 2 is loop-free, the 




、S{u-l,j)>S{u + 2,j) 
Since f{u — 2,u — 1) and f[u, u+ I) are closest-forwarding, 
- 2 J ) — S(U — 1,,；) > Wmin (3 7) 
S(u,j} - S(u+ I J ) > IVrmn -
Since f(u-l, ii) and f(u+l, u+2) are further-forwarding, 
‘ 
j) - S(u- I J ) < a 
< (3.8) 
、S(u + 2,j)-S(u + l,j) <(j 
Applying eqs. (3.7) and (3.8) to (3.6), the solution to (3.6) is a < Wmin/‘^-
In the condition for further-forwarding given in formula 3.3, a = Wmin/‘^-
Hence, a path Pij found under LSLF is guaranteed to be loop-free and 
P^SLF is the largest when a = Wmin/‘^ - • 
3.4 SLSLF Conditions 
If each link weight is set to 1，e.g., RIP, LSLF conditions can be simplified 
to Simple Loose-Strain Loop-Free (SLSLF) conditions. Under SLSLF, 
suppose an IP packet Dp destined for j is currently on a router u, u has 
‘ t w o forwarding strategies: • 
• Equal-forwarding: forwards Dp to a neighbor router v that satisfies 
the following: 
{v\6{v,j) = 6 ( u , j ) , v e N u } (3.9) 
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Figure 3.2: The path section of an IP packet under LSLF 
• Closer-forwarding: forwards Dp to a neighbor router v that satisfies 
the following: 
(3.10) 
SLSLF conditions are defined as follows: 
Def in i t ion 3.3 S imple Loose-Strain Loop-Free (SLSLF) condi-
. t ions 
scl: If a router receives an IP packet Dp forwarded to it by equal-
forwarding, it can only forward Dp to one of its neighbor routers by 
closer-forwarding. 
sc2: If a router receives an IP packet Dp forwarded to it by closer-
• forwarding, it can forward Dp to one of its neighbor routers by either of 
the two forwarding strategies. 
‘ sc3: If a Toiiter is the source of an IP packet Dp, it can forward Dp 
to one of its neighbor routers by either of the two forwarding strategies. 
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In other words, SLSLF states that any two equal-forwarding must be 
separated by at least one closer-forwarding. 
L e m m a 3.3 P^f] C Pf^F for every source and destination pair { i j ) . 
Proo f 
Suppose equal-forwarding is not permitted, then scl can be removed, 
and sc2 and sc3 reduce to LFI. Hence, if p^j G \ then Pij e P『lf 
However, suppose equal-forwarding is permitted. If along a path pij, 
the equal-forwarding strategy is used at least once, Pij G Pfj^^^^, but 
p、j i P 『 . H e n c e , P 『 i C P f 严 • 
L e m m a 3.4 A path between a source and destination pair {i,j) is 
loop-free if SLSLF conditions are satisfied. 
Proo f 
Suppose equal-forwarding is not permitted, then scl can be removed, 
and sc2 and sc3 reduce to LFI. It was proven in [12] that paths found 
using LFI are loop-free. Hence, paths found using sc2 and sc3 are also 
loop free. Suppose equal-forwarding is permitted. According to scl, an 
equal-forwarding strategy can only be followed by a closer-forwarding 
strategy. By sc2 and sc3, if an equal-forwarding strategy is not applied 
by a source router, it can only follow a closer-forwarding strategy. A 
representative path section is illustrated in fig 3.3. While f{u — 2, u — 1) 
,, and / (u , U-+1) are closer-forwarding, f{u - and f{u + + 2) are 
equal-forwarding. To guarantee that the path section from u — 2 to w + 2 
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Figure 3.3: The path section of an IP packet under SLSLF 
is loop-free, the following conditions must be satisfied: 
(6{u-2J)>S{u,j) , 、 
{ (3.11) 
[S{u-hj)>S{u + 2,j) 
Since f{u - 2, u - 1) and f(u, u + 1) are closer-forwarding, 
I ) > . ( . - ! , , ) (3,12) 
• [ 6{uJ)>6{u+l,j) 
Since f{u - 1, u) and f ( u +1 , ^ + 2) are equal-forwarding, 
‘ j) = 6{u - l,j) 
(3.13) 
[6iu + 2J)>S{u + hj) 
. A p p l y i n g eqs. (3.12) and (3.13) to (3.11), (3.11) is satisfied. Hence, a 
path pij found under SLSLF is guaranteed to be loop-free. • 
Chapter 4 
Performance of LSLF and 
SLSLF 
4.1 Overview 
In this chapter, the benefit of adopting LSLF and SLSLF are analyzed. 
The maximum flows {f*\ij eVni j}, where /* is the maximum flow 
from i to j , are used to compare the performances of different condition 
sets. The reason for using / J is straightforward: it is the theoretic max-
imum throughput from node i to j that can be achieved, which exactly 
- demonstrates the path finding abilities of different condition sets. Other 
metrics are not used in the performance comparison is because they are 
、. also affected by other factors. Hence, any comparison based on them 
is unfair and inconvincible. For example, for a given network, the total 
network throughput is affected by not only the path sets between each 
source and destination pair, but also the whole traffic distribution. 
24 
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® ‘ N ) & 
(a) a simple network (b) P.lfLF、p『LF、 
？\ /? . 
(K^ ( S ^ ^ 
( C ) P：：产"\P#SLF、 ( d ) pLSLF^pSLSLF^ 
Figure 4.1: A simple network and P^fLF^pSLSLF、, pLSLF(j^slslf、 
pLSLF、pSLSLF、 』 uj uj /’ 
Here is an example showing how the maximum throughput is com-
puted. For the same network in fig 3.1(a), imclpr LSLF or SLSLF con-
ditions, the paths from i, u and v to j are constructed in fig. 4.1(b)-
4.1(d). From lemma, 3.1 - 3.4, more loop-free paths can be found under 
LSLF or SLSLF than LFI. Suppose every link has the same capacity 1, 
the maximum flows from i, u, v to j are listed in Table 4.1. 
i « 
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fi:j / uj fvj 
—Shortest Path (SP) || 1 1 1 
LFI 2 r~ 
LSLF 3 3 ^ 
SLSLF I 3 I 3 ^ 
Table 4.1: Maximum flows under different conditions 
眷 
Figure 4.2; 6-node mesh network 
4.2 Numerical Results 
To verify the effectiveness of using LSLF and SLSLF for finding multiple 
paths in different network topologies, eight (practical) networks (fig 4.2 -
4.9) were used as the test suite. The eight networks are: the ARPANet, 
- NSFNet, AT&T Backbone Network, 6-Nocle Mesh, Israeli (IBM) Aca-
demic Network, Belgium Network and two randomly generated networks. 
、 Each link in these networks is composed of two opposite directed links, 
both of which have the same capacity. There are two types of links: 
normal links (with capacity 1) and high-capacity links (with capacity 3， 
represented in bold lines in (fig 4.2 - 4.9). The weight of each link is set 
to 1/c (c is the capacity of the link). 
Chapter 4 Performance of LSLF and SLSLF 27 
事 
Figure 4.3: Random network a 
. : • # 
.. • . Figure 4.4: Random network b 
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身 
Figure 4.5: Israel (IBM) 
Figure 4.6: AT&T 
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Figure 4.7: NSFNet 
The results are shown in figs. 4.10 - 4.18, table 4.2. In figs. 4.10 -
4.17, only the average maximum flow from each router to all other routers 
F* is illustrated, which is defined as follows: 
(4.1) 
- From figs: 4.10 - 4.17, it is explicit that under LSLF or SLSLF con-
ditions, F* is significantly higher than that under both LFI conditions 
、 and SP. This fact strongly suggests that routing under LSLF and SLSLF 
conditions possesses a higher potential to accommodate more traffic and 
therefore, achieves a higher throughput. It can be seen in fig. 4.13 that 
F�1 � 1 for LSLF, SLSLF, LFI and SP. The reason is quite simple: 
router 11 has only one link and it is the bottleneck. In fig. 4.12(a), 
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Figure 4.8: ARPANet 
Figure 4.9: Belgium 
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F* = F3 = F5 = 3 for LSLF and LFI. The reason may be either i) 
P為= pLSLF^ or ii) although P『C Plf^F, p”. e ^pLSLF 一 pLFI) 
has overlapped links with pij G (/^^^-^^n/^^^O and does not increase /*•. 
Same situation happens in fig. 4.17(b). Table 4.2 further shows that the 
improvements of LSLF and SLSLF in increase along with the average 
pseudo-node-degree p - deg{N), which is defined as follows: 
P - deg{N) = (4.2) . 
In a network with higher p - deg{N), more loop-free paths can be found 
under LSLF and SLSLF. Hence, the improvements of LSLF and SLSLF 
in F* increase along with p - deg{N) (see fig. 4.18). In fig. 4.18, 
p 一 deg{N) for Belgium, ARPANet, NSFNet, AT&T, Israel, RndNet2, 
RndNetl and 6-nocle mesh are respectively: 1.25, 1.46, 1.47, 1.64, 1.75, 
2’ 2.25 and 2.5. 
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Figure 4.10: Comparison on 6-node mesh 
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Figure 4.11: Comparison on random network a 
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Figure 4.12: Comparison on random network b 
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(b) Comparison of SLSLF, LFI and SP 
r. » 
Figure 4.13: Comparison on Israeli ( IBM) Academic Network 
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Figure 4.14: Comparison on AT&T 
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(b) Comparison of SLSLF, LFI and SP 
Figure 4.15: Comparison on NSFNet 
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Figure 4.16: Comparison on ARPANet 
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Figure 4.17: Comparison on Belgium network 
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LSLF I LFI LSLF I SP SLSLF j LFI SLSLF j SP 
6-Node Max 260% 433.33% 366.67% 366.67% 
Mesh Mill 260% 433.33% 366.67% 366.67% 
Mean 260% 433.33% 366.67% 366.67% 
R n d N e t l M ^ 281.82% 371.43% 336.36% 371.43% . 
Mill 131.58% 254.55% 210% 300% 
Mean 189.06% 310.71% 247.4 % 328.9% 
R n d N e t 2 M ^ 233.33% 3 0 ^ m % ~ 
Mill 100% 233.33% 166.67% 300% 
Mean 166.67% 266.67% 233.33% 300% 
Israel M ^ 207.69% 245.45% 217.65% 246.67% 
(IBM) Mill 100% 100% 100% 100% 
Mean 162.24% 218.03% 180.85% 222.47% 
AT&T A t o 182.22% 215.79% 192% 241.18% 
Mill 100% 104.17% 110.71% 129.17% 
Mean 134.58% 176.92% 150.78% 184.4% 
N S F N e t K t o 242.86% 200% 214.29% 
Mill 103.7% 116.67% 113.79% 140.91% 
Mean 119.69% 166.31% 144.73% 174.91% 
‘ A R P A N e t M ^ 150.85% 206.38% 202.04% 210.64% 
Mill 101.47% 124.53% 116.98% 131.91% 
Mean 118.97% 157.11% 146.78% 168.48% 
. B e l g i u m K t o 163.64% 163.64% 163.64% 
Mill 105.88% 115.79% 100% 126.32% 
Mean 117.51% 141.59% 121.21% 142.45% 
. Table 4.2: Performance improvement comparison 
i: • 
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Figure 4.18: Performance improvement comparison 
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Chapter 5 
Analysis of Multi-path 
Routing 
Analyzing the performance of multi-path routing is also essential for net-
work designers to optimize network performance. Given a SD (Source 
and Destination) pair (s, d) with multiple link-disjoint paths (Fig. 5.1), 
this work also formulates a mathematical model to analyze the perfor-
mance of QoS flows between (s, d). I. Cidon et al once formulated a 
similar model, in which they assumed that all QoS flows require the 
same bandwidth and each path behaves like an M/M/k/k queueing sys-
- tern. In other words, the differences in bandwidth requirements and the 
impact from QoS flows between other SD pairs are ignored. Both of these 
.、- issues are taken into consideration in the model presented in this work. 
i： » 
42 
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5.1 Assumptions 
The mathematical model presented in this work is established based on 
the following assumptions: 
1. Multiple link-disjoint paths exist between (s, d) and each of them is 
composed of multiple links (Fig. 5.1). Let ei^ represent the link 
of the i}丨I path, pi = {e^,!,.. • � ^ ’ � � ‘ � } represent the i认 path and P = 
{Pu - •• P\p\} represent the path set. Let C、j represent the total 
bandwidth of e^j and Q = min{CiJj = 1 , . . . , \pi\} represents the 
total bandwidth of pi. 
2. The arrival process of QoS flows between (s, d) is a Poisson process 
having rate 6. 
3. The arrival process of QoS flows between other SD pairs on each 
link Cij is an indepericlant Poisson process having rate 6ij. The 
corresponding QoS flows are defined as typed, j) QoS flows. 
4. The duration time distribution of each QoS flow is exponential with 
mean I/77. 
5. Each QoS flow is shaped by a token bucket and the scheduling dis-
cipline on each router is the weighted fair queue. In this situation, 
• the constraints on the delay and delay jitter of a QoS flow can be 
satisfied by reserving sufficient bandwidth and buffer space for it 
[26]. in this work, it is further assumed that if sufficient bandwidth 
can be reserved, so does the buffer space. 
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6. On the arrival of a QoS flow between (s, d), path pi is selected with 
probability ^{pi) (E1=i 认 Pi) = !)• If each e,’』(j = 1 , . . . , can 
accommodate the required bandwidth, the QoS flow is transmitted 
immediately on pi; otherwise, it is dropped. The arrival process of 
QoS flows between (s, d) on each path pi, therefore, is a Poisson 
process having rate (^ i’o = <p{Pi)S. The corresponding QoS flows are 
defined as type{i, 0) QoS flows. 
7. The bandwidth that each QoS flow requires is a discrete random 
variable. Let R = { n , . . . r\R\} be the sample space and p{r) 
( X l i ^ i p(j、i) = 1) be the probability function. 
8. The delay involved in resource reservation is negligible. 
Based on the above assumptions, each link can be modelled as an 
M/M/C/C queueing system. 
5.2 M/M/C/C Queueing System 
An M/M/C/C queueing system is a single server queueing system in 
‘ which: 
1. both the inter-arrival and service time distributions are exponen-
. tial; 
2. customers in it are served simultaneously; 
» 
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Figure 5.1: A SD pair with multiple link-disjoint paths 
3. the capacity of the server that each customer occupies is a dis-
crete random variable with sample space K and probability func-
tion f{v)\ 
4. C in MIMICIC represents the server's total capacity. 
Refer to Fig. 5.2 for better understanding the work mechanism of the 
MjMjCjC queueing system. 
An MjMjCjC queueing system can be analyzed as a continuous-
time Markov chain, in which a state s(nf,... , represents that there 
are n- (i = 1,..., IVI) customers in the system, each occupies Vi capacity 
(Fig. 5.3). A state s exists iff 
(1^1 
E ntv^ < C 
. < (5.1) 
、 V z X 2 0(z = i，...，| i / | ) 
and the total number of states is less than Tl^ l C/vi. 
Let 7r(s) be the limiting probability that an M/M/C/C queueing 
system is in state s. The balance equation is 
， / |v| \ 
‘ + b{s)7r{s)= 
\ j=i 
• IV^I ； |Vi 
‘ A ^ b { s n p ( r M s n 终 ） 
i=l 1=1 
(5.2) 
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Figure 5.3: The Markov chain for an M/M/C/C queueing system with 
1 / = {1,2,3} and C = 6 
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where 
1. A is the customer arrival rate; 
2. l / / i is the mean service time; 
3. is the state transited from s when an existing customer that 
occupies Vi capacity leaves; 
4. s什 is the state transited from s when a new customer that requires . 
Vi capacity is accepted; 
5. 
{ 1 if s exists, 
(5.3) 
0 otherwise. 
Hence, for all customers, the customer drop probability is 
D = 1-^N (5.4) 
A 
where N is the expected number of customers in the system, 
• — ii^ i 
】 = Y J l « s 、 (5.5) 
s i=l 
The throughput is 
T = X{1-D) = iiN 
• For different types of customers, the customer drop probability and 
throughput are different. For customers that require Vi capacity, the 
customer drop probability and throughput are 
= 1 — j N ^ (5.6) 
A 
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T"' = A(1 - D ) = /iiV^ 
where 
’二 柳 、 (5.7) 
S 
5.3 Performance Analysis 
5.3.1 Case 1 Only QoS flows between (s, d) exist 
In this case, Vz,Vj, 5{i,j) = 0 (z = 1 , . . . , |P|； j = 1 , . . . , \p,\). The impact 
from QoS flows between other SD pairs is ignored. Therefore, each path 
Pi can be modelled as an M / M / C / C queiieing system, in which the 
customer arrival rate is and the mean service time is l/rj. Hence, the 




二 j y 碰 -
• tr � 
\P\ / \R\ \ 
-TMp。1-找!>?-(、） 
, .. \ Si j = l / 
= ( 5 . 8 ) 
i=l Si j — l 
‘ where Di is the flow drop probability on pi and N! is the expected 
number of QoS flows on pj, which can be computed following eqs. (5.4) 
and (5.5). 
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The throughput between (s, d) is 
TS4 = -
= ( 5 . 9 ) 
i=l s., j = l 
For QoS flows that require r) bandwidth, the flow drop probability 
and throughput between (s, d) are 
iP! • 
DZ = TMP 冲? . 
1=1 
tr 民’ 0 
1^1 / \ 
= 1 - f E 钟 
尤=1 V � ’ 0 s, / 
,丨Pj 
= 1 - 広 (5.10) 
i=l Si 
• \pi 
= ” [！！’丨钟“ (5-11) 
1 = 1 Si 
‘ Case 1.1 A l l QoS flows require same bandw id t h 
In this sub-case, it is further assumed that \R\ = 1 and each path pi can 
.. be modelled as an M/M/k/k queueing system, in which the customer 
arrival rate is (^ i’o, the mean service time is l/r; and the number of servers 
‘ is ki {ki '= Ci/r , r is the required bandwidth). Let 7r(j^) be the limiting 
Chapter 5 Analysis of Multi-path Routing 50 ‘ 
probability that there are j flows on 7r(_f) can be computed by [27] 
.(/) = t 遍 ( 5 . 1 2 ) 
i : 歸 静 
Hence, the flow drop probability and throughput between (s, d) in 
this special case are given by 
丨PI 
Ds4 = YMPI 瓜 • 
i = l 
\P\ 
= Y M p 識、 
i=l 
二 茫 ， 麗 印 (5.13) 
/=0 
Ts4 - - A s , d ) 
\P\ 
i=l 
• / \ 
=, l -g l ) (W”m! (5.14) 
- - 口 1 tikohY/n 
\ 1=0 / 
5.3.2 Case 2 QoS flows between other SD pairs also 
exist 
In this case, each link behaves like an M丨M ! C ! C queueing system. Each » 
path Pi can be analyzed as a continuous-time Markov chain (see fig. 5.4 
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Figure 5.4: The Markov chain for a path composed of two links with 
R = 1 and [CI C2] = [2 2] 
for an example), in which a state 
/ \ 
几o’i •. • f\\R\ 
Si : 
\ 'V,+i’i ip,i’ifl.i / 
‘ represents that there are ？i】’'；^ ( j = 0，...，\pi\;k = 1 , . . . , \R\) type{i,j) 
QoS flows on Pi, each occupies r^ capacity of either link Cjj (if j — 0) or 
every link of Pi (if j = 0). A state Sj exists iff 
< (5.15) 
and the total number of states is less than 111=0 nic=i Ci j /vk, where 
‘ Cifi = Ci. • 
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The balance equation is 
-\Pr\ ( \R\ \R\ \ -
E ‘ E 财 ' 、 ⑷ + E .�s:/ 
j=o y fc=i y 
I p . i 丨尺丨 
j=0 k=l 
bil I丑！ 
+ 巧 1 ： 1 > 严 ) 必 〜 ( 才 “ ) 
. 7=0 k=l 
(5.16) • 
where 
1. is the state transited from Sj when an existing type(i,j) QoS 
flow that occupies r^ bandwidth finishes its service; 
2. is the state transited from Si when a new type(ij) QoS flow 
that requires r^ bandwidth is accepted; 
3. 
{ 1 if state s, exits, 
0 otherwise. 
The flow drop probability between (s, d) is 
- “ DS4 = 
i=\ 
|P| 一 
ipi / 丨 \ 
, . . 口 1 \ “）SR / 
= 幽 （5.17) 
i=l s-i k—l 
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The throughput between (s, d) is 
ip! m 
= ⑷ (5-18) 
i=l Si k=l 
For QoS flows that require rk bandwidth, the flow drop probability 
and throughput between (s, d) are 
\P\ . 
D?：, = YM 耐 • 
1=1 
. 
= E — 卯 - 酌 
/ \ 
= g E • ⑷ 
\ � s.i J 
.丨p丨 
= 1 - 江 E < W 、 ） （5.19) 
i=l Si 
TZ = 叩 - D 二） 
• IP丨 
= 兀 ⑷ （5.20) 
1=1 Si 
‘ 5.3.3 Case 3 A QoS flow can try m times before it 
is dropped 
“ In the assumption section 5.1, it is assumed that each QoS flow has only 
one chance to reserve bandwidth. However, in this case, it is assumed 
‘ that if a QoS flow between (s, d) fails in its bandwidth reservation, it will 
retry later on the same path. Let the total number of attempts be m and 
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the time period between consecutive retries is exponentially distributed. 
Therefore, the combined arrival process of new and repeating QoS flows 
on each path is a Poisson process having a higher rate than before. To 
make the problem simple, the analysis is made based on Case 1.1 and 
/c = 1, in which the flow drop probability on Pi is given by 
A = ； ( 5 . 2 1 ) 
+ 11 
Let S* be the new arrival rate of QoS flows between (s, d). • 
Case 3.1 m = 2 
In this sub-case, each QoS flow can at most try twice. The S*Q is given 
by 
7^,0 = + D：} (5.22) 
According to eq. (5.21), 
巧 二 吞 （5.23) 
• Eqs. (5.28) and (5.23) yields the equation 
Df + ^D*-1-0 (5.24) 
“ and its solution is given by 
、 = \ 丫 + 口 } (5-25) 
Hence, the flow drop probability and throughput between (s, d) are 
IP! 
, . • = (5.26) 
T：, = - (5.27) 
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Case 3.2 m = 3 
If the total number of attempts is three, the is given by 
= (5,0(1 + D： + Df) (5.28) 
Following same steps in m = 2 yields the equation 
Df + ^D*-1 = 0 (5.29) 
and its solution is given by 
+ 為 （5.3。） 
where  
G = 乂 108+ 12^^12 ( 妇 +81 (5.31) 
Hence, the flow drop probability and throughput between (s,d) are 
I户丨 
DU = TMp 冲 (5-32) 
i=l 
• T l , = ^(1 — D;’d) (5.33) 
Case 3.3 m = oo 
If a QoS flow can keep trying until its bandwidth reservation is satisfied, 
the 6*Q is given by 
= = ^ (5.34) 
k=Q ‘ 
‘ Following same steps in m = 2 yields the equation 
v D f - {6,^ 0 + ,n、D* + (5,’o = 0 (5.35) 
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and its solution is given by 
D： = ^ (5.36) 
V 
Hence, the flow drop probability and throughput between (s, d) are 
IPl 
= = ^ (5.37) 
i=l 
T:’d = 5 (5.38) 
5.4 Numerical Results 
Throughout this section, unless otherwise stated, R = {1,1.5}’ p{ri)= 
p(r2) = 0.5 and r/ = 0.5. 
Fig. 5.5 shows the throughput and flow drop probability of a link (a 
M/M/C/C queueing system) as functions of the flow arrival rate and 
link capacity. Both throughput and flow drop probability increase as the 
flow arrival rate increases. The throughput increases as the link capacity 
increases; while, the flow drop probability decreases as the link capacity 
increases. 
‘ Fig. .5.6 shows the throughput and flow drop probability of different 
kinds of QoS flows on a link (a M / M / C / C queueing system) as functions 
、 of the flow arrival rate. The capacity of the link is 3. It is interesting 
that while the flow arrival rate increases, the throughput of QoS flows 
that require 1.5 bandwidth first increases and then slowly decreases. 
Fig. 5.7 shows the throughput and flow drop probability of a path as 
functions of the flow arrival rate and path length. The capacity of each 
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link is 3. Furthermore, on each link, the independent Poisson process of 
QoS flows between other SD pairs having rate 0.2. These independent 
Poisson processes incur the jumps in the flow drop probability curves. 
Both throughput and flow drop probability increase as the flow arrival 
rate increases. The throughput decreases as the path length increases; 
while, the flow drop probability increases as the path length increases. 
Fig. 5.8 shows the throughput and flow drop probability between a SD 
pair as functions of the flow arrival rate and the path number. Each path 
is composed of two links. The capacity of each link is 3. Furthermore, on 
each link, the independent Poisson process of QoS flows between other 
SD pairs having rate 0.2. These independent Poisson processes incur 
the jumps in the flow drop probability curves. Both throughput and 
flow drop probability increase as the flow arrival rate increases. The 
throughput increases as the path number increases; while, the flow drop 
probability decreases as the path number increases. 
Based on these analysis and numerical results, it is uncovered that 
between (s, d), not only the flow arrival rate and the number of paths, 
but also the length of each path affect the throughput and flow drop 
“ probability. The impact of the path length comes from QoS flows between 
other SD pairs, which also participate in the competition for network 
、 resources on the paths between (s, d). However, such impact is not taken 
into consideration in the model suggested by Cidon et al [14]. 
Y » 
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Chapter 6 
Conclusion 
In this work, two sets of criteria, Loose-Strain Loop-Free {LSLF) condi-
tions and Simple Loose-Strain Loop-Free {SLSLF) conditions are intro-
duced. Both sets can be adopted by hop-by-hop shortest path routing 
protocols and change them to multi-path routing protocols. It is proved 
that the set of paths between each source and destination pair found 
under either LSLF or SLSLF conditions is a superset of that found un-
der Loop-Free Invariant {LFI) conditions. Furthermore, each path found 
• under either LSLF or SLSLF conditions is loop-free. Numerical analysis 
indicates that the performance of eit her LSLF or SLSLF depends on the 
- ratio of the link number to the node number in a network. The higher 
the ratio, the higher improvements that LSLF and SLSLF can make 
、. compared with LFI. 
Analyzing the performance of multi-path routing is also essential for 
network designers to optimize network performance. Given a SD (Source 
and Destination) pair (s, d) with multiple link-disjoint paths, this work 
also formulates a mathematical model to analyze the performance of QoS 
62 
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flows between (s,d). I. Cidon et al once formulated a similar model, in 
which they assumed that all QoS flows require the same bandwidth and 
each path behaves like an M/M/k/k queueing system. In other words, 
the difference in bandwidth requirements and the impact from QoS flows 
between other SD pairs are ignored. Both of these issues are taken into 
consideration in the model presented in this work. Based on this model, 
the flow drop probability and throughput of QoS flows between (s, d) are 
analyzed and the relationships between them and many factors, such as 
the flow arrival rate between (s,d), the path length and the number of 
paths, are illustrated by numerical results. The model presented in this 
work can be improved in many ways in the future. For example, the 
arrival processes of QoS flows here are assumed to be Poisson processes, 
which may not necessarily be true in some network applications [28]. 
Additionally, the model can be extended to the whole network instead of 
a single SD pair here. 
f： • 
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