













状 態 の 8 - エ ン`∴ト ロ ピ -
と フ ラ ク タ ノレ 次 元
東京理科大学理工学部 大矢雅則
0.はじめに
フラクタル幾何学 はある系 (図形)の複雑 さを解析す る一つの方法 として
考え出 された もので, フラクタルという言葉 は一不規則 な~, ~半~端な~といった
意味を持つ言葉である【11. 海岸線や無数 に枝別れ してい く川の形のような図形
に対 し, その複雑 さを定量的に表す量 と して, 様 々なフラクタル次元が定義 さ
れている【1.2.31. これ らは, 通常の次元 (自由度 の数)が整数値を とるのに対
して, 非整数値を とることがその特徴である. このよ うなフラクタル次元の一
つに容量次元 と言われ るものが考え られてお り, それは8-エ ン トロピーを基
に して定 め られている.
ところで, 物理系は, 古典系で も量子系で も, 状態の変化によって記述 され
ている. すなわち, 状態 とい う概念 を使 って, 物理系の在 り様 を表現す ること
がで きる. そ こで, 古典系 も量子系 も特殊な場合 として含んでいる一般的な力
学系において, その系の状態の 8-エン トロピーを定め, それを もとに して,
状態の複雑 さを解析す るための新たな指標 となるフラクタル次元 く容量次元の
一種の拡張)を導入す る■ことが興味ある問題 になる. ただ し, そ うした一般論
は数学的 に見 てかな り複雑であるか ら, この報告では, 一般論 は考 え方 を中心
にで きるだけ簡単 に述べることに し, その特殊 な場合である古典離散系の議論
を詳 しく行 うつ もりである.
第一節では, 通常 のフラクタル次元の一つであ る容量次元の定義 を少 々整理
しそ与える. 内容的には本論文 の主 たる部分である第二節では, 一般的な力学
系の状態 (これを以下一般状態 とい う)の 8-エ ン トロピーと新たなフラクタ
ル次元の定式化 について説明す る. 土の節の議論 は, 一般状態のエ ン トロピー
や相互 エ ン トロピーがその基礎であ り,前述 したように, ややこみいって くる
ので, 詳 しい定義や証明は他の論文 に譲 り, 定式化の筋道 について簡単 に記す
ことにす る.従 って, この二節 を飛ば して読んで も以下の節の理解 には支障 は
ない. 第三節では, 第二節でエ ッセ ンスのみを説明 した概念を特殊 な場合であ
る古典離散系 において詳 しく説明 し直 し,新 たなフラクタル次元の役割 につい
て考 える.
1. 容量次元
この節では, 二つの フラクタル次元の定義を述 べ, その有用性 について説明
す る. 複雑 な図形 に内在す る自己相似性 に注 目 し, その複雑 さを定量的 に示す
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フラクタル次元 と して広 く使われているものに次の尺度次元 (とここでは呼ぶ)
がある.
[尺度次元]ある(複雑な)図形 Xを尺度 1でみたときの基本図形 の個数をN
(1)とし, 尺度 rでみたときのそれをN(∫)とする. このとき,尺度次元を
dS(Ⅹ)宇lpg.淋 /log÷ (l･1)
で定義す る∴
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コッホ曲線の構成 ステ ップ :(1●)- (2●)一 ･･･一 (n●)とステ･yプが進 ごとに,
曲線 は折 り曲げ られていく. このステップを鞭 りな く続けてい くと, 到 るとこ
ろ折 り曲が った微分不可能な曲線が出来上が る. これをコッホ曲線 とい う.
コッホ曲線を尺度 1でみると, (図1.1)のステップ(1●)のように見えるが, こ
め(1●)の図を基本図形 と考えると,尺度 1/3でみた(2●)では, (1/3に縮′卜され
た),&本図形が 4個見える∴従 ってスケー TJング次元は,
l
d5-log辛 /logT75
去 log4- ≡ 1.26･･･
log3
となる.
[容量次元] コンパク トな集一合 Ⅹ(⊂陀 d)を 1辺 (直径)の長 さが Eのある凸
乗合で被覆す るのに必要なこの凸乗合の最小個数をN(8)とす る. このとき,
容量次元 d¢(Ⅹ)杏
log N ( ど )
8~1~olog (1/ 8 )dO(Ⅹ) 宇 lim (1.2)
で定義す る.
上 の定義 におけるlogN(8)は 8Tエン トロピーと呼ばれている量である【4】･
では,先 ほどのコッホ曲線 に対 して容量次元を求めてみよ う. nステ ップ目の
コッホ曲線を直径(1/3)∩(∩-1,2,-･)の円で覆 うとすると,











以上のように, コッホ曲線では尺度次元 も容量次元 もlog34とな り, 直線 のユ
ーク リッ ド次元 1よ りも大 きいことが分 かる. さらに, 他の多 くのフラクタル
図形 においてや尺度次元 と容量次元は一致す る. この種のフラクタル次元を用
いるとユーク リッ ド次元では底 別で'きない図形の複雑 さを定量的に特徴付 け ら
れ, それによって図形 を分類で きるように思 えるのである.
2. -投的状塵の 8-エン トロピー とフラクタル次元
複雑な図形 に対す■るフラクタル次元の類推.で, この節では力学系の状態のフ
ラクタル次元を定 める. すなわち, ほとん どの古典系や量子系をその特殊な場
合 として含む一般的な力学系における状態 に対す る8-エ ン トロピーをまず定
式化 し, それを使 って フラクタル次元を導入す る. こ,の一般的な力学系 は通常
C*一力学系 と呼ばれ, 三組 (sd,6, α(R))で表 されている. すなわち,sd
はC*代数でその自己共役要素が物理量 に対応 し,6はsd上の状態, つまり,
正値線形汎函数の全体, αt(t∈R)は系の力学的変化 を記述す るsdか らS4への
ある種の連続性を持 った写像である. このC*力学系の詳細 は文献【4.5】で詳 し
く説明 してある.
く2.1〉｢般 状態 の 8-エ ン トbピー
さて, 一般的な状態 甲の 8-エ ン トロピーの定式化 について論 じよ う. そのた
めにまず, 一般状態 甲に関す るエン トロピー と相互 エ ン トロピーが必要 になる
が, これ らに関 しては総合報告 [6.7]を参照 して もらいたい.
VonNeumannによ って導入 された密度作用素 (以下 これをpで表す)に関す る
エン トロ ピー S(p)--trplogpは本来ある決まったHilbert空間の上で定め
られているものであるか ら, 相転移 などの対称性の変化が起 きる物理系ではあ
まり都合のいい ものではない. そこで,一般状態 甲に関す るエ ン トロピーを定
めることが必要 になるが, このエン トロ ピーは状態 中の もつ不確定性 (情報量)
をどうい った基準か ら測 るかに依 ってお り, その基準 は6の弱 *コンパ ク トな
凸部分集合jS'で表 され, 従 って, Jgか ら測 った中のエ ン トロピーは記号
sB (甲)
で表 されている. なお, 集合過 としては,6 それ自体 とか aに関す る定常状慾
の全体, あるいは平衡状磨 くKMS状態)の全体などが考 えられる.特 に, 過
-6のときは上の 甲のエン トロピーは学 にS(甲)で表す. Pが密度作用素 pに




ところで, 状態の変化を記述す るかな り一般的な変換をチ ャンネル とよ`ぶ.
つま り, チャンネル^'とは6か ら6への写像で,･その共役写像 Aがsdか らS4-
(よ り一 般的 には二つ-の C事力学系の間) や完全正写像 である. 状態 甲∈JSが こ
のチ ャンネル^*によって, 状態 ^*甲に変化 した とき, 状態 甲の有す る情報 の
うち A‡甲へ伝わ った鹿報量 を表す相互 チ ン;トロピーは, 甲とA岬 の相関を示
す合成状態を使 って定め られる√が, ここではそれを記号
Il(甲;A_*)一
で表す. なお, J3-6のときは, エ ン トロピーと同様, この相互 エ ン トロピー
を Ⅰ(甲 ;^*)と書 くことにす る. 状態 qlが密度作用素 pで与 え られ る通常の量
子系 にお いては, pのSchatten分解【4,8】を
p-∑入nEn
とす-るとき, pとAiplrL関す る二つの合成状態は
◎E-∑入nEn⑳ ^ *En, ◎ 8-P⑳ ^ *p
とな り, 相互 エン トロピー Ⅰ(〟 ;A‡) 紘
Ⅰ(p ;^*) -sup (S(◎El¢由);E- fEn))
で与 え られ る. ただ し, S(◎EIO匂) - tr¢E(logOE-1og◎切)である.
さて, この相互 エン トロピーを使 って 8-エ ン トロピーを定め るのであるが,
そのために, チャンネルの集合全体を管 とおき, 状態 甲とチャンネルA*に関す
る集合を二つ考えてお く.
留 1(A*;P)- tr*∈曾;rep-^ *pI,
曾 2(甲;8)〒 tA*;lP-^書中 Il≦8).
状態 や∈jSの 8-エン トロピーは
sS (p ;8)-imf(JJ& (p;^*);A‡∈管 2(甲;8)) (2.1)
で与 える. ここで,
JR (甲 ･,^*)-sup HR(甲 ;r‡);r寺∈軌 (A‡;q))) (2.2)
であ り, これは状態 甲に関す る同値 なチ ャンネルに対 して とった最大情報量で
ある. 可換系の場合, この 8-エ ン トロピー(2.1)はKolmogorovのそれに一致す
ることが示せ る.
く2.2〉一般状態 のフラクタル次元




d真 申)- limd式 中;8)
8-0
と定める. この(2.4)を一般状態 甲の過に関す る((2.3)はオーダー 8の)容量次




d薫や;8)- iS(甲;8)/ Ⅰ一(8) (2.5)
を定める. ここで, I(8●)は 8-0で(2.5)式を規格化す る関数 で, 多 くの場合
I(8)三㌔ (甲)となや. こや次元(2.5)を立 ダー 8申情報次元と呼ぶ.
これ らの次元 と8-エ ン トロピー S(P;8)を使 うことによって状態の分項が
可能であると考え られ, 次■元に関す る数学的結果 もい くつか得 られているが,
数学的準備が さらに必要なので ここでは割愛 し, より具体的な力学系において
話を進めることに しょ う.
その前 に, 一般状態 甲で議論をす る意義についてまとめておこう.
(1)ほとん どの量子系状-態 も古典系状態 も含んでいる.12)エン トロピー S(VI)
同様 ヒルベル ト空間を離れて定式化 されているので, 相転移等-の適用が可能
である. (3)(2)とともに, 様々な状態の複雑 さに関す る一つの指標を与えるこ
とが可能である.
3.古典軽散系の状塵 の 8-エ ン トロピーとフラクタル次元
この節セは, 第二節で述べた一般状態の 8-エンニトロビ- とフラクタル次元の
概念を古典離散系 において詳 しく論ずることにす る.
く3.1〉状態の 8-エ ン トロピー
n個の元か らなる集合 Ⅹ- tX1.x2,･-,XJ と, その各元の生起する確率分
布 p- lpl,p2, -･.pnl(づ∑pi- 1, pi≧0)の組 (X,P) を完全事象系
とい う. 離散的な古典系はこの完全事象系 (X,P)で表せると考え られるので,
以後 この確率分布 のことを状態 と呼ぶことにす る.
古典離散系 (X,p) において, 系のもつ情報量であるエン トロピー S(Ⅹ)は
S(Ⅹ) 宇 - ∑ ipilogpi
で与 え られる.
ここ-で, 2つの事象系 Ⅹ- lxi;i-1.･･･,nlとY- tyj;j=1'･･･.m)を考え,
それぞれの状態を p- tpi;i=1.･･･.nl, Q- tqj;j=1,･･･.nlとし, さらに
複合事象系 Ⅹ ×Yの合成状態 (同時確率分布)を◎ - tr(i.j);1≦ i≦n,l≦j
≦mI とす る. この とき, Yを観測す ることによって得 られるXの情報量である
相互 エン トロピー Ⅰ(X,Y)はr次のように定義 されている.
∩ m
Ⅰ(Ⅹ卜Y)宇∑∑;=1j=1r(i･j)log 吉i(i;･3;)j (3･ 1)
事象系 XとYの間に相関がない, つまり,互 いに独立なとき, XとYの同時確
率分布 r(i,j) は r(i,j)- pix qjとなることか ら, この相互 エン トロピー Ⅰ
(X,Y)はXの状態 PとYの状態 Qの隈にどれほど相関があるか, 言い換えると,
状態 pの情報量の うちどれほどが正確に状磨 Qに伝達 されているかを表す量 と
いうことになる. このよ うに相互エ ントロピーは二つの系を結ぶ量であるか ら
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を満 たす系Ⅹ×Yの状麿であるか ら, この種 の状態の集合 をが (P,Q)で表す こと
にす ると, (3.1)の相互 エン トロピーはP, Qと¢の関数であるか ら,
Ⅰ(Ⅹ.Y)- I(P,Q;◎)
と表す ことがで きる.
ここで, 2つの状態 PとQの極大相互 エン トロピー J(P.Q)を次のよ うに定
義す る.
J(P,Q)宇supH (P,Q;◎);0 ∈折(P.Q)I. (3.2)
これ は, 有限な事象系 においては
J(P,Q)芋 虫(p)+S(Q)-inffS(0):0 ∈折 (P,Q))
として も同 じであ る. この J(P,Q)に関 して次のことがいえる.
<柄 題 3.1> 状態 P,P'に対 して P二三P●な らば, 任意の状態 Q に対 して
J(P,Q)- ∫(P●,Q)
であ る. 但 し, P〇三P'とは状態を構成 している成分 (確率)が集合 として等 しい,
つま り, Pの成分 はP'のそれの置換 にな っている場合を意味す る.
(塾盟)p- ipl,･･･,pnI, P'- lp●1, ･･･,p●nlとす る.,この とき,
(1.2.･･･,n)の適当な置換 7Tを選ぶ と, P'- fp7EHI~.･･･.P疋tn)) と表す こ
とがで きる. 極大相互 エン トロピー
I(P,Q)- S(P)+ S(Q)-inftS(◎).;◎ ∈折 (P.Q)Iにおいて, infS(◎)
を与 える合成状態 ◎を tr(i,j)Iとす る. このとき, r'(i,j)- r(2T(i).j)と
お くと, Ir'(i.j))は P'とQの合成状態 の 1つとなる. よ_つて,
J(P.Q)≧ J(P∴ Q). -(3.3)
逆 に,'J(P',Q)を定めるP'と●Qの合成状態が ir'(i.j)Iであるとき,
r(i,j)- r'(T(i), j)とお くと, tr(i,j)IはPとQの合成状態の一つになる
か ら
J(P',Q)≧.∫(P･,Q).
式 (3.3)と(3.4)よ りJ(P■,Q)- ∫(P,Q).雷 (3. 4)
二つの状態周 の極大相互 エン トロ ピー と2つの状態 p- tpi), Q-‡qiIの









相互 エ ン トロピーは 2づの状態の間で どれ くらい情報が正 しく伝達 されたか
を表す量 であるか ら, この 8-エ ン トロピー S(P;8)紘, 距離 8に対す るPの-
化を調べ ることによって, エ ン トロピー S(P)と同様, 状態 Pの もつある種の
複雑 さを調べ ることができるはずである.
さて, S(P;8)の定義で は6 (P;8)で下限を とることを考 えたが, ここでi
Ifp- Q H- 8となる状態 Qの集合を考 える :
6 m(P:8)宇 IQ ; IlP-Q l- 8) (3.8)
そこで,ミ境界 (marginal)の 8-エ ン トロピー Sm(P;8)は次のよ うに定め られる.
Sm(P:8)SinfIJ(P,Q);Q e6 m(P;8)). (3.9)
このとき, 次の命題 が成 り立つ.
<命題 3.2>
(I) S(P;8)-inftSn(P;6);0< 6≦ 8).
(2) 0< 81≦ 82のとき, S(P;81)≧ S(P;82).
(3) S(P ;0)- S(P).









(3):8- 0と取 ると, 6 (P;0)- tPlである. よって, S(P:0)- J(P,P)
-S(P). 雷
また, 2つの事象系 (X,P),(Y,Q)において, Xを入力系, Yを出力系
とし, p- tpiI Q- iqjIをそれぞれ人力状態, 出力状態 と考 えると, Xと
Yの相互 エン トロ ピー I(X.Y)一の定義式 (3.1)紘, 前節で示 した, Pか らQ-
の変換 (チャンネル)を使 った定義 と同 じものである. すなわち, Shannonの通
信理論におい,て, チャンネル (A一と表す)はPか らQ-′の遷移確率行列
(p(jli))で与え られ, PとQの関係は-
q j - ∑ ip(jli)p i
であ り, PとQの相関を表す合成状態は同時分布 tr(i,j)I- ip(jli)piIで
表 される. したが って, 状態 pとチャンネル^*に関す る相互 エ ン トロピー
Ⅰ(P;A‡)は
Ⅰ(P ;^*)-∑ p(jli)p i log (3.10)
i.j qi
で与 え られ る. これは, 定義 (3.1)の Ⅰ(Ⅹ.Y)と同 じものである. そこで, こ
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の相互エ ン トロピー Ⅰ(P;^*)を使 って,前節のよ うに状態 Pの 8-エ ン トロ
ピーを定 める. そのためまず,･前節同様チ ャンネル全体の集合を管 とお くと,
状態 Pに関す るチ ャンネル^*の同値類曾 1(A*;P)及 びPとA*に関す る極大
相互 エン トロピー J(P;A*)紘
管 1(^ *;P)宇 ir*∈管 ;r書p-^書P)
J(P;^ *)宇suplI(P;r‡);Il*∈曾 1(^ *;P)I.
さらに,
管2(P;e)=TtAI∈管 ･.IP-A*PI≦ 81
とす るとき, 状態 Pのチャンネルを使 った 8一千ン トロ ビー Sc(P:e)は次のよ
うに定め られ る.
Sc(P:8)SinftJ(P:^ *);^*eg2(P:8)). (3.Ill)
実 は, 8-エ ン トロ ピーに関するこれ ら二つの定義 (3.5)と(3.ll)は同 じものな
のである.
<定理 3.3> Sc(P;8) - S(P･.8).
(塾盟 )人力状態 p- tpiIと出力状態 Q-tqjIに対 して, J(P,Q)を与える
PとQの合成状態 を0 - tr(i.j);i,j=1.･･･.nlとす る. この とき,
r*Q宇 (p(jH ), p(jti)宇 工碧 止
とす ると, Q-r*QPかつ J(P.Q)- Ⅰ(P:r事o)となる. また, 曾2(P;8)
- tA*∈管 ;^*p∈6 (P.･8)〉であるか ら
S(P:8)-inflJ(P.Q);Q∈6 (P;8)I
-inffl(P:r*Q);Qe6 (p:8))
≦inflJ(P;^ *);^ *p-Q∈6 (P;8)I
-infIJ(P;^ *);^ *∈管2(P･.8)I
- Sc(P:8).
逆 に.I(P:A*)を与 えるチャンネルを I'事∈管 l(A*;P)とし, チャンネル









従 って, 古典系 においては, この定理か ら分か るよ うに, S(P:8)あるいiま
Sc(P;8)の どち らの 8-エ ン トロピーを使 って も同 じだが, 量子系 においては,
一般 にこれ ら二つの 8-エン トロピーは一致 しない. 量子系ではチャンネルを用
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いた 8-エ ン トロピ-方が都合のよいことが多いよ うである. 以下, これ ら二つ
の 8-エン トロピーを区別せず ともに S(P;8)で表す ことにす る.
く3.2〉フラクタル次元の導入 と状態の分類
ここでは, 第二節で定義 した一般状態 のフラクタル次元を古典系の状態 に適
用す る. この場合, (2.3)～ (2.5)のフラクタル次元を, 記号を簡略 して新たに




まず,一つの例 として, 完全事象系のモデルをつ くり, 8-エ ン トロピーを計
算 し, 上で定 めた指標 α, βを使 って状態の分類を試 みてみよ う.文字 の種類
が 1.2,3.4の 4種類, 列の長 さが 8の文字列 を考 える. 事象系 Xを この 8個の
文字列の一つ とす ると, 文字 1.2,3,4の Xにおける生起確率 p- lpl.p2,p
3,PJIが状態 となる. また, 文字列 Xの中の1.2,3.4 の出現確率 p l.p2.p3
, pJを大 きい順 に並 べかえ, P●- lpl,P2,p3,plIとする. このよ うに し
て決 めた P'に対 して.<補題 3.1>よりS(P;8)- S(P':8)となるので, 咲
態 p- tpl.p2.p3,pJl(pl≧ p2≧p3≧ pl, pl十p2+p3+p4-1) の 81エ
ン トロピーを計算すれば十分である. ところで, この例では二つの状態の距離
吉は, 2,7/4.･-,1/2.1/4.0 とい う具合 に減少す るか ら, このモデルでは,
最 も近 い異なる状態間の距離は1/4である. 従 って, 8-1/4に対 して, S(P;8
)(a(p;8)はこれの1/log4倍) とβ(P;8)を計算 してみると, その結果は次
のよ うになる.





































(注)上 のZT(P)は Pと同型 な確率分布の個数, つ まり, その状態が Pとなるよ
うな文字列の個数である.
β(P;ど)について考 えてみよう. β(P;1/4)の大小関係 は上 の表か らも分か
るよ うに, エ ン トロピーS(P)と同 じ順序を持 ってはいないが, 7T(P) に着 目
してみると, この実験 の場合, ZT(P) >7(P')の ときはβ (P;1/4)〉β(P';1/4)
とい う関係が成 り立ち, さらに, ZT(P)- 7T(P')の ときにはエン トロ ピーの大 き
い状態の方がβの値 も大 きくな っている. 従 って, このβ(P;1/4)は状態 Pの複
雑 さ(多様 さ)の一面を表す量 と考え られ, 状態の一つの分類を与える指標 にな
りうると考え られ る. なお, 8>1/4の場合, 例 えば, 8-I/2の ときには,
13/4,1/8,1/8,01,(3/4.1/4,0,01, t7/8.1/8.0.01の 3つの状態 Pでβ(P;1/2)
- 0とな って しまい, 状態の分類は不可能 になる. この結果, β(P:8) に関 し
ては最小 の 8でのみ状態の分類が可能のようである. 以上 の考察をまとめると,
<結果> Ⅹ, Yを文字種 4, 長 さ8の文字列 とし, 状態を各々 P, Q一とする.
この とき, 次が成 り立つ :
(1) β(P:1/4)>β(Q;1/4)⇒ 7(P)≧7T(Q).
(2) 7T(P)-7T(Q), S(P)>.S(Q)-⇒ β(P;1/4)>β(Q;1/4).
さらに, PとQのエ ン トロピ｣が等 しい場合を考えてみ ると, 次の実験結果













































































このほか の多 くの例 に対 して, コ ン ピュー タ実験 を行 った結 果 か ら, まだ解
析 的 な証 明 は得 られて いな いが, 次の ことが予想 され る.




これ らの実験結果 と予想 より, 状態のフラクタル次元 α, βはともにエン ト
ロピーとその変化 の仕方 (順序関係)が異なるので, エン トロピー とは違 った
意味で, 系の複雑 さを表す量であると考 え られる. エ ン トロピーでは区別で き
ない状態 の複雑 さをこうい った フラクタル次元で解析で きるよ うになれば, ~フ
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