We consider scenarios where a large number of wireless body sensor networks (WBSN) meets at the same location, as can happen for example at sports events, and assess the impact of their mutual interference on their achievable transmission reliability. In particular, we consider several of MAC-and application parameters for a range of static and dynamic schemes for allocating WBSNs to frequencies, and determine their relative impacts on achievable performance. Our results indicate that parameters related to the MAC backoff scheme have by far the largest impact on performance, and that frequency adaptation can provide substantial performance benefits.
Introduction
Wireless Body Sensor Networks (WBSNs) are expected to play a pivotal role in health-related and well-being applications [1, 2, 3, 4, 5] . They are deployed to measure and collect human vital signs for diagnosis and monitoring of medical conditions or assessment of training progress. Key characteristics of WBSNs are their relatively small size (both in number of sensors and the network diameter), mobility of a WBSN as a whole, and the often strict requirements in terms of reliability and timeliness for transmission of vital data.
The IEEE 802.15.4 standard [6, 7] is a well-established standard for lowpower wireless sensor networks, which has also been considered as underlying technology for WBSNs, not the least due to the availability of cheap and mature components. The IEEE 802.15.4 standard covers both the medium access control (MAC) and physical layers (PHY). On the physical layer the standard supports different frequency bands, with the 2.4 GHz ISM band being arguably the most popular one. The IEEE 802.15.4 standard partitions this band into 16 frequency channels and the standard suggests that a WBSN picks one of these channels and stays there. In this frequency band a WBSN can be subjected to external interference coming from other technologies like for example WiFi or Bluetooth, and this can impact the achievable reliability and timeliness considerably [8] , [9] , [10] .
In this paper we consider another type of interference which is fundamentally different from external interference (which is often considered to be equivalent to noise), and this is internal interference, i.e. interference coming from colocated networks of the same technology and sharing the same frequency band. One of the key differences between internal and external interference is that normally very little information can be extracted out of external interference, it is essentially the same as noise. In contrast, an IEEE 802.15.4 WBSN can collect quite useful information from internal interference: it becomes possible to receive packets (in particular beacons) and gather information about the number of other WBSNs on the same channel, their beacon periods, and so forth. This information can be used to adapt physical layer, MAC layer or application parameters.
We address situations where many people wearing WBSNs gather at the same place, for example a sports event, in a cafe, a concert or theater performance and others. All these application scenarios have in common that they lead to a very high density of WBSNs. The WBSNs of different people are completely unsynchronized and will compete with each other to gain access to the frequency spectrum and time resources, and there is a risk that many of them will not be able to achieve the desired reliability and timeliness. Following up on previous work [8] , we hypothesize that giving a WBSN the ability to adapt its frequency channel over time might be very helpful to deal with internal interference.
In this context we consider a few important questions. The first main question addressed in this paper is: How many WBSNs can meet at the same place so that only a small percentage of them experiences un-acceptable performance degradations in terms of packet loss rates? We will define precise performance measures capturing this question and which we will refer to as the satisfaction rate and the carrying capacity. We will evaluate these performance measures by simulation for a range of schemes (some of which we have proposed in our previous work, see [8] , [11] ), which either choose their operating frequency only once during initialization, or which can adapt their operating frequency dynamically. Our results suggest that schemes with the ability to dynamically adapt their operating frequency and making careful choices about their next frequency can provide substantial improvements over schemes which do not adapt their frequency.
The second main question is: How sensitive are satisfaction rate and carrying capacity against variations of several important system parameters like for example the traffic load, the beacon generation period of the WBSNs, or the MAC backoff parameters? To answer this, we apply the response surface methodology (sometimes also referred to as a 2 k full factorial experiment, see [12] , [13] ) for the satisfaction rate and identify the parameters contributing most to observed variation. Our results indicate that in particular the parameters of the MAC backoff function have substantial impact on achievable satisfaction rate. Furthermore, this is true for all considered schemes. All the other considered parameters have a much smaller impact, if any, and the relative magnitude changes between different schemes.
In our analysis we have mainly focused on schemes in which a WBSN can only pick its frequency channel, but can not adjust its phase, i.e. the relative position in time of a BSNs periodic beacons with respect to its own time reference.
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By comparing the considered schemes against an idealized scheme which distributes all WBSNs evenly over both frequency and time, we demonstrate that there is still a performance gap between the best frequency-adaptive scheme and the idealized scheme, which we attribute to the latter also adjusting the phases of all WBSNs meeting on the same channel. To close this gap, in future research we aim to design and evaluate a robust scheme allowing WBSNs on the same channel to negotiate their phases with the goal to minimize overlap.
To the best of our knowledge these questions have not yet received much attention as compared to the co-existence of IEEE802.15.4 with other wireless technologies operating in the 2.4 GHz band [14, 15] . This paper is organized as follows: in the next Section 2 we give the necessary background on the IEEE 802.15.4 standard. Following this, in Section 3 we introduce our system model and explain the main performance measures used in this paper. The considered schemes are described in Section 4 and the sensitivity analysis is carried out in Section 5. Related work is summarized in Section 6 and we give our conclusions in Section 7.
Background
In this section we describe the relevant functionalities provided by the IEEE 802.15.4 standard [6] .
Physical layer
The IEEE 802.15.4 standard supports different physical layers in the 2.4 GHz band. In this paper we focus on the most widely deployed one, which is the O-QPSK PHY, supporting a data rate of 250 KB/s. The 2.4 GHz band subdivided into 16 non-overlapping frequency channels. Data signals occupy 2 MHz of spectrum and the channel separation is 5 MHz. With respect to internal interference, we only consider interference from BSNs on the same channel and ignore adjacent-channel interference [16] .
MAC Layer: Beaconed Mode
We assume that wireless body sensor networks use a single-hop star topology and run in the so-called beaconed mode. A star network consists of one PAN coordinator (Personal Area Network coordinator, hereafter simply called the coordinator) which starts the network and determines its major operational parameters, e.g. the frequency band, the duty cycle and others. All the other nodes (referred to as sensors or devices) first associate with the coordinator and then exchange data with it. In the beacon-enabled mode time is sub-divided into subsequent superframes, which are further subdivided into an active period and an inactive period, see Figure 1 . The active period is sub-divided into 16 slots. In the first slot the coordinator broadcasts a beacon frame without using carrier-sensing. Following this comes the contention access period (CAP), during which the devices transmit uplink packets to the coordinator or request pending downlink packets using a CSMA-type access method. Optionally, some of the 16 slots can be set apart as guaranteed time slots, which are allocated exclusively to individual nodes and which can be used for downlink or uplink transmissions. However, since transmissions in GTS slots are not guarded by carrier-sensing operations, GTS packets are susceptible to interference [8] and we do not consider them in this paper -for similar reasons we also disregard the ALOHA-type access method that can be alternatively used in the CAP. The sensor nodes are required to receive beacons (to maintain synchronization) and can sleep otherwise, unless they have data to transfer. The coordinator has to be switched on during the entire active period, whereas in the inactive period it can either sleep or use the time for other purposes, depending on the considered scheme (see Section 4) .
The length of the superframe and the relative length of the active period within a superframe are configurable. The duration of a superframe is called "Beacon Interval" (BI) and is determined as follows:
where the configurable parameter BO ("beacon order") is an integer between 0 and 14, and aBaseSuperf rameDuration = 15.36 ms for the 2.4 GHz O-QPSK PHY. The length of the active period is called superframe duration (SD) and is given by
for 0 ≤ SO ≤ BO ≤ 14. The parameter SO is configurable and is called the "superframe order".
MAC Layer: Network Start and Synchronization
The coordinator starts the BSN. In the model foreseen by the standard 2 the higher layers can instruct the MAC to scan all available channels using either an energy or a passive/active MAC layer scan. The collected results can then be used by the higher layers to make decisions about the operating channel, the duty cycle and BO/SO parameters and the PAN identifier to use. Once these steps are completed, the coordinator begins to transmit beacon packets periodically.
From now on nodes are able to discover beacon packets from their coordinator. This is accomplished by scanning all frequency channels and listening on each one for a pre-determined amount of time. This discovery in itself can be a time-consuming process when the nodes know neither the frequency nor the beacon order (see [18] , [19] ), but for the purposes of this paper we make the simplifying assumption that the sensor nodes know at least the beacon order and listen on each channel for one beacon interval before switching to the next one. After discovering a beacon packet from their pre-configured PAN coordinator, nodes attempt to associate with the coordinator by sending association request packets during the CAP.
The main purpose of beacon packet transmission is to keep the associated nodes synchronized with the coordinator, to announce the presence of downlink traffic (if any), and to specify the allocation of guaranteed timeslots (if any). After discovering the first beacon we assume that a node is required to attempt to receive all future beacon packets.
3 It will wake up shortly before expected beacon transmission in order to receive the beacon. Upon successful reception of a beacon packet, the extracted information (BO/SO values and beacon payload, if any) is delivered to the higher layers. Upon losing four consecutive beacon packets a node concludes that synchronization has been lost and informs its higher layers, which then start the searching and association process again. During the time between loosing four consecutive beacons and re-discovery of its coordinator a node is said to be in the orphan state. In the orphan state the node cannot transmit or receive any data. Any packets generated during this time by the application on a sensor node enters a MAC buffer unless the buffer is full, then arriving packets are dropped and counted as lost.
System Model and Performance Measures
In this section, the system model deployed for our simulation-based study is described and the main performance measures are defined.
System Model
An individual WBSN consists of one coordinator and four sensor nodes, arranged in a star topology. Each of the four sensor nodes has a distance of 1 m to the coordinator. There is no further attenuation (e.g. coming from shadowing by the human body), and no external interference. These assumptions allows us to attribute all packet losses to packet collisions and not to path loss or hidden terminal situations.
A WBSN is operated in the beaconed mode, the BO and SO values are varied in our experiments. We consider only uplink traffic (i.e. from sensors to the coordinator), no downlink packets except acknowledgements and beacon packets are transmitted. All uplink packets are transmitted during the CAP, no GTS slots are configured. 4 The sensors first associate with the coordinator upon receiving a beacon packet with the correct MAC address. Data packets are generated periodically, the period is varied in our experiments. The payload size of data packets is fixed to 64 bytes. The coordinator responds to each successfully received data packet with an immediate acknowledgement. If a sensor does not receive an acknowledgement, it performs a bounded number of retransmissions.
5 If all retransmissions are exhausted without receiving an acknowledgement, the packet is counted as a failure, otherwise as a success. Sensor devices attempt to receive all beacons from their coordinator to stay synchronized. If the device has not received four consecutive beacon packets, it enters the orphan state. The further actions of the orphan depend on the considered scheme: in those schemes where a WBSN always operates on the same frequency the orphan node will search for beacons on the same frequency as it were before. In schemes which allow dynamic and on-going changes of the center frequency the orphan needs to assume that its WBSN might have switched to another channel and consequently has to scan all channels in roundrobin fashion to re-discover its coordinator.
We assume that all WBSNs are located on the same spot. In our simulation experiments we will vary the number of WBSNs to determine one of our main performance measures (see below). We have chosen to place the WBSNs at the same spot to avoid hidden-terminal situations and to be able to explain the observed performance completely in terms of the direct internal interference experienced by WBSNs. Furthermore, this allows us to largely ignore the impact of different transmit power settings for WBSNs, and we assume that all nodes use the same transmit power. The different WBSNs are switched on at random times (except for the static-idealized scheme, see below), and there is no common time reference and no synchronization at all between different WBSNs. More specifically, for each WBSN its activation time (where both coordinator and sensors are activated simultaneously) is drawn randomly and independently from an exponential distribution with an average of one second. We also assume that the individual nodes can have clock drift. More specifically, the drift for each node is drawn from a zero-mean Gaussian with a standard deviation of 30 µs.
In Table 1 we show the values of all parameters which we have kept fixed in our study.
Performance Measures
We use two main performance measures in this paper. They are both geared towards applications that have some notion of "acceptable" and "unacceptable" performance, e.g. in terms of packet losses for regularly transmitted sensor signals. Both are based on the notion of satisfaction: we regard an individual WBSN as satisfied when its average packet success rate (defined as the fraction of uplink packets generated by any sensor within the WBSN for which the originating sensor receives an acknowledgement from the coordinator, the average being taken over all four equally loaded sensors and the entire simulation time) is 95% or more. The first measure is the satisfaction rate, which we define as the percentage of satisfied WBSNs out of the given total number WBSNs. This total number is varied and taken from the set W = {50, 100, 150, 200, 250}. The second performance measure is the carrying capacity, defined as the number of WBSNs which can, under a given scheme, be located on the same spot such that the large majority of them (at least 95% of the WBSNs) are satisfied. The precise method of calculation will be explained in Section 5.4.
In addition to these two performance measures we will also show results for the average packet success rate of WBSNs, where as above the average packet success rate of an individual WBSN is the average packet success rate of all the uplink data packets sent by the four (equally loaded) sensors of a WBSN, and the (overall) average success rate is the average of the success rates of all WBSNs. This is interesting for applications which do not have a natural threshold for acceptable packet loss performance but are able to degrade gracefully with increasing packet loss rate.
Considered Schemes
In this section we describe the different schemes by which the PAN coordinators pick their initial frequency band and, in some schemes, change their frequency band afterwards. Here we restrict to passive schemes, i.e. schemes in which there is no active negotiation between neighboured WBSNs (and thus no exchange of control packets). We sub-divide the passive schemes into static schemes, in which a WBSN coordinator makes a decision for an operating channel only once and then never changes the channel, and dynamic schemes in which several changes of the operating channel are possible.
Static Schemes
In the first baseline scheme, called the static-random scheme, the coordinator of a WBSN picks its frequency channel autonomously and randomly according to a uniform distribution and stays there throughout. In this scheme, no measurements are performed. An orphaned sensor node does not search through the channels but remains on the known operating channel while searching for the next beacon. Please note that the startup time and thus the phase of an individual WBSN is also chosen randomly according to the system model.
In the static-initial-choice scheme each WBSN coordinator scans all channels in random order at initialization time in order to estimate their load and then selects the channel with the smallest load. More precisely, a coordinator listens on each channel for one beacon period to detect as many other beacon packets as possible and then proceeds to the next channel. This procedure is repeated until all channels are covered, then the coordinator picks the channel with the fewest observed beacons (ties are broken randomly). Neither the channel nor the phase are changed after the coordinator has made its decision.
The third baseline scheme is the static-idealized scheme in which we assume the presence of a genie having the ability to decide both the frequency and phase of the active periods of all WBSNs. The genie uses this ability to distribute the WBSNs equally over frequency and time, i.e. such that all frequencies carry (nearly) the same number of WBSNs and on each frequency the WBSNs have an equidistant spacing in time. Clearly, as the number of WBSNs increases, there will be increased overlap of the active periods of WBSNs placed on the same channel, which might result in degradation of packet success rates. Again, in this scheme a WBSN does not switch its frequency afterwards nor does it shift its beacons / superframe phase. 6 We have introduced this scheme not only because of its fairness, but we also hypothesize that this particular allocation will give the highest average per-WBSN packet success rate and also the highest carrying capacity, and thus provides a useful yardstick for comparison.
Dynamic Schemes
As a reminder, in dynamic schemes the coordinator of a WBSN is allowed to change its operating channel several times.
In the dynamic-random-hopping scheme the coordinator of a WBSN continuously observes the packet success rate on its current operating channel, and if it degrades below a pre-defined threshold (in this paper: the satisfaction threshold of 95%) the coordinator picks a new frequency channel randomly (with uniform distribution from all available channels except the current one) and its WBSN jumps there. The actual jump is executed in a fashion similar to [8] : the coordinator indicates the new channel in the beacon payload for four successive beacons and then jumps. To determine the success rate, the coordinator uses the sequence numbers contained in uplink packets, the size of a sequence number gap indicates the number of lost packets between two successfully received ones. In our simulations we have used a sliding window of 50 beacon periods over which we calculate the loss rate from the number of received packets and the accumulated size of sequence number gaps within this window. 7 When the coordinator decides to change the frequency, its associated sensors may become orphaned after losing 4 consecutive beacon packets, so they have to search all channels for their coordinator.
The dynamic-targeted-hopping scheme is similar in spirit to the lazy frequency adaptation scheme introduced in [8] . The coordinator of a WBSN uses its inactive period to continuously scan all the channels in a round-robin fashion -one channel is scanned per beacon period and the number of beacons observed during that time is counted. When the packet success rate on the current channel (obtained in the same way as for the dynamic-random-hopping scheme) drops below the 95% threshold, the coordinator decides on a new channel to operate on by choosing the one of the other 15 channels where the smallest number of beacons has been observed (ties are broken randomly).
Sensitivity Analysis
The key goal of the sensitivity analysis carried out in this section is to explore how sensitive the satisfaction rate is to changes in a number of important system parameters, and to identify the factors having the strongest influence on the responses.
We adopt the well-known response surface methodology (RSM) [12] , [22] , [23] , [13] . Broadly speaking, one identifies first a desired scalar response variable (in our case: the satisfaction rate) and a number of so-called factors, i.e. system parameters which can be expected to have some impact on the response and which are varied. We adopt an approach where each factor takes two different values: a (sensibly defined) minimum and maximum value. With k factors a total of 2 k responses have to be obtained from simulations -this is also known as a 2 k -factorial experiment. Since an individual simulation depends on random numbers and thus generates random output, we perform 32 replications for each of the 2 k different parameter combinations and use the average of these as a response value. Each replication runs for a timespan sufficient for each sensor node to generate 10,000 packets, assuming it is associated all the time. At the end of a single replication we then calculate the packet success rate for each BSN and subsequently the number and rate of satisfied BSNs. 8 Afterwards, a regression model is fitted to the observed average responses and this regression model is then used to analyze the relative impact of the chosen factors.
We first present the factors chosen for this study (Section 5.1), next explain the RSM approach in more detail (Section 5.2) and then present our results (Section 5.4).
Factors
For our study we have chosen the following factors (see also Table 2 for the factors, their variable name in the RSM analysis and their minimal/maximal values):
• Beacon order (x 1 ): as discussed in Section 2.2 the beacon order (BO) parameter determines the beacon period and therefore the overall rate of beacon transmissions. We have chosen the minimum and maximum beacon orders as four and seven, respectively.
• Superframe order (x 2 ): the superframe order (SO) determines the time window available for sensors to send their uplink packets. We have chosen the minimum and maximum superframe orders as 1 and 3, respectively, so that each superframe order can be combined with each of the beacon orders while satisfying the constraint SO ≤ BO.
• The macMinBE (x 3 ) and macMaxBE (x 4 ) parameters are related to the collision-avoidance CSMA MAC protocol used by IEEE 802.15.4 in the uplink: before each carrier-sensing attempt the MAC layer waits for a random backoff time. This time is a multiple of a random integer drawn uniformly from the interval [0, 2 BE − 1], where BE is the current backoff exponent. BE is initialized with macMinBE and increased each time the channel is sensed as busy, until the maximum value macMaxBE has been reached. Therefore these parameters define how aggressively a sensor accesses the channel.
• System load or packet inter-arrival time (x 5 ): we assume that sensors generate packets periodically with a configurable packet inter-arrival time.
Please note that in general the inter-arrival time and the beacon period / beacon order are not completely independent of each other, as the beacon period must be smaller than the inter-arrival time for the latter to be meaningful. Therefore we have chosen the minimum inter-arrival time to be larger than the largest beacon period.
We argue that these factors include the most relevant MAC factors: as they determine the overall channel load generated by one WBSN and the "aggressiveness" of channel access. For all other parameters we use the default values suggested by the standard. We have also assessed the impact of some of the other parameters in preliminary studies. For example, for the number of MAC retransmissions we found that there are only minor performance differences for three or more retransmissions. It was imperative to keep the number of factors limited, as otherwise simulation times would have become prohibitive. The RSM approach (described in Section 5.2) will allow us to obtain quantitative insight into the relative impact of these factors using only two different levels for each of them, saving many experiments as compared to a full factorial design. 
RSM Approach
To make the paper self-contained, we briefly summarize the RSM approach we follow in this paper, which is also known as 2 k factorial design (see also [13] ). Fundamentally, in this approach the response variable Y (here: the satisfaction rate) is expressed as a function of the factors x k , i.e. Y = f (x 1 , . . . , x k ; α), where α is a set of parameters for the functional form f (·), they are also called the regression coefficients. The parameters α are then chosen to best match the observed responses. A standard choice for f (·) (and the choice made in this paper) is a second-order polynomial, i.e. the response variable is expressed as
and α 0 , α i and α i,j are the intercept, linear, and mixed coefficients (or interactions), respectively. As explained above, in the 2 k -factorial design each factor assumes either a minimum or a maximum value. To make sure that all factors enter this equation with the same order of magnitude, it is customary to not use the factors directly, but to represent the minimum value of a factor as '-1' and the maximum value as '1', i.e. we have x i ∈ {−1, 1}. Furthermore, units are ignored.
For each parameter setting (x 1 , . . . , x k ) ∈ {−1, 1} k we obtain a response value y x1,...,x k . Observing that the regression model (Equation 3) is linear in the parameters α x we can represent all parameters as a vector α = (α 0 , α 1 , . . . , α k , α 2,1 , α 3,1 , α 3,2 , α 4,1 , . . . , α k,k−1 ), the responses as a vector y = (y (−1,...,−1) , y (−1,...,−1,1) , . . . , y (1,...,1 )) and then set up the linear equation system y = S · α
where S is the so-called sign matrix, in which the row corresponding to response y x1,...,x k with (x i ∈ {−1, 1}) is formed as (1, x 1 , . . . , x k , x 2 · x 1 , x 3 · x 2 , x 3 · x 1 , . . . , x k · x k−1 ). Each matrix entry thus is either '1' or '-1'. The columns of matrix S are orthogonal. However, note that S has 2 k rows and only 1 +
columns, so this linear system of equations is over-determined and we compute the least-squares solution for it. 9 The intercept α 0 is the mean value of all observed responses, i.e.
and we use this to calculate the so-called sum-of-squares-total (SST)
which represents the total amount of variation observed in the experiments. After elementary algebra and exploiting orthogonality of the columns of S one gets that
so that the relative impact of factor k or any interaction k, j can be expressed as:
which represents the contribution that each factor has in the total observed variation.
On the other hand, the sum-of-squares-errors is a measure for the total error introduced through the regression, it is given as:
The quality of the regression model (and here: how harmful it is to discard higher-order interactions) can be expressed as the coefficient of determination (also called the R 2 value), given by:
where higher values are better.
Simulation Approach
To obtain the results we have used the Castalia open-source network simulator in version 3.2, which is designed for WBSNs simulation scenarios [24] , and have extended it to implement the schemes described in Section 4. The main parameters of the MAC and the packet inter-arrival times have been chosen as described in Tables 1 and 2 . For the wireless channel we use the log-distance model [21] . Since the WBSNs were all placed in the same location and do not move (as described in Section 3.1) we have eliminated packet losses resulting from path loss, fading, shadowing or hidden-terminal situations, and all packet losses observed are due to direct collisions.
For each possible factor combination c = c x1,...,x5 , x i ∈ {−1, 1} (i.e. each possible allocation of 1 and −1 to the five factors x 1 to x 5 ) and each investigated scheme we have run a number of at least 64 independent replications. Each replication lasted 10,000 or 20,000 simulated seconds, so that on average each sensor node generates 2,000 packets, depending on the chosen inter-arrival time. Further replications were added when needed to achieve a relative half-width of the confidence interval not larger than 5%, at a 95% confidence level, for the success rate. From the success rates we have then determined the satisfaction rates for each replication. The satisfaction rates of all replications for one parameter allocation / scheme have then been averaged to obtain the response y c value being used in the RSM analysis.
Results

Satisfaction Rate
We first discuss the results for the satisfaction rate as response variable, where due to lack of space we restrict to the cases of 200 and 250 WBSNs. In Table 3 we show the results of the RSM analysis for the static-random, static-idealized, dynamic-random and dynamic-targeted schemes for the case of 200 WBSNs. The results for the static-initial-choice scheme were generally very similar to the results for the static-random scheme and are not considered furthermore. In this table we include results for the percentage contribution to variation of the linear and interaction coefficients. In Equations 11, 12, 13, and 14 we give the fitted response models (with coefficients trimmed to two decimals) for the static-idealized, static-random, dynamic-random and dynamic-targeted schemes, respectively. The same information for the case of 250 WBSNs is shown in Table 4 and in Equations 15, 16, 17, and 18. Furthermore, in Figure  2 we plot for these four schemes the percentage impact of the linear terms for each of the considered variables and for all considered numbers of WBSNs, and in Table 5 we report the intercept values (α 0 ) for all considered schemes and different numbers of WBSNs. Recall from Table 2 that factor x 1 is the beacon order, factor x 2 the superframe order, x 3 is macMinBE, x 4 is macMaxBE and x 5 is the packet inter-arrival time. +2.64
26.16
44.25
54.28
38.75 +0.96
The presented results highlight a number of interesting points:
• The R 2 values for all four schemes and for both presented numbers of WBSNs (Tables 3, 4 for 200 and 250 WBSNs, the values for other numbers are similar) indicate that the regression ansatz given in Equation 3 explains already almost all the observed variation. This means that the incomplete model (in which we ignored all interactions between three or more factors) is a good approximation.
• The static-idealized and dynamic-targeted schemes have achieved the highest average satisfaction rate α 0 for both 200 and 250 WBSNs. For these two schemes it can be seen from Figure 2 that the linear terms (i.e. the factors) alone already explain more than 80% of the observed variation (for 200 and fewer WBSNs: more than 90%). Furthermore, both these schemes are similar in the sense that the factor x 3 (macMinBE ) is by far the most influential one and for the case of 250 WBSNs the factor x 4 (macMaxBE ) has also noticeable impact, whereas the impact of the other factors is negligible. For both the dynamic-targeted-hopping and static-idealized schemes with 250 WBSNs the x 3 x 4 interaction explains most of the remaining variation not covered by the linear terms. These findings, together with the observation that for all schemes the factors x 3 (macMinBE ) and x 4 (macMaxBE ) are the most dominant ones (compare Figure 2 ) suggests that these two variables together have the most impact on satisfaction rate performance (with macMinBE being the much more important one), and the adaptation or at least careful configuration of these parameters offers substantial potential for improvement.
• When judging from the intercept values (see Table 5 ), the static-idealized scheme is the overall best scheme. The dynamic-targeted-hopping scheme is the second best, but comes relatively close to the static-idealized scheme. However, for all but three of the 32 parameter combinations the staticidealized scheme outperforms the dynamic-targeted-hopping scheme. In the static-idealized scheme the BSNs are evenly distributed in both frequency and time / phase, whereas the dynamic-targeted scheme only achieves an equal distribution of BSNs across frequencies but sticks to the initial random distribution of phases. This suggests then that the performance difference between the static-idealized and the dynamic-targeted scheme can be explained by the lack of phase adjustment in the latter scheme, and at the same time the size of the performance gap is an indication of what can be gained by adjusting the phases as well.
• Again judging from the intercept values, the dynamic-random scheme shows modest performance differences to the dynamic-targeted-hopping scheme, but is still substantially better than the static-random scheme. This suggests that indeed frequency hopping can provide substantial benefits in terms of satisfaction rate.
• The static-random scheme also stands out in how the relative impact of the factors changes when the number of WBSNs is increased (compare Figure  2 ): on the one hand the impact macMinBE factor becomes smaller much more rapidly than for other schemes, and at the same time the impact of the factor x 1 (BO) grows the largest for increasing number of WBSNs.
Clearly, our results indicate that the macMinBE parameter (and to a lesser extent macMaxBE ) plays a decisive role in the achievable performance. From the regression equations (Equations 11 to 18) the term for x 3 (macMinBE ) enters with a positive sign, so to achieve better satisfaction rate we need to choose larger values of macMinBE. The macMinBE parameter determines the initial average waiting time after which a sensor node performs a carrier-sense operation for a new packet, so it is a measure for how aggressively a node tries to send data. Longer initial waiting times lead to fewer collisions so that more channel resources are left for useful transmissions even in high node densities.
Carrying Capacity
In Table 6 we show the results for the carrying capacity of the different schemes (see Section 3.2) . To obtain the carrying capacity, we simulate a given scheme with WBSN numbers taken from the set W so that for each of these numbers w ∈ W a number of 64 replications is carried out. For each replication we calculate the number of satisfied WBSNs, and we compute the average of these numbers over all replications, giving us the average percentage of satisfied WBSNs for a given number w ∈ W of WBSNs. After collecting these averages for all WBSN numbers from W we calculate a regression curve (a second-order polynomial) allowing to interpolate the average number of satisfied WBSNs between the points given by W, and the carrying capacity is determined as the point / number of WBSNs where this regression curve crosses the 95% line. Please note that we have resorted to this interpolation approach since otherwise simulation times would have been prohibitively long. We show the carrying capacity for the following parameters: BO = 64, SO = 4, packet inter-arrival time of one second, macM inBE = 3, and macM axBE = 5 (the latter two are the default values suggested by the standard). It is interesting to note that here the difference between the dynamic-targeted-hopping and the static-idealized scheme is more pronounced. Again, we essentially attribute the difference between these two schemes to the inability of the dynamic-targetedhopping scheme to adjust the phases of the WBSNs sharing the same channel. 
Packet Success Rate
The main focus of this paper is on performance measures geared towards applications having some notion of "acceptable" and "unacceptable" packet loss performance and using a particular threshold to distinguish between these (here we use a packet success rate of 95% to mark a WBSN as satisfied). For applications which do not have a natural threshold it is interesting to get some insight into the packet success rate performance of the different schemes. We have again carried out a RSM analysis of all four schemes for the packet success rate (see Section 3.2). In Table 7 we show for all considered numbers of WBSNs and all considered schemes the intercept values α 0 for the packet success rate. The following points are interesting:
• While not shown here, again the chosen second-order model has a very high R 2 value (≥ 0.98) for all schemes and all numbers of WBSNs, so it explains almost all of the observed variation.
• The intercept values α 0 of the different schemes are closer to each other than we have found for the satisfaction rate, and for the same scheme their range is relatively smaller. This suggests that introducing sharp thresholds makes differences between the schemes more pronounced.
Another important aspect of the packet success rate is how different it can be for different WBSNs in the same scenario, i.e. how fair the packet success rate allocation to WBSNs is. To look into this we have carried out the RSM analysis for the average standard deviations of the packet success rates. The intercept values α 0 for this are shown in standard deviation does not exceed 6%, which is relatively small compared to the average packet success rate percentages reported in Table 7 , and suggests that on average the differences in packet success rates among WBSNs are minor. This can be attributed to the fact that all WBSNs are configured in the same way.
Related Work
The performance of IEEE 802.15.4 and its dependence on individual parameters has been assessed in a wide range of studies. In [25, 26, 27 ] the performance of slotted CSMA/CA and the impact of various beacon order values on throughput, average delay and successful transmissions has been studied, and in [28] the authors evaluated the performance of the unbeaconed 802.15.4 MAC as the number of sensor networks increases. The impact of the backoff exponent parameters (in particular macMinBE ) and payload size have been studied in [29, 30] for IEEE 802.15.4 and Zigbee. Anastasi et al have investigated the effects of changing parameters like the packet arrival pattern (Poisson or periodic), the CSMA/CA parameters, beacon interval, packet size and different offered loads [31] . The impact of system parameters such as the packet arrival rate, number of stations, and packet size on the medium access probability or the queue length distribution is studied in [32] using Markov chain and queueing models. A detailed analytical evaluation of the CSMA/CA performance in IEEE 802.15.4 is carried out in [33] , where the authors presented a Markov model that predicts the behaviour of the slotted CSMA/CA mechanism in IEEE 802.15.4. The results were compared to simulation results to verify the accuracy of the developed model. Their analysis was inspired by [34] and [35] for the usage of a per-user Markov model. In [36] , [37] the effects of superframe overlaps and beacon collisions on co-located IEEE 802.15.4 networks in beaconed mode (used for example as BSNs or in industrial automation) have been investigated in both static and mobile scenarios. The results confirm that superframe overlaps (and to a lesser extent direct beacon collisions) lead to significant goodput losses, as nodes from different WBSNs compete for the channel. Our work differs from these papers not only by considering a wider range of parameters, but also by assessing their relative impact in scenarios with over-subscribed channel resources. We have also chosen performance measures which in our view better reflect the considered scenarios.
In our own previous work we have studied the problem of finding the potential white spaces in the spectrum without using central coordination or any kind of infrastructure [11] , [38] , [39] . We have studied the channel utilisation as the network density increases for a range of schemes, including the frequencyadaptation schemes considered in this paper. The frequency adaptation feature enables WBSNs to switch to a channel with supposedly lower interference, but comes at the cost of increased energy consumption at the coordinator.
There has also been a range of other studies investigating adaptation schemes in the presence of interference. The authors of [40] propose to adjust the values of the BO and SO parameters under heavy traffic loads. Another algorithm for adjusting the beacon order is proposed in [41] with the aim to avoid collisions, to improve channel utilization and reduce energy consumption when the traffic load of the network is high. The adaptive adjustment of the beacon interval is also proposed in [42] where the main aim is to prolong the lifetime of a sensor network. In some of the referenced papers, the IEEE MAC protocol has been modified noticeably to avoid internal interference. In some cases the considered number of WBSN was relatively small, in other cases the improved performance gains came with the higher costs of embedding a new module and higher complexity. While our paper lays a foundation for the design of mitigation strategies for internal interference, the authors of [43] address the problem of classifying (external) interference from within an IEEE 802.15.4 sensor network, which is a fundamental building block towards the design of a suite of specifically tailored mitigation strategies for external interference. The particular approach taken in the paper analyzes individual received packets for "fingerprints", e.g. signalstrength or LQI variations over received packets that are typical for different types of external interferers (Bluetooth, WiFi and others).
The IEEE 802.15.6 standard [44] (approved in 2012) has introduced four strategies to mitigate the interference caused by neighbouring BANs: beaconshifting, channel-hopping, active superframe interleaving and B2-aided timeshifting (only offered in the non-beacon enabled mode). For example, the beacon-shifting approach allows WBSNs to postpone their beacons to avoid active period overlapping. However, Kim et al have proposed a flexible beacon scheduling scheme where coordinators perform carrier sensing before beacon transmission. They have compared their approach to beacon-shifting and found significant improvements over the latter [45] . As the number of occupants of the channel increases, the probability of flexible beacon scheduling failure increases as well, since sensing a busy channel leads coordinators to back off instead of sending the beacon packets. Bradai et al have conducted a simulation study to compare the performance of IEEE 802.15.4 and IEEE 802.15.6 [46] and have observed that IEEE 802.15.4 achieves higher throughput than IEEE 802.15.6 for increasing number of sensor nodes.
Conclusions
In this paper we have considered a scenario where a large number of WBSNs meets at one point and competes for channel resources (time and frequency). In particular, we have assessed the relative impact of a range of static and adaptive schemes for frequency allocation on two new major performance metrics, the satisfaction rate and the carrying capacity. We have found that for most schemes by far the most influential parameters are related to the MAC backoff process. By comparing the considered frequency-adaptive schemes against an idealized scheme allocating WBSNs in both frequency and time, we have furthermore found that on the one hand frequency adaptation can provide substantial gains, but on the other hand further gains can potentially be reached by adding the capability to properly separate WBSNs operating on the same channel in time ("phase adjustment").
There is substantial potential for future work. As a next step, we plan to design phase adjustment schemes which operate without any centralized entity and are integrated with frequency adaptation. Secondly, we intend to assess the considered schemes in more general scenarios with dynamic WBSN populations, the presence of hidden-terminal situations (i.e. where not all WBSNs are located on the same spot) and heterogeneous loads. We are also currently working on a measurement campaign to gain experimental insight into the performance of the schemes discussed in this paper. Another interesting direction is to extend this work towards a combination of internal and external interference, e.g. coming from WiFi or Bluetooth.
