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Chapitre 1
Introduction
Lorsque l’on s’intéresse à la modélisation d’un problème particulier, on se base sur les
connaissances que l’on a sur celui-ci. Généralement, ces connaissances proviennent d’obser-
vations que l’on fait. Mais une observation ne fournit le plus souvent que des informations
partielles sur le sujet étudié. L’approximation est donc partie intégrante de toute tentative de mo-
délisation, puisque l’on ne se base pas sur des informations complètes. On utilise au contraire
des descriptions partielles pour représenter un système. Il est possible de généraliser ce propos,
et d’autres raisons veulent intervenir pour justifier cette partialité de l’information représentée.
Nous en donnons quelques-unes, réparties en trois catégories.
Tout d’abord, on peut classer toute cause d’imprécision subie, que l’on ne peut éviter. On
peut reprendre les arguments donnés dans le cadre d’observations imparfaites d’un système.
On trouve cela en physique, où toutes les données proviennent de mesures qui comportent
obligatoirement une part d’incertitude, d’imprécision. Mais il ne s’agit pas de l’unique origine.
Ainsi, en informatique, il peut arriver que la quantité d’information que l’on a sur un résultat
dépend du temps de calcul nécessaire pour l’obtenir. Alors, si l’on veut avoir un résultat à
un moment donné, il faut interrompre le calcul et se satisfaire du résultat obtenu jusqu’alors
(lorsque l’on calcule les décimales de pi, que l’on s’intéresse aux traces de l’exécution d’un
programme, etc.).
D’autres raisons sont à l’origine de la partialité de l’information dans un modèle. On peut
citer l’utilisation d’approximations voulues. Il n’est en général pas nécessaire de représenter
toutes les informations disponibles pour effectuer tel ou tel calcul. Ainsi, si l’on s’intéresse à
la modélisation d’un dé à 6 faces, la seule partie intéressante de cette modélisation ne sera la
plupart du temps que la valeur inscrite sur la face supérieure du dé. On se soucie peu de sa
composition, sa couleur, sa densité, la profondeur des points, etc.
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Enfin, même une fois que l’on a sélectionné la partie des informations que l’on juge per-
tinente, il est possible que l’on n’ait pas envie ni besoin de les représenter avec la meilleure
précision disponible. Il existe de nombreux exemples où l’on choisit un niveau de description
très grossier par rapport aux informations disponibles. Ainsi, on peut modéliser des circuits élec-
triques de façon simplifiée, et en déduire néanmoins de nombreuses propriétés intéressantes sur
leur comportement. En effet, les quantités manipulées sont définies macroscopiquement (l’inten-
sité, la tension) et un grand nombre de propriétés de ces systèmes utilisent ces quantités (ainsi,
une grandeur R et l’équation U = RI permettent de caractériser une résistance). La thermo-
dynamique est un exemple encore plus flagrant, puisque son existence repose sur la possibilité
de définir de telles quantités et d’énoncer des propriétés les utilisant (un exemple célèbre étant
l’équation des gaz parfaits PV = nRT ).
Aussi, comme on le voit, des approximations sont quasiment toujours présentes dans un
modèle. On peut alors s’interroger sur la place qui leur est donnée en général. Leur existence
est-elle prise en compte ? Comment exprimer précisément les limitations qui en découlent ?
Nous nous proposons dans ce travail d’étudier ce que l’utilisation de descriptions partielles
implique sur la connaissance que l’on peut avoir d’un système que l’on modélise.
Pour cela, nous nous intéressons tout d’abord à ce que peut être un modèle, et ce que re-
présentent les éléments descriptifs de ces modèles. Une première question a considérer est la
suivante : Que choisit-on de modéliser ? En effet, on ne veut pas représenter des informations
que l’on ne juge pas importantes pour un besoin particulier. On effectue une sélection des pro-
priétés que l’on veut avoir explicitement dans le modèle. Un premier choix s’opère donc, que
l’on peut qualifier d’élagage “horizontal”. De plus, comme nous venons de l’évoquer, on doit
choisir pour les informations que l’on a décidé de représenter une précision maximale, une
résolution. On est obligé en général de décider d’un niveau d’approximation, puisque tout re-
présenter est le plus souvent impossible. C’est l’élagage “vertical”. Ces choix montrent que
pour un même système à modéliser, il existe de nombreuses manières de procéder. Par la suite,
nous qualifierons de représentations les différentes façons de modéliser un système donné, pour
insister sur le fait qu’ils se rapportent à la description de ce système.
La présence d’une multitude de représentations pour un même système apparaît alors comme
un élément important à prendre en compte. En effet, si tous les modèles que l’on considère se
rapportent au même objet, il doit exister des moyens de relier les différents modèles. Nous
arrivons à un point intéressant qui servira de base à notre étude : pour étudier la notion de
connaissance basée sur des descriptions imparfaites, nous ferons abstraction du système étudié
pour nous concentrer uniquement sur les représentations que l’on a définies. Ainsi, au lieu de
mettre en relation une description partielle à la propriété qui lui correspond dans la réalité pour
le système, nous mettrons en relation les descriptions partielles provenant de différentes mo-
5délisations, et nous nous intéresserons à la façon de traduire les informations d’un modèle à
l’autre.
Un point important découlant de l’étude de ces relations entre représentations est la possi-
bilité de définir une hiérarchie entre les différents modèles, en fonction de leur précision et de
leur capacité à exprimer plus ou moins d’information. Cette notion d’ordre est sous-jacente au
concept de modèle. En effet, un postulat que l’on peut énoncer à ce propos, et que l’on retrouve
de façon tacite dans la quasi-totalité de la démarche scientifique, est que si une représentation
(ou de façon similaire un modèle) est plus précise qu’une autre, toutes les propositions acces-
sibles depuis la représentation la moins précise le sont aussi depuis la plus précise des deux.
Une formalisation rigoureuse des relations existant entre diverses modélisations peut permettre
d’étudier ce type de questions.
Ce que nous proposons
Nous commencerons par étudier la question de la définition de modélisations et des rapports
qui existent entre elles. Nous analyserons ce problème d’une façon très générale, pour en isoler
certains aspects qui nous semblent le caractériser.
À partir de cette discussion, nous allons définir un ensemble de structures algébriques per-
mettant de formaliser ce sujet. Principalement, deux éléments entrent en jeu pour cela : un
moyen de définir une représentation, version algébrique et abstraite de la notion de modèle, et
la caractérisation de méthodes permettant de relier différentes représentations. Une représen-
tation sera une structure très proche de celle d’ensemble partiellement ordonné. Ses éléments,
appelés descriptions correspondent à diverses descriptions partielles que l’on peut faire de l’état
du système, et l’ordre partiel définit une relation de précision sur les descriptions. Ainsi, une
description d1 sera dite plus précise qu’une description d2 (ce que l’on note d1 ≤ d2) si toutes
les informations contenues dans d2 sont aussi présentes dans d1.
Puisqu’il existe en général plusieurs manières d’observer et de représenter un système, nous
devons considérer l’existence de plusieurs représentations pour le même système. Pour forma-
liser cela, nous introduirons l’usage de fonctions permettant d’effectuer des traductions de des-
criptions d’une représentations à une autre. Ces fonctions sont simplement des fonctions crois-
santes. Si l’on a deux représentation R1 et R2 et que l’on utilise f2|1 : R1 → R2 pour traduire
une description d1 ∈ R1, f2|1(d1) est la description de R2 qui contient le plus d’informations
parmi celles fournies par d1, et qui n’en contient pas d’autres (il peut en particulier s’agir d’une
description “vide” ne fournissant aucun information). À nouveau, à l’aide de considérations
générales sur ce que peut être ce processus de traduction, nous identifierons des propriétés que
l’on doit imposer aux fonctions de traduction. Ainsi, la traduction d’une représentation vers
elle-même est l’identité, et si l’on a trois représentations R1, R2 et R3, et si fi|j est la fonction
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de traduction de Rj vers Ri, on veut qu’elles vérifient :
∀ d1 ∈ R1, f3|1(d1) ≤ f3|2 ◦ f2|1(d1)
En d’autres termes, cela signifie que lors d’une traduction d’une représentation vers une autre,
on peut perdre de l’information si l’on passe par une représentation intermédiaire.
Nous intitulerons système de représentations la structure algébrique comportant un ensemble
de représentations et un ensemble de fonctions de traduction vérifiant ces propriétés. Cette struc-
ture va servir de base pour effectuer une étude logique précise du comportement des connais-
sances dans le cadre d’observations. Pour cela, nous définirons un langage propositionnel dans
lequel nous exprimerons les propriétés représentant le comportement de l’information. Ce lan-
gage comprend un ensemble d’opérateurs de modalité Ki, qui permettent de faire apparaître
explicitement dans les propositions l’existence de plusieurs manières d’observer un système
donné. Ainsi, un opérateur Ki est associé à chacune des représentations Ri, et la signification
d’un terme de la forme Ki ϕ est qu’en utilisant les descriptions de Ri, on est sûr que la proposi-
tion ϕ est vérifiée par le système.
Il existe plusieurs façons de relier les descriptions des diverses représentations d’une part
et les propositions de notre langage logique d’autre part. Aussi, nous identifierons plusieurs
logiques, correspondant à différentes approches de la modélisation. En particulier, nous nous
intéresserons à l’étude des relations entre les connaissances associées à deux représentations
dont l’une est plus précise que l’autre, c’est-à-dire dont l’une contient toutes les descriptions de
l’autre. On peut supposer que dans de telles conditions, toute connaissance accessible grâce à
la représentation la moins précise doit l’être aussi grâce à la plus précise.
La discussion sur les différentes logiques nous permettra d’identifier une logique particu-
lière, que nous intitulerons OL comme logique d’observation. Cette logique, basée sur la lo-
gique intuitionniste et dont les axiomes modaux sont donnés dans la table 9 p.135, permet
d’exprimer simplement de nombreuses propriétés concernant les rapports entre la connaissance
et l’observation. Bien que cette logique ne permette pas de relier entre elles les connaissances
associées à plusieurs représentations de façon très forte (ce qui est pourtant l’un des objectifs
de cette étude), nous pensons qu’il s’agit d’une modélisation adéquate du sujet que l’on s’est
proposé d’étudier.
Les résultats obtenus
On peut regrouper les résultats que nous avons obtenus et que nous présentons dans ce tra-
vail en deux catégories. Tout d’abord, nous avons défini un ensemble de structures algébriques
pour la formalisation de systèmes. Parmi elles, il y a les systèmes de représentations, évoqués
7plus haut, et nous avons de plus défini les hiérarchies de représentations, qui sont une variante
de ces systèmes de représentations. Elles diffèrent des premières en ce sens que l’on impose
des conditions sur les représentations utilisées – elles doivent contenir une description “vide”
ne contenant aucune information, ainsi qu’une opération de conjonction entre les descriptions
– ainsi que sur les relations entre les représentations – puisqu’en utilisant la comparaison de
précision entre représentations évoquée plus haut, nous imposons qu’il existe toujours une re-
présentation plus précise que deux représentations données.
Nous présentons ces structures avec un ensemble d’outils et de constructions de base per-
mettant de les manipuler. En particulier, ces constructions que l’on propose sont très générales
et flexibles, ce qui fait de la structure de hiérarchie de représentations un formalisme adéquat
pour la modélisation de systèmes.
Parallèlement à cela, nous proposons une discussion de nombreux aspects concernant le
comportement logique de la connaissance basée sur l’observation, et la logique OL introduite
plus haut. L’un des principaux résultats de cette discussion est la nécessité de se baser sur la
logique intuitionniste dans une telle approche, ainsi que la non-vérification de l’axiome modal
5. L’origine de ces deux faits est que dans nos postulats, l’information provient d’observations
effectives, et que l’on considère que ne rien observer ne fournit aucune information puisque l’on
ne peut être sûr d’effectuer une observation avec une finesse, une résolution suffisantes.
Comme annoncé, nous nous intéressons de plus à la relation qu’il y a entre l’information
accessible depuis des représentations dont l’une est plus précise que l’autre. Nous montrons
que l’idée intuitive, selon laquelle ce qui est accessible pour la moins précise l’est aussi pour
la plus précise, n’est pas vérifiée, en particulier à cause de la présence d’implication dans le
langage propositionnel. À partir de ce résultat, nous nous penchons sur d’autres manières de
relier les connaissances relatives à plusieurs représentations, ainsi que sur la possibilité de relier
une connaissance obtenue par observation au système lui-même, au système réel. Un élément
important que l’on identifie pour cela est l’importance de faire figurer, pour une observation
donnée, la méthode utilisée pour obtenir ce résultat, ce qui au niveau logique se traduit par
la nécessité, pour les observations, les connaissances de base que l’on manipule, d’indiquer
explicitement la représentation à laquelle elles se rapportent. On se penche de plus sur une classe
particulière de propositions que l’on qualifie d’objectives, et telles qu’elles peuvent être utilisées
dans toutes les représentations sans avoir à tenir compte de leur représentation de départ.
Le résultat principal de cette discussion peut être interprété comme le fait que dans notre
approche, il n’est pas possible en général d’énoncer des propriétés se rapportant au système. À
la place, on doit se restreindre à des propositions qui relient entre elles les observations que l’on
peut faire. Ainsi, cela donne à ces observations le statut d’éléments réels, puisque le système
lui-même peut être oublié totalement, au profit de ces observations qui deviennent les éléments
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tangibles que l’on manipule. Enfin, la discussion sur les propositions objectives montre dans
quelle mesure ces informations peuvent être manipulées et regroupées, avec le fait particulier
que les implications autres que celles déduites directement de la structure du système ne sont
généralement pas objectives.
Structure du document
Le mémoire que nous proposons s’articule en trois parties. Tout d’abord, nous étudions de
façon théorique différents aspects liés à l’observation partielle de systèmes et de définition de
modèles. C’est l’occasion de définir les structures algébriques de base que nous utiliserons par la
suite, comme les représentations et les systèmes de représentations. De plus, nous définissons
à l’aide des systèmes de représentations la logique observationnelle OL, et nous en donnons
quelques propriétés.
Dans la partie suivante, nous présentons une discussion sur l’existence d’un ordre entre
les représentations relatives à un même système, ce qui nous conduit à définir une variante de
la structure de systèmes de représentations, que nous appelons hiérarchies de représentations.
Ces nouvelles structures nous permettent de définir une deuxième façon de modéliser la connais-
sance sous la forme de la logique IS4+KV, et de mettre en valeur deux notions particulières
s’y rattachant : la localisation de propositions et la consistance de hiérarchies.
Enfin, dans la dernière partie, nous revenons sur les deux logiques que l’on a défini dans les
parties précédentes, et nous les comparons en mettant particulièrement l’accent sur l’interpré-
tation que nous en donnons du point de vue de la modélisation de connaissances. Ainsi, nous
suggérons queOL, bien qu’apparement moins puissante et expressive que IS4+KV, constitue
dans notre approche la “bonne” logique, celle la plus adaptée, en utilisant les faiblesses appa-
rentes de cette logique comme autant d’indications sur ce qu’il est loisible ou non d’énoncer
comme propriétés concernant l’observation d’un système.
Chapitre 2
Contexte
Nous allons dans un premier temps donner un aperçu de divers travaux existant sur des
éléments que nous utiliserons par la suite. Il s’agit tout d’abord de la notion d’approximation
qui apparaît sous de nombreuses formes dans divers domaines de l’informatique théorique, puis
nous présenterons certains aspects concernant les logiques intuitionnistes et modales ainsi que
la modélisation de la connaissance en relation avec les flots d’informations et les observations
partielles.
Enfin, nous préciserons l’approche retenue, celle que nous développerons dans la suite de
ce travail.
2.1 Approximation et abstraction
Systèmes formels en intelligence artificielle
Il existe en intelligence artificielle une longue tradition d’utilisation de processus d’abstrac-
tion dans le cadre du raisonnement, qui se justifie par le fait qu’abstraire un problème permet de
supprimer des éléments qui sont jugés inutiles, pour avoir ensuite moins de données à considérer
et rendre le problème plus facile à traiter.
Historiquement, l’abstraction a d’abord été utilisée dans les domaînes de la résolution de
problèmes et de la planification [56, 46, 47] et la preuve de théorèmes [52] avant de la voir
appliquée à de nombreux autres domaines (voir [32] pour un survol). Ces abstractions sont
définies comme des fonctions de traduction de systèmes formels préservant certains aspects
algébriques [52, 18, 32, 31], un système formel pouvant être défini comme un langage logique
dont on a identifié un sous-ensemble (les axiomes), éventuellement muni d’un mécanisme de
déduction ou d’inférence. Ainsi, dans [32], on définit un système formel comme un triplet Σ =
〈Λ,Ω,∆〉 où Ω est un ensemble de formules du langage Λ et ∆ est un mécanisme de déduction
(Deductive Machinery) pour Σ. Dans ce cas, une abstraction écrite f : Σ1 ⇒ Σ2 est la donnée
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de deux systèmes formels Σ1 et Σ2, ainsi qu’une fonction f : Λ1 → Λ2 de traduction du langage.
Dans [31], on utilise justement la préservation ou non des trois parties d’un système formel pour
classer les différentes sortes d’approximations.
Plus récemment, la notion d’abstraction a été étendue et raffinée en déplaçant la transforma-
tion du langage logique vers les modèles. Ainsi, [51] définit une abstraction comme étant une
fonction transformant les interprétations de langages. On compare alors les langages en fonc-
tion de leurs modèles respectifs et de la façon dont ceux-ci sont transformés. De même, notre
approche se rapproche de celle présentée dans [57]. En effet, les différents modèles que l’on
considère dans l’étude d’un système correspondent à différentes façons de l’observer. Ainsi, on
définit une relation d’approximation entre différentes observations d’un système (qui là sont
appelés systèmes de perception) à l’aide d’une fonction transformant un système de perception
en un autre système de perception plus simple (la simplicité étant ici définie comme le fait que
les observations d’une perception peuvent être traduites en observations de l’autre système, qui
est donc considéré comme moins précis ou plus simple).
Théories de Galois
Une autre approche générale de l’approximation est celle, très simple, où l’on a deux en-
sembles A et B, et une relation entre ces deux ensembles : R ∈ ℘(A×B), et l’on associe à un
élément x ∈ A l’ensemble {y | xRy}. Les éléments de l’ensemble B peuvent être vus comme
autant d’attributs, ou de propriétés pouvant être vérifiées par les éléments de A. Ce genre de
structure ou des structures équivalentes se retrouvent dans de nombreux domaines de la littéra-
ture, souvent sous des noms différents. L’une des dénominations les plus générales pour cela
est celle d’espace de Chu, nommée ainsi du nom d’un étudiant de M. Barr [2, 37]. G. Birkhoff
l’appelle polarité [6] et elle apparaît sous le nom de contexte chez G. Hardegree [40, 19].
On retrouve cette même structure chez J. Barwise et J. Seligman sous le nom de classifica-
tion [3]. Dans ce cas, le premier ensemble (celui dont les éléments sont “étudiés” par l’intermé-
diaire du second ensemble) est celui des tokens, correspondant au système, le second ensemble
étant celui des types, servant à classifier les tokens. On note alors a |= α pour indiquer que le
token a est de type α.
On retrouve ce genre de construction sous forme ensembliste chez B. Ganter et R. Wille
[28], avec la notion de treillis de concepts. Ces structures sont définies à partir de ce qui est
nommé un contexte formel, et qui est un triplet 〈O,A, I〉 où O est un ensemble d’objets, A un
ensemble d’attributs et I ∈ ℘(O × A) une relation d’incidence entre objets et attributs. Nous
retrouvons là exactement les éléments constitutifs d’un espace de Chu. À partir d’un contexte
formel, on peut associer à un ensemble d’objetsX des informations symbolisées par l’ensemble
.X des attributs vérifiés par tous les objets, soit .X = {y | ∀x ∈ X, xIy}. De même, à un
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ensemble Y d’attributs, on peut associer l’ensemble /Y d’objets correspondant à cet ensemble
d’attributs. Avec ces définitions, il est possible d’étudier les différentes propriétés associées à la
composition de ces fonctions (les combinaisons /., ./, /./, etc.). En particulier, on a la relation
importante A ⊆ /B ⇔ B ⊆ .A. Si l’on ordonne les ensembles de parties ℘(A) et ℘(B) par
l’inclusion, cette relation montre que la paire 〈., /〉 est une correspondance de Galois entre A
et B (la définition étant la donnée de deux fonctions croissantes f : A → B et g : B → A
vérifiant ∀ a ∈ A, ∀ b ∈ B, a ≤ g(b)⇔ b ≤ f(a), voir [6] pour plus de développements).
En utilisant les fonctions / et ., on peut de plus définir la notion de concept formel, qui est
une paire 〈X, Y 〉 telle que Y = .X et X = /Y . On considère donc des ensembles d’objets et
d’attributs tels que l’un définit exactement l’autre. L’ensemble des objets est alors l’extension
du concept, alors que l’ensemble des attributs constitue son intension. D’après la définition, on
voit que l’extension autant que l’intension permettent seuls de définir un concept. L’ensemble
des concepts formels, ordonnés par inclusion des objets (et de façon équivalente par inclusion in-
verse sur les attributs) est un treillis complet que l’on nomme habituellement treillis de concepts
(ou encore treillis de Galois).
Exemple
Pour illustrer cette approche, nous allons développer un exemple inspiré de [3], où l’on re-
garde une façon de classifier les noms de la langue anglaise, en s’inspirant du dictionnaire
Webster. On y trouve quatre catégories pour classer les mots : il y a les noms (NOUN),
les adjectifs (ADJ), les verbes transitifs (TR VB) et intransitifs (INT VB). Voici un extrait
d’une telle classification :
Webster NOUN INT VB TR VB ADJ
bet 1 1 1 0
eat 0 1 1 0
fit 1 1 1 1
friend 1 0 1 0
square 1 0 1 1
swallow 1 1 1 0
Si l’on se limite à ces seuls mots, on peut explorer la notion de concept. Par exemple, on
a : . {eat} = {INT VB,TR VB}. Dans l’autre sens, / {INT VB,ADJ} = {fit}. Pour la
notion de concept formel, on exige que les ensembles d’objets et d’attributs s’envoient
l’un sur l’autre avec les opérations / et .. Le premier exemple nous fournit un premier
contexte formel : 〈{eat}, {INT VB,TR VB}〉. On a en effet vu la première égalité, et
la seconde se vérifie facilement. Le deuxième exemple cependant ne nous fournit pas
un concept formel, puisque l’on a . {fit} = {NOUN, INT VB,TR VB,ADJ}. On peut
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vérifier que l’on a alors obtenu un concept :
〈{fit}, {NOUN, INT VB,TR VB,ADJ}〉
Il est possible de représenter l’ensemble des concepts formels associé à un contexte for-
mel sous la forme d’un graphe où chaque point est étiqueté par un ensemble (eventuelle-
ment vide) d’attributs et d’objets. Dans cette représentation, chaque point p correspond
à un concept donc les objets sont ceux apparaissant dans les étiquettes des points sous p
tandis que les attributs sont ceux dans les étiquettes des points au-dessus de p. La figure
2.1 donne une représentation du contexte tiré du dictionnaire Webster.
TR VB
INT VB NOUN ADJ
bet, swallow
eat
fit
friend
square
Figure 2.1 – Représentation du treillis de Galois (ou de concepts) de l’exemple
Une autre variante importante est celle utilisée dans le cadre de l’interprétation abstraite
[16, 17]. Dans ce cas, le premier ensemble désigne l’espace concret, par opposition à l’autre
ensemble qui est dit abstrait. Traditionnellement, on parle alors de fonction d’abstraction pour
f (et on la note α) et de concrétisation pour g (on la note γ). De plus, on considère que l’ordre
est inversé pour l’espace abstrait, et on obtient alors ce que rigoureusement on nomme une cor-
respondance de Galois semi-duale (ce qui se traduit par rapport à la définition donnée ci-dessus
par le renversement de l’ordre à gauche de l’implication). Elle se caractérise par l’équivalence
suivante :
∀ a ∈ A, ∀ b ∈ B, α(a) ≤ b⇔ a ≤ γ(b)
Ce formalisme peut alors être étendu de façon générale à des fonctions opérant sur les ensembles
concrets et abstraits. Ainsi, si l’on a une fonction “concrète” f : A → A, on peut définir la
fonction “abstraite” associée α◦f ◦γ, qui est en général plus simple que la fonction de départ, et
l’étude de propriétés sur la fonction abstraite permet d’obtenir un certain nombre d’information
sur son équivalent concert.
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Exemple
Un exemple simple d’un tel processus d’approximation est donné par la règle des signes
lors de calculs sur les entiers. On considère que l’ensemble concret A est l’ensemble des
parties de Z ordonné par l’inclusion. L’ensemble abstrait B est lui constitué des diffé-
rentes façons de comparer un ensemble d’entiers à zéro. Il est représenté dans la figure
2.2.
= 0 > 0< 0
≥ 0≤ 0 ≠ 0
^
T
Figure 2.2 – Treillis des signes
Les fonctions α et γ se définissent alors naturellement. Ainsi, par exemple, γ(6= 0) = Z?,
ou encore α({0, 1, 2}) = ≥ 0. On peut alors par exemple définir une version abstraite
notée ×# de la multiplication × définie sur des ensembles de nombres (soit X × Y =
{xy | x ∈ X, y ∈ Y }). On définit alors x ×# y = α(γ(x) × γ(y)). Des calculs simples
permettent de vérifier que, entre autres :
>0 ×# >0 = >0 >0 ×# <0 = <0
0 ×# > = 0 6=0 ×# 6=0 = 6=0
On le voit, ce formalisme permet de manipuler la notion d’approximation ou d’abstraction
de façon simple et puissante, puisque l’on peut étendre celles-ci à des fonctions et donc à en-
visager l’approximation dans un cadre non seulement statique (où l’on ne considère que les
descriptions de façon intrinsèque) mais aussi dynamique (où l’on peut en plus avoir des rela-
tions entre descriptions, ces relations provenant de l’usage de fonctions entre elles).
Toutes ces constructions ont effectivement la même origine et les versions les plus abstraites
peuvent être vues comme des généralisations et la construction de départ, exprimée par des
espaces de Chu. Aussi, le point de départ est très simple, et la structure de base, du fait du peu
de contraintes qu’elle impose, permet de l’appliquer à une très grande variété de domaines et
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de sujets. Ainsi, on la trouve dans la littérature utilisée dans le cadre de la concurrence [37,
54], la modélisation de la logique linéaire [48, 55], l’analyse de concepts [28], l’étude de flux
d’information (information flow analysis) [3], l’analyse statique de programmes [17, 15], et de
nombreux autres encore [53, 42].
2.2 Logiques intuitionnistes et modales
Pour effectuer l’étude logique du comportement de l’information de notre approche, nous
allons utiliser un langage propositionnel, et mettre en relation une modélisation sémantique de
ce comportement (en utilisant des modèles, et plus particulièrement des structures algébriques
inspirées de celles que l’on utilise avec les correspondances de Galois) avec une modélisation
syntaxique, où nous définissons des règles de manipulation des propositions pour effectuer des
déductions. Nous utiliserons pour cela deux variantes de la logique classique, qui sont la logique
intuitionniste d’une part, et la logique modale d’autre part.
Logique intuitionniste
Nous allons tout d’abord présenter la logique intuitionniste. Celle-ci est issue de réflexions
faites par le mathématicien hollandais L. E. J. Brouwer au début du XXème siècle à propos des
mathématiques en tant qu’activité intellectuelles ([7, 8], tous deux repris et traduits dans [9]).
Pour lui, les mathématiques ne sont rien d’autre qu’une construction intellectuelle, et les faits
que l’on manipule ne peuvent être considérés comme vrais que si on les a prouvés. De même,
si l’on affirme qu’il existe un objet vérifiant une certaine propriété P , c’est que l’on a exhibé,
construit un tel objet.
Or, cela revient à ne pas accepter le principe du tiers-exclu, qui dit que pour une propriété
P donnée, soit P est vraie, soit P est fausse ou dit autrement sa négation ¬P est vraie (ce
que l’on l’écrit P ∨ ¬P ). Par exemple, considérons la conjecture de Goldbach, qui dit que
tout nombre pair est somme de deux nombres premiers (notons-la G). Les recherches actuelles
ont permis de vérifier cette conjecture pour de nombreux entiers (jusqu’à environ 1014 [21]),
et aucun contre-exemple n’a encore été trouvé. Cependant, si l’on a testé empiriquement cette
conjecture, aucune preuve de cette conjecture n’existe à l’heure actuelle. Aussi, pouvons-nous
écrire G ∨ ¬G et que cela voudrait-il signifier ?
La logique intuitionniste insiste sur l’aspect constructif d’une preuve. Ainsi, la preuve de la
proposition ϕ→ ψ est une construction qui transforme une preuve de ϕ en une preuve de ψ. La
preuve de ϕ → ϕ ne dépend pas de la prouvabilité de ϕ. Un autre point intéressant, la preuve
d’une disjonction ϕ ∨ ψ est donnée par soit la preuve de ϕ, soit la preuve de ψ. On voit donc
dans ce cas que le principe du tiers-exclu n’est pas vérifié.
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Nous donnons une formalisation de cette logique sous forme axiomatique à la Hibert dans
la table 1. On pourra de plus trouver une version en calcul des séquents dans la table 4 p.50. On
pourra se réferrer à [41, 62, 26] pour plus d’informations sur la logique intuitionniste.
Axiomes :
ϕ→ (ψ → ϕ)
(ϕ→ ψ)→ ((ϕ→ (ψ → ϑ))→ (ϕ→ ϑ))
ϕ→ (ψ → ϕ ∧ ψ)
ϕ ∧ ψ → ϕ ϕ ∧ ψ → ψ
ϕ→ ϕ ∨ ψ ψ → ϕ ∨ ψ
(ϕ→ ϑ)→ ((ψ → ϑ)→ (ϕ ∨ ψ → ϑ))
⊥ → ϕ
Règle :
ϕ ϕ→ ψ
ψ
Modus Ponens
Table 1 – Axiomes et règles de la logique intuitionniste
Historiquement, le modèle de la logique intuitionniste est fourni par la classe des algèbres
de Heyting complètes. Une algèbre de Heyting est un treillis 〈L,≤,∨,∧〉 pour lequel il est
possible de définir une opération de pseudo-complémentation → telle que :
∀x, y ∈ L, ∀ z ∈ L, z ≤ x→ y ⇔ x ∧ z ≤ y
On parle d’algèbre de Heyting complète quand le treillis sous-jacent est lui-même complet, c’est-
à-dire que l’on peut définir l’union et l’intersection d’une famille quelconque d’éléments de L.
Un exemple emblématique d’algèbre de Heyting complète est constitué, pour un ensemble E
donné, de son ensemble de parties ordonné par l’inclusion. Dans ce cas, le pseudo-complément
A→ B est l’ensemble {x | x ∈ A⇒ x ∈ B} = {x | x 6∈ A ou x ∈ B}.
Il est intéressant de remarquer que les opérations de réunion, d’intersection et de pseudo-
complément d’une algèbre de Heyting complète correspondent exactement aux opérations de
disjonction, conjonction et implication de la logique intuitionniste. On pourra se reporter à [6]
pour de plus amples développements.
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Logique modale et épistémique
Nous allons maintenant présenter la logique modale, qui comme la logique intuitionniste,
a été inventée au début du XXème siècle dans le cadre d’une reflexion sur divers aspects de
la logique classique. Elle a été pour la première fois proposée par C. Lewis [50] qui explorait
divers aspects de l’implication en logique classique. Dans cette nouvelle logique, on introduit
un nouvel opérateur, tel qu’une propositionϕ signifie “ϕ est nécessairement vraie”. L’ajout
de cet opérateur permet alors de distinguer des propositions qui sont forcément vraies et qui le
sont dans tous les contextes de celles qui sont vraies “par hasard” dans certains contextes. Une
présentation approfondie de la logique modale peut être trouvée dans [44, 45, 14].
Il est possible de donner plusieurs interprétations du rôle de cet opérateur de modalité. Nous
allons nous intéresser plus particulièrement à la logique epistémique. Dans cette approche, on
utilise la logique pour modéliser le raisonnement que l’on peut faire sur la connaissance. Le
premier traitement en profondeur de ce sujet a été fait au début des années 1960 par Hintikka
[43]. On peut trouver un survol du domaine dans [38]. En logique épistémique, on considère un
ensemble d’agents {Ai}i∈I qui peuvent avoir des connaissances sur le monde qui les entoure,
et on associe à chacun un opérateur de modalité noté Ki (K pour knows). Ainsi, un terme
Ki ϕ signifie que l’agent Ai sait l’information ϕ. En formalisant de différentes manières le
comportement de ces opérateurs, on peut exprimer autant de façons de relier la connaissance
entre les différents agents. Nous allons nous attarder sur quelques-uns de ces comportements.
Pour cela, introduisons dans la table 2 quelques axiomes usuels de la logique modale.
Ki (ϕ→ ψ)→ (Ki ϕ→ Ki ψ) K
Ki ϕ→ ¬Ki ¬ϕ D
Ki ϕ→ ϕ T
Ki ϕ→ KiKi ϕ 4
¬Ki ϕ→ Ki ¬Ki ϕ 5
Table 2 – Quelques axiomes en logique modale
Faisons un rapide survol de ces axiomes. L’axiome K, tout d’abord, exprime pour l’ap-
proche épistémique le fait qu’un agent peut faire des déductions. En effet, si un agent Ai sait
ϕ → ψ et sait ϕ, il peut en déduire ψ. L’axiome D précise que la connaissance d’un agent est
consistante. Ainsi, si Ai est sûr qu’une propriété ϕ est vraie, alors il ne peut pas être sûr aussi
que sa négation ¬ϕ est vraie elle aussi. L’axiome T, plus fort que D, stipule qu’un agent ne
sait que des choses vraies. Ainsi, on parle bien de connaissances et non de croyances. Les deux
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derniers axiomes, 4 et 5, énoncent des propriétés sur ce que l’agent sait de lui-même. Ainsi, 4
exprime le fait que si un agentAi sait une proposition ϕ (soitKi ϕ), alors il sait qu’il la sait (soit
KiKi ϕ). Inversement, pour l’axiome 5, si un agent ne sait pas une proposition ϕ (soit cette fois
¬Ki ϕ), il sait qu’il ne la sait pas (soit Ki ¬Ki ϕ).
Pour avoir un survol complet de la définition d’éléments usuels en logique modale, il faut
inclure la règle de nécessitation notée Nec, qui indique que les agents connaissent tous les
théorèmes de la logique considérée. En d’autres termes, si ` ϕ, alors ` Ki ϕ.
À l’aide de ces axiomes, on peut donc définir plusieurs logiques. Nous allons dans un pre-
mier temps nous pencher sur la logique appelée usuellement S5. Il s’agit de la logique obtenue
en utilisant les axiomesK,T, 4 et 5 ainsi que la règleNec. Un ensemble de travaux considèrent
qu’elle est adéquate pour modéliser la connaissance (on peut citer comme représentant de ce
courant le livre [23]). Il s’agit d’une approche très forte de la connaissance, puisqu’alors, un
agent a des connaissances très précises sur le monde. Il sait que ses connaissances sont exactes,
et sait ce qu’il sait et ce qu’il ne sait pas. Dans notre optique, cette logique est trop forte, puisque
si l’on suppose que les connaissances viennent des observations, l’axiome 5 ne peut être vérifié
en général. Ce point sera d’ailleurs développé dans la dernière partie.
Un autre ensemble de logiques à considérer est constitué des logiques modales intuition-
nistes [58]. Un grand nombre de travaux leur a été consacré ces dernières années, d’une part
du fait de grand nombre d’applications (systèmes distribués [60], vérification de circuits [24],
langages de programmation [20], etc.). D’autre part, de nombreuses études ont été faites pour
exhiber des modèles de ces logiques. On peut en particulier s’attarder sur la logique IS4 qui est
la logique intuitionniste à laquelle on ajoute les axiomes K, T et 4 et Nec. Le type de modèle
le plus souvent utilisé dans le cadre des logiques modales sont les structures de Kripke. Une
structure de Kripke est composée d’un ensemble d’éléments appelés mondes, et de relations
binaires entre ces mondes, une par agent. La grande souplesse de ces structures vient du fait
que le type de relation modélisant une modalité Ki découle directement des axiomes utilisés.
Ainsi, dans le cas de S4, les relations sont des ordres partiels, pour S5, il s’agit de relations
d’équivalences.
On connait depuis les travaux de Gödel l’existence de liens forts entre la logique modale S4
et la logique intuitionniste puisqu’il est possible de traduire la seconde dans la première [33].
Des travaux plus récents ont identifié des modèles variés pour la logique intuitionniste IS4, in-
cluant des constructions catégoriques [4, 5], des modèles computationnels [34] et géométriques
[35, 36], des systèmes de représentation [12], etc.
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2.3 Connaissances et observations
Dans le cadre des relations existant entre la connaissance et l’observation, il existe un certain
nombre de travaux où la première notion est basée sur la seconde. Nous allons nous pencher sur
les travaux portant sur les flux d’information (information flow). Initiés dans un cadre formel
par F. Dretske [22], ils ont conduit à de riches développements. Ainsi, dans [3], J. Barwise et J.
Seligman s’intéressent aux liens qui existent entre différentes façons de représenter la réalité, et
étudient comment mettre en relation les théories logiques obtenues. Ils se basent sur un forma-
lisme où chaque point d’observation est décrit par une classification. Cette structure correspond
exactement à un espace de Chu, et est donc constituée de trois éléments : un ensemble A d’ob-
jets à classifier, un ensemble ΣA de types utilisés pour cette classification, et une relation de
typage |=A entre A et ΣA.
Exemple
On peut considérer le cas où l’on lance un dé à différents moments t ∈ T . Le résultat
d’un tel lancer peut être exprimé par un nombre compris entre 1 et 6. Soit donc ΣT =
{1, . . . , 6} l’ensemble des types associé aux élements de T . On peut alors définir une
relation de typage entre ces deux ensembles en affirmant que t |=T n si et seulement si le
résultat du lancer de dé à l’instant t est le nombre n.
Une telle classification permet alors de définir une étude logique du comportement du sys-
tème, en étudiant des relations vérifiées par les types de la classification. Pour cela, on définit
un séquent comme étant une paire 〈Γ,∆〉 d’ensembles de types, et on dit qu’une classification
A = 〈A,ΣA, |=A〉 vérifie ce séquent (ce que l’on note Γ `A ∆) si et seulement si :
∀x ∈ A, (∀ γ ∈ Γ, x |=A γ)⇒ ∃ δ ∈ ∆ : x |=A δ
On peut donc associer à une classification A la théorie Th(A) définie comme l’ensemble des
séquents vérifiés par A.
De plus, il est possible de définir des relations entre différents classifications : étant donné
deux classifications A et B, on définit un infomorphisme entre A et B comme une paire
〈f∧, f∨〉 où l’on a f∧ : ΣA → ΣB et f∨ : B → A, et vérifiant :
∀α ∈ ΣA, b ∈ B, f∨(b) |=A α⇔ b |=B f∧(α)
On peut remarquer que la définition d’un informorphisme entre deux classifications est très
proche de celle d’une correspondance de Galois semi-duale entre deux ensembles partiellement
ordonnés. Il est d’ailleurs possible de développer ce parallèle et il a été montré dans [11, 10] que
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les classifications pouvaient être rendues plus expressive en les transformant de façon à utiliser
réellement des correspondances de Galois et non des informorphismes.
Le fait de pouvoir définir sur les classifications une méthode pour étudier logiquement le
phénomène de typage d’une part et une méthodes pour relier entre elles différentes classifica-
tions d’autre part permet d’étendre l’étude logique à plusieurs classifications, et donne ainsi la
possibilité de d’étudier la façon dont l’information (symbolisée par la relation de typage des
différentes classifications) est manipulée, transportée, transformée entre différentes façons de
représenter un même système.
Ces travaux montrent comment aborder de façon concrète le problème des relations existant
entre différentes méthodes d’acquérir de la connaissance pour un même sujet, un même système.
L’approche proposée est très flexible, et dans la suite, nous nous inspirerons grandement de sa
structure.
Il convient pour finir d’évoquer les travaux mettant en relation la topologie et la calculabi-
lité. Le slogan, exprimé par M. Smyth dans [59], est que les ouverts sont des propriétés semi-
décidables. Cela a conduit au développement de la vision de la topologie (autrement appelée
logique géométrique) comme une logique des observations finies [1]. Dans ce contexte, l’in-
formation est supposée provenir d’observations, et l’accent est mis sur l’aspect fini de la quan-
tité d’information obtenue, ce qui limite la connaissance à des propriétés semi-décidables. Par
exemple, si l’on a un nombre réel x et que l’on regarde ses décimales une par une (ce qui fait
qu’à tout moment, on ne connaît qu’un nombre fini de décimales), savoir si x est différent de
zéro ou non est un problème semi-décidable.
Cette approche diffère de celle que nous allons suivre, puisque nous mettrons l’accent sur
le fait que les observations ne permettent de considérer que l’on a une description complète de
système, et non sur le fait que les descriptions correspondent à une quantité finie d’informations.
Cependant, ces deux notions sont liées, et il est intéressant d’avoir en tête ce parallèle.
2.4 Approche retenue
Après ce survol de différents travaux concernant des éléments que nous allons utiliser dans
notre étude, nous allons donner quelques précisions sur les objets que nous voulons modéliser,
en particulier les postulats que nous utiliserons.
Tout d’abord, qu’entendons-nous par système. Il s’agit pour nous d’une partie du monde
dont les limites sont identifiées, et qui peut évoluer, se transformer, tout en restant identifiable.
Ainsi, une lampe de poche peut être vue comme un système. Même si l’on déplace cette lampe
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de poche, qu’on l’allume, etc., on reconnait néanmoins que l’on a toujours une lampe de poche.
Nous avons évoqué des modifications temporelles d’une lampe de poche, mais le fait de recon-
naitre un système va au delà de cela. Ainsi, on peut considérer plusieurs lampes de poches, de
différentes formes, couleurs, puissances, on parlera de lampe de poche dans tous les cas, et la
lampe de poche que l’on tient dans la main pourra être vue comme une instance du système.
Ainsi, un système possède une structure connue, qui est vérifiée par toutes les instances du
système. C’est d’ailleurs cette structure que nous utiliserons comme caractérisation d’un sys-
tème particulier. En utilisant cette structure, nous pourrons alors nous intéresser à la description
d’instances particulières du système.
Nous allons faire un postulat sur l’état du système : dans le processus de description que
nous allons faire, nous supposerons que nous décrivons une instance donnée, et bien détermi-
née du système. Dans ce cas, toutes les observations que l’on va faire, toutes les informations
que l’on va acquérir sur l’instance précise que l’on étudie (dit autrement, sur l’état du système)
seront cohérentes entre elles. Ce postulat ne signifie pas une correction implicite des observa-
tions, mais illustre le fait que toutes les informations que l’on obtient proviennent d’observations
du même système. En effet, cela revient à dire que les affirmations du type “en effectuant cette
observation-ci, nous avons trouvé ce résultat-là” sont correctes, et correspondent effectivement
à la réalité. Mais nous n’affirmons pas que le résultat de l’observation correspond lui à la réalité.
Aussi, ce sont les observations qui sont réelles, pas leur résultat.
La description d’un système et de son état comporte donc deux parties : d’une part l’infor-
mation que nous qualifierons d’externe ou de structurelle, qui comporte les données relatives à
la structure du système, comme en particulier les états possibles du système, ainsi que les dif-
férentes façons de représenter, d’observer le système. On peut parler d’information structurelle
complète, totale, puisque il s’agit des données de base que l’on considère, et tout ce que l’on
pourra dire par la suite reposera sur un tel ensemble d’informations structurelles.
D’autre part, la description du système comporte l’information décrivant son état “actuel”,
réel. Ainsi, on a des données sur l’instance du système à laquelle on a précisément affaire. Cette
information est incomplète, puisque l’on n’a qu’une description partielle de l’état du système.
Cela correspond à un ensemble d’états possibles du système. On se base donc sur une approche
“mondes possibles” à la Kripke où une description peut être vue comme la caractérisation d’un
ensemble d’états que l’on considère comme tous possibles.
Cette approche aura de l’importance pas la suite. En effet, elle conduit à considérer comme
naturelle la notion de conjonction d’informations, qui se traduit par l’intersection des ensembles
de possibilités. Au contraire, la disjonction apparaît comme moins préférable, puisque affirmer
que le système n’est pas dans l’état d1, ou bien il n’est pas dans l’état d2 n’est pas une descrip-
tion “constructive” de l’état du système, comme peut l’être une conjonction.
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Ces précisions étant données, nous allons présenter quelques exemples simples illustrant
notre approche, avant de définir les structures algébriques que nous utiliserons pour la formali-
sation et l’étude de systèmes observés.
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Chapitre 3
Exemple : Des cartes et des enveloppes
Avant d’entrer dans la présentation du formalisme que nous voulons développer, nous allons
illustrer dans ce chapitre quelques uns des éléments principaux de ces travaux dans un exemple.
Pour cela, considérons une expérience où l’on a deux candidats : Alice et Bernard, deux cartes,
l’une rouge et l’autre noire, ainsi que deux enveloppes. On commence par mélanger les cartes,
on en dispose une dans chacune des deux enveloppes, et on les distribues aux deux candidats.
Chacun est alors libre d’ouvrir son enveloppe comme il le désire et regarder quelle est la carte
en sa possession. De plus, on impose comme condition que aucun des candidats ne peut voir le
contenu de l’autre enveloppe, mais ils peuvent voir si l’autre a ouvert son enveloppe ou non.
3.1 Définition du système de représentations
Intéressons-nous tout d’abord à la façon dont on peut représenter la connaissance pour l’un
des deux candidats, disons pour Alice. Tout d’abord, nous allons considérer deux descriptions,
que nous nommerons N et R, et qui correspondent respectivement au cas où Alice trouve une
carte Noire ou Rouge dans son enveloppe. Ces deux descriptions correspondent au cas où Alice
a ouvert son enveloppe. Définissons justement une autre description, nommée A (comme Alice),
qui correspond au fait qu’Alice a effectivement ouvert son enveloppe, sans donner d’indication
sur le contenu de celle-ci. Il s’agit d’une description moins précise que les deux premières. On
a donc : N ≤ A et R ≤ A. Par contre, comme il n’y a qu’un seul résultat possible pour l’ouverture
de l’enveloppe, les descriptions N et R sont incompatibles, c’est-à-dire qu’il n’existe pas de
descriptions plus précises que les deux en même temps.
Puisqu’Alice voit si Bernard a ouvert son enveloppe, introduisons une description B pour
le cas où Bernard a effectivement ouvert son enveloppe. Il est possible d’être dans un cas où
Alice a ouvert son enveloppe (et connaît le résultat, donc la description correspondante est N ou
R) et où Bernard a lui aussi ouvert son enveloppe. On décrit ces deux cas par deux nouvelles
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descriptions NB et RB.
Enfin, ajoutons la description vide > pour compléter cet ensemble de descriptions. On ob-
tient une représentation RA (voir la figure 3.1).
A
BN R
RBNB
Figure 3.1 – Représentation associée à Alice
La description RB associée Bernard est exactement la même que RA. Cependant, pour
garder des noms de descriptions suffisamment “parlants”, nous inversons les A et les B dans les
noms des descriptions. Comment relier les descriptions des deux représentations entre elles ?
Tout d’abord, les descriptions vides >A et >B, correspondant toutes deux à une absence
d’informations, peuvent être mise en relation naturellement.
La description A de RA, qui correspond au fait qu’Alice a ouvert son enveloppe peut être
mise en relation avec la description A de RB qui correspond au fait que Bernard a vu qu’Alice a
ouvert son enveloppe. Il en est de même pour les description B. Par contre, pour les descriptions
N et R des deux descriptions, elles ne peuvent pas être mises en relation avec une description de
l’autre représentation, puisque aucun des candidats de l’expérience ne peut savoir le contenu de
l’autre enveloppe. Il y a néanmoins de l’information qui transite entre les deux représentations
dans ce cas là, car si Alice a ouvert son enveloppe et trouvé la carte noire (description N de RA),
alors en particulier elle a ouvert son enveloppe (N ≤ A) et donc Bernard a vu Alice ouvrir son
enveloppe. Aussi, la description N de RA entraîne la description A de RB, laquelle n’entraîne
en retour que A ∈ RA.
Enfin, la description NB de RA exprime le fait qu’Alice a ouvert son enveloppe et trouvé la
carte noire, et elle a vu Bernard ouvrir la sienne. Dans ce cas, Bernard a forcément trouvé la
carte rouge et sait aussi que tous deux ont ouvert leur enveloppe. En d’autres termes, on associe
NB à RA, et RB à NA.
Ces correspondances entre descriptions sont illustrées dans la figure 3.2.
Nous avons ainsi défini précisément notre système de représentations, c’est-à-dire un en-
semble de représentations (une par point de vue, ici une par candidat), ainsi que les fonctions
permettant de les relier. Ces fonctions sont déduites des relations entre descriptions que nous
avons données. Ainsi, on a deux fonctions fB|A : RA → RB et fA|B : RB → RA, qui vérifient
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A
BN R
RBNB
B
AN R
RANA
RA RB
Figure 3.2 – Relations entre les deux représentations
par exemple, d’après la discussion précédente :
fB|A(NB) = RA fA|B(RA) = NB
fB|A(N) = A fB|A(A) = A
Ces fonctions sont croissantes, et vérifient de plus :
dA ≤ fA|B ◦ fB|A(dA) dB ≤ fB|A ◦ fA|B(dB)
On trouve là une version particulière d’une propriété que nous retrouverons par la suite, et qui
sera très importante, puisqu’elle exprime le fait que l’application des fonctions f·|· se traduit par
une perte plus ou moins importante des informations contenues dans les descriptions.
À l’aide de cette structure, nous allons pouvoir commencer une étude précise du comporte-
ment logique que l’on peut associer à cette expérience.
3.2 Traduction logique
3.2.1 Définition du vocabulaire
Pour faire cette étude, nous devons d’abord définir les “briques de base”, c’est-à-dire les pro-
positions élémentaires que nous utiliserons. Nous proposons d’en définir quatre. Tout d’abord,
il y a globalement deux comportements possibles pour l’expérience : soit Alice reçoit la carte
noire, soit elle reçoit la rouge. Nous allons symboliser ces deux comportements par deux propo-
sitions atomiques : AliceNoire et AliceRouge qui correspondent respectivement – comme leur
intitulé l’indique – à une carte noire ou rouge dans l’enveloppe d’Alice.
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Nous allons introduire deux autres propositions atomiques pour symboliser les actions pos-
sibles d’Alice et de Bernard, c’est-à-dire pour symboliser le fait qu’ils ont ouvert leur enveloppe.
Soient donc deux propositions atomiques AliceOuvert et BernardOuvert.
Ainsi, notre vocabulaire de base est constitué de quatre propositions : AliceNoire, Alice-
Rouge, AliceOuvert et BernardOuvert. Nous allons pouvoir maintenant combiner celles-ci en
des propositions plus compliquées pour exprimer des propriétés plus complexes se rapportant
au système. En utilisant les connecteurs logiques usuels (la conjonction ∧, la disjonction ∨, l’im-
plication → et la négation ¬), on peut facilement écrire de telles propositions. Étant donné une
proposition ϕ, nous écrirons ` ϕ pour indiquer que le système vérifie cette proposition. Plus
précisément, nous voulons que cela corresponde à des propositions qui sont toujours vérifiées
par les expériences, c’est-à-dire ne dépendant pas de la carte placée dans l’enveloppe d’Alice
ni de l’ordre dans lequel sont ouvertes les enveloppes. On veut donc avoir de cette façon des
informations a priori sur le déroulement de l’expérience.
On peut exprimer simplement quelques propositions de cette sorte, comme par exemple :
` ¬(AliceNoire ∧ AliceRouge)
` AliceNoire ∨ AliceRouge
La première proposition exprime le fait que seule une carte se trouve dans l’enveloppe d’Alice,
alors que la seconde indique qu’il y a au moins une carte. Elles illustrent bien le rôle que l’on
veut attribuer aux propositions que l’on considère, c’est-à-dire que quelle que soit la façon dont
se déroule l’expérience, ces deux propositions seront a priori vérifiées. Nous disons a priori
puisque dans la suite, nous présenterons une façon formelle pour vérifiée si une propriété ϕ est
bien telle que ` ϕ ou non. Aussi nous pensons que les propriétés précédentes sont vérifiées par
le système mais plus tard, nous pourrons essayer de le prouver.
Dans le langage des propositions que nous allons utiliser par la suite, nous allons introduire
deux autres opérateurs (notés KA et KB) qui permettrons d’indiquer précisément la connais-
sance d’Alice ou de Bernard, soit de l’un des observateurs du système. Ainsi, KA ϕ sera la
proposition associée au fait qu’Alice a suffisamment d’informations pour prouver que ϕ est
vraie. Un exemple de propriété que l’on peut exprimer à propos du système et utilisant ces
opérateurs peut être :
AliceNoire ∧ AliceOuvert → KA AliceNoire
En langage courant, cette proposition signifie que si la carte noire est dans l’enveloppe d’Alice
(AliceNoire) et si Alice a ouvert son enveloppe (AliceOuvert), alors elle sait quelle carte est dans
son enveloppe. De même, on peut avoir :
AliceOuvert → KA AliceOuvert ∧KB AliceOuvert
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La signification est que si Alice a ouvert son enveloppe, alors à la fois Alice et Bernard le savent.
Il s’agit là de la traduction sous forme logique d’une condition utilisée pour définir l’expérience.
Nous espérons donc qu’elle sera effectivement vérifiée par le système.
3.2.2 Liens avec les descriptions
Comme annoncé plus tôt, nous allons relier de façon précise les propositions logiques que
l’on pourra considérer avec des ensembles de descriptions de notre système de représentation.
Cette façon de procéder permet de traduire mathématiquement l’un des postulats de départ que
nous avions énoncé, qui est que la connaissance se base sur des observations. Ici, les informa-
tions liées directement aux observations faites par Alice et Bernard sont représentées par les
descriptions des représentationsRA etRB définies plus haut, et ce seront elles seules qui seront
utilisées pour étudier le système. Comme il y a deux représentations, nous définirons donc deux
fonctions de traduction d’une proposition vers un ensemble de descriptions. Si l’on note L l’en-
semble des propositions que l’on peut écrire (sans se soucier de leur sens ou de leur véracité),
nous aurons donc une fonction [[·]]A : L → ℘(RA) qui associe une proposition ϕ à l’ensemble
[[ϕ]]A des descriptions de RA qui permettent à Alice de prouver que ϕ est vérifiée, et de même
une fonction [[·]]B : L → ℘(RB) pour Bernard.
Propositions atomiques Pour effectuer cette traduction, il nous faut tout d’abord indiquer à
quoi correspondent les propositions atomiques que nous avons définies précédemment. Com-
mençons par AliceNoire. Cette proposition indique que la carte d’Alice est la noire. Quel peut
être l’ensemble [[AliceNoire]]A ? Comme on vient de l’indiquer, il s’agit des descriptions de RA
correspond à une situation où Alice a assez d’informations pour prouver qu’elle a bien la carte
noire. D’après la définition de RA que l’on a donnée, on a :
[[AliceNoire]]A = {N, NB}
De façon similaire, on peut écrire [[AliceRouge]]A = {R, RB}. Si l’on se penche maintenant sur
l’interprétation de ces propositions atomiques en termes de descriptions de RB, on s’aperçoit
que la situation s’inverse, puisque pour Bernard soit sûr qu’Alice a la carte noire, il faut qu’il
ait ouvert son enveloppe et ait trouvé la carte rouge. On a donc :
[[AliceNoire]]B = {R, RA} [[AliceRouge]]B = {N, NA}
Traitons maintenant le cas de la proposition AliceOuvert, et commençons par le point de
vue de Bernard. Si Alice a ouvert son enveloppe, Bernard l’a vu, et sa connaissance correspond
donc à une description au moins plus petite que A. Aussi, on peut écrire [[AliceOuvert]]B =
{A, NA, RA}. Du point de vue d’Alice, nous considérerons que dès qu’elle a ouvert l’enveloppe,
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elle en connaît le contenu, c’est-à-dire que si l’enveloppe est ouverte, alors Alice sait si la carte
à l’intérieur est la noire ou bien la rouge. On pose donc :
[[AliceOuvert]]A = {N, R, NB, RB}
En particulier, cela signifie que la description A deRA n’est pas dans [[AliceOuvert]]A. De même,
on définit :
[[BernardOuvert]]A = {B, NB, RB} [[BernardOuvert]]B = {N, R, NA, RA}
Connecteurs logiques Une fois que la traduction a été définie pour les propositions de base,
nous allons maintenant voir comme étendre la traduction à des propositions plus compliquées.
Commençons par la conjonction : étant donné deux propositions ϕ et ψ, quelles sont les descrip-
tions d’une représentationRi permettant de prouver ϕ∧ψ ? Ce sont exactement les descriptions
appartenant à la fois à la traduction [[ϕ]]i de ϕ et à [[ψ]]i de ψ. On déduit donc simplement la for-
mule :
[[ϕ ∧ ψ]]i = [[ϕ]]i ∩ [[ψ]]i
On traite la disjonction de façon similaire, pour obtenir la formule [[ϕ ∨ ψ]]i = [[ϕ]]i ∪ [[ψ]]i.
En effet, il est naturel d’interpréter la disjonction ϕ ∨ ψ comme l’ensemble des descriptions
permettant de prouver soit ϕ, soit ψ. L’implication a un traitement un peu plus délicat, car il
faut prendre en compte explicitement une propriété des ensembles de la forme [[ϕ]]i que l’on n’a
pas évoquée jusqu’à présent. Ainsi, si une description d ∈ Ri permet de prouver une propriété
ϕ (soit en d’autres termes une description d telle que d ∈ [[ϕ]]i), alors toute description d′ plus
précise que d doit aussi permettre de prouver ϕ. En d’autres termes :
d′ ≤ d⇒ d ∈ [[ϕ]]i ⇒ d′ ∈ [[ϕ]]i
Cette propriété dite de clôture est vérifiée par les traductions que l’on a donné des propositions
atomiques, et les traductions de la conjonction et de la disjonction la conservent. Pour l’impli-
cation, on pourrait comme précédemment s’inspirer d’une interprétation ensembliste standard
en posant :
[[ϕ→ ψ]]i = {d | d ∈ [[ϕ]]i ⇒ d ∈ [[ψ]]i}
Mais l’ensemble à droite de l’égalité ne vérifie pas toujours la propriété précédente, c’est-à-dire
que l’on peut avoir deux description d et d′ telles que d′ ≤ d, d ∈ [[ϕ→ ψ]]i mais d′ 6∈ [[ϕ→ ψ]]i.
Cela signifie que l’ensemble [[ϕ→ ψ]]i est trop grand, et ne prends pas en compte la propriété
de clôture que l’on veut imposer. Nous sommes donc obligés de modifier la définition, pour
obtenir :
[[ϕ→ ψ]]i = {d | ∀ d′ ≤ d, d′ ∈ [[ϕ]]i ⇒ d′ ∈ [[ψ]]i}
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Il reste à définir une traduction pour les opérateurs Ki. Cela se fait en revenant à la définition
des fonctions f·|· qui permettent de relier les descriptions de représentations différentes. Ainsi,
si l’on a deux descriptions dA ∈ RA et dB ∈ RB telles que fB|A(dA) = dB, que cela signifie
t’il ? Que dB est la description de RB qui correspond de façon la plus proche à l’état décrit par
dA, mais sans donner plus d’informations que dA. Ainsi, si dB ∈ [[KA ϕ]]B, cela signifie que dB,
transformée en la description fA|B(dB) de RA est suffisante pour s’assurer que ϕ est vérifiée.
On a donc :
[[Ki ϕ]]j =
{
d
∣∣ fi|j(d) ∈ [[ϕ]]i}
On suppose de plus que l’on a [[Ki ϕ]]i = [[ϕ]]i pour traiter aussi le cas où les deux indices sont
égaux. Nous avons donc défini des traductions pour la plupart des opérateurs logiques. Une liste
complète sera donnée plus tard (voir table 6 p.65).
Signification du symbole ` Maintenant que l’on a défini une méthode de traduction pour les
propositions en termes de descriptions, comment peut-on traduire le fait qu’une proposition ϕ
vérifie ` ϕ ? D’après la discussion faite plus haut, elle signifie que quelque soit le déroulement
de l’expérience, on peut prouver que ϕ est vérifiée, soit en d’autres termes que pour un obser-
vateur i donné, quelle que soit la description d ∈ Ri associée à sa connaissance, on a d ∈ [[ϕ]]i.
Ainsi, on définit pour le cas présent :
` ϕ⇔ ∀ i ∈ {A,B}, [[ϕ]]i = Ri
À partir de ces définitions, nous pouvons tout d’abord énoncer deux propriétés simples qui nous
serviront par la suite. Tout d’abord, une propriété de la forme ϕ → ψ vérifie ` ϕ → ψ si et
seulement si on a : ∀ i, [[ϕ]]i ⊆ [[ψ]]i. De plus, on a ` ¬ϕ si et seulement si ∀ i, [[ϕ]]i = ∅.
3.3 Quelques propriétés du système
Nous allons pouvoir utiliser le formalisme précédent pour vérifier formellement si des pro-
priétés sont vérifiées par le système ou non. Commençons par une proposition proposée précé-
demment : ¬(AliceNoire ∧ AliceRouge).
Pour la représentationRA, on a [[AliceNoire]]A = {N, NB} et [[AliceRouge]]A = {R, RB}. Ainsi,
l’interprétation de la proposition précédente dansRA est l’ensemble vide. On vérifie facilement
qu’il en est de même pour RB. Donc on a bien :
` ¬(AliceNoire ∧ AliceRouge)
Par contre, on montre que : 6` AliceNoire ∨ AliceRouge puisque que par exemple :
A 6∈ [[AliceNoire ∨ AliceRouge]]A
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Cela mets en lumière un aspect intéressant de la modélisation de la connaissance dans ce
contexte, puisqu’illustrant le fait que le tiers exclu (qui stipule que pour toute proposition ϕ,
on a ` ϕ ∨ ¬ϕ) n’est pas vérifié. La logique classique ne s’applique donc pas à notre approche,
et il faut utiliser la logique intuitionniste à la place. Par contre, on peut avoir une version plus
faible de cette proposition :
` ¬(¬AliceNoire ∧ ¬AliceRouge)
Cette dernière peut s’écrire de façon équivalente ` ¬¬(AliceNoire ∨ AliceRouge). On voit ici
apparaître la double négation dont le rôle sera développé longuement plus tard dans ce mémoire.
Regardons maintenant la proposition AliceNoire ∧ AliceOuvert → KA AliceNoire. Véri-
fier que sa traduction vers RA est égal à l’ensemble en entier se fait directement, puisque
[[KA AliceOuvert]]A = [[AliceOuvert]]A. Qu’en est-il pourRB. Puisque l’on a défini [[AliceNoire]]A
comme étant {N, NB}, on a :
[[KA AliceNoire]]B =
{
d
∣∣ fA|B(d) ∈ {N, NB}} = {RA}
Ayant par ailleurs [[AliceOuvert]]B = {A, RA, NA} et [[AliceNoire]]B = {R, RA}, on a bien l’inclu-
sion de [[AliceOuvert ∧ AliceNoire]]B dans [[KA AliceNoire]]B. On a donc vérifié formellement
que l’on a :
` AliceNoire ∧ AliceOuvert → KA AliceNoire
3.4 Étude statique et dynamique
Pour finir cet exemple d’utilisation des structures de représentations que nous développerons
par la suite, nous allons donner quelques indications pour l’étude du comportement dynamique
d’un tel système. Ce que nous qualifions de “dynamique” ici consiste en les assertions de la
forme “si à un moment donné ϕ est vrai, alors peut-on en déduire que ψ l’est aussi ?”.
Dans ce qui précède, les propositions ϕ telles que ` ϕ sont, d’après la définition de ` que
l’on a donnée, les propositions qui sont vérifiées par le système quel que soit son état, son
évolution. Dans le cas de l’expérience des deux cartes par exemple, cela ne dépend pas de la
carte mise dans l’enveloppe d’Alice.
Comment faire alors pour trouver les propriétés vérifiées par l’expérience dans le cas où
c’est la carte rouge qui est dans l’enveloppe d’Alice ? Une première idée pourrait être de s’auto-
riser à utiliser une hypothèse supplémentaire, soit ` AliceRouge par exemple. Malheureusement,
cette méthode ne marche pas. En effet, avec la méthode de traduction que l’on a donné, une pro-
priété est que si l’on a ` ϕ, cela entraîne ` KA ϕ (et ` KB ϕ). On donne ainsi à notre hypothèse
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le statut de propriété toujours vérifiée par le système, ce que l’on ne veut pas. Ici, ce n’est pas
parce que l’on considère que l’enveloppe d’Alice contient la carte rouge que forcément Alice et
Bernard le savent. C’est pourtant le cas si l’on suppose ` AliceRouge.
Une autre méthode, plus convaincante, est de traduire une interrogation de la forme “si à un
moment donné ϕ est vrai, alors peut-on en déduire que ψ l’est aussi ?” par la prouvabilité de
la proposition ϕ → ψ. Ainsi, a-t’on ` ϕ → ψ ? devient la question à considérer. Considérons
par exemple l’assertion si Alice sait que son enveloppe contient la carte rouge, alors elle sait
que si Bernard ouvre son enveloppe, il saura aussi que celle d’Alice contient la carte rouge.
Ainsi, peut-on relier KA AliceRouge à l’implication KA (BernardOuvert → KB AliceRouge) ?
La réponse est positive, puisque l’on a :
` KA AliceRouge → KA (BernardOuvert → KB AliceRouge)
On peut remarquer que la première méthode qui consistait à supposer l’hypothèse supplémen-
taire ` KA AliceRouge (et donc restreindre l’ensemble des descriptions à considérer) pour dé-
duire ` KA (BernardOuvert → KB AliceRouge) est trop forte, puisque l’on peut même déduire
dans ce cas ` KB AliceRouge, ce qui signifierait que Bernard gagne automatiquement de l’in-
formation lorsqu’Alice ouvre sa carte.
On voit donc que même si notre formalisme ne s’occupe que de propriétés vérifiées tout le
temps par le système étudié (ce que l’on peut qualifier de propriétés statiques ou structurelles),
il permet néanmoins d’appréhender de façon puissante le comportement dynamique de celui-ci,
puisque les propriétés du type ceci entraîne cela peut se traduire sous forme d’une implication
correspondant à une propriété statique.
Nous allons maintenant aborder la présentation du formalisme proprement dit, avec en pre-
mier lieu la définition précise des structures de représentations et de systèmes de représentations
que nous utiliserons par la suite.
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Deuxième partie
Formalisation
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Dans cette partie, nous allons introduire les structures élémentaires qui seront utilisées
comme base pour modéliser des systèmes. Dans un premier temps, nous définirons la structure
de représentation. Il s’agit d’une sorte d’ensemble partiellement ordonné, dont les éléments cor-
respondent à des descriptions de l’état du système étudié. Une représentation est utilisée pour la
formalisation d’un système depuis un unique point d’observation. Aussi, dans ce cas, les seuls
éléments qui entrent en compte sont d’une part la structure que l’on connaît du système, laquelle
fournit un ensemble d’états et de descriptions possibles, et d’autre part une notion d’ordre par-
tiel sur ces descriptions permettant de les comparer suivant la quantité d’informations qu’elles
fournissent. L’usage de ce type de structure très simple pour modéliser la connaissance a pour
première implication que la logique de base est dans ce contexte la logique intuitionniste et non
la logique classique. Cela traduit le fait que dans notre approche, seules les observations four-
nissent des informations, et l’absence d’observation d’une propriété ne peut être utilisée pour
prouver que celle-ci est fausse.
Une fois cette structure définie, nous allons l’étendre pour considérer l’existence de plu-
sieurs points d’observations possibles pour un système donné. Pour cela, nous allons d’une part
utiliser plusieurs représentations – une par point de vue – et d’autre part définir un ensemble de
fonctions permettant de relier ces représentations entre elles pour refléter le fait qu’il s’agit d’un
unique système qui est vu de multiples façons. Ces fonctions précisent la façon dont “coule”
l’information entre les différents points d’observation, pour reprendre une terminologie issue de
[22, 3]. C’est ainsi que nous définirons la structure de système de représentations, qui nous per-
mettra d’étudier formellement comment il est possible de relier les connaissances d’un même
système selon plusieurs points de vue. En particulier, nous nous intéresserons à la façon dont
une information obtenue depuis un premier point de vue peut être utilisée pour un second point
de vue. Cela nous permettra de préciser le mode d’étude de l’observation d’un système en fai-
sant abstraction de celui-ci pour se concentrer sur les relations entre les différentes observations.
Les principaux éléments de cette partie sont présentés plus succintement dans [13].
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Chapitre 4
Une représentation
4.1 Présentation
Nous allons dans un premier temps nous intéresser à la notion de représentation. Une repré-
sentation est la formalisation d’une façon de représenter les différents états du système que l’on
observe. Une façon de représenter un de ces états est d’en donner une description. Aussi, dans
un premier temps, on peut considérer qu’une représentation d’un système est un ensemble de
descriptions. Dans cette définition, on ne spécifie pas le fait qu’une description doit être com-
plète, ni même aussi précise que possible. Ainsi, partant d’une première description d, il est
possible d’en obtenir d’autres en supprimant de d certaines informations. Mais les descriptions
ainsi obtenues sont moins précises que d. Cela permet d’introduire une notion que l’on peut
ajouter de façon naturelle à un ensemble de descriptions, celle de comparaison suivant la pré-
cision et la quantité d’informations fournie par les descriptions. Cette comparaison correspond
à une relation d’ordre partiel entre les descriptions, et nous permet d’obtenir notre première
définition :
Definition 1 (Représentation)
Une représentation est une paire 〈R,≤〉 où R est un ensemble de descriptions et ≤ est un ordre
partiel sur les descriptions.
Cette définition est en fait exactement celle d’un e.p.o. (ensemble partiellement ordonné).
Cependant, le nom de représentation permet de préciser le fait que les éléments du poset que
l’on considère sont des descriptions d’un système. De plus, nous utiliserons la convention que
pour deux descriptions comparables d1 ≤ d2, la plus précise des deux est d1.
Grâce à cette définition très simple et très générale, on peut définir une grande variété de
représentations.
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4.1.1 Exemples
Resultat d’un dé
Un premier exemple peut être donné par le cas simple où l’on veut représenter (éventuelle-
ment de façon partielle) le résultat d’un lancer de dé. Les différents états possibles sont donc les
nombres compris entre 1 et 6. On peut dans ce cas utiliser comme description partielle de l’état
du dé tout sous-ensemble non vide de {1, . . . , 6}, à la condition que l’un de ces nombres est le
résultat effectif du dé.
L’ensemble des descriptions à considérer est donc ℘({1, . . . , 6}) \ {∅}. Pour obtenir une
représentation, il faut de plus équiper cet ensemble d’un ordre partiel. Mais supposons que
l’on a deux descriptions d1 = {1, 2, 4} et d2 = {2, 4}. Comme une description est vu comme
un ensemble de résultats possibles du dé lancé, on peut affirmer dans ce cas que d2 est une
description plus précise que d1, puisque l’on gagne l’information que le résultat n’est pas 1.
Ainsi, il paraît clair dans ce cas que l’ordre à utiliser sur cet ensemble est l’inclusion, soit si
d1 ⊆ d2 alors d1 est plus précise que d2.
La représentation utilisée dans ce cas-là est donc de la forme 〈℘({1, . . . , 6}) \ {∅},⊆〉.
Parties d’un ensemble
De façon plus générale, étant donné un ensemble E, on peut considérer la représentation for-
mée par ses sous-ensembles non vides 〈℘(E)\ {∅},⊆〉. Une description peut être vue comme
un ensemble d’états qui sont tous des candidats plausibles pour l’état réel du système. Le com-
plément de la description est donc un ensemble d’états dont on sait qu’ils ne peuvent pas être
l’état du système.
On remarque à nouveau que dans ce cas, on ne considère pas l’ensemble vide ∅ comme
une description, puisque l’on considère qu’il existe toujours un état (soit un élément x de E)
qui correspond effectivement à l’état du système, et que les descriptions partielles de cet état
doivent au moins contenir cet élément x.
Il est possible de considérer une multitude de variations de cette définition, en prenant des
sous-ensembles de l’ensemble des parties et en tenant compte de la structure de l’ensemble E
de départ. Par exemple, suivant les cas, on peut considérer l’ensemble des ouverts, des parties
connexes, des ensembles finis, des sous-espaces d’un espace vectoriel, etc. La liste est très
longue.
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Ensemble de propositions
Étant donné un langage logique L et une relation de déduction `, on peut définir un ordre
partiel sur les sous-ensembles de L clos par déduction en posant Γ ≤ ∆⇔ ∀ δ ∈ ∆, Γ ` δ. On
obtient alors une représentation en considérant les sous-ensembles consistants deL (c’est-à-dire
ne permettant pas de prouver la proposition fausse ⊥) ordonnés par `.
Cette sorte de représentation est en fait très générale, puisque permet de comprendre une
description comme un ensemble de faits vérifiés par l’état du système. De plus, elle nous sera
très utile par la suite pour les preuves de théorèmes de complétude.
On peut remarquer que l’ordre défini ici correspond à l’inverse de l’inclusion ensembliste.
On retrouve alors exactement le dual de la représentation de la forme ensemble de parties,
puisque l’on peut associer une proposition à l’ensemble des états du système vérifiant cette
proposition, et si une proposition en implique une seconde, elle est inversement vérifiée par
moins d’états du système. C’est la raison pour laquelle il y a un renversement de l’ordre entre
les deux types de représentations.
4.1.2 Enrichissement de la définition
On définit une représentation comme n’étant rien de plus qu’un e.p.o., la seule notion impor-
tante étant la comparaison entre les descriptions suivant leur précision et l’information fournie.
En général, il est intéressant d’enrichir la structure d’e.p.o. en définissant des opérations supplé-
mentaires tenant compte de l’ordre. Les opérations les plus simples de ce genre sont l’union ∨
et l’intersection ∧ (ou pour prendre un vocabulaire plus général et plus adapté aux e.p.o., les
bornes inférieures et supérieures), ainsi que les constantes représentant l’élément maximum >
et minimum ⊥ pour l’ordre partiel. Nous allons ici explorer l’application de ces opérations aux
représentations.
Description vide
Commençons par l’adjonction d’un élément maximum pour l’ordre. On l’appelle tradition-
nellement top et on le note >. En termes de descriptions, comment peut-on interpréter un tel
élément ? Étant maximal pour l’ordre ≤, on vérifie en d’autres termes : ∀ d, d ≤ >. Suivant
le rôle attribué à ≤, on en déduit que pour toute description d, l’information contenue dans la
description maximale > est présente dans d. > peut donc être vue comme une description ne
contenant que des informations communes à toutes les descriptions, en particulier, elle ne peut
pas contenir d’information relative à l’état du système. En fait, on peut même aller plus loin et
considérer que> ne fournit absolument aucune information. En effet, si l’on veut décrire un sys-
tème en termes d’une description appartenant à une représentation, la représentation elle-même
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doit être prise en compte, et c’est la présence de cette représentation et de la structure qui va
avec qui peut être considérée comme symbolisant l’information a priori concernant le système,
présente quelque soit la description retenue. Ainsi, on peut considérer qu’alors > ne fournit au-
cune information, l’information commune étant donnée par la représentation. Cette description
correspond donc à l’absence totale d’information sur l’état du système, et sera parfois appelée
description vide par la suite.
Conjonction de descriptions
Dans l’optique retenue pour la définition des représentations, une description peut être vue
comme une liste de faits, d’informations que l’on tient pour vraies concernant l’état du système.
Cette approche permet de facilement considérer une nouvelle opération que l’on peut intituler
conjonction. En effet, si l’on a deux descriptions d1 et d2 décrivant l’état du système, on peut
construire une nouvelle description correspondant à l’ensemble des faits fournis par d1 et d2.
Notons cette nouvelle description d1∧d2, et étudions les propriétés qu’elle vérifie. Tout d’abord,
cette description contient plus d’informations que les descriptions de départ d1 et d2. On a donc
d1 ∧ d2 ≤ d1 et d1 ∧ d2 ≤ d2. De plus, supposons l’existence d’une description d3 plus précise
que d1 et que d2. Alors tous les faits fournis par ces deux descriptions sont aussi donnés par
d3. Mais comme la description d1 ∧ d2 correspond exactement à l’ensemble des informations
données par d1 et d2, on en déduit que d3 ≤ d1 ∧ d2.
Il faut remarquer que cette opération est définie de façon partielle sur l’ensemble des des-
criptions. En effet, deux descriptions données peuvent très bien ne pas correspondre à un même
état du système, et il se peut qu’aucun état ne corresponde aux deux descriptions. On parlera
alors de descriptions incompatibles, et de descriptions compatibles sinon.
Exemple
Reprenons l’exemple du dé présenté plus tôt, et représenté par 〈℘({1, . . . , 6}) \ {∅},⊆〉.
Dans ce cas, l’opération de conjonction correspond exactement à l’intersection ensem-
bliste. En effet, si d1 = {1, 2, 4} et d2 = {2, 3, 4, 5}, alors la conjonction des deux des-
criptions nous informe que le résultat du lancer de dé est soit 2, soit 4, ce qui est donné par
d1 ∧ d2 = {2, 4}. On peut de plus considérer une troisième description d3 = {5, 6}. Les
descriptions d1 et d3 sont incompatibles, puisque leur intersection est vide, alors qu’une
description doit toujours être un sous-ensemble non vide de {1 . . . 6}, puisque contenant
le résultat du dé.
Exemple
Dans le cadre du représentation dont les descriptions sont des sous-ensembles consistents
de propositions d’un langage L, l’opération de conjonction se traduit par la réunion en-
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sembliste. En effet, si une description est une liste de faits vérifiés par le systèmes, la
conjonction de deux descriptions revient à considérer une liste plus longue.
On retrouve bien ici le renversement d’ordre par rapport à une représentation du type
“mondes possibles”, puisque l’on interprète ici la conjonction par la réunion et non l’in-
tersection d’ensembles. De plus, là encore l’opération est partielle, puisque la réunion de
deux ensembles de propositions doit être consistante.
Ainsi, le domaine de définition de l’opération de conjonction est l’ensemble des paires com-
patibles. Si l’on note d1 _ d2 pour indiquer que deux descriptions sont compatibles, on a :
d1 _ d2 ⇔ ∃ d3 : d3 ≤ d1 et d3 ≤ d2
d1 _ d3 ⇒ ∀ d3, (d3 ≤ d1 et d3 ≤ d2)⇔ d3 ≤ d1 ∧ d2
Si de plus, on a un élément maximum > pour cet ordre, on a ∀ d, d _ > et la conjonction
vérifie d ∧ > = d. Enfin, suivant la façon dont le domaine de la conjonction est défini (c’est-à-
dire en enlevant les paires incompatibles qui conduiraient à des états absurdes), on a la propriété
suivante :
∀ d1 ≤ d2, ∀ e1 ≤ e2, d1 _ e1 ⇒ d2 _ e2
Par la suite, on pourra pour cette opération parler de conjonction ou bien d’intersection, cette
dernière appelation venant du fait que si l’on associe à une description l’ensemble des états pos-
sibles correspondants (ce qui était le cas pour l’exemple du dé), alors les états correspondant à la
conjonction de deux descriptions sont donnés par l’intersection des ensembles d’états associés
à chacune des descriptions de départ.
Ces deux opérations, la conjonction et la constante maximum, peuvent être, comme on l’a vu,
définies assez naturellement en termes de représentations. Cela vient du fait que l’on peut voir
la construction d’une description comme l’activité où, partant des informations a priori sur le
système, on ajoute différentes informations une à une pour arriver à la description désirée. Leur
présence n’étant pas nécessaire dans l’étude que nous voulons faire des structures basées sur
les représentations, nous ne les supposerons pas dans les définitions de cette partie. Cependant,
ces opérations sont tellement naturelles qu’elles seront souvent présente dans les exemples que
l’on pourra donner. Ce n’est que dans la prochaine partie, lors de la définition de la notion de
hiérarchie de représentations, que l’on imposera explicitement la présence de ces opérations.
Nous allons considérer maintenant les deux autres opérations, la réunion ∨ et la constante
minimale ⊥, et voir qu’elles sont plus délicates à considérer dans le cadre des représentations.
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Commençons par la constante minimale, appelée généralement bottom et notée ⊥, descrip-
tion duale de > présentée plus haut. Par définition, elle vérifie ∀ d, ⊥ ≤ d, ce qui signifie que
toutes les descriptions que l’on peut donner de l’état du système sont moins précises que cette
description ⊥. Une telle description affaiblirait trop la notion de représentation. Pour montrer
cela, revenons sur l’un des postulats de base, qui est que le système étudié est toujours dans
un état bien défini. Introduisons de plus la notion de couverture d’une représentation R : une
couverture est un ensemble de descriptions C ⊆ R telle que ∀ d ∈ R, ∃ c ∈ C : d _ c. Le pos-
tulat peut être traduit par le fait qu’étant donné une couverture C, quelque soit l’état du système,
il existe un élément c ∈ C décrivant partiellement cet état. Or, s’il existe un minimum global
⊥, le singleton {⊥} constitue une couverture de la représentation, et donc ⊥, qui est la plus
précise des descriptions disponibles, ne permet pas de différencier les différents états possibles
du système. La représentation n’a donc absolument aucun intérêt, puisque aucune des descrip-
tions ne fournit effectivement d’information sur le système. Elles sont toutes équivalentes à la
description vide, ne donnant que des informations a priori.
Aussi, même si l’argumentation que l’on vient de donner n’est qu’approximative, on com-
prend aisément que la présence d’un minimum global conduit au fait que toutes les descriptions
sont équivalentes à une description vide. Par la suite, nous ne rencontrerons donc jamais de
représentation avec un minimum global.
La situation est moins nette pour le cas de la disjonction ∨ (aussi appelée réunion), comme
nous l’avons évoqué dans la présentation des postulats de départ. Tout d’abord, dans de nom-
breux cas, il sera possible de définir une opération de disjonction sur la représentation. En effet,
une classe intéressante de représentation concerne celles comportant une description vide, une
opération d’intersection et vérifiant la condition de chaîne croissante. Cette condition stipule
que toute description est à une distance finie du sommet >, ou plus précisément qu’il existe
une borne à la cardinalité des chaînes strictement croissantes allant de d vers >. Cette classe de
représentations correspond au cas où une description est obtenue à partir de la description vide
en ajoutant des informations, et ce un nombre fini de fois. On peut alors définir une disjonction
en posant :
d1 ∨ d2 =
∧
{d | d1 ≤ d et d2 ≤ d}
Il s’agit alors bien d’une fonction totale, la condition de chaîne croissante nous assurant en effet
que la conjonction est bien définie même si l’ensemble apparaissant dans la définition est infini
puisque, l’élément final étant à une distance finie du sommet, seul un nombre fini d’éléments
de l’ensemble intervient dans le calcul effectif de la conjonction. On notera que le cas où la
représentation contient un nombre fini de descriptions est inclus dans le cas précédent.
Nous voyons que dans ce cas spécifique, il est possible de définir une opération de disjonc-
tion en fonction de la conjonction. Cependant, dans le cas général, la définition ci-dessus fait
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intervenir la conjonction d’un ensemble infini, qui n’est pas toujours définie. Or, comme nous
l’avons expliqué plus tôt, la conjonction semble se définir très naturellement dans le cadre des
représentations et en se basant sur la définition de la disjonction en fonction de la conjonction
que l’on vient de voir, nous pensons que la disjonction découle effectivement de cette dernière,
mais que cette dépendance ne permet pas toujours de la définir. Aussi, nous pensons que c’est
la conjonction qu’il faut considérer en priorité, et que la disjonction, si elle peut être définie, en
dépend.
Une autre approche pour expliquer cette préférence, est que si l’on se place dans le cadre
de l’observation d’un système, et que l’on part du principe que toute observation correspond
à un élément de réalité de ce système, étant donné deux observations, on peut a priori défi-
nir une nouvelle observation correspondant à la conjonction des deux précédentes, et pas à la
disjonction.
Il serait aussi possible de considérer d’autres opérations sur les e.p.o., comme par exemple
la pseudo-complémention (défini de la façon suivante : étant donné deux éléments d1 et d2, le
pseudo-complément d1 → d2 est l’unique élément vérifiant ∀ d, d ∧ d1 ≤ d2 ⇔ d ≤ d1 → d2).
Ces opérations sont trop spécifiques pour être définies sur les représentations, mais nous les
retrouverons lors de l’étude logique des représentations.
Avant cela, nous allons d’abord présenter plusieurs méthodes générales pour combiner et
transformer les représentations.
4.2 Construction de représentations
Pour construire une représentation associée à un système composé de plusieurs parties mises
en relation, on peut procéder de la façon suivante : on construit tout d’abord une représentation
correspondant à chacune des sous-parties, que l’on regroupe pour n’en former qu’une. Chaque
partie est alors, du point de vue de la représentation obtenue, indépendante des autres. On ap-
plique une transformation qui réduit la taille de la représentation, afin de ne garder qu’une partie
des descriptions pour exprimer les relations entre les différentes parties. Ainsi, si le système est
composé de deux sous-parties A et B et qu’une représentation dA de A correspond à un état
qui implique un état de B décrit par dB, alors l’opération de réduction supprimera toutes les
descriptions donnant dA mais pas dB.
Cette méthode de construction peut donc s’effectuer à partir de deux opérations générales
sur les représentations que nous allons définir maintenant.
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Produit cartésien
Tout d’abord, intéressons-nous à la première construction, qui permet de regrouper en-
semble des représentations correspondant intuitivement à des sous-parties d’un système. Ainsi,
on se donne deux représentations RA et RB (où l’on note Ri = 〈Ri,≤i〉), chacune correspon-
dant à une sous-partie. Une description de l’état du système peut alors être la donnée d’une paire
de descriptions 〈dA, dB〉, chacune correspondant à une sous-partie. On reconnaît la construction
du produit cartésien pour les ensembles de descriptions, que l’on étend à la structure de repré-
sentation en considérant l’ordre produit. On obtient donc la représentation produit :
RA ⊗RB = 〈RA ×RB,≤A⊗B〉
où l’ordre ≤A⊗B est le produit point par point des deux ordres de départ (ainsi, la comparaison
〈d1, d2〉 ≤A⊗B 〈e1, e2〉 est équivalente à la conjonction d1 ≤A e1 et d2 ≤B e2). Cette construc-
tion pouvant s’étendre à une famille quelconque de représentations, on peut définir dans le cas
général
∏ {Ri | i ∈ I}.
Cette construction, très classique, permet de construire une représentation à partir d’une fa-
mille de représentations. Cependant, elle ne peut pas être utilisée toute seule. Dans le cas de
produit de deux représentations, toute paire de descriptions est une description du produit, ce
qui implique que des informations concernant l’une des parties n’entraînent aucune connais-
sance sur l’état de l’autre partie. Du point de vue de cette représentation produit, il n’existe
aucune corrélation entre les différentes parties. Dans ce cas, l’étude de chacune des parties est
indépendante des autres, et il n’est d’aucune utilité de les considérer ensemble. Pour remédier
à cela et augmenter les informations exprimées par un représentation, nous allons maintenant
présenter l’opération de raffinage.
Raffinage
Reprenons le cas où l’on a deux représentations RA et RB. Supposons que ces représenta-
tions correspondent à deux parties d’un système, et qu’il existe une relation entre l’état de la
partie A et l’état de B. Pour simplifier, on pourra considérer que la relation en question permet,
connaissant une description de l’état de A, de déduire des informations sur l’état de B. Cette
relation peut s’exprimer de façon fonctionnelle, et ainsi si l’on a une description dA ∈ RA, on
en déduit de l’information sur B décrite par f(dA) ∈ RB. Dans ces conditions, certaines des-
criptions de RA ⊗ RB peuvent être supprimées, précisément, les descriptions 〈dA, dB〉 telles
que dB 6≤ f(dA). En effet, si une part d’information fournie par f(dA) n’est pas présente dans
dB, cette description est vue comme trop “pauvre”. En présence d’une opération de conjonction,
on peut la transformer en une bonne représentation 〈dA, dB ∧ f(dA)〉.
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Dans le cas général (sans supposer une opération de conjonction), on peut donc définir
l’opération de raffinage sur une représentation R à partir d’une fonction φ : R 7→ R en pre-
nant comme nouvel ensemble de descriptions {d | d ≤ φ(d)}, et en restreignant l’ordre à cet
ensemble. On notera pour simplifier φ(R) la représentation obtenue. Pour l’exemple précédent,
on avait φf (〈dA, dB〉) = 〈dA, f(dA)〉. On notera que cette opération de raffinage est idempo-
tente : on a φ ◦ φ(R) = φ(R).
Plusieurs renforcements de la définition peuvent être définis. En particulier, le raffinage que
l’on vient d’introduire ne permet pas en général, étant donné une description d ∈ R, de dire
comment la transformer en une description de φ(R). Elle fournit uniquement un critère de sé-
lection que l’on applique aux descriptions. Pourtant, l’opération de raffinage peut aussi être vue
comme un ajout d’information structurelle à l’observation du système, et l’on pourrait trouver
naturel de savoir comment transformer une description en intégrant l’information structurelle
que l’on ajoute. On peut donc supposer que la fonction utilisée pour faire le raffinage permet
en plus de transformer les descriptions. Cela revient à associer à toute description d une des-
cription φ(d) ∈ φ(R). On peut facilement se convaincre qu’une telle fonction est un opérateur
de clôture inférieure, c’est-à-dire qu’elle est croissante, intensive et idempotante : croissante
car si l’on a deux descriptions comparables d1 ≤ d2, les informations déduites de d2 et de
l’information structurelle ajoutée peuvent aussi s’obtenir à partir de d1 ; intensive (c’est-à-dire
∀ d, φ(d) ≤ d) car l’application de la fonction revient à ajouter de l’information ; idempotente
(c’est-à-dire ∀ d, φ◦φ(d) = φ(d)) enfin car appliquer la fonction revient à ajouter l’information
structurelle, et le faire une deuxième fois n’apporte rien par rapport à la première fois. Dans ce
cas, la représentation obtenue consiste en les descriptions fixées par φ.
Dans le cas du produit de deux représentations avec une opération de conjonction, une
fonction f : RA → RB permet en fait de définir une telle opération de clôture inférieure comme
on l’a vu plus haut, en posant φf : 〈dA, dB〉 7→ 〈dA, dB ∧ f(dA)〉. Cette remarque permet
d’observer le fait qu’une opération de clôture inférieure n’est pas forcément une fonction totale,
puisque dans le cas φf , la conjonction n’est que partielle. Cela traduit le fait qu’en ajoutant
de l’information structurelle, on peut découvrir que des descriptions jusqu’alors acceptables
sont en fait absurdes. Cependant, la découverte de descriptions absurdes est la seule cause de
partialité de la fonction, et de façon similaire à l’opération de conjonction, il est raisonnable
d’exiger qui le domaine de définition d’une telle fonction φ soit un idéal : ∀ d1 ≤ d2, d1 ∈
dom(φ)⇒ d2 ∈ dom(φ).
On peut s’interroger sur l’application successive de plusieurs raffinages, et de leur éventuelle
commutativité. Notamment, comme on a défini deux sortes d’opérations de raffinage, on peut
voir la façon dont elles diffèrent. Dans le premier cas, on n’utilise une fonction de raffinage φ
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que comme un sélecteur de descriptions, pour transformer une représentation R en l’ensemble
φ(R) = {d | d ≤ φ(d)}. Dans ce cas, il y a toujours commutativité entre les différents raffi-
nages, puisque on a en général :
φ1 ◦ φ2(R) = {d | d ≤ φ1(d) et d ≤ φ2(d)} = φ2 ◦ φ1(R)
Dans le cas de la définition étendue, la situation est cependant moins concluante. En effet, rien
n’impose qu’après avoir appliqué φ1 puis φ2, on doive obtenir une description qui est toujours
point fixe de φ1.
Exemple
Soit N l’ensemble des entiers naturels, ordonnée de façon usuelle. C’est bien une repré-
sentation. On définit maintenant deux fonctions sur les entiers :
f : x 7→ 2
⌈x
2
⌉
− 1 g : x 7→ 2
⌊x
2
⌋
où dne (resp. bnc) représente la partie entière par excès (resp. par défaut) de n. Il est facile
de s’assurer que ces fonctions sont bien des opérateurs de clôture inférieure, f ayant pour
points fixes les nombres pairs, et g et les nombres impairs. L’application des fonctions ne
commute pas, puisqu’on a en particulier : ∀x, f ◦ g(x) = g ◦ f(x)± 1.
On l’a vu, le raffinage d’une représentation peut se traduire par l’ajout d’informations struc-
turelles concernant le système étudié. Cette opération a donc deux actions sur une représenta-
tion : d’une part, elle sélectionne les descriptions qui ne sont pas absurdes, d’autre part, elle
précise quelles sont les descriptions qui peuvent être considérées comme suffisament riches,
incluant l’information structurelle que l’on a ajoutée.
La définition de ces deux opérations permet donc bien d’exprimer la façon dont en général
on peut définir l’étude d’un système à partir de ses sous-parties. En effet, on commence d’abord
par étudier chacune de ces sous-parties (ce qui correspond à la définition des représentations
Ri), puis on considère le système dans son ensemble, en prenant en compte toutes les sous-
parties (on effectue le produit des Ri) et en exprimant de façon précise les corrélations qu’il
peut y avoir entre ces parties (on applique alors un ensemble de raffinages correspondant à ces
corrélations).
De cette manière, et en considérant la variété des représentations que l’on peut définir, on
voit qu’il est possible d’exprimer un très grand nombre de systèmes sous forme de représen-
tations, et ce de façon très riche grâce à l’opération de raffinage. Nous allons maintenant voir
comment il est possible d’étudier le comportement d’un système que l’on a formalisé de la
sorte.
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4.3 Logique associée aux représentations
De manière générale, pour étudier de façon logique le comportement d’un système formalisé
par une représentation, on se donne un ensemble dénombrable Ψ de propositions liées à ce
système, propositions dites atomiques. À partir de cet ensemble, on va définir le langage LΨ en
considérant toutes les propositions obtenues à partir de Ψ en utilisant les opérateurs logiques
usuels (soit la conjonction ∧, la disjonction ∨, l’implication → et la négation ¬, ainsi que la
constante fausse ⊥). Pour cette définition, les opérateurs s’appliquent à des propositions et ne
doivent pas être confondus avec les opérateurs discutés lors de la définition des représentations.
À partir de ce langage, nous allons associer aux propositions des ensembles de descriptions
de la représentation retenue, et cela nous permettra de caractériser la façon dont se comportent
les propositions en fonction de cette association avec une représentation. En particulier, nous
étudierons la partie de ce comportement qui ne dépend pas de la représentation choisie mais
seulement du fait que l’on utilise une représentation.
Définition de la fonction d’interprétation
Ainsi, soit R une représentation. On va définir une fonction dite d’interprétation notée [[·]]
qui va associer à chaque proposition ϕ ∈ LΨ un ensemble de descriptions deR. Le sens que l’on
peut donner à cette fonction est le suivant : pour une proposition ϕ donnée, [[ϕ]] est exactement
l’ensemble des descriptions d ∈ R pour lesquelles on peut s’assurer que ϕ est vraie (nous
utilisons ici le terme s’assurer volontairement, pour ne pas préciser s’il s’agit de savoir, croire,
prouver ou autre).
Suivant cette définition, on peut donner une première caractéristique de la fonction d’inter-
prétation. Si l’on a deux descriptions d, d′ ∈ R telles que d′ est plus précise que d (c’est-à-dire
d′ ≤ d), alors si d suffit pour être sûr que ϕ est vraie, alors d′, étant plus précise, suffit aussi.
Ainsi, [[ϕ]] est un idéal de R, c’est-à-dire un ensemble clos vers le bas. Si l’on note ℘↓(P) l’en-
semble des idéaux d’un ensemble partiellement ordonné (ou epo) P , alors la fonction [[·]] est à
valeurs dans ℘↓(R). Sachant cela, nous allons définir cette fonction de façon inductive, suivant
la structure du terme donné en argument.
Tout d’abord, il faut préciser l’interprétation des propositions atomiques. Pour cela, la seule
façon est de préciser “à la main” les descriptions correspondant à chaque proposition atomique.
On a donc besoin d’une fonction ν : Ψ→ ℘↓(R). Le cas de la disjonction se traite simplement.
Ainsi, supposons que d ∈ [[ϕ ∨ ψ]]. Cela signifie que la description d permet de s’assurer que
ϕ ou que ψ est vraie. Ainsi, on a [[ϕ ∨ ψ]] = [[ϕ]] ∪ [[ψ]]. De façon similaire, on trouve que
[[ϕ ∧ ψ]] = [[ϕ]] ∩ [[ψ]].
Le cas de l’implication est un peu plus complexe. En effet, on pourrait à nouveau définir
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l’interprétation de ϕ → ψ en s’inspirant de la sémantique ensembliste usuelle : [[ϕ→ ψ]] =
{d | d ∈ [[ϕ]]⇒ d ∈ [[ψ]]}. Cependant, en général, il ne s’agit pas d’un idéal. Nous devons donc
restreindre cette définition en prenant le plus grand idéal inclus dans cet ensemble. On a donc :
[[ϕ→ ψ]] = {d | ∀ d′ ≤ d, d′ ∈ [[ϕ]]⇒ d′ ∈ [[ψ]]}
De même, on obtient pour la négation [[¬ϕ]] = {d | ∀ d′ ≤ d, d′ 6∈ [[ϕ]]}. On complète la défi-
nition en interprétant la constante fausse ⊥ par l’ensemble vide. Les règles de définition de [[·]]
sont données dans la table 3, où l’on note [[·]]R,ν pour préciser que cette fonction est définie à
valeurs dans ℘↓(R), en utilisant une fonction d’interprétation atomique ν : Ψ→ ℘↓(R).
∀ψ ∈ Ψ, [[ψ]]R,ν = ν(ψ)
[[ϕ ∨ ψ]]R,ν = [[ϕ]]R,ν ∪ [[ψ]]R,ν
[[ϕ ∧ ψ]]R,ν = [[ϕ]]R,ν ∩ [[ψ]]R,ν
[[ϕ→ ψ]]R,ν = {d | ∀ d′ ≤ d, d′ ∈ [[ϕ]]R,ν ⇒ d′ ∈ [[ψ]]R,ν}
[[¬ϕ]]R,ν = {d | ∀ d′ ≤ d, d′ 6∈ [[ϕ]]R,ν}
[[⊥]]R,ν = ∅
Table 3 – Définition de [[·]]R,ν : LΨ → ℘↓(R)
Notions sémantiques de vérité
En utilisant ces fonctions d’interprétation, on peut définir plusieurs notions de “vérité”. Tout
d’abord, étant donné une représentation R, une fonction d’interprétation atomique ν et une
description d ∈ R, on dit que d valide ϕ pour [[·]]R,ν si d ∈ [[ϕ]]R,ν (dit autrement, une description
d valide une proposition si intuitivement, elle permet de s’assurer que cette proposition est
vraie). Au niveau des fonctions d’interprétations, ϕ est valide pour [[·]]R,ν (R, ν |=R ϕ) si toutes
les descriptions de R valident cette proposition : ∀ d ∈ R, d ∈ [[ϕ]]R,ν (c’est-à-dire [[ϕ]]R,ν =
R). Enfin, de façon générale, une proposition ϕ est valide pour les représentations si quelque
soit la fonction d’interprétation considérée, la proposition est validée par celle-ci : |=R ϕ si et
seulement si ∀R, ν, [[ϕ]]R,ν = R.
Cette notion de vérité définie de façon purement sémantique à partir des représentations est,
comme on va le voir, équivalente à la prouvabilité pour la logique intuitionniste.
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La logique intuitionniste
Cette logique, développée initialement par Brouwer puis par Heyting[41] dans les années
1930, repose sur la notion de constructibilité en mathématiques. Ainsi, un objet dont on peut
prouver l’existence pour cette logique peut être construit explicitement, ce qui fait que l’on
peut toujours exhiber les objets dont on parle. Cela interdit en particulier les raisonnements par
l’absurde.
Dans le cas de l’interprétation en fonction des représentations, le constructivisme est incarné
en particulier par la notion d’observation. L’observation d’un fait est considérée comme une
preuve de la véracité de celui-ci, et toutes les propositions vraies sont alors des combinaisons
de propositions primitives qui correspondent à des observations. La règle du tiers-exclu, qui est
à l’origine du raisonnement par l’absurde et s’écrit ϕ ∨ ¬ϕ, doit alors être abandonnée.
Exemple
Si l’on considère une pièce que l’on lance dans un jeu de pile ou face, tant que l’on n’a
pas observé la pièce après le lancer, on ne peut pas dire quel est le résultat. Aussi, on
ne peut pas considérer la proposition Pile ∨ Face comme étant vraie, ne pouvant pas
affirmer que Pile est vraie, ni que Face l’est.
Cependant, une version équivalente du tiers-exclu signifie que la double négation est équivalente
à l’identité (¬¬ϕ → ϕ). Donc si l’on abandonne la règle du tiers-exclu, on abandonne aussi
cette seconde règle. La double-négation acquiert, comme on le verra plus tard, un rôle très
particulier.
Exemple
Dans le cas du jeu de pile ou face, elle permet de considérer la propositions ¬¬(Pile ∨
Face), qui exprime le fait que même si l’on ne regarde pas le résultat du lancer, on peut
affirmer que le résultat ne peut pas être autre chose que pile ou face.
La logique intuitionniste repose principalement sur une notion très forte de l’implication, qui
est ici un connecteur de base, et non une abbréviation (en logique classique, ϕ → ψ est un
raccourci de ¬ϕ ∨ ψ). Cette spécificité implique que pour la partie propositionnelle de cette
logique, ce que l’on considère ici, on ne peut pas utiliser de tables de vérités pour vérifier la
validité d’une proposition, contrairement à la logique classique. La notion de preuve est ici plus
importante que la notion de vérité, et on en donne une formulation sous forme du calcul des
séquents à la Gentzen dans la table 4.
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Id.
Γ, ϕ ` ϕ ⊥LΓ,⊥ ` ϕ
Γ ` ϕ ∆, ϕ ` ψ
Cut
Γ,∆ ` ψ
Γ, ϕ, ϕ ` ψ
Contract.
Γ, ϕ ` ψ
Γ, ϕ ` ϑ Γ, ψ ` ϑ ∨L
Γ, ϕ ∨ ψ ` ϑ
Γ ` ϕ ∨R1
Γ ` ϕ ∨ ψ
Γ ` ψ ∨R2
Γ ` ϕ ∨ ψ
Γ, ϕ ` ϑ ∧L1
Γ, ϕ ∧ ψ ` ϑ
Γ, ψ ` ϑ ∧L2
Γ, ϕ ∧ ψ ` ϑ
Γ ` ϕ Γ ` ψ ∧R
Γ ` ϕ ∧ ψ
Γ ` ϕ Γ, ψ ` ϑ →L
Γ, ϕ→ ψ ` ϑ
Γ, ϕ ` ψ →R
Γ ` ϕ→ ψ
Table 4 – Logique intuitionniste formulée en calcul des séquents
Équivalence entre `IL et |=R
Le modèle usuel pour la logique intuitionniste est la catégorie des algèbres de Heyting com-
plètes, c’est-à-dire la catégorie des treillis complets pseudo-complémentés. Le fait que l’en-
semble des idéaux d’un poset est justement une algèbre de Heyting complète permet de se
convaincre que l’interprétation à l’aide de représentations comme on vient de le définir réalise
bien un modèle pour la logique intuitionniste. Nous allons donner cependant une preuve pré-
cise de ce résultat, car elle servira de prototype pour les preuves où l’on considérera aussi les
connecteurs de modalité.
Théorème 1
Toute proposition ϕ ∈ LΨ est prouvable avec la logique intuitionniste si et seulement si elle est
valide pour les représentations :
∀ϕ, `IL ϕ ⇔ |=R ϕ
Preuve Succinctement, on montre que l’interprétation est correcte, puisque chaque axiome
de la logique est vérifiée par les interprétations [[·]]. Réciproquement, on utilise la méthode clas-
sique consistant à définir une interprétation canonique [[·]]C pour laquelle les propositions vraies
sont exactement celles prouvables par IL. La preuve complète est donnée en annexe B.1. 
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Dans la suite, nous allons enrichir l’expressivité de la formalisation de systèmes en donnant
la possibilité d’avoir plusieurs points de vue, à quoi correspondront plusieurs représentations,
et en donnant des méthodes pour relier ces différentes représentations entre elles. De même,
on enrichira la logique en introduisant les connecteurs de modalité au langage de propositions,
pour symboliser la présence des multiples représentations et dont le comportement dépendra
de la façon dont les représentations sont reliées. Cependant, à chaque fois, la base sera l’usage
de représentations, seul l’agencement de celles-ci changera, ce qui implique que les logiques
que l’on trouvera seront toutes basées sur la logique intuitionniste. Les règles logiques que l’on
ajoutera pour caractériser leurs relations ne concerneront que les opérateurs modaux.
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Chapitre 5
Deux représentations
Dans un premier temps, pour introduire l’étude des relations entre différentes représenta-
tions, nous allons étudier le cas simple où l’on a seulement deux représentations. De cette
manière, nous allons pouvoir introduire le formalisme utilisé pour relier les représentations
ensemble. Ce formalisme va être défini comme un développement de l’idée utilisée pour le raf-
finage des représentations. Ainsi, en partant du produit cartésien RA ⊗RB, on avait raffiné ce
produit en introduisant une fonction qui associe une description de RB à chaque description de
RA.
Pour exprimer une relation dans chaque sens, on peut donc relier deux représentations en se
donnant deux fonctions fB|A : RA → RB et fA|B : RB → RA. L’interprétation de ces fonctions
est, comme précédemment, qu’étant donnée une description dA appartenant par exemple à RA,
cela implique des informations sur l’autre description (ici,RB) décrites par fB|A(dA). Avec cette
interprétation, on peut exprimer quelques conditions qui doivent intuitivement être vérifiées
par ces fonctions. Tout d’abord, ces fonctions doivent être croissantes, puisque si l’on a deux
descriptions comparables d1 ≤ d2, les informations fournies sur l’autre représentation par d2
sont aussi fournies par d1. Si l’on prend une description dA ∈ RA, la représentation obtenue par
transformation en appliquant fB|A fournit une partie des informations présentes dans d, mais une
partie seulement. Puisque l’on perd de l’information à nouveau en retransformant la description
obtenue vers RA, on en déduit que la description finale fA|B ◦ fB|A(dA) est moins précise que
dA, soit exprimé autrement ∀ dA ∈ RA, dA ≤ fA|B ◦ fB|A(dA). Le raisonnement symétrique à
partir de RB permet aussi de conclure que ∀ dB ∈ RB, dB ≤ fB|A ◦ fA|B(dB).
Nous allons donc partir de cette situation pour étudier les relations entre représentations : on
se donne deux représentations RA et RB et deux fonctions fB|A et fA|B vérifiant les conditions
précédentes. Pour simplifier les notations, nous supposerons aussi la présence de deux fonctions
fA|A et fB|B définies comme l’identité sur RA et RB respectivement. Les conditions sur les
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fonctions autres que la croissance peuvent donc s’écrire :
∀ i, j, k ∈ {A,B}, fk|i ≤ fk|j ◦ fj|i
Avec cela, nous allons étudier différentes situations de relations entre deux représentations. En
particulier, on peut étudier deux cas extrêmes de relation entre deux représentations. Il s’agit
tout d’abord d’une relation que l’on peut qualifier d’“horizontale”, où les deux représentations
sont totalement déconnectées l’une de l’autre. Aucune information ne circule alors entre les
deux, et les descriptions de l’une des représentations ne donne aucune information exprimables
dans l’autre représentation. À l’opposé, deux représentations peuvent être en relation “vertica-
le”, auquel cas l’une des représentations apparaît comme une approximation de l’autre. Avant
cela, nous allons adapter deux constructions ensemblistes classiques – la somme disjointe et le
produit – aux représentations en tenant compte des fonctions les reliant.
5.1 Constructions à partir de deux représentations
5.1.1 Somme disjointe
Nous allons tout d’abord définir la notion de somme disjointe pour les représentations. Pour
définir cette construction, il faut être capable de comparer toute paire de descriptions, quelle
que soit leurs représentations d’origine. Si les descriptions proviennent de la même représenta-
tion, on peut les comparer en utilisant l’ordre correspondant à cette représentation. Aussi, pour
que cet ordre soit défini dans tous les cas, il faut maintenant s’intéresser au cas où l’on com-
pare les descriptions provenant des deux représentations. Soit donc deux descriptions dA ∈ RA
et dB ∈ RB. En utilisant la fonction de transformation fB|A, on déduit de dA la description
fB|A(dA) appartenant à RB. Elle représente la description la plus précise dans cette représen-
tation basée sur les informations de dA. Aussi, dB est moins précise que dA si et seulement si
elle est moins précise que fB|A(dA) dans RB. En considérant les autres cas de provenance pour
les distributions, et en utilisant les fonctions fA|A et fB|B, on obtient la définition de la relation
≤A⊕B définie sur RA ⊕RB :
∀ i, j ∈ {A,B}, ∀ d ∈ Ri, ∀ e ∈ Rj, d ≤A⊕B e⇔ fj|i(d) ≤j e
Grâce aux inégalités concernant la composition de ces fonctions, on prouve sans mal que la rela-
tion ≤A⊕B ainsi définie est bien un pré-ordre. Pour ce pré-ordre, deux éléments différents d1 et
d2 sont équivalents si et seulement si ils n’appartiennent pas à la même représentation (puisque
les relations associées aux représentations sont des ordres partiels et non des pré-ordres), et
vérifient, si d1 ∈ RA et d2 ∈ RB, dA = fA|B(dB) et dB = fB|A(dA). Si l’on note 'A⊕B
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cette relation d’équivalence, on peut alors définir la construction de somme disjointe sur les
représentations :
RA ⊕RB =
〈
(RA ⊕RB)/'A⊕B ,≤A⊕B
〉
Cette construction permet donc d’utiliser conjointement les descriptions provenant de diffé-
rentes représentations. On identifie les descriptions qui se transforment l’une en l’autre. De
plus, l’ordre que l’on a défini permet de comparer le contenu informationnel de différentes
descriptions.
Cependant, cette construction n’augmente pas le nombre ni la précision des descriptions,
puisqu’à chaque fois, on se donne une unique description du système. Dans la construction
suivante, on augmentera la puissance descriptive en s’autorisant à utiliser simultanément une
description de chaque représentation.
5.1.2 Produit réduit
Dans les constructions appliquées aux représentations seules, on avait d’une part défini le
produit cartésien de deux représentations, et le raffinage où l’on réduit le nombre des descrip-
tions d’une représentation en les sélectionnant suivant un critère d’“intérêt”. Nous allons ici
combiner ces deux opérations en une seule pour obtenir le produit réduit de deux représentations.
Pour cela, nous allons utiliser les fonctions fi|j pour effectuer dans la pratique la réduction du
produit cartésien deRA etRB. Le critère de sélection des descriptions va être le suivant : si l’on
considère la paire formée de deux description 〈dA, dB〉, on veut s’assurer qu’elle vérifie deux
propriétés. D’une part, que les deux descriptions sont compatibles, c’est-à-dire qu’elles peuvent
s’appliquer au même état du système (au moins dans l’état des connaissances du moment), et
qu’elles sont maximales, c’est-à-dire que chaque description contient l’information donnée par
l’autre description et exprimable dans la représentation. On remarque que cette seconde pro-
priété implique la première. On peut donc définir le produit réduit à partir de l’ensemble de
descriptions suivant : {〈dA, dB〉 ∣∣ dA ≤ fA|B(dB) et dB ≤ fB|A(dA}
Cette construction n’est qu’un cas particulier de l’application du produit et du raffinage
sur les représentations. En effet, le produit réduit ainsi défini est exactement la représentation
φf (RA ⊗RB) où l’on a défini :
f : 〈dA, dB〉 7→
〈
fA|B(dB), fB|A(dA)
〉
Dans cette construction, il est possible de retrouver chacune des représentations intiales. De
façon plus précise, pour chaque description d’une des représentations de départ (prenons par
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exemple dA ∈ RA), il existe une description du produit réduit φf (RA⊗RB) fournissant exacte-
ment la même quantité d’information. En effet, considérons la description
〈
dA, fB|A(dA)
〉
. Elle
appartient au produit réduit, puisque l’on a :
fB|A(dA) ≤ fB|A(dA) dA ≤ fA|B ◦ fB|A(dA)
De plus, l’inégalité de gauche qui est en fait une égalité prouve qu’il s’agit de la plus petite
description de φf (RA ×RB) contenant les informations fournies par dA. Or, puisque elle n’est
définie qu’à partir de dA, on comprends qu’elle ne contient pas plus d’information, si ce n’est
l’information structurelle ajoutée par le biais des fi|j .
Ces considérations nous montrent qu’il existe pour chaque description de chaque représenta-
tion une description du produit réduit décrivant le même état et étant minimale. Cela n’était pas
vrai pour un produit cartésien dans le cas général, il fallait pour cela la présence de descriptions
minimales (les descriptions vides >) pour chacune des représentations de départ. Cette relation
entre un produit réduit et l’une des représentations de départ est en fait plus forte que cela, et
nous verrons que la seconde est une approximation de la première, une fois que l’on aura défini
cette notion.
5.2 Cas extrêmes de relations entre représentations
Nous allons maintenant étudier deux cas de relations extrêmes entre représentations et voir
la façon dont cela se traduit pour la somme disjointe et le produit réduit.
5.2.1 Cas horizontal
Commençons tout d’abord par ce que l’on a défini comme une relation d’horizontalité entre
les deux représentationsRA etRB. Rappelons que cela signifie qu’une description d’une des re-
présentations ne fournit absolument aucune information exprimable dans l’autre représentation.
Cette définition implique une contrainte assez forte sur chaque description, qui est la présence
d’une description minimale. En effet, la condition précédente peut se traduire, pour le sens de
A vers B par exemple, par l’inégalité suivante :
∀ dA ∈ RA, ∀ dB ∈ RB, dB ≤B fB|A(dA)
Si dA ne contient aucune information exprimable dansRB, cela signifie que fB|A(dA) ne fournit
aucune information, et l’on a donc ∀ dB, dB ≤ fB|A(dA). Or, fB|A(dA) est bien une description
deRB, et l’inégalité que l’on vient de considérer nous montre qu’il s’agit de la description vide.
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Ainsi, on vient de montrer que dans le cas relation horizontale entre représentations, chacune
des deux représentations de départ possède une description vide, et chaque fonction de transfor-
mation fA|B et fB|A envoie les descriptions de la représentation de départ vers la description vide
de l’autre transformation. Partant de cela, nous allons pouvoir caractériser la somme disjointe
et le produit réduit de ces représentations.
Pour la somme disjointe, l’ordre ≤A⊕B vérifie pour les descriptions provenant de représen-
tations différentes :
∀ dA ∈ RA, ∀ dB ∈ RB,
{
dA ≤A⊕B dB ⇔ dB = >B
dB ≤A⊕B dA ⇔ dA = >A
On en déduit que les seuls éléments équivalents pour 'A⊕B sont les descriptions vides >A
et >B (en dehors de la reflexivité), et donc la somme disjointe RA ⊕ RB est simplement la
juxtaposition des deux représentations de départ où l’on a identifié les descriptions vides.
Pour le produit réduit, la fonction de sélection φf envoit toutes les paires de descriptions
sur la paire 〈>A,>B〉, ce qui fait qu’il n’y a aucune réduction qui s’applique effectivement. Le
produit réduit est alors exactement le produit cartésien des deux représentations (on a φf (RA⊗
RB) = RA ⊗RB).
On voit bien que dans le cas d’une relation horizontale entre deux représentations, aucune in-
formation ne circule entre les deux représentations, il n’y a aucune relation entre les descriptions
de représentations différentes et les deux systèmes correspondant peuvent s’étudier séparément.
5.2.2 Cas vertical
Nous allons maintenant nous intéresser à l’autre cas extrême de relation entre deux repré-
sentations. Cette fois, il s’agit de verticalité, où l’on considère qu’une des représentations (nous
supposerons qu’il s’agit de RA) est exactement “sous” l’autre (ici, il s’agira de RB). Intuiti-
vement, dans la relation d’ordre partiel utilisée pour comparer les descriptions d’une même
représentation, une description est “sous” une autre si elle contient plus d’information que celle-
ci. C’est cette idée que nous allons adopter pour les représentations. On veut signifier que RA
est plus précise que RB. Cela peut se traduire par le fait que RA a une plus grande expressivité,
qu’elle peut donner des descriptions avec une meilleure précision, etc. Mais en considérant de
plus qu’une représentation peut contenir pour chaque description les descriptions partielles où
l’on oublie des informations, cela revient à dire que chaque description de RB peut être exacte-
ment exprimée dans RA. Dans ce cas, on dira réciproquement que RB est une approximation
de RA.
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Mais la donnée des fonctions fi|j (où i, j ∈ {A,B}) nous fournit pour chaque description
dB ∈ RB le candidat la représentant dansRA, il s’agit de fA|B(dA). Si cette dernière description
représente fidèlement dB, cela signifie que l’on retrouve celle-ci en retraduisant la description
obtenue dans RB. En d’autres termes, la relation de verticalité entre RA et RB peut s’exprimer
de la façon suivante :
∀ dB ∈ RB, dB = fB|A ◦ fA|B(dB)
C’est cette condition que nous allons considérer pour étudier la somme disjointe et le produit
réduit dans ce cas.
Pour la somme disjointe, on en déduit que chaque description dB de RB est équivalente
à fA|B(dA) pour la relation 'A⊕B. Si l’on quotiente RA ⊕ RB par 'A⊕B on retombe sur une
représentation isomorphe à RA. Ainsi, si la représentation RA est plus précise que RB au sens
que l’on vient de définir, on a RA ⊕RB = RA.
On va avoir une situation analogue pour le produit réduit. En effet, soit une paire de des-
criptions 〈dA, dB〉 appartenant au produit réduit φf (RA ⊗ RB). Par définition de celui-ci, les
descriptions dA et dB vérifient dA ≤ fA|B(dB) et dB ≤ fB|A(dA). Mais si l’on applique fB|A
à chaque membre de la première inégalité, on en déduit grâce à la croissance de la fonction,
fB|A(dA) ≤ fB|A ◦ fA|B(dB) = dB. En particulier, cela implique que dB est entièrement déter-
miné par dA, puisque l’on a dB = fB|A(dA). Le produit réduit φf (RA ⊗RB) est donc lui aussi
isomorphe à RA, puisque l’on a, en oubliant l’ordre partiel sur les descriptions :
φf (RA ⊗RB) =
{〈
dA, fA|B(dA)
〉 ∣∣ dA ∈ RA}
Les constructions précédentes nous montrent donc que lorsque une représentation est l’ap-
proximation d’une autre, la première se comporte comme si elle était incluse dans la seconde.
Dès lors, l’étude du système représenté peut uniquement se faire par le biais de la représentation
la plus précise.
Cependant, la notion d’approximation, telle que nous l’avons définie, est très intéressante en
tant que telle et, dans la prochaine section, nous allons l’étudier d’une manière plus générale.
5.3 Approximation et abstraction
Comme on l’a vu au chapitre 2.1, les notions très proches d’approximation et d’abstraction
sont des sujets d’étude très développés dans de nombreux domaines des mathématiques et de
l’informatique théorique. L’idée de base dans tous les cas est alors généralement la même :
on se donne deux ensembles ainsi qu’une relation entre ces deux ensembles, permettant de
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mettre en correspondance les éléments des différents ensembles. Alors, l’étude de l’approxima-
tion consiste en la détermination des informations que l’on a sur un ou plusieurs éléments de
l’ensemble de départ en fonction des éléments du second ensemble qui leur sont reliés.
Dans le court survol que nous avons fait, nous avons présenté différentes façons de forma-
liser l’idée d’approximation. Tout d’abord, intuitivement, on peut vouloir dire que B est un
sous-ensemble bien choisi de A. Réciproquement, chaque élément de B est accessible depuis
A. Dans le cadre de départ, avec un espace de Chu, cela peut donc se traduire par le fait que
tout élément de B est en relation avec au moins un élément de A : ∀ b, ∃ a : aRb. En terme de
fonctions / et . utilisées en analyse de concept, cela revient à imposer ./B = B, et pour une
correspondance de Galois (semi-duale ou non), α ◦ γ(x) = x. On parle dans le dernier cas de
surjections de Galois.
On voit donc que dans ces différents formalismes, la notion d’approximation s’exprime as-
sez naturellement avec des conditions simples, et nous allons voir que ce que précédemment
nous avons définis comme une approximation dans le cadre de la relation entre deux représen-
tations correspond bien à cette notion dans l’acception que l’on vient de donner.
5.3.1 Approximation et représentations
On définit une approximation d’une représentation par une autre comme le cas où l’on a
deux représentations RA et RB et des fonctions croissantes {fi,j | i, j ∈ {A,B}} vérifiant en
particulier :
∀ dA ∈ RA, dA ≤ fA|B ◦ fB|A(dA)
∀ dB ∈ RB, dB = fB|A ◦ fA|B(dB)
Soient dans ce cas deux descriptions dA ∈ RA et dB ∈ RB. Si dA ≤ fA|B(dB), on en déduit
fB|A(dA) ≤ fB|A ◦ fA|B(dB) = dB. Réciproquement, si fB|A(dA) ≤ dB, l’application de fA|B
nous donne dA ≤ fA|B ◦ fB|A(dA) ≤ fA|B(dB). On a donc montré que les fonctions fA|B et
fB|A forment une correspondance de Galois semi-duale :
∀ dA ∈ RA, ∀ dB ∈ RB, fB|A(dA) ≤ dB ⇔ dA ≤ fA|B(dB)
Il s’agit en fait d’une surjection de Galois semi-duale, puisque fB|A est une surjection (ayant
fB|A ◦ fA|B = idB).
On retrouve donc bien pour les représentations la construction d’approximation qui se pré-
sente dans le cas général. Cela n’est pas étonnant, puisque les fonctions de transformations entre
les deux représentations correspondent à l’idée d’une relation entre celles-ci. Dans la suite, nous
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allons reprendre l’étude logique des représentations, en nous intéressant au cas de l’approxi-
mation. De par la généralité de cette construction, l’étude que nous allons faire pourra donc
s’adapter à un grand nombre de situations et de formalisations de la notion d’approximation.
5.3.2 Logique de l’approximation
Au chapitre précédent, nous avions étudié le comportement logique associé aux représenta-
tions, et nous avions montré que l’on retrouvait exactement la logique intuitionniste. Maintenant,
dans le cas d’une approximation, nous allons considérer deux représentations, ainsi que les re-
lations imposées entre elles. Mais avant cela, nous allons présenter une autre façon d’exprimer
l’approximation d’une représentation par une autre.
Dans l’idée même d’approximation, on a vu que l’ensemble abstrait (celui qui “approxime”)
peut être vu comme inclus dans l’ensemble concret (celui qui est “approximé”). Aussi, on peut
penser qu’il est possible de ne considérer qu’un ensemble, en précisant comment transformer
les éléments concrets en éléments correspondant à l’ensemble abstrait. Dans le cas de l’ap-
proximation d’une représentation par une autre, une description concrète dA est transformée en
description abstraite fB|A(dA). Or, celle-ci est exactement équivalente à la description concrète
fA|B ◦ fB|A(dA). En effet, on a :
fB|A
(
fA|B ◦ fB|A(dA)
)
=
(
fB|A ◦ fA|B
) (
fB|A(dA)
)
= fB|A(dA)
fA|B
(
fB|A(dA)
)
= fA|B ◦ fB|A(dA)
Cela qui signifie que les deux descriptions correspondent à exactement la même description du
système. On va donc associer chaque description abstraite dB à la description concrète fA|B(dB),
et nous allons définir la fonction ρ = fA|B ◦ fB|A pour représenter l’application de l’approxima-
tion. En effet, si l’on a dA ∈ RA, ρ(dA) représente la description obtenue en transformant dA
dans RB (il s’agit alors de fB|A(dA)) mais exprimée dans RA en utilisant fA|B. La fonction ρ
ainsi définie est un opérateur de clôture supérieure, c’est-à-dire qu’elle vérifie :
∀ d, d ≤ ρ(d)
∀ d, ρ(d) = ρ ◦ ρ(d)
∀ d1 ≤ d2, ρ(d1) ≤ ρ(d2)
En particulier, l’idempotence de ρ (c’est-à-dire que ρ ◦ ρ = ρ vient du fait à nouveau que
fB|A ◦ fA|B est l’identité sur RB.
La donnée d’une représentation et d’un opérateur de clôture supérieure est équivalente à la
donnée de l’approximation d’une représentationRA par une autreRB par le biais des fonctions
de transformation fA|B et fB|A. En effet, comme on vient de le définir, on définit ρ en fonction
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des fi|j . Réciproquement, on définit RB = {d ∈ RA | d = ρ(d)}, fB|A est l’identité sur RA
restreinte à RB, et fA|B est la fonction ρ.
Grâce à cette équivalence, on va pouvoir remplacer l’étude des approximations d’une re-
présentation par une autre par l’étude des représentations munies d’un opérateur de clôture
supérieure.
Pour étudier la logique associée à l’approximation de représentations, il faut de plus étendre
le langage. Pour cela, nous allons ajouter un opérateur , dont le rôle sera de personnifier le
processus d’approximation. Ainsi ϕ signifie que l’on est sûr que ϕ est vraie, même après ap-
plication de l’approximation. Nommons le L,Ψ. Comme c’était le cas pour les représentations,
nous allons définir une fonction d’interprétation de L,Ψ vers ℘↓(R). Pour la définir, nous al-
lons avoir besoin d’une fonction d’interprétation atomique ν comme précédemment, ainsi que
de l’opérateur de clôture supérieure ρ pour exprimer l’opérateur . On peut ainsi définir l’inter-
prétation de ϕ. Comme on l’a dit, [[ϕ]] correspond à l’ensemble des descriptions qui, même
après approximation, valident ϕ. Cela donne la définition suivante :
[[ϕ]]R,ρ,ν = {d | ρ(d) ∈ [[ϕ]]R,ρ,ν}
On retrouve la définition complète de [[·]]R,ρ,ν dans la table 5 en ajoutant les définitions pour les
autres opérateurs logiques.
∀ψ ∈ Ψ, [[ψ]]R,ρ,ν = ν(Ψ)
[[ϕ ∨ ψ]]R,ρ,ν = [[ϕ]]R,ρ,ν ∪ [[ψ]]R,ρ,ν
[[ϕ ∧ ψ]]R,ρ,ν = [[ϕ]]R,ρ,ν ∩ [[ψ]]R,ρ,ν
[[ϕ→ ψ]]R,ρ,ν = {d | ∀ d′ ≤ d, d′ ∈ [[ϕ]]R,ρ,ν ⇒ d′ ∈ [[ψ]]R,ρ,ν}
[[¬ϕ]]R,ρ,ν = {d | ∀ d′ ≤ d, d′ 6∈ [[ϕ]]R,ρ,ν}
[[⊥]]R,ρ,ν = ∅
[[ϕ]]R,ρ,ν = {d | ρ(d) ∈ [[ϕ]]R,ρ,ν}
Table 5 – Définition de [[·]]R,ρ,ν : L,Ψ → ℘↓(R)
Caractérisation de la logique
Comme précédemment, nous allons définir une notion de vérité, avec le symbole |=AR défini
ainsi : |=AR ϕ ⇔ ∀R, ρ, ν, [[ϕ]]R,ρ,ν = R. Si l’on ne tient pas compte de l’opérateur , on a
montré que la logique obtenue est exactement la logique intuitionniste. L’ajout de cet opérateur
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va nous obliger à ajouter quelques axiomes pour caractériser son comportement. Nous allons
montrer qu’il se comporte exactement comme un opérateur de modalité vérifiant S4+KV. On
rappelle les axiomes et règles correspondants dans la liste suivante :
(ϕ→ ψ)→ ϕ→ ψ K
ϕ→ ϕ T
ϕ→ ϕ 4
(ϕ ∨ ψ)→ ϕ ∨ψ KV
` ϕ
` ϕ Nec
On peut les relier précisement aux propriétés de la définition d’un opérateur de clôture supé-
rieure. Ainsi, la règle de nécessitation vient du fait que ρ est une fonction totale, et que l’image
réciproque de R est l’ensemble lui-même. L’axiome de Kripke K exprime la croissance de ρ.
L’axiomeT correspond à l’extensivité de ρ (i.e. d ≤ ρ(d)), puisque d ∈ [[ϕ]]⇒ ρ(d) ∈ [[ϕ]]⇒
d ∈ [[ϕ]]. L’axiome 4 correspond lui à l’idempotence de ρ. On a même, en l’utilisant conjointe-
ment à l’axiomeT,ϕ↔ ϕ qui est la conséquence au niveau de l’interprétation de l’égalité
[[ϕ]] = [[ϕ]]. Enfin, l’axiome KV vient de l’interprétation sous forme d’ensembles.
De façon plus précise, on a le théorème suivant :
Théorème 2
Toute proposition ϕ ∈ L,Ψ est prouvable pour la logique IS4+KV si et seulement si elle est
valide pour les approximations de représentations :
∀ϕ ∈ L,Ψ, `IS4+KV ϕ ⇔ |=AR ϕ
Preuve La preuve complète se trouve en annexe B.2. 
Ainsi, dans le cas de deux représentations, une situation particulière où l’une des représenta-
tions est l’approximation de l’autre donne un comportement logique très proche de IS4. Nous
allons maintenant nous tourner vers des cas où le nombre de représentations n’est pas limité. Il
n’y a alors pas forcément de représentation plus précise que toutes les autres, et nous verrons
alors qu’il faudra affaiblir cette logique pour rendre compte du comportement général d’un tel
système.
Chapitre 6
Plusieurs représentations
Dans le chapitre précédent, nous avons étudié le cas où deux représentations étaient pré-
sentes et reliées entre elles par le biais de fonctions transformant les descriptions. En particulier,
nous avons caractérisé le comportement logique d’un tel système dans le cas où l’une des repré-
sentations est l’approximation de l’autre.
Nous allons maintenant nous intéresser à une étude plus générale de cette catégorie de struc-
tures, composées de représentations reliées entre elles par des fonctions de transformation des
descriptions. Pour cela et de manière à rester le plus général, nous allons définir un système de re-
présentations d’une façon aussi simple que possible. Dans la version de base, la seule condition
imposée sur les fonctions de transformation est la croissance. Pour reprendre l’argument donné
au chapitre précédent, on justifie cela en présentant les fonctions de transformation comme sé-
lectionnant une partie des informations présentes dans la description de base, et en les traduisant
dans une autre représentation. Si maintenant nous avons deux descriptions comparables d1 ≤ d2,
les informations sélectionnées à partir de d2 seront aussi présentes après sélection à partir de
d1, donc après traduction vers la nouvelle représentation, les nouvelles descriptions obtenues
sont elles aussi comparables. Nous imposions de plus que les fonctions de traduction allant
d’une représentation vers elle-même soient l’identité, puisqu’avec l’interprétation que l’on en a
donné, toutes les informations présentes dans une description peuvent subsister, puisqu’il n’y a
pas de perte liée à la traduction. Ces considérations sur les fonctions de transformation ne s’ap-
pliquaient qu’au cas où il n’y avait que deux représentations, et nous allons maintenant nous
en inspirer pour définir une structure similaire dans le cas où il y a un ensemble quelconque de
représentations :
Definition 2
Un système de représentations est un triplet
〈I, {Ri | i ∈ I} ,{fi|j ∣∣ i, j ∈ I}〉, où I est un
ensemble d’indices, pour chaque indice i ∈ I, Ri est une représentation et les fonctions{
fi|j : Rj → Ri
}
définies entre chaque paire de représentations sont croissantes, avec en parti-
culier ∀ i ∈ I, fi|i = idi.
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À partir de cette définition, nous allons étudier divers raffinements possibles, et exprimer
de façon logique les modifications qui en découlent dans le comportement de ces structures.
Mais pour cela, nous allons tout d’abord adapter le langage logique à l’existence de multiples
représentations, c’est-à-dire de plusieurs façons d’observer et d’acquérir des informations.
Modification des notations
Dans le cadre de l’approximation d’une représentation par une autre, on avait étendu le lan-
gage en ajoutant un opérateur  symbolisant le processus d’approximation. Ainsi, on avait une
représentation de base, ainsi qu’une autre, moins précise, et l’on utilisait cet opérateur  pour
parler de l’information accessible depuis cette représentation moins précise. Le point important
à remarquer ici est que l’opérateur  est associé à une représentation. C’est cette idée que nous
allons développer dans le cadre général. Ainsi, nous allons définir le langage LI,Ψ pour étudier
de façon logique les systèmes de représentation avec un ensemble I indexant les représentations.
Ce langage est obtenu à partir de LΨ par l’ajout d’un ensemble d’opérateurs unaires {Ki}i∈I ,
chacun de ces opérateurs Ki jouant vis-à-vis de la représentation correspondante Ri le même
rôle que  vis-à-vis de la représentation approximante. Ils permettent donc d’exprimer la pré-
sence d’information accessible depuis un point de vue donné : Ki ϕ indique que la propriété ϕ
peut être vérifiée depuis le point de vue associé à la représentation Ri.
On retrouve avec cette construction une interprétation des opérateurs de modalité similaire
à celle de la logique épistémique. Dans le cadre de cette logique, on a un ensemble d’agents et
les opérateurs de modalité Ki correspondent à la connaissance de l’agent correspondant. Ainsi,
Ki ϕ signifie alors que l’agent Ai “sait” que ϕ est vraie.
6.1 Cas sans composition
Nous allons tout d’abord nous intéresser à la version brute de la définition d’un système de
représentations que l’on vient de donner. Pour cette version, il n’y a aucune relation a priori
entre les différentes fonctions de transformation. Nous allons cependant voir que l’interpréta-
tion des formules de LI,Ψ vers un système de représentations va permettre d’identifier certains
comportements des opérateurs Ki. Mais du fait que l’on ne peux pas relier des descriptions
appartenant à des représentations différentes, il en résulte que ces comportements ne vont pas
concerner les Ki pour des indices différents.
Cela implique que si l’on veut interpréter les formules de notre langage en termes de descrip-
tions, il faut donner une interprétation pour chaque représentation. En reprenant la construction
déjà utilisée dans les chapitres précédents, nous allons donc définir un ensemble de fonctions
d’interprétation [[·]]i : LI,Ψ → ℘↓(Ri). Pour chacune de ces fonctions, il faut de plus se donner
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une fonction d’interprétation atomique νi : Ψ→ ℘↓(Ri). Cela nous permet de définir l’interpré-
tation des formules de LΨ vers les idéaux d’un système de représentations. Cependant, comme
on a étendu le langage en ajoutant les opérateurs de modalité pour obtenir LI,Ψ, il nous faut
maintenant définir l’interprétation d’une formule du type Ki ϕ. Pour cela, intéressons-nous à
l’interprétation d’une formule de ce type. Aussi, soit d ∈ [[Ki ϕ]]j . Il s’agit d’une description
de Rj dont on sait que transformée en description de Ri, elle valide ϕ. On peut donc en dé-
duire que [[Ki ϕ]]j est exactement l’ensemble des descriptions de Rj qui, transformées vers Ri
par fi|j , se trouvent dans [[ϕ]]i. On en déduit la définition générale de l’interprétation de LI,Ψ
vers un système de représentations S = 〈I, {Ri} ,{fi|j}〉 suivant un ensemble de fonctions
d’interprétation atomique ν = {νi}, qui est donnée dans la table 6.
∀ψ ∈ Ψ, [[ψ]]S,ν,j = νj(Ψ)
[[ϕ ∨ ψ]]S,ν,j = [[ϕ]]S,ν,j ∪ [[ψ]]S,ν,j
[[ϕ ∧ ψ]]S,ν,j = [[ϕ]]S,ν,j ∩ [[ψ]]S,ν,j
[[ϕ→ ψ]]S,ν,j = {d | ∀ d′ ≤j d, d′ ∈ [[ϕ]]S,ν,j ⇒ d′ ∈ [[ψ]]S,ν,j}
[[¬ϕ]]S,ν,j = {d | ∀ d′ ≤j d, d′ 6∈ [[ϕ]]S,ν,j}
[[⊥]]S,ν,j = ∅
[[Ki ϕ]]S,ν,j =
{
d
∣∣ fi|j(d) ∈ [[ϕ]]S,ν,i}
Table 6 – Définition de
{
[[·]]S,ν,i : LI,Ψ → ℘↓(Ri)
}
i∈I
6.1.1 Caractérisation de l’interprétation
Cette interprétation va nous permettre de trouver quelques indications sur le comportement
des opérateursKi. Tout d’abord, comme l’indépendance des différentes représentations le laisse
présager, nous pouvons penser qu’il n’y a pas d’axiomes utilisant explicitement plusieursKi dif-
férents servant à modéliser leur comportement. Nous verrons par la suite que cette intuition est
juste. Intéressons-nous donc aux axiomes standards de la logique modale, puisqu’il ne mettent
pas en jeu plusieurs modalités différentes.
Tout d’abord, l’axiome K est bien vérifié, puisque partant de (ϕ → ψ) ∧ ϕ → ψ, on
a pour une description d ∈ Rj , si d ∈ [[Ki (ϕ→ ψ) ∧Ki ϕ]]j , cela implique sur fi|j(d) ∈
[[(ϕ→ ψ) ∧ ϕ]]i, ce qui implique que fi|j(d) ∈ [[ψ]]i, soit de façon équivalente d ∈ [[Ki ψ]]j . Cet
axiome est très important, puisqu’il exprime le fait que l’on peut faire des déductions localement,
c’est-à-dire que l’ensemble des informations que l’on a à partir d’un point de vue donné est clos
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par déduction. La règle de nécessité Nec est elle aussi vérifiée, puisque [[ϕ]]i = Ri implique
que [[Ki ϕ]]j = Rj . Enfin, l’axiome KV : Ki (ϕ ∨ ψ)→ Ki ϕ ∨Ki ψ est aussi vérifié, puisque
l’on a fi|j(x) ∈ A ∪B ⇔ (fi|j(x) ∈ A ou fi|j(x) ∈ B).
Ces trois axiomes et règles viennent du fait que l’on a défini l’interprétation d’une formule
comme un ensemble de descriptions et ne sont que les conséquences de propriétés ensemblistes.
Nous allons maintenant nous pencher sur les deux familles principales d’axiomes de moda-
lité, qui sont D et T d’une part, et 4 et 5 d’autre part, qui ne dépendent eux que de la façon
dont sont reliées ensembles les différentes descriptions. Pour cela, et afin d’alléger l’interpré-
tation des différents axiomes, nous allons introduire un ensemble d’agents {Ai}, chaque agent
correspondant à un point d’observation. Ainsi, dans la suite, la phrase “l’agent Ai sait que ϕ est
vraie” signifiera que l’on considère une description de Ri validant ϕ (i.e. une description d telle
que d ∈ [[ϕ]]i).
Les axiomes D et T
Étudions maintenant le couple d’axiomes D et T. On rappelle que le premier D : Ki ϕ →
¬Ki ¬ϕ exprime le fait que la connaissance obtenue depuis un point de vue donné est consis-
tante. En effet, avec K, il est équivalent à ¬Ki⊥. Sous cette forme, il est facile de montrer qu’il
est vérifié, puisque [[Ki⊥]]j =
{
d
∣∣ fi|j(d) ∈ ∅} = ∅.
Le second (T : Ki ϕ → ϕ) est plus puissant, puisqu’il permet d’affirmer des choses sur le
système lui-même, et non plus sur les observations que l’on peut en faire. Or, cela revient à faire
des généralisations inconsidérées.
La raison majeure pour laquelle l’axiomeT n’est pas vérifié est qu’il n’existe pas de contraintes
sur les différentes interprétations d’une même proposition atomique. Ainsi, soit ψ ∈ Ψ et défi-
nissons ν1(ψ) = R1 et ν2(ψ) = ∅. Un calcul simple montre que :
[[K1 ψ → ψ]]2 =
{
d
∣∣ ∀ d′ ≤ d, f1|2(d′) ∈ [[ψ]]1 ⇒ d′ ∈ [[ψ]]2}
=
{
d
∣∣ ∀ d′ ≤ d, f1|2(d′) ∈ R1 ⇒ d′ ∈ ∅}
= ∅
Mais si l’axiome T n’est pas vérifié, on peut constater qu’une version plus faible l’est. En
effet, considérons l’axiome suivant, que nous appellerons T1 :
T1 : KiKi ϕ→ Ki ϕ
Il exprime le fait que si un agent sait qu’il sait qu’une proposition ϕ est vraie, alors il sait qu’elle
est vraie. Cet axiome exprime précisément le fait que ∀ i, fi|i = idi. Or, si cette condition a
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été imposée dans la définition des systèmes de représentations, elle apparaît comme naturelle,
et l’axiome T1 apparaît lui aussi comme naturel. En particulier, si l’on reprend l’idée de la
présence d’agents aux différents points d’observations, comme on n’impose pas de restrictions à
l’“intelligence” de celui-ci (que ce soit sa puissance déductive ou sa capacité de représentation),
on ne peut pas faire a priori de distinction entre ce que sait un agent et ce qu’il sait qu’il sait.
L’axiome T1 en est une facette, l’axiome 4 que l’on va voir maintenant en est une autre.
Les axiomes 4 et 5
On se retrouve avec ces axiomes dans une situation similaire aux axiomes précédents. Le
premier est en effet vérifié alors que le second est délicat et non vérifié dans le cas général.
L’axiome 4 : Ki ϕ → KiKi ϕ, tout d’abord, est souvent appelé axiome d’introspection
positive. Il signifie qu’un agent sait les informations qu’il sait, il peut prouver qu’il peut prouver
un fait. Combiné à l’axiome T1, cela donne Ki ϕ ↔ KiKi ϕ, qui est exactement l’expression
du fait que fi|i est l’identité de Ri, ce qui revient aux égalités ∀ϕ, [[ϕ]]i = [[Ki ϕ]]i.
L’axiome 5 : ¬Ki ϕ → Ki ¬Ki ϕ, est appelé axiome d’introspection négative. Il signi-
fie qu’un agent peut prouver qu’il ne peut pas prouver une proposition donnée. Il s’agit aussi,
comme T, d’un axiome trop fort. Dans le chapitre précédent, on a vu qu’il n’était même pas
vérifié dans le cas de l’approximation d’une représentation par une autre, cas pourtant très res-
trictif puisque l’on pouvait alors considérer que la représentation la plus précise correspondait
à une description complète de la réalité, ou en tout cas suffisamment complète (ce qui fait que
l’axiome T était lui vérifié). Dans le cas général, la situation n’est pas meilleure.
Exemple
En reprenant l’exemple utilisé lors de l’étude de l’axiome T, on peut s’intéresser à l’inter-
prétation [[¬K2 ϕ→ K2 ¬K2 ϕ]]1. Pour cette interprétation, on a [[¬K2 ϕ]]2 = [[¬ϕ]]2 = ∅
ce qui entraine [[K2 ¬K2 ϕ]]1 = ∅. Cependant, dans la représentation R1, on a [[K2 ϕ]]1 =
[[ϕ]]1, ce qui entraîne que [[¬K2 ϕ]]1 6= ∅. Ainsi, la proposition :
¬K2 ϕ→ K2 ¬K2 ϕ
n’est pas valide.
Cet axiome n’est donc pas vérifié par les systèmes de représentations tels que nous venons de
les définir. En fait, nous pensons que quelque soit l’extension de la définition que l’on peut
considérer, cet axiome ne sera jamais vérifié. Cela vient de l’idée de baser la connaissance sur
l’observation. Nous développerons ce point plus précisement dans la troisième partie.
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Axiomes de localisation
Comme on l’a vu, l’étude du comportement des opérateurs Ki et de leur interprétation en-
traînent la vérification des axiomes 4 etT1, du fait que l’on a [[ϕ]]i = [[Ki ϕ]]i. Les répercussions
de cette égalité sur la logique sont en fait plus fortes, puisque l’on a alors [[ϕ↔ Ki ϕ]]i = Ri, et
donc :
∀ϕ, ∀ i, j, [[Ki (ϕ↔ Ki ϕ)]]j = Rj
Ainsi, un axiome plus puissant que Ki ϕ↔ KiKi ϕ est vérifié, que l’on peut écrire de la façon
suivante :
L : Ki (Ki ϕ↔ ϕ)
que l’on peut décomposer en les deux axiomes suivants :
LT : Ki (Ki ϕ→ ϕ) L4 : Ki (ϕ→ Ki ϕ)
Nous avons intitulé cet axiome L comme localisation, puisqu’avec l’interprétation telle qu’on
l’a définie, un observateur a des informations sur le point de vue qu’il utilise et ces informations
sont présentes de façon interne à la logique.
Règle d’universalité
Pour clore ce survol d’axiomes vérifiés par l’interprétation [[·]], nous allons présenter un der-
nier élément, qui est une règle et non un axiome, et qui est aussi vérifié par cette interprétation.
D’après sa définition, on a en effet : [[ϕ]]i = Ri qui implique ∀ j, [[Ki ϕ]]j = Rj . On peut même
obtenir une équivalence en quantifiant universellement :
(∀ i, [[ϕ]]i = Ri)⇔ (∀ i, j, [[Ki ϕ]]j = Rj)
On peut s’en inspirer pour définir ce que nous nommons la règle d’universalité, qui spécifie
qu’une proposition est vraie si elle est vue comme vraie de partout. Plus formellement, on a :
Univ : (∀ i, ` Ki ϕ)⇒ ` ϕ
On vérifie sans peine que cette règle est vérifiée par [[·]], d’après sa définition.
Cette règle permet de caractériser certaines relations existant entre les propriétés vérifiées
par le système (de la forme ` ψ), et les propriétés considérées comme étant vérifiée par un
observateur (de la forme ` Ki ψ). Ainsi, si I est fini, cette propriété est équivalente à :
`
(∧
i∈I
Ki ϕ
)
→ ϕ
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En effet, on a par LT ∀ i, ` Ki (Ki ϕ → ϕ) ce qui entraîne ∀ i, ` Ki
(∧
jKj ϕ→ ϕ
)
dont
on déduit la proposition précédente en appliquant Univ. Réciproquement, si l’on a ∀ i, ` Ki ϕ,
alors on en déduit ` ∧iKi ϕ, et donc ` ϕ avec ` (∧iKi ϕ)→ ϕ.
De façon duale, on a ∀ i, ` Ki (ϕ → Ki ϕ) dont on déduit ∀ i, ` Ki (ϕ →
∨
jKj ϕ)
puis ` ϕ → ∨jKj ϕ en appliquant Univ à nouveau. On voit donc que pour si une propriété
est vérifiée par le système, alors au moins un des points d’observation permet de s’assurer
qu’elle est vraie. Cette dernière propriété illustre bien la différence qui existe entre une propriété
vérifiée par le système de façon globale (donc telle que ` ϕ) et une propriété vérifiée de façon
dynamique (donc intervenant dans une expression de la forme ` ϕ→ . . .). Dans le premier cas,
la règle de nécessitation nous dit que si on a ` ϕ, donc si ϕ est vérifiée de façon globale, ou
encore structurelle par le système, alors ce fait est accessible par tous les points d’observation.
À l’inverse, si ϕ est vérifiée à un moment par le système, alors on peut seulement affirmer
que ce fait est accessible par au moins l’un des points d’observation, ce qui est traduit par
` ϕ → ∨iKi ϕ. De plus, ce dernier cas n’est vrai que si I est fini, alors que la règle de
nécessitation s’applique même si l’ensemble des indices est infini.
Nous verrons d’ailleurs dans le chapitre suivant que si I est infini, on peut supprimer la
règle d’universalité sans appauvrir la logique.
6.1.2 Caractérisation de la logique
Nous venons de voir qu’avec une interprétation vers un système de représentation, la lo-
gique intuitionniste (puisque l’on est toujours basé sur une interprétation sous forme d’idéaux
d’un poset), ainsi que les axiomes K, D, L, KV et les règles Nec et Univ sont vérifiés. Ap-
pelons la logique correspondante OL− comme logique observationnelle (observationnal logic),
l’exposant − indiquant que nous ajouterons un axiome dans la section suivante pour obtenir
ce que nous considérons être une bonne définition de ce que peut être une logique de l’obser-
vation. Nous allons maintenant caractériser complètement la logique associée aux systèmes de
représentations. Pour cela, nous définissons |=S par |=S ϕ ⇔ ∀S, ν, i, [[ϕ]]S,ν,i = Ri avec les
notations usuelles.
Nous pouvons alors énoncer le théorème caractérisant précisément ce comportement.
Théorème 3
Toute proposition ϕ ∈ LI,Ψ est prouvable pour la logiqueOL− si et seulement si elle est valide
pour les systèmes de représentations :
∀ϕ ∈ LI,Ψ, `OL− ϕ ⇔ |=S ϕ
Preuve La preuve complète se trouve en annexe B.3. 
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Dans cette première version du système de représentation, il n’y avait pas de contraintes ex-
primant des relations entre les fonctions de transformation des descriptions. Nous allons main-
tenant étudier comment l’ajout de quelques contraintes va modifier la logique correspondante.
6.2 Cas avec composition
Pour étudier comment renforcer la définition d’un système de représentations en ajoutant
des relations entre les fonctions de transformation, revenons sur leur rôle. Comme nous l’avons
défini, on peut considérer que la transformée fi|j(d) d’une description d ∈ Rj contient moins
d’informations que la description de départ. En effet, il est possible qu’une part des informations
de d ne soit pas exprimable dans la nouvelle représentation Ri. Mais puisque ces deux descrip-
tions n’appartiennent pas à la même représentation, il est difficile de les comparer directement
pour exprimer le fait que l’une est plus ou moins précise que l’autre.
Nous allons donc définir une condition traduisant le fait que d est plus précise que fi|j(d)
en utilisant une troisième représentation Rk et en transformant ces deux descriptions dans cette
dernière. Il est alors possible de les comparer, et l’on veut alors écrire :
fk|j(d) ≤ fk|i(fi|j(d))
On obtient donc la règle de composition que l’on veut imposer aux systèmes de représenta-
tions pour exprimer le fait que le processus de traduction d’une représentation vers une autre
entraîne une perte d’informations. En écrivant cette inégalité de façon générale, on a donc :
∀ i, j, k ∈ I, ∀ d ∈ Ri, fk|i(d) ≤k fk|j ◦ fj|i(d) (6.1)
Un cas particulier de celle-ci survient lorsque k = i, cela donne d ≤i fi|j ◦ fj|i(d), ce qui
est naturel puisque comme on l’a vu, l’application d’une fonction de transformation perd de
l’information et rend une description moins précise. Cependant, on pourrait s’attendre à voir
vérifiée l’égalité :
fi|j ◦ fj|i ◦ fi|j ◦ fj|i(d) = fi|j ◦ fj|i(d)
R1 R2
2
4
1
3
5
En effet, la description obtenue pourrait correspondre intuitivement à
la description dont les informations sont celles fournies par d qui peuvent
être exprimées à la fois dans Ri et Rj . Ce n’est pas le cas, puisque cette
interprétation est erronée. En effet, l’ensemble des informations de d
exprimables dans Rj ne correspond pas forcément à une description de
Ri, aussi lorsque l’on retransforme vers Ri, on ne garde une fois de plus
qu’une partie des informations présentes dans fj|i(d).
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Exemple
On se donne deux représentations, R1 (resp. R2) correspondant à
l’ensemble des nombres impairs (resp. pairs), ordonnés par l’ordre
usuel sur les entiers. Intuitivement, une description d d’une des
deux représentations correspond à la minoration d’un nombre x
donné. Ainsi, la description 1 ∈ R1 peut s’interpréter comme l’assertion x ≥ 1. Mainte-
nant, si l’on sait que x ≥ d1 pour d1 ∈ R1 (c’est-à-dire que d1 correspond à un nombre
impair), la meilleure borne inférieure paire que l’on peut en donner est d2 = d1 − 1 (en
identifiant une description et le nombre entier associé). Ainsi, les deux fonctions f1|2 et
f2|1 sont les restrictions de la fonction précédesseurs aux nombres pairs et impairs. En
particulier, f1|2 ◦ f2|1(d) = d− 2 < d.
Cette inégalité permet de relier entre elles les différentes représentations de façon simple, et
exprime des relations fortes entre les fonctions de transformation (comme le montre l’inégalite
d ≤ fi|j ◦ fj|i(d)). Elle impose en fait une condition très forte sur les différents points de vue,
qui est qu’ils correspondent tous maintenant à l’observation de la même instance du système, et
surtout que de l’information est conservée lorsque l’on fait passer une description d’une repré-
sentation à une autre par le biais d’un fi|j : d ≤ fi|j ◦ fj|i(d) exprime que la connaissance qu’a
l’agent Ai des informations de Aj peut être utilisée pour ses observations. Cela va impliquer
pour la suite que la logique correspondant aux systèmes de représentations dont les fi|j véri-
fient les inégalités précédentes sera la logique OL− à laquelle on ajoute un axiome concernant
plusieurs opérateurs de modalité Ki.
6.2.1 Renforcement de la logique
Nous allons donc étudier concrètement quel axiome va être ajouté. Pour cela, nous allons
tout d’abord donner une nouvelle définition :
Definition 3
Un système compositionnel de représentations est un triplet
〈I, {Ri} ,{fi|j}〉, où I est un
ensemble d’indices, pour chaque indice i ∈ I, Ri est une représentation et les fonctions{
fi|j : Rj → Ri
}
définies entre chaque paire de représentations sont croissantes, avec en parti-
culier ∀ i ∈ I, fi|i = idi. On impose de plus qu’elles vérifient :
∀ i, j, k ∈ I, ∀ d ∈ Ri, fk|i(d) ≤k fk|j ◦ fj|i(d)
On définit le symbole |=SC pour exprimer la validation par des systèmes compositionnels
de représentations. Il correspond à la même fonction d’interprétation que celle définie pour les
systèmes de représentations, mais en se limitant aux seuls systèmes compositionnels.
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La structure de l’inégalité que l’on impose aux fonctions de transformations constitue une
indication pour trouver la forme de l’axiome que l’on va ajouter à la logiqueOL−. En effet, elle
signifie que pour toute interprétation [[ϕ]]k ⊆ ℘↓(Rk), pour toute description d ∈ Ri, on a :
fk|j ◦ fj|i(d) ∈ [[ϕ]]k ⇒ fk|i(d) ∈ [[ϕ]]k
Cette implication correspond à la proposition KjKk ϕ → Kk ϕ. Nommons T2 cet axiome.
Il s’agit d’un axiome plus fort que T1, mais plus faible que T. Il s’agit en fait d’une restriction
de ce dernier, restriction portant sur la forme des assertions que l’on peut faire sur le système et
qui oblige à toujours garder au moins un opérateur Ki dans les affirmations que l’on peut faire
sur l’état du système.
Le théorème suivant montre que l’on obtient effectivement la logique associée aux systèmes
compositionnels en ajoutant T2 à OL−, pour obtenir la logique OL. On rappelle qu’elle est la
logique obtenue en ajoutant à la logique intuitionniste les règles de nécessitation et d’universa-
lité, ainsi que les axiomes K, D, L, T2 et KV. Ces axiomes et règles sont rappelés dans le
table 7.
Ki (ϕ→ ψ)→ Ki ϕ→ Ki ψ K
Ki ϕ→ ¬Ki ¬ϕ D
KiKj ϕ→ Kj ϕ T2
Ki (ϕ↔ Ki ϕ) L
Ki (ϕ ∨ ψ)→ Ki ϕ ∨Ki ψ KV
` ϕ
` Ki ϕ Nec
∀ i, ` Ki ϕ
` ϕ Univ
Table 7 – Axiomes et règles de la logique OL
Théorème 4
Toute proposition ϕ ∈ LI,Ψ est prouvable pour la logique OL si et seulement si elle est valide
pour les systèmes compositionnels :
∀ϕ ∈ LI,Ψ, `OL ϕ ⇔ |=SC ϕ
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Preuve La preuve complète se trouve en annexe B.4. 
La structure de système compositionnel semble être une bonne candidate comme forma-
lisme de représentation des observations d’un système. Elle est basée sur des représentations
qui sont des structures algébriques très générales, et les conditions que l’on impose sur les re-
lations entre différentes représentations sont aussi peu restrictives que possible. Dans la suite,
nous omettrons le terme “compositionnel”, et tous les systèmes de représentation que nous ren-
contrerons seront compositionnels, à moins que le contraire ne soit précisé.
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Chapitre 7
Quelques variations logiques autour de
OL
Nous allons dans ce chapitre nous attarder sur la logique de l’observation OL que l’on vient
d’identifier. Tout d’abord, nous allons présenter une version en calcul des séquents à la Gentzen.
Ensuite, nous nous intéresserons à quelques propriétés vérifiées par OL mettant en lumière
diverses manipulations que l’on peut faire sur l’ensemble des indices I, avec en particulier un
résultat exprimant le fait que pour prouver une proposition donnée, on peut se restreindre à un
ensemble fini d’indices, ce qui entrainera certains résultats pour le cas où I est infini.
7.1 Formulation en calcul des séquents
La formulation de la logique sous forme de calcul des séquents [29] permet d’appréhender
plus facilement les aspects déduction et prouvabilité. Ainsi, nous utiliserons cette formulation
pour exprimer certains résultats sur l’utilisation des coupures et de la règle d’universalité dans
le processus de preuve.
Dans un premier temps, nous allons cependant nous restreindre au cas où l’ensemble des
indices I est fini. En effet, la règle d’universalité peut poser des problèmes à cause de la pré-
sence d’une possible infinité de prémisses (puisque sa définition est la possibilité d’inférer ` ϕ
des prémisses ∀ i, ` Ki ϕ). Nous verrons plus loin qu’il est possible d’utiliser la formulation
en système des séquents même dans le cas d’un ensemble I infini, mais commençons donc par
nous restreindre au cas fini.
7.1.1 Localisation des propositions
Avant de définir les règles composant le calcul des séquents, nous allons introduire une
notation qui permettra une gestion des indices de localisation intervenant dans les termes que
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nous auront à manipuler. Ainsi, les propositions qui interviendront dans les séquents seront
écrites sous la forme [ϕ]Λ où Λ est une suite finie d’indices. Intuitivement, un terme de la forme
[ϕ]i1,...,in correspond au terme Kin . . . Ki1 ϕ.
Pour cela, définissons tout d’abord l’ensemble I? des mots de I, soit plus précisement
l’ensemble des suites finies à valeurs dans I. Nous identifierons en particulier le mot vide qui
sera noté ε, et l’opération de concatenation sera elle notée ◦. Nous allons cependant apporter
une petite modification, qui est une conséquence de l’équivalence KiKi ϕ ↔ Ki ϕ. Aussi,
nous nous restreindrons aux mots n’ayant pas deux fois la même lettre consécutivement, ce qui
revient à quotienter l’ensemble des mots par la relation d’équivalence définie par Λ1◦i◦i◦Λ2 '
Λ1 ◦ i ◦Λ2. Pour l’opération de concaténation, on considère donc que i ◦ (i ◦Λ) est égal à i ◦Λ.
Nous continuerons néanmoins à noter cet ensemble simplement I?.
Nous allons de plus définir deux ordres partiels sur I?. Tout d’abord, l’ordre ≤ correspond
au cas où un mot est obtenue à partir d’un autre en enlevant un nombre arbitraire de lettres.
Ainsi, si l’on note e = e(1) ◦ e(2) ◦ . . . ◦ e(n) (avec eventuellement n = 0), on pose :
e ≤ f ⇔ ∃{ωi ∈ I?}0≤i≤n : f = ω0 ◦ e(1) ◦ ω1 . . . ◦ e(n) ◦ ωn
De façon équivalente, e ≤ f si et seulement si il existe une fonction pos strictement croissante
sur les indices, telle que ∀ i ∈ {1, . . . , n}, , e(i) = f(pos(i)).
Nous aurons de plus besoin d’un second ordre partiel, noté lui ≤? qui est une restriction au
cas où les deux mots commencent par la même lettre s’il ne sont pas vide. Ainsi, on pose :
e ≤? f ⇔
{
e = f = ε ou
∃ i ∈ I, e′, f ′ ∈ I? : e = i ◦ e′ et f = i ◦ f ′ et e ≤ f
On peut remarquer que cet ordre retranscrit la façon dont les opérateurs modaux peut se compo-
ser à la lumière de l’axiome T2. En effet, si Λ′ ≤? Λ, on a `OL KΛ ϕ→ KΛ′ ϕ où l’on a défini
la notation KΛ par Ki◦Λ ϕ = KiKΛ ϕ et Kε ϕ = ϕ.
7.1.2 Règles à la “Gentzen” pour OL
Les régles sont données dans la table 8 p.77. Elles peuvent se diviser en trois parties. Les
règles Axiom et ⊥ d’une part qui permettent l’introduction des éléments de base. Viennent
ensuite les règles structurelles (Weak, Contract, Cut, Loc et Univ) qui ne modifient pas les
propositions apparaissant dans les séquents, et enfin les règles logiques qui précisent la façon
dont on peut introduire les différents connecteurs logiques (∧, ∨, → et K).
Nous allons tout d’abord montrer que ce système de séquent permet bien d’obtenir la logique
OL, en commençant par le résultat de complétude :
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Λ′ ≤? Λ
Axiom
[ϕ]Λ ` [ϕ]Λ′
Λ′ ≤ Λ ⊥
[⊥]Λ ` [ϕ]Λ′
Γ ` [ψ]Λ
Weak
Γ, [ϕ]Λ ` [ψ]Λ
Γ, [ϕ]Λ , [ϕ]Λ ` ψ
Contract
Γ, [ϕ]Λ ` ψ
∀ i, Γ◦i ` [ϕ]Λ◦i
Univ
Γ ` [ϕ]Λ
Γ ` [ϕ]Λ ∆, [ϕ]Λ′ ` ψ Λ′ ≤? Λ
Cut
Γ,∆ ` ψ
Γ, [ϕ]Λ′ ` ψ Λ′ ≤? Λ
Loc
Γ, [ϕ]Λ ` ψ
Γ, [ϕ]Λ ` ϑ Γ, [ψ]Λ ` ϑ ∨L
Γ, [ϕ ∨ ψ]Λ ` ϑ
Γ ` [ϕ]Λ ∨R1
Γ ` [ϕ ∨ ψ]Λ
Γ ` [ψ]Λ ∨R1
Γ ` [ϕ ∨ ψ]Λ
Γ, [ϕ]Λ ` ϑ ∧L1
Γ, [ϕ ∧ ψ]Λ ` ϑ
Γ, [ϕ]Λ ` ϑ ∧L1
Γ, [ϕ ∧ ψ]Λ ` ϑ
Γ ` [ϕ]Λ Γ ` [ψ]Λ ∧R
Γ ` [ϕ ∧ ψ]Λ
Γ ` [ϕ]Λ Γ, [ψ]Λ ` ϑ → L
Γ, [ϕ→ ψ]Λ ` ϑ
Γ, [ϕ]Λ ` [ψ]Λ → R
Γ ` [ϕ→ ψ]Λ
Γ, [ϕ]i◦Λ ` [ψ]Λ′ Λ′ ≤ Λ
KL
Γ, [Ki ϕ]Λ ` [ψ]Λ′
Γ ` [ϕ]i◦Λ
KR
Γ ` [Ki ϕ]Λ
Table 8 – Formulation en calcul des séquents de OL
Proposition 1
Pour toute proposition ϕ ∈ LI,Ψ, on a :
`OL ϕ ⇒ ∅ ` [ϕ]ε
Preuve Cela vient du fait que les différents axiomes de OL sont prouvables dans ce calcul
des séquents avec la localisation ε, et que la règle d’universalité peut aussi être exprimée dans
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ce système. Pour les axiomes, nous en donnons les dérivations :
K :
Axiom
[ϕ]i ` [ϕ]i
Axiom
[ψ]i ` [ψ]i
Weak
[ϕ]i , [ψ]i ` [ψ]i →L
[ϕ→ ψ]i , [ϕ]i ` [ψ]i
KR,KL
[Ki (ϕ→ ψ)]ε , [Ki ϕ]ε ` [Ki ψ]ε →R` [Ki (ϕ→ ψ)→ Ki ϕ→ Ki ψ]ε
D :
⊥
[⊥]i ` [⊥]ε
KL
[Ki⊥]ε ` [⊥]ε →R` [Ki⊥ → ⊥]ε
T2 :
Axiom
[ϕ]i◦j ` [ϕ]i
KL
[KjKi ϕ]ε ` [Ki ϕ]ε →R` [KjKi ϕ→ Ki ϕ]ε
LT :
Axiom
[ϕ]i◦i ` [ϕ]i
KL
[Ki ϕ]i ` [ϕ]i →R` [Ki ϕ→ ϕ]i
KR` [Ki (Ki ϕ→ ϕ)]ε
L4 :
Axiom
[ϕ]i ` [ϕ]i◦i
KL
[ϕ]i ` [Ki ϕ]i →R` [ϕ→ Ki ϕ]i
KR` [Ki (ϕ→ Ki ϕ)]ε
Pour ces deux dérivations, on a fait apparaître explicitement des localisations de la forme
i ◦ i qui sont en fait équivalentes à i, afin uniquement de rendre l’enchaînement des règles plus
clair.
KV :
Axiom
[ϕ]i ` [ϕ]i
KR
[ϕ]i ` [Ki ϕ]ε ∨R1
[ϕ]i ` [Ki ϕ ∨Ki ψ]ε
Axiom
[ψ]i ` [ψ]i
KR
[ψ]i ` [Ki ψ]ε ∨R2
[ψ]i ` [Ki ϕ ∨Ki ψ]ε ∨L
[ϕ ∨ ψ]i ` [Ki ϕ ∨Ki ψ]ε
KL
[Ki (ϕ ∨ ψ)]ε ` [Ki ϕ ∨Ki ψ]ε →R` [Ki (ϕ ∨ ψ)→ Ki ϕ ∨Ki ψ]ε
Pour le cas de la règle Univ, nous allons anticiper sur la suite en utilisant la propriété 10 p.83,
qui découle de la possibilité d’éliminer les coupures et permet de déduire une preuve de ` [ϕ]i
à partir d’une preuve de ` [Ki ϕ]ε. En effet, si l’on utilise la règle d’universalité pour déduire
`OL ϕ de ∀ i, `OL Ki ϕ, on en déduit par récurrence que pour tout i, le séquent ∅ ` [Ki ϕ]ε.
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Alors, d’après la proposition 10, on en déduit une preuve Πi de ` [ϕ]i, et on construit :
∀ i,
Πi
` [ϕ]i
Univ` [ϕ]ε

Nous venons de monter que le système des séquents que nous venons de présenter est com-
plet pour la logiqueOL. Nous allons maintenant nous pencher sur le résultat de correction. Pour
cela, nous allons introduire deux notations pratiques, avant de présenter le résultat proprement
dit.
Definition 4
Étant donné un mot Λ ∈ I? et une proposition ϕ ∈ LI,Ψ, on définit KΛ ϕ par récurrence par :
Ki◦Λ ϕ = KΛKi ϕ Kε ϕ = ϕ
De même, étant donné un système de représentationsR, on définit fΛ|j de façon récursive par :
fΛ◦i|j = fΛ|i ◦ fi|j fε|j = idj
Cette dernière définition permet d’avoir la propriété suivante, qui relie l’ordre ≤? avec les fonc-
tions de transformation d’un système compositionnel de représentations :
Proposition 2
Pour tout système de représentationsR, pour i ∈ I et Λ′,Λ ∈ I? tels que Λ′ ≤? Λ, on a :
fΛ′|i ≤ fΛ|i
Preuve C’est un conséquence directe de la définition de l’ordre ≤? et de la règle de composi-
tion 6.1 p.70. 
Ces notations vont nous permettre d’exprimer le résultat de correction :
Proposition 3
Etant donné un séquent Γ ` [ϕ]Λ prouvable à l’aide des règles définies ci-dessus, un système de
représentationsR et une interprétation atomique ν, on a :
∀ i,
∧
j
{[[γj]Λj ]}i ⊆ {[[ϕ]Λ]}i
où Γ = [γ1]Λ1 , . . . , [γn]Λn et où l’on utilise la notation ∀ϕ,Λ, i, {[[ϕ]Λ]}i = {[KΛ ϕ]}i.
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Preuve On prouve ce résultat par induction sur la hauteur de la preuve. Les cas de bases
sont constitués par les règles Axiom et ⊥. Pour la première règle, si l’on a [ϕ]Λ ` [ϕ]Λ′ avec
Λ′ ≤? Λ, le résultat découle de la proposition 2 précédente. Pour la règle ⊥, cela vient du fait
que {[[⊥]Λ]}i = ∅.
Nous allons nous intéresser aux autres règles. Tout d’abord, on vérifie facilement que les
règles Weak, Contract, Cut ainsi que les règles d’introduction des connecteurs ∨, ∧ et → ne
posent pas de problème.
On prouve la cas des règles KL et KR en remarquant :
{[[Ki ϕ]Λ]} = {[KΛKi ϕ]} = {[[ϕ]i◦Λ]}
La règle Loc est elle aussi une conséquence de la proposition 2. Il reste à prouver le cas de
la règle Univ. Reprenons les notations utilisées pour la définition de la règle, et posons i ∈ I.
Par récurrence, on sait que ∀ j, {[Γ◦i]}j ⊆ {[[ϕ]Λ◦i]}j . Pour le cas particulier où j = i, on a
{[Γ◦i]}i = {[Γ]}i et {[[ϕ]Λ◦i]}i = {[[ϕ]Λ]}i, ce qui permet de conclure. 
Nous avons donc prouvé que le système de séquents que nous avons introduit est correct et
complet vis-à-vis de OL, ce que nous notons formellement par :
Théorème 5
Pour tout ϕ ∈ LI,Ψ, on a :
`OL ϕ ⇔ ∅ ` [ϕ]ε
Preuve On a en fait `OL ϕ ⇒ ` [ϕ]ε ⇒ |=SC ϕ ⇒ `OL ϕ. La première implication est
donnée par la proposition 1, la seconde par 3 et la dernière par le théorème 4 p.72. 
7.2 Propriétés et manipulations de preuves
Nous allons tout d’abord énoncer des propriétés concernant la localisation des différentes
propositions apparaissant dans les preuves.
Proposition 4
Pour tout séquent [γ1]Λ1 , . . . , [γn]Λn ` [ϕ]Λ prouvable avec le système précédent, on a :
∀ i, Λ ≤ Λi
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Preuve On prouve ce résultat par induction sur la hauteur de la preuve. On remarque que pour
les cas de base, une condition est ajoutée spécifiquement pour que cette propriété soit vérifiée.
Les autres règles pouvant poser une difficulté sont les règles Cut, Loc et KL. Pour ces deux
dernières, une condition est donnée explicitement pour que la condition soit vérifiée. Pour la
règle de coupure Cut, en reprenant les notations de la définition, on a par récurrence Λ′ qui est
supérieur à la localisation de ψ, et toutes les propositions intervenant dans Γ ont une localisation
supérieure à Λ, et donc à Λ′, ce qui permet de conclure. 
Proposition 5
Étant donné une preuve Π de Γ ` [ϕ]Λ, pour tout séquent ∆ ` [ψ]Λ′ apparaissant dans Π, on a
Λ ≤ Λ′.
Preuve Ce résultat se prouve lui aussi par induction sur la hauteur de la preuve. Pour cela, il
faut remarquer en particulier que les seules règles agissant sur la localisation d’un terme à droite
du symbole ` – soit Cut, Univ, →L et KR – ont deux actions possibles sur la localisation en
regardant du bas vers le haut : soit on ajoute un indice à la localisation (règles Univ et KR), soit
on a un séquent supplémentaire dont la localisation du terme de droite est la localisation d’un
terme de gauche du séquent de départ (règles Cut et→L). La proposition précédente s’applique
alors. 
Corollaire 5.1
Étant donné une preuve Π de Γ ` [ϕ]Λ, toute proposition apparaissant dans Π a une localisation
supérieure à Λ.
Preuve C’est une conséquence directe des deux propositions précédentes. 
Après ces quelques résultats à propos de la façon dont les localisations sont organisées dans
une preuve, nous allons maintenant nous pencher sur quelques manipulations simples que l’on
peut faire pour une preuve.
Proposition 6
Étant donné une preuve Π de Γ ` [⊥]Λ, il est possible de la transformer en une preuve Π′ de
Γ ` [ϕ]Λ′ pour ϕ quelconque et Λ′ ≤ Λ. De plus, Π′ et Π ont le même enchaînement de règles,
à l’exception de règles Axiom qui peuvent être transformées en règles ⊥.
Preuve Pour obtenir la preuve Π′, nous allons marquer le terme [⊥]Λ′ à changer en [ϕ]Λ′′
en écrivant [[⊥]]Λ′′Λ′ et nous allons donner des règles de transformations pour faire remonter ce
marquage le long de la preuve jusqu’à le faire disparaître.
82 Chapitre 7. Quelques variations logiques autour deOL
La règle d’axiome se transforme de la façon suivante :
Axiom
[⊥]Λ ` [[⊥]]Λ
′′
Λ′
7→ ⊥[⊥]Λ ` [ϕ]Λ′′
La règle ⊥ se traduit de façon similaire. Pour les autres règles, la transformation se fait sim-
plement en faisant remonter le marquage vers les termes concernés. Nous donnons quelques
exemples de transformation :
Γ ` [ψ]Λ ∆, [ψ]Λ ` [⊥]Λ′
Cut
Γ,∆ ` [[⊥]]Λ′′Λ′
7→ Γ ` [ψ]Λ ∆, [ψ]Λ ` [[⊥]]
Λ′′
Λ′
Cut
Γ,∆ ` [ϕ]Λ′′
Γ ` [ψ1]Λ Γ, [ψ2]Λ ` [⊥]Λ′ →L
Γ, [ψ1 → ψ2]Λ ` [[⊥]]Λ
′′
Λ′
7→ Γ ` [ψ1]Λ Γ, [ψ2]Λ ` [[⊥]]
Λ′′
Λ′ →L
Γ, [ψ1 → ψ2]Λ ` [ϕ]Λ′′
∀ i, Γ◦i ` [⊥]Λ′◦i
Univ
Γ ` [[⊥]]Λ′′Λ′
7→ ∀ i, Γ◦i ` [[⊥]]
Λ′′◦i
Λ′◦i
Univ
Γ ` [ϕ]Λ′′
Finalement, la preuve Π′ s’obtient en appliquant les transformations précédentes à :
Π
Γ ` [[⊥]]Λ′Λ
De plus, on montre par induction sur la hauteur de la preuve que la preuve obtenue est bien une
preuve correcte. 
Proposition 7
Étant donné une preuve Π de Γ ` [ϕ]Λ, il est possible de la transformer en une preuve Π′ de
Γ◦i ` [ϕ]Λ◦i où l’enchaînement des règles reste inchangé.
Preuve La transformation s’effectue simplement en ajoutant l’indice i à droite de toutes les
localisation de toutes les propositions apparaissant dans la preuve. La preuve obtenue est bien
correcte, puisqu’en particulier les conditions sur les localisation des différentes règles restent
vérifiées. 
Proposition 8
Étant donné une preuve Π de Γ ` [ϕ]Λ, il est possible de la transformer en une preuve Π′ de
Γ ` [ϕ]Λ′ où Λ′ ≤? Λ. De plus, la structure de Π′ ne diffère par rapport à Π que par l’ajout de
règles Loc.
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Preuve Cette proposition est une conséquence des propositions 4 et 5. Cependant, la preuve,
bien que sans difficultés techniques, nécessite d’introduction de notations et de quelques pro-
priétés les concernant. C’est la raison pour laquelle nous donnons la preuve dans l’annexe C.1
p.179 afin de ne pas trop alourdir cette partie. 
Nous présentons maintenant la proposition principale d’élimination de coupures.
Théorème 6 (Élimination des coupures)
Étant donné une preuve Π de Γ ` [ϕ]Λ, il est possible de transformer celle-ci en une preuve Π′
du même séquent, mais n’utilisant pas la règle de coupure Cut.
Preuve La preuve de ce théorème, longue bien que sans réelles difficultés, est donnée dans
l’annexe C.2 p.186. 
7.3 Quelques propriétés sur les indices
La présence de la règle d’universalité, lorsque l’on a affaire à un ensemble d’indices I infini,
peut laisser craindre qu’il est impossible d’utiliser le formalisme de calcul des séquents, sous
peine d’avoir une preuve infinie. Nous allons étudier quelques propriétés vérifiées par la logique
OL, et nous montrerons en particulier que pour prouver la validité d’une proposition, on peut
toujours se ramener à un ensemble fini d’indices, ce qui permettra de supprimer cette difficulté.
Tout d’abord, montrons une déduction vraie en général peut être faite localement dans une
représentation donnée :
Proposition 9
Pour tout ensemble fini de formules Γ, toute formule ϕ et pour tout indice i, on a :
Γ `OL ϕ ⇒ Ki Γ `OL Ki ϕ
Preuve C’est une conséquence directe de la proposition 7. 
De même, on peut énoncer une propriété précisant que
Proposition 10
Pour toute proposition ϕ et tout indice i, si ∅ ` [Ki ϕ]ε est prouvable, alors il en est de même
pour ∅ ` [ϕ]i.
84 Chapitre 7. Quelques variations logiques autour deOL
Preuve En effet, toute preuve sans coupure de ` [Ki ϕ]ε a comme règle à la racine soit une
instance de Univ, soit de KR. Si c’est cette dernière qui est à la racine, on a directement le résul-
tat voulu. Sinon, parmi les prémisses on a une preuve du séquent ` [Ki ϕ]i. Si l’on regarde la
règle utilisée pour obtenir cette conclusion, on remarque à nous que soit Univ, soit KR ont été
utilisées. En répétant le processus, on arrive forcément à un moment où l’on a utilisé la règle KR
pour déduire ` [Ki ϕ]i◦...◦i de ` [ϕ]i◦...◦i◦i, ne pouvant avoir un empilement infini de règles Univ.
Maintenant, puisque l’on a identifié i et i ◦ . . . ◦ i ◦ i, on en déduit que la preuve de ` [ϕ]i◦...◦i◦i
est en fait une preuve de ` [ϕ]i. 
Nous allons maintenant nous intéresser à quelques manipulations d’indices lors de preuves.
Tout d’abord, on montre que les indices associés aux représentations n’ont aucune signification
intrinsèque, et que l’on peut les renommer sans modifier la prouvabilité d’une proposition. On
peut même fusionner plusieurs indices sans que cela n’ait d’incidence :
Proposition 11
Étant donné un ensemble d’indices J , un sous-ensemble I ⊆ J , et une fonction σ : I → J ,
on a :
∀ϕ ∈ LI,Ψ, `OL,I ϕ ⇒ `OL,σ(I) σ(ϕ)
où σ(ϕ) désigne le terme obtenu à partir de ϕ en échangeant chaque indice i en σ(i) (et donc
chaque Ki en Kσ(i)).
Preuve Cela vient du fait qu’étant donné une preuve Π de ` [ϕ]ε, la preuve obtenue en appli-
quant la substitution σ à tous les indices (que ce soit pour les Ki et les localisations Λ) est une
preuve de ` [σ(ϕ)]ε pour l’ensemble d’indices σ(I). 
Introduisons la notation ind(ϕ) qui est l’ensemble des indices apparaissant dans un terme ϕ
donné. Cet ensemble est toujours fini, puisque ϕ l’est aussi. La proposition précédente permet
de montrer :
Corollaire 11.1
Étant donné un ensemble d’indices I et une proposition ϕ ∈ LI,Ψ, pour tout ensemble J tel
que ind(ϕ) ⊆ J ⊆ I, on a :
`OL,I ϕ ⇒ `OL,J ϕ
Preuve On utilise la proposition 11 avec une fonction σ : I → I fixant J et telle que
σ(I) = J . On remarque en particulier que l’on a σ(ϕ) = ϕ. 
Ce corollaire montre qu’il est correct de restreindre l’ensemble I d’indices à un sous-
ensemble fini. La proposition suivante va permettre d’étudier le cas inverse, et justifier le fait
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que la prouvabilité pour un sous-ensemble particulier est complète vis-à-vis de l’ensemble I en
entier.
Proposition 12
Étant donné deux ensembles d’indices I et J tels que J 6⊆ I, en posant j ∈ J \ I, on a :
∀ϕ ∈ LI,Ψ, `OL,I∪{j} ϕ ⇒ `OL,I∪J ϕ
Preuve Pour prouver ce résultat, nous allons utiliser le fait que la logique OL est modélisée
par les systèmes de représentations. Par hypothèse, on a pour tout système S et toute interpréta-
tion atomique ν, on a ∀ i ∈ ind(ϕ) ∪ {j}, [[ϕ]]i = Ri.
Soit maintenant un système de représentations S et une interprétation atomique ν donnés.
Soit de plus un indice i ∈ I ∪ J . Nous allons montrer que [[ϕ]]i = Ri. On sait que c’est le cas
si i ∈ I ∪ {j}. Sinon, définissons un nouveau système de représentations S ′ en partant de S et
en intervertissant les indices i et j, c’est-à-dire en ayant :
R′i = Rj R′j = Ri
R′k = Rk k 6∈ {i, j}
f ′i|k = fj|k f
′
k|i = fk|j k 6∈ {i, j}
f ′j|k = fi|k k 6∈ {i, j}
f ′l|k = fl|k k, l 6∈ {i, j}
De même, on définit ν ′ en intervertissant i et j. D’après l’hypothèse de départ, on a [[ϕ]]S′,ν′,j =
R′j . Or, l’expression ensembliste de [[ϕ]]S′,ν′,j ne fait intervenir comme fonctions que les f ′k|j et
les f ′l|k avec dans les deux cas k, l 6∈ {i, j}. En partant de cette expression et en intervertissant à
nouveau i et j, on obtient l’interprétation de [[ϕ]]S,ν,i qui vaut Ri, puisque l’on avait [[ϕ]]S′,ν′,j =
R′j . En généralisant ce résultat pour tout i 6∈ I ∪ {j}, on a montré :
∀ i ∈ I ∪ J , [[ϕ]]i = Ri
En généralisant maintenant pour tous les systèmes de représentations et toutes les interpréta-
tions atomiques, on obtient le résultat recherché. 
En utilisant conjointement le corollaire 11.1 et la proposition 12, on peut montrer que la
prouvabilité pour un ensemble infini d’indices I est équivalente à la prouvabilité pour un sous-
ensemble fini J ⊆ I bien choisi.
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Théorème 7
Étant donné un ensemble infini d’indices I, soit ϕ ∈ LI,Ψ. Si l’on note ind(ϕ) l’ensemble des
indices apparaissant dans le terme ϕ, et pour i ∈ I \ ind(ϕ), on a :
`OL,ind(ϕ)∪{i} ϕ ⇔ `OL,I ϕ
Preuve La proposition 12 permet de prouver le sens ⇒, tandis que le sens ⇐ se prouve avec
le corollaire 11.1 en posant J = ind(ϕ) ∪ {i}. 
7.4 Élimination de la règle d’universalité dans le cas infini
Pour finir, nous allons montrer que dans le cas où l’ensemble des indices est infini, on peut
effectivement utiliser le système de séquents défini précédemment sachant qu’alors on peut se
passer de la règle d’universalité.
Proposition 13
Étant donné un séquent Γ ` [ϕ]Λ dans lequel un indice i n’apparait pas, et une preuve Π du
séquent Γ◦i ` [ϕ]Λ◦i n’utilisant pas la règle Univ, il est possible de transformer Π en une preuve
du séquent Γ ` [ϕ]Λ.
Preuve Ce résultat se prouve par induction sur la hauteur de la preuve, en raisonnant par cas
sur la règle utilisée à la racine.
Si la règle en question est Axiom, le séquent est de la forme [ϕ]Λ◦i ` [ϕ]Λ′◦i avec Λ′ ◦ i ≤?
Λ ◦ i. Deux cas se présentent alors. Si Λ′ = ε, comme alors i ≤? Λ ◦ i, cela implique que Λ = ε
(puisque Λ ◦ i commence par i, et que Λ n’en contient pas). Si au contraire Λ′ 6= ε, alors il en
découle que Λ′ ≤? Λ. Dans les deux cas, on peut donc transformer la preuve en :
Axiom
[ϕ]Λ ` [ϕ]Λ′
qui est correcte. Les règles ⊥, Weak et Contract se traitent sans problème.
Penchons-nous maintenant sur la règle Loc. Reprenant les notations de la définition, nous
partons d’une règle de la forme :
Γ◦i, [ϕ]Λ′ ` [ψ]Λ′′◦i
Loc
Γ◦i, [ϕ]Λ◦i ` [ψ]Λ′′◦i
avec Λ′ ≤? Λ ◦ i et Λ′′ ◦ i ≤ Λ′ d’après la proposition 4 p.80. Mais alors, de Λ′′ ◦ i ≤ Λ′
il découle que Λ′ contient au moins une occurence de l’indice i, et comme Λ′ ≤ Λ ◦ i avec i
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n’apparaissant pas dans Λ, on en déduit que Λ′ est équivalent à un mot de la forme Λ′1 ◦ i où i
n’apparaît pas dans Λ′1 et tel que Λ′1 ≤? Λ (le raisonnement est la même que pour le cas de la
règle Axiom). On conclut en appliquant la récurrence à Γ◦i, [ϕ]Λ′1◦i ` [ψ]Λ′′◦i et en appliquant à
nouveau la règle Loc pour passer de Λ′1 à Λ.
Enfin, les règles d’introduction de connecteurs se traitent elles-aussi sans problèmes. 
Cette proposition va maintenant être utilisée pour éliminer les instances de la règle Univ
dans le cas où un indice i n’apparait pas dans la conclusion d’une preuve.
Proposition 14
Étant donné une preuve sans coupure Π d’un séquent Γ ` [ϕ]Λ dans lequel n’apparaît pas
un indice i donné, il est possible de transformer Π en une autre preuve Π′ du même séquent
n’utilisant pas la règle d’universalité Univ.
Preuve Pour prouver ce résultat, on procède par récurrence sur la longueur minimale de la
preuve sans coupure d’un séquent donné, et l’on procède par cas suivant la règle utilisée à la
racine.
Bien évidemment, le seul cas à développer est celui où la règle utilisée à la racine est alors
Univ. Dans ce cas, on a par récurrence une preuve Πi de Γ◦i ` [ϕ]Λ◦i n’utilisant pas la règle
Univ. On applique alors la proposition précédente pour obtenir une preuve Π′i de Γ ` [ϕ]Λ ne
contenant pas non plus d’instance de cette règle. 
Nous allons maintenant nous pencher sur la dernière proposition de cette partie, qui permet
d’utiliser le système de preuves en calcul des séquents même dans le cas d’ensemble d’indices
infini, puisqu’alors on peut se passer de la règle d’universalité qui sinon poserait un problème.
Proposition 15
Pour tout ensemble d’indices I est infini, pour toute proposition ϕ ∈ LI,Ψ telle que `OL ϕ, il
existe une preuve de ∅ ` [ϕ]ε n’utilisant pas la règle d’universalité Univ.
Preuve Puisque I est infini et ind(ϕ) est fini, il existe un indice i dans I \ ind(ϕ). Alors, on
en déduit grâce au théorème 7 qui `OL,ind(ϕ)∪{i} ϕ. Alors, on en déduit qu’il existe une preuve
Π de ∅ ` [ϕ]ε sans utilisation de la règle Univ et pour l’ensemble d’indices ind(ϕ) ∪ {i}. Or,
comme cet ensemble est inclus dans I, et que justement la règle Univ n’a pas été utilisée, on en
déduit que Π est aussi une preuve du séquent ∅ ` [ϕ]ε pour l’ensemble d’indices I. 
Ce chapitre ne fournit qu’un rapide survol de propriétés préliminaires vérifiées par la logique
OL. Il existe de nombreux autres aspects qui pourraient être développés. Tout d’abord, on
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pourrait s’interroger sur l’extension deOL au premier ordre. Il conviendrait alors de se poser un
certain nombre de questions sur la marche à suivre pour faire cela, en gardant à l’esprit la façon
donc cela pourrait s’interpréter en terme d’observations partielles et de multiples observateurs.
En particulier, deux voies se dessinent, suivant que les valeurs que prendraient les variables
dépendent ou non de la description choisie, et plus encore de la représentation choisie. De même,
comme il est possible d’ajouter des quantifications pour les propositions, on pourrait envisager
de quantifier aussi les indices de représentations. Cela pourrait permettre d’inclure explicitement
au sein de la logique des informations sur la structure du système de représentation.
Un autre développement possible est l’inclusion d’autres opérateurs épistémiques. En parti-
culier, dans [23], sont définis des opérateurs permettant de traiter la connaissance distribuée sur
un ensemble d’agents (une information distribuée est telle qu’elle peut être reconstituée en met-
tant en commun les connaissances des différents agents), la connaissance partagée (précisant
que tous membres d’un ensemble d’agents donnés connaissent une information particulière),
ou encore la connaissance de sens commun où tous les agents connaissent une information ϕ,
savent que les autres connaissent ϕ, savent que les autres savent que les autres connaissent ϕ,
etc.
Cependant, nous gardons ces pistes pour des développements ultérieurs. Pour le moment, la
logique OL est suffisante pour l’étude que l’on veut en faire. En effet, puisqu’elle émane du
point de vue selon lequel la connaissance est basée sur des observations, seuls les opérateurs Ki
tels que nous les avons définis sont utiles. De même, les quantificateurs ne sont pas nécessaires,
puisque l’on se contente d’étudier les différentes informations que l’on peut avoir à partir de
résultats d’observations donnés, et l’on n’effectue pas de généralisation à partir de cela.
Nous allons donc dans le chapitre suivant entamer une interprétation des résultats provenant
de l’étude de la logiqueOL, pour exhiber certaines propriétés vérifiées par la connaissance dans
l’approche que nous avons formalisée.
Chapitre 8
Quelques conséquences de la logique OL
8.1 La double négation intuitionniste
L’une des principales différences entre la logique classique et la logique intuitionniste est
que pour cette dernière, la double négation n’est pas équivalente à l’identité. Elle en est juste
une conséquence. Ainsi, on peut considérer cette double négation comme un nouvel opérateur
logique unaire. Quelle est sa signification ?
Dans un premier temps, en utilisant sa définition et la logique intuitionniste, il est possible
d’identifier un premier aspect de son comportement. Pour cela, considérons les assertions sui-
vantes, qui sont facilement prouvables :
`IL ϕ→ ¬¬ϕ
`IL ¬¬ϕ↔ ¬¬¬¬ϕ
`IL (ϕ→ ψ)→ (¬¬ϕ→ ¬¬ψ)
Si l’on définit un pré-ordre  par ϕ  ψ ⇔ ` ϕ → ψ, les propositions précédentes nous
montrent que l’opérateur ¬¬ agit comme un opérateur de clôture supérieure, puisqu’elles cor-
respondent respectivement à l’extensivité, l’idempotence et la croissance.
Nous avons déjà rencontré des opérateurs de cette sorte dans les parties précédentes. En
particulier, ils incarnaient dans la partie 5.3.2 l’idée d’approximation entre deux représentations.
On peut donc penser qu’ici aussi, la double négation peut être associée à une forme d’abstraction
sur les formules de notre langage logique.
Une application intéressante de cet opérateur apparaît dans le cas d’une formule de la forme
ϕ ∨ ¬ϕ. En effet, on a :
∀ϕ, `IL ¬¬ (ϕ ∨ ¬ϕ)
Ainsi, une proposition ¬¬ (ϕ ∨ ¬ϕ) est vérifiée partout, quelque soit la description que l’on a de
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l’état du système, donc on peut prouver cette proposition même si l’on n’a aucune information
sur cet état (ce qui arrive avec la description >).
Il existe une corrélation entre les descriptions vérifiant une proposition ¬¬ϕ et l’informa-
tion que l’on possède pour pouvoir prouver ϕ. Avant de préciser cette relation, nous allons
développer un exemple qui servira d’illustration.
8.1.1 Le protocole de transfert de bit
Cet exemple, tiré de [23], est la modélisation du protocole de transfert de bit entre deux
personnes. Il s’agit tout d’abord d’un agent – appelé émetteur et noté Send – qui émet un bit b à
un autre agent, le récepteur (noté Recv). Le protocole permet de s’assurer que le récepteur a de
bonnes chances de recevoir la valeur b, même dans le cas où les communications sont difficiles.
Il se déroule de la façon suivante : l’émetteur commence à émettre la valeur b de façon répétée.
Il est possible qu’un bit émis n’arrive pas jusqu’au récepteur, ce qui explique que la valeur soit
envoyée plusieurs fois. Dès que le récepteur reçoit le bit, il se met à envoyer à l’émetteur des
accusés de reception, symbolisés par un message Ack. Dès que l’émetteur reçoit un accusé de
réception, il arrête d’émettre la valeur b.
Ce protocole peut être formalisé par la hiérarchie de représentation donnée dans la figure 8.1.
Les deux indices Send et Recv correspondent respectivement à la connaissance de l’émetteur
et du récepteur. Un troisième indice – Protocol – symbolise l’ensemble du système. On peut
remarquer que la représentation associée au protocole est le produit réduit des représentations
associées à Send et à Recv.
La représentation correspondante, en plus de la description vide >, est composée de deux
séries de descriptions, correspondant aux deux valeurs possibles du bit à transmettre. Chacune
de ces séries est constituée de trois descriptions, pour les différentes étapes du protocole.
La première description, celle au niveau Send, correspond à la première étape, où l’émetteur
envoie de façon répétée le bit à transmettre. Puis, lorsque le récepteur obtient cette valeur, le
système peut être décrit par une description du niveau Recv. À partir de ce moment, ce dernier
se met à émettre régulièrement des accusés de réception. Le niveau Ack représente la fin du
protocole, lorsque l’émetteur a reçu l’un de ces accusés.
Le déroulement de ce protocole peut être vu comme un échange successif d’informations
entre les deux agents qui représentent les sous-systèmes. En particulier, la seule évolution de
l’état de ces sous-systèmes est l’aquisition d’information. Il n’y a ni perte, ni transformation
d’information. Aussi, la connaissance sur l’état général du système est croissante au cours du
déroulement de ce protocole.
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Send
Recv
Ack
b=0 b=1
RSend RProtocol RRecv
Figure 8.1 – Système de représentations du protocole de transfert de bit
Cet exemple va nous permettre d’illustrer le comportement de l’opération de double néga-
tion. On se souvient que l’un des postulats que l’on avait énoncés pour justifier l’utilisation des
représentations est que l’on suppose que le système que l’on représente est dans un état bien
défini, et qu’une description n’est que partielle vis-à-vis de cet état. Dans le cas de ce protocole,
l’état du système est constitué par l’ensemble du déroulement du protocole, et ne correspond
pas au système à un moment donné. Au contraire, l’état ne dépend pas du temps, et les diffé-
rentes descriptions que l’on peut en faire, si elles dépendent du temps, découlent néanmoins de
cet état “intemporel”.
Si par exemple nous nous intéresson à la proposition Ack0 qui correspond aux situations où
l’on est sûr que l’émetteur a reçu un accusé de réception pour un bit de valeur 0. Il en découle
que son interprétation pour la représentation RProtocol est le singleton {〈Ack, b = 0〉}. Dans ce
cas, l’interprétation de la proposition ¬¬Ack0 est :
{〈Send, b = 0〉 , 〈Recv, b = 0〉 , 〈Ack, b = 0〉}
Il s’agit des états où il est inéluctable que dans le futur, on arrivera dans un état où la proposi-
tion Ack0 sera vérifiée (puisque il faut que le récepteur connaisse la valeur 0 et que l’émetteur le
sache), mais la description actuelle ne vérifie pas cette propriété (par exemple, pour l’état corres-
pondant à la description 〈Send, b = 0〉, la valeur n’a pas encore été correctement communiquée
au récepteur). Ainsi, si la propriété ¬¬Ack0 est vérifiée, mais que Ack0 n’est pas vérifiée, ou
plus précisément n’est pas prouvée, c’est uniquement par manque d’information. Une fois que
le protocole aura évolué suffisament longtemps, on est sûr en effet qu’elle pourra être prouvée.
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8.1.2 Interprétation de la double négation
Cet exemple permet de préciser l’interprétation que l’on peut donner à l’opération de double
négation. Une première interprétation pourrait être que si pour un état donné, la propriété ¬¬ϕ
est prouvable, alors ϕ le sera dans le futur. Dans l’exemple précédent, si à un moment donné on
vérifie ¬¬ϕ, alors à la fin de l’évolution du protocole, ϕ sera vérifiée.
Une autre interprétation possible est de dire que si une proposition ¬¬ϕ est vérifiée, alors la
proposition ϕ est “forcément” vérifiée par le système, c’est-à-dire que si une description d est
dans l’interprétation de ¬¬ϕ, alors toute description plus précise d′ ≤ d vérifie :
d′ 6∈ [[¬ϕ]]
∃ d′′ ≤ d′ : d′′ ∈ [[ϕ]]
Ainsi, en partant d, il ne sera jamais possible de prouver ¬ϕ en gagnant de l’information, et au
contraire il est possible d’arriver à prouver ϕ en ajoutant suffisamment d’informations. Cepen-
dant, on ne possède pas suffisamment d’informations pour pouvoir prouver ϕ. Cette interpré-
tation rejoint l’interprétation temporelle précédente, particulièrement dans le cas de l’exemple
que l’on a développé, puisque l’évolution temporelle se confond avec le gain d’informations.
Cependant, le temps n’apparaît pas toujours dans la description d’un système, et cette seconde
interprétation nous semble meilleure. Dans l’acquisition progressive d’informations concernant
l’état du système, une fois que l’on peut prouver ¬¬ϕ, on pourra le faire jusqu’à la fin, et à partir
d’un moment, c’est-à-dire une fois que l’on a suffisamment d’information, on pourra prouver
ϕ.
Cette interprétation est naturelle pour l’exemple donné en début de section, où ϕ est de la
forme ψ ∨ ¬ψ. En effet, on peut montrer que toutes les descriptions vérifient ¬¬(ψ ∨ ¬ψ), ce
qui fait que, si l’on considère la description vide, on peut affirmer que le système vérifie soit ψ,
soit ¬ψ, mais que l’on ne peut pas forcément dire laquelle des deux propositions est vérifiée (ce
qui reviendrait à prouver la proposition ψ ∨ ¬ψ).
Ainsi, on peut interpréter l’opération de double négation comme servant à exprimer le fait
qu’une propriété est forcément vraie, mais que l’on ne possède pas suffisament d’informations
pour prouver ce fait.
8.1.3 Lien avec la logique classique
L’existence de la double-négation en tant qu’opérateur à part entière dans la logique intui-
tionniste (c’est-à-dire différent de l’identité) fait qu’elle joue un rôle crucial dans les rapports
entre la logique classique et la logique intuitionniste. Il existe en effet de nombreuses méthodes
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de traduction de formules logiques ϕ  ϕ̂ équivalentes classiquement (`CL ϕ ↔ ϕ̂) et telles
que :
`CL ϕ ⇔ `IL ϕ̂
Un certain nombre de ces méthodes de traduction repose sur l’introduction de négations et de
doubles négations (pour bénéficier en particulier de l’équivalence intuitionniste ¬¬¬ϕ↔ ¬ϕ).
Nous présentons en guise d’exemple la fonction de traduction ϕ→ ϕκ due à Kolmogorov :
ψκ = ¬¬ψ ψ ∈ Ψ
(¬ϕ)κ = ¬ϕκ
(ϕ ? ψ)κ = ¬¬(ϕκ ? ψκ) ? ∈ {∨,∧,→}
Une présentation de ce genre de traduction peut être trouvée dans [27]. On peut retenir que
la relation entre les deux logiques basée sur ces transformations illustre l’interprétation que l’on
a donnée de la double négation. Ainsi, une proposition ϕ prouvable classiquement correspond
à une assertion de la forme “ϕ est forcément vraie, il ne peut pas en être autrement, mais je ne
peux pas forcément le prouver d’après mes observations”. Au contraire, si elle est prouvable de
façon intuitionniste, elle découle des observations.
On voit donc que le fait que la logique OL est basée sur la logique intuitionniste traduit
explicitement la prépondérance que l’on a donné aux observations comme éléments de base de
la connaissance dans ce travail.
8.2 L’axiome 5
Nous allons maintenant nous intéresser à un axiome très présent et utilisé dans le domaine
de l’étude logique de la connaissance. Il s’agit de l’axiome 5, qui est généralement intitulé
axiome d’introspection négative. Sa signification en logique épistémique est qu’un agent sait
les informations qu’il ne sait pas, ou plus précisément, dans le contexte de l’observation d’un
système, s’il est impossible qu’un agent puisse savoir une certaine information ϕ, alors le même
agent peut prouver cette impossibilité. Formellement, on l’exprime de la façon suivante :
5 : ¬Ki ϕ→ Ki ¬Ki ϕ
On trouve l’usage de cet axiome dans une grande part de la littérature concernant l’étude lo-
gique de systèmes multi-agents, comme par exemple dans [23]. On l’a vu précédemment, cet
axiome n’est pas vérifié en général par les systèmes de représentations, puisqu’il n’est pas une
conséquence de la logique OL. Ainsi, en général, l’inclusion suivante n’est pas vérifiée :
[[¬Ki ϕ]]j ⊆ [[Ki ¬Ki ϕ]]j
94 Chapitre 8. Quelques conséquences de la logiqueOL
La figure 8.2 en donne un contre-exemple. Elle représente une hiérarchie de représentations
à deux indices (avec 1 / 2) où l’on exhibe une propriété dont l’interprétation ne vérifie pas
l’axiome 5.
[[K1f]]1
[[K1f]]1
= [[K2K1f]]2
[[K2K1f]]2[[K2¬K2K1f]]1
[[¬K2K1f]]1
R1 R2
Figure 8.2 – Contre-exemple pour l’axiome 5
Cet exemple peut être développé pour illustrer la raison pour laquelle il est difficilement
envisageable de pouvoir modifier la structure des hiérarchies de représentations de façon à véri-
fier l’axiome 5. En effet, la figure 8.2 peut être vue comme une représentation simplifiée d’une
partie de pile ou face.
Dans ce jeu, supposons que l’on a deux joueurs, Alice et Bernard. Alice tient une pièce de
monnaie dans sa main, et la lance. Le résultat est soit pile, soit face. Dans un premier temps,
Alice regarde le résultat sans le communiquer à Bernard. C’est seulement dans un deuxième
temps qu’il connaîtra le résultat. Une représentation plus complète du jeu est donnée dans la
figure 8.3. La représentation de gauche correspond à Alice. Dans cette représentation, les des-
cription P et F correspondent respectivement au résultat Pile ou Face de la pièce. À chacune
de ces deux descriptions est associée une autre qui correspond au même résultat plus le fait
qu’il a été communiqué à Bernard. Ainsi, la description Fc signifie que le résultat est Face, et
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que Bernard le sait. La représentation de droite correspond à la connaissance de Bernard, et les
seules descriptions présentes (en plus de >) sont équivalentes aux descriptions Pc et Fc de la
représentation d’Alice.
P F
Pc Fc
Pc Fc
Figure 8.3 – Le jeu de Pile ou Face
D’un point de vue logique, on peut considérer que l’on a deux propositions atomiques : Pile
dont l’interprétation est {P, Pc}, et Face ({F, Fc}). De simples calculs en se basant sur ces
interprétations permet d’avoir :
Pile↔ ¬Face↔ ¬¬Pile↔ ¬KB Face
Face↔ ¬Pile↔ ¬¬Face↔ ¬KB Pile
[[KB Pile]]A = {Pc} [[KB Face]]A = {Fc}
Reprenons maintenant le cours d’une partie de pile ou face. Tout d’abord, Alice lance la
pièce et regarde le résultat. À ce moment, Bernard ne connaît pas le résultat. Supposons que
le résultat soit Pile. Ainsi, la description de l’état du système est donnée par P . Or, d’après
les calculs ci-dessus, on a P ∈ [[Pile]]A, donc la propriété ¬KB Face est vérifiée par le système.
C’est prévisible, puisque si le résultat du lancer de la pièce est Pile, Alice n’a pas communiqué à
Bernard le résultat Face. Mais la proposition KB ¬KB Face n’est pas vérifiée, puisque Bernard
n’a encore aucune information sur le résultat du lancer de la pièce. Si c’était le cas, on aurait
alors KB Pile qui lui est équivalente.
Comme on peut le voir dans cet exemple, l’axiome 5 revient à autoriser l’acquisition d’in-
formations sans qu’il y ait interaction avec ce que l’on observe, sans qu’il y ait une modification
de l’état interne de l’agent. On peut relier cet axiome avec le fait que la règle du tiers-exclu
n’est pas vérifiée, puisque dans les deux cas il est question de connaissance accessible ou non
suivant que l’on a fait une observation ou non. Nous allons voir qu’il est possible de relier ces
deux notions de façon plus directe.
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8.2.1 Lien avec le tiers-exclu
La double négation permet d’exprimer un fait qui est inéluctable, mais que l’on ne peut pas
prouver faute d’avoir suffisament d’informations. L’axiome du tiers-exclus, quand à lui, exprime
le fait que la double négation est équivalente à l’identité, étant équivalente à :
` ¬¬ϕ→ ϕ
Ainsi, avec cet axiome, il n’y a plus de différence entre ce qui est vrai (ce que l’on peut prouver),
et ce qui est forcément, c’est-à-dire les faits que l’on ne peut pas forcément prouver, mais qui
ne peuvent être faux, ceux dont la négation est absurde. Or, dans le cadre de l’observation, cela
revient à dire que si l’on ne peut observer la négation d’un fait, alors l’observation du fait lui-
même est inéluctable, et le système se comporte alors comme si cette observation avait eu lieu.
C’est précisément l’interprétation de l’axiome 5.
Plus précisement, on peut montrer que dans la logique OL, l’axiome KV qui exprime la
distributivité de la disjonction ∨ par rapport aux opérateurs de modalité implique que l’axiome
5 est une conséquence du tiers exclus. En effet, de ` Ki ϕ ∨ ¬Ki ϕ, on peut déduire la validité
de ` Ki (Ki ϕ ∨ ¬Ki ϕ), et donc en utilisant KV, on obtient :
` Ki ϕ ∨Ki ¬Ki ϕ
De ce point de vue, l’axiome 5 peut être vu comme une forme affaiblie du tiers exclus qui ne
s’appliquerait qu’à la connaissance interne d’un agent.
Si l’axiome 5 était vérifié, cela signifierait qu’un agent pourrait gagner de l’information
sans effectuer aucune observation du système. L’information gagnée proviendrait simplement
du fait que de l’information acquise ailleurs dans le système impliquerait des impossibilités qui
seraient connues de l’agent.
Dans l’approche que nous avons choisie, un tel déroulement est impossible, on ne peut pas
gagner d’information sans effectuer une observation. Ainsi, l’axiome 5 ne peut être vérifié, et
si l’on conserve le même principe de base, il ne peut pas non plus le devenir en enrichissant la
structure.
8.3 La confiance réciproque entre agents
Nous allons maintenant nous intéresser à d’autres propriétés, concernant les relations entre
les connaissances de différents agents. Une propriété de ce genre et vérifiée par les systèmes de
représentation et la logique OL est l’axiome que l’on a intitulé T2 dont l’intitulé est :
T2 : KiKj ϕ→ Kj ϕ
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Son interprétation est la suivante : si un agent A sait qu’un autre agent B sait qu’une propriété
ϕ est vraie, alors c’est effectivement le cas, B sait effectivement que ϕ est vraie. Cependant, on
peut remarquer que cet axiome ne donne aucune indication sur ce que peut dire l’agent A de la
propriété ϕ.
Or, on peut imaginer que les agents se font confiance entre eux, et considèrent que les
connaissances qu’ont les autres agents sont fiables, puisque chaque agent connaît la structure
du système étudié, ainsi que les informations accessibles à chacun. Une telle condition pourrait
s’exprimer de la façon suivante :
C : KiKj ϕ→ Ki ϕ (8.1)
On peut tout d’abord s’apercevoir que l’axiome C n’est pas prouvable dans OL. Pour s’en
convaincre, remarquons que le seul axiome de cette logique mettant en relation plusieurs opéra-
teurs modaux est T2, et qu’il n’autorise pas de supprimer la modalité la plus à droite, comme
on voudrait le faire avec C. Cette considération permet d’exhiber un contre-exemple simple.
En effet, supposons que I contient au moins deux indices i et j, et que l’interprétation d’une
proposition atomique ψ vérifie : [[ψ]]i = ∅ et [[ψ]]j = Rj . On a dans ce cas ` Kj ψ et donc
en utilisant la règle Nec ` KiKj ψ, ainsi que ` ¬Ki ψ. Dans ce cas, on ne peux pas avoir
` KiKj ψ → Ki ψ, puisque cela entraînerait ` ⊥.
Ce contre-exemple nous montre que l’axiome C n’est pas vérifié ici du fait que l’on peut
choisir les interprétations atomiques de façon indépendante d’une représentation à l’autre. Mais
peut-être est-il possible de modifier la structure des systèmes de représentations pour que C soit
vérifié par l’interprétation en résultant. Malheureusement, la proposition suivante nous montre
que l’ajout de cet axiome reviendrait à affaiblir considérablement la puissance expressive des
systèmes de représentations ou de la structure que l’on considèrerait.
Proposition 16
L’axiome C combiné à la logique de l’observationOL a comme conséquence :
∀ i, j, ∀ϕ, Ki ϕ↔ Kj ϕ
Preuve En effet, on a :
` Ki (ϕ→ Ki ϕ) L4
⇒ ` KjKi (ϕ→ Ki ϕ) Nec.
⇒ ` Kj (ϕ→ Ki ϕ) C
⇒ ` Kj ϕ→ KjKi ϕ K
⇒ ` Kj ϕ→ Ki ϕ T2
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
Ainsi, une logique contenant l’axiome de confiance C et la logique de l’observation OL
ne serait pas intéressante, puisqu’alors, tous les opérateurs de modalité seraient équivalents. La
présence éventuelle de cet axiome n’est donc pas à considérer, et nous devons nous pencher sur
des axiomes moins forts.
8.4 La consistance globale
Une autre notion concernant les différents observateurs d’un système est celle de consis-
tance. L’un des axiomes définissant la logique OL est l’axiome D dont l’intitulé est :
D : Ki ϕ→ ¬Ki ¬ϕ
Cet axiome permet de s’assurer que les connaissances de chaque agent sont consistantes (une
formulation de cet axiome, équivalente en présence de K, est ¬Ki⊥). Cependant, il pourrait
être souhaitable que ce principe de consistance soit étendu à l’ensemble du système et des
observateurs. Ainsi, supposons qu’un agent Ai puisse prouver une propriété ϕ (on a donc `
Ki ϕ). Alors, dans quelles conditions un autres agent pourrait-il prouver le contraire ? S’il est
possible qu’un autre agent puisse prouver la négation de ϕ (auquel cas ` Kj ¬ϕ), alors il en
découle qu’il n’existe aucune façon de relier les informations des différents observateurs en
général. Pour éviter cela et renforcer la logique que l’on a définie, nous proposons de définir un
axiome de consistance globale GD :
GD : Ki ϕ→ ¬Kj ¬ϕ
Cet axiome est plus faible que l’axiome de confiance C, puisque l’on avait montré que `
Ki ϕ → Kj ϕ qui, avec l’axiome D, implique ` Ki ϕ → ¬Kj ¬ϕ. On peut remarquer tout
d’abord que GD n’est pas une conséquence de la logique observationnelle OL, et l’exemple
suivant montre que sa présence peut conduire à une inconsistance.
Exemple
Reprenons la structure présentée dans la section précédente. On avait deux indices i et j,
ainsi qu’une proposition atomique ψ vérifiant [[ψ]]i = ∅ et [[ψ]]j = Rj . Dans cette situation,
on a ` Kj ψ et ` Ki ¬ψ. Mais alors, l’adjonction de l’axiome GD permettrait de déduire
` ¬Ki ¬ψ de ` Kj ψ et donc on peut aboutir à ` ⊥.
Cet exemple nous montre une limite du formalisme des systèmes de représentations tel
qu’on l’a défini. Les relations qui existent entre les différentes observations sont très pauvres,
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puisque la seule façon d’obtenir de telles relations est d’utiliser l’axiome T2. Ainsi, une forme
de consistance globale que l’on obtient avec OL peut s’exprimer par :
Ki ϕ→ ¬KjKi ¬ϕ
Mais on ne peut pas en général relierKi ϕ etKj ϕ. La raison fondamentale est la suivante : dans
notre formalisme, on n’impose aux interprétations aucune condition sur les relations entre les
ensembles [[ϕ]]i et [[ϕ]]j . Ainsi, il n’y a aucun lien entre les deux, et donc entre les interprétations
des formules Ki ϕ et Kj ϕ.
Nous avons jusqu’à présent étudié la connaissance basée sur des observations partielles en
définissant des structures algébriques adaptées pour modéliser ce type d’information, puis en
déduisant leur comportement logique à partir de celles-ci. Nous avons ainsi défini la logique
modale OL. Mais nous nous sommes basé sur des structures très générales, et il en découle
que les liens existant entre les différentes méthodes d’observation du système étudié sont très
faibles, se limitant en fait à l’application de l’axiome T2 comme on vient de le voir.
Nous allons dans la suite renforcer les liens existant entre les différentes représentations
en modifiant les structures utilisées. Pour cela, nous ajouterons les conditions supplémentaires
entre les représentations, et nous introduirons une notion de comparaison entre celles-ci. Nous
étudierons alors comment cela se traduit au niveau de la logique modélisée.
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Troisième partie
Hiérarchies de représentations
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Les systèmes de représentation que nous avons introduits dans la partie précédente sont une
structure très générale pour modéliser l’étude d’un système dans le cas où existent plusieurs
façons de l’observer. Cependant, comme nous l’avons vu, les relations existant entre ces diffé-
rents points de vue sont très pauvres, et ne permettent pas de relier les informations qui leur
sont associées de façon très intéressante.
Pour remédier à cette faiblesse, nous allons étudier une méthode permettant de renforcer
cette structure, en définissant les hiérarchies de représentations. Pour cela, nous allons re-
prendre l’étude faite sur la possibilité de définir une représentation comme l’approximation
d’une autre. Cela se traduira par la définition d’une propriété portant sur les fonctions de transfor-
mation entre ces deux représentations. Comme on le verra, cette propriété peut être vue comme
une relation de pré-ordre entre les représentations. Aussi, cette discussion sera l’occasion de
donner une définition formelle de la notion de précision ou d’expressivité d’une représentation
évoquée dans l’introduction.
En utilisant cet ordre sur les représentations, nous allons imposer une condition précisant
qu’il existe toujours un “moyen” de passer d’une représentation à une autre en passant par une
représentation plus précise. C’est cette condition (plus une autre concernant la complétude des
représentations) que l’on utilisera pour définir les hiérarchies de représentations. Avec cette
nouvelle structure, les relations entre les différents points de vue sont plus fortes que dans le cas
d’un système de représentation, puisqu’il existe alors toujours une représentation plus précise
qu’une paire de représentations donnée.
Cela donnera de plus la possibilité de définir des outils flexibles pour manipuler les hiérar-
chies de représentations. Ainsi, les opérations de produit et de raffinage peuvent être étendues
facilement au cas des hiérarchies. Cette dernière opération est en particulier rendue possible par
le fait qu’il est toujours possible de passer d’une représentation à une autre, ce qui implique
que l’ajout d’information structurelle à une hiérarchie de représentation peut toujours être défi-
nie pour une représentation donnée, la structure d’ordre permettant de l’étendre ensuite à l’en-
semble de la hiérarchie (Pour des raisons de lisibilité, le chapitre concernant ces constructions
a été reporté dans les annexes).
Enfin, nous pourrons aborder une discussion sur la façon dont l’information accessible pour
une représentation donnée se transforme en changeant de représentation. En particulier, nous
allons pouvoir étudier formellement la possibilité d’inclure l’un des postulats de départ (celui
précisant qu’une information reste accessible si l’on passe à une représentation plus précise), et
cela nous conduira à mettre en évidence deux propriétés importantes concernant la façon dont un
système est modélisé : la localisation qui précise quelles sont les représentations suffisamment
précises permettant de décider de la validité d’une propriété, et la consistance qui impose que
les approximations entre représentations ne font que perdre de l’information.
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Chapitre 9
Vers les hiérarchies de représentation
9.1 Un ordre sur les indices
Avant de définir les hiérarchies de représentation, nous allons nous intéresser plus préci-
sément à l’ensemble des indices d’un système de représentations. En effet, la caractérisation
que nous avions donnée de l’approximation d’une représentation par une autre peut être re-
prise et étendue au cas d’un système de représentations. Ainsi, étant donné un tel système
S = 〈{A,B} , {Ri} ,{fi|j}〉, la représentation RB est considérée comme une approximation
de RA si la composition de fonctions fB|A ◦ fA|B est égale à l’identité de RB. On voit aisément
que cette relation d’approximation entre représentations peut être étendue à un système dans son
ensemble. Pour cela, définissons une relation binaire / entre les indices de la façon suivante :
∀ i, j ∈ I, i / j ⇔ fj|i ◦ fi|j = idj
Ainsi, on voit qu’une représentation Rj est une approximation de Ri si et seulement si i / j.
Comme la notation le suggère, la relation que l’on vient de définir est un pré-ordre sur l’en-
semble des indices I. On a besoin pour cela de montrer que deux propriétés, la réflexivité et
la transitivité, sont vérifiées. La réflexivité vient directement du fait que comme fi|i = idi, on
a fi|i ◦ fi|i = idi. Pour montrer la transitivité, on procède de la façon suivante : supposons que
l’on a trois indices i, j, k tels que i / j et j / k. On a alors les inégalités suivantes :
idk = fk|k
≤ fk|i ◦ fi|k
fk|i ◦ fi|k ≤ fk|j ◦
(
fj|i ◦ fi|j
) ◦ fj|k
= fk|j ◦ fj|k car i / j
= idk car j / k
On a donc montré que fk|i ◦ fi|k = idk, et que i / j et j / k impliquent i / k. La définition de ce
pré-ordre sur les indices va permettre de structurer les systèmes de représentations en ajoutant
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une dimension “verticale” aux représentations. Ainsi, de même qu’au sein d’une représentation
Ri, plus on descend dans l’ordre correspondant ≤i plus on a des descriptions précises, dans le
cas des indices de I, plus l’on descend pour /, plus on a des représentations expressives.
Nous allons utiliser cet ordre comme élément central de la définition de la prochaine struc-
ture algébrique. Cependant, nous allons affaiblir un peu son rôle, pour ne garder comme pro-
priété que :
∀ i, j ∈ I, i / j ⇒ fj|i ◦ fi|j = idj (9.1)
Cela vient du fait qu’au cours des manipulations qui pourront être faites sur ces structures, il
pourra arriver que l’on ait l’égalité à droite de l’implication de façon “accidentelle”, c’est-à-dire
sans que cela soit voulu, et donc en particulier sans qu’il n’y ait de répercussions sur l’ordre /.
9.1.1 Implications sur la logique
L’existence d’un ordre sur les indices entraîne une relation dans la logique correspondante
sur les opérateurs de modalité. En effet, soit deux indices tels que i / j. On a par définition
fj|i ◦ fi|j = idj . On peut alors comparer les interprétations des propositions KiKj ϕ et Kj ϕ :
[[KiKj ϕ]]k =
{
d
∣∣ fj|i ◦ fi|k(d) ∈ [[ϕ]]j}
[[Kj ϕ]]k =
{
d
∣∣ fj|k(d) ∈ [[ϕ]]j}
Tout d’abord, comme l’indique l’axiome T2 : KiKj ϕ → Kj ϕ, l’inclusion [[KiKj ϕ]]k ⊆
[[Kj ϕ]]k est vérifiée. Réciproquement, soit d ∈ [[Kj ϕ]]k, c’est-à-dire tel que fj|k(d) ∈ [[ϕ]]j . On
a :
fj|i ◦ fi|k(d) ≤ fj|i ◦ fi|j ◦ fj|k(d) = fj|k(d)
On en déduit donc que d appartient alors à [[KiKj ϕ]]k. Ainsi, on a montré que les deux en-
sembles [[KiKj ϕ]]k et [[Kj ϕ]]k sont égaux dans le cas où i / j. Cela s’exprime sous forme
logique par :
i / j ⇒ ` KiKj ϕ↔ Kj ϕ (9.2)
L’ordre partiel /, que l’on a défini comme une relation entre les fonctions de transforma-
tions entre les représentations, traduit le fait qu’une représentation est plus précise qu’une autre.
Comme on le voit, en utilisant l’interprétation [[·]], cet ordre se trouve traduit dans la logique
par le fait que si une information ϕ est accessible dans une représentation Rj (ce que l’on note
Kj ϕ), alors ce fait est connu dans toute représentation plus précise Ri avec i / j.
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9.2 Hiérarchies de représentations
Nous allons dans cette section définir la notion de hiérarchie de représentations, qui est une
restriction de celle de système de représentation, mais choisie de façon adéquate pour être facile
à manipuler. En particulier, nous voudrons avoir la possibilité de définir le produit et le raffinage
sur cette structure.
9.2.1 Définition
Nous allons imposer une première condition sur le poset 〈I, /〉. En effet, comme nous
l’avons indiqué au début de cette partie, nous voulons pouvoir considérer des structures telles
qu’il est possible de construire un système de représentation en partant de représentations (ou de
hiérarchies de représentations, comme nous le verrons) et en ajoutant des contraintes exprimant
les relations que l’on exprime entre les différentes parties. Pour cela, il est important d’avoir un
“moyen” de passer d’une représentation à une autre. Pour cela, nous allons imposer la condition
suivante : pour tout couple de représentationsRi etRj , il existe une troisième représentationRk
approximée par les deux premières. Cette condition permettra par la suite d’assurer l’existence
d’une représentation dans laquelle on peut formaliser les relations entre deux représentations
quelconques. On peut l’écrire de la façon suivante :
∀ i, j ∈ I, ∃ k ∈ I : k / i et k / j (9.3)
Cependant, nous n’imposons pas de condition supplémentaire, telle que l’existence d’un indice
k maximum vérifiant cette condition, et encore moins son unicité.
Examinons maintenant comment définir et exprimer de façon simple un produit cartésien
de deux représentations sous forme d’un système de représentations. À la base, on a deux
représentations RA et RB, et on veut aboutir à un système en contenant trois : les deux re-
présentations de départ RA et RB ainsi que leur produit RAB = RA ⊗ RB, ainsi que les
fonctions de transformation correspondant aux morphismes classiques d’un produit. On peut ai-
sément caractériser les fonctions d’approximation (ainsi, on a fA|AB(〈dA, dB〉) = dA). Mais
comment définir la transformation inverse : si dA ∈ RA, quelle est la valeur à donner à
fAB|A(dA) ? Il est clair que fAB|A(dA) est de la forme 〈dA, ·〉 mais alors, comme fournir en
plus de dA une description de l’état de la partie B constitue un apport d’information, on en
déduit que ∀ dB ∈ RB, 〈dA, dB〉 ≤ fAB|A(dA). La seule façon de pouvoir vérifier cette inéga-
lité est d’imposer à RB l’existence d’une description maximale >B, ce qui permet de définir
fAB|A(dA) = 〈dA,>B〉. Par symétrie, il est logique d’imposer aussi à RA la présence d’une
description maximale, et on en déduit qu’alors RAB possède elle aussi une description maxi-
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male 〈>A,>B〉. Une condition nécessaire pour la définition d’un produit cartésien est donc la
présence dans chaque représentation d’une description maximale >.
Nous imposerons de plus deux conditions qui seront très utiles pour avoir une généralisation
du raffinage. Il s’agit tout d’abord de la présence pour chaque représentation d’une opération
de conjonction partielle telle qu’évoquée dans la section 4.1.2.0. Cela renforce le fait qu’une
description peut être construite comme la mise en commun d’un ensemble de descriptions moins
précises.
Nous allons enfin imposer une condition de fermeture sur les suites décroissantes des des-
criptions, qui stipule que toute suite décroissante bornée converge. Formellement, étant donné
une suite croissante {xi} d’éléments d’une représentation Ri, si l’on note x↓ = {y | y ≤i x},
cette condition s’écrit : ⋂
j
xj↓ 6= ∅ ⇒ ∃x∞ ∈ Ri : x∞↓ =
⋂
j
xj↓ (9.4)
Cette condition nous sera utile dans l’annexe D lorsque nous étendrons la notion de raffinage
à l’aide d’opérateurs de clôture inférieure à une hiérarchie de représentation entière. On peut
cependant remarquer que cette condition sur les représentations ne modifiera pas la logique. En
effet, cette condition est vérifiée par tout treillis complet (puisque c’est une conséquent de la
complétude pour l’ordre), et donc en particulier par les algèbre de Heyting complètes qui sont
le modèle de base de la logique intuitionniste (voir la partie 2.2.0.0).
Nous pouvons maintenant définir une hiérarchie de représentations comme étant un système
de représentations vérifiant toutes ces conditions. De façon formelle, on a donc :
Définition 1
Une hiérarchie de représentations est un système compositionnel de représentations
H = 〈I, /, {Ri} ,{fi|j}〉
où chaque représentation Ri = 〈Ri,≤i,>i,∧i〉 possède un élément maximum et une conjonc-
tion partielle, et tel que les équations 9.1, 9.3 et 9.4 soient vérifiées.
9.2.2 Approche équivalente
La définition que nous avons donné d’une hiérarchie de représentation est très proche de
celle de systèmes de représentations, et utilise de façon similaire les fonctions fi|j . Nous allons
montrer qu’il est possible de définir ces structures en utilisant une autre approche, où l’on se
contente de définir les relations entre représentations comparables.
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Surjections de Galois
La structure que l’on impose à l’ensemble des indices d’une hiérarchie de représentations
par le biais de l’équation 9.3 donne une grande importance à la notion d’approximation, et l’on
peut étudier la présence des surjections de Galois dans ce contexte. Pour rappel, une surjection
de Galois entre deux e.p.o. E et F est une paire de fonctions 〈α : E → F , γ : F → E〉 telle que
α est surjective, et que l’on a l’inégalité :
∀x ∈ E, ∀ y ∈ F , α(x) ≤F y ⇔ x ≤E γ(y)
On peut reprendre le résultat donné en section 5.3.1 en l’exprimant avec les nouvelles notations
de la façon suivante :
Proposition 17
Les fonctions de transformations entre deux représentations comparables pour / forment une
surjection de Galois : si l’on a deux indices tels que i / j, alors la paire
〈
fj|i, fi|j
〉
est une
surjection de Galois deRi versRj .
Composition de surjections de Galois
De façon générale, si l’on a trois posetsE,F,G et deux surjections de Galois 〈α1, γ1〉 : E →
F et 〈α2, γ2〉 : F → G, il est possible de les composer de manière à obtenir une surjection
de E sur G en obtenant : 〈α2 ◦ α1, γ1 ◦ γ2〉. En utilisant cette construction dans le cadre des
hiérarchies de représentations, étant donnés des indices i / j / k, il est possible de définir deux
surjections de Galois de Ri vers Rk. En effet, on a tout d’abord
〈
fk|i, fi|k
〉
puisque i / k, et en
utilisant les étapes de i vers j puis de j vers k, on a aussi
〈
fk|j ◦ fj|i, fi|j ◦ fj|k
〉
. L’équation de
compositionnalité 6.1 permet une première comparaison de ces fonctions, puisque par exemple
fk|i ≤ fk|j ◦ fj|i. On montre que dans le cas où les indices sont comparables, la relation est bien
plus forte.
Proposition 18
Étant donné trois indices i / j / k, on a :
fi|k = fi|j ◦ fj|k
fk|i = fk|j ◦ fj|i
Preuve Soit y ∈ Rk, et x = fi|j ◦ fj|k(y). Par l’équation de composition 6.1, on a fk|i(x) ≤
fk|j ◦ fj|i(x), d’où :
x ≤ fi|k ◦ fk|j ◦ fj|i(x)
En remplacant x par fi|j ◦ fj|k(y), et en simplifiant l’expression, on obtient :
fi|j ◦ fj|k(y) ≤ fi|k ◦ fk|j ◦ fj|i ◦ fi|j ◦ fj|k(y) = fi|k(y)
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La première égalité en découle. Pour la seconde égalité, soit tout d’abord x ∈ Ri tel que
x = fi|k ◦ fk|i(x). On a :
fk|i(x) = fk|i ◦ fi|k ◦ fk|i(x)
= fk|i ◦ fi|j ◦ fj|k ◦ fk|i(x)
=
(
fk|i ◦ fi|j
) ◦ (fj|k ◦ fk|i) (x)
≥ fk|j ◦ fj|i(x)
On en déduit donc que fk|i(x) = fk|j ◦ fj|i(x) pour tout x vérifiant x = fi|k ◦ fk|i(x). Pour
obtenir le cas général, il suffit de voir que fk|i(x) = fk|i
(
fi|k ◦ fk|i(x)
)
et que fi|k ◦ fk|i(x) =
fi|k ◦
(
fk|i ◦ fi|k
) ◦ fk|i(x), ce qui permet de conclure. 
Comme le montre cette proposition, il existe de fortes contraintes de composition sur les
fonctions de transformations dans le cas de représentations comparables. Cela montre de plus
qu’étant donné une hiérarchie de représentation, il est possible de définir une collection de
surjections de Galois {〈αj|i, γi|j〉 ∣∣ i / j} telle que si l’on a trois indices tels que i / j / k, alors〈
αk|i, γi|k
〉
=
〈
αk|j, γj|k
〉 ◦ 〈αj|i, γi|j〉. On pose pour cela, si i / j, αj|i = fj|i et γi|j = fi|j .
Il est possible de définir à l’inverse les fi|k en fonction de ces surjections de Galois, comme
le montre la proposition qui suit :
Proposition 19
Soit i, j deux indices. On a :
∀ k, (k / i et k / j)⇒ fi|j = αi|k ◦ γk|j
Preuve On a en effet pour un tel k, les inégalités :
fi|j(x) ≤ fi|k ◦ fk|j(x) = αi|k ◦ γk|j(x)
αi|k ◦ γk|j(x) = fi|k ◦ fk|j(x) ≤ fi|k ◦ fk|i ◦ fi|j(x) = fi|j(x)
On en déduit l’égalité attendue. 
Dans cette preuve, on se sert uniquement du fait que Ri peut être vue comme incluse dans
Rk. Une des conséquences de cette proposition est que le choix de l’indice k ne joue aucun rôle.
En effet, il suffit juste de prendre une représentation suffisament fine pour contenir Ri et Rj ,
mais c’est la seule condition nécessaire.
Définition équivalente
On voit donc, puisque l’on peut traduire les fonctions de transformations en surjections
de Galois et vice-versa, que l’on peut aussi bien définir les hiérarchies de représentations en
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fonctions de surjections de Galois. En effet, la propriété importante ici est celle de fermeture de
l’ensemble des indices exprimée par l’équation 9.3. On peut donc écrire :
Définition 2 (Hiérarchie de représentations, bis)
Une hiérarchie de représentations est un quadruplet :
H = 〈I, /, {Ri} ,{〈αj|i, γi|j〉 ∣∣ i / j}〉
où chaque représentation Ri = 〈Ri,≤i,>i,∧i〉 possède un élément maximum et une conjonc-
tion partielle, tel que les conjonctions ∧i soient distributives par rapport aux fonctions αi|j et
γj|i, et tel que :
∀ i, j ∈ I, ∃ k ∈ I : k / i et k / j
∀ i / j / k, 〈αk|i, γi|k〉 = 〈αk|j, γj|k〉 ◦ 〈αj|i, γi|j〉
Les deux définitions d’une hiérarchie de représentations expriment deux aspects différents.
Dans la première définition à l’aide de fonctions de transformation, on insiste sur l’aspect tra-
duction d’une représentation à une autre, ce qui donne une vision horizontale de l’organisation
de la hiérarchie. À l’opposé, la définition à base de surjection de Galois met en valeur une
organisation verticale puisque ce qui est spécifié est la façon dont une représentation s’inclue
dans une autre plus fine. Il est de plus intéressant de voir que l’inégalité de l’équation 6.1 de
composition des fonctions de transformation se transforme en une égalité pour les surjections
de Galois.
9.3 Comportement logique
Nous avons défini les hiérarchies de représentations en imposant des contraintes sur les
systèmes de représentations conpositionnels. La question qu’il faut se poser alors est de savoir
si en faisant cela, nous n’avons pas modifié la logique, en validant des propriétés qui ne sont
pas déductibles dans OL. Nous allons montrer dans cette partie que si l’ensemble d’indices I
est infini, alors il n’y a pas de modification de la logique modélisée. On obtient toujours OL.
Cependant, si I est fini, il y a une modification. En effet, dans ce cas, la condition imposée sur
l’ordre / impose qu’il existe un indice ⊥ ∈ I tel que ∀ i ∈ I, ⊥ / i. Nous verrons que cela
ajoute un axiome structurel à la logique.
9.3.1 Cas avec une infinité d’indices
Commençons par examiner le cas où I est infini. Une propriété intéressante dans ce cas
est que pour toute famille finie d’indices J ⊆ I, il est possible de trouver des hiérarchies
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de représentations où ces indices ne sont pas comparables pour /. Aussi, pour toute formule
ϕ ∈ LI,Ψ, puisqu’elle comporte un nombre fini d’indices, il est possible de construire des
hiérarchies de représentations qui, en se restreignant aux indices présents dans ϕ, se comportent
comme un système de représentation.
Pour montrer cela, soit S un système de représentations défini pour un ensemble fini d’in-
dices J . On peut le prolonger en une hiérarchie de représentations H(S, I,⊥) sur I. Pour cela,
nous avons besoin d’un indice qui sera plus petit que tous les autres. On identifie donc un indice
⊥ ∈ I \ J . Nous définissons R⊥ par son ensemble de descriptions :{{dj ∈ Rj | j ∈ J } ∣∣ ∀ j1, j2 ∈ J , dj1 ≤ fj1|j2(dj2)}
Les autres éléments de R⊥ s’en déduisent simplement. Par exemple, l’ordre sur R⊥ est le pro-
duit point par point des ordres ≤j , et >⊥ = {>j | j ∈ Rj}. Pour les indices restant i ∈ I \ J ,
on pose :
Ri = 〈{>i} ,≤>i ,>i〉
La représentation la plus précise est le produit réduit des représentations de S, les autres étant
des représentations à un seul élément (l’ordre ≤> étant précisement défini comme l’ensemble
{〈>,>〉}). Pour relier les différentes représentations avec R⊥, on peut vérifier que pour tout
i 6= >, la représentation Ri est une approximation de R⊥. Aussi, on a ∀ i, ⊥ / j (il s’agit bien
d’une hiérarchie de représentations) et on peut définir une surjection de Galois 〈αi|⊥, γ⊥|i〉 pour
tout i ∈ I \ {⊥}.
On peut plus précisément s’intéresser aux
〈
αj|⊥, γ⊥|j
〉
pour j ∈ J . En effet, pour i, j ∈ J
et di ∈ Ri, l’ensemble
{
fk|i(di)
∣∣ k ∈ J } est une description de R⊥, et c’est la plus grande
contenant di. Ainsi, il s’agit de γ⊥|i(di). On en déduit que αj|⊥◦γ⊥|i(di) = fj|i(di) en prenant la
jème composante de l’ensemble précédent. On voit donc que la hiérarchie H(S, I,⊥) que l’on
vient de définir de cette manière est bien un prolongement du système S de départ.
Cette construction va nous être utile pour montrer la complétude des hiérarchies de repré-
sentations vis-à-vis de la logique OL, puisque pour une proposition ϕ donnée, si toutes les re-
présentations la valident, alors on peut en déduire que tous les systèmes définis sur ind(ϕ)∪{j}
(où j 6∈ ind(ϕ)) la valident aussi.
Théorème 8
Étant donné un ensemble I d’indices, une proposition ϕ ∈ LI,Ψ et un indice j ∈ I \ ind(ϕ),
on a :
|=H ϕ ⇒ `OL,ind(ϕ)∪{j} ϕ
9.3. Comportement logique 113
Preuve En effet, supposons que l’on a ∀H, ν, ∀ i, [[ϕ]]H,ν,i = Ri. Dans ce cas, soit un indice
j 6∈ ind(ϕ). Étant donné un système de représentations S défini sur ind(ϕ) ∪ {j} et une inter-
prétation atomique νS , en prolongeant S en H(S, I,⊥) et νS en une interprétation ν, on a par
hypothèse que :
∀ i ∈ ind(ϕ) ∪ {j}, [[ϕ]]H(S,I,⊥),ν,i = Ri
Mais l’expression ensembliste de [[ϕ]]H(S,I,⊥),ν,i ne comporte que des éléments issus du système
de représentation S de départ, ainsi que de νS , on en déduit donc que :
∀ i ∈ ind(ϕ) ∪ {j}, [[ϕ]]S,ν,i = Ri
En d’autres termes, on a S, ν |=S ϕ. Puisque c’est vérifié pour tous les systèmes de représenta-
tions, on en déduit que `OL,ind(ϕ)∪{i} ϕ 
Nous pouvons maintenant utiliser ce résultat pour énoncer le théorème principal de carac-
térisation logique des hiérarchies de représentations pour un ensemble infini d’indices. Si l’on
note |=H pour exprimer la validité d’une formule pour toutes les hiérarchies de représentations
pour I fixé, on a :
Théorème 9
Soit I un ensemble infini d’indices. Pour toute formule ϕ ∈ LI,Ψ, on a :
|=H ϕ ⇔ `OL ϕ
Preuve La correction, correspondant au sens ⇐, vient du fait que les hiérarchies de repré-
sentations sont un type particulier de systèmes de représentations. Il faut maintenant montrer
le sens de la complétude. Pour cela, étant donné un indice j ∈ I \ ind(ϕ), le théorème 8 nous
assure que |=H ϕ ⇒ `OL,ind(ϕ)∪{j} ϕ. L’application du théorème 7 permet alors de conclure.
Nous allons maintenant nous pencher sur le cas où l’ensemble d’indices I est fini. Alors, le
résultat précédent ne pourra plus s’appliquer directement, puisqu’il est possible d’exprimer au
sein de la logique elle-même le fait qu’il existe une représentation plus précise que les autres.
9.3.2 Cas avec un ensemble fini d’indices
Pour étudier cette nouvelle situation, fixons un ensemble fini d’indices I, et considérons une
hiérarchie de représentations H définie pour cet ensemble. Il est facile de prouver qu’il existe
un indice ⊥ ∈ I tel que ∀ i, ⊥ / i. Dans ce cas, la hiérarchie de représentation valide toutes les
propositions de la forme Ki ϕ→ K⊥Ki ϕ :
∀ϕ, ∀ i ∈ I,H |= Ki ϕ→ K⊥Ki ϕ
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Nommons GDi la proposition Kj ϕ → KiKj ϕ, où l’indice j peut varier, mais pas i. On
voit donc que si une hiérarchie définie sur I a comme représentation la plus précise i, alors elle
valide l’axiomeGD⊥. Puisqu’il n’est pas conséquence de la logiqueOL, on en déduit que dans
le cas où I est fini, la logique modélisée par les hiérarchies de représentation contient au moins
OL et un axiome GDi pour un i donné.
Nous allons montrer que c’est suffisant. Pour cela, nous définissons le symbole |=H,i pour
exprimer le fait qu’une propriété ϕ est validée par toutes les hiérarchies de représentation défi-
nies sur I et de représentation minimale i. Avec cette notation, on peut énoncer le résultat de
modélisation :
Théorème 10
Pour un ensemble fini I d’indices, pour un indice i ∈ I et pour toute formule ϕ ∈ LI,Ψ, on a :
|=H,i ϕ ⇔ `OL+GDi ϕ
Preuve La correction découle du fait que les hiérarchies de représentations sont correctes
vis-à-vis de OL, et que l’on a |=H,i GDi.
Pour prouver la complétude, nous allons adapter la preuve de complétude pour les systèmes
de représentations (voir théorème 4 p.72). Par souci de lisibilité, nous considérerons que l’indice
correspondant à la représentation la plus précise est ⊥. On définit alors un système canonique
C⊥, en spécifiant cette fois que les représentations Ri sont constituées des ensembles premiers
Γi pour la logique OL à laquelle on a ajouté l’axiome GD⊥ : Ki ϕ → K⊥Ki ϕ, et contenant
les formules de la forme ϕ ↔ Ki ϕ. Le modèle canonique est un système de représentation, et
on a :
ϕ ∈ Γi ⇒ Ki ϕ ∈ Γi
⇒ K⊥Ki ϕ ∈ Γi
⇒ Ki ϕ ∈ f⊥|i(Γi)
⇒ ϕ ∈ fi|⊥ ◦ f⊥|i(Γi)
Ainsi, fi|⊥ ◦ f⊥|i est l’identité, ce qui fait que le modèle canonique que l’on vient de définir est
une hiérarchie de représentations d’indice minimum ⊥ comme prévu.
En reprenant le raisonnement utilisé pour prouver le théorème 4, on montre que :
|=H,⊥ ϕ ⇒ C⊥ |=H,⊥ ϕ ⇒ `OL+GD⊥ ϕ
On a donc le résultat espéré. 
Comme on l’a montré, l’ajout de ces conditions ne modifie pas la façon dont se comporte
la connaissance (du moins dans le cas où il y a une infinité d’indices). Le fait que deux repré-
sentations données peuvent toujours être vues comme les approximations d’une troisième, il
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est possible de manipuler ces structures facilement, puisque toute transformation impliquant
plusieurs représentations (mais en nombre fini) peut être vu comme s’appliquant à une unique
représentation. On pourra se référer à l’annexe D où sont présentées plusieurs constructions gé-
nériques pour la manipulation des hiérarchies de représentations. En particulier, nous montrons
comme étendre les outils de base que sont les opérations de produit et de raffinage.
De plus, l’utilisation de hiérarchies de représentation va nous permettre de reprendre la dis-
cussion entreprise sur la façon dont est modélisée la connaissance dans le cadre d’observations
partielles, et nous allons dans le chapitre suivant introduire une seconde manière de relier les
propositions du langage LI,Ψ et les ensembles de descriptions, ce qui va nous conduire à donner
une nouvelle modélisation de la logique IS4+KV.
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Chapitre 10
Localisation et consistance
L’une des questions évoquées au début de ce travail était de savoir si une propriété prouvée
pour un modèle donné devait être encore prouvable avec un modèle plus précis. Dans le for-
malisme que nous avons développé, il est possible d’avoir une traduction précise de ces deux
notions, d’une part la comparaison entre la précision des représentations, incarnée par l’ordre
partiel / sur les indices, et d’autre part le fait qu’une propriété est prouvable pour une représen-
tation donnée, avec les opérateurs de modalité Ki.
Nous pouvons donc exprimer de façon formelle et rigoureuse le postulat de base sous la
forme de la proposition suivante :
Pos : ∀ϕ, ∀ i / j, ` Kj ϕ→ Ki ϕ (10.1)
Mais la logique OL nous indique que cette condition ne peut pas être appliquée en règle
générale pour un système d’observations. En effet, on retrouve le même problème qu’avec
l’axiome de confiance C puisque l’on en déduit pour tout ϕ et tous indices i / j ` Ki ϕ→ Kj ϕ.
En effet, on peut écrire :
` Kj (ϕ→ Kj ϕ) ∧ ` Kj (ϕ→ Kj ϕ)→ Ki (ϕ→ Kj ϕ)
⇒ ` Ki (ϕ→ Kj ϕ)
⇒ ` Ki ϕ→ KiKj ϕ
⇒ ` Ki ϕ→ Kj ϕ
Ainsi, essayer d’ajouter le postulat de départ en modifiant la structure des systèmes ou des
hiérarchies de représentations conduirait à rendre équivalentes toutes les représentations com-
parables pour l’ordre /. Nous allons donc essayer de le reformuler pour qu’il soit possible de
l’exprimer et l’utiliser dans le cadre des hiérarchies de représentations.
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10.1 Localisation des propositions
Le postulat tel qu’il est exprimé dans l’équation 10.1 est trop fort. En effet, un point de vue
peut être trop imprécis pour décider si une propriété est vraie ou non, il peut même ne fournir
aucune information relative à cette proposition. Pour remédier à cela, nous allons définir, pour
chaque proposition ϕ ∈ LI,Ψ un ensemble Loc(ϕ) ⊆ I qui désigne l’ensemble des représenta-
tions correspondant à une observation suffisament fine pour pouvoir être sûr de la véracité de la
proposition ϕ. Cet ensemble correspondra à la “localisation” d’une propriété donnée.
Caractérisation de la fonction Loc
On peut identifier plusieurs propriétés que l’on utilisera pour définir précisement la fonc-
tion Loc. Tout d’abord, cette fonction va permettre de restreindre le champs d’application du
postulat Pos en limitant l’ensemble des indices possibles pour chaque proposition. Ainsi, si
pour une proposition ϕ donnée, on a un indice j ∈ Loc(ϕ), cela signifie qu’il représente un
point d’observation assez fin pour décider si ϕ est vraie. Mais alors, pour tout i / j, la repré-
sentation Ri est aussi suffisament fine pour décider si ϕ est vraie ou non, ce qui implique que
j ∈ Loc(ϕ) ⇒ i / j ⇒ i ∈ Loc(ϕ). On en déduit donc que les ensembles Loc(ϕ) sont des
idéaux de I.
Maintenant, supposons que l’on a un indice i tel que i ∈ Loc(ϕ)∩Loc(ψ). Alors, cet indice
correspond à une représentation où l’on peut décider de la validité des deux propositions ϕ et
ψ. On peut alors aussi décider de la validité de ϕ ∨ ψ, ϕ ∧ ψ et ϕ→ ψ. Réciproquement, pour
décider de la validité de chacune de ces trois propositions, il faut pouvoir décider de la validité
des sous-termes. On pose donc :
Loc(ϕ ∨ ψ) = Loc(ϕ ∧ ψ) = Loc(ϕ→ ψ) = Loc(ϕ) ∩ Loc(ψ)
La proposition fausse ⊥ ne correspond à aucune information, et toute représentation est suffi-
samment fine pour décider de sa validité. Donc, on définit : Loc(⊥) = I. Cela implique en
particulier que Loc(¬ϕ) = Loc(ϕ). Pour décider de la validité d’une proposition de la forme
Ki ϕ, il suffit de prendre une représentation contenant Ri, puisque l’on se limite effectivement
aux informations accessibles depuis cette représentation. Ainsi, Loc (Ki ϕ) = {i′ | i′ / i} = i↓.
Pour les propositions atomiques, il faut fournir “à la main” les ensembles {Locν(ψ) | ψ ∈ Ψ}
que l’on suppose tous non vides. Avec les définitions ci-dessus, on peut définir la fonction Loc
par induction sur la structure des termes sur l’ensemble de LI,Ψ. La définition de cette fonction
est rappelée dans la figure 10.1.
L’usage de hiérarchies de représentations sera alors très utile dans le cadre de l’utilisation
de la fonction Loc, puisque la propriété de fermeture de l’ensemble des indices (définie par
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∀ψ ∈ Ψ, Loc(ψ) = Locν(ψ)
Loc(ϕ ∨ ψ) = Loc(ϕ) ∩ Loc(ψ)
Loc(ϕ ∧ ψ) = Loc(ϕ) ∩ Loc(ψ)
Loc(ϕ→ ψ) = Loc(ϕ) ∩ Loc(ψ)
Loc(Ki ϕ) = i↓
Loc(⊥) = I
Figure 10.1 – Définition inductive de Loc
l’équation 9.3 p.107) implique que l’on a :
∀ϕ, Loc(ϕ) 6= ∅
Aussi, dans la suite, nous ne considèrerons que des hiérarchies de représentations afin de plei-
nement profiter de la notion de localisation des propriétés donnée par la fonction Loc.
Traduction du postulat
Grâce à cette fonction, nous allons pouvoir adapter le postulat de départ reliant les représen-
tations comparables, en se restreignant à celles où une proposition donnée est localisée. On peut
donc écrire une nouvelle définition du postulat sous la forme de la proposition :
∀ϕ, ∀ j ∈ Loc(ϕ), ∀ i / j, ` Kj ϕ→ Ki ϕ
Or, comme nous l’avons vu précédemment, cela implique en fait ` Ki ϕ→ Kj ϕ en gardant les
mêmes indices, puisque l’on peut reprendre la dérivation donnée page 117 en remarquant que
Loc (ϕ→ Kj ϕ) = Loc(ϕ)∩ j↓ = j↓. Ainsi, cette condition implique l’équivalence ` Kj ϕ↔
Ki ϕ pour i / j ce qui permet d’écrire, étant donné la fermeture de l’ensemble des indices, la
nouvelle définition du postulat :
Pos2 : ∀ϕ, ∀ i, j ∈ Loc(ϕ), ` Ki ϕ↔ Kj ϕ (10.2)
En terme d’interprétation vers des hiérarchies de représentations, ce principe peut être formulé
de façon équivalente de la façon suivante :
∀ϕ, ∀ i, j ∈ Loc(ϕ), ∀ d ∈ Ri, d ∈ [[ϕ]]i ⇔ fj|i(d) ∈ [[ϕ]]j
Dans un premier temps, nous allons supposer que cette équivalence est bien vérifiée, ce qui
nous permettra de définir une nouvelle fonction d’interprétation {[·]} tenant compte de la locali-
sation des propositions. Ensuite, une fois cette interprétation définie, nous allons en déduire une
condition nécessaire et suffisante pour que le postulat Pos2 soit vérifié.
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Définition de l’interprétation {[·]}
Tout d’abord, pour les propositions atomiques, il faut maintenant fournir plusieurs fonc-
tions, une première : Locν : Ψ → ℘↓(I) donnant la localisation, et un ensemble de fonctions{
νi : Ψ→ ℘↓(Ri)
}
donnant l’interprétation proprement dite. Ces fonctions vérifient, en accord
avec le postulat :
∀ψ ∈ Ψ, ∀ i, j ∈ Locν(ψ), ∀ d ∈ Ri, d ∈ νi(ψ)⇔ fj|i(d) ∈ νj(ψ) (10.3)
Pour les connecteurs de la logique intuitionniste, pour les indices inclus dans la localisation des
propositions, l’interprétation est la même que celle définie pour les systèmes de représentation.
Par exemple :
∀ϕ, ψ, ∀ i ∈ Loc(ϕ→ ψ), {[ϕ→ ψ]}i = {d | ∀ d′ ≤ d, d′ ∈ {[ϕ]}i ⇒ d′ ∈ {[ψ]}i}
Il reste à étudier deux éléments pour arriver à la définition complète de {[·]} : l’interprétation
des formules de la forme Ki ϕ et la signification de {[ϕ]}i pour i 6∈ Loc(ϕ). Pour le premier
cas, définissons tout d’abord {[Ki ϕ]}i =
{
d
∣∣ fj|i(d) ∈ {[ϕ]}j} où j est un indice appartenant à
Loc(ϕ). Il est facile de voir que la définition de cet ensemble ne dépend pas de l’indice j choisi.
En effet, si l’on a un autre indice k ∈ Loc(ϕ), on a :
fj|i(d) ∈ {[ϕ]}j ⇒ fk|j ◦ fj|i(d) ∈ {[ϕ]}k
⇒ fk|i(d) ∈ {[ϕ]}k
On en déduit donc la définition pour tout k / i (avec toujours j ∈ Loc(ϕ)) :
{[Ki ϕ]}k =
{
d
∣∣ fj|i ◦ fi|k(d) ∈ {[ϕ]}j}
Pour les indices en dehors de la localisation d’une proposition, on se base sur le fait que si
l’on a une proposition ϕ, alors :
∀ i, j ∈ Loc(ϕ), {[ϕ]}j = {[Ki ϕ]}j
Nous allons utiliser cette égalité, et la généraliser à l’ensemble des indices, en définissant {[ϕ]}i
comme étant l’ensemble
{
d
∣∣ fj|i(d) ∈ {[ϕ]}j} pour j ∈ Loc(ϕ). En d’autres termes, on a :
{[ϕ]}i = {[Kj ϕ]}i dans le cas où i 6∈ Loc(ϕ), pour un indice quelconque j ∈ Loc(ϕ).
On obtient donc la définition inductive de la fonction d’interprétation {[·]}, rappelée dans la
figure 10.2 (où Loc(ϕ, ψ) désigne l’ensemble Loc(ϕ) ∩ Loc(ψ)). Cette définition s’appuie sur
le fait que le postulat exprimé par Pos2 est vérifié. Mais ce n’est pas le cas en général. Nous
allons donc dans la section suivante identifier une condition nécessaire et suffisante pour que ce
soit le cas.
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{[ψ]}i = νi(ψ) ψ ∈ Ψ, i ∈ Locν(ψ)
{[ϕ ∨ ψ]}i = {[ϕ]}i ∪ {[ψ]}i i ∈ Loc(ϕ, ψ)
{[ϕ ∧ ψ]}i = {[ϕ]}i ∩ {[ψ]}i i ∈ Loc(ϕ, ψ)
{[ϕ→ ψ]}i = {d | ∀ d′ ≤ d, d′ ∈ {[ϕ]}i ⇒ d′ ∈ {[ψ]}i} i ∈ Loc(ϕ, ψ)
{[Kj ϕ]}i =
{
d
∣∣ fk|j ◦ fj|i(d) ∈ {[ϕ]}k} k ∈ Loc(ϕ), i ∈ Loc(Kj ϕ)
{[ϕ]}i =
{
d
∣∣ fj|i(d) ∈ {[ϕ]}j} i 6∈ Loc(ϕ), j ∈ Loc(ϕ)
{[⊥]}i = ∅
Figure 10.2 – Définition de la fonction d’interprétation {[·]}
10.2 Hiérarchies consistantes
Pour cela, nous allons définir et étudier une hiérarchie particulière, pour isoler une condition
sur la structure de celle-ci, et nous montrons qu’elle est suffisante pour que la condition Pos2
soit vérifiée.
Définition de la condition
Soit deux indices i / j et une description d0 ∈ Ri. On suppose que l’on a aussi deux
propositions primitives ψ et ϑ. Nous allons définir leur interprétation de la façon suivante :
Loc(ψ) = Loc(ϑ) = j↓
{[ψ]}j =
{
d
∣∣ d ≤ fj|i(d0)} {[ϑ]}j = {fj|i(d) ∣∣ d ≤ d0}
On remarque que cette définition est suffisante, car les ensembles {[ψ]}k et {[ϑ]}k s’en déduisent
pour k / j en utilisant le postulat Pos2. Avec ces propositions atomiques, regardons la situation
pour la proposition ψ → ϑ. On montre tout d’abord que d0 ∈ {[ψ → ϑ]}i. En effet, on a :
∀ d ≤ d0, d ∈ {[ϑ]}i =
{
d′
∣∣ fj|i(d′) ≤ fj|i(d0)}
Cela implique, puisque d0 ∈ {[ψ → ϑ]}i ⇔ fj|i(d0) ∈ {[ψ → ϑ]}j , la proposition suivante :
∀ d ≤ fj|i(d0), d ∈ {[ψ]}j ⇒ d ∈ {[ϑ]}j
Or, il découle de d ≤ fj|i(d0) que d ∈ {[ψ]}j . On en déduit donc :
∀ d ≤ fj|i(d0), d ∈ {[ϑ]}j =
{
fj|i(d′)
∣∣ d′ ≤ d0}
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Cette condition peut être exprimée autrement en disant que
{
fj|i(d′)
∣∣ d′ ≤ d0} est un idéal de
Rj . On obtient donc de façon générale la condition que nous allons retenir et dont nous allons
montrer qu’elle est suffisante pour que Pos2 soit vérifié avec l’interprétation {[·]} :
∀ i / j, ∀ d ∈ Ri,
{
fj|i(d′)
∣∣ d′ ≤ d} ∈ ℘↓(Rj) (10.4)
Définitions équivalentes
Cette condition stipule que si l’on a deux indices i / j, l’image d’un idéal de Ri par fj|i est
un idéal de Rj . La proposition suivante en donne encore une autre formulation :
Proposition 20
La condition 10.4 est équivalente à :
∀ i / j, ∀ d ∈ Ri,
{
fj|i(d′)
∣∣ d′ ≤ d} = {d′′ ∣∣ d′′ ≤ fj|i(d)} (10.5)
Preuve Pour montrer que 10.4 implique 10.5, on remarque tout d’abord que par croissance
des fj|i, on a l’inclusion
{
fj|i(d′)
∣∣ d′ ≤ d} ⊆ {d′′ ∣∣ d′′ ≤ fj|i(d)}. Réciproquement, si d′ ≤
fj|i(d), alors on déduit de la condition 10.4 qu’il existe une description d′′ ≤ d telle que d′ =
fj|i(d′′).
Dans l’autre sens, si 10.5 est vérifiée, alors il est clair qu’un ensemble de la forme :{
fj|i(d′)
∣∣ d′ ≤ d}
est un idéal de Rj . 
Écrit autrement en utilisant la notation d↓, cette condition peut se noter aussi fi|j(d↓) =
(fi|j(d))↓.
Une autre façon d’exprimer cette condition est la suivante : si l’on a deux indices i/j et deux
descriptions di ∈ Ri et dj ∈ Rj telles que dj ≤ fj|i(di), alors il existe une autre description
d′i ∈ Ri telle que d′i ≤ di et fj|i(d′i) = dj . Mais alors, on peut caractériser un tel élément d′i :
puisqu’il est plus petit que di et que fi|j(dj), la description di ∧ fi|j(dj) fait forcément l’affaire.
En reprenant la notation _ vue page 41 (d1 _ d2 signifie que 〈d1, d2〉 appartient au domaine
de définition de ∧), on peut écrire :
Proposition 21
La condition 10.4 est équivalente à :
∀ i / j, ∀ di ∈ Ri, ∀ dj ∈ Rj, dj ≤ fj|i(di)⇒ di _ fi|j(dj) (10.6)
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Preuve On a en effet :
dj ∈
{
fj|i(d)
∣∣ d ≤ di}⇔ ∃ d′i : d′i ≤ di et fj|i(d′i) = dj
⇔ ∃ d′i : d′i ≤ di et d′i ≤ fi|j(dj) et fj|i(d′i) = dj
⇔ ∃ d′i : d′i ≤ di ∧ fi|j(dj) et fj|i(d′i) = dj
⇔ di _ fi|j(dj)

Comme on le voit dans ces différentes formulations, la condition que l’on a exhibée sur les
hiérarchies de représentations exprime le fait qu’une représentation plus approximative qu’une
autre doit cependant “en recouvrir toute la largeur”.
Preuve d’équivalence
Nous allons supposer maintenant que cette condition est vérifiée, et nous allons montrer
qu’alors, en utilisant l’interprétation {[·]}, la propositionPos2 est vérifiée. Ainsi, on aura prouvé
que la proposition 10.4 est une condition nécessaire et suffisante pour quePos2 soit vérifiée elle
aussi.
Proposition 22
Étant donné une hiérarchie de représentation H vérifiant la condition 10.4, une fonction Locν :
Ψ → ℘↓(I) et un ensemble de fonctions νi : Ψ → ℘↓(Ri) vérifiant la condition 10.3, la
condition Pos2 :
∀ϕ ∈ LI,Ψ, ∀ i, j ∈ Loc(ϕ), ∀ d ∈ Ri, d ∈ {[ϕ]}i ⇔ fj|i(d) ∈ {[ϕ]}j
est elle aussi vérifiée.
Preuve On procède par récurrence pour montrer ce résultat. Le cas de base, c’est-à-dire le
cas des propositions atomiques, est réglé par le fait que Locν et les νi vérifient la proposition
10.3. Supposons maintenant par récurrence que deux propositions ϕ et ψ vérifient la condition
voulue.
Soient deux indices i, j ∈ Loc(ϕ) ∩ Loc(ψ). On a :
d ∈ {[ϕ ∨ ψ]}i ⇔ d ∈ {[ϕ]}i ∪ {[ψ]}i
⇔ fj|i(d) ∈ {[ϕ]}j ∪ {[ψ]}j
⇔ fj|i(d) ∈ {[ϕ ∨ ψ]}j
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De la même façon, on montre que d ∈ {[ϕ ∧ ψ]}i ⇔ fj|i(d) ∈ {[ϕ ∧ ψ]}j . Le cas de l’implication
est un peu plus compliqué. Tout d’abord, en utilisant les définitions et l’hypothèse de récurrence,
on peut écrire :
d ∈ {[ϕ→ ψ]}i ⇔ ∀ d′ ≤ d, fj|i(d′) ∈ {[ϕ]}j ⇒ fj|i(d′) ∈ {[ψ]}j
fj|i(d) ∈ {[ϕ→ ψ]}j ⇔ ∀ d′ ≤ fj|i(d), d′ ∈ {[ϕ]}j ⇒ d′ ∈ {[ψ]}j
On peut alors conclure pour le cas de l’implication, puisque la proposition 20 nous assure que
les ensembles
{
fj|i(d′)
∣∣ d′ ≤ d} et {d′ ∣∣ d′ ≤ fj|i(d)} sont égaux.
Le dernier cas, concernant Ki ϕ, est direct puisque par définition, on a :
∀ j / i, d ∈ {[Ki ϕ]}j ⇔ fi|j(d) ∈ {[Ki ϕ]}i
On en déduit donc, pour k / i :
d ∈ {[Ki ϕ]}j ⇔ fi|j(d) ∈ {[Ki ϕ]}i
⇔ fi|k ◦ fk|i ◦ fi|j(d) ∈ {[Ki ϕ]}i
⇔ fi|k ◦ fk|j(d) ∈ {[Ki ϕ]}i
⇔ fk|j(d) ∈ {[Ki ϕ]}k
On a utilisé pour cela les inégalités :
fi|k ◦ fk|i ◦ fi|j = fi|j ≤ fi|k ◦ fk|j ≤ fi|k ◦ fk|i ◦ fi|j
L’hypothèse de récurrence est donc bien vérifiée, ce qui permet de conclure. 
La condition que nous avons exhibée nous permet donc, en utilisant l’interprétation {[·]},
d’avoir le comportement entre des représentations comparables exprimé par la condition Pos2.
Définition 3
Une hiérarchie consistante de représentations H = 〈I, /, {Ri} ,{fi|j}〉 est une hiérarchie de
représentation vérifiant la condition 10.4 que l’on rappelle :
∀ i / j, ∀ d ∈ Ri, fj|i(d)↓ = fj|i (d↓)
Les hiérarchies consistantes, avec l’interprétation {[·]}, modélisent une logique différente de
OL. C’est ce que nous allons étudier maintenant.
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10.3 Logique des hiérarchies consistantes
Retour sur la consistance globale
L’utilisation conjointe de hiérarchies consistantes et de l’interprétation {[·]} permet d’obtenir
une logique différente OL. Par exemple, l’axiome de consistance globale GD vu précédem-
ment (voir 8.4 p.98) est maintenant vérifié. On rappelle son intitulé :
GD : ∀ϕ, ∀ i, j, ` Ki ϕ→ ¬Kj ¬ϕ
Pour montrer cela, on observe tout d’abord que Loc(Ki ϕ→ ¬Kj ¬ϕ) = i↓ ∩ j↓. Soit k un
indice appartenant à cet ensemble, ainsi que l ∈ Loc(ϕ). On a par définition :
{[Ki ϕ→ ¬Kj ¬ϕ]}k = {[¬ (Ki ϕ ∧Kj ¬ϕ)]}k
= {d | ∀ d′ ≤ d, d′ 6∈ {[Ki ϕ]}k ∩ {[Kj ¬ϕ]}k}
Mais l’ensemble {[Ki ϕ]}k ∩ {[Kj ¬ϕ]}k est vide, comme le montre la suite d’implications sui-
vante :
d′ ∈ {[Ki ϕ]}k ⇒ fl|i ◦ fi|k(d′) ∈ {[ϕ]}l
⇒ fl|k(d′) ∈ {[ϕ]}l
⇒ ∃ d′′ ≤ fl|j ◦ fj|k(d′) : d′′ ∈ {[ϕ]}l
⇒ fl|j ◦ fj|k(d′) 6∈ {[¬ϕ]}l
⇒ d′ 6∈ {[Kj ¬ϕ]}k
Cela nous assure donc que l’on a {[Ki ϕ→ ¬Kj ¬ϕ]}k = Rk, et que de façon plus générale,
l’axiome de consistance globale GD est vérifié par les hiérarchies consistantes pour l’interpré-
tation {[·]}.
Étude de la logique
Nous allons maintenant caractériser précisement la nouvelle logique que l’on obtient en
utilisant les hiérarchies consistantes et l’interprétation {[·]}. Tout d’abord, nous venons de voir
que l’axiome de consistance globaleGD est vérifié. On peut en fait montrer qu’un autre axiome
plus puissant, en l’occurrence T : Ki ϕ→ ϕ, est lui aussi vérifié. En effet, on a pour un indice
k ∈ Loc(ϕ) ∩ i↓ :
{[Ki ϕ→ ϕ]}k = {d | ∀ d′ ≤ d, d′ ∈ {[Ki ϕ]}k ⇒ d′ ∈ {[ϕ]}k}
=
{
d
∣∣ ∀ d′ ≤ d, fk|i ◦ fi|k(d′) ∈ {[ϕ]}k ⇒ d′ ∈ {[ϕ]}k}
= Rk
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puisque l’on a k / i⇒ ∀ d, d ≤ fk|i ◦ fi|k(d).
Il est cependant intéressant de remarquer que la logique que l’on obtient avec cette nouvelle
interprétation ne contient pas la précédente, c’est-à-dire OL. En effet, l’axiome L4 : Ki (ϕ →
Ki ϕ) n’est plus vérifié, puisqu’en conjonction avec l’axiome T, il permet de déduire ϕ →
Ki ϕ, et donc en utilisant à nouveau T, ϕ ↔ Ki ϕ, lequel n’est pas vérifié puisqu’en général,
fk|i ◦ fi|k(d) 6= d.
L’axiome 4, qui est plus faible que L4, est lui vérifié, grâce au fait que :
fk|i ◦ fi|k ◦ fk|i ◦ fi|k = fk|i ◦ fi|k
Pour résumer, la nouvelle logique que l’on considère vérifie les axiomes de la logique ob-
servationnelle OL à laquelle on a ôté L4 et l’on a ajouté les axiomes T et 4. La logique que
l’on obtient de cette manière est exactement IS4+KV, que l’on avait rencontré précédem-
ment dans le cas de l’approximation d’une représentation par une autre (voir le théorème 2
p.62). Nous allons en fait montrer que IS4+KV est exactement la logique modélisée par les
hiérarchies consistantes et l’interprétation {[·]}, dans le cas où l’ensemble d’indices I est infini.
Comme précédement, dans le cas où I est fini, il faut spécifier la représentation qui est la plus
précise, et ajouter un axiome en conséquence. Pour exprimer le résultat du cas infini de façon
rigoureuse, définissons la notation |=CH pour représenter la validation pour ces structures (en
utilisant les notations usuelles, et H désignant une hiérarchie consistante) :
∀ϕ, |=CH ϕ⇔ ∀H,Locν , ν, ∀ i ∈ Loc(ϕ), {[ϕ]}i = Ri
On peut alors écrire :
Théorème 11
Pour tout ensemble infini d’indices I, toute proposition ϕ ∈ LI,Ψ est prouvable pour la logique
IS4+KV si et seulement si elle est valide pour les hiérarchies consistantes :
∀ϕ ∈ LI,Ψ, `IS4+KV ϕ ⇔ |=CH ϕ
Preuve La preuve complète se trouve en annexe B.5. 
Si l’ensemble I est fini, et que ⊥ est associé à la représentation la plus précise, on voit qu’il
faut ajouter un axiome de la forme GD′⊥ : ϕ → K⊥ ϕ pour obtenir la logique modélisée par
ces hiérarchies consistantes. On montre en particulier dans l’annexe B.5 que si l’on désigne par
|=CH,⊥ ϕ la validité pour toutes les hiérarchies consistantes telle que la représentation R⊥ est
plus précise que toutes les autres, on a :
∀ϕ, |=CH,⊥ ϕ ⇔ `IS4+KV+GD′⊥ ϕ
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L’utilisation de hiérarchies consistantes avec l’interprétation {[·]} permet donc de modéliser
la logique IS4+KV, qui a l’avantage par rapport à OL de permettre d’exprimer des relations
plus fortes entre les différentes façons d’observer un système, assurant par exemple que des
observations différentes ne seront jamais en contradiction l’une avec l’autre.
Nous allons cependant montrer dans la section suivante que ces structures sont moins intui-
tives ou pratiques à utiliser que les hiérarchies de représentations.
10.4 Utilisation de hiérarchies consistantes
Les exemples et sujets que nous allons développer dans cette section vont rester à un niveau
moins formel que le reste de ce travail. En effet, il s’agit ici de la présentation d’arguments illus-
trant ce que nous estimons être des faiblesses des hiérarchies consistantes et de l’interprétation
{[·]}. Cependant, ces arguments sont subjectifs et ne sont que le reflet de notre opinion vis-à-vis
des avantages et inconvénients des structures considérées.
10.4.1 La localisation des propositions
On peut tout d’abord s’interroger sur le sens de la fonction de localisation Loc. Cette fonc-
tion a été introduite pour traduire le fait qu’il fallait disposer d’un moyen pour identifier les
observations ayant une “résolution” suffisante pour être sûr de la validité d’une proposition don-
née. Ainsi, pour une proposition ϕ, l’ensemble Loc(ϕ) désigne l’ensemble des représentations
suffisamment précises pour pouvoir décider de la validité de ϕ.
Si la notion de résolution minimale peut être considérée comme légitime, la façon dont
elle est formalisée dans le cadre de l’interprétation {[·]} fait qu’elle n’est pas présente dans la
logique elle-même. Ainsi, pour chaque proposition ϕ et une interprétation donnée, il existe au
moins un indice i tel que i ∈ Loc(ϕ). On a alors ∀ j, {[ϕ]}j = {[Ki ϕ]}j . Cette égalité dans les
interprétations se traduit dans la logique par la proposition valide :
|= ϕ↔ Ki ϕ
Il existe une proposition de ce type pour chaque ϕ ∈ LI,Ψ, et on peut écrire de façon générale :
∀ϕ ∈ LI,Ψ, ∃ i ∈ I : |= ϕ↔ Ki ϕ
Mais cette propriété, qui représente une caractéristique importante de la logique modélisée par
une interprétation donnée, n’est pas exprimable dans cette logique. Elle reste extérieure à celle-
ci : étant donné une formule ϕ, il n’existe aucun moyen à l’intérieur de la logique de déterminer
un indice i tel que ϕ et Ki ϕ soient équivalents. Pour que cela soit possible, il faudrait au moins
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étendre le langage de façon à introduire une quantification sur les indices. Mais même alors,
cela ne suffirait pas pour trouver, pour une proposition ϕ, un indice i correspondant.
Ainsi, certains aspects importants du raisonnement que l’on peut faire sur un système mo-
délisé par une hiérarchie consistante obligent à se référer au modèle. Toute l’information que
celui-ci donne sur le système étudié n’est pas accessible de façon interne.
10.4.2 La manipulation des hiérarchies consistantes
Nous allons maintenant donner quelques exemples montrant que la condition sur l’on im-
pose sur les hiérarchies de représentations pour qu’elles soient consistantes entraîne une grande
perte dans la souplesse de manipulation de ces structures. On reprends pour cela quelques-unes
des constructions présentées dans l’annexe D.
Les partitions de représentations
Nous allons tout d’abord nous intéresser à la construction de partition décrite dans la par-
tie D.4.3. Il est facile de montrer que cette construction ne peut être appliquée telle qu’elle
à une hiérarchie consistante dans le cas général. Un contre-exemple peut être défini simple-
ment. Considérons en effet une hiérarchie R constituée d’une unique représentation composée
de quatre éléments, une description vide > et trois descriptions d1, d2, d3 incomparables entre
elles. Cette hiérarchie est consistante, comme le sont toutes les hiérarchies à un seul indice.
Un exemple de partition à partir de R est représenté dans la figure 10.3. La hiérarchie obtenue
n’est pas consistante, puisque le couple 〈d2, d1〉 n’appartient pas au domaine de définition de la
conjonction ∧ comme l’imposerait l’équation 10.6 p.122 sachant que d1 = f>|B(t).
t f
R RB
d1 d2 d3
Figure 10.3 – Exemple de partition non consistante
On voit donc que la possibilité de partitionner une hiérarchie consistante dans le cas gé-
néral implique, si l’on veut obtenir une hiérarchie consistante comme résultat, d’ajouter des
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contraintes sur la structure des représentations. Il en résulterait donc un alourdissement supplé-
mentaire de ces structures.
Le raffinage de hiérarchies
Comme on vient de le voir, l’opération de partitionnement est problématique dans le cadre
des hiérarchies consistantes. Cette opération est un cas particulier de l’opération de raffinage.
C’est à cette dernière que nous allons maintenant nous intéresser.
Nous allons étudier un aspect de l’utilisation d’un tel opérateur pour effectuer un raffinage.
On suppose pour cela que l’on a deux représentations Ri et Rj avec i / j, et deux fonctions de
transformation α, γ de telle sorte que l’ensemble forme une hiérarchie consistante. Nous allons
appliquer à la représentation Ri un opérateur φi. En utilisant les définitions du raffinage, les
représentations obtenues après résultats sont R′i et R′j où l’on a :
∀ di ∈ R′i, di = φi(di)
∀ dj ∈ R′j, dj = α ◦ φi ◦ γ(dj)
Pour que la hiérarchie obtenue soit consistante, soient deux descriptions di et dj telles que
dj ≤ α′(di) (on rappelle que α′ = α). La proposition 10.6 nous impose alors que la description
di∧′γ′(dj) = φi(di∧φi◦γ(dj)) est bien définie. Mais par consistance de la hiérarchie de départ,
la seule information que l’on a est l’existence de la description di ∧ γ(dj).
Avec cette définition, on s’aperçoit que pour que la condition soit vérifiée dans le cas général
(c’est-à-dire que la description φi(di ∧ φi ◦ γ(dj)) existe dans les conditions que l’on vient
d’énoncer), il faut ajouter des conditions supplémentaires. En effet, il est facile de construire un
exemple où elle n’est pas vérifiée. Considérons pour cela les hiérarchies représentées dans la
figure 10.4. On part d’une hiérarchie consistante H à laquelle on applique un opérateur φ qui a
pour action de transformer toute description d ≤ x en d ∧ y.
Il est facile de s’apercevoir que la hiérarchie obtenue n’est plus consistante, puisque par
exemple dans la hiérarchie de départ, di ∧ γ(dj) est bien définie, mais di ∧′ γ′(dj) ne l’est plus
à l’arrivée.
On voit donc que l’opération de raffinage, qui était présentée dans le chapitre 4.2 et l’annexe
D comme l’une des opérations les plus importantes avec le produit cartésien pour la manipula-
tion de hiérarchies, nécessiterait d’être modifiée pour pouvoir être appliquée aux hiérarchies
consistantes. En particulier, il faut appliquer des restrictions aux opérateurs de clôture que l’on
souhaiterait utiliser dans ce cadre. Cependant, nous n’avons pu caractériser aucune restriction
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R1
R2
R'1
R'2
H
Raf(H,f)
dj
di
dj
di
g'(dj)
g(dj)
x
y
Figure 10.4 – Exemple de raffinage non consistant
“raisonnable”, ce qui fait que nous n’avons pas trouvé de classe d’opérateurs suffisament in-
tuitive et facile à définir, comme l’est la classe des opérateurs de clôture inférieure pour les
hiérarchies de représentations.
De façon plus générale, nous voyons la nécessité de modifier les opérations de base comme
un inconvénient à l’utilisation des hiérarchies consistantes. Alors que pour les hiérarchies de
représentations, nous avions présenté un ensemble d’opérations générales, faciles à définir et
permettant une grande souplesse dans la manipulation de ces structures, nous voyons que si
l’on se restreint aux hiérarchies consistantes, on perd une grande partie de ces avantages.
Cependant, l’étude de cette restriction des structures de base a permis d’isoler un ensemble
d’idées et de concepts importants relativement au but de départ qui est la modélisation et l’étude
logique de la connaissance basée sur l’observation de systèmes. Dans la prochaine partie, nous
allons mettre en parallèle ces deux formalismes, et présenter une méthode pour combiner les
deux approches de façon à obtenir dans une certaine mesure le meilleur de celles-ci.
Quatrième partie
Comparaison
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Jusqu’à présent, nous avons développé deux approches différentes de la modélisation de
la connaissance dans le cadre d’observations partielles. Tout d’abord, nous avons défini les
systèmes de représentation, ainsi que la logique OL qui lui associée, cette logique pouvant être
vue comme assez faible, puisque ne permettant pas d’exprimer de liens forts entre les différentes
points d’observation.
Ensuite, nous avons introduit les hiérarchies de représentations, qui sont une extension de la
structure précédente, ainsi qu’une nouvelle manière d’interpréter les propositions de LI,Ψ. La
logique correspondante, que nous avons identifiée comme étant IS4+KV, fournit plus de liens
entre les différentes observations, mais le prix à payer est comme on vient de le voir une perte
importante de la généralité et de la souplesse des structures manipulées.
Nous allons maintenant comparer plus en profondeur ces deux approches. En particulier,
nous reviendrons sur la notion de localisation, qui permet de relier la prouvabilité d’une pro-
priété à un ensemble de représentations. En modifiant cette notion pour mettre plus précisement
en correspondance une proposition et une représentation où elle a été observée, nous pourrons
identifier une catégorie de propositions qui sont utilisables de façon plus sûre que les autres, en
ce sens que l’on peut les utiliser en faisant abstraction de leur représentation d’origine. Ainsi,
l’utilisation de la logique OL et de ses limitations par rapport à IS4+KV nous permettra d’ob-
tenir une ébauche de théorie des informations communicables, en fournissant à la fois un critère
de sélection des propositions et une méthode de transformation des propositions en général pour
qu’elles remplissent ce critère.
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Synthèse
Nous pouvons maintenant résumer les deux approches que l’on a décrites dans ces pages. On
a d’une part la structure des hiérarchies de représentations, avec l’interprétation [[·]], et d’autre
part les hiérarchies consistantes avec {[·]}. Le premier formalisme mène, comme on l’a vu, à une
modélisation du comportement logique de l’information suivant la logique observationnelleOL.
Elle est constituée de la logique intuitionniste à laquelle on a ajouté la règle de nécessitation,
ainsi que les axiomes et règles résumés dans la table 9.
Ki (ϕ→ ψ)→ Ki ϕ→ Ki ψ K
Ki ϕ→ ¬Ki ¬ϕ D
Ki (ϕ↔ Ki ϕ) L
KiKj ϕ→ Kj ϕ T2
Ki (ϕ ∨ ψ)→ Ki ϕ ∨Ki ψ KV
∀ i, ` Ki ϕ
Univ` ϕ
` ϕ
Nec` Ki ϕ
Table 9 – Axiomes et règles de la logique OL
Ce formalisme peut être caractérisé par deux traits principaux : les hiérarchies de représenta-
tions sont une structure algébrique très générale et facile à manipuler, comme l’annexe D nous
le montre. En contrepartie, on a vu au début de cette partie que la logique OL avait le défaut de
fournir très peu de liens entre les informations correspondant aux différentes représentations.
Cette dernière constation a amené dans le chapitre précédent à définir une nouvelle struc-
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ture – les hiérarchies consistantes – et une nouvelle interprétation de cette structure sous forme
logique. On obtient alors la logique IS4 +KV comme modélisation du comportement de l’in-
formation dans le cas de représentations partielles. L’un des principaux avantages de cette lo-
gique est la vérification de l’axiome T : Ki ϕ → ϕ. Cet axiome permet en effet de prouver les
axiomes de confiance entre agents et de consistance globale, dont on rappelle les énoncés :
KiKj ϕ→ Ki ϕ C
Ki ϕ→ ¬Kj ¬ϕ GD
Malheureusement, les hiérarchies consistantes sont difficiles à manipuler, comme nous avons
essayé de le montrer dans le chapitre précédent.
Nous allons maintenant présenter une adaptation de l’approche utilisant les hiérarchies de
représentation permettant de regagner une partie de l’expressivité de la logique IS4+KV, tout
en conservant une grande souplesse d’utilisation. Pour cela, nous allons examiner à nouveau la
notion de localisation des propositions, ce qui impliquera une légère transformation du langage
logique utilisé, et plus précisément l’ajout explicite d’indices pour indiquer la localisation.
11.1 Nouvelle approche de la localisation
Nous allons tout d’abord revenir à la notion de localisation des propositions. Elle avait été
définie en suivant l’idée qu’on ne pouvait décider de la validité d’une proposition que dans des
représentations ayant une précision suffisante pour cela. Le traitement que l’on avait fait de cette
notion avait conduit à la définition des hiérarchies consistantes et de la fonction d’interprétation
notée {[·]} modélisant la logique IS4 + KV. La discussion qui a été faite dans le chapitre
précédent sur certaines propriétés de ce nouveau cadre nous incite à croire qu’il ne s’agit pas
du meilleur traitement que l’on peut faire de la notion de localisation. En particulier, cette
localisation est présente de façon directe dans la structure algébrique, mais absente de la logique,
ce qui la rend peu intuitive.
De plus, telle qu’elle est définie dans ce cadre, cette notion est trop générale. Pour illustrer
ce fait, intéressons-nous à la signification de l’interprétation d’une proposition primitive ψ ∈ Ψ
suivant deux représentations différentes. D’après la définition d’une interprétation basée sur des
hiérarchies de représentations, on a [[ψ]]i = νi(ψ). Or, pour deux indices distincts i et j, νi(ψ)
et νj(ψ) ont des valeurs quelconques, et il n’existe aucune relation entre elles. Il est possible de
déduire deux propriétés impliquées par cette constatation pour la localisation des propositions
atomiques :
– Deux versions différentes d’une même proposition atomique n’ont aucun rapport entre
elles si elles se rapportent à des représentations différentes. Ainsi, une proposition ψ
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apparaissant dans le terme Ki ψ ne correspond pas à la même propriété du système que
dans le terme Kj ψ si i 6= j.
– Lorsqu’une proposition atomique apparaît dans un terme ϕ, il faut qu’elle se rapporte à
une représentation, puisque parler d’une proposition ψ en général n’a pas de sens, d’après
la première remarque. Il faut donc se limiter aux termes du langage LI,Ψ où toutes les
propositions atomiques sont localisées.
Pour formaliser plus précisément le premier point, nous allons introduire une notion de
localisation d’un sous-terme et plus particulièrement des occurrences de propositions atomiques
dans un terme. Ainsi, l’occurrence d’une proposition atomique ψ est localisée en i si elle est
située à l’intérieur d’un sous-terme de la forme Ki ϕ, et que ce sous-terme est le plus petit de
cette forme. Cette notion est illustrée dans les exemples suivants, où pour chaque proposition
atomique ψ est notée avec sa localisation en indice entre crochets (et où ∅ indique qu’elle
n’apparaît pas à l’intérieur d’un Ki) :
Ki ψ[i] KiKj ψ[j] ∧ ψ[∅]
Ki
(
ψ[i] →
(
Kj ψ[j] ∨ ψ[i]
))→ ψ[∅]
Plutôt que de définir précisément cette notion, nous allons nous intéresser directement à celle de
permutation localisée. Étant donné une permutation σ de l’ensemble des propositions atomiques
Ψ, on définit la permutation de ϕ selon σ en i (que l’on note ϕ[σ, i] comme le terme obtenu en
partant de ϕ où chaque proposition atomique ψ localisée en i est remplacée par σ(ψ)). On
définit cette transformation de façon formelle :
Définition 4
Étant donné un terme ϕ, un indice i et une permutation σ de Ψ, l’application localisée de σ en
i sur ϕ donne le terme ϕ[σ, i] = Subs(ϕ, ∅, σ, i) avec la fonction Subs définie ainsi :
Subs(ψ, j, σ, k) =
ψ j 6= kσ(ψ) j = k ψ ∈ Ψ
Subs(Ki ϕ, j, σ, k) = Ki Subs(ϕ, i, σ, k)
Subs(ϕ1 ∨ ϕ2, j, σ, k) = Subs(ϕ1, j, σ, k) ∨ Subs(ϕ2, j, σ, k)
Subs(ϕ1 ∧ ϕ2, j, σ, k) = Subs(ϕ1, j, σ, k) ∧ Subs(ϕ2, j, σ, k)
Subs(ϕ1 → ϕ2, j, σ, k) = Subs(ϕ1, j, σ, k)→ Subs(ϕ2, j, σ, k)
Subs(⊥, j, σ, k) = ⊥
Dans cette définition, on suppose que l’indice ∅, correspondant à l’absence de localisation, ne
fait pas partie de l’ensemble d’indices I.
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Nous proposons de plus une notation sur les interprétations atomiques ν en définissant :
ν[σ, i] = 〈j, ψ〉 7→
νj(ψ) i 6= jνi(σ(ψ)) i = j
On peut alors énoncer la proposition illustrant l’indépendance des propositions atomiques de
localisations différentes :
Proposition 23
Étant donné un terme ϕ, une permutation σ de Ψ et un indice i, on a pour toute hiérarchie de
représentationsH, toute interprétation atomique ν et tout indice j les égalités :
[[ϕ[σ, i]]]H,ν,j = [[ϕ]]H,ν[σ,i],j
[[Subs(ϕ, j, σ, i)]]H,ν,j = [[ϕ]]H,ν[σ,i],j
Preuve On prouve ce résultat par récurrence sur la taille des termes. Les cas ∨, ∧, → et ⊥ se
traitent directement. Nous allons développer le cas des propositions atomiques et des opérateurs
modaux. Pour les propositions atomiques, deux cas se présentent, suivant que i et j sont égaux
ou non :
i 6= j ⇒ [[Subs(ψ, j, σ, i)]]ν,j = [[ψ]]ν,j = νj(ψ) = ν[σ, i]j(ψ) = [[ψ]]ν[σ,i],j
i = j ⇒ [[Subs(ψ, j, σ, i)]]ν,j = [[σ(ψ)]]ν,j = νj(σ(ψ)) = ν[σ, i]j(ψ) = [[ψ]]ν[σ,i],j
Pour les opérateurs modaux, on peut écrire en utilisant l’hypothèse de récurrence :
[[Subs(Kk ϕ, j, σ, i)]]ν,j = [[Kk Subs(ϕ, k, σ, i)]]ν,j
=
{
d
∣∣ fk|j(d) ∈ [[Subs(ϕ, k, σ, i)]]ν,k}
=
{
d
∣∣ fk|j(d) ∈ [[ϕ]]ν[σ,i],k}
= [[Kk ϕ]]ν[σ,i],j
On a ainsi prouvé la seconde égalité de la proposition. Pour obtenir la première égalité, il suffit
de reprendre les calculs précédents, en remarquant que si j = ∅, alors j 6= i. 
Cette proposition permet d’énoncer un corollaire important, qui exhibe précisement l’indé-
pendance de propositions atomiques de localisations différentes.
Corollaire 23.1
On a pour une proposition ϕ, une permutation σ deΨ et un indice i ∈ I l’équivalence suivante :
`OL ϕ ⇔ `OL ϕ[σ, i]
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L’une des conséquences de cette proposition est que l’évocation d’une proposition atomique
non localisée dans une proposition logique n’a aucun sens, puisque comme on vient de le mon-
trer, il y a autant de significations pour une proposition atomique donnée qu’il y a d’indices. On
justifie donc le second point de la liste donnée p.136.
11.2 Fermeture des propositions
Nous allons donc maintenant nous restreindre à l’étude des propositions où toute occurence
d’une proposition atomique se trouve à l’intérieur d’un sous-terme de la forme Ki ϕ. De tels
termes peuvent être qualifiés de fermés, puisque les propositions atomiques ne peuvent pas
s’échapper. Il est facile de définir cette notion de fermeture.
Le critère de fermeture
La fermeture d’un terme peut être caractérisée en utilisant la notion de proposition atomique
libre, proche de la notion de variable libre en λ-calcul. Dans ce dernier, une variable est libre si
elle n’apparaît pas à l’intérieur d’un λ. Dans le cas présent, on peut de même parler d’une pro-
position libre si elle n’apparaît pas à l’intérieur d’un Ki. Cela suggère les définitions suivantes :
Définition 5
L’ensemble des propositions atomiques ayant au moins une occurence libre dans terme ϕ est
égale à fp(ϕ), où la fonction fp est défini de façon inductive :
fp(ψ) = {ψ} ψ ∈ Ψ
fp(ϕ1 ∨ ϕ2) = fp(ϕ1) ∪ fp(ϕ2)
fp(ϕ1 ∧ ϕ2) = fp(ϕ1) ∪ fp(ϕ2)
fp(ϕ1 → ϕ2) = fp(ϕ1) ∪ fp(ϕ2)
fp(Ki ϕ) = ∅
fp(⊥) = ∅
Définition 6
Un terme ϕ ∈ LI,Ψ est fermé si et seulement si fp(ϕ) = ∅.
On obtient donc une première définition de la fermeture d’un terme, qui de plus correspond
bien à l’idée que l’on a énoncée plus tôt, qui impose que toute occurence d’une proposition
atomique soit localisée (ce que l’on appelle ici fermée).
Il est possible de contraindre encore plus les termes de telle sorte que chaque proposition
atomique apparaissant dans un terme se trouve accolée à un terme Ki indiquant directement sa
localisation.
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Le langage LLI,Ψ
Cette seconde approche de la localisation peut être obtenue en imposant au langage d’utiliser
non pas les ψ ∈ Ψ comme formules atomiques, mais à la place des termes de la formeKi ψ pour
i ∈ I et ψ ∈ Ψ. On peut définir exactement l’ensemble des propositions ayant cette forme :
Définition 7
Le langage LLI,Ψ est le plus petit ensemble E vérifiant :
{Ki ψ | i ∈ I, ψ ∈ Ψ} ∪ {⊥} ⊆ E
∀ϕ ∈ E, i ∈ I, Ki ϕ ∈ E
∀ϕ1, ϕ2 ∈ E, {ϕ1 ∨ ϕ2, ϕ1 ∧ ϕ2, ϕ1 → ϕ2} ⊆ E
D’après les deux définitions de localisation que l’on vient de donner, il semble que l’appar-
tenance à LLI,Ψ est plus forte que la fermeture. On a en effet :
Proposition 24
∀ϕ ∈ LLI,Ψ, fp(ϕ) = ∅
Cependant, du point de vue logique, ces notions sont similaires, puisque toute formule fermée
est équivalente à une formule de LLI,Ψ :
Proposition 25
∀ϕ ∈ LI,Ψ, (fp(ϕ) = ∅ ⇒ ∃ϕ′ ∈ LLI,Ψ : `OL ϕ↔ ϕ′)
Preuve Ce résultat vient du fait qu’il est possible, dans un terme fermé, de faire “descendre”
les Ki jusqu’aux propositions atomiques. On a en effet :
`OL Ki (ϕ1 ∨ ϕ2)↔ Ki ϕ1 ∨Ki ϕ2
`OL Ki (ϕ1 ∧ ϕ2)↔ Ki ϕ1 ∧Ki ϕ2
`OL Ki (ϕ1 → ϕ2)↔ Ki (Ki ϕ1 → Ki ϕ2)
On peut donc appliquer ce genre de transformations successivement pour, partant d’un terme
fermé, aboutir à un élément de LLI,Ψ, chacune des étapes préservant l’équivalence. 
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11.3 Les observations atomiques
L’utilisation du langage LLI,Ψ modifie la façon dont il faut considérer la logique OL pour
la modélisation de connaissances basées sur des observations. En effet, jusqu’à présent, les
propositions atomiques, éléments de Ψ, pouvaient être prises pour représenter les informations
de base dont on dispose à propos du système, c’est-à-dire les résultats d’observations. Ces
éléments étaient utilisés comme briques de base, et toute proposition logique concernant le
système étudié apparaît alors comme une mise en relation d’observations.
Puisque l’on impose la localisation des observations, on modifie ces briques de base, celles-
ci étant remplacées par des termes de la forme Ki ψ. Pour illustrer la façon dont cela change
le comportement des propriétés impliquant des propositions atomiques, nous allons introduire
une nouvelle notation suggérant que l’on a un nouvel ensemble de propositions primitives. Ainsi,
définissons ψi comme étant une version abrégée pour Ki ψ.
Dans le cadre de la logiqueOL, il est possible d’énoncer de nombreuses propriétés vérifiées
par ce que l’on peut donc considérer comme de nouvelles propositions atomiques. Ainsi, on peut
exprimer des propositions les concernant ressemblant à l’axiome T, ce qui peut donne un statut
de “réalité” à ces propositions :
` Ki ψj → ψj
On peut déduire en particulier que l’axiome de confiance entre agents est alors vérifié :
` KiKj ψk → Ki ψk
De plus, puisque la localisation des propositions de la forme ψi apparaît explicitement, on peut
énoncer des propriétés quand à leur observabilité :
` ψi ↔ Ki ψi
Pour une hiérarchie de représentations particulière et en utilisant l’ordre / sur les indices, on
peut même écrire :
∀ j / i, ` ψi ↔ Kj ψi
Observations négatives des propriétés
Dans les propriétés que l’on vient d’énoncer, on relie la véracité d’une proposition ψi à son
observation. Ainsi, si l’on aKj ψi, alors ψi est vraie. Réciproquement, si ψi est vraie, alors cette
propriété est observable dans au moins une représentation. Mais ces différents cas se rapportent
à une situation où une proposition ψi est bien vérifiée par le système.
On peut aussi s’intéresser au cas où la propriété ψi est fausse, où sa négation est vraie.
Supposons tout d’abord que l’on a Kj ¬ψi. Cela ne suffit pas à assurer que ψi n’est pas vérifiée
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par le système. En effet, la logique OL ne permet pas de déduire ¬ψi de Kj ¬ψi. Il est même
possible que ψi soit vérifiée en même temps que Kj ¬ψi, puisque ¬ (ψi ∧Kj ψi) n’est pas
non plus prouvable dans OL. En particulier, on peut construire une hiérarchie H telle que
H |= ψi ∧Kj ¬ψi, comme la figure 11.1 le montre.
[[y2]]2
R1 R2
Figure 11.1 – Hiérarchie modélisant ψ2 ∧K1 ¬ψ2
Aussi, le terme ¬ψi n’est pas suffisant pour s’assurer que la proposition ψi n’est pas vérifiée.
Il faut de plus imposer que ce terme soit observé depuis la représentation où est localisée ψi,
c’est-à-dire la représentation Ri elle-même. Pour cette raison, le terme à utiliser pour désigner
la négation d’une proposition ψi est Ki ¬ψi et non simplement ¬ψi. On peut donc enrichir la
notation ψi en définissant :
ψ+i = Ki ψ ψ
−
i = Ki ¬Ki ψ
Nous pensons que ces deux définitions permettent d’exprimer correctement l’idée d’une pro-
priété qui est vérifiée ou non par le système. Pour illustrer cela, nous allons présenter quelques
propriétés concernant cette notion.
Quelques propriétés concernant les ψ+i et ψ−i
Tout d’abord, comme dans le cas précédent avec ψi, on préciser le rapport entre l’observa-
tion d’une proposition de la forme ψpi et sa validité (ainsi que son observabilité) :
` Kj ψpi → ψpi p ∈ {+,−}
` ψpi ↔ Ki ψpi p ∈ {+,−}
Ainsi, de telles propositions peuvent être vues comme des éléments de réalité. Si elles sont ob-
servées, alors elles sont prouvables. De plus, réciproquement, si elles sont prouvables, alors il
est possible de les observer. La présence de la localisation en indice permet de plus la détermi-
nation d’une représentation dans laquelle elles sont observables, et cela de façon interne à la
logique, sans avoir recours au modèle utilisé.
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Les propositions ψ+i et ψ−i sont définies comme correspondant au fait qu’une propriété ψ
définie dans la représentation Ri est vraie ou fausse. En général, en logique intuitionniste, une
proposition ϕ et sa négation ¬ϕ vérifient les propriétés suivantes : elles ne sont pas vraies en
même temps (`IL ¬(ϕ ∧ ¬ϕ)) mais au moins l’une des deux est vraie, même si on ne peut pas
dire laquelle (`IL ¬¬(ϕ ∨ ¬ϕ)).
Pour les propositions atomiques ψpi , il est aussi possible d’énoncer des propriétés similaires
mettant en relation les versions positives et négatives d’une même propriété ψ. Tout d’abord,
elles ne peuvent pas être vérifiées en même temps :
` ¬ (ψ+i ∧ ψ−i )
On peut de plus énoncer le fait que l’une des deux est forcément vérifée par un système donné.
Cependant, la proposition ¬¬(ψ+i ∨ψ−i ) est trop générale, et non prouvable dans OL. La raison
pour cela est que ce résultat n’est pas vérifié dans toutes les représentations. Si l’on reprends
la figure 11.1, l’interprétation de K2 ψ vérifie [[ψ+2 ]]1 = ∅ et [[ψ−2 ]]2 = ∅. On en déduit donc
[[ψ+2 ∨ ψ−2 ]]1 = ∅, ce qui montre la non prouvabilité de ¬¬(ψ+2 ∨ ψ−2 ). La raison en est une fois
de plus que toutes les représentations ne sont pas adaptées pour décider de la validité d’une
proposition. Cependant, si l’on se place dans la représentation où est localisée la proposition ψ,
on retrouve la propriété attendue. Ainsi, on peut écrire :
` Ki ¬¬
(
ψ+i ∨ ψ−i
)
Tous ces aspects du comportement logique des termes de la forme ψ+i et ψ−i nous montrent
qu’ils constituent une formalisation adéquate de la notion de propriétés atomiques si l’on impose
qu’elles soient localisées. Cela justifie de plus la restriction que l’on a imposé au langage en se
limitant au sous-ensemble des propositions fermées, et même à LLI,Ψ.
11.4 La connaissance accessible par observation
Pour reprendre l’un des postulats de départ, toutes les informations que l’on a sur l’état
du système proviennent d’observations. Exprimées dans le langage LL, toutes ces observations
se rapportent à une représentation précise, elles sont localisées. Ainsi, toute occurence d’une
proposition atomique ψ est associée à un indice i en apparaissant sous la forme Ki ψ.
L’observation d’une propriété depuis une représentation donnée n’est cependant pas la forme
d’information la plus intéressante à manipuler. En effet, comme on l’a développé plus tôt, il n’y
a pas assez de liens entre les différentes façons d’observer une même proposition.
Ainsi, dans le cas général, l’observation d’une propriété ou de sa négation peut ne pas cor-
respondre à sa vérification effective par le système, et il est possible qu’une hiérarchie vérifie à
144 Chapitre 11. Synthèse
la fois Ki ψ et Kj ¬ψ. Cela implique de plus que les agents ne peuvent rien communiquer entre
eux, puisqu’ils peuvent être en désaccord même sur les informations les plus élémentaires.
La situation est bien plus favorable si l’on inclut la localisation des propositions. En for-
çant de plus l’utilisation de termes de la forme Ki ¬Ki ψ pour exprimer la négation de Ki ψ,
on obtient un ensemble de nouvelles propositions atomiques qui correspondent à des informa-
tions plus significatives. Comme on l’a vu, en utilisant les notations ψ+i et ψ−i , ces propositions
atomiques correspondent à des informations fiables sur l’état du système. Elles vérifient des
propriétés calquées sur l’axiome T :
` Ki ψpj → ψpj
Cela implique qu’il s’agit d’une information communicable, puisque l’on peut prouver :
` KiKj ψpk → Ki ψpk
Et la consistance globale est vérifiée par ces propositions :
` ¬(Ki ψ+k ∧Kj ψ−k )
Toutes ces propriétés ne s’appliquent pas en général à tous les termes de LLI,Ψ. La distributi-
vité de la disjonction et de la conjonction par rapport aux opérations modales font que tout terme
formé à partir des ψpi en appliquant les opérations ∧ et ∨ constitue une information “fiable”, en
ce sens qu’elles vérifient les mêmes propriétés que les propositions atomiques.
C’est la présence au sein d’un terme de l’implication→ qui change le statut de l’information
représentée par ce terme, puisqu’alors on ne peut pas prouver en général ` Ki ϕ → ϕ. En
conséquence, des propositions contenant des implications ne sont pas communicables dans le
cas général et l’observation d’une telle propriété n’implique pas sa vérification. Dans la logique
OL, on ne peut en effet pas prouver la proposition :
¬ (Ki (ϕ→ ψ) ∧ ¬(ϕ→ ψ))
Pour illustrer cela, la figure 11.2 montre un exemple de hiérarchie de représentations H telle
que :
H |= K1 (K2 ϕ→ K2 ψ) ∧ ¬(K2 ϕ→ K2 ψ)
Comme la négation d’un terme est une forme d’implication, elle n’est pas communicable en
général. C’est la raison pour laquelle dans le cas des propositions atomiques, on a défini ψ−i
comme Ki ¬Ki ψ.
Nous allons dans le prochain chapitre étudier comment caractériser de façon plus géné-
rale des propositions ayant un comportement analogue aux termes de la forme ψpi . Cela nous
conduira à définir la notion d’objectivité d’une proposition.
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[[j]]
R1 R2
[[y]]=Ø
Figure 11.2 – Hiérarchie modélisant K1 (ϕ2 → ψ2) ∧ ¬(ϕ2 → ψ2)
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Chapitre 12
Vers une théorie de la connaissance
observable
En s’inspirant de l’étude faite précédemment, et de la comparaison entre les logiques OL
et IS4 +KV, ainsi que des propriétés vérifiées par les termes de la forme ψpi , il est possible
d’identifier une propriété particulière que possèdent certains termes, une propriété qui traduit le
fait que l’information est utilisable et échangeable.
Pour expliquer cela, on peut revenir à l’un des postulats de départ, qui affirme que toute
connaissance provient d’une observation. De façon logique, cela légitime le fait que les éléments
de base que l’on manipule sont des termes de la forme Ki ϕ, où i est l’indice correspondant au
point d’observation utilisé, et ϕ est l’information en question.
Mais pour que cette information puisse être utilisable en général comme caractérisation de
l’état du système, il faut qu’elle puisse être dissociée de sa représentation de départ. En effet, si
l’on associe un agent à chacune des représentations, une information prouvée par un agent Ai
(correspondant à la représentation Ri) ne peut être communiquée à un agent Aj que si l’infor-
mation telle qu’elle est formulée est exploitable par ce dernier. C’est à ce genre d’informations
que nous allons nous intéresser maintenant.
12.1 Objectivité d’une proposition
Pour cela, nous allons définir un critère d’objectivité. Une proposition sera dite objective si
elle ne dépend pas d’une représentation particulière. Une telle proposition peut être utilisée sans
risque dans tout raisonnement concernant le système.
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12.1.1 Quelques approches de l’objectivité
Il est possible de traduire cette notion de différentes façons au sein des logiques que l’on
a rencontrées. On peut tout d’abord s’intéresser à IS4 + KV. Cette logique est apparue à
deux reprises au cours de ce travail, la première fois dans le cadre de l’approximation d’une
représentation par une autre, et dans le cadre des hiérarchies consistantes.
Dans le cadre de l’approximation d’une représentation par une autre, il existe une représen-
tation plus précise que l’autre, ce qui implique que toute information peut être représentée dans
celle-ci. Dans ce cas, toute information peut être vue comme objective, puisqu’il n’y a pas de
problème de localisation des propositions, étant toutes exprimées dans la même représentation.
Cette situation se retrouve dans les hiérarchies consistantes, même si elle apparaît de fa-
çon moins directe. En effet, on peut considérer qu’il existe une représentation plus précise que
toute les autres. Une telle représentation peut être construite facilement à partir de la hiérarchie
consistante, en prenant le produit réduit. D’après la fonction de localisation utilisée pour l’inter-
prétation {[·]}, on voit que là aussi, toute information se comporte comme si elle était exprimée
dans cette représentation plus précise que toutes les autres.
Dans les deux cas, nous pensons que cette situation se traduit dans la logique par le fait que
l’axiome T : Ki ϕ → ϕ est vérifié. Cet axiome peut en effet être traduit simplement par le fait
que si une propriété est observée (soit Ki ϕ), alors elle est effectivement vérifiée par le système
(soit Ki ϕ → ϕ). Il implique de plus le fait que les agents peuvent se faire confiance entre eux,
puisque l’axiome C : KiKj ϕ→ Ki ϕ est alors vérifié.
La vérification de l’un ou l’autre de ces axiomes apparaît comme une bonne caractérisation
de la notion d’objectivité que nous sommes en train de définir. De plus, ils ne sont pas vérifiés
en général par la logique OL, ce qui légitime l’existence de cette notion dans le cadre des
hiérarchies de représentations.
12.1.2 La notion de contexte
La notion d’objectivité dans le cas général, où l’on fait totalement abstraction de la struc-
ture, n’est a priori pas très intéressante à étudier, puisque qu’une grande part des affirmations
que l’on peut faire sur l’état du système utilise une part d’information structurelle. Pour tenir
compte de cette information, nous allons utiliser un ensemble éventuellement infini Γ = {γi}
de propositions appelé contexte. Alors, nous dirons que dans le contexte Γ, une proposition ϕ
est vérifiée, ce que nous noterons Γ ` ϕ, si et seulement si :
∀ i ∈ I, ∀ d ∈ Ri, d ∈ [[Γ]]i ⇒ d ∈ [[ϕ]]i
12.1. Objectivité d’une proposition 149
Dans cette définition, s’inspirant de la construction de conjonction, [[Γ]]i représente l’ensemble⋂
j[[γj]]i. Si Γ est fini, la définition précédente est équivalente à la prouvabilité de ` (γ1 ∧ . . . γn)→
ϕ.
On doit cependant ajouter une contrainte supplémentaire à la définition de contexte. En effet,
son rôle est de représenter l’information structurelle associée à une hiérarchie de représentations
donnée. Or, ce type d’information est indépendant de toute localisation, et doit être exprimée de
façon équivalente dans toutes les représentations. On impose donc :
∀ i, j, ∀ d ∈ Ri, d ∈ [[Γ]]i ⇔ fj|i(d) ∈ [[Γ]]j
Cette condition donne au contexte Γ le statut de connaissance commune, notion étudiée chez
J. Halpern (voir par exemple [39]). Dans notre cas, cela signifie que l’on a pour toute suite finie
d’indices i1, . . . , in, l’équivalence :
Γ↔ Ki1 . . . Kin Γ
Cela permet d’assurer que l’information structurelle exprimée par Γ est connue, et peut être
utilisée quelque soit le niveau d’imbrication d’opérateursKi apparaissant dans un raisonnement.
12.1.3 Définition de la notion d’objectivité
En utilisant la notion de contexte, nous pouvons maintenant nous intéresser à la définition
formelle du critère d’objectivité. Comme nous l’avons vu, deux axiomes apparaissent en tant
que candidats pour cette définition : l’axiome T d’une part, et l’axiome C d’autre part, qui est
une version moins forte du premier. On peut donc écrire les deux conditions :
∀ i, Γ ` Ki ϕ→ ϕ (12.1)
∀ i, j, Γ ` KiKj ϕ→ Ki ϕ (12.2)
Tout d’abord, puisque l’axiome T est plus fort que C, on peut supposer que la condition
12.1 implique l’équation 12.2. Cependant, puisqu’à chaque fois, il y a quantification universelle
sur les indices de I, on peut montrer que les deux conditions sont en fait équivalentes. Pour
montrer cela, écrivons-les sous forme ensembliste en utilisant l’interprétation [[·]]. On obtient :
∀ i, j, ∀ d ∈ [[Γ]]j, fi|j(d) ∈ [[ϕ]]i ⇒ d ∈ [[ϕ]]j (12.3)
∀ i, j, k, ∀ d ∈ [[Γ]]k, fj|i ◦ fi|k(d) ∈ [[ϕ]]j ⇒ fi|k(d) ∈ [[ϕ]]i (12.4)
La condition 12.3 s’obtient à partir de 12.4 en posant j = k. Réciproquement, soit d tel que
d ∈ [[Γ]]k et fi|j ◦ fj|k(d) ∈ [[ϕ]]i. Si ϕ vérifie la condition 12.3, alors comme par hypothèse sur
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les contextes on a d ∈ [[Γ]]k ⇒ fj|k(d) ∈ [[Γ]]j , on peut appliquer cette condition à fj|k(d), ce qui
permet de déduire fj|k(d) ∈ [[ϕ]]j , qui est le résultat espéré. On vient donc de montrer que les
deux versions de la notion d’objectivité 12.1 et 12.2 sont équivalentes. On peut donc les utiliser
comme définition.
Définition 8
Étant donné un contexte Γ, une proposition ϕ est objective pour Γ si et seulement si elle vérifie :
∀ i ∈ I, Γ ` Ki ϕ→ ϕ
Dans la suite, nous noteronsObj(Γ) l’ensemble des propositions objectives pour un contexte
Γ donné. Il est possible, comme nous allons le voir, d’énoncer quelques propriétés simples
vérifiées par cet ensemble.
12.1.4 Quelques propriétés de Obj(Γ)
À la manière de la définition du langage LI,Ψ, nous allons commencer par indiquer un
certain nombre de types de propositions objectives, qui peuvent être vues comme des briques
de bases, puis nous indiquerons dans quelle mesure il est possible de combiner des propositions
pour que le résultat soit lui aussi objectif.
Les briques de base
On peut identifier trois types de propositions qui sont objectives pour un contexte donné Γ.
Tout d’abord, tout ce qui est déductible du contexte est objectif, puisque si l’on a une proposition
ϕ telle que Γ ` ϕ, alors pour tout i, on a :
Γ ` Ki ϕ→ ϕ
Ces éléments dépendent directement du contexte Γ. D’autres propriétés qui viennent de la défini-
tion de la logique OL, peuvent aussi être identifiées comme objectives quelque soit le contexte.
L’axiome D : Ki ϕ → ¬Ki ¬ϕ, nous indique tout d’abord que la proposition absurde ⊥
est toujours objective, puisque en conjonction avec l’axiome K, l’une des conséquences de cet
axiome est la proposition ¬Ki⊥, qui peut encore s’écrire sous la forme Ki⊥ → ⊥, ce qui
permet de conclure à l’objectivité de ⊥.
Un autre axiome de OL permet lui aussi de fournir un ensemble de propositions objectives
ne dépendant pas du contexte. Il s’agit de l’axiome T2 : KiKj ϕ → Kj ϕ. Ce dernier nous
montre en effet que toute proposition de la forme Ki ϕ est objective. On retrouve ici les termes
de la forme ψpi que nous avions introduits dans le chapitre précédent.
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On peut donc écrire, pour résumer :
∀ϕ, Γ ` ϕ⇒ ϕ ∈ Obj(Γ)
⊥ ∈ Obj(Γ)
∀ϕ, i, Ki ϕ ∈ Obj(Γ)
Construction récursive
Le langage des termes LI,Ψ est constitué, en plus des propositions de base, de cinq construc-
teurs. Le cas de la proposition absurde ⊥ et des opérateurs modaux Ki ont été traités en tant
que briques de bases. Il reste les connecteurs binaires ∨, ∧ et →.
Puisque l’on a ` Ki (ϕ ∧ ψ) → Ki ϕ ∧ Ki ψ, on montre facilement que la conjonction de
deux propositions objectives est aussi objective :
Γ ` Ki ϕ→ ϕ
Γ ` Ki ψ → ψ
}
⇒ Γ ` Ki ϕ ∧Ki ψ → ϕ ∧ ψ ⇒ Γ ` Ki (ϕ ∧ ψ)→ ϕ ∧ ψ
L’axiome KV : Ki (ϕ ∨ ψ) → Ki ϕ ∨ Ki ψ permet d’appliquer le même raisonnement à
une disjonction de propositions objectives. On peut donc écrire :
∀ϕ, ψ ∈ Obj(Γ), ϕ ∨ ψ ∈ Obj(Γ)
∀ϕ, ψ ∈ Obj(Γ), ϕ ∧ ψ ∈ Obj(Γ)
Le cas de l’implication
Le raisonnement que l’on vient de faire pour la disjonction et la conjonction ne s’applique
pas à l’implication. Nous en avons d’ailleurs déjà donné un contre-exemple dans la figure 11.2
p.145, où la représentation vérifie :
H |= K1 (K2 ϕ→ K2 ψ) ∧ ¬(K2 ϕ→ K2 ψ)
On l’a vu, les sous-propositions K2 ϕ et K2 ψ sont objectives, aussi on a montré que l’implica-
tion de propositions objectives n’est pas objective en général.
Une courte étude de la preuve possible de l’objectivité d’un terme ϕ → ψ nous donne une
indication de la raison pour laquelle elle n’est pas toujours possible. En utilisant l’axiome K,
on obtient :
Γ, Ki (ϕ→ ψ) ` Ki ϕ→ Ki ψ
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Tout d’abord, si le second sous-terme ψ est objectif, on obtient :
Γ, Ki (ϕ→ ψ) ` Ki ϕ→ ψ
Dans ce cas, pour arriver à l’objectivité de ϕ → ψ, une condition suffisante est que ϕ vérifie
∀ i, Γ ` ϕ→ Ki ϕ, qui est la réciproque du critère d’objectivié. La raison est donc intuitivement
une question de variance pour le membre gauche d’une implication. Le membre droit est cova-
riant, donc l’hypothèse d’objectivité peut s’appliquer, mais le membre gauche est contravariant,
ce qui fait qu’il faut qu’il vérifie la réciproque.
Clôture déductive
Un autre aspect de l’implication qui caractérise l’ensemble Obj(Γ) est le fait qu’il n’est
pas clos par déduction. Pour montrer cela, on remarque que la logique intuitionniste, et donc la
logique de l’observation, permettent de prouver :
∀ϕ, `OL ⊥ → ϕ
Cela signifie que toute proposition de la forme ⊥ → ϕ est objective. Comme ⊥ est elle-
même objective, et puisqu’il existe des propositions qui ne le sont pas, on en déduit que l’en-
semble des propositions objectives n’est pas clos pour la déduction.
Ce survol des propriétés vérifiées par les ensembles Obj(Γ) montre que la notion d’objec-
tivité est stable par toute opération covariante (comme la conjonction et la disjonction), et que
toute proposition de la formeKi ϕ est objective, ce que l’on peut interpréter comme le fait que si
l’on fournit suffisament d’informations (comme la représentation utilisée pour valider la propo-
sition ϕ), alors cette information est objective, c’est-à-dire qu’elle aura la même interprétation
dans toutes les représentations.
Nous pensons donc être parvenu à un critère de sélection des propositions particulièrement
intéressant, et nous allons reprendre l’étude de la logique OL en tenant compte de celui-ci.
12.2 L’objectivité dans le cadre de la logique de l’observation
Dans les chapitres précédents, nous avions critiqué le manque de puissance expressive de
la logique de l’observation OL, en la comparant notamment à la logique modale intuitionniste
IS4 + KV. La discussion s’était en particulier portée sur la vérification ou non de l’axiome
T : Ki ϕ → ϕ. Par la suite, ce dernier a d’ailleurs été retenu comme définition de la notion
d’objectivité pour une proposition.
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À la lumière de cette notion, nous pouvons comparer les deux logiques et leur adéquation
pour la représentation de connaissances observables. Pour IS4 +KV, toutes les propositions
sont objectives, c’est-à-dire qu’elles peuvent être utilisées telles qu’elles pour spécifier un en-
semble d’états du système, et ne sont pas rattachées à une représentation particulière. Mais
comme nous l’avons vu plus haut, cela vient du fait que pour les structures modélisant cette
logique, la réalité, ou en tout cas une représentation la plus complète possible de celle-ci, est
présente dans ces structures. Il y a donc une référence absolue à laquelle se rapportent toutes les
descriptions. Or, cela est une contrainte très forte, puisqu’elle impose un vocabulaire commun
et absolu à tous les agents pouvant observer le système. Cela ne correspond pas à l’approche
que nous avons donné de la formalisation d’un système, où l’on commence par assembler di-
verses sous-parties (en utilisant le produit de hiérarchies de représentations) avant d’établir des
relations entre ces parties (en appliquant des raffinages).
Le fait que dans la logique OL toutes les propositions ne sont pas objectives montre au
contraire que les hiérarchies de représentations sont une structure algébrique possédant la sou-
plesse voulue pour la modélisation d’un système. En particulier, on peut associer à chaque
représentation un langage particulier. Cet aspect des hiérarchies est apparu dans les discussions
précédentes, lorsque nous avons remarqué qu’il n’existe absolument aucun lien entre les dif-
férentes interprétations {[[ψ]]i} d’une même proposition atomique ψ. La contre-partie de cette
souplesse est naturellement le fait que toutes les propositions ne sont pas objectives, c’est-à-dire
qu’elles ne peuvent pas toutes être utilisées hors contexte, en ne connaissant pas la représenta-
tion où elles sont valides.
Une analyse plus fine de la notion d’objectivité montre cependant qu’elle ne constitue pas un
argument indiquant une faiblesse de la logiqueOL par rapport à IS4+KV. On peut pour cela se
pencher sur l’information structurelle relative au système. Ce type d’information est disponible
quelque soit la représentation choisie, aussi le langage relatif à chaque représentation est connu
partout. Ainsi, si une proposition ϕ valide dans une représentationRi n’est pas objective, il suffit
d’indiquer explicitement sa localisation en utilisant le terme Ki ϕ pour qu’elle le devienne. On
retrouve donc le fait que toutes les propositions de la formeKi ϕ sont objectives. En utilisant un
vocabulaire d’expériences physiques, cela revient à changer une affirmation du type “on mesure
une valeur de 15 volts” en “en effectuant une mesure suivant la procédure i, on trouve une valeur
de 15 volts”. Puisque les protocoles expérimentaux sont connus de tous, l’intérêt de la seconde
formulation est évident.
Ainsi, on voit que le fait que toutes les propositions ne sont pas objectives ne fait que traduire
la souplesse d’utilisation des hiérarchies de représentations, en n’imposant pas des conditions
a priori qui devraient être vérifiées par toutes les représentations. De plus, puisque toute propo-
sition peut facilement être transformée en une proposition objective, cela n’entraîne pas pour
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autant une réduction de l’expressivité de cette modélisation. Au contraire, nous avons identifié
un critère permettant de s’assurer qu’une propriété est correctement formulée ou non, en restant
dans un cadre général. Ce critère suggère qu’il faut fournir suffisamment d’indications sur le
point de vue utilisé pour énoncer la proposition considérée pour que celle-ci puisse être reprise
telle qu’elle n’importe où.
Nous pensons donc être arrivés à un compromis raisonnable pour définir des informations
communicables. Si toutes les propositions ne sont pas objectives, c’est parce que l’on n’a pas
imposé de conditions fortes sur les représentations, et puisqu’il est facile de rendre une pro-
position objective, cela signifie que cette absence de conditions permet néanmoins de pouvoir
exprimer toutes les propriétés que l’on souhaite sur le système.
Chapitre 13
Conclusion
L’objectif de ce travail était de fournir une base logique et formelle aux notions d’observa-
tion et de connaissance acquise par observation. Partant du postulat que toute connaissance que
l’on peut avoir du monde qui nous entoure ou d’un sujet d’étude particulier provient uniquement
des informations que l’on obtient en interagissant avec celui-ci, nous avons défini une structure
théorique précise rendant compte de cette approche.
Contributions
Nous sommes partis de considérations très générales sur la notion de connaissance partielle.
Cela nous a conduit à la définition d’une structure algébrique nommée représentation permet-
tant de modéliser la connaissance accessible depuis une méthode d’observation. Nous avons
alors enrichi cette structure en autorisant la présence de plusieurs méthodes d’observations, et
en définissant un moyen algébrique simple de relier les représentations correspondantes. Ces
considérations ont finalement conduit à la structure que nous avons appelé hiérarchies de repré-
sentations.
Ces structures ont, comme nous l’avons montré, une grande souplesse d’utilisation, et les ou-
tils que nous avons introduits pour les manipuler montrent qu’il est possible de les utiliser pour
modéliser une grande variété de systèmes, puisque la méthologie présentée pour cela (la consti-
tution d’un produit de représentations auquel on applique ensuite un ensemble de raffinage) est
très générale.
Nous avons alors effectué une étude logique du comportement de la connaissance dans ce
contexte. Pour cela, nous avons défini une interprétation du langage propositionnel LI,Ψ vers les
hiérarchies de représentations, en introduisant aussi peu d’hypothèses supplémentaires que pos-
sible. La seule dont nous nous sommes servis est celle stipulant que la validité d’une propriété
est préservée en cas d’ajout d’information. On impose ici une notion de validité assez forte,
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qui exprime le fait que l’on se base sur les observations et rien d’autre pour prouver une pro-
priété. Cela exclue totalement toute forme de raisonnement a priori ou par défaut. L’étude des
propriétés de l’interprétation ainsi définie nous conduit à considérer une logique que nous qua-
lifions d’observationnelle (notée OL). Cette logique donne lieu à de nombreux commentaires
intéressants quant au comportement de la connaissance telle qu’elle est modélisée.
Tout d’abord, elle est basée sur la logique intuitionniste et non la logique classique. Cela
signifie que l’on exclut tout raisonnement par l’absurde, et que l’on privilégie au contraire les
preuves constructives, dont les briques de base sont des résultats d’observations. En particulier,
le principe du tiers-exclus n’est pas vérifié, ce qui est l’une des caractéristiques fondamentales
de la logique intuitionniste. Si une propriété n’a pas été observée, elle n’est pas fausse pour
autant. On retrouve ce fait dans le comportement des opérateurs modaux qui ne vérifient pas
l’axiome 5.
Un autre point qui a été développé est celui des liens qui existent entre la connaissance ac-
cessible depuis les différents points d’observation. En effet, dans la structure des hiérarchies de
représentations, ils sont formalisés par un ensemble de fonctions qui correspondent à un moyen
de transformer les descriptions d’une représentation vers une autre. Cela est possible puisqu’à
chaque fois, il s’agit du même système qui est représenté. À partir de cela, il est raisonnable
d’espérer pouvoir relier de façon simple les connaissances liées aux diverses représentations. Or,
une première étude de cette question montre que la logique OL ne permet d’exprimer que des
relations très pauvres à ce sujet. Pour illustrer cela, nous pouvons mettre en parallèle les deux
axiomes suivants :
KiKj ϕ→ Kj ϕ T2
KiKj ϕ→ Ki ϕ C
Le premier stipule que si une personne A peut prouver qu’une autre personne B peut prouver
une propriété, alors B peut effectivement prouver la propriété en question. Il s’agit d’un axiome
vérifié par la logique OL. Cependant, la non-vérification de l’axiome C par OL précise que la
connaissance de ce fait par A ne lui suffit pas pour prouver la propriété.
Ces dernières considérations ont conduit à une longue discussion où nous avons développé
différentes approches pour identifier plus précisément ce que l’on peut exprimer sur les rela-
tions logiques entre observations. Deux notions sont ressorties de ces discussions. Tout d’abord,
celle de localisation, où il est apparu que puisque toute connaissance provient d’observations, il
est possible de leur associer une information précisant explicitement la représentation utilisée
pour exprimer cette information. Mais nous avons vu de plus que les propositions atomiques
qui apparaissent dans les propositions ont un sens qui dépend uniquement de la représentation
considérée, ce qui explique que l’axiome C précédent n’est pas vérifié : l’énoncé d’une proposi-
tion peut dépendre d’une localisation précise, et ne peut donc pas être utilisé sans modification
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autre part.
Nous avons donc défini le concept d’objectivité pour une propriété, qui précise si une pro-
priété donnée dépend d’une représentation ou non, ou encore si elle peut être utilisée sans
reformulation quelqu’en soit l’endroit. En d’autres termes, cette notion précise si une propriété
vérifie l’axiome C ou non. Il s’agit donc d’un critère d’autonomie, qui permet de s’assurer
qu’une proposition contient suffisament d’information sur son contexte d’utilisation. Plus gé-
néralement, on peut parler alors de propositions exprimables, puisque ce sont les seules qui
permettent d’affirmer quelque chose sur l’état du système en ne connaissant que la structure de
la hiérarchie de représentation, ce sont les seules que l’on peut énoncer directement en restant
extérieur au système, sans se réferer à une représentation particulière.
De plus, un autre aspect important de cette notion est que dans la formulation que nous
avons donnée de ce critère, il apparaît qu’il est équivalent à la vérification de l’axiome T :
Ki ϕ → ϕ. Ainsi, ce qui au départ a été défini comme un critère d’indépendance vis-à-vis des
représentations revient à un critère permettant de dire si une propriété observée est réellement
vérifiée par le système ou non, si une propriété est “réelle” ou non.
Comparaison avec d’autres travaux
Il peut être intéresser de mettre ce travail en parallèle avec d’autres approches de la modéli-
sation de la connaissance. Nous citerons deux d’entre elles, qui toutes deux ont servis comme
modèle et source d’inspiration. En premier lieu, on peut citer les recherches de Jon Barwise sur
l’analyse de flux d’information [3]. Il convient de remarquer à nouveau que ces recherches ont
de nombreux points communs avec notre travail. En particulier, sa structure se rapproche de
celle de [3], puisque dans les deux cas, le point de départ est la représentation de connaissances
d’un point de vue donnée, puis le formalisme est étendu pour tenir compte de plusieurs points de
vue, et on utilise ce formalisme pour définir une logique permettant d’analyser le comportement
des systèmes ainsi modélisés.
Cependant, les approches utilisées sont différentes. J. Barwise et J. Seligman se concentrent
sur les relations existant entre les logiques “locales” (c’est-à-dire la façon de définir le comporte-
ment du système, depuis un point de vue donnée) et ni les différentes représentations ni l’aspect
approximation n’apparaissent explicitement dans celles-ci. Au contraire, nous nous sommes
attardés sur ces deux notions, et avons définir une logique modale pour avoir ces aspects à
l’intérieur même de la logique.
On peut de plus mettre ce travail en relation avec différents travaux centrés sur le raison-
nement à propos de la connaissance [39, 23, 38, 49]. Dans ce contexte, l’étude se base aussi
sur l’utilisation de logiques modales, où les opérateurs de modalité correspondent à la base aux
différents agents observant le système, comme c’est l’usage en logique épistémique. Cependant,
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comme nous l’avons remarqué précédemment, nous nous sommes basé sur une approche plus
restrictive de la connaissance, puisque nous sommes partis du postulat qu’elle provient unique-
ment d’observations. Cela a conduit comme nous l’avons vu à un abandon d’axiome d’intros-
pection négative 5, lequel abandon semble définitif comme expliqué dans la section 8.2. Dans
le même ordre d’idées, la logique que nous avons définie ne vérifie pas l’axiome T spécifiant
que les connaissances observées peuvent être appliquées directement au système. Cet axiome a
été remplacé par trois axiomes, la paire L4 et LT d’une part qui jouent un rôle équivalent 4 et T
mais restreints à un unique agent, et T2 qui joue le rôle de T pour les propositions de la forme
Ki ϕ uniquement.
Ainsi, en analysant précisément le cadre utilisé pour obtenir des informations sur le système,
nous avons obtenu une caractérisation de la logique correspondante, en supprimant l’axiome 5
et en restreignant fortement le champ d’application de T.
Ce travail a permis d’élaborer un formalisme précis pour appréhender les problèmes d’ac-
cessibilité de la connaissance. Il s’agit à notre connaissance de la première étude de ce sujet.
Un de ses intérêts principaux, en plus de la facilité d’utilisation de ce formalisme, est le fait
que partant de postulats simples, nous sommes arrivés a une caractérisation logique assez riche
de ce que peut être la connaissance observable, reflétant bien en particulier les limites qui en
découlent. Nous avons montré que tout ce que l’on observe ne correspond pas nécessairement
à la réalité, et que dans la démarche scientifique, on ne peut pas prouver en général la causalité
effective d’une relation de cause à effet que l’on observe.
Perspectives
Parmi les différentes pistes de développement qui peuvent venir à l’esprit, on peut tout
d’abord citer diverses façons d’enrichir le formalisme et la logique que nous avons développés.
On peut revenir pour cela à certaines directions évoquées plus tôt.
Tout d’abord, l’ajout le plus évident que l’on peut faire OL est celui des quantificateurs
universels et existentiels, permettant d’obtenir une logique du premier ordre. Comme mentionné
précédemment, cela soulève la question de la définition du domaine de valeurs que pourraient
prendre les variables propositionnelles, qui en particulier peut dépendre de la représentation
utilisée ou non. De plus, de même que l’on peut quantifier les propositions logiques, on pourrait
aussi envisager d’inclure la possibilité de quantifier les indices de représentations.
Une autre piste de développement de la logique OL est l’ajout d’autres opérateurs épisté-
miques. Une source d’inspiration possible à ce sujet est donnée par les opérateurs E (la connais-
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sance partagée citée plus haut) et C décrits dans [23]. Ils sont définis de la façon suivante :
Eϕ⇔ ∀ i ∈ I, Ki ϕ
Cϕ⇔ E (ϕ ∧Cϕ)
L’opérateurC en particulier a été évoqué dans la définition de la notion d’objectivité, puisque la
contrainte que l’on a imposée aux contextes Γ représentant l’information structurelle revenant
à imposer qu’ils devaient être équivalent à CΓ.
En utilisant ces opérateurs et des quantifications sur les indices, on peut espérer caractériser
la logique pour les hiérarchies de représentation dans le cas où l’ensemble des indices est fini.
Ainsi, il pourrait être intéressant d’étudier des axiomes de la forme :∨
i
C
∧
j
∀x.Kj x→ KiKj x
qui expriment le fait qu’une représentation est connue communément pour être plus précise que
les autres. De même, une hiérarchie de représentation pourrait être décrite à l’intérieur de la
logique par :
∀ i, j, ∃ k : C∀ϕ.(Ki ϕ→ KkKi ϕ) ∧ (Kj ϕ→ KkKj ϕ)
Un autre développement possible est celui d’une formalisation en calcul des séquents adé-
quate pour obtenir un théorème d’élimination des coupures. Cela permettrait en particulier d’étu-
dier plus précisement des notions comme l’objectivité, la localisation, etc.
Une autre suite que l’on peut donner à ces travaux est leur application à des problèmes
concrets. Ainsi, nous pouvons utiliser ce formalisme dans les différents domaines évoqués dans
le survol que nous avons fait plus tôt des disciplines utilisant les notions d’abstraction et d’ap-
proximation.
De plus, de par son caractère très général et théorique, on peut envisager d’utiliser les no-
tions provenant des hiérarchies de représentations à certains problèmes de physique mettant en
jeu les concepts d’information, d’échange et de mesure. On peut aussi envisager dans le même
registre une étude générale des phénomènes d’échanges d’informations entre systèmes disso-
ciés. C’est une problématique très riche, puisque l’on peut y inclure des systèmes distribués en
informatique comme certains aspects des interactions entre systèmes physiques.
Enfin, un dernier point que l’on peut soulever est celui des probabilités et des mesures d’in-
formations. La plupart des théories essayant de formaliser un moyen de quantifier l’information
se basent en général sur une approche probabiliste des descriptions des états d’un système, en-
traînant souvent des problèmes délicats comme l’existence de probabilités a priori. Dans le
cadre des hiérarchies de représentations, nous ne manipulons que des données sûres, issues
directement d’observations. Une tentative de définition d’une mesure de la quantité d’informa-
tions en utilisant ces structures pourrait être une direction de recherche intéressante.
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Annexe A
Index des axiomes
– 4 : Introspection positive p. 16, 62, 67, 125
Ki ϕ→ KiKi ϕ
– 5 : Introspection négative p. 16, 67, 93
¬Ki ϕ→ Ki ¬Ki ϕ
– C : Confiance p. 96, 98, 136, 149
KiKj ϕ→ Ki ϕ
– D : Consistance p. 16, 66, 98, 135, 150
Ki ϕ→ ¬Ki ¬ϕ
– GD : Consistance globale p. 98, 125, 136
Ki ϕ→ ¬Kj ¬ϕ
– K : Distribution p. 16, 62, 65, 135, 150
Ki (ϕ→ ψ)→ Ki ϕ→ Ki ψ
– KV : p. 62, 65, 135, 151
Ki (ϕ ∨ ψ)→ Ki ϕ ∨Ki ψ
– L : Localisation p. 68, 135
Ki (ϕ↔ Ki ϕ)
– L4 : p. 68, 125
Ki (ϕ→ Ki ϕ)
– LT : p. 68
Ki (Ki ϕ→ ϕ)
– T : Connaissance p. 16, 62, 66, 125, 136, 141, 144, 148, 149, 152
Ki ϕ→ ϕ
– T1 : p. 66
KiKi ϕ→ Ki ϕ
– T2 : p. 72, 96, 135, 150
KiKj ϕ→ Kj ϕ
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Annexe B
Preuves de correction et de complétude
B.1 Représentations
B.1.1 Correction
Pour prouver le résultat de correction, on montre que si un ensemble fini de formules
Γ = {γ1, . . . , γn} implique une formule ϕ, alors l’interprétation de celle-ci contient toujours
l’intersection des interprétations des formules de Γ.
Proposition 26
Pour tout séquent de la logique intuitionniste γ1, . . . , γn ` ϕ, pour toute interprétation vers une
représentation [[·]]R,ν , on a : ⋂
i
[[γi]]R,ν ⊆ [[ϕ]]R,ν
Preuve On montre ce résultat par induction sur la taille de la preuve. Pour cela, on regarde la
dernière règle utilisée. Chaque cas se traite directement. Regardons par exemple le cas→ L. En
notant Γ = γ1, . . . , γn et [[Γ]] =
⋂
[[γi]], supposons donc que la dernière règle de la preuve est de
la forme :
Γ ` ϕ Γ, ψ ` ϑ
Γ, ϕ→ ψ ` ϑ
Soit d ∈ [[Γ]] ∩ [[ϕ→ ψ]]. On veut montrer que d ∈ [[ϑ]]. Mais d ∈ [[ϕ→ ψ]] implique que
∀ d′ ≤ d, d′ ∈ [[ϕ]] → d′ ∈ [[ψ]]. Si l’on regarde en particulier le cas d′ = d, cela se réécrit
d ∈ [[ϕ]] ⇒ d ∈ [[ψ]]. Or, par récurrence, on a le séquent valide Γ ` ϕ, et donc comme d ∈ [[Γ]],
on en déduit d ∈ [[ϕ]], puis d ∈ [[ψ]]. Maintenant, par récurrence à nouveau, mais en considérant
Γ, ψ ` ϑ, on a d ∈ [[Γ]] ∩ [[ψ]], et donc d ∈ [[ϑ]] ce qui permet de conclure. Les autres cas se font
de manière similaire. 
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Corollaire 26.1
Pour toute proposition ϕ ∈ LΨ et toute interprétation [[·]]R,ν , on a :
`IL ϕ⇒ [[ϕ]]R,ν = R
Preuve On applique la proposition 26 pour le séquent ∅ ` ϕ. 
B.1.2 Complétude
Pour montrer que les propositions de LΨ sont prouvables pour la logique intuitionniste si
et seulement si elles sont valides pour les représentations, on va utiliser la méthode classique
du modèle canonique [26, 62]. Pour cela, on va définir une représentation canonique RC pour
laquelle sont vraies les seules formules prouvables dans IL. Pour cela, nous allons introduire la
notion d’ensemble premier :
Definition 5 (Ensemble premier)
Un ensemble premier (ou saturé, prime set en anglais), pour un langage dénombrable L et
une relation de déduction pour ce langage `, est un sous-ensemble Γ de L clos par déduction
(∀ϕ, Γ ` ϕ⇒ ϕ ∈ Γ), consistant (Γ 6` ⊥) et tel que si Γ ` ϕ ∨ ψ, alors soit Γ ` ϕ, soit Γ ` ψ.
Une propriété fondamentale des ensembles premiers est la suivante :
Proposition 27
Pour tout sous-ensemble consistant Γ de L et pour toute proposition ϕ ∈ L telle que Γ 6` ϕ, il
existe un ensemble premier ∆ tel que Γ ⊆ ∆, et ∆ 6` ϕ.
Preuve On donne ici la preuve décrite dans [62] p. 252. Comme L est dénombrable, on en
numérote les formules. On va construire une suite croissante d’ensembles {Γk} de la façon
suivante : Γ0 = Γ et par récurrence, si Γ0, . . . ,Γk ont déjà été construits, on considère la
disjonction ψ1 ∨ ψ2 ayant le plus petit numéro parmi celles non encore traitées et telles que
Γk ` ψ1 ∨ ψ2. Il est impossible que l’on ait Γk, ψi ` ϕ pour les deux valeurs de i, et on définit
donc Γk+1 = Γk ∪ {ψi} pour i tel que Γk, ψi 6` ϕ.
On définit Γ∞ =
⋃
Γk et l’on va montrer qu’il s’agit d’un ensemble premier vérifiant les
propriétés recherchées. On montre cela en considérant les trois points suivants :
– Tout d’abord, on a bien Γ∞ 6` ϕ, car dans le cas contraire il existerait un k tel que Γk ` ϕ,
ce qui est impossible. En particulier, cela implique que Γ∞ est consistant.
– Si Γ∞ ` ψ1 ∨ ψ2, alors il existe un k tel que ∀ k′ ≥ k, Γh ` ψ1 ∨ ψ2. Aussi, il existe un
indice k′′ tel que la disjonction ψ1∨ψ2 est bien traitée à cette étape. On en déduit que soit
ψi ∈ Γk′′+1 pour l’une des valeurs de i.
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– Pour tout ψ, on a Γ∞ ` ψ ⇒ ψ ∈ Γ∞. En effet, Γ∞ ` ψ implique que Γ∞ ` ψ ∨ ψ, et le
point précédent nous permet de conclure que ψ ∈ Γ∞.
Ainsi, Γ∞ est bien un ensemble premier, contenant Γ et vérifiant Γ∞ 6` ϕ. 
On définit la représentation canonique comme étant composée d’ensembles premiers :
Definition 6 (Représentation canonique)
On définit la représentation canonique RC comme étant l’ensemble des ensembles premiers de
LΨ pour IL, ordonné par l’inclusion inverse (c’est-à-dire Γ ≤ ∆⇔ ∆ ⊆ Γ).
En posant νC(ψ) = {Γ | ψ ∈ Γ}, on définit l’interprétation canonique [[·]]C comme étant
l’interprétation [[·]]RC ,νC . La proposition centrale pour prouver la complétude de l’interprétation
est la suivante :
Proposition 28
Pour tout formule ϕ et tout ensemble premier Γ, on a :
Γ `IL ϕ⇔ Γ ∈ [[ϕ]]C
Preuve La preuve de ce résultat se fait par récurrence sur la structure du terme considéré. Pour
le cas de base, on a par définition [[ψ]]C = {Γ | Γ `IL ψ}. Dans le cas d’une conjonction ϕ ∨ ψ,
on a par définition des ensembles premiers Γ ` ϕ ∨ ψ si et seulement si Γ ` ϕ ou Γ ` ψ. On a
donc par récurrence :
Γ ` ϕ ∨ ψ ⇔ Γ ` ϕ ou Γ ` ψ ⇔ Γ ∈ [[ϕ]]C ∪ [[ψ]]C ⇔ Γ ∈ [[ϕ ∨ ψ]]C
La conjonction se traite de façon similaire en remarquant que cette fois, [[ϕ ∧ ψ]]C = [[ϕ]]C∩[[ψ]]C .
Il reste à montrer le cas de l’implication. Si Γ `IL ϕ → ψ, alors pour tout ∆ ≤ Γ, on a
∆ ` ϕ → ψ. Mais de plus, si ∆ ` ϕ, on en déduit que ∆ ` ψ. En utilisant la récurrence, on a
donc montré que :
Γ `IL ϕ→ ψ ⇒ ∀∆ ≤ Γ, (∆ ∈ [[ϕ]]C ⇒ ∆ ∈ [[ψ]]C)⇒ Γ ∈ [[ϕ→ ψ]]C
Réciproquement, si Γ 6`IL ϕ → ψ, cela implique que Γ, ϕ 6`IL ψ. Alors, par application de la
proposition 27, il existe un ensemble premier ∆ tel que Γ∪{ϕ} ⊆ ∆ et ∆ 6`IL ψ. Soit, exprimé
autrement, ∃∆ ≤ Γ : ∆ ∈ [[ϕ]]C et ∆ 6∈ [[ψ]]C , donc Γ 6∈ [[ϕ→ ψ]]C . 
Corollaire 28.1
Pour toute formule ϕ ∈ LΨ, on a :
`IL ϕ ⇔ |=R ϕ
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Preuve Le résultat de correction (prop. 26) montre que `IL ϕ implique ∀R, ν, [[ϕ]]R,ν = R
soit par définition |=R ϕ. Réciproquement, en utilisant le modèle canonique RC de la proposi-
tion 28, on a :
|=R ϕ⇒ [[ϕ]]C = RC ⇒ `IL ϕ
On a donc bien l’équivalence voulue. 
B.2 Approximations de représentations
On retrouve ici la preuve d’un résultat donné dans [12].
B.2.1 Correction
Pour prouver le résultat de correction, on procède comme pour le cas avec les représentations
seules, en ajoutant les règles correspondant aux opérateurs modaux.
Proposition 29
Pour tout séquent γ1, . . . , γn ` ϕ prouvable par IS4+KV, pour toute fonction d’interprétation
[[·]] vers une représentationR munie d’un opérateur de clôture supérieure ρ, on a :⋂
i∈[1...n]
[[Γi]] ⊆ [[ϕ]]
Preuve On vérifie que les axiomes K, T, 4 et KV vérifient cette inclusion. Pour l’axiome K,
on a :
[[(ϕ→ ψ)]] ∩ [[ϕ]] ⊆ [[ψ]]
En effet, d ∈ [[(ϕ→ ψ)]] implique que ∀ d′ ≤ ρ(d), d′ ∈ [[ϕ]] ⇒ d′ ∈ [[ψ]]. Mais si d ∈ [[ϕ]],
on en déduit que ρ(d) ∈ [[ϕ]], d’où ρ(d) ∈ [[ψ]]. Pour l’axiome T, on a :
[[ϕ]] ⊆ [[ϕ]]
Cela vient de l’extensivité de ρ : d ∈ [[ϕ]] ⇒ ρ(d) ∈ [[ϕ]] ⇒ d ∈ [[ϕ]]. L’axiome 4 vient
lui de l’idempotence, qui implique que [[ϕ]] = [[ϕ]]. Il reste l’axiome KV qui se traite en
remarquant que [[(ϕ ∨ ψ)]] = [[ϕ]] ∪ [[ψ]] = [[ϕ ∨ψ]]. 
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B.2.2 Complétude
On définit pour prouver la complétude le modèle canonique suivante : la représentation
RAR est l’ensemble des ensembles premiers de L,Ψ pour IS4+KV, ordonné par l’inclusion
inverse. L’opérateur de clôture ρAR est défini par :
ρAR(Γ) = {ϕ | ϕ ∈ Γ}
L’axiome K assure la clôture par déduction des ρAR(Γ), KV que ϕ ∨ ψ ∈ ρAR(Γ) implique
que ϕ ou bien ∨ appartient à ρAR(Γ),T que les ρAR(Γ) sont consistents, ainsi que ρAR(Γ) ⊆ Γ.
4 assure lui que ρAR est bien idempotent.
Il manque au modèle canonique la fonction d’interprétation atomique νAR qui associe à une
proposition atomique ψ ∈ Ψ l’ensemble {Γ | ψ ∈ Γ}. En notant [[·]]AR l’interprétation associée
à ce modèle canonique, on peut maintenant interpréter la proposition principale de la preuve de
complétude.
Proposition 30
Pour toute formule ϕ ∈ L,Ψ et pour tout ensemble premier Γ ∈ RAR, on a l’équivalence :
Γ `IS4+KV ϕ⇔ Γ ∈ [[ϕ]]AR
Preuve En s’appuyant par la preuve donnée pour les représentations et la logique intuition-
niste, il suffit pour prouver ce résultat de s’intéresser au cas ϕ. Par récurrence, on a :
Γ ∈ [[ϕ]]AR ⇔ ρAR(Γ) ∈ [[ϕ]]AR ⇔ ρAR(Γ) ` ϕ
Il suffit donc de prouver qu’on a l’équivalence ρAR(Γ) ` ϕ ⇔ Γ ` ϕ. Mais si ρAR(Γ) ` ϕ,
l’axiome K nous permet de déduire {ψ | ψ ∈ Γ} ` ϕ, et donc Γ ` ϕ. Réciproquement,
la primarité de Γ implique que si Γ ` ϕ, alors ϕ ∈ Γ, et donc ϕ ∈ ρAR(Γ). 
Le théorème suit :
Théorème 12
Pour toute formule ϕ de L,Ψ, on a :
`IS4+KV ϕ ⇔ |=AR ϕ
Preuve En effet, si `IS4+KV ϕ, alors on peut prouver le séquent ∅ ` ϕ, et donc pour toute
interprétation [[·]] vers une représentationR, on en déduit que [[ϕ]] = R grâce à la proposition 29.
Réciproquement, |=AR ϕ implique en particulier que [[ϕ]]AR = RAR, et donc que `IS4+KV ϕ
par complétude (Prop. 30). 
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B.3 Systèmes sans composition
B.3.1 Correction
Pour prouver le résultat de correction, comme pour les approximations de représentations,
on procède en étudiant les règles correspondant aux opérateurs modaux.
Proposition 31
Pour tout séquent γ1, . . . , γn ` ϕ prouvable par OL−, c’est-à-dire IKDL+KV, pour toute
fonction d’interprétation [[·]] vers un système de représentations S = 〈{Ri} ,{fi|j}〉, on a :
∀ j,
⋂
i∈[1...n]
[[Γi]]j ⊆ [[ϕ]]j
Preuve Chacune des fonctions d’interprétation [[·]]i se comportant comme dans le cas des
représentations pour les connecteurs non modaux, il suffit de vérifier que les axiomes K, D, L
et KV sont vérifiés eux aussi.
Pour l’axiome K : Ki (ϕ→ ψ)→ Ki ϕ→ Ki ψ, on prouve que :
∀ j, [[Ki (ϕ→ ψ)]]j ∩ [[Ki ϕ]]j ⊆ [[Ki ψ]]j
Ainsi, soit d ∈ [[Ki (ϕ→ ψ)]]j ∩ [[Ki ϕ]]j . Cela signifie que fi|j(d) ∈ [[ϕ→ ψ]]i ∩ [[ϕ]]i, ce
qui donne le résultat voulu. Pour l’axiome D, dont on utilise la formulation ¬Ki⊥ (qui est
équivalente à la formulation usuelleKi ϕ→ ¬Ki ¬ϕ en présence de l’axiome K), il suffit de re-
marquer que [[Ki⊥]]j =
{
d
∣∣ fi|j(d) ∈ [[⊥]]i} = ∅. L’égalité [[Ki ϕ]]i = {d ∣∣ fi|i(d) ∈ [[ϕ]]i} =
[[ϕ]]i entraîne [[ϕ↔ Ki ϕ]]i, ce qui prouve la validité de l’axiomes L : Ki (ϕ↔ Ki ϕ). Enfin,
l’axiome KV : Ki (ϕ ∨ ψ)→ Ki ϕ ∨Ki ψ vient du fait que :
fi|j(d) ∈ [[ϕ ∨ ψ]]i ⇔ fi|j(d) ∈ [[ϕ]]i ou fi|j(d) ∈ [[ψ]]i

B.3.2 Complétude
Le résultat se prouve comme précédemment en définissant un modèle canonique, avec
quelques adaptations pour tenir compte de la modalité (voir [14, 25]).
Définition 9 (Modèle canonique)
On définit le modèle canonique comme CS =
〈I, {Ri} ,{fi|j} , ν〉 où les représentations Ri
sont définies comme :
∀ i ∈ I,Ri =
{
Γi
∣∣∣∣∣ Γi premier pour LI,Ψ selon `OL−∀ϕ, ϕ↔ Ki ϕ ∈ Γi
}
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ordonnées par l’inverse de l’inclusion (Γ ≤i ∆ ⇔ ∆ ⊆ Γ) et les fonctions de transformation
par fi|j(Γj) = Γj/i = {ϕ | Ki ϕ ∈ Γj}. Enfin, les fonctions d’interprétation atomique sont
données par νi(ψ) = {Γi | ψ ∈ Γi}.
Le modèle canonique tel qu’il est défini est bien une système de représentations. En par-
ticulier, si Γi ∈ Ri, on peut vérifier que fj|i(Γi) ∈ Rj . Pour cela, comme dans le cas des
approximations d’une représentation par une autre, l’axiome K assure que l’ensemble fj|i(Γi)
est clos pour la déduction, D qu’il est consistent, KV qu’il décide la disjonction. Enfin, par
définition de la logique OL−, pour toute proposition ϕ, on a Kj (ϕ ↔ Kj ϕ) ∈ Γi, et donc
ϕ↔ Kj ϕ ∈ fj|i(Γi).
On peut donc définir une interprétation canonique [[·]]CS à partir du modèle canonique, et on
montre :
Proposition 32
Pour toute formule ϕ ∈ LI,Ψ et pour tout ensemble premier Γi ∈ Ri avec i ∈ I, on a l’équiva-
lence :
Γi `OL− ϕ⇔ Γi ∈ [[ϕ]]CS,i
Preuve À nouveau, on prouve ce résultat par induction sur la taille du terme ϕ. Les connec-
teurs non modaux se traitent comme dans le cas des représentations (Prop. 28 page 169).
Il reste à étudier le cas Ki ϕ. Par définition, on a Γj ∈ [[Ki ϕ]]CS ,j ⇔ Γj/i ∈ [[ϕ]]CS ,i. Par
induction, c’est équivalent à Γj/i ` ϕ. Il suffit donc de montrer Γj/i ` ϕ ⇔ Γj ` Ki ϕ pour
avoir le résultat voulu. Mais le sens ⇒ découle de l’axiome K, tandis que le sens ⇐ vient du
fait que :
Γj ` Ki ϕ⇒ Ki ϕ ∈ Γj ⇒ ϕ ∈ Γj/i

Avant de passer au théorème principal, nous proposons deux lemmes qui servent à montrer
que si une proposition ϕ est validée par la représentationRi du modèle canonique, alors on peut
prouver Ki ϕ dans OL−.
Tout d’abord, nous allons dans le premier lemme définir un élément particulier des repré-
sentations canoniques Ri. Pour cela, étant donné une proposition ϕ ∈ LI,Ψ, notons sf(ϕ) l’en-
semble des sous-formules de ϕ et ssf(ϕ) l’ensemble des parties finies de LI,Ψ contenant sf(ϕ).
On définit alors l’ensemble Γi,> comme :
Γi,> =
{
ϕ
∣∣∣∣∣ ∃Φ ∈ ssf(ϕ) : ` ∧
ϕ′∈Φ
(ϕ′ ↔ Ki ϕ′)→ ϕ
}
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Lemme 1
Pour tout indice i ∈ I et toute proposition ϕ ∈ LI,Ψ, on a :
ϕ ∈ Γi,⊥ ⇔ `OL− Ki ϕ
Preuve Pour le sens ⇐, si ` Ki ϕ, alors comme ϕ ∈ sf(Ki ϕ), on a dans la conjonction
d’ensemble Φ de la définition le terme ϕ↔ Ki ϕ qui permet de conclure.
Réciproquement, si ϕ ∈ Γi,⊥, soit Φ ∈ ssf(ϕ) tel que `
∧
ϕ′∈Φ(ϕ
′ ↔ Ki ϕ′) → ϕ. En
appliquant la règle de nécessitation et l’axiome K, on obtient :
`
∧
ϕ′∈Φ
Ki (ϕ
′ ↔ Ki ϕ′)→ Ki ϕ
On conclut en remarquant que la conjonction ne contient plus que des instances de l’axiome L.

Lemme 2
Pour tout indice i ∈ I, l’ensemble Γi,> appartient àRi.
Preuve On se sert du lemme précédent pour montrer ce résultat. En particulier, les axiomes
K et D assurent la clôture par déduction et la consistance de Γi,⊥. De même, KV assure la
décision de la disjonction, puisque :
ϕ1 ∨ ϕ2 ∈ Γi,> ⇒ ` Ki (ϕ1 ∨ ϕ2)
⇒ ` Ki ϕ1 ∨Ki ϕ2
⇒ ` Ki ϕ1 ou ` Ki ϕ2
⇒ ϕ1 ∈ Γi,> ou ϕ2 ∈ Γi,>
Enfin, on a bien : ∀ϕ, ϕ↔ Ki ϕ ∈ Γi,> du fait de l’axiome L. 
Lemme 3
On a pour toute formule ϕ ∈ LI,Ψ et tout indice i ∈ I :
[[ϕ]]i = Ri ⇒ `OL− Ki ϕ
Preuve En utilisant le lemme précédent, on a :
[[ϕ]]i = Ri ⇒ ϕ ∈ Γi,⊥ ⇒ `OL− Ki ϕ

On peut maintenant prouver le résultat principal :
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Théorème 13
Pour toute formule ϕ de LI,Ψ, on a :
`OL− ϕ ⇔ |=S ϕ
Preuve En effet, si `OL− ϕ, alors on peut prouver le séquent ∅ ` ϕ, et donc pour toute
interprétation [[·]] vers un système de représentations S = 〈{Ri} ,{fi|j}〉, on en déduit que
∀ i, [[ϕ]]i = Ri grâce à la proposition 31. Réciproquement, |=S ϕ implique en particulier que
∀ i, [[ϕ]]CS ,i = Ri, et donc que ∀ i, `OL− Ki ϕ par complétude (Prop. 32). On conclut en utili-
sant la règle Univ pour obtenir `OL− ϕ. 
B.4 Systèmes compositionnels
B.4.1 Correction
Pour la correction, il suffit de s’intéresser à l’axiome T2 qui est le seul à avoir été ajouté à
OL− pour obtenir OL.
Proposition 33
Pour tout séquent γ1, . . . , γn ` ϕ prouvable parOL pour toute fonction d’interprétation [[·]] vers
un système compositionnel S = 〈{Ri} ,{fi|j}〉, on a :
∀ j,
⋂
i∈[1...n]
[[Γi]]j ⊆ [[ϕ]]j
Preuve On montre que l’axiome T2 : KiKj ϕ → Kj ϕ est bien vérifié par les systèmes
compositionnels :
d ∈ [[KiKj ϕ]]k ⇒ fi|k(d) ∈ [[Kj ϕ]]i
⇒ fj|i ◦ fi|k(d) ∈ [[ϕ]]j
⇒ fj|k(d) ∈ [[ϕ]]j
⇒ d ∈ [[Kj ϕ]]k
On a donc le résultat espéré. 
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B.4.2 Complétude
Le résultat de complétude pour les hiérarchies compositionnelles vis-à-vis de OL se prouve
de la même façon que pour les hiérarchies sans composition vis-à-vis de OL−. Seulement on
utilise pour le modèle canonique CCS les ensembles premiers selon OL :
Définition 10 (Modèle canonique)
On définit le modèle canonique comme CS =
〈I, {Ri} ,{fi|j} , ν〉 où les représentations Ri
sont définies comme :
∀ i ∈ I,Ri =
{
Γi
∣∣∣∣∣ Γi premier pour LI,Ψ selon `OL∀ϕ, ϕ↔ Ki ϕ ∈ Γi
}
ordonnées par l’inverse de l’inclusion (Γ ≤i ∆ ⇔ ∆ ⊆ Γ) et les fonctions de transformation
par fi|j(Γj) = Γj/i = {ϕ | Ki ϕ ∈ Γj}. Enfin, les fonctions d’interprétation atomique sont
données par νi(ψ) = {Γi | ψ ∈ Γi}.
La similitude avec la définition de CS nous assure que CCS est bien un système de représen-
tations. Il reste à prouver que la propriété de composition est vérifiée. Il suffit d’écrire :
ϕ ∈ fi|j ◦ fj|k(Γk)⇒ Ki ϕ ∈ fj|k(Γk)
⇒ KjKi ϕ ∈ Γk
⇒ Ki ϕ ∈ Γk
⇒ ϕ ∈ fi|k(Γk)
On peut donc définir une interprétation canonique [[·]]CCS à partir du modèle canonique, et on
montre :
Proposition 34
Pour toute formule ϕ ∈ LI,Ψ et pour tout ensemble premier Γi ∈ Ri, on a l’équivalence :
Γi `OL ϕ⇔ Γi ∈ [[ϕ]]CCS,i
Preuve La preuve est identique à celle de la proposition équivalente pour les systèmes non
compositionnels (Prop. 32). 
On peut mettre ensemble ces deux résultats pour prouver :
Théorème 14
Pour toute formule ϕ de LI,Ψ, on a :
`OL ϕ ⇔ |=CS ϕ
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Preuve Comme précédemment, ce résultat est la mise en commun de la proposition de correc-
tion (Prop. 33) et de complétude (Prop. 34). 
B.5 Hiérarchies consistantes
Nous allons maintenant nous pencher sur le résultat de complétude des hiérarchies consis-
tantes vis-à-vis de la logique IS4 + KV. Pour cela, nous allons tout d’abord nous intéresser
aux hiérarchies consistantes ayant une représentation minimale pour l’ordre /. Notons comme
précédemment ⊥ l’indice correspondant. Cette contrainte permet de simplifier la situation. En
effet, on note que d’après les définitions de la fonction Loc et l’interprétation {[·]}, on a :
∀ϕ, ⊥ ∈ Loc(ϕ)
∀ϕ, (∀ i, {[ϕ]}i = Ri)⇔ {[ϕ]}⊥ = R⊥
Ainsi, on n’a besoin de calculer les {[ϕ]}i que dans le cas où i = ⊥. Mais alors, l’interprétation
de {[Ki ϕ]}⊥ devient égale à
{
d
∣∣ f⊥|i ◦ fi|⊥(d) ∈ {[ϕ]}⊥}. Les fonctions de la forme f⊥|i ◦ fi|⊥
étant par définition de l’ordre / des opérateurs de clôture inférieure, on se retrouve dans un cas
analogue à celui apparu pour l’étude de l’approximation d’une représentation par une autre. Le
cas où existent plusieurs opérateurs d’approximation est étudié dans [12], où nous avons montré
que la logique modélisée est alors IS4 + KV. Dans le cas présent cependant, il faut de plus
exprimer qu’à la représentation la plus précise correspond un opérateur de modalité K⊥. Cela
se traduit par l’ajout d’un axiome GD′⊥ : ϕ → K⊥ ϕ. L’ajout de cet axiome est suffisant pour
obtenir la logique modélisée par les hiérarchies consistantes vérifiant ∀ i, ⊥ / i, puisque dans le
modèle canonique, ρ⊥ est l’identité.
Nous avons donc montré le résultat suivant :
∀ϕ, |=CH,⊥ ϕ ⇔ `IS4+KV+GD′⊥ ϕ
Ce résultat s’applique en particulier au cas où l’ensemble I est fini, puisqu’il y a alors
forcément une représentation plus précise que toutes les autres.
Considérons maintenant le cas général où l’ensemble I est infini, et soit ϕ ∈ LI,Ψ. On note
comme précédemment ind(ϕ) l’ensemble des indices apparaissant dans le terme ϕ, et comme
I est infini et ind(ϕ) fini, on peut définir un indice j ∈ I \ ind(ϕ). Notons J l’ensemble
ind(ϕ) ∪ {j}.
Si ϕ est modélisée par les hiérarchies de représentations (ce que l’on note |=CH ϕ ou |=CH,I
ϕ en précisant l’ensemble d’indices), alors en particulier |=CH,J ,j ϕ (où l’on se restreint aux
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hiérarchies sur J ayant j minimal pour /). En effet, une telle hiérarchie de représentations peut
être étendue pour être définie sur I, en ajoutant pour i ∈ I \ J la représentation vide à un seul
élément. On en déduit alors que :
`IS4+KV+GD′j ϕ
On conclut en remarquant que toute preuve de IS4+KV +GD′j peut être transformée
en une preuve de IS4 +KV en effaçant toutes les occurences de Kj . En particulier, tous les
axiomes concernant les modalités de IS4 + KV restent prouvables dans cette logique après
“nettoyage”, et l’axiome GD′j devient la tautologie ϕ→ ϕ. On a donc bien le résultat voulu :
|=CH ϕ ⇒ `IS4+KV ϕ
Annexe C
Preuve d’élimination de coupures
Dans cette annexe, nous allons développer la preuve d’élimination de coupures pour le cal-
cul de séquents présenté dans la section 7.1 p.75 et donc nous rappellons les règles dans la figure
10 p.180. La preuve utilisée est une adaptation de la preuve de Gentzen [29] modifiée par Tait
[61] et Girard [30], telle que présentée dans [27].
C.1 La réduction de localisation
Avant de nous pencher sur le théorème de réduction de coupures, nous allons tout d’abord
nous pencher sur la proposition 8 p.82 dont on rappelle l’énoncé :
Étant donné une preuve Π du séquent Γ ` [ϕ]Λ, il est possible de la transformer en une
preuve Π′ de Γ ` [ϕ]Λ′ où Λ′ ≤? Λ. De plus, la structure de Π′ ne diffère par rapport à Π que
par l’ajout de règles Loc.
Tout d’abord, la définition de l’ordre≤ sur les mots de I? est équivalente à l’existence d’une
fonction croissante entre les lettres des mots. Plus précisément, deux mots Λ et Λ′ vérifient
Λ ≤ Λ′ si et seulement si il existe une fonction croissante pos : [1, |Λ|] → [1, |Λ′|] (où |Λ|
désigne la longueur du mot Λ) telle que :
∀ i ∈ [1, |Λ|], Λ(i) = Λ′(pos(i))
On parle alors de fonction d’inclusion de Λ dans Λ′. De plus, on remarque qu’il est possible
de définir un ordre partiel sur les fonctions vérifiant la propriété précédente en comparant les
différents résultats (soit p1 ≤ p2 ⇔ ∀ i ∈ [1, |Λ|], p1(i) ≤ p2(i)), et qu’il existe une fonction
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Λ′ ≤? Λ
Axiom
[ϕ]Λ ` [ϕ]Λ′
Λ′ ≤ Λ ⊥
[⊥]Λ ` [ϕ]Λ′
Γ ` [ψ]Λ
Weak
Γ, [ϕ]Λ ` [ψ]Λ
Γ, [ϕ]Λ , [ϕ]Λ ` ψ
Contract
Γ, [ϕ]Λ ` ψ
∀ i, Γ◦i ` [ϕ]Λ◦i
Univ
Γ ` [ϕ]Λ
Γ ` [ϕ]Λ ∆, [ϕ]Λ′ ` ψ Λ′ ≤? Λ
Cut
Γ,∆ ` ψ
Γ, [ϕ]Λ′ ` ψ Λ′ ≤? Λ
Loc
Γ, [ϕ]Λ ` ψ
Γ, [ϕ]Λ ` ϑ Γ, [ψ]Λ ` ϑ ∨L
Γ, [ϕ ∨ ψ]Λ ` ϑ
Γ ` [ϕ]Λ ∨R1
Γ ` [ϕ ∨ ψ]Λ
Γ ` [ψ]Λ ∨R1
Γ ` [ϕ ∨ ψ]Λ
Γ, [ϕ]Λ ` ϑ ∧L1
Γ, [ϕ ∧ ψ]Λ ` ϑ
Γ, [ϕ]Λ ` ϑ ∧L1
Γ, [ϕ ∧ ψ]Λ ` ϑ
Γ ` [ϕ]Λ Γ ` [ψ]Λ ∧R
Γ ` [ϕ ∧ ψ]Λ
Γ ` [ϕ]Λ Γ, [ψ]Λ ` ϑ → L
Γ, [ϕ→ ψ]Λ ` ϑ
Γ, [ϕ]Λ ` [ψ]Λ → R
Γ ` [ϕ→ ψ]Λ
Γ, [ϕ]i◦Λ ` [ψ]Λ′ Λ′ ≤ Λ
KL
Γ, [Ki ϕ]Λ ` [ψ]Λ′
Γ ` [ϕ]i◦Λ
KR
Γ ` [Ki ϕ]Λ
Table 10 – Formulation en calcul des séquents de OL
minimale pour cet ordre partiel. En effet, définissons min(Λ,Λ′) de la façon suivante :
min(Λ,Λ′)(1) = min {j | Λ(1) = Λ′(j)}
∀ i ∈ {2, . . . , |Λ|}, min(Λ,Λ′)(i) = min {j | j > min(Λ,Λ′)(i− 1) et Λ(i) = Λ′(j)}
Il est facile de vérifier que min(Λ,Λ′) est bien une fonction d’inclusion de Λ dans Λ′, et sa
définition nous assure qu’elle est bien la plus petite.
De façon duale, on peut définir max(Λ,Λ′) qui est la plus grande fonction d’inclusion de Λ
dans Λ′ en posant :
max(Λ,Λ′)(|Λ|) = max {j | Λ(|Λ|) = Λ′(j)}
∀ i ∈ {1, . . . , |Λ| − 1}, max(Λ,Λ′)(i) = max {j | j < min(Λ,Λ′)(i+ 1) et Λ(i) = Λ′(j)}
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La fonction max(Λ,Λ′) est par sa définition strictement croissante. On en déduit en particulier
que : ∀ i ∈ {1, . . . , |Λ|}, max(Λ,Λ′)(i) > i. De plus, si l’on a trois mots Λ1 ≤ Λ2 ≤ Λ3, on a :
∀ i, max(Λ2,Λ3) ◦max(Λ1,Λ2)(i) ≤ max(Λ1,Λ3)(i)
Cette dernière inégalité vient de la maximalité de max(Λ1,Λ3) et du fait que max(Λ2,Λ3) ◦
max(Λ1,Λ2) est une fonction d’insertion de Λ1 dans Λ3. Nous allons maintenant présenter
quelques propositions de manipulation de localisations.
Proposition 35
Étant donné quatre mots Λ1,Λ2,Λ,Λ′ ∈ I? tels que Λ ≤ Λ′, alors on a :
Λ1 ◦ Λ ◦ Λ2 ≤ Λ1 ◦ Λ′ ◦ Λ2
De plus, si Λ ≤? Λ′ alors on a en fait :
Λ1 ◦ Λ ◦ Λ2 ≤? Λ1 ◦ Λ′ ◦ Λ2
Preuve La preuve de la comparaison selon≤ provient directement de la définition de cet ordre
partiel. Pour le cas ≤?, on vérifie que les deux mots Λ1 ◦Λ ◦Λ2 et Λ1 ◦Λ′ ◦Λ2 commencent par
la même lettre. 
Introduisons maintenant l’opération suivante : étant donné deux mots Λ ≤ Λ′, on définit le
mot Λ′/Λ comme étant :
Λ′(1 . . .max(Λ,Λ′)(1)− 1) ◦ Λ
Cette transformation a pour fonction de “nettoyer” un mot Λ′ selon l’insertion la plus à droite
de Λ. Pour illustrer cela, on a par exemple :
abcdadbcbca/aca = abcdaca
On peut énoncer deux propriétés simples à propos de cette construction.
Proposition 36
Si l’on a deux mots Λ ≤ Λ′, alors on a :
Λ ≤ Λ′/Λ ≤ Λ′
De plus, si ces mots vérifient Λ ≤? Λ′, alors on peut écrire :
Λ ≤? Λ′/Λ ≤? Λ′
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Preuve Les inégalités avec ≤ proviennent de la définition de •/•. Pour le cas ≤?, on vérifie
que les trois mots commencent à par la même lettre. 
Proposition 37
Étant donné trois mots Λ ≤ Λ1 ≤ Λ2, on a :
Λ1/Λ ≤ Λ2/Λ
De plus, si l’on a Λ1 ≤? Λ2, on a :
Λ1/Λ ≤? Λ2/Λ
Preuve Puisque max(Λ1,Λ2) ◦max(Λ,Λ1)(1) ≤ max(Λ,Λ2)(1) on en déduit que :
Λ1(1 . . .max(Λ,Λ1)(1)− 1) ≤ Λ2(1 . . .max(Λ,Λ2)(1)− 1)
Cela entraîne Λ1/Λ ≤ Λ2/Λ. Maintenant, si de plus Λ1 ≤? Λ2, alors on a bien Λ1/Λ ≤? Λ2/Λ
puisque deux mots de la forme Λ et Λ/Λ′ (pour Λ′ ≤ Λ) commencent forcément par la même
lettre. 
Définissons enfin une dernière transformation : étant donné trois mots Λ1 ≤ Λ2 ≤ Λ3, on
définit Λ3/Λ2:Λ1 comme étant le mot :
Λ3(1 . . .max(Λ2,Λ3)(1)− 1) ◦ Λ1
En combinant les propositions précédentes, on a :
Proposition 38
Étant donné des mots Λ′ ≤? Λ et Λ ≤ Λ1 ≤ Λ2, on a :
Λ1/Λ
′:Λ ≤ Λ2/Λ′:Λ
Si de plus Λ1 ≤? Λ2, on a même :
Λ1/Λ
′:Λ ≤? Λ2/Λ′:Λ
On a de plus dans tous les cas :
Λ1/Λ
′:Λ ≤? Λ1
Enfin, nous proposons un résultat sur l’imbrication des constructions •/• : • :
Proposition 39
Étant donné quatre mots tels que Λ′ ≤? Λ ≤ Λ1Λ2, on a :
Λ2/Λ1: (Λ1/Λ:Λ
′) ≤? Λ2/Λ:Λ′
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Preuve Tout d’abord, on remarque que l’on peut écrire :
Λ2/Λ1: (Λ1/Λ:Λ
′) = Λ2(1 . . .max(Λ1,Λ2)(1)− 1) ◦ Λ1(1 . . .max(Λ,Λ1)(1)− 1) ◦ Λ′
Λ2/Λ:Λ
′ = Λ2(1 . . .max(Λ,Λ2)(1)− 1) ◦ Λ′
Mais comme les fonctions max sont strictement croissantes, on en déduit que :
max(Λ2,Λ)(1) ≥ max(Λ1,Λ2) (max(Λ,Λ1)(1))
≥ max(Λ1,Λ2)(1) + max(Λ,Λ1)(1)− 1
Cela implique que Λ2(1 . . .max(Λ1,Λ2)(1) − 1) ◦ Λ1(1 . . .max(Λ,Λ1)(1) − 1) est plus petit
que Λ2(1 . . .max(Λ,Λ2)(1)−1). Les deux mots de départ sont donc comparables pour≤. Pour
avoir la comparaison selon ≤?, on vérifie qu’ils commencent par la même lettre. Mais cela dé-
coule du fait que l’on a Λ′ ≤? Λ qui implique que Λ1/Λ:Λ′ et Λ1 commencent eux par la même
lettre. 
Nous avons donc défini quelques transformations et prouvé qu’elles se comportent de fa-
çon satisfaisante vis-à-vis des ordres ≤ et ≤?. Nous allons nous en servir pour manipuler les
localisations de propositions dans des preuves.
Tout d’abord, étudions la façon dont évoluent les localisations des propositions à droite du
symbole ` dans une preuve d’un séquent Γ ` [ϕ]Λ ne comportant ni coupure, ni instance de
la règle →L. Elles sont forcément de la forme Λ1 ◦ Λ ◦ Λ2. En effet, seules les règles KR et
Univ modifient ces localisations, et elles ne font qu’ajouter un indice à gauche ou à droite à
la localisation si l’on regarde du bas vers le haut. Il s’agit d’une version plus précise de la
proposition 5 p.81.
Concernant les propositions à gauche d’un séquent, leur localisation est supérieur à celle du
terme à droite du même séquent (voir la proposition 4 p.80). Nous pouvons donc définir une
transformation en “nettoyant” les localisations à gauche selon celle de droite.
Dans la proposition suivante, nous allons en fait combiner les deux propriétés pour transfor-
mer une preuve en diminuant la localisation du terme à droite dans le séquent résultat.
Proposition 40
Étant donné une preuve Π du séquent [γ1]Λ1 , . . . , [γn]Λn ` [ϕ]Λ (que l’on peut abréger en Γ `
[ϕ]Λ) et un mot Λ
′ ≤? Λ, on peut transformer Π en une preuve de [γ1]Λ1/Λ:Λ′ , . . . , [γn]Λn/Λ:Λ′ `
[ϕ]Λ′ (ou de façon abrégée Γ/Λ:Λ′ ` [ϕ]Λ′) avec pour seules modifications l’ajout d’applications
de la règle Loc en plus du changement des localisations.
Preuve On procède par récurrence sur la hauteur de la preuve. Considérons les cas de base,
correspondant aux règles Axiom et ⊥. Dans le premier cas, on part du séquent [ϕ]Λ1 ` [ϕ]Λ
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avec Λ ≤? Λ1. La proposition précédent nous assure que Λ/Λ:Λ′ ≤? Λ1/Λ:Λ′. Comme de plus
Λ/Λ:Λ′, on peut transformer la preuve en :
Axiom
[ϕ]Λ1/Λ:Λ′ ` [ϕ]Λ′
Pour la règle ⊥, on a bien Λ1 ≤ Λ qui implique Λ1/Λ:Λ′ ≤ Λ′.
Regardons maintenant le cas des autres règles. Les règles structurelles Weak, Contract, les
règles d’introduction des connecteurs ∧ et ∨ ainsi que la règle →R ne posent pas de problème.
En effet, il n’y a pas de manipulation des localisations. Par exemple, pour la règle Weak, on part
de :
Π1
Γ ` [ψ]Λ
Weak
Γ, [ϕ]Λ ` [ψ]Λ
L’hypothèse de récurrence permet d’obtenir une preuve Π′1 de Γ/Λ:Λ′ ` [ψ]Λ′ que l’on utilise
pour obtenir une preuve de Γ/Λ:Λ′ , [ϕ]/Λ:Λ′ ` [ψ]Λ′ en appliquant la règle Weak.
Pour la règle Loc, on peut appliquer la récurrence, sachant que que l’on a :
Λ′1 ≤? Λ1 ⇒ Λ′1/Λ:Λ′ ≤? Λ1/Λ:Λ′
Dans le cas de Univ, il suffit de voir que (Λ1/Λ:Λ′) ◦ i = (Λ1 ◦ i)/(Λ ◦ i):(Λ′ ◦ i). On peut
donc appliquer la récurrence aux prémisses avec Λ◦ i et Λ′ ◦ i. Pour la règle KL, on remarque de
façon similaire que (i ◦ Λ1) /Λ:Λ′ = i◦(Λ1/Λ:Λ′), alors que la règle KR se traite en remarquant
que :
Λ1/(i ◦ Λ):(i ◦ Λ′) = Λ1/Λ:Λ′
Il reste donc à traiter le cas des règles Cut et →L, qui sont similaire du point de vue de la
localisation. Regardons la règle de coupure. On part d’une preuve Π de la forme :
Π1
Γ ` [ϕ]Λ1
Π2
∆, [ϕ]Λ1 ` [ψ]Λ Cut
Γ,∆ ` [ψ]Λ
La récurrence appliquée à Π2 permet d’obtenir une preuve Π′2 du séquent ∆/Λ:Λ′ , [ϕ]Λ1/Λ:Λ′ `
[ψ]Λ′ . Maintenant, appliquant la récurrence à Π1 avec Λ1 et Λ1/Λ:Λ′ à la place de Λ et Λ′. On
obtient une preuve Π′1 du séquent :
Γ/Λ1:(Λ1/Λ:Λ′) ` [ϕ]Λ1/Λ:Λ′
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Maintenant, le point important est de remarquer que si Λ1 ≤ Λ2 et Λ′ ≤? Λ, alors on a d’après
la proposition 39 p.182 :
Λ2/Λ1: (Λ1/Λ:Λ
′) ≤? Λ2/Λ:Λ′
Aussi, en appliquant la règle Loc de façon adéquate, on obtient une preuve de Γ/Λ:Λ′ ` [ϕ]Λ1/Λ:Λ′ .
Pour résumer, la preuve que l’on obtient est :
Π′1
Γ/Λ1:(Λ1/Λ:Λ′) ` [ϕ]Λ1/Λ:Λ′=================== Loc
Γ/Λ:Λ′ ` [ϕ]Λ1/Λ:Λ′
Π′2
∆/Λ:Λ′ , [ϕ]Λ1/Λ:Λ′ ` [ψ]Λ′ Cut
Γ/Λ:Λ′ ,∆/Λ:Λ′ ` [ψ]Λ′
Cette manipulation peut s’adapter facilement au cas de la règle →L, ce qui conclut notre étude
par cas. 
On peut tirer deux corollaires de cette proposition.
Corollaire 40.1
Étant donné une preuve Π du séquent Γ ` [ϕ]Λ et un mot Λ′ tel que Λ′ ≤? Λ, on peut obtenir
une preuve Π′ de Γ ` [ϕ]Λ′ où la structure de la preuve Π′ diffère de celle de Π uniquement par
l’ajout d’applications de la règle Loc.
Preuve En appliquant la proposition 40, on obtient une preuve Π′′ de Γ/Λ:Λ′ ` [ϕ]Λ′ . Puisque
l’on a pour tout Λ1 ≥ Λ la propriété Λ1/Λ:Λ′ ≤? Λ1, on obtient la preuve espérée en appliquant
la règle Loc aux propositions à gauche du symbole ` :
Π′′
Γ/Λ:Λ′ ` [ϕ]Λ′
========== Loc
Γ ` [ϕ]Λ′

Corollaire 40.2
Étant donné une preuve Π du séquent Γ, [ϕ]Λ ` [ψ]Λ et un mot Λ′ tel que Λ′ ≤? Λ, on peut
obtenir une preuve Π′ de Γ, [ϕ]Λ′ ` [ψ]Λ′ où la structure de la preuve Π′ diffère de celle de Π
uniquement par l’ajout d’applications de la règle Loc.
Preuve La preuve est la même que pour le corollaire précédent, sachant que l’on peut choisir
précisement à quelles propositions on applique la règle Loc. 
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C.2 La réduction de coupures
C.2.1 Quelques définitions pratiques
Avec de commencer la preuve proprement dite, nous allons définir quelques notions qui
seront utiles pour spécifier l’ordre utilisé pour la récurrence.
Definition 7 (Degré d’une formule)
Le degré |ϕ| d’une formule ϕ est le nombre de connecteurs logiques présents dans ϕ.
Pour les deux définitions suivantes, étant donné une preuve Π, les premisses de la racine
de Π sont notées Π1 . . .Πn lorsqu’elles existent. On rappelle que l’on suppose que l’on a un
nombre fini d’indices, aussi la règle Univ a bien un nombre fini de prémisses.
Definition 8 (Hauteur de coupure d’une preuve)
La hauteur de coupure ch(Π) d’une preuve Π est le nombre maximum d’instances de la règle
de coupure situées l’une au dessus de l’autre. On la définit inductivement par :
– Si Π est une instance de la règle Axiom ou de ⊥, on a ch(Π) = 0.
– Si la racine de Π est la règle de coupure, on pose ch(Π) = 1 +max(ch(Π1), ch(Π2)).
– Enfin, dans les autres cas, on pose ch(Π) = max({ch(Πi}).
Definition 9 (Rang de coupure d’une preuve)
Le rang de coupure cr(Π) d’une preuve Π est définie inductivement de la façon suivante :
– Si Π est simplement une instance de la règle Axiom ou de ⊥, alors cr(Π) = 0.
– Si la racine de Π est la règle de coupure Cut avec ϕ comme formule de coupure, on a
cr(Π) = max ({|ϕ|+ 1, cr(Π1), cr(Π2)}).
– Sinon, on a cr(Π) = max ({cr(Πi)}) pour les règles autres que Cut et ayant au moins
une prémisse.
Definition 10 (Profondeur logique d’une preuve)
La profondeur logique ld(Π) d’une preuve Π est définie inductivement de la façon suivante :
– Si Π est simplement une instance de la règle Axiom ou de ⊥, alors ld(Π) = 0.
– Si la racine de Π est un règle structurelle à une seule prémisse (soit Weak, Contract ou
Loc), ld(Π) = ld(Π1).
– Si la racine de Π est une règle logique à une seule prémisse, ld(Π) = ld(Π1) + 1.
– Si la racine de Π est une règle avec deux prémisses ou plus, ld(Π) = 1+max ({ld(Πi)}).
Definition 11 (Taille d’une preuve)
La taille ps(Π) d’une preuve Π est le nombre de règles qui la composent. Ainsi, on a ps(Π) =
1 +
∑
ps(Πi).
Enfin, pour simplifier la présentation des règles de réécriture, nous considérons dans la suite
une version plus puissante de la règle de coupure :
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Definition 12 (Coupure étendue)
La règle de coupure étendue est définie par :
Γ ` [ϕ]Λ ∆, n [ϕ]Λ ` [ψ]Λ′
ExtCut
Γ,∆ ` [ψ]Λ′
où la notation n [ϕ]Λ désigne une famille de n ≥ 1 termes de la forme [ϕ]Λi telle que ∀ i, Λi ≤?
Λ.
En d’autres termes, il faut au moins que l’une des occurences de ϕ ait la localisation Λ, et
que pour les autres, la règle de localisation Loc puisse s’appliquer.
On vérifie sans peine que les règles Cut et ExtCut sont équivalentes en présence de Contract
et de Loc. Aussi par la suite, nous n’utiliserons que cette dernière que nous noterons Cut.
C.2.2 La réduction proprement dite
La preuve d’élimination de coupures repose principalement sur le lemme suivant qui donne
explicitement les différentes transformations à appliquer à une preuve suivant sa structure.
Proposition 41 (Réduction des coupures)
Étant donné une preuve Π du séquent Γ ` [ϕ]Λ, il est possible de transformer la preuve Π en
une preuve sans coupures du même séquent.
Preuve On procède par induction en utilisant l’ordre lexicographique défini par (ch(Π1) ≤
ch(Π2), cr(Π1) ≤ cr(Π2), ld(Π1) ≤ ld(Π2), ps(Π1) ≤ ps(Π2)). Il s’agit d’un ordre bien fondé
puisque défini comme un ordre lexicographique basé sur des ordres bien fondés.
Les seuls cas à développer sont ceux où la preuve Π est de la forme :
Π1
Γ ` [ϕ]Λ
Π2
∆, n [ϕ]Λ ` [ψ]Λ′
Cut
Γ,∆ ` [ψ]Λ′
Il existe plusieurs cas à considérer (pas forcément mutuellement exclusifs) suivant la structure
des sous-arbres Π1 et Π2.
1. La racine de Π1 et de Π2 sont les conclusions d’inférences logiques ayant pour résultat la
formule de coupure ϕ. On dit alors qu’elle est active.
Chaque transformation est donnée en deux versions, l’une pour la règle de coupure stan-
dard, l’autre pour la règle de coupure étendue.
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Cas de la conjonction On part de la preuve Π :
pi1
Γ ` [ϕ]Λ
pi2
Γ ` [ψ]Λ ∧R
Γ ` [ϕ ∧ ψ]Λ
pi3
∆, [ϕ]Λ′ ` [ϑ]Λ′′ ∧L
∆, [ϕ ∧ ψ]Λ′ ` [ϑ]Λ′′
Cut
Γ,∆ ` [ϑ]Λ′′
que l’on transforme en une nouvelle preuve Π′ :
pi1
Γ ` [ϕ]Λ
pi3
∆, [ϕ]Λ′ ` [ϑ]Λ′′
Cut
Γ,∆ ` [ϑ]Λ′′
Avec cette transformation, on a bien ch(Π′) ≤ ch(Π), cr(Π′) ≤ ch(Π) et ld(Π′) <
ld(Π). On peut donc appliquer la récurrence à la preuve Π′.
Pour la règle de coupure étendue, nous partons maintenant d’une preuve Π de la
forme :
pi1
Γ ` [ϕ]Λ
pi2
Γ ` [ψ]Λ ∧R
Γ ` [ϕ ∧ ψ]Λ
pi3
∆, [ϕ]Λ′ , n [ϕ ∧ ψ]Λ ` [ϑ]Λ′′ ∧L
∆, (n+ 1) [ϕ ∧ ψ]Λ ` [ϑ]Λ′′
Cut
Γ,∆ ` [ϑ]Λ′′
Soit Π′2 la preuve obtenue en appliquant l’hypothèse de récurrence à la preuve sui-
vante qui est bien strictement plus petite que Π :
pi1
Γ ` [ϕ]Λ
pi2
Γ ` [ψ]Λ ∧R
Γ ` [ϕ ∧ ψ]Λ
pi3
∆, [ϕ]Λ′ , n [ϕ ∧ ψ]Λ ` [ϑ]Λ′′
Cut
Γ,∆, [ϕ]Λ′ ` [ϑ]Λ′′
De même, on peut appliquer l’hypothèse de récurrence à pi1 pour obtenir pi′1. Défi-
nissons alors Π′ comme étant :
pi′1
Γ ` [ϕ]Λ
Π′2
Γ,∆, [ϕ]Λ′ ` [ϑ]Λ′′
Cut
Γ,Γ,∆ ` [ϑ]Λ′′
=========== Contract
Γ,∆ ` [ϑ]Λ′′
On a ch(Π′) = 1 ≤ ch(Π), alors que cr(Π′) = |ϕ|+ 1 < |ϕ ∧ ψ|+ 1 ≤ cr(Π). On
peut donc appliquer la récurrence à Π′.
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Cas de la disjonction Dans la version de base, on transforme la preuve Π :
pi1
Γ ` [ϕ]Λ ∨R
Γ ` [ϕ ∨ ψ]Λ
pi2
∆, [ϕ]Λ′ ` [ϑ]Λ′′
pi3
∆, [ψ]Λ′ ` [ϑ]Λ′′ ∨L
∆, [ϕ ∨ ψ]Λ′ ` [ϑ]Λ′′
Cut
Γ,∆ ` [ϑ]Λ′′
en une nouvelle preuve Π′ :
pi1
Γ ` [ϕ]Λ
pi2
∆, [ϕ]Λ′ ` [ϑ]Λ′′
Cut
Γ,∆ ` [ϑ]Λ′′
De même, la preuve Π′ est strictement plus petite que Π, on peut lui appliquer la
récurrence. La version étendue se traite comme pour le cas de la conjonction.
Cas de l’implication Cette fois-ci, la transformation à effectuer est la suivante : la preuve
Π suivante
pi1
Γ, [ϕ]Λ ` [ψ]Λ →R
Γ ` [ϕ→ ψ]Λ
pi2
∆ ` [ϕ]Λ′
pi3
∆, [ψ]Λ′ ` [ϑ]Λ′′ →L
∆, [ϕ→ ψ]Λ′ ` [ϑ]Λ′′
Cut
Γ,∆ ` [ϑ]Λ′′
devient la preuve Π′ en utilisant la preuve pi′1 obtenue en appliquant le corollaire
40.2 p.185 à pi1 :
pi2
∆ ` [ϕ]Λ′
pi′1
Γ, [ϕ]Λ′ ` [ψ]Λ′
Cut
Γ,∆ ` [ψ]Λ′
pi3
∆, [ψ]Λ′ ` [ϑ]Λ′′
Cut
Γ,∆,∆ ` [ϑ]Λ′′
============ Contract
Γ,∆ ` [ϑ]Λ′′
On applique alors la récurrence au sous-arbre de racine Γ,∆ ` [ψ]Λ′ , à pi3, en rempla-
cant dans Π′ les résultats obtenus pour obtenir Π′′. On a alors ch(Π′′) = 1 ≤ ch(Π)
et cr(Π′′) = |ψ|+ 1 < |ϕ→ ψ|+ 1 ≤ cr(Π). On peut donc conclure en appliquant
maintenant la récurrence à Π′′.
Examinons maintenant en détail le cas de la coupure étendue. La preuve Π de départ
est de la forme :
pi1
Γ, [ϕ]Λ ` [ψ]Λ
Γ ` [ϕ→ψ]Λ
pi2
∆, n [ϕ→ψ]Λ ` [ϕ]Λ′
pi3
∆, n [ϕ→ψ]Λ , [ψ]Λ′ ` [ϑ]Λ′′
∆, (n+1) [ϕ→ψ]Λ ` [ϑ]Λ′′
Cut
Γ,∆ ` [ϑ]Λ′′
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Appliquons l’hypothèse de récurrence pour transformer les deux preuves :
pi1
Γ, [ϕ]Λ ` [ψ]Λ →R
Γ ` [ϕ→ ψ]Λ
pi2
∆, n [ϕ→ ψ]Λ ` [ϕ]Λ′
Cut
Γ,∆ ` [ϕ]Λ′
pi′1
Γ, [ϕ]Λ′ ` [ψ]Λ′ →R
Γ ` [ϕ→ ψ]Λ′
pi3
∆, n [ϕ→ ψ]Λ , [ψ]Λ′ ` [ϑ]Λ′′
Cut
Γ,∆, [ψ]Λ ` [ϑ]Λ′′
en Π′1 et Π
′
2 respectivement. On définit alors la preuve Π′ comme étant :
Π′1
Γ,∆ ` [ϕ]Λ′
pi′1
Γ, [ϕ]Λ′ ` [ψ]Λ′
Cut
Γ,Γ,∆ ` [ψ]Λ′
Π′2
Γ,∆, [ψ]Λ′ ` [ϑ]Λ′′
Cut
Γ,Γ,Γ,∆,∆,` [ϑ]Λ′′
================ Contract
Γ,∆ ` [ϑ]Λ′′
Comme précédemment, on applique la récurrence au sous-arbre de racine Γ,Γ,∆ `
[ψ]Λ′ (sa hauteur de coupure est de 1 et son rang de coupe égal à |ϕ| + 1 est stricte-
ment inférieur à cr(Π)) puis à la preuve obtenue à partir de Π′ après cette dernière
transformation.
Cas de l’opérateur de modalité La preuve de la forme :
pi1
Γ ` [ϕ]i◦Λ
KR
Γ ` [Ki ϕ]Λ
pi2
∆, [ϕ]i◦Λ′ ` [ϑ]Λ′′
KL
∆, [Ki ϕ]Λ′ ` [ϑ]Λ′′
Cut
Γ,∆ ` [ϑ]Λ′′
se transforme de façon directe en une preuve strictement plus petite :
pi1
Γ ` [ϕ]i◦Λ
pi2
∆, [ϕ]i◦Λ′ ` [ϑ]Λ′′
Cut
Γ,∆ ` [ϑ]Λ′′
On peut appliquer la récurrence à cette dernière.
Dans la version étendue, il faut considérer la preuve Π′ obtenue en transformant :
pi1
Γ ` [ϕ]i◦Λ
KR
Γ ` [Ki ϕ]Λ
pi2
∆, [ϕ]i◦Λ′ , n [Ki ϕ]Λ ` [ϑ]Λ′′
Cut
Γ,∆, [ϕ]i◦Λ′ ` [ϑ]Λ′′
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pour construire la preuve Π :
pi1
Γ ` [ϕ]i◦Λ
Π′
Γ,∆, [ϕ]i◦Λ′ ` [ϑ]Λ′′
Cut
Γ,Γ,∆ ` [ϑ]Λ′′
=========== Contract
Γ,∆ ` [ϑ]Λ′′
Les inégalités voulues s’obtiennent de façon classique.
2. La racine de Π1 ou de Π2 est l’application d’une règle mettant en jeu une formule ϕ qui
n’est pas la formule de coupe (elle est alors qualifiée de passive).
Cas de la conjonction On a une preuve de la forme (où Λ′′ est inférieur à Λ et Λ′, les-
quels ne sont pas forcéments comparables en eux, contrairent aux conventions pré-
cédentes) :
pi1
Γ ` [ϕ]Λ
pi2
∆, n [ϕ]Λ , [ψ1]Λ′ ` [ϑ]Λ′′ ∧L
∆, n [ϕ]Λ , [ψ1 ∧ ψ2]Λ′ ` [ϑ]Λ′′
Cut
Γ,∆, [ψ1 ∧ ψ2]Λ′ ` [ϑ]Λ′′
Cette preuve peut être transformée en une nouvelle preuve où l’on inverse les règles
Cut et ∧L :
pi1
Γ ` [ϕ]Λ
pi2
∆, n [ϕ]Λ , [ψ1]Λ′ ` [ϑ]Λ′′
Cut
Γ,∆, [ψ1]Λ′ ` [ϑ]Λ′′ ∧L
Γ,∆, [ψ1 ∧ ψ2]Λ′ ` [ϑ]Λ′′
On conclut en appliquant l’hypothèse au sous-arbre dont la racine est Γ,∆, [ψ1]Λ′ `
[ϑ]Λ′′ , puisque par rapport à la preuve de départ, les hauteur et rang de coupure sont
conservés alors que la profondeur logique a diminué de 1 exactement.
Cas de la disjonction On traite une formule de la forme :
pi1
Γ ` [ϕ]Λ
pi2
∆, n [ϕ]Λ , [ψ1]Λ′ ` [ϑ]Λ′′
pi3
∆, n [ϕ]Λ , [ψ2]Λ′ ` [ϑ]Λ′′ ∨L
∆, n [ϕ]Λ , [ψ1 ∨ ψ2]Λ′ ` [ϑ]Λ′′
Cut
Γ,∆, [ψ1 ∨ ψ2]Λ′ ` [ϑ]Λ′′
que l’on peut transformer en :
Comme précédemment, on conclut en appliquant la récurrence aux sous-arbres de
racine Γ,∆, [ψ1]Λ′ ` [ϑ]Λ′′ et Γ,∆, [ψ2]Λ′ ` [ϑ]Λ′′ .
Cas de l’implication et de l’opérateur modal On procède comme au-dessus.
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pi1
Γ ` [ϕ]Λ
pi2
∆, n [ϕ]Λ , [ψ1]Λ′ ` [ϑ]Λ′′
Cut
Γ,∆, [ψ1]Λ′ ` [ϑ]Λ′′
pi1
Γ ` [ϕ]Λ
pi3
∆, n [ϕ]Λ , [ψ2]Λ′ ` [ϑ]Λ′′
Cut
Γ,∆, [ψ2]Λ′ ` [ϑ]Λ′′ ∨L
Γ,∆, [ψ1 ∨ ψ2]Λ′ ` [ϑ]Λ′′
Cas de la règle de coupure On part d’une preuve Π de la forme :
pi1
Γ ` [ϕ]Λ
pi2
∆1, n1 [ϕ]Λ ` [ψ]Λ′
pi3
∆2, n2 [ϕ]Λ ,m [ψ]Λ′ ` [ϑ]Λ′′
Cut
∆1,∆2, n1 + n2 [ϕ]Λ ` [ϑ]Λ′′
Cut
Γ,∆1,∆2 ` [ϑ]Λ′′
Soient Π′1 et Π′2 les preuves obtenues en appliquant la proposition au preuves stric-
tement plus petites que Π :
pi1
Γ ` [ϕ]Λ
pi2
∆1, n1 [ϕ]Λ ` [ψ]Λ′
Cut
Γ,∆1 ` [ψ]Λ′
pi1
Γ ` [ϕ]Λ
pi3
∆2, n2 [ϕ]Λ ,m [ψ]Λ′ ` [ϑ]Λ′′
Cut
Γ,∆2,m [ψ]Λ′ ` [ϑ]Λ′′
et définissons Π′ comme étant la preuve :
Π′1
Γ,∆1 ` [ψ]Λ′
Π′2
Γ,∆2,m [ψ]Λ′ ` [ϑ]Λ′′
Cut
Γ,Γ,∆1,∆2 ` [ϑ]Λ′′
=============== Contract
Γ,∆1,∆2 ` [ϑ]Λ′′
On a alors ch(Π′) = 1 < 2 ≤ ch(Π). On peut donc appliquer la récurrence à Π′.
Cas de la contraction, de l’affaiblissement et de la localisation Les trois cas se traitent
de façon absolument similaire, en permutant la règle en question avec la règle de
coupure. Ainsi, dans le cas de la règle Contract, on a une preuve de la forme :
pi1
Γ ` [ϕ]Λ
pi2
∆, n [ϕ]Λ , [ψ]Λ′ , [ψ]Λ′ ` [ϑ]Λ′′
Contract
∆, n [ϕ]Λ , [ψ]Λ′ ` [ϑ]Λ′′
Γ,∆, [ψ]Λ′ ` [ϑ]Λ′′
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que l’on transforme en :
pi1
Γ ` [ϕ]Λ
pi2
∆, n [ϕ]Λ , [ψ]Λ′ , [ψ]Λ′ ` [ϑ]Λ′′
Cut
Γ,∆, [ψ]Λ′ , [ψ]Λ′ ` [ϑ]Λ′′
Contract
Γ,∆, [ψ]Λ′ ` [ϑ]Λ′′
On applique alors la proposition au sous-arbre dont la racine est Γ,∆, [ψ]Λ′ , [ψ]Λ′ `
[ϑ]Λ′′ . Celui-ci a les mêmes hauteur et rang de coupure, ainsi que profondeur logique
que la preuve de départ, mais sa taille de preuve est strictement inférieure.
Règle d’universalité Cette règle ne s’applique pas ici, puisque concernant les séquents
en entier.
3. La racine de Π1 ou de Π2 est le résultat de l’application de la règle Axiom ou de ⊥. En
ce qui concerne la règle Axiom utilisée dans le sous-arbre gauche, on peut transformer la
preuve Π :
Axiom
[ϕ]Λ ` [ϕ]Λ′
pi2
∆, n [ϕ]Λ′ ` [ψ]Λ′′
Cut
∆, [ϕ]Λ ` [ψ]Λ′′
en une nouvelle preuve Π′ :
pi2
∆, n [ϕ]Λ′ ` [ψ]Λ′′
============= Contract
∆, [ϕ]Λ′ ` [ψ]Λ′′
Loc
∆, [ϕ]Λ ` [ψ]Λ′′
On vérifie que ch(Π′) = ch(Π) − 1. Si la règle Axiom est utilisée dans le sous-arbre
droite, on transforme le sous-arbre gauche en une preuve de Γ ` [ϕ]Λ′ (on utilise ici les
notations usuelles) en appliquant le corollaire 40.1 p.185. On applique la récurrence à la
preuve obtenue, puisque sa hauteur de coupure est diminuée de 1 par rapport à la preuve
de départ.
La règle ⊥ dans le sous-arbre gauche se traite de façon similaire, en transformant la
preuve :
⊥
[⊥]Λ ` [ϕ]Λ′
pi2
∆, n [ϕ]Λ′ ` [ψ]Λ′′
Cut
∆, [⊥]Λ ` [ψ]Λ′′
en une nouvelle preuve :
[⊥]Λ ` [ψ]Λ′′
============ Weak
∆, [⊥]Λ ` [ψ]Λ′′
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Si la règle ⊥ est utilisée dans le sous-arbre droite, c’est-à-dire si ⊥ est la formule de
coupure, on transforme la preuve :
pi1
Γ ` [⊥]Λ
⊥
[⊥]Λ ` ϕΛ′
Cut
Γ ` [ϕ]Λ′
en la preuve de Γ ` [ϕ]Λ′ obtenue en appliquant la proposition 6 p.81 à la preuve pi1. Puis-
qu’alors la transformation ne change pas la structure de la preuve, à par la transformation
eventuelle d’instances de la règle Axiom en instances de ⊥, on vérifie que la preuve obte-
nue vérifie les contraintes sur le rang de coupe et la profondeur logique.
4. Le dernier cas à considérer est celui l’on utilise une règle structurelle s’appliquant à la
formule de coupe.
Cas de la contraction La règle de contraction se traite de la façon suivante. Partant de
la preuve Π :
pi1
Γ ` [ϕ]Λ
pi2
∆, (n− 1) [ϕ]Λ , [ϕ]Λ′ , [ϕ]Λ′ ` [ψ]Λ′′
Contract
∆, n [ϕ]Λ ` [ψ]Λ′′
Γ,∆ ` [ψ]Λ′′
on la transforme en une nouvelle preuve Π′ :
pi1
Γ ` [ϕ]Λ
pi2
∆, (n+ 1) [ϕ]Λ ` [ψ]Λ′′
Γ,∆ ` [ψ]Λ′′
et on applique la proposition à cette dernière, ayant ph(Π′) < ph(Π) et des égalités
pour ch, cr et ld.
Cas de l’affaiblissement Pour la règle Weak, deux cas sont à considérer. Dans le premier
cas, on supprime la seule occurence de la formule de coupe :
pi1
Γ ` [ϕ]Λ
pi2
∆ ` [ψ]Λ′
Weak
∆, [ϕ]Λ ` [ψ]Λ′
Cut
Γ,∆ ` [ψ]Λ′
On peut la transformer en :
pi2
∆ ` [ψ]Λ′
========= Weak
Γ,∆ ` [ψ]Λ′
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Dans le cas où il reste des formules de coupe, on procède comme précédemment, en
supprimant l’application de la règle d’affaiblissement, et en appliquant la propriété
au résultat obtenu.
Cas de la localisation Pour cette règle, la définition de la règle de coupure étendue que
l’on utilise permet de supprimer purement et simplement une occurence de la règle
de localisation dans le cadre d’une coupure. La taille de la preuve diminue alors
strictement de 1, on peut appliquer la récurrence à la preuve obtenue.
Cas de l’universalité La preuve de départ à la forme suivante :
∀ i,
pi1,i
Γ◦i ` [ϕ]Λ◦i
Univ
Γ ` [ϕ]Λ
pi2
∆, [ϕ]Λ ` [ψ]Λ′
Cut
Γ,∆ ` [ψ]Λ′
Définissons les preuves pi2,i obtenues en appliquant la proposition 7 p.82 à pi2 pour
ajouter l’indice i à droite, et soient Π′i les preuves obtenues en appliquant la récur-
rence à :
pi1,i
Γ◦i ` [ϕ]Λ◦i
pi2,i
∆◦i, [ϕ]Λ◦i ` [ψ]Λ′◦i
Cut
Γ◦i,∆◦i ` [ψ]Λ′◦i
On définit alors la preuve Π comme étant :
∀ i,
Π′i
Γ◦i,∆◦i ` [ψ]Λ′◦i
Univ
Γ,∆ ` [ψ]Λ′
On a alors bien c(Π) = max ({c(Π′i)}) ≤ |ϕ|, et d(Π) ≤ 1+2d(pi2)+2max ({d(pi1,i)}) ≤
2(d(Π1) + d(Π2)).

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Annexe D
Manipulation des hiérarchies
Nous allons maintenant exclusivement nous intéresser à ces hiérarchies de représentation,
puisque toutes les conditions que l’on impose sur ces structures vont permettre de définir les
constructions que l’on espére (en particulier le produit cartésien et le raffinage) de façon simple.
D.1 Opérations de manipulation des indices
Les premières opérations que nous définissons ici sont des briques de bases permettant des
manipulations élémentaires de hiérarchies.
D.1.1 Hiérarchie atomique
La première construction à considérer est la transformation d’une représentation en hiérar-
chie. Son rôle est purement formel, et permet de construire les hiérarchies “atomiques” que l’on
combinera par la suite pour aboutir à des hiérarchies plus complexes.
Ainsi, étant donné une représentation R avec une description maximale et une conjonction
partielle (ce que l’on impose aux représentations présentes dans une hiérarchie), on définit :
H(R) = 〈{ι} , {〈ι, ι〉} , {Rι} ,{fι|ι}〉
où l’unique indice est noté ι, la représentation Rι est R elle-même, et la fonction fι|ι est l’iden-
tité de R.
D.1.2 Ajout de la représentation vide
On peut définir une représentation vide R>, ayant une unique description >> (qui donc est
la description vide, celle ne fournissant aucune information) en posant :
R> = 〈R>,≤>,>>〉
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avec R> = {>>}, l’ordre partiel ≤> se déduisant directement de cette définition, puisque R>
ne contient qu’un élément.
Il est possible d’ajouter cette représentation à une hiérarchie de représentations. En effet,
soit une hiérarchie définie à l’aide de surjections de Galois
H = 〈I, /, {Ri} ,{〈αj|i, γi|j〉}〉
En supposant que le symbole > n’appartient pas à I, on peut définir une nouvelle hiérarchie :
H> =
〈I ′, /′, {R′i}i∈I′ ,{〈α′j|i, γ′i|j〉}〉
où le nouvel ensemble d’indices est I ′ = I ∪ {>}, l’ordre partiel /′ est tel que :
∀ i ∈ I ′, i /′ >
∀ i, j ∈ I, i /′ j ⇔ i / j
> /′ i⇒ i = >
De plus, R′> est la représentation vide R>, et ∀ i ∈ I,R′i = Ri. Enfin, pour les surjections de
Galois, on a :
∀ i, j ∈ I, i / j ⇒ 〈α′j|i, γ′i|j〉 = 〈αj|i, γi|j〉
∀ i ∈ I ′,
{
α′>|i = x 7→ >>
γ′i|> = x 7→ >i
Cette construction, bien qu’un peu fastidieuse à définir, sera très pratique, utilisée conjointe-
ment avec le produit cartésien.
D.1.3 Suppression d’indices
La dernière construction de base sur les hiérarchies est la suppression d’indices. En effet, il
peut arriver plusieurs situations où il peut être intéressé de retirer certains indices et les repré-
sentations qui correspondent d’une hiérarchie de représentations.
De façon générale, si H est une hiérarchie de représentation, et si un sous-ensemble J ⊆ I
vérifie la condition de fermeture 9.3 p. 107, on peut définir la restriction de H|J en posant :
H|J =
〈
J , /|J×J , {Ri}i∈J ,
{
fi|j
}
i,j∈J
〉
Deux cas particuliers peuvent apparaître régulièrement pour la suppression d’indices :
Suppression vers le haut Étant donné un filtre F de I (c’est-à-dire un sous-ensemble tel que
i ∈ F et j / i ⇒ j ∈ F), le complément I \ F est toujours un ensemble fermé d’indices. On
peut donc définir H|I\F . Un cas particulier est, en présence d’une hiérarchie avec un indice
maximal >, de considérer H|I\{>}. En effet, dans la pratique, on peut avoir besoin d’ajouter
une représentation vide pour les besoins d’une construction, et de la supprimer après.
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Suppression vers le bas On peut adapter la suppression vers le haut pour retirer des indices
vers le bas, mais pour que la condition de fermeture soit toujours vérifiée, il faut faire quelques
adaptations. Étant donné un indice i ∈ I, notons i↓ = {j | j / i} pour obtenir la définition
suivante :
Définition 11 (Idéal premier)
Un idéal premier d’un e.p.o. 〈P,≤〉 est un idéal I de P vérifiant la propriété suivante :
∀x, y ∈ P , x↓ ∩ y↓ ⊆ I ⇒ x ∈ I ou y ∈ I
Cette notion d’idéal premier va nous permettre de caractériser les idéaux que l’on peut retirer
à un ensemble d’indice pour qu’il soit toujours fermé au sens de la condition 9.3. En effet, si I
est fermé, et J ⊆ I est un idéal premier, alors I \ J est encore fermé.
Cette “direction” de suppression d’indices pourra être utilisée pour retirer les représenta-
tions contenant une certaine information. Ainsi, si l’ensemble d’indices I est le produit I1×I2
où I2 a un indice maximum >2 (ce qui sera une configuration classique en pratique), alors on
peut définir J = {〈i1, i2〉 | i1 ∈ I1, i2 ∈ I2 \ {>2}}. Il s’agit bien d’un idéal premier de I, et
le complément est I \ J = {〈i1,>2〉 | i1 ∈ I1}, de sorte que l’on a effacé toutes les informa-
tions correspondant aux représentations associées aux indices de I2. On peut ainsi masquer les
informations relatives à une partie du système.
D.2 Produit de systèmes
On rappelle que dans la section 4.2 p.43, on a défini le produit de deux représentation en
prenant comme ensemble de descriptions le produit des deux ensembles de départ, et comme
ordre partiel l’ordre composante par composante correspondant aux ordres de départ. On peut
l’étendre aux représentation avec description vide et conjonction partielle en définissant :
〈R1,≤1,>1〉 ⊗ 〈R2,≤2,>2〉 = 〈R1 ×R2,≤1⊗2, 〈>1,>2〉〉
où 〈d1, d2〉 ≤1⊗2 〈e1, e2〉 ⇔ d1 ≤1 e1 et d2 ≤2 e2.
À partir de ce produit défini pour les représentations, on peut définir le produit de deux
hiérarchies de représentations. Intuitivement, on construit le produit en considérant toutes les
paires de représentations des hiérarchies de départ, et les fonctions entre elles agissent compo-
sante par composante de la façon la plus simple possible. Ainsi, étant donné deux hiérarchies
H1 =
〈I, /1, {Ri} ,{fi|j}〉 et H2 = 〈J , /2, {Si} ,{gi|j}〉, on définit :
H1 ⊗H2 =
〈
I × J , /1⊗2, {Ti,j}i∈I,j∈J ,
{
h〈i1,j1〉|〈i2,j2〉
}〉
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où les représentations sont définies par Ti,j = Ri ⊗ Sj et les fonctions de transformations par :
h〈i1,j1〉|〈i2,j2〉(〈e, f〉) =
〈
fi1|i2(e), gj1|j2(f)
〉
Dans cette définition simple, le produit ne fait que mettre dans une même structure deux hiérar-
chies de représentations, mais sans ajouter d’autre information. Ainsi, si chaque hiérarchie de
départ représente diverses façons d’observer une partie distincte d’un système, le produit de ces
hiérarchies n’exprime aucune correlation entre les représentations des deux parties.
Maintenant que nous avons défini comment étendre le produit à des hiérarchies de représen-
tations, nous allons maintenant aborder la construction de raffinage, qui permettra entre autres
d’exprimer des relations entre les différentes composantes d’un produit.
D.3 Raffinage de systèmes
Nous allons ici reprendre une version renforcée parmi les définitions de raffinage données
dans la section 4.2 p.43. Ainsi, étant donné une représentation R, le raffinage que nous considè-
rerons maintenant est défini par un opérateur partiel de clôture inférieure φ surR. Cet opérateur
fournit trois types d’informations sur le raffinage :
– Les descriptions que l’on doit maintenant considérer comme incohérentes. Il s’agit du
complément du domaine de définition de φ, soit R \ dom(φ).
– Les descriptions qui sont suffisament riches pour le raffinage. Il s’agit de l’ensemble des
points fixes {d | d = φ(d)}.
– La façon dont les autres descriptions doivent être transformées pour inclure les informa-
tions relatives à l’application du raffinage. En effet, si l’on a une description d ∈ dom(φ),
celle-ci est transformée en φ(d).
Précisons un peu plus l’application d’un tel opérateur dans le cas où la représentation possède
un élément maximum, et une conjonction partielle, comme c’est la cas pour les représentations
présentes dans une hiérarchie de représentations.
Definition 13
Étant donné une représentationR = 〈R,≤,>〉 et un opérateur de clôture inférieure φ défini sur
R, son raffinage est la représentation φ(R) = 〈R′,≤′,>′〉 où l’on a :
– R′ = {φ(d) | d ∈ R}
– ≤′= ≤|R′×R′
– >′ = φ(>) puisque ∀ d, d ≤ > ⇒ φ(d) ≤ φ(>).
Pour pouvoir étendre l’application du raffinage à une hiérarchie de représentations, il faut
prendre en compte plusieurs éléments. Tout d’abord, il faut considérer qu’il existe un opérateur
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de clôture inférieure φi pour chacune des représentations Ri, avec des conditions reliant ces
opérateurs. De plus, on doit aussi définir la façon de transformer les fonctions de transformations
pour tenir compte des changements de représentations. L’approche que nous allons suivre dans
la suite va être d’appliquer un opérateur de clôture en un point de la hiérarchie (c’est-à-dire
de l’appliquer à une représentation bien précise), et d’étendre son action à l’ensemble de la
hiérarchie.
Pour cela, nous allons définir deux façons de modifier les opérateurs de clôture, en allant
d’une part “vers le haut” et d’autre part “vers le bas”. Nous allons par la suite considérer deux
indices i, j de la hiérarchie de représentation tels que i / j.
Vers le haut
Nous allons nous intéresser premierement au premier sens, qui est le plus simple. En effet,
si l’on a un opérateur de clôture inférieur φi défini sur Ri, on peut définir φj = αj|i ◦ φi ◦ γi|j .
On vérifie facilement que la fonction ainsi définie est intensive : φj(d) ≤ αj|i ◦ γi|j(d) = d, elle
est croissante puisque définie comme la composition de fonctions croissantes, et idempotente.
Pour cette dernière propriété, on a en effet :
φj(d) = α ◦ φi ◦ γ(d)
= α ◦ φi ◦ φi ◦ γ(d)
≤ α ◦ φi ◦ γ ◦ α ◦ φi ◦ γ(d)
= φj ◦ φj(d)
Vers le bas
Si maintenant on a un opérateur de clôture φj défini sur Rj , comment définir un autre
opérateur φi sur Ri compatible avec le premier, c’est-à-dire tel que :
φi ◦ γi|j(d) = γi|j ◦ φj(d)
Tout d’abord, la croissance nous impose :
φi(d) ≤ φi
(
γi|j ◦ αj|i(d)
)
= γi|j ◦ φj ◦ αj|i(d)
En tenant compte de l’intensivité, on obtient l’inégalité suivante :
φi(d) ≤ d ∧ γi|j ◦ φj ◦ αj|i(d)
L’opérateur que l’on cherche est donc le plus petit opérateur de clôture vérifiant cette inégalité.
Définissons la suite suivante :
d0 = d dk+1 = dk ∧ γ ◦ φj ◦ α (dk)
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Du fait de l’idempotence, on trouve que ∀ k, φi(d) ≤ dk. En effet, par récurrence, on peut écrire
que si φi(d) ≤ dk, alors :
φi(d) = φi ◦ φi(d)
≤ φi(d) ∧ γ ◦ φj ◦ α (φi(d))
≤ dk ∧ γ ◦ φj ◦ α (dk)
= dk+1
Cependant, si la suite {dk} a une limite d∞, on a φi(d) ≤ d∞, mais puisque d∞ ≤ γ◦φj◦α (d∞)
par définition de la limite, on trouve que c’est en fait la bonne valeur de φi(d). On peut donc
écrire :
φi(d) = lfp
(
x 7→ x ∧ γi|j ◦ φj ◦ αj|i(x)
)
(d)
Grâce à la condition 9.4 définie plus haut, on peut s’assurer que le domaine de définition de φi
vérifie bien la condition :
d1 ≤ d2 ⇒ d1 ∈ dom (φi)⇒ d2 ∈ dom (φi)
On retrouve donc vérifiée la condition imposée sur les opérateurs de clôture pour être utilisables
dans le cadre de représentations.
Nous allons maintenant nous intéresser à une propriété de composition des transformations
précédentes. Pour cela, soient trois indices i / j / k, et supposons que l’on a un opérateur φk
défini sur Rk. Il existe deux manières de définir un opérateur de clôture sur Rj à partir de φk.
La première façon est de descendre directement de Rk à Rj . On définit donc :
φ1j = d 7→ lfp
(
x 7→ x ∧ γj|k ◦ φk ◦ αk|j(x)
)
(d)
Mais on peut définir un second opérateur en descendant jusqu’à Ri puis en remontant vers Rj .
On définit donc :
φ2j = d 7→ αj|i ◦ lfp
(
x 7→ x ∧ γi|k ◦ φk ◦ αk|i(x)
) ◦ γi|j(d)
Nous allons montrer que ces deux fonctions sont égales. Tout d’abord, soit d ∈ dom (φ1j). On
peut donc définir une suite par d0 = d et dn+1 = dn ∧ γj|k ◦ φk ◦ αk|j(dn), et cette suite a une
limite d∞.
Définissons donc une suite dans Ri en posant en = γi|j(dn). Comme ∀n, γi|j(d∞) ≤ en, on
en déduit que la suite {en} converge. Soit e∞ sa limite. Or, il est facile de vérifier que cette suite
vérifie de plus :
en+1 = en ∧ γi|k ◦ φk ◦ αk|i(en)
On en déduit donc que γi|j(d) (qui est égal à e0) appartient à dom(φi), et donc d appartient à
dom(φ2j). Réciproquement, si d ∈ dom(φ2j), on en déduit que γi|j(d) ∈ dom(φi). Mais alors,
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en reprenant les suites {dn} et {en} définies précédemment, on en déduit que la suite {en}
converge, et donc c’est aussi le cas pour {dn}.
On en déduit donc que d ∈ dom(φ1j)⇔ d ∈ dom(φ2j). Les deux domaines sont égaux. Enfin,
en utilisant les notations précédentes, on a :
φ1j(d) = d∞ φ
2
j(d) = αj|i(e∞)
Mais on a vu que γi|j(d∞) ≤ e∞ ce qui implique que d∞ ≤ αj|i(e∞). Réciproquement, on a :
∀n, αj|i(e∞) ≤ dn et donc αj|i(e∞) ≤ d∞ ce qui donne l’égalité entre les deux fonctions.
Construction générale
Nous pouvons maintenant nous pencher sur la méthode pour définir à partir d’un opérateur
de clôture inférieure φi défini sur une représentation Ri une famille d’opérateurs de clôture{
φ′j : Rj → Rj
}
telle que :
j / k ⇒ φ′k = γk|j ◦ φ′j ◦ αj|k
Pour cela, étant donné j ∈ I, on pose :
φ′j = d 7→ αj|k ◦ lfp
(
x 7→ x ∧ γk|i ◦ φi ◦ αi|k(x)
) ◦ γk|j(d)
où k est un indice appartenant à i↓ ∩ j↓. On peut tout d’abord vérifier que le φ′j ainsi défini ne
dépend pas de la valeur de k choisie. Supposons en effet que l’on a deux indices k1, k2 ∈ i↓∩j↓.
Soit de plus l ∈ k1↓ ∩ k2↓. D’après le résultat précédent, on a :
αj|k1 ◦ lfp
(
x 7→ x ∧ γk1|i ◦ φi ◦ αi|k1(x)
) ◦ γk1|j
= αj|k1 ◦ αk1|l ◦ lfp
(
x 7→ x ∧ γl|i ◦ φi ◦ αi|l(x)
) ◦ γl|k1 ◦ γk1|j
= αj|l ◦ lfp
(
x 7→ x ∧ γl|i ◦ φi ◦ αi|l(x)
) ◦ γl|j
= αj|k2 ◦ αk2|l ◦ lfp
(
x 7→ x ∧ γl|i ◦ φi ◦ αi|l(x)
) ◦ γl|k2 ◦ γk2|j
= αj|k2 ◦ lfp
(
x 7→ x ∧ γk2|i ◦ φi ◦ αi|k2(x)
) ◦ γk2|j
Ainsi, la famille
{
φ′j
}
est bien définie. On vérifie sans peine que φ′i = φi, ainsi que j / k ⇒
φ′k = γk|j ◦ φ′j ◦ αj|k, grâce à la propriété de composition des α et γ.
On peut donc définir pour chaque représentation sa transformée en fonction de φi en posant :
∀ j,R′j = φ′j(Rj)
Pour obtenir une hiérarchie de représentations, il reste à transformer les fonctions de transfor-
mations, et de vérifier que les conditions sur l’ordre / sont bien vérifiées. Si l’on part d’une
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description d dans une représentation donnée, et qu’on la transforme à l’aide de fonctions α et
γ, pour être sûr que le résultat est stable par l’opérateur de clôture de la représentation d’arrivée,
il suffit de l’appliquer. On peut donc définir :
∀ i / j, α′j|i = φ′j ◦ αj|i γ′i|j = φ′i ◦ γi|j
On peut légèrement simplifier cette notation en remarquant que φ′j = αj|i ◦ φ′i ◦ γi|j , ce qui
fait que si d = φ′i(d) alors αj|i(d) = φ′j
(
αj|i(d)
)
. Le dernier point à montrer est que i / j ⇒
α′j|i ◦ γ′i|j = idj . Mais on a :
α′j|i ◦ γ′i|j = αj|i ◦ φ′i ◦ γi|j = φ′j
Or, par définition de R′j , on a d ∈ R′j ⇒ d = φ′j(d).
Toutes ces considérations nous ont montré comment modifier une hiérarchie de représen-
tations à partir d’un opérateur de clôture défini pour une représentation donnée. Nous avons
montré comment en déduire un ensemble d’opérateurs permettant de modifier toutes les repré-
sentations ainsi que les fonctions de transformations, sans pour autant changer l’ordre sur les
indices /. Nous résumons maintenant cette construction.
Définition 12
Étant donné une hiérarchie de représentationsH = 〈I, /, {Ri} ,{〈αj|i, γi|j〉}〉, un indice p ∈ I
et un opérateur de clôture inférieure φ défini sur Rp, on définit le raffinage de H par φ comme
la hiérarchie :
H′ = 〈I, /, {R′i} ,{〈α′j|i, γ′i|j〉}〉
où pour tout i ∈ I, on a R′i = φ′i(Ri), α′i|j = αj|i|R′i et γ′i|j = φ′i ◦ γi|j|R′j . On utilise dans ces
définitions les opérateurs ψ′i définis par :
φ′i = d 7→ αi|j ◦ lfp
(
x 7→ x ∧ γj|p ◦ φ ◦ αp|j(x)
) ◦ γj|i(d)
Nous avons ainsi défini une transformation de hiérarchies de représentations basée sur l’ap-
plication d’un opérateur de clôture inférieure en un point précis de cette hiérarchie, soit sur
une représentation déterminée. Cela traduit le fait que dans l’étude d’un système, si l’on ajoute
de l’information structurelle, on le fait en général en se restreignant à une partie bien précise
du système, et non au système entier. En utilisant les constructions de base que l’on a définies
dans ce chapitre, nous allons présenter plusieurs exemples de manipulations de hiérarchies de
représentations.
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D.4 Autres constructions
D.4.1 Produit de deux représentations
Nous donnons ici un exemple simple de l’utilisation du produit de hiérarchies conjointement
aux opérations simples définies juste avant. L’exemple est le suivant : on part de deux représen-
tations R1 et R2 et l’on montre comment aboutir à une hiérarchie de représentation contenant
trois représentations (celles de départ R1 et R2 et leur produit R1⊗R2) ainsi que les fonctions
usuellement associées aux produits cartésiens.
On effectue cette construction en plusieurs étapes :
1. Tout d’abord, on transforme les deux représentations de départ en hiérarchies atomiques.
H(R1) H(R2)
2. On ajoute à chacune de ces hiérarchies atomiques une représentation vide.
H(R1)> H(R2)>
3. On effectue le produit cartésien de ces deux représentations.
H(R1)> ⊗H(R2)>
4. On supprime la nouvelle représentation vide, d’indice 〈>,>〉.
(H(R1)> ⊗H(R2)>) |{〈ι,ι〉,〈ι,>〉,〈>,ι〉}
Si l’on note {R′i} l’ensemble des représentations de la hiérarchie finale, on a R′〈ι,ι〉 qui est
égaleR1⊗R2, alors queR′〈ι,>〉 (resp.R′〈>,ι〉) est isomorphe àR1 (resp.R2). De plus, on a pour
les fonctions :
α〈ι,>〉|〈ι,ι〉 = 〈x, y〉 7→ x γ〈ι,ι〉|〈ι,>〉 = x 7→ 〈x,>2〉
Les différentes étapes que l’on vient de décrire sont représentées dans la figure D.1. On voit
dans cette construction que l’on a bien les représentations, ainsi que les projections et insertions
qui sont présentes.
D.4.2 Application de fonctions
L’ajout d’une contrainte structurelle sous forme d’une fonction peut être formalisée en utili-
sant la construction de raffinage. Un tel ajout de contrainte peut s’exprimer de la façon suivante :
supposons que l’on a deux indices i, j ∈ I, et que la contrainte s’exprime par une fonction
croissante f : Ri → Rj dont l’interprétation est la suivante : une connaissance depuis le point
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R1 R2 H(R1) H(R2)
H(R1)^ H(R2)^ H(R1)^ÄH(R2)^
R1 R2 R1 R2
R1 R2
R1 R2
H(R1)^ÄH(R2)^|{ái,iñ,ái,Tñ,áT,iñ}
R1 R2
ái,iñ
áT,iñái,Tñ
áT,Tñ
i
T
i
T
ái,iñ
áT,iñái,Tñ
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FIG. D.1 – Produit de deux représentations
d’observationOi exprimée par une description di entraîne des informations sur la représentation
Rj exprimée par f(di).
Grâce à la propriété de fermeture de l’ensemble des indices d’une hiérarchie, il est possible
d’avoir un indice k tel que k / i et k / j. On peut alors transformer la fonction précédente en
une fonction ayant la même représentation (ici Rk) comme domaine et co-domaine en posant
f ′ = γk|j ◦ f ◦ αi|k. Cette fonction f ′ représente exactement le même apport d’information
que la fonction f , puisque f = αj|k ◦ f ′ ◦ γk|i. On peut donc se limiter aux fonctions d’une
représentation vers elle-même.
Ainsi, considérons une représentation Ri et une fonction f : Ri → Ri qui traduit l’apport
d’information structurelle. En partant d’une description d ∈ Ri, il faut y ajouter des informa-
tions correspondant à la description f(d) ∈ Ri, pour obtenir d∧ f(d). Il est donc intéressant de
considérer la fonction d 7→ d∧f(d) pour effectuer le raffinage de la représentation. Mais ce n’est
pas en général un opérateur de clôture, car si elle est bien croissante et intensive, l’idempotence
n’est pas toujours vérifiée.
On peut identifier quelques cas où l’on peut facilement déduire un opérateur de clôture de
cette fonction :
– On peut tout d’abord s’intéresser au cas où la fonction d 7→ d ∧ f(d) est un opérateur de
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clôture. Pour cela, il faut que la propriété d’idempotence soit vérifiée. Elle s’écrit :
∀ d, d ∧ f(d) = d ∧ f(d) ∧ f (d ∧ f(d))
On en déduit la condition nécessaire et suffisante :
f(d ∧ f(d)) ≤ d ∧ f(d)
– Un cas particulier de la situation précédente est exprimé par la condition suivante :
∀ d, f(d ∧ f(d)) = f(d)
Cette situation est celle que l’on rencontre par exemple dans le cas d’un produit cartésien
de représentation : si l’on a deux représentations Ri et Rj , et leur produit Rk = Ri⊗Rj ,
pour une fonction croissante f : Ri → Rj , en posant f ′ = γk|j ◦ f ◦ αi|k = 〈x, y〉 7→
〈x, f(x)〉, on a :
f ′ (〈x, y〉 ∧ f ′ (〈x, y〉)) = f ′ (〈x, y ∧ f(x)〉) = 〈x, y ∧ f(x)〉 = f ′ (〈x, y〉)
– Si la représentation Rk est complète pour l’ordre, on peut définir une suite xn en posant
x0 = x et xn+1 = xn ∧ f(xn). Deux cas se présentent alors : soit la suite est définie
pour tout n, auquel cas on définit φ∞f (x) = lim inf {xn}n∈N, soit la suite n’est pas définie
pour tout n, auquel cas φ∞f n’est pas définie pour x. On vérifie aisement que φ∞f vérifie les
propriétés suivantes : c’est un opérateur de clôture inférieure dont le domaine de définition
est un filtre de Rk, qui vérifie ∀ d ∈ dom
(
φ∞f
)
, φ∞f (d) ≤ f(d) et c’est le plus grand
opérateur de clôture ayant cette propriété.
D.4.3 Partition d’une représentation
La partition d’une représentation permet son découpage en deux parties, permettant d’imiter
le comportement de booléens au sein d’une représentation. On définit tout d’abord la représenta-
tion booléenneRB comme étant composée de trois éléments>, t, f avec> qui est la description
vide et les autres descriptions t et f ne sont pas comparables.
L’idée de la partition est alors d’associer un idéal à la description t et un autre à f. Pour cela,
on se donne deux idéaux P et N de R, ainsi que deux descriptions dP et dN vérifiant :
∀ d ∈ P , d ≤ dP ∀ d ∈ N, d ≤ dN
Ainsi, P (resp. N ) correspond à t (resp. f). On se donne de plus deux descriptions (dP et dN )
pour représenter les deux valeurs booléennes. Il est à noter que l’on ne veut pas que RB de-
viennent une approximation de R, ce qui implique que l’on n’impose ni dP ∈ P , ni dN ∈ N .
208 Annexe D. Manipulation des hiérarchies
On définit donc la partition deR suivant 〈P, dP 〉 et 〈N, dN〉 comme φC(R⊗RB) où la fonction
C est définit par les gardes suivantes :
∀ d ∈ P , 〈d,>〉 7→ 〈>, t〉
∀ d ∈ N, 〈d,>〉 7→ 〈>, f〉
〈>, t〉 7→ 〈dP ,>〉
〈>, f〉 7→ 〈dN ,>〉
Il est facile de vérifier que C vérifie : ∀ d, C(d ∧ C(d)) = C(d). Un schéma résumant cette
construction est donné en figure D.2.
t f
P N
dP
dN
FIG. D.2 – Partition d’une représentation
D.4.4 Ensembles d’idéaux
Étant donné une représentation R, on peut définir un autre ensemble partiellement ordonné
en considérant le poset de ses idéaux R↓ = 〈℘↓(R),⊆〉. Cette construction permet d’étendre
la structure d’une hiérarchie de représentations en considérant des ensembles de descriptions.
Cette extension peut aussi être appliquée aux fonctions croissantes, puisque si l’on a une telle
fonction f : R1 → R2, on peut définir :
f ↓ : ℘ (R1)→ ℘ (R2)
I 7→ {d | ∃ d′ ∈ I : d ≤ f(d′)}
=
⋃
d∈I
{d′ | d′ ≤ f(d)}
On peut adapter la transformation d’une représentation en l’ensemble de ses idéaux à une
hiérarchie de représentations, en définissant (avec les notations habituelles) :
H↓ =
〈
I, /,
{
R↓i
}
,
{
f ↓i|j
}〉
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Proposition 42
Étant donné une hiérarchie de représentations, la structureH↓ en est une elle aussi.
Preuve Il suffit pour prouver cela de vérifier les propriétés suivantes :
∀ i / j, f ↓j|i ◦ f ↓i|j = id↓j
∀ i, j, k, f ↓i|k ⊆ f ↓i|j ◦ f ↓j|k
En effet, on a :
i / j ⇒ f ↓j|i ◦ f ↓i|j(I) = f ↓j|i
(⋃
d∈I
{
d′
∣∣ d′ ≤ fi|j(d)})
=
⋃
d∈I
f ↓j|i
({
d′
∣∣ d′ ≤ fi|j(d)})
=
⋃
d∈I
{
d′
∣∣ d′ ≤ fj|i ◦ fi|j(d)}
=
⋃
d∈I
{d′ | d′ ≤ d}
= I
f ↓i|j ◦ f ↓j|k(I) =
⋃
d∈I
{
d′
∣∣ d′ ≤ fi|j ◦ fj|k(d)}
⊇
⋃
d∈I
{
d′
∣∣ d′ ≤ fi|k(d)}
= f ↓i|k(I)

On peut encore enrichir cette construction en reliant la hiérarchie H↓ à celle d’origine
(H) dans le cas où il est possible d’établir une surjection de Galois entre toutes les représen-
tations Ri et leur ensemble d’idéaux R↓i . C’est par exemple possible lorsque l’on peut dé-
finir une disjonction complète ∨i sur chacune des Ri. On définit alors γi : Ri → R↓i en
posant γi(d) = {d′ | d′ ≤ d} et inversement, αi(I) =
∨
i {d ∈ I}. Ces fonctions vérifient
αi ◦ γi(d) =
∨
i {d′ | d′ ≤ d} = d et :
αi(I) ≤ d⇔ ∀ d′ ∈ I, d′ ≤ d⇔ I ⊆ γi(d)
Dans ce cas, on peut définir une hiérarchie de représentation :
H′ = 〈I ′, /′, {R′i} ,{〈α′j|i, γ′i|j〉}〉
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où l’on a :
I ′ = {〈i, j〉 | i ∈ I, j ∈ {1, 2}}
〈i1, j1〉 /′ 〈i2, j2〉 ⇔ i1 ≤ i2 et j1 ≤ j2
R′i,1 = R↓i R′i,2 = Ri
α′〈j,1〉|〈i,1〉 = αj|i γ
′
〈i,1〉|〈j,1〉 = γi|j
α′〈j,2〉|〈i,2〉 = α
↓
j|i γ
′
〈i,2〉|〈j,2〉 = γ
↓
i|j
α′〈j,2〉|〈i,1〉 = α
′
j ◦ αj|i γ′〈i,1〉|〈j,2〉 = γ′i ◦ γi|j
Il est aisé de vérifier que H′ est bien une hiérarchie de représentations.
D.4.5 Union de deux éléments
On propose ici une autre méthode pour enrichir une représentation de telle sorte que l’on
ajoute une description correspondant à la réunion de deux autres. Cette méthode utilise l’opé-
ration de raffinage en conjonction avec une fonction se comportant comme la disjonction boo-
léenne. On définit pour cela la fonction u sur le produitRB⊗RB⊗RB par les gardes suivantes
(on note · à la place de > pour améliorer la lisibilité) :
u

〈f, f, ·〉 7→ 〈·, ·, f〉
〈t, ·, ·〉 7→ 〈·, ·, t〉
〈·, t, ·〉 7→ 〈·, ·, t〉
〈·, ·, f〉 7→ 〈f, f, ·〉
〈f, ·, t〉 7→ 〈·, t, ·〉
〈·, f, t〉 7→ 〈t, ·, ·〉
La figure D.3 montre comment, en appliquant φu : d 7→ d∧ u(d), on obtient une représentation
équivalente à RB⊗RB à laquelle on a ajouté une description correspondant à l’union de 〈t,>〉
et 〈>, t〉 (il s’agit de la représentation 〈·, ·, t〉 marquée en noir).
On peut appliquer cette transformation dans le cas général en se servant des partitions. Ainsi,
si on veut construire la réunion de deux descriptions d1 et d2, on effectue deux fois la partition,
l’une selon P1 = {d | d ≤ d1} et N1 = {d | ∀ d′ ≤ d, d′ 6≤ d1} et l’autre selon P2 et N2 définis
similairement. On peut alors appliquer l’union booléenne définie ci-dessus aux deux booléens
représentant d1 et d2.
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FIG. D.3 – Construction de l’union de deux éléments
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Résumé
On s’intéresse à la connaissance que l’on peut avoir d’un système en se basant uniquement
sur des observations que l’on peut en faire et où certaines informations peuvent rester cachées.
On peut structurer ces observations en comparant leur contenu et la quantité d’informations
qu’elles fournissent, pour obtenir ce que nous nommons des représentations. On peut de plus
étudier les relations existant entre les différentes façons d’observer un même système, pour
obtenir certaines fonctions reliant les représentations entre elles.
Avec ce formalisme, on se livre à une étude logique du comportement de l’information pour
cette approche. Le premier résultat est que l’on se base sur la logique intuitionniste, puisque les
propositions que l’on considère expriment des connaissances sûres, et que l’ajout d’information
n’en modifie pas la véracité.
On étend cette logique en utilisant des opérateurs “modaux” pour symboliser les différentes
façons d’observer le système et exprimer le fait qu’une information est accessible ou non depuis
le point de vue correspondant. Suivant les contraintes que l’on impose, on obtient plusieurs com-
portements de ces opérateurs dont découlent plusieurs logiques proches de la logique nommée
IS4.
Le postulat de base utilisé (on étudie un système en l’observant) est très général. Or, notre
étude montre que cela impose une logique relativement faible, puisque ni le tiers-exclus, ni
l’axiome modal 5 ne sont vérifiés, et ne peuvent l’être même en ajoutant des hypothèses. Cela si-
gnifie que seuls les éléments que l’on manipule, soit les résultats d’observations, sont importants.
On est donc obligé de raisonner de façon constructive à partir de ceux-ci et la non-observation
d’un fait de permet pas d’en déduire sa négation.
Ainsi, les seuls éléments dont il faut tenir compte dans l’observation et l’étude de la na-
ture sont les observations que l’on en fait et toute connaissance s’obtient de façon strictement
déductive à partir de celles-ci.
Mots-clés: Représentation de connaissances, Logique modale, Logique intuitionniste, Théorie
de l’observation
Abstract
We focus on the study of knowledge obtained by performing partial observations of a
system. The result of those observations can be structured by comparing their informational
content, and this is how we define what we call representations. It is also possible to study
the possible relationships existing between different observations methods, which leads to the
existence of functions between representations.
With this formalism, we make a logical study of the way information behaves in such a
context. The first point which arises from this is that one has to use intuitionistic logic, since
propositions are about facts and not beliefs, and the addition of information does not change
their veracity.
This logic is extended by adding “modal” operators, which correspond to different ways of
observing a system and express the fact that a piece of information is accessible or not from a
given point of view. Depending on the constraints which are applied to our structures, one gets
several behaviors for those operators and as many logics, all similar to the modal logic IS4.
The basic postulate, that is a system is studied by observing it, is extremely general. How-
ever, our study shows that this leads to a rather weak logic, since neither the excluded middle
principle nor the modal axiom 5 can be verified, even if extra hypotheses are considered. This
means that the only important elements are the results of observations, and any reasoning is
done constructively from them. As a consequence, the non-observation of a fact can not be used
as a proof of its negation.
In conclusion, the only elements which have to be taken into account when observing and
studying nature are the observations which can be done of it, and any knowledge is obtained
deductively from it.
Keywords: Knowledge Representation, Modal Logic, Intuitionnistic Logic, Observation The-
ory
