Abstract-As social interactions increasingly move to Facebook, the privacy options offered have come under inspection. Users find the interface confusing, and the impact of the individual settings on a user's overall privacy is difficult to determine. This creates difficulties for both users and researchers: users cannot gauge the privacy of their respective configurations, and researchers cannot easily compare the degree of privacy encapsulated in different users' choices. In this work, we suggest a novel and holistic measure for Facebook privacy settings. Based on a survey of a sample of 189 Facebook users, we incorporate appropriate weights that combine the different options into one numerical measure of privacy. This serves as a building block for measurement and comparison of Facebook users' privacy choices, enabling new inferences and insights.
I. INTRODUCTION
Facebook usage is growing, both in terms of total users and the amount of time spent by users. In September 2012, the total number of users passed the billion-user threshold [1] . On average, these users spend more than seven hours a month using Facebook [2] . As such, Facebook is an important sociotechnical phenomenon worthy of much study.
In particular, privacy is front and center among the challenges facing Facebook users. Many questions demand attention from privacy-conscious Facebook users: How much information should they share, and with whom should they share it? How visible should their profiles be? Users are faced with a large number of choices to make, and the impact of each choice on their overall privacy is not readily apparent.
The current settings are not only confusing to users; they also make it difficult for researchers to objectively compare the privacy of different configurations. In order to draw inferences about users' preferences or to make recommendations for privacy design, researchers need a way to measure just how private the given choices are. Facebook privacy profiles currently involve 17 different settings, making it hard to objectively judge the privacy of any individual profile. For example, how private is a Facebook account where the user's posts are public but his page is not available on search engines? Is it more or less private than another account, where the user's posts are only shown to her friends but anyone can post to her timeline? These questions are very subjective and difficult to answer definitively.
In addition to the different options available across the privacy settings, some settings can expose more sensitive information than others, thus posing greater privacy risk to the users. The challenge is to construct a measure that conveys the impact of one's privacy choices, taking into consideration the available options and the appropriate weights.
A holistic privacy metric can be useful to both users and researchers. From the user perspective, a simple "privacy score" (along the lines of a credit score) could demonstrate how high one's privacy risk is. This would facilitate betterinformed decisions about exposing or hiding information. From the researcher perspective, a simple numerical attribute describing a user's privacy settings would allow inferences and comparisons for machine learning or statistical inferences for better privacy design.
In this paper, we construct a weight schema for Facebook privacy settings using two measurable variables: sensitivity and visibility. Via an online survey, we asked Facebook users to judge the sensitivity and visibility of each option in the Facebook privacy settings. We present the results of 189 respondents. The analysis shows that users perceive different levels of privacy risk in the various Facebook privacy setting. We incorporate the users' judgments into our framework for generating a privacy score based on a user's privacy setting configuration. This serves as a springboard for suggestions for the design of Facebook's privacy interface.
The main contributions of this paper are the following:
• Measure the importance attributed to different privacy settings by Facebook users. Facebook offers many privacy settings, ranging from tags to ads. Are all privacy options equally important to users' perception of privacy? We explore this question through a survey of Facebook users and use their responses to rate the different privacy settings on scale of user-perceived importance.
• Propose a framework and technique for measuring privacy of settings selected by users. The degree of privacy in a given Facebook profile is a product of all the settings chosen, expressed in a single numerical measure. We elaborate our method for scoring privacy settings, using the key attributes of sensitivity and visibility. We believe that our proposed technique can be used as a reference point by other papers as well.
• Propose new Privacy Shortcuts to ease usability. We suggest a redesign of Facebook's Privacy Shortcuts feature, where more prominence is given to the privacy settings that people find important. We examine the current privacy shortcuts of Facebook, identify their weaknesses, and nominate new ones based on our survey results.
II. RELATED WORK

A. The Difficulty of Facebook Privacy
Facebook privacy settings are notoriously difficult to navigate: Liu et al. [3] found that 67% of the time, users expressed sharing preferences for photos that were different than their actual settings. Wang et al. [4] , in a study of users' regrets on Facebook, reported that users found the interface confusing and misleading. In some cases, this led to privacy breaches of an embarrassing and sensitive nature. Egelman et al. [5] evaluated the usability of Facebook privacy settings by asking users to change them based on some realistic scenarios. The results showed users had difficulties with choosing the proper Facebook privacy settings. Work has also shown the discrepancy between users' sharing intentions and real Facebook privacy settings [6] .
The opacity of Facebook's privacy settings was highlighted in the popular press when Randi Zuckerberg, sister of Facebook founder Mark Zuckerberg and former Facebook executive, inadvertently shared a private family photo with some journalists due to some confusing privacy settings [7] . In part, this can be attributed to the fact that users have no way of judging quite how permissive their privacy settings are, or what risk is entailed by each privacy choice they make.
B. Measuring Privacy
Some approaches towards measuring privacy have centered on content or audience instead of the explicit privacy settings. For example, PrivAware measures the privacy risk engendered by a user's friends who may cause side-channel information leakage [8] . Privacy Nudges, a project of Wang et al. [9] , also measures privacy risk on a post-by-post basis in order to warn users if they are about to post something they may later regret.
Likewise, Profile Watch provides a web service [10] where users can check what they are sharing publicly on Facebook. The output is a privacy score ranging from 0 (exposed) to 10 (safe). It is similar to the "View as" tool provided by Facebook [11] . However, the algorithm used is not public. Additionally, it is not related to privacy settings, and it is not obvious how a low score can be fixed.
Few attempts have been made to create a system that can encapsulate a user's privacy settings in a numeric form. Gjoka, et al. [12] propose a simple method where four bits are used to signify the user's choices for some basic privacy settings. They then use this four-bit data structure to compare privacy across different populations. However, this binary approach fails to capture the different gradations of privacy available to the Facebook user (i.e. friends, friends-of-friends, friends-exceptacquaintances, everyone) and instead measures only whether a user has conformed to the default settings.
The closest work to ours is that of Maximilien et al. [13] . They propose a platform for online data sharing called Privacyas-a-Service, where users determine their access control by determining the privacy characteristics of each settings. As the basis for these decisions, they focus on data's sensitivity and visibility. They combine these measures to create a "privacy index" expressing the privacy risk of sharing specific data. We use this as a basis for our approach, with several important distinctions. While [13] suggests a data access framework, we propose an analytic tool to assign metrics to existing privacy settings. Instead of mediating data access, we aim to facilitate research and analysis of existing data access rules. This is enabled by a holistic privacy metric rather than a data sharing framework. Secondly, instead of requiring each user's privacy risk variables to be chosen on an individual basis, we conduct a survey and collect aggregate values to facilitate large-scale application of the techniques introduced.
III. METHODS
In this section, we present two approaches to scoring user privacy settings. The first method requires no a priori knowledge of users' privacy perceptions; it is based purely on the options made available in the interface. The second method takes into account the importance placed by users on each option in the privacy setting interface. These weights are incorporated into the score to represent the degree of privacy encapsulated in a given configuration of privacy settings. We believe that the weighted method best encapsulates the importance of each privacy setting.
A. Notation
Before explaining the scoring methods, we will introduce some brief notation.
We will refer to the list of privacy settings as C. To refer to the privacy setting at position i, we use C i ; so, for example, C 1 = "Who can see your future posts?" Refer to Table I for a list of current Facebook privacy settings and corresponding positions.
To refer to the specific privacy settings chosen by user x, we use C(x). C(x) represents a vector of options that user x has chosen for each privacy setting. Thus, C(x) i represents the specific choice that user x chose for privacy setting C i .
For each setting on Facebook, there are several options available (e.g. "friends", "friends of friends", "public"). Each of these options has a specific privacy rating. We refer to each of the j options available for setting C i as C i,j .
By way of clarification, let us introduce the hypothetical user Laura. C(Laura) would be the settings that Laura chose as her privacy settings on Facebook. For the first privacy setting, Laura has chosen the option "Only me." So, C(Laura) 1 = "Only me".
If user x has chosen option j for setting C i (in notation, C(x) i = C i,j ), we refer to the privacy rating for this option as s(C(x) i ). It can also be referred to as s(C i,j )). This is the privacy score attained by the choosing that specific setting for the given privacy option.
For each user x, the total privacy score is denoted as S(x). All scores S are normalized on a scale from 0 to 10 for ease of comprehension. A user who has totally public settings would receive a score of 0, and a user with maximally private settings should receive a score of 10.
B. Naive Scoring Method
As a baseline, we propose a naive scoring method to enable comparison between different users' Facebook privacy settings. Simply stated, for each question, the least private option receives a mark of 0, and each successively more private option receives a score incremented by 1.
The following algorithm outputs a privacy rating s(C i,j ) for each option j in a privacy setting i. a l g o r i t h m N a i v e P r i v a c y R a t i n g ( s e t t i n g ) S o r t o p t i o n s o f s e t t i n g from l e a s t p r i v a t e t o most p r i v a t e S e t c u r r e n t S c o r e = 0
The overall privacy score consists of the sum of all the privacy settings' scores.
The total score of a user is calculated as the sum of the scores of each options. Using our above notation, this can be expressed by the following equation, where n is the total number of privacy settings (currently n = 17) and j is the number of options available for a specific setting:
In summary, choosing more private options will produce a higher score, while lower scores imply less private settings. All settings are given equal weight by this method.
1) Advantages of the Naive Approach:
This method has the advantage of simplicity; it requires no a priori knowledge of the data or of users' perception of privacy risks on Facebook. It can be easily calculated and explained.
2) Disadvantages of the Naive Approach: This approach suffers as a result of this very simplicity. Namely, it rests upon the assumption that each privacy setting has equal bearing upon privacy. This, however, is a mistaken assumption; some settings are clearly more wide-ranging than others. Each setting does not necessarily entail the same extent of personal information exposure. For example, score 0 for one setting may mean that "Everyone" can see this particular piece of information, while for another setting may mean "Only my Friends". And conversely, score 1 may stand for "Friends", "Friends of Friends", or "No one" depending on the context of the setting. Thus, significant differences may exist between accounts with identical scores, since users may be very private in certain categories of privacy settings and yet quite public in others.
C. Weighted Scoring Method
We introduce a more sophisticated alternative, which we deem the weighted method. Instead of considering all settings to be equally important in regard to privacy, the weighted method considers each question's privacy-breach potential when calculating its impact on the final privacy score. A setting's weight is determined by two key features, sensitivity and visibility.
Our approach is similar to that of the Privacy-as-a-Service model introduced by Maximilen et al. [13] . We focus particularly on Maximilien et al.'s emphasis on two traits as measures for privacy risk: sensitivity and visibility:
• Sensitivity is a measure of how private or embarrassing the information in question may be.
• Visibility is a measure of how public the information would become in the situation of a breach. High sensitivity means that showing the information would be very embarrassing, while high visibility would mean that a lot of people could see it. As an example, consider different mediums of communication: a newspaper has high visibility, and a private letter has high sensitivity. On Facebook, a specific privacy setting may have any combination of visibility and sensitivity. For example, the setting "Who can see your future posts" has potentially high visibility, and the setting "Do you want to share your birthday with apps" (paraphrased) is a highsensitivity question, considering the fact that one's date of birth can serve as identifying information.
The privacy score, s, of each setting is calculated as shown in the above algorithm (see Section III-B). The next step is determining the weight of each setting.
Once values have been determined for each setting's sensitivity and visibility, the setting's weight in the privacy score is determined by calculating the product of its sensitivity and visibility ratings (as shown in [13] ). We refer to the weight of a given setting as w(i), where i is the index of the given setting in the settings list and shown in Table I . The weight is expressed as follows:
The overall privacy score of individual x's privacy settings can be computed as follows:
Intuitively, this expresses that settings with greater perceived privacy risk have a larger impact on the overall privacy score of the given configuration.
IV. SURVEY
A. Survey Design
In order to determine the weights for each privacy setting, we submitted a survey to Facebook users through the Amazon Mechanical Turk marketplace. Responses were restricted to the United States to maintain a consistent sample. In order to ensure accurate answers, we followed standard best practices such as inserting attention-gauging questions and completion codes [14] . We paid each subject $0.30 for answering a total 26 questions, divided into three parts: 1) Demographic Information: The respondents were asked for basic demographic information, i.e. gender, age, and highest level of education completed.
2) Description and Definitions: Respondents were asked to carefully read the description of the survey and definitions of sensitivity and visibility and acknowledge that they understood the terms before continuing.
3) Rate Facebook Privacy Settings: This part consisted of 19 questions, including two attention-measuring questions. The remaining 17 questions listed the privacy settings along with their available options. When the privacy setting was not self-explanatory, we provided a brief description. (This was the case in the settings for the "Apps" and "Ads" categories shown in Table I ). Each question asked respondents to rate the privacy setting on a 5-point Likert scale by asking "How sensitive is this?" and "How visible is this?". (Due to space constraints, we can not include a copy of the entire survey.) 
B. Dataset
Of the 250 responses we had requested, 61 respondents failed to select the correct answers to the attention-measuring questions incorporated in the survey. After removing those responses from analysis, there were 189 responses remaining. 
C. Results
The responses confirmed our hypothesis that all privacy settings are not created equal. There was considerable variance among the ratings for different options. For example, users on average rated the sensitivity of the "Who can send you friend requests" setting as 1.09, but "What personal information goes into apps others use" scored 2.82 for sensitivity -more than double as sensitive. For visibility, average assigned values ranged from 1.47 ("Whose messages do you want filtered into your inbox") to 2.59 ("Who can see what others post on your timeline"). All ratings were on a scale from 0 to 4. Overall, users displayed a keen understanding and belief that different settings have disparate impacts on their overall privacy.
A full listing of each setting's sensitivity and visibility ratings can be seen in Table II . The final privacy score, calculated as the product of the sensitivity and visibility values, as suggested in [13] , is also included.
We also examined the relationship between sensitivity and visibility. The majority of privacy settings exhibited similar levels of sensitivity and visibility; however, three settings showed significant differences in their respective ranks for privacy and sensitivity.
"Who can see your future posts?" scored ninth in sensitivity while ranking second in visibility. This option can have very public consequences, but users did not seem to think that very sensitive information would be leaked in that case. "What is instant personalization set to?" was seventh in sensitivity ranking and only 15 th in visibility. It appears that users perceive instant personalization to be somewhat sensitive but not very public. That may be due to the wording of the definition given, where Facebook states that it will allow personalization with only a few partner companies, constituting a limited audience. The least sensitive option (as rated by users) scored eighth in visibility: "Who can send you friend requests?". Users apparently believe that receiving a friend request is not sensitive, but they recognize that when accepted it could allow some personal information to become visible.
V. DISCUSSION
According to the old business adage, "If you can't measure it, you can't manage it." Research has consistently shown that Facebook users' privacy settings suffer from mismanagement. In this paper, we attempt to alleviate this problem by introducing a measurement that can represent privacy in an informed and well-considered manner. This privacy metric is sensitive to the different levels of privacy importance ascribed to each setting by users. This can be of use to several parties.
A. Benefit to users
Currently, Facebook users receive little feedback when setting their privacy settings. They must choose a privacy configuration without knowing exactly how the settings measure up. By the time users realize they chose unwisely, it is usually too late [4] . Using a framework such as the one proposed, allows users to view their privacy levels on a simple numerical scale and adjust likewise. Users who wish for more open profiles can aim for a lower score, and users who want to retain privacy can tweak their settings to reach a higher privacy score. Just as some social networks in (e.g. LinkedIn) show the percentage of a profile that is complete, this would show how private the profile is.
B. Benefit to researchers
This framework is highly beneficial for researchers who wish to study and compare users' Facebook privacy settings. Until now, there has been no unified approach towards all the privacy settings, forcing researchers to focus on only a few settings in the focus of their research. By combining the settings while retaining their respective importance to privacy, we enable broader and deeper study of users' privacy choices on online social networks.
C. Benefits to Facebook designers
In the course of this work, we analyzed users' perspective on the respective importance of each privacy setting. This data could be incorporated into Facebook, both in philosophy and design, to better facilitate and respect the privacy of users.
One application would be to modify the Privacy Shortcuts on Facebook. At the end of 2012, Facebook introduced Privacy Shortcuts, a privacy settings interface that appears one click away from user's timeline [16] . Among these privacy shortcuts, users can easily find and set some of their privacy settings. Figure 3 shows two instances of privacy shortcuts.
Below, we examine the current privacy shortcuts from a functionality perspective, based on the results of our survey.
"Who can see my future posts?": Our analysis showed that this setting is rated sixth among all for privacy importance. We therefore recommend that it be replaced with a higherpriority setting, as rated by users.
"Whose messages do I want filtered in my Inbox?" and "Who can send me friend requests?": Users in our survey rated these questions as the least important among all privacy settings. They were rated as the least crucial both in sensitivity and in overall privacy importance. Therefore, we question the presence of these privacy settings in the privacy shortcuts. Based on our survey's results, we suggest new Privacy Shortcuts. We recommend that they comprise the three privacy settings that are among the top five in all categories: sensitivity, visibility, and final privacy score. As presented in Table II 
D. Limitations
The technique proposed above for scoring privacy on Facebook bears some limitations:
• Platform-specific: our technique as proposed can only be applied on Facebook's privacy settings. However, the methodology can be easily extended to survey privacy in other online social networks as well.
• Susceptible to changes: Facebook updates its privacy settings rather frequently. This would cause the results presented in this paper to become outdated. However, the framework and the technique are generic and elastic and can therefore be easily reapplied to any new privacy settings. We point out that researchers should check our list of settings against the current ones on Facebook and perform a new survey if necessary.
VI. CONCLUSION
In this paper, we introduce a novel metric to encapsulate the degree of privacy expressed in a Facebook user's privacy settings. This serves as an at-a-glance summary of the user's privacy state. In addition to helping users manage their privacy, it can also help researchers learn about privacy and enable Facebook designers to consider privacy in their work. The privacy score is built by combining the options via weights, which are determined by the sensitivity and visibility of each setting. We conduct a survey of Facebook users to assign the sensitivity and visibility values. Using these values, we present an ordering of the Facebook privacy settings according to userperceived privacy risk. Finally, we make recommendations to incorporate these principles into the design, usage, and research of Facebook.
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