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A bstract
In the first part of this thesis, the ultraviolet extinction from dust in 
the Large Magellanic Cloud is re-analyzed. Differences in the extinction 
properties between different lines of sight, as well as between the LMC, SMC, 
and Milky Way are discussed in the context of their implications for the 
constitution and size distributions of the dust grains. The UV extinction 
curves derived in this work, along with those from other studies, have been 
used to constrain dust models used as inputs to dust heating models.
Next, the DIRTY model, a  Monte Carlo radiative transfer code from the 
ultraviolet to the far IR, is extended to self-consistently include dust heat­
ing and emission, fully accounting for the effects of the transient heating 
of small grains. The code is completely general; the density structure of 
the dust, heating sources, and their geometric configurations can be speci­
fied arbitrarily. The dust scattering, absorbing, and em itting properties are 
calculated from realistic dust models derived by fitting observed extinction 
curves. Dust self-absorption is also accounted for by treating photons emit­
ted by the dust as an additional heating source and adopting an iterative 
radiative transfer scheme. The dependence of the U V -FIR  SED, dust tem­
peratures, and dust masses predicted by DIRTY on variations of the input 
parameters is examined.
Finally, the DIRTY model is applied directly to a sample of nearby star- 
burst galaxies. The UV to far IR SEDs of the galaxies are well reproduced 
using DIRTY , and quantitative information including star formation rates,
xii
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dust masses, and dust temperatures are derived. The ability to accurately 
reproduce the full SED of starburst galaxies is discussed in the context of 
modeling galaxies at high redshift.
The model developed in this thesis is well suited to simulate galaxies at 
different evolutionary stages and hence has promise for investigating the star 
formation history of the universe. However, it must be emphasized that its 
range of applicability is not limited to galaxies. It should prove a useful tool 
in future investigations of a wide range of astrophysical systems in which 
dust plays an important role.
xiii
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1. In troduction
Though it represents only ~1% of the gas mass in a typical galaxy, dust is 
a very im portant constituent of the interstellar medium (ISM). Dust is ubiq­
uitous in the universe, appearing in a wide variety of astrophysical environ­
ments ranging from comets to circumstellar disks, to star formation regions 
and galactic nuclei. Dust is an essential component in determining and mod­
ifying the ISM. It is crucial in interstellar chemistry, shielding molecules from 
dissociating radiation and providing sites for molecular formation, especially 
H2. Far infrared (IR) emission from dust in collapsing clouds may be critical 
in removing gravitational energy thus allowing the collapse and subsequent 
star formation to occur (e.g., Nakamura, 1998 and references therein). In 
spite of its relatively minor contribution to the total mass of the ISM, the 
efficiency with which dust scatters, absorbs, and re-radiates photons, means 
dust has a profound affect on the universe we observe and has a direct or 
indirect impact on almost all areas of modern astrophysics. The scattering, 
absorption, and emission by dust occur in different wavelength regimes; scat­
tering and absorption by dust is especially efficient in the ultraviolet (UV) 
and optical spectral regimes, while emission occurs predominantly at wave­
lengths A ^  1 /jm. The redistribution of energy from the UV and optical to 
the IR can result in anywhere from ~30% of the bolometric luminosity of a 
galaxy being emitted in the IR, in the case of a galaxy like the Milky Way, to 
~100%, in the luminous and ultra-luminous IR  galaxies (Soifer et al., 1987; 
Sanders & Mirabel, 1996).
1
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2
Much of what we know regarding the various properties of interstellar 
dust grains (e.g.. particle sizes and composition) is deduced from the ob­
served interstellar extinction as a function of wavelength. The observed in­
terstellar extinction at near IR and visible wavelengths is proportional to 
A-1, requiring large grains, with sizes on the order of the wavelength of vis­
ible light. The observation that the UV extinction continues to rise toward 
the Lyman limit, along with the presence of the 2175 A extinction feature 
(Stecher, 1965; Draine, 1989), requires the existence of small grains, with 
sizes less than ~200 /zm. The existence of a  population of small grains is 
also inferred from the observation of excess of mid IR emission compared to 
that expected from the classical large grains responsible for the near IR and 
optical extinction. Observations of dust extinction within the Milky Way and 
the Magellanic Clouds indicate that significant differences in both the size 
distribution and composition of interstellar dust grains m ust exist in different 
environments. For example, in Figure 1.1, we plot the m ean extinction for 
the Milky Way and two lines of sight each in the Large and Small Magellanic 
Clouds (LMC,SMC). While the extinction curves are sim ilar in their general 
character, significant differences exist. The linear rise in extinction through 
the visible and into the near UV indicate that the grain populations all con­
tain large (~100 A to ~1 /zm) classical grains which also contribute to the 
neutral extinction throughout the UV. However, the absence of the 2175 A 
bump in the SMC Bar, and its greatly reduced strength in the LMC 2 indi­
cate th a t the carriers of this feature, generally attributed  to  small graphite 
grains, are absent or significantly modified in those environments. The large
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Figure 1.1: Average observed extinction curves in the local group. The Milky 
Way extinction curve is derived from Cardelli, Clayton & M athis (1989) with 
R; =3.1. The SMC extinction curves are taken from Gordon &: Clayton 
(1998). The LMC curves are from Misselt, Clayton & Gordon (1999) and 
Chapter 2 of this thesis.
differences in the strength of the far UV extinction (A-1 ^  6 / i m '1) also in­
dicates differences in the populations of small grains responsible the far UV 
extinction. Observations of the extinction and emission properties in dif­
ferent environments provide useful constraints on the composition and size 
distribution of interstellar grains (Draine Lee, 1984; Puget & Leger , 1989; 
Desert. Boulanger &: Puget. 1990; Mathis. 1990; Kim, Martin, & Hendry, 
1994).
Unfortunately, when we turn to the study of external galaxies beyond 
the Magellanic Clouds, we cannot directly determine the extinction curve.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
4
Locally, the extinction curve can be derived using the standard pair method 
(Massa, Savage & Fitzpatrick, 1983). The flux received from a reddened star 
(one with dust along the line of sight) is compared to tha t of an identical 
un-reddened star (negligible or no dust along the line of sight). Since all 
the dust modifying the spectrum of the reddened star is distributed directly 
along the line of sight, its wavelength dependent effect on the starlight can 
be determined directly by taking the difference in flux between the reddened 
and un-reddened star as a function of wavelength. In the case of external 
galaxies, a typical observing aperture will contain many stars behind different 
amounts of dust. The effect of the dust on the unknown input spectral energy 
distribution (SED) of the galaxy will depend on both the physical properties 
of the dust grain as well as relative spatial distribution of the stars and the 
dust. As a result, the observed SED of a  galaxy cannot be used to directly 
probe the the physical characteristics of the dust grain. Therefore, when 
examining the effects of dust in external galaxies, information about dust 
grain composition and size distributions gained in studies of local dust must 
be used as a guide.
Observations over the past two decades, especially with the Infrared As­
tronomy Satellite and more recently with the Infrared Space Observatory 
(ISO), the Sub-millimeter Common User Bolometer Array (SCUBA), the Dif­
fuse Infrared Background Experiment (DIRBE), the Far Infrared Absolute 
Spectrophotometer (FIRAS), and the Cosmic Microwave Background Ex­
plorer (COBE), have increasingly revealed that dust is widespread in galaxies 
and can appear quite early in the life of a galaxy (Rowan-Robinson et al.,
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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1991; Eales et al., 1999; Hughes et al., 1998; Barger et al., 1999; Puget et 
al., 1999; Pei, Fall, &c Hauser, 1999). The importance of dust in galaxies has 
recently gained attention through investigations of the star formation rate as 
a function of redshift (e.g., Madau et al., 1996; Dwek et al., 1998; Madau, 
Pozzetti, & Dickinson, 1998; Steidel et al., 1999). Currently, the uncertainty 
in the correction for dust dominates the uncertainty in the inferred star for­
mation rate a t high redshift (e.g., Pettini et al., 1998; Meurer, Heckman, 
&: Calzetti, 1999) and conclusions about the evolution of galaxies (Calzetti 
&: Heckman, 1999). Understanding the effects of dust in interpreting ob­
servations of galaxies requires the use of multi-wavelength observations and 
sophisticated radiative transfer models which include realistic representations 
of the physical properties of the dust, its local structure (e.g., dumpiness), its 
spatial distribution relative to the stars, and reasonable descriptions of the 
input stellar populations. Many models of the transfer of radiation through 
dusty media in galaxies have appeared in the literature (W itt, Thronson & 
Capuano, 1992; Efstathiou &c Rowan-Robinson, 1995; W itt & Gordon, 1996; 
Manske Henning, 1998; Silva et al., 1998; Variosi & Dwek, 1999; Ferrara 
et al.. 1999; Takagi, Arimoto &: Vansevicius, 1999; Wolff, Henning & Steck- 
lum, 1999). However, in most cases the treatm ent of the dust is incomplete; 
many are restricted to geometries with global symmetries, constant or con­
tinuously varying dust distributions, or do not fully treat the IR emission 
from the dust. In light of the importance of dust in understanding galaxies 
and their evolution, we have developed the model described in this thesis. 
This thesis is organized in the following fashion.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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In C hapter 2, we discuss in detail the derivation of the UV extinction 
curve along individual lines of sight in the LMC. Two average LMC extinc­
tion curves are derived, one characteristic of the general line of sight in the 
LMC and the other characteristic of lines of sight near the LMC 2 super- 
bubble, situated on the south eastern side of the 30 Doradus star forming 
complex (M eabum, 1980; Cauiet &c Newell, 1996). We discuss the complex 
relationship between the parameterization of the UV extinction curve and 
the composition and processing of dust grains in various environments.
In C hapter 3, we develop an extension to the DIRTY model, a Monte 
Carlo radiative transfer code from the ultraviolet (UV) to the far IR, self- 
consistently including dust heating and emission, and accounting for the 
effects of the transient heating of small grains. One of the main inputs to the 
DIRTY model is the dust model, which describes the composition, size dis­
tribution, and optical properties of the dust grains. Information of the type 
developed in Chapter 2 is used to constrain the composition and size distribu­
tion of the dust model used as input to the DIRTY model. After specifying 
the dust grain properties, we discuss in detail our method of calculating the 
dust grain tem peratures and their resulting emission spectrum. We describe 
the incorporation of our dust heating algorithm into existing Monte Carlo 
radiative transfer codes, including a prescription for iterating the radiative 
transfer of the calculated dust spectrum, allowing for the modeling of high 
optical depth systems. We define a set of simple geometries describing the 
spatial relationship between sources of photons (heating) and a  two-phase 
clumpy dust medium. Within the context of these simple geometries, we ex­
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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plore in detail the dependence of the UV to far IR SED, dust temperatures, 
and dust masses predicted by DIRTY on variations of the input parameters.
Using the machinery developed in Chapters 2 and 3, we apply the DIRTY 
model to the case of local starburst galaxies. We use DIRTY to predict the 
UV to far IR SEDs of a sample of nearby starburst galaxies and derive quan­
titative estimates of the properties of the galaxies, including star formation 
rates, histories, and dust content. The DIRTY model is able to successfully 
model the observed UV to far IR SEDs and, where available, comparison 
of derived properties with the literature show good agreement. We briefly 
discuss the implications of our results for local starburst systems as well as 
the evolution of star formation and dust content with redshift.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
2. A  R eanalysis o f the U ltrav io let E xtin ction  from  Interstellar  
D u st in the Large M agellanic C lou d 1
2.1 Introduction
As our nearest galactic neighbors, the Magellanic Clouds offer a unique 
opportunity to study the effects of different galactic environments on dust 
properties. Their importance has increased with the recent discovery tha t the 
dust in starburst galaxies appears to be similar to that in the star forming 
bar of the Small Magellanic Cloud (SMC) (Calzetti et al. 1994; Gordon, 
Calzetti &: W itt 1997, Gordon & Clayton 1998 [GC]). Understanding dust 
extinction properties in nearby galaxies is a useful tool in interpreting and 
modeling observations in a wide range of extragalactic systems.
Previous studies of the LMC extinction have all arrived a t similar con­
clusions, e.g. the average LMC extinction curve is characterized by a weaker 
2175 A bump and a stronger far-UV rise than the average Galactic extinc­
tion curve. Two early studies (Nandy et al. 1981; Koornneef & Code 1981) 
found little spatial variation in the LMC extinction and computed an average 
LMC extinction curve. However, both samples were dominated by stars near 
the 30 Doradus star forming region and it was thus unclear whether their 
average curves applied to the LMC as a whole. A study by Clayton & Mar­
tin (1985) expanded the sample to include a larger number of non-30 Dor 
stars and reported tentative evidence for differences between the extinction 
curves observed in the 30 Dor region and the rest of the LMC. Fitzpatrick
1 © A m erican  A stronom ical Society. R eprinted by perm ission o f  “T h e A strophysical
Journal” .
8
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(1985. hereafter F85) expanded the number of available reddened stars to 19 
including 7 outside of the 30 Dor region, allowing a more detailed analysis 
of regional variations. F85 found a significant difference between the UV 
extinction characteristic of the 30 Dor region and th a t outside the 30 Dor 
region. The average 30 Dor UV extinction curve was found to have a lower 
bump strength and stronger far-UV rise (~ ‘2 units a t A-1 =  7/im-1) than 
the non-30 Dor stars. Fitzpatrick (1986, hereafter F86) expanded the sample 
by 8 lightly reddened stars located outside the 30 Dor region and confirmed 
the results of F85. Clayton et al. (1996) measured the extinction of two 
LMC stars, one in 30 Dor and one outside 30 Dor down to 1000 A. Both 
extensions seem to be consistent with extrapolations of the IUE extinction 
curves to shorter wavelengths.
As part of a program to quantify the range of extinction behavior in the 
Local Group, we have reanalyzed the extinction in the Magellanic Clouds. In 
particular, no analysis has been done since the discovery that the UV extinc­
tion along most Galactic sightlines could be described by one parameter, the 
ratio of total-to-selective extinction, R y  =  A y / E ( B  — V ) (Cardelli, Clay­
ton, &c M athis 1989, hereafter CCM). It is of great interest whether such a 
relation exists for the Magellanic clouds. In this paper, we discuss the results 
for the LMC. An analysis of the SMC extinction appears in GC.
2.2 The D a ta  and the C om p utation  of E x tin ction  Curves
2.2.1 T he Sam ple
Our initial sample of reddened stars consisted of tha t defined by F85. In 
an effort to expand the sample we searched the updated electronic catalog of
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Rousseau et al. (1978), available via the SIMBAD database, which consists of 
~  1800 LMC stars. Two initial cuts of the catalog were made: (1) stars with 
spectral types later than B4 were discarded and (2) we required B  — V  > 
0. The first criterion limits the effects of spectral type mismatches in the 
resulting extinction curves, which can be quite large for spectral types later 
than about B3 (e.g. F85). The second criterion removes unreddened or 
lightly reddened stars from consideration. We note that all the F85 stars 
were included in the resulting sample of ~  250 stars while none of the F86 
stars were included as they all had B  — V  < 0 .  We then eliminated emission 
line stars and composite-spectrum objects from our list. The remaining 
stars were checked against the IUE database and all of those for which both 
long and short wavelength low-dispersion spectra existed (54) were examined 
in more detail. Only five stars from this sample were found to be both 
significantly reddened and have high S/N  IUE spectra. These stars were 
added to our sample; their IUE spectra are listed in Table 2.1. We selected 
67 unreddened comparison stars from the sample of LMC supergiants in 
Fitzpatrick (1988) for use in constructing extinction curves using the pair 
method (Massa, Savage & Fitzpatrick 1983). Approximate UV spectral types 
for all of our reddened stars and their respective comparison stars (see below 
for a discussion of the selection of extinction pairs) were estim ated from a 
visual comparison of the IUE spectra to the grid of LMC stars with UV 
spectral types given in Neubig & Bruhweiler (1998). The estim ated UV 
spectral types are reported in Table 2.2.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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- 6 6  8 8 39129,45383,45384 LWP 18165,23730
- 6 8  23 39155 LWP18198
-6 9  206 36552,39832 LWP15751
-6 9  210 23270 LWR17442
-6 9  279 08924 LWR07672
An implicit assumption of the pair method is that the Galactic fore­
ground reddening is the same for both the program and comparison stars 
and, hence, cancels out of the resulting LMC extinction curve. As pointed 
out by several authors (e.g. Schwering k  Israel 1991; Oestreicher, Gocher- 
mann, k  Schmidt-Kaler 1995), the Galactic foreground towards the LMC is 
quite variable ranging from E (B  — V)cai =  0.00 to 0.17. Schwering k  Israel
(1991) constructed a foreground reddening map towards the LMC using HI 
data and a relationship between E {B  — V)  and the HI column density. They 
examined the F85 and F 8 6  stars at a spatial resolution of 48' (the resolu­
tion of the HI data) and found systematically higher Galactic foreground 
reddening associated with the comparison stars than the reddened stars. Ac­
counting for this systematic affect reduced the difference between the 30 Dor 
and non-30 Dor extinction curves. Oestreicher et al. (1995) used redden­
ings to ~  1400 LMC foreground stars to construct a Galactic foreground 
reddening map with a resolution of ~10'. We have quantified the differences 
in Galactic foreground reddening for our sample using the higher resolution 
map of Oestreicher et al. (1995). For all but one of our pairs in the 30
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Table 2.2: Continued
SK E(B-V)r; „ , 3 V
>iCQ
Photometry1 
U -V  J -V H -V K -V
Spectral Type2 
' UV Key4
-69 256 0.07 12.61 0.03 -0.80 0.03 0.04 - 0 . 0 2 B0.5 Bl la 15
- 6 8  41 0.05 1 2 .0 -0.14 - 1 .0 0 - - B0.5 la B0 la
-69  265 0.06 1 1 .8 8 0 . 1 2 -0.51 - — B31 B3 la 16
- 6 8  40 0.05 11.71 -0.07 - 0 . 8 6 - - B2.5 la B3 la
-69  270 0.05 11.27 0.14 -0.52 -0.32 -0.40 -0.46 B3 la B2 la 17
-67  228 0.03 11.49 -0.05 -0.87 - -- B2 la B2 la
-69  279 0 . 0 2 12.79 0.05 -0.79 -0.19 -0.28 -0.34 OBO 09 la 18
-65  63 0.03 12.56 -0.16 -1.18 - - 09.7 I: 09  la
-69  280 0.05 1 2 . 6 6 0.09 -0.65 - 0 . 2 2 - 0 . 2 2 -0.33 Bl B1.5 la 19
-67 100 0.05 11.95 -0.09 -0.95 - - - B1 la Bl la
1 Optical photometry from Rousseau et al. (1978), F85 and Fitzpatrick (1988). IR photometry from Morgan & Nandy (1982) and 
Clayton & Martin (1985).
2 Optical spectral types from Rousseau et al. (1978), F85 and Fitzpatrick (1988). UV spectral types estimated by comparison with 
LMC UV spectral types of Neubig & Bruhweiler (1998).
3 Galactic foreground reddening from Oestreicher et al. (1995); Colon designates uncertain value.
4 Key to position in Figure 2.1.
54
15
Dor sample, the difference in the Galactic foreground reddening between the 
reddened and comparison stars, |AE(B—V)coi| <  0 . 0 2  while for the non-30 
Dor sample, |AE(B—V)ca/| <  0.03 for all but one pair as well. There is no 
systematic difference in the foreground reddening between program and com­
parison stars in either sub-sample with the average A E(B —V)coi being near 
0 for both samples. The values for the Galactic foreground component of the 
reddening for each star used in the analysis is given in Table 2.2. For the two 
pairs with large foreground differences (SK — 6 6  19/SK — 6 6  169, SK —69 
228/SK —65 15) we have estimated the maximum effect on the extinction 
curve to be less than the photometric uncertainties. Therefore, we have not 
corrected the individual curves for the differences in the Galactic foreground.
2.2.2 T h e  E xtin ction  Curves
Extinction curves were constructed using the standard pair method (e.g. 
Massa, Savage Sc Fitzpatrick 1983). Short and long wavelength I U E  spectra 
were extracted using the I U E  NEWSIPS reduction, co-added, binned to the 
instrumental resolution of ~5 A and merged a t the maximum wavelength in 
the short wavelength spectrum. Uncertainties in the extinction curve contain 
terms that depend both on the broadband photometric uncertainties as well 
as uncertainties in the I U E  fluxes. The flux uncertainties are now calculated 
directly in the NEWSIPS reduction. For details of our error analysis, the 
reader is referred to GC.
Previous studies suffered from systematic tem perature and luminosity 
mismatches between the unreddened/reddened star pairs. These mismatches 
were evident in the imperfect line cancellations seen in the extinction curves,
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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especially the Fe III blend near 5.1 ^m -1. This study minimizes mismatches 
by using a larger sample of comparison stars than was available to previous 
studies. Comparison stars for each reddened star were selected to satisfy the 
three Fitzpatrick criteria (F85); in addition, we required A ( B  — V) > 0.15 
between the reddened and comparison stars to minimize the uncertainties in 
the extinction curve. The first criterion requires tha t A (U  — B ) / A ( B  — V)  be 
appropriate to dust reddening. The average value of A (U  — B ) / A ( B  — V )  for 
the LMC is 0.83 ±  0.1 (F85). Stars with 0.63 <  A (U  -  B ) / A ( B  — V)  <  1.03 
were selected. The second criterion requires that the difference in intrin­
sic magnitudes between the comparison and reddened stars be “sm all” 
(| A V  |<  0.8). The V  magnitudes of our program stars were dereddened 
assuming R y  = 3 .1 . As all LMC stars are at roughly the same distance, this 
criterion amounts to assuring comparable absolute magnitudes between the 
comparison and reddened stars thus minimizing luminosity mismatches. The 
third criterion requires th a t the comparison and reddened star UV spectra 
be well-matched. This minimizes residual features in the extinction curve 
not due to extinction. This procedure resulted in 3-10 potential compari­
son stars for each reddened star. Each potential comparison star was used 
to compute an extinction curve. The reddened/comparison star pair which 
resulted in a curve with the smallest line residuals was adopted. Five stars 
from the F85 sample had A { B  — V )  < 0.15 and were discarded, leaving a 
total of 19 reddened stars in our study. These included three 30 Dor stars 
(SK — 6 8  126, —69 199 and —69 282) and two non-30 Dor stars (SK — 6 8  
107 and —71 52). In addition, five stars have been added, three to the 30





f - 4 
< 0
5* 45* 5* 30* 5* 15“ 5* 0 0 “ 4* 4 5 “
a (  1950)
Figure 2.1: Positions of reddened stars plotted on an H a image. A key to 
the numbering is provided in Table 2.2.
Dor sample (SK —69 206, —69 210 and —69 279) and two to the non-30 Dor 
sample (SK — 6 6  8 8  and — 6 8  23).
The final extinction curves computed for each pair are shown in Figure 2.2 
and the star pairs are listed in Table 2.2. The extinction curves have been fit 
using the Fitzpatrick & Massa (1990, hereafter FM) parameterization (see 
Table 2.3 for a definition of the parameterization). The FM fit is a six param­
eter fit including a linear background, a Drude profile representing the 2175 A 
bump, and a far-UV curvature term. We emphasize that this parameteriza­
tion is empirical and the individual functions describing the extinction curve 
probably have limited physical significance (Mathis & Cardelli 1992). The 
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fit parameters for each curve are given in Table 2.3; the functional form of 
the parameterization is given as a footnote to Table 2.3. In determining the 
uncertainties on the individual fit parameters we have considered the effects 
of two sources of uncertainty, photometric and spectral mismatch. The pho­
tometric uncertainties include those in the broad band optical photometry as 
well as those in the IUE fluxes (for a detailed discussion of these uncertain­
ties, see GC). We estimate their effect on the FM parameters by shifting the 
extinction curves upward by l a  and downward by l a  point-by-point. FM 
fits were made to both of the shifted extinction curves and the error in each 
individual parameter is taken as one-half the absolute value of the difference 
in the fit parameters between the two curves. The photometric uncertainties 
contribute most significantly to errors in the FM parameters C i ,  C 2 , C 3 , and 
C+, they have little effect on the bump parameters x 0 and 7 . The effects 
of mismatch errors on the FM parameters were taken from Cardelli et al.
(1992). By varying the spectral type of the comparison star and fitting the 
resulting extinction curve, they were able to estimate the uncertainties intro­
duced in the FM fit parameters (Table 6  of Cardelli et al. 1992). We adopt 
the quadrature sum of the these two sources of uncertainty as our estimate of 
the uncertainties in the individual FM fit parameters (Table 2.3). For weak 
features (ie. the weak bump lines of sight in our sample), the uncertainties 
introduced by spectral mismatches may be underestimated by the adopted 
uncertainties.
We determined R y  values for all of the reddened stars in our sample which 
had R, I, J, H, and /or K observations. Eleven reddened stars had measure-

















T ab le  2.3: FM  F it  P a ra m eters
SK A(B-V) Xq 7
FM Fit Parameters1 
Ci C2 c 3 c , C3/7 2
LMC-General Sample
-66  19 0.25 4.653±0.010 0.97±0.07 +0.09±0.44 0.75±0.11 2.34±0.42 0.91±0.12 2.49±0.57
-66 88 0.28 4.579±0.019 1.03±0.06 -0.88±0.38 1.00±0.13 2.77±0.46 0.48±0.10 2.61±0.53
-67  2 0.15 4.625±0.010 1.08±0.07 -3.59±0.40 1.67±0.26 3.71±0.46 0.91±0.20 3.18±0.57
-68  23 0.30 4.513±0.037 1.05±0.06 +0.11±0.42 0.65±0.10 4.28±0.84 0.71±0.14 3.88±0.88
-68  26 0.20 4.671±0.012 1.10±0.06 -0.64±0.43 0.90±0.13 3.76±0.44 0.43±0.11 3.11±0.50
-68 129 0.17 4.587±0.011 0.73±0.06 -1.48±0.39 1.26±0.19 1.50±0.42 0.72±0.16 2.81±0.91
-69  108 0.31 4.574±0.011 1.04±0.06 -1.25±0.39 0.98±0.11 4.31±0.44 0.54±0.10 3.98±0.61
-69  206 0.26 4.519±0.034 0.65±0.05 -1.40±0.38 1.23±0.14 1.08±0.43 0.38±0.11 2.56±1.09
-69  210 0.41 4.669±0.011 0.67±0.06 -1.15±0.37 1.12±0.11 1.42±0.41 0.52±0.11 3.16±1.07
-69  213 0.16 4.570±0.017 0.77±0.05 -2.62±0.37 1.56±0.24 2.08±0.46 0.83±0.21 3.51±0.90



















SK A(B-V) X q 7 c , c , CA CS/7 2
LMC 2 Sample
- 6 8  140 0 . 2 0 4.559±0.022 1.07±0.09 -1.02±0.40 1.13±0.17 1.62±0.41 0.77±0.14 1.41±0.43
- 6 8  155 0 . 2 0 4.663±0.011 0.91±0.07 -4.38±0.42 1.82±0.23 2.06±0.41 0.30±0.11 2.49±0.62
-69 228 0.17 4.658±0.016 1.26±0.13 -2.33±0.38 1.20±0.18 2.30±0.42 0.17±0.09 1.45±0.40
-69 256 0.17 4.622±0.038 1.21±0.05 -2.50±0.37 1.30±0.19 2.15±0.51 0.30±0.11 1.47±0.37
-69  265 0.19 4.627±0.018 0.92±0.10 -2.47±0.39 1.37±0.18 0.88±0.41 0.18±0.11 1.04±0.54
-69  270 0.19 4.651±0.011 1.12±0.09 -2.26±0.37 1.53±0.21 2.66±0.45 0.74±0.15 2.12±0.49
-69  279 0 .2 1 4.603±0.016 0.84±0.06 -2.73±0.37 1.36±0.16 1.33±0.42 0.17±0.10 1.88±0.65
-69  280 0.18 4.618±0.016 0.74±0.06 -0.51±0.49 0.96±0.14 1.15±0.41 0.64±0.15 2.10±0.82
-70  116 0.19 4.637±0.024 1.42±0.10 -1.22±0.45 1.09±0.15 3.13±0.41 0.54±0.13 1.55±0.30
Average2 0.19 4.626±0.010 1.05±0.07 -2.16±0.36 1.31 ±0.08 1.92±0.23 0.42±0.08 1.72±0.14
Milky Way average3
- 4.596±0.002 0.96±0.01 0 .1 2 ± 0 .1 1 0.63±0.04 3.26±0.11 0.41±0.02 3.49±0.07
1 Analytic fit to extinction curve following FM: =  C\ +C2%+C3 D(x) + CiF(x), where x =  A- 1 , and D(x) =  •
F(x) = 0.5329(z -  5.9)2 +  0.05644(z -  5.9)3 (z > 5.9) and F (z )  =  0 otherwise.
2 Uncertainties in the averages quoted as the standard deviation of the sample mean for the respective samples, eg. Oj/y/N.
3 FYom the Galactic data of FM. Errors are the standard deviation of the sample mean.
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Figure 2.2: Individual LMC extinction curves. Optical da ta  are included 
and, when available, IR. We have plotted the FM fits and CCM curves offset 
by 4 and 9 units, respectively along with the re-binned extinction curve. 
Where measured values of Rv are available, CCM curves for the measured 
R r (solid line) and Rv ± crRv are plotted (dotted line). When no measured 
value of Rv was available, the “best fit” CCM curve is plotted. If no single 
value of Rv provided an adequate fit, a CCM curve with Rv =  3.1 is plotted.
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Table 2.4: Measured Ry Values for LMC stars.
SK Rv' <JRV
- 6 6  19 2.46 0.25
-6 7  2 2.31 0.44
-6 9  108 2.61 0.15
-7 0  116 3.31 0 . 2 0
- 6 8  140 2.76 0.35
-6 9  213 2.16 0.30
-6 9  228 2.23 0.74
-6 9  270 2.71 0 . 1 1
-6 9  279 2.43 0.31
-6 9  280 2.56 0.39
ments in at least three of these bands (Morgan & Nandy 1982; Clayton & 
Martin 1985). Intrinsic colors were taken from Johnson (1966) and W inkler
(1997) assuming the reddened sta rs’ UV spectral types. The R v  values were 
determined by assuming all extinction laws take the form of Rieke & Lebof- 
sky (1985) (CCM). The uncertainties were calculated from the range of R v  
values which were 67% probable using the reduced x 2 statistic (Taylor 1982). 
The R\- values and uncertainties are give in Table 2.4. We do not include 
—69 256 in Table 2.4 or any of the subsequent analysis using measured R v  
values as it value of R v is very uncertain (1.55±1.18).
2.3 D iscussion
2.3.1 A verage Curves
2.3 .1 .1  30 D o r /N o n -3 0  Dor
A very important result from previous work on the LMC was the appar­
ent difference between UV extinction properties in the 30 Dor region and 
other sightlines in the LMC (Clayton &c Martin 1985; F85, F 8 6 ). Reddened
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stars were assigned to the non-30 Dor {dproj > 1 kpc, 7 objects) and 30 Dor 
(dproj < 1 kpc, 1 2  objects) sampies based on their projected distance from 
R 136 as in previous studies. We have calculated average extinction curves for 
our new 30 Dor and non-30 Dor samples, weighting the individual curves by 
their uncertainties. The FM parameters of the average curves were calculated 
as the sample mean and the uncertainties for the average FM parameters are 
the standard deviation of the mean for the respective samples, eg. O ijs /N . 
Formal FM fits to the average curves yielded identical parameters within the 
uncertainties. In Figure 2.3, the new average extinction curves for 30 Dor 
and non-30 Dor are shown with the results of F 8 6  plotted for comparison. 
The extinction curves of F85 and F8 6  are virtually the same but their uncer­
tainty estimates are quite different. At 7.0 /xm-1, the difference between the 
Fitzpatrick 30 Dor and non-30 Dor curves is 1 . 8 6  ±  0.41 (F85). In F8 6 , the 
uncertainties are estimated to be about twice as large making the difference 
about 2a. Our results are similar to F8 6  but the 30 Dor curve is slightly 
lower and the non-30 Dor curve slightly higher in our averages. We find the 
difference between the average curves at 7.0 /zm- 1  to be 0.89 ±  0.53. So the 
significance of differences in far-UV extinction between the 30 Dor and non- 
30 Dor samples is less, being only slightly greater than 1.5<r. The difference 
in bump strength between our 30 Dor and non-30 Dor samples is slightly 
more significant. Our average non-30 Dor bump strength {Abump =  Q j/ 7 2 
=  2.97±0.30) is slightly larger than that of F 8 6  {Abump =  2.58). This is not 
unexpected as we have included two new lines of sight with strong bumps 
in our non-30 Dor average. In addition, the improvements realized by using
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Figure 2.3: Comparison of average 30 Dor (dashed line this study, upper 
dotted line F 8 6 ) and non-30 Dor (solid line this study, lower dotted line 
F 8 6 ) extinction curves, lcr error bars for the new 30 Dor and non-30 Dor 
average curves have been plotted at various wavelengths.
IUE spectra reduced with NEWSIPS are most apparent near the bump. Our 
average 30 Dor bump strength (Abump =  2.12 ±  0.20) is only slightly larger 
than that found by F 8 6  (Abump =  1 .8 6 ). The difference in bump strength be­
tween our 30 Dor and non-30 Dor samples is AAbump =  0.85 ±  0.36, slightly 
greater than 2 cr.
2.3.1.2 LMC 2 /L M C -gen era l
However, the conclusion drawn by F8 6  that there are significant intrinsic 
variations between extinction curves within each of the 30 Dor and non-30 
Dor samples is strengthened by the additional lines of sight included in this 
study. In the non-30 Dor sample, for instance, SK — 6 8  23 has a strong bump
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and SK —70 116 has almost no bump. Similar differences are seen in the 30 
Dor sample. To try  and isolate a sample of sightlines with weak bumps, we 
have plotted bump strength versus A(B—V) in Figure 2.4. We discovered 
that there is a  group of stars with similar reddenings (0.17 <  A ( B  — V) < 
0.21) and bump strengths th a t also lie close together in the LMC. These 
stars lie in or near the region occupied by the supergiant shell LMC 2 on 
the southeast side of 30 Dor (Meaburn 1980; see Figure 2.1). This structure, 
which is 475 pc in radius, was formed by the combined stellar winds and 
supernovae explosions from the stellar association within (Caulet &: Newell 
1996). There are nine stars in the LMC 2 group, eight of which are from the 
30 Dor sample and one (SK —70 116) from the non-30 Dor sample. Four 
30 Dor stars (SK — 6 8  129, —69 206, -6 9  210 and —69 213) are removed 
from our new LMC 2 sample. These four stars lie in or near a prominent 
dust lane separating the 30 Dor star formation region from the LH 89 and 
NGC 2042 stellar associations; SK —69 206 is on the south-eastern edge of 
the dust lane near the stellar association LH 90 while SK —69 210 is in the 
middle of the dust lane, coincident with CO clouds 7 & 8  of Johansson et al.
(1998). While located in the traditional 30 Dor region, these sightlines have 
strong bumps, typical of the non-30 Dor dust.
An average extinction curve has been calculated for the LMC 2 stars 
and also for the remaining ten stars which we will call LMC-general. FM 
parameters and their respective uncertainties were calculated as above and 
are reported in Table 2.3. The parameters for the average Galactic curve as 
derived from FM are also shown for comparison. The average curves for LMC
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Figure 2.4: Plot of the bump strength normalized to A (B —V) vs. A (B—V). 
Symbols represent the samples discussed in the text.











Figure 2.5: Comparison of 30 Dor/non-30 Dor average curves from this 
study (dashed line and solid line, respectively) with the LMC average and 
LMC 2 average curves discussed in the text (dotted line and dot-dash line, 
respectively), lcr error bars for the new 30 Dor and non-30 Dor average 
curves have been plotted at various wavelengths.
2 and LMC-general samples are plotted in Figure 2.5. These two curves show 
a very significant difference in bump strength (AAbump =  1.41 ±  0.21) but the 
far-UV curves lie within one sigma of each other. It is worth noting that the 
average Galactic bump strength is very similar to that of the LMC-general 
sample. In Figure 2.6 we have over-plotted individual curves within each 
sample. The dispersion about the mean bump strength is significantly less 
for both the LMC-general sample compared to the non-30 Dor sample (0.50 
and 0.78, respectively; Figure 2.6a) and for the LMC 2 sample compared to 
the 30 Dor sample (0.43 and 0.72 respectively; Figure 2.6b).
3 4  5 6 7  8
A-1 [ / m i -1 ]
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Figure 2.6: (a) Comparison of the individual curves within the non-30 Dor 
sample (lower curves) and LMC-general sample (upper curves). The LMC- 
general curves have been offset 6  units for clarity, (b) Same as (a) for the 30 
Dor sample (lower curves) and LMC 2 sample (upper curves). The LMC 2 
curves have been offset by 6  units for clarity.
2.3.2 V ariations W ith in  th e  Sam ples
The form of the UV extinction, as parameterized by FM, along a given line 
of sight is potentially a powerful diagnostic of the dust grains responsible for 
the extinction but the physical interpretation of variations and correlations 
among the FM parameters is unclear. However, to the degree tha t they repre­
sent underlying physical processes it is useful to examine them within our two 
LMC samples. The coefficients of the linear component of the UV extinction 
(Ci +C 2X) are not independent in the Galaxy (Fitzpatrick & Massa 1988) but 
are in fact themselves linearly related. Fitzpatrick & Massa (1988) interpret 
the relationship as either a single grain population modified by evolutionary 
processes or a varying mixture of several grain populations with different UV 
extinction slopes or a combination of both factors. While Ci and C 2 have 
similar values between the two LMC samples, both LMC samples exhibit 
systematically smaller values of Ci and systematically larger values of C2 
relative to the Galaxy. In the SMC, the values of C\ and C2 are even more
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extreme than in the LMC (GC). However, the values of C\ and C2 for all 
these galaxies follow the same linear relationship (see Figure 2.7a). Hence, 
whatever underlying physical processes or dust components are responsible 
for the variations in the linear part of the UV extinction must operate sim­
ilarly in the Galaxy, the LMC and the SMC. Fitzpatrick & Massa (1988) 
suggested a possible correlation between the FM param eters C4, which mea­
sures the far UV curvature, and 7 , the bump width. In Figure 2.7b we plot 
C4 against 7  for the Galaxy, the LMC, and the SMC. Only one SMC sightline 
(AzV 456) is included since the remaining three sightlines have no bump and 
7  is undefined (GC). There is no correlation between these parameters in the 
LMC extinction data. The physical significance of C 4 is unclear; the far UV 
extinction is a combination of the linear term and the C 4 polynomial term 
and the separation is m athem atical rather than physical (CCM). However, 
such a correlation may arise if C4 and 7  are due to different grain populations 
provided that the different populations respond to environmental factors in 
a similar way (Fitzpatrick & Massa 1988). This is consistent with the con­
clusion of CCM th a t the processes producing changes in extinction must be 
efficient over a range of particle sizes and compositions. In this case, the ab­
sence of correlation in the LMC would suggest that environmental processes 
are affecting the different grain populations differently.
The FM param eters Ci, C2 , C3 , and C4 depend on R v  and so interpreting 
relations among them in the absence of R y  information is difficult. CCM 
found that the general shapes of the UV extinction curves in the Galaxy, 
expressed as A \ / A v , are well represented by a one param eter family of curves
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Figure 2.7: (a) Plot of Cx vs. C2 for the LMC-general sample, LMC 2 
sample, the SMC,and the Galaxy. The dashed line is the least-squares fit 
the Galactic data  given by Fitzpatrick k  Massa (1988). (b) Plot of C4 vs. 7 . 
Symbols are as in Figure 7a. In both figures, Galactic da ta  from FM, SMC 
data from GC.
characterized by the value of R v -  It is of interest to determine whether the 
UV extinction in the LMC follows the relation of CCM and whether the 
deviations from CCM in the LMC can be related to deviations seen in the 
Galaxy We will discuss the FM bump parameters (xo and 7 ) separately in 
§3.2.2.
2.3.2.1 CCM  and the LM C
There is an average Galactic extinction relation, A \ / A v , over the wave­
length range 0.125 to 3.5 /im, which is applicable to a wide range of inter­
stellar dust environments, including lines of sight through diffuse dust, dark 
cloud dust, as well as that associated with star formation (CCM; Cardelli k  
Clayton 1991; Mathis k  Cardelli 1992). The existence of this relation, valid 
over a large wavelength interval, suggests that the environmental processes 
which modify the grains are efficient and affect all grains. The CCM relation 
depends on only one parameter R v ,  which is a crude measure of the size dis­
tribution of interstellar dust. Only eleven LMC sightlines in our sample have
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measured values of R y .  Seven of these are in the LMC 2 sample. The CCM 
curves for these eleven stars are plotted in Figure 2.2. The LMC 2 curves 
cannot be fit by a CCM curve with any value of R y  because of their weak 
bumps. The average LMC-general curve is very similar to a Galactic CCM 
extinction curve with R y  =  2.4. However, only four stars in this sample have 
measured R y  values so it is not clear how well their extinction curves follow 
CCM. SK —67 2 and —69 213 have stronger FUV extinctions than their re­
spective CCM curves while SK — 6 6  19 appears too weak in the bump. Only 
SK —69 108 clearly follows the CCM relationship. In Figures 2.8 and 2.9 we 
plot bump strength and A i ^ / A y  versus R y 1 for ten stars with measured 
R y ' s ;  SK —69 256 is excluded due to its very uncertain R y  value. Figure 2.8 
shows that bump strength is consistent with CCM for the LMC-general sam­
ple while the LMC 2 sample has bumps which fall below the typical CCM 
values. Very little can be said about the relationship with R y  in the far UV 
as seen in Figure 2.9. The uncertainties are quite large and though both the 
LMC 2 and LMC-general sample appear to be consistent with CCM in the 
UV. they are also consistent with no R y  dependence. More accurate values 
of R y  along more sightlines must be obtained before it can be determined 
whether a CCM-like relationship may hold in the LMC. According to CCM, 
C3 and therefore Abump are proportional to R y  (Mathis Sc Cardelli 1992). 
However, since C3 (LM C-general)/C3(LMC 2) =  2.25, th a t would imply tha t 
the average value of R y  should be more than twice as large in the LMC- 
general sample if a CCM-like relationship exists. There is no indication from 
the available data  that this is true. In fact, the sightlines in both samples
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Figure 2.8: Bump strength normalized to Av plotted vs. R ^ 1 for LMC stars 
with measured values of Rv- The solid line represents the mean CCM rela­
tionship and the dotted lines the approximate dispersion around the mean for 
the CCM sample of Galactic stars. Symbols represent the samples discussed 
in the text. For comparison, several Galactic stars with “unusual” extinction 
curves are plotted. Bump strengths for the Galactic stars were taken from 
Cardelli &: Savage (1988) (HD 29647) and Welty & Fowler (1992) (HD 62542 
& HD 2 1 0 1 2 1 ). Rv values are from Messinger et al. (1997) (HD 29647), 
YVhittet et al. (1993) (HD 62542) and Larson et al. (1996) (HD 210121).
appear to have low values of R y  relative to the Galaxy (Table 2.4). This may 
indicate th a t dust grains in the LMC may be systematically smaller than in 
the Galaxy.
Although the general shape of the UV extinction in the Galaxy is well 
represented by the R y  parameterization of CCM, significant deviations are 
seen, both in the far UV and the bump (Cardelli & Clayton 1991; Mathis & 
Cardelli 1992; Fitzpatrick 1998). There are well known Galactic sightlines
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Figure 2.9: Plot of the extinction ratio A 13oo/Av vs. R v l where .4x300 is the 
extinction at A =  1300 A plotted as in Figure 2 .8 .
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which deviate from CCM in much the same way tha t the LMC 2 sample 
does. Three deviant Galactic stars are plotted in Figures 2.8 and 2.9 for 
comparison. HD 29647. 62542, and 210121 all show weak bumps and strong 
far-UV extinction for their measured values of (3.62, 3.24 & 2.1, respec­
tively; Messinger et al 1997; W hittet et al. 1993; Larson et al. 1996). The 
bumps seen for HD 29647 and 62542 are not just weak but they are very 
broad and shifted to the blue (Cardelli & Savage 1988). The unusual extinc­
tion curve characteristics along these lines of sight have been attributed to 
their dust environments which are quite diverse. The dust toward HD 62542 
has been swept up by bubbles blown by two nearby O stars and has been 
subject to shocks while the HD 29647 sightline passes through a very dense, 
quiescent environment (Cardelli & Savage 1988). HD 210121 lies behind a 
single cloud in the halo. There is no present activity near this cloud although 
it was ejected into the halo at some time in the past (Welty & Fowler 1992; 
Larson et al. 1996). These deviations from CCM in the Galaxy indicate that 
something other than the size distribution of dust grains as measured by R v 
must be important in determining extinction properties along a given line of 
sight. Evidently, the same is true in the LMC. Even though all the LMC 
sight lines have similar, low values of Ry,  they exhibit a  variety of extinction 
curves.
2 .3.2.2 T h e  B um p
While the physical significance of the linear and far UV functions in the 
FM parameterization is unclear, the Drude profile fitting function for the 
2175 A absorption bump which is part of the FM parameterization does have
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some physical significance as the expression of the absorption cross section of 
a damped harmonic oscillator (CCM; FM; Mathis & Cardelli 1992). Further, 
neither xq or 7  depend on R y  and so variations in these parameters are 
directly tied to variations in the grains responsible for the bum p feature.
There is no evidence for a systematic shift in the central position of the 
bump in either LMC sample. The weakness of the bump in the  LMC 2 sample 
means th a t xq and 7  are not strongly constrained in th a t sample. In the 
LMC-general sample, there are no systematic redward shifts of the bump but 
three sightlines are significantly shifted to the blue. The range of variation in 
the LMC is consistent with that seen in the Galactic sample. Several Galactic 
lines of sight, eg. HD 62542 and HD 29647 have bumps th a t are significantly 
shifted to shorter wavelengths (x0 =  4.74 and 4.70, respectively; Cardelli &c 
Savage 1988). Several possibilities have been suggested to account for this 
including mantling of the grains and hydrogenation (Cardelli & Savage 1988; 
Mathis 1994).
As in the Galaxy, there is real variation in the width of the bump between 
various lines of sight in the LMC (Table 2.3). Five lines of sight in our sample 
have bum p widths which nominally fall below the narrowest Galactic bump 
( 7  =  0 .8 , FM). Of these five sightlines two (SK —69 213 and SK —69 280) are 
affected by spectral mismatches in the bump region. The true bump widths 
for these two sightlines are not well constrained by the FM fitting procedure. 
The remaining three narrow bump sightlines (SK — 6 8  129, SK —69 206, SK 
—69 210), all in the LMC-general sample, interestingly all fall in or near 
the dust lane on the northwest edge of 30 Dor. The bumps are well defined
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and the narrowness of the bump is real. An expanded view of the SK —69 
210 profile can be seen Figure 2.10. There is a strong relationship between 
environment and 7  in the Galaxy. The narrowest bumps are associated with 
bright nebulosity while wide bumps are associated with dark, dense clouds 
(Cardelli &: Clayton 1991, Mathis 1994). Therefore, it has been suggested 
that mantles form on the bump grains in dark clouds resulting in broad 
bumps. In bright nebulae, there are no mantles and narrower bumps result 
from the bare grains. In this scenario, mantles are able to form in dense 
clouds shielded from the interstellar radiation field while the mantles on 
grains near H II regions are removed by the stronger radiation field. However, 
the three small 7  lines of sight in the LMC appear to be associated with 
a dense environment even though they are near the 30 Dor star forming 
region. Several stars in the LMC-general sample (eg. SK — 6 6  19 and SK 
— 6 6  8 8 ) are associated with bright H II regions and yet have normal Galactic 
bump widths. Accepting the explanation for the narrow bumps based on the 
Galactic data, we would expect to find narrow bumps in the LMC 2  sample. 
In contrast with this expectation, the data  presented in Table 2.3 indicates 
that the LMC 2 bump widths are comfortably within the average Galactic 
range. It doesn’t appear th a t the trend in 7  with environment seen the 
Galaxy holds in the LMC. There are no exceptionally wide bumps in our 
sample save SK —70 116 with 7  =  1.4; however, the bump is extremely weak 
and 7  is not strongly constrained.
The weak bumps in the LMC 2 region are not unique. As discussed 
above, several Galactic lines of sight also have extinction curves with very
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Figure 2.10: Drude profile of SK —69 210 (filled circles) binned to 30A 
resolution compared to the average Galactic Drude profile.
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weak bumps (HD 29647, HD 62542, HD 210121). However, the LMC 2 
environment seems to have little in common with these Galactic lines of 
sight which in turn seem to have little in common with each other. Though 
the swept up, shocked environment near HD 62542 may be similar to the 
LMC 2  environment (but on a vastly reduced scale), the other two Galactic 
sightlines sample relatively quiescent environments. HD 210121 lies behind 
a single diffuse, translucent cloud about 150 pc from the Galactic plane. The 
interstellar radiation field is weaker than in the general interstellar medium 
and shocks do not appear to be im portant (Welty & Fowler 1992). Larson et 
al. (1996) suggest that the apparent preponderance of small grains along the 
HD 2 1 0 1 2 1  line of sight is due to lack of grain growth through coagulation 
as a result of lack of time spent in a dense environment. It appears tha t very 
diverse environmental conditions result in rather similar bump profiles. It is 
not known whether the bump grains are being modified in a similar fashion 
in different environments or substantially different modifications of the bump 
grains can result in a similar UV extinction in the bump.
2.4 C onclusions
Evidently the relationship between the UV extinction, dust grain proper­
ties, and environment is a complicated one. Similar variations in the form of 
the UV extinction can arise in a variety of environments. The environmental 
dependences seen in the Galaxy do not seem to hold in the LMC. Since large 
variations in UV extinction are seen within both the LMC and the Galaxy, 
global parameters such as metallicity cannot be directly responsible for the 
observed variations from galaxy to galaxy as has been suggested (e.g., Clay­
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ton & Martin 1985). However, one effect of decreased m etallicity in the LMC 
is that the typical molecular cloud is bigger but more diffuse than those in 
the Galaxy (Pak et al. 1998). Hence, dust grains in the LMC may not spend 
as much time in dense, shielded environments as grains in the  Galaxy. The 
lack of time in dense environments may contribute to the apparent small size 
of the LMC grains as indicated by the low values of R v  measured in this 
study. In addition, the weak and narrow bump lines of sight in the LMC all 
lie near the 30 Dor s ta r forming region which has no analog in the Galaxy. 
The dust along these sightlines has probably been affected by the proximity 
to the harsh environment of the copious sta r formation associated with 30 
Dor. However, it must be pointed out th a t the most extreme UV extinction 
curves, having virtually no bumps and a very steep far UV are found in the 
SMC. The SMC dust lies near regions of s ta r formation b u t they are very 
modest compared to 30 Dor. These SMC sightlines have optical depths sim­
ilar to those in LMC 2 (GC). Due to very low metallicity of the SMC, its 
molecular clouds are very diffuse (Pak et al. 1998). One m ight expect that 
values of R v  in the SMC would be even smaller than in the LMC; presently 
available data, however, shows no evidence for this (GC).
Even with the improved and expanded samples of extinction in the LMC 
and SMC, the link between particular environments and du st characteris­
tics is still unclear. The combination of the Galactic and Magellanic cloud 
data show that the extinction curve/environment links are no t as simple as 
previously proposed. But the different times spent by grains in dense molec­
ular environments may be a significant factor as suggested for the Galactic
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star HD 210121 (Larson et al. 1996). The processing history of dust grains 
(i.e.. coagulation and mantling in dense clouds environments and exposure to 
strong shocks and radiation held outside of clouds) is probably quite different 
in these three galaxies owing to the different molecular cloud environments 
and the varying intensity of star formation. The interplay between a t least 
these two factors likely plays an im portant role in determining the form the 
UV extinction. The fact that starburst galaxies appear to have SM C-type 
dust regardless of metallicity (Calzetti et al. 1994; Gordon et al. 1997) im­
plies that the sta r formation history of a galaxy plays an im portant role in 
determining the extinction properties. However, the complicated relation­
ship between extinction properties in the UV and environment implied by 
the Galactic and Magellanic Cloud data  suggests that great care must be 
taken in assuming the form of the UV extinction in external galaxies.
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3. T he D IR T Y  Model: Self-C onsistent Treatm ent o f  D ust 
H eating  and Em ission in 3-D  R ad iative Transfer Codes
3.1 In troduction
Over the past two decades, studies of galaxies have become increasingly 
more quantitative as powerful new instruments sensitive from the far ultra­
violet to the infrared have become available. W ith these observations, it has 
become clear tha t the presence of dust has a  significant effect on the observed 
properties of galaxies; the observed SED is a complex convolution of the in­
trinsic SED of the stellar populations with the physical properties of the 
absorbing and scattering medium (dust), including its composition as well as 
its geometric relation to the stellar sources. In addition to complicating the 
interpretation of observations of galaxies, dust is also an essential component 
in determining and modifying the physical conditions in the ISM of galaxies, 
regulating star formation, and participating in the chemical evolution of the 
galaxy. The effects of dust are particularly pronounced in galaxies undergo­
ing active star formation, e.g., starburst galaxies. A substantial fraction of 
nearby galaxies (~30%; Salzer et al., 1995) is made up of active star form­
ing galaxies and nearly all galaxies at high redshift display characteristics 
typical of local star forming galaxies (Heckman et al., 1998). Therefore, the 
ability to quantify the effects of dust in interpreting galaxy observations has 
implications not only for the study of starburst galaxies themselves, but also 
the formation and evolution of galaxies over the age of the universe.
43
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Quantifying the effects of dust in any astrophysical system is compli­
cated by the geometric relationship between the illumination source(s) and 
the dust, uncertainty in the dust composition, and the structure of the scat­
tering and absorbing medium. These effects are especially pronounced in 
galaxies, where a typical observing aperture may include multiple, complex 
regions comprised of stars, gas, and dust mixed together in complicated ge­
ometries and widely varying environments. Differences in stellar populations, 
metallicities, dust properties, and geometry can produce similar effects on 
observed properties of galaxies. Disentangling the effects of these various 
intrinsic galactic properties requires the use of realistic models of the trans­
fer of radiation including both stars and dust. Historically, the treatm ent 
of dust in radiative transfer simulations has been necessarily simplistic. In 
many cases, the dust distribution is assumed to take the form of a foreground 
screen in analogy with stellar extinction studies. However, the extension of 
this simple geometry to more complicated systems like galaxies can lead to 
severely erroneous results regarding the amount of dust present and its effects 
on the observed SED (e.g. Witt, Thronson & Capuano 1992 and references 
therein). Observationally, the interstellar medium in the Milky Way and 
external galaxies possesses structure over a range of spatial scales, character­
ized by variations in density over several orders of magnitude. Finally, the 
physical characteristics of the dust grains determine how the grains absorb, 
scatter, and re-emit stellar photons. Many models of the transfer of radia­
tion through dusty media in galaxies have appeared in the literature (W itt, 
Thronson & Capuano, 1992; Efstathiou & Rowan-Robinson, 1995; Manske &
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Henning, 1998; Silva et al., 1998; Variosi Sc Dwek, 1999; Ferrara et al., 1999; 
Takagi, Arimoto Sc Vansevicius, 1999; Wolff, Henning &: Stecklum, 1999), 
and although they have included all of these factors to some degree, owing to 
the complexity of the problem, none treat them all simultaneously. Some are 
restricted to geometries that exhibit global symmetries (Efstathiou Sc Rowan- 
Robinson, 1995; Manske Sc Henning, 1998; Silva et al., 1998; Variosi Sc Dwek, 
1999; Takagi, Arimoto Sc Vansevicius, 1999), while others assume constant 
or continuously varying, homogeneous dust distributions (W itt, Thronson Sc 
Capuano, 1992; Efstathiou Sc Rowan-Robinson, 1995; Manske Sc Henning, 
1998; Silva et al., 1998; Takagi, Arimoto Sc Vansevicius, 1999) or do not fully 
treat the re-emission from grains in the infrared (W itt, Thronson Sc Capuano, 
1992; Efstathiou &: Rowan-Robinson, 1995; Takagi, Arimoto Sc Vansevicius, 
1999; Wolff, Henning Sc Stecklum, 1999).
One of the seminal works in establishing the importance of geometry in 
radiative transfer models of galaxy is that of W itt, Thronson Sc Capuano
(1992). Subsequent work established the importance of local structure, i.e. 
dumpiness, in modeling the transport of radiation in dusty media (W itt 
Sc Gordon, 1996, 2000). The model developed by these authors, dubbed 
DIRTY (Gordon et al., 1999), employs Monte Carlo techniques to solve the 
radiative transfer equations through inhomogeneous dusty media with arbi­
trary geometries. The DIRTY model is quite general, including the effects of 
multiple scatterings and non-isotropic scattering functions. The use of Monte 
Carlo in the radiative transfer problem allows the treatment of arbitrary 3- 
dimensional geometries with no symmetries and can easily include a  non-
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homogeneous, clumpy structure for the scattering and absorbing medium. 
DIRTY has been applied to the problem of the effects of dust on derived 
starburst properties by Gordon, Calzetti W itt (1997) and Gordon et al. 
(1999). However, one weakness of DIRTY up until now has been the failure 
to include the effects of dust heating and re-emission. In this dissertation, we 
present an extension of DIRTY to include dust heating and re-emission the 
IR. The importance of the IR in understanding galaxies can be readily seen 
by considering the absorption, scattering, and emission properties of dust. 
The absorption and scattering of photons by and the emission from dust 
grains occur in different wavelength regimes. Dust is very efficient at absorb­
ing and scattering UV/optical photons. The energy absorbed by the dust is 
thermalized and re-em itted at IR wavelengths. As a result, a large fraction 
(approaching 100% for heavily enshrouded regions) of a galaxy’s UV/Optical 
energy may be reprocessed and re-em itted by the dust at IR wavelengths. 
Thus studies of galaxies that consider only the UV/optical wavelengths can 
neglect a large fraction of the galaxies’ energy budget. A successful model of 
the transfer and emission of radiation in a galaxy must consistently reproduce 
the observed SED of the galaxy from the UV to the FIR simultaneously.
Reprocessing of UV/optical photons into IR photons occurs through two 
basic mechanisms depending both on the radiation field they are exposed to 
and the radius, a, of the dust grain. Large dust grains reach thermal equi­
librium and emit as modified blackbodies with an equilibrium temperature, 
Teq. However, small grains (and also large molecules e.g., polycyclic aromatic 
hydrocarbons or PAH) have small heat capacities and the absorption of even
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
47
a single UV/optical photon can substantially heat the grain. These small 
grains will not reach an equilibrium tem perature but will instead undergo 
temperature fluctuations that lead to grain emission at temperatures well in 
excess of Teq. The inclusion of small, thermally fluctuating grains in dust 
models is necessary to explain the excess of near and mid-IR emission ob­
served in a variety of systems, including galaxies (e.g., Sellgren 1984; Helou 
1986; Boulanger &: Perault 1988; Sauvage et al. 1990). In addition, the obser­
vation of prominent emission lines widely ascribed to PAH molecules in the 
spectra of galaxies (e.g., Acosta-Pulido et al. 1996), indicates that a realistic 
dust model should include such a component. While many authors have eluci­
dated methods of calculating the emission from small, thermally fluctuating 
grains (e.g. Draine & Andersen 1985; Dwek 1986; Leger, d ’Hendecourt & 
Defourneau 1989; Guhathakurta & Draine 1989), their inclusion in radiative 
transfer calculations has been limited. O ur extension of the DIRTY model 
includes large grains, small grains (a >  1 0 0 A and a < 1 0 0 A, respectively; 
see §3.3.2), and PAH molecules and we trea t the heating and re-emission by 
each component in the appropriate regime.
In this chapter, we present our model, concentrating on the dust heating 
and emission. Details of the Monte Carlo calculations are presented in (Gor­
don et al., 2000). In §3.2, we discuss the details of our dust grain model; we 
review the relevant equations for determining the dust emission spectrum in 
§3.3; in §3.4, we describe our computational method and discuss the details 
of the computation; results of the model calculations will be presented in 
§3.5 in the context of applications of DIRTY to starburst galaxies, including
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a discussion of the response of the model SED to variations in the input 
parameters, e.g., the dust grain model, global and local geometries, heating 
sources (age, SFR), size, and optical depth; we conclude with a summary 
and outline some future directions in §3.6.
3.2 D ust M odel
In order to  calculate the absorption and re-emission characteristics of a 
population of dust grains, we must specify their composition, optical prop­
erties, and size distribution. Our dust grain model consists of a mixture 
of graphite and silicate grains as well as PAH molecules. Although the ex­
act composition of interstellar dust is still a m atter of debate and certainly 
varies in different environments, we include these three components in order 
to match several well observed extinction and emission features in the inter­
stellar medium of the Milky Way and other galaxies. The presence of silicate 
grains is inferred from prominent stretching and bending mode features at 
~  9.7 [im and ~  18.5 /im in the m id-infrared. These features are observed in 
H II regions, near young as well as evolved stars, and in the integrated spectra 
of external galaxies (Roche et al., 1991; Dudley &c Wynn-Williams , 1997). 
The well known 2175.4 asorption feature, which is normally attributed  to 
the presence of small graphite grains, has been observed along lines of sight 
in our own galaxy as well the Magellanic Clouds (Gordon Sc Clayton, 1998; 
Misselt, Clayton Sc Gordon, 1999) and M 31 (Bianchi et al., 1996). The 
presence of narrow emission features in the mid-infrared implies a third dust 
component. Features at the observed wavelengths can be reproduced by C-C  
(6.2 and 7.7 /zm) and C-H (3.3, 8 .6 , and 11.3 /xm) bending and stretching
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modes in aromatic molecular structures (Leger & d ’Hendecourt, 1988; Al- 
Iamandola, Tielens & Barker, 1989), and the source of these IR emission 
features is widely identified with polycyclic aromatic hydrocarbon (PAH) 
molecules, though other assignments have been made (Draine, 1989; Sakata 
& Wada , 1989). The mid-infrared emission features have been observed in 
a wide variety of astrophysical environments including external galaxies and 
we include a PAH component in our model to account for their presence.
With the grain composition established for our modeling purposes, we 
need to specify the optical properties (absorption, scattering, and extinction 
efficiencies, Qabs,sca,ext) of the grains as well as the their size distribution 
and abundances. The optical scattering and absorption efficiencies of the 
graphite and silicate grain populations were derived from Mie theory (Bohren 
& Huffman, 1983) with the dielectric functions described in Laor & Draine
(1993) (graphite) and W eingartner & Draine (2000) (silicate). For spherical 
grains, we define the optical cross sections, a(a, A), in terms of the efficiencies;
a(a, A) =  7ra2Q(a, A), (3.1)
where a is the radius of the grain. The cross sections for the PAH molecules 
were derived from the analytic forms presented in Dwek et al. (1997). This 
analytic form is in turn based on the work of Leger, d ’Hendecourt & Defourneau 
(1989) and Desert, Boulanger & Puget (1990) who decompose the PAH 
cross section into three parts; UV-visual continuum, IR continuum, and IR 
lines. The PAH cross section is based both on laboratory d a ta  (UV-visual; 
IR line integrated cross sections) and observations of the reflection nebula
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NGC 2023 (IR line widths and continuum). Since the origin of some of 
the PAH emission line features is in C-C modes and others in C-H modes, 
their relative strengths can be adjusted by allowing the hydrogen coverage 
(.x H = {Hpresent)/{Hsites) to vary (Puget & Leger , 1989). As our purpose 
here is not the detailed fitting of individual objects, we do not investigate 
the effects of varying xh  further.
Mathis, Rumpl & Nordseick (1977, MRN) showed that the near IR to 
far L:V extinction curve could be reproduced by a simple two component 
(graphite -F silicates) dust model with a power law size distribution, n(a) oc 
a -35. The original MRN model included grain sizes from a™,, =  50A to 
0-max = 0.25/xm. The large lower limit on the size of the grains in the MRN 
model is a  serious limitation. The grains are large enough that they al­
most always maintain equilibrium temperatures which are too low to explain 
the observed emission short-ward of ~  60//m in the Milky Way and other 
galaxies. Modeling the near to mid-IR emission requires the inclusion of a 
population of small grains that undergo temperature fluctuations and hence 
spend some fraction of the time emitting a t tem peratures in substantial ex­
cess of their equilibrium temperature (see §3.3.2). In our model, the graphite 
and silicate grains have radii that extend from 0 ^,^ =  8.5A to amax =  3^tm. 
We derive the size distributions, dn(a)/da  (grains /xm' 1 H-1), of the graphite 
and silicate grains from fits to the observed extinction curves in various en­
vironments, including the Milky Way, and the Large and Small Magellanic 
Clouds (MW', LMC, & SMC). The MW curve is taken to be the average MW 
curve as parameterized by Cardelli, Clayton & Mathis (1989) with R v  =  3.1.
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We fit two average LMC extinction curves, one derived from observations 
near the superbubble LMC 2 and the other from observations in the rest of 
the LMC (Misselt, Clayton &c Gordon, 1999). The SMC extinction curve is 
taken from Gordon & Clayton (1998). The observed extinction curves are 
fit using the maximum entropy method which seeks to find the smoothest 
size distributions consistent with the observations (Kim, Martin, Hendry, 
1994; Clayton et al., 2000b). The fitting procedure is very insensitive to 
the value of the upper size limit in the size distribution as the number of 
large grains decreases exponentially above ~ 1  /im  (Clayton et al., 2 0 0 0 b). 
Since the grain optical constants used to derive the scattering, emission, and 
absorption efficiencies of the grains do not vary between the different dust 
models, reproducing the observed extinction curve features in the different 
dust models requires that we vary the size distributions and relative abun­
dances of the different grain species. For example, the presence of the 2175 A 
feature in the Milky Way extinction curve requires a large population of small 
graphite grains. The population of small graphite grains in the SMC will be 
reduced with respect to the MW to reproduce the observed absence of the 
2175 A extinction feature. On the other hand, since small silicate grains 
are responsible for the far UV rise in our model, the relative importance 
of the small silicate grains will be enhanced in the SMC to reproduce the 
steeper rise in the far UV extinction observed there. The PAH component 
of our model is included as an extension of the graphite size distribution to 
a minimum size of 4A (~  20 carbon atoms; clpah — 0 .9 ^N cA ) .  At the up­
per end of the PAH size distribution, we require tha t the number of carbon
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
52
atoms in the largest PAH molecule equal the number of carbon atoms in the 
smallest graphite grain. A spherical graphite grain of radius 8.5A contains 
Nc = (a/1.29)3 ~  300 carbon atoms, which we take as the number of carbon 
atoms in the largest PAH molecule, corresponding to a  maximum PAH size 
of ~  16.4. Though the size distribution of small grains and molecules is not 
well known and not well constrained by extinction curve fitting, a  substantial 
population is required; for the PAH size distribution, we assume a log-normal 
form given by
=  d e - ^ N U r  (3.2)
da a
(Weingartner & Draine 2000) where A is a normalization which we derive by 
requiring that the graphite and PAH size distributions merge smoothly at 
N c  =  300, i.e.,
dn \  _  f  dn  ^
di^)PAH ~ (SvcJCr. (3.3)Nc = 300
In Table 3.1, we report the abundances of the three grain components in 
the four dust models we consider (MW, LMC, LMC 2, & SMC). In Fig­
ures 3.1 and 3.2, we show the observed extinction curves for the MW and 
SMC, respectively, along with our model predictions. The model extinction 
curves have been decomposed into the contributions from the three grain 
components.
A grain model th a t is able to fit the observed extinction curves must also 
provide an acceptable fit to the observed emission. We have calculated the 
emission expected from our dust model when exposed to the local radiation
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Figure 3.1: Extinction curves for the adopted Milky Way dust model, plotted 
to emphasize the (a) UV and (b) IR wavelength regimes. The contribution 
of each dust grain to the extinction is plotted along with a CCM (Cardelli, 
Clayton k. Mathis, 1989) curve with Rv- =  3.1. Data are taken from Rieke 
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Figure 3.2: Same as Figure 3.1 except for our adopted SMC dust model. 
The observed average SMC extinction curve is taken from Gordon k  Clayton
(1998).
field as a check on the model. The local radiation field was taken from 
(Mathis, Mezger, k  Panagia, 1983). As can be seen in Figure 3.3, our MW 
grain model reproduces the diffuse interstellar IR emission reasonably well 
from ~  3 — 1000 /an.
3.3 D u s t H e a tin g  a n d  E m iss io n
In this section we describe the derivation of the dust emission spectrum 
given a dust grain model and heating sources. The determination of the
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Figure 3.3: Predicted emission spectrum from our MW dust model exposed 
to local interstellar radiation field compared to the observed diffuse ISM 
spectrum. The radiation field is taken from Mathis, Mezger, & Panagia 
(1983). The predicted model spectrum (solid line) is decomposed into emis­
sion components from PAH molecules (dot-dash line) large (>100.4) graphite 
and silicate grains (dotted and triple dot-dash lines, respectively) and small 
(< 1 0 0 A) graphite and silicate grains (short dash and long dash lines, re­
spectively). The IRAS data  (squares) are taken from Boulanger & Perault 
(1988); DIRBE (circles) and FIRAS (solid line) data are taken from Dwek 
et al. (1997).
Table 3.1: Model Dust Abundances
MW LMC LMC 2 SMC
z „ /
Zp.4/ / 1 
Z gra1
C /H <o ta /2
5.5 x 10- 3  
1.9 x 10" 4
3.6 x lO" 3 
316
5.5 x 10" 3 
1.9 x 10" 4 
3.3 x 10~ 3 
290
1.9 x 10" 3
3.7 x 10" 5
7.7 x 10- 4  
67
1 . 0  x 1 0 " 3
8 . 0  x 1 0 " 6 
2.4 x 10~ 4
2 1
1 Fraction by mass relative to hydrogen.
2 Abundance in PPM relative to hydrogen.
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emission spectrum  reduces to the problem of determining the tem perature 
dust grains of a given size and composition will reach when exposed to a 
radiation field. We outline the relevant equations for both equilibrium and 
single-photon, or transient, heating of dust grains. The actual implementa­
tion of our heating code is discussed in §3.4.2.
3.3.1 E quilibrium  H eating
The monochromatic energy absorbed by a spherical dust grain of radius 
a and species i exposed to a radiation field Jx is given by
E f s{a, \ )  = 4 7 r a t (a,A) Jx (3.4)
where cr, (a, A) is the absorption cross section. The energy emitted by the 
same particle can be expressed by
E r ( a , A) =  4tr <r,(a, A) B x(Ti,a) (3.5)
where B x(T{ta) is the Plank function evaluated at the temperature of the 
grain. Thus, in a volume of space within which it is assumed Jx is constant,
the equation describing the equilibrium between the energy absorbed and
emitted by a population of dust grains can be written
O O  O m a r
4 7 J d \  Jx f  da n, (a) <Xj(a, A) =
1 0  8 m m
O O  A m a r
4 7 t £  j d X  B x(Ti,a) J  da rii(a) &i(a. A). (3.6)
1 0  f lm i n
where the sum is over all species of dust grain considered (e.g., astronomical 
silicates, graphite, etc.). The total number of grains of species i and size a
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to a + da is given by n*(a) da and the integration limits in a extend from the 
minimum Omin to the maximum Omax size considered in the size distribution. 
In equilibrium, Eqn. (3.6) holds for all grain species and sizes separately and 
the sum over species and integral over size can be dropped leading to
O C  O O
J d X  cr,(a, A) «/A =  f  dX <r,(a, A) B X{T^) .  (3.7)
o o
Eqn. (3.7) can now be solved iteratively for the equilibrium tem perature
of a dust grain of species i and size a. W ith the temperature of the dust
grains known, the dust emission spectrum  from all species and grain sizes is
calculated in a straightforward manner:
&max
L(A) =471-^3 J  da Tii(a) <7i(a,X) Bx(Ti'a). (3.8)
1 amin
3.3.2 Transient H eating
The main assumption in the above discussion is th a t the dust grains reach 
equilibrium with the radiation field and can be characterized by a single tem­
perature. While this assumption is valid for large grains, it is not generally 
true for small grains. The absorption of a single high energy photon by a 
small grain can raise its temperature significantly above its equilibrium tem­
perature. Which grains fall into the “large” and “small” categories depends 
on the grain composition as well as the characteristics of the radiation field, 
for computational purposes the division can be roughly made at a c- 1 0 0  A. 
For example, a 1 0 0  A graphite grain a t a  tem perature of 25 K which absorbs
a Lyman limit photon (A =  912 A) is heated to ~  39 K, while a 40 A grain
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will reach a tem perature of ~  90 K, with the temperature change becoming 
progressively larger for smaller and smaller grains. This tem perature repre­
sents the maximum temperature the grain can reach, assuming that it cools 
back to its equilibrium temperature after each photon absorption. So while 
grains of all sizes will have time dependent temperatures characterized by a 
probability distribution, P(T),  rather than a single tem perature, P(T)  will 
be narrowly distributed about the equilibrium tem perature for large grains 
but small grains will have very broad temperature probability distributions. 
In this case, the Planck function in Eq. 3.8 must be replaced by an integral 
over the probability distribution, P ( T );
f l m a r
L(A ) = 4 t t £  j  da ni(a) cr,(a, A) J d T  B x(Ti,a) P(Ti,a). (3.9)
It can be seen tha t Eq. 3.8 is a special case of Eq. 3.9 with P ( T ) = S(Teq). In 
determining P{T),  we follow the method of Guhathakurta & Draine (1989). 
They define a transition matrix A j j  whose elements are the probabilities 
that a grain undergoes transitions between arbitrarily chosen internal en­
ergy states i and / .  Determining P{T)  then amounts to solving the matrix 
equation
Y gA f<iPi = Q. (3.10)
i = i
The elements of A are given by, in the case of heating ( /  > i)
A f ,i = 4tr <r(a, A) J x  ( ^ ^ ^ 3  ( 3 ’U )
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where H f  and H l are the enthalpies of the final and initial states respectively 
and A H f  is the width of the final state. In the case of cooling ( /  < i), the 
elements of .4/,, are given by
The requirement i = f  + 1 unrealistically allows cooling transitions to occur 
only to the next lower level. While this has little effect at short wavelengths 
(<40 ^m), it can underestimate the emission from small grains a t submm 
wavelengths (e.g., Siebenmorgen et. al. 1992). However, the solution of Eq. 
3.10 without the assumption of Eq. 3.12 would require the inversion of a large 
matrix which is prohibitively expensive in computation time when incorpo­
rated in our radiative transfer code. As the long wavelength emission from 
dust is dominated by large grains in our application and speed is crucial, we 
make a minimal sacrifice in accuracy and adopt Eq. 3.12 and the attendant 
fast solution to Eq. 3.10 outlined by G uhathakurta & Draine (1989).
Note that in the above discussion we consider only radiative processes. 
However, other sources of grain heating (e.g., grain-grain collisions) and cool­
ing (e.g., photoelectric emission) can be modeled by additional terms in Eqs. 
3.7, 3.11 & 3.12.
In Figure 3.4, we show the grain tem perature probability distributions 
(Eq. 3.10) obtained from our algorithm (see §3.4.2) when the grains are 
placed in the Milky Way local radiation field (§3.2). Although the specifics 
of the probability distributions will vary with the radiation field, the general 
behaviors exhibited in Figure 3.4 are characteristic (e.g., Siebenmorgen et.
i = f  + 1 
otherwise 
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Figure 3.4: Model calculations of the tem perature probability distributions 
of silicate and graphite grains of various sizes when exposed to the local 
interstellar radiation field (Mathis, Mezger, &: Panagia, 1983).
al. 1992). The smaller grains have very broad temperature distributions indi­
cating that they have a significant probability of reaching tem peratures well 
above and below their equilibrium temperatures. As the grain size increases, 
the probability distributions in a given radiation field narrow, approaching a 
delta function centered on their equilibrium temperatures. The width of the 
probability distribution is an indication of whether the grain heating can be 
treated as an equilibrium process (§3.4.2); the narrower the distribution the 
less im portant transient heating effects become.
The PAH component of our dust model (§3.2) will also undergo tem­
perature fluctuations. If the cooling behavior of the molecule is known, the 
emission from the molecules can be calculated using time averages (Leger & 
Puget, 1984). The advantage of this treatm ent over that of G uhathakurta & 
Draine (1989) outlined above is an order of magnitude increase in the speed 
of the calculation (Siebenmorgen, Kriigel & Mathis, 1992). We treat the 
transient heating of the PAH component via time averages assuming a time 
dependence for the temperature of the molecule
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T{t) = (T~oa +  0.005£)-2'5 (3.13)
where Tp is the peak temperature reached by the molecule (Siebenmorgen, 
Kriigel k  Mathis, 1992). The mean time between photon absorptions is 
calculated from
1 4  **
i = Ycld AA<T(a’ A ) J A (3 ’1 4 )
0
where Ac is the cut-off wavelength in the optical/UV cross-section of the PAH 
molecule, defined by Ac =  a/12.5/xm, when a is in A (Desert, Boulanger k  
Puget. 1990). The existence of a cut-off wavelength in the optical/UV cross- 
section of the PAH results from the discrete nature of the electronic levels
in neutral PAH molecules (Desert, Boulanger k  Puget, 1990). It is assumed
that the molecule absorbs a single photon of wavelength
Ac
JdX  A cr(a, A) J \
^ - (3.15)
f d X  cr(a, A) J x 
o
and cools following Eq. 3.13 with Tp calculated from the enthalpy of the 
PAH molecule. The PAH emission spectrum is then calculated from
L PAH{a, A) =  4 7r cr(a, A) B[T(t )] (3.16)
where the bar indicates an average taken over the mean time between photon 
absorptions (Eq. 3.14). With the cooling behavior of the molecule approxi­
mated by Eq. 3.13, treating the PAH emission in this manner is significantly
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faster than the m atrix method of G uhathakurta & Draine (1989) outlined 
above for the small graphite grains (Siebenmorgen, Kriigel & Mathis, 1992).
As stated above, treating the transient heating of a grain or molecule, 
requires knowledge of their enthalpy (e.g., Eqs. 3.11,3.12,3.13). The enthalpy 
of the grains at temperature T  is defined in terms of their specific heats, C (T), 
through
r
H{T) =  j d T  C(T).  
o
For the enthalpy of the graphite grains (erg atom 
approximation of Guhathakurta & Draine (1989):
HGr(T) _______________ 4.15 x 1 Q-22T 3 -3________________
Natam 1 +  6-52 x 10" 3 T +  1.5 x 10- 6  P  +  8 . 3 X  10- 7 T2-3’ K ' }
The volume specific heats (erg cm - 3  K-1) for the silicate grains are also taken 
from Guhathakurta & Draine (1989), and the enthalpies per unit volume 
derived from Eq. 3.17 are
T  < 50 
50 < T  <  150 
150 <  T  < 500 ‘ 
T  >  500
(3.19)
For the PAH molecules, we adopt the linear approximation to the data  of 
Leger, d ’Hendecourt & Defourneau (1989) given in Silva et al. (1998) for the 
specific heats and derive for the enthalpies
4.67 x 102 T 2
5.83 x 107 +  9.57 x 103 (T2 30 -  8.08 x 103)
9.48 x 10® +  2.86 x 105 ( T l 6S -  4.53 x 103)
9.53 x 109 +  3.41 x 107 (T -  500)
(3.17)
-1), we adopt the analytic
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’ Cmai(4-625 x 10- 4 T 2)
H p a h { T )  = Cmax(—232 + 0.58 T  +  1.0 x 1 0 " 4 T 2)
, C ««*(-673 + T)
T  <  800 
800 < T  < 2100 
T  > 2100
(3.20)
where Cmax =  3k(Nu + N c  — 2) is the maximum specific heat of the molecule.
3.4 M odel and C om p utational M ethod
The DIRTY model is an extension of that first described in W itt & Gor­
don (1996. 2000) and Gordon, Calzetti & W itt (1997) (see also Gordon et. 
al. 2000). We define the spatial distributions of the gas, dust, and heating 
sources within an arb itrary  three dimensional model space. To illustrate the 
dependence of the IR spectrum  on various parameters, here we consider a 
spatial grid in the shape of a cube divided into N 3 bins and we take N  =  30. 
The number of model bins essentially establishes the smallest spatial scale of 
inhomogeneity resolved by the model, since the ratio of clump size to system 
radius is defined by 1 / N  (W itt & Gordon, 1996). We consider a  two-phase 
clumpy medium consisting of high and low density clumps, where the den­
sity of each bin is assigned randomly. The frequency of occurrence of high 
density clumps is determined by the filling factor (f f ) and the relative den­
sity of high and low density model bins is characterized by the density ratio, 
k  =  k^/ki where k2 and ki are the densities of the low and high density me­
dia, respectively. The reader is referred to W itt & Gordon (1996) for more 
details on the local structure of the model. In addition to the local structure, 
our model must specify the global structure of the region and the geometric 
relationship between the stars and dust. In this paper, we consider spherical
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environments embedded within the cubical model space. In the following, we 
describe the stellar and dust distributions and our computational method.
3.4.1 Stellar & D u st D istr ib u tion s
The DIRTY model is completely general in that we can treat arbitrary 
distributions of dust and heating sources. However, to illustrate how the 
model predictions depend on various input parameters, here we apply DIRTY to 
input stellar distributions and geometric environments appropriate for the 
modeling of starburst galaxies (Gordon, Calzetti & W itt, 1997; W itt & Gor­
don, 2000). W itt & Gordon (2000) defined three different s ta r/dust geome­
tries: CLOUDY, DUSTY, and SHELL. In the CLOUDY geometry, stars 
extend to the system radius while the dust extends to 0.69 of the system 
radius. The DUSTY geometry contains dust and stars mixed together, with 
both extending to the system radius. The SHELL geometry consists of stars 
extending to 0.3 of the system radius with dust filling a shell extending from
0.3 to the system radius. Pictorial representations of these geometries can 
be found in Fig. 1 of W itt & Gordon (2000). We emphasize that these ge­
ometries specify the global geometry of the model space; locally, each model 
bin can be either clumpy or homogeneous, as characterized by the f f  and 
the density ratio k i/k i .  For the purposes of this paper, we have restricted 
ourselves to consideration of the DUSTY and SHELL geometries. While the 
model is capable of handling any arbitrary  geometry, these two geometries 
are expected to be representative of a wide range of sta r/dust geometries, 
e.g., embedded stellar populations and mixed stars and dust.
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Within the global geometries described above, MW, LMC, or SMC type 
dust (§3.2) is distributed with a local geometry determined by the f f  and 
density ratio. The stellar population is distributed uniformly within the 
global geometries. The properties of the stellar population are taken from 
the stellar evolutionary synthesis models of Fioc & Rocca-Volmerange (1997, 
2000) (PEGASE models). The starburst models presented here were run 
using an IMF with a mass range of 0.1 — IOOA/q with a Salpeter slope, a 
constant star formation scenario, ages ranging from 0 — 19 Gyr, with a range 
of metallicities from —2.3 to 0.7, and include a nebular component. For a 
more detailed discussion of the synthesis model, the reader is referred to 
Gordon et al. (1999, 2000).
3.4.2 C om putational M ethod
A single run of our model (where by single run we refer to a single set of 
input parameters, e.g., grain characteristics, global and local geometry, burst 
type, age, star formation rate, optical depth, size, and metallicity) consists 
of the following iterative procedure:
1. Monte Carlo radiative transfer of the photons from stellar and nebular 
sources through the model space, resulting in the directly transmitted, 
scattered, and absorbed fractions of the initial input photons in each 
model bin.
2. Calculation of the dust emission spectrum based on the heating sup­
plied by the fraction of the input energy absorbed in the dust and the 
choice of dust model.
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3. Monte Carlo radiative transfer of the emitted dust spectrum through 
the model space, resulting in a new grid of transm itted, scattered, and 
absorbed fractions.
4. Convergence check. If the fractional change in the absorbed energy grid 
from the previous iteration is less than some tolerance (we have taken 
S =  0.01), convergence is achieved and the run terminates. Otherwise, 
return to step 2 with the new absorbed energy grid.
In the following, we will describe in some detail steps 2 and 4 while only 
outlining the Monte Carlo aspects of the code. For a  detailed discussion 
of the Monte Carlo radiative transfer algorithm, the reader is referred to 
Gordon et al. (2000).
The isotropic emission of individual photons from the distributed heat­
ing sources in the model is considered using Monte Carlo techniques. The 
interaction of individual photons with the dust is characterized by the dust 
optical depth, albedo, and scattering phase function. Photons are allowed 
to scatter multiple times. The mean free path of the photon depends on the 
dust optical depth, while the probability that it be absorbed or scattered is 
calculated from the dust albedo. For scattered photons, the scattering angle 
is determined with reference to the scattering phase function. For a thor­
ough discussion of the application of Monte Carlo techniques to the radiative 
transfer problem in our code, see Gordon et al. (2000).
From the Monte Carlo radiative transfer, we calculate Eai,Sti(X), the total 
energy absorbed in each model bin. This grid of absorbed energy is passed 
to the dust heating algorithm. W ith reference to Eqs. 3.7 and 3.11, we see
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that we require the specific intensity of the radiation field, in the i01 bin 
in order to calculate the dust temperatures and hence the dust spectrum in 
that bin. In the following, we drop the subscript i and implicitly assume that 
the calculations described are to be done in each of the N 3 bins. In order to 
calculate J \  from the absorbed energy, we make use of Eq. 3.4. Multiplying 
by the size distribution, integrating over grain size and summing over species, 
the left hand side of Eq. 3.4 becomes the total energy absorbed by all grain 
components of all sizes and we can write
EabA A) =  47rJAa (A )  (3.21)
where cr(A) is the total, size averaged cross section of the grain population:
U m a x
(A) = ■£ j  da A) (3.22)
f lm i:
where the sum is over all grain components (i.e., graphite, silicates, and PAH 
molecules). Thus, we derive the radiation field
j  =  E<**W (3 .2 3 )
4tt<7(A)
With J \  known, we can proceed to deriving the tem perature of each grain 
species and size in the equilibrium case or the tem perature probability dis­
tribution in the transient case.
The heating algorithm proceeds as follows. The contribution of the PAH 
component to the em itted spectrum in each bin is calculated from a straight­
forward application of Eqs. 3.13-3.16 & 3.20. For the graphite and silicate 
grains, the calculation can be considerably more complicated. For grains
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with sizes a > 100.4, we solve Eq. 3.7 iteratively for the tem perature and the 
contribution of each grain size and species to the to ta l dust spectrum in the 
bin is calculated via Eq. 3.8. For grains with sizes a <  100A, we allow for the 
grain to undergo tem perature fluctuations as described in §3.3.2. Com puta­
tionally, the grain tem perature must be divided into a discrete mesh. The 
tem perature is related to the enthalpy of the grains through Eqs. 3.18-3.19, 
so selecting the tem perature mesh is equivalent to defining the enthalpy mesh 
to be used in calculating the elements of the transition m atrix, .4/,, (Eqs. 3.11 
&: 3.12). Care must be taken in defining the tem perature mesh; the transition 
m atrix in Eq. 3.10 is N t  x N t  where iVT is the number of tem peratures in 
the mesh. As solving Eq. 3.10 is the most computationally expensive part 
of the code, it is advantageous to keep N t  as small as possible. However, 
the probability distribution P (T )  must be well sampled, especially where it 
is changing rapidly. Hence it is crucial to select the tem perature interval and 
N t  carefully. We adopt an iterative approach to both the tem perature inter­
val selection as well as the number of bins. Considerable effort is made to set 
up the initial mesh carefully and our algorithm incorporates as much a priori 
information about the behavior of P(T) with grain size as possible. For ex­
ample, referring to Figures 3.4a,b, very small grains have very broad, slowly 
varying tem perature distributions and a broad, coarse grid may be sufficient 
to determine P{T). On the other hand, as we near the transition region 
between “small” and “large” grains, P (T ) becomes increasingly peaked near 
the equilibrium tem perature and the broad, coarse mesh is not sufficient to
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sample it well. We start the algorithm by defining a relatively narrow, coarse 
mesh with NT =  50 equally spaced temperature intervals centered on Teq,
Based on the behavior of P (T ) derived from Eq. 3.10 with this temperature 
grid, we adjust the upper and lower bounds of the tem perature interval and 
the number of enthalpy bins N t - In the case of a large grain, the coarse 
initial mesh will be insufficient to determine P (T). The failure of the coarse 
mesh is manifested in a probability distribution that is highly peaked at low 
temperatures and zero elsewhere, i.e. it approaches one in the lowest tem­
perature interval and zero in all other temperature intervals. In this case, we 
increase the number of enthalpy bins, Nt , by 50% and repeat the calculation 
to P (T). We repeat this procedure until P (T )  is well behaved or we have 
exceeded the maximum number of enthalpy bins, Ar7 ',max. NT,max is an input 
parameter that we have set to 800 for our model runs. In practice, A'V.mox, 
is not exceeded in the initial set up; generally, 75 to 112 bins are sufficient 
to sample P (T) and begin testing for convergence for even the largest grains 
treated by the transient heating algorithm (see below). In the case of a small 
grain, P (T) will be a smoothly varying function across the initial narrow 
temperature interval and the interval needs to be expanded to insure we in­
clude the whole range of temperatures that the grain has a non-negligible 
probability of achieving. In this case, we expand the temperature interval 
to extend from Tm,-n =  2.7 K to Tm̂  =  2500 K and, keeping Nt  =  50, 
recalculate P (T). This temperature interval brackets all likely temperatures
0.50 Teq < T  < 1.50 Teq 
Teq -  100 <  T  < Teq +  100
Teq <  100 
Teq > 100. (3.24)
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that the dust grain can reach. For very small grains, this coarse, broad tem­
perature mesh may be sufficient to begin testing for convergence. However, 
for intermediate sized grains, P (T ) may again become peaked at low tem­
peratures and approach zero in the higher tem perature bins. In this case, we 
define a new maximum temperature
=  ISSL +  0.5 ( r „  -  T g , ) .  (3.25)
Nj- is increased by 50% and a new P ( T ) is derived with the new temperature 
mesh. This procedure is iterated until P{T)  is well behaved in the interval. 
In practice, one to two iterations are sufficient to roughly establish the correct 
tem perature interval for the grain.
W ith the initial P(T)  determined as above, we calculate the predicted 
spectrum of the transiently heated grain using Eq. 3.9 and test for conver­
gence. We define the convergence of the transient heating algorithm based 
on a comparison of the calculated total em itted energy and the absorbed 
energy.
A2T   \Egbs Eem\ /q
Eab, E ^  ‘
where Eabs is calculated by integrating Eq. 3.4 over wavelength and Eem is 
calculated from
O O
E em = 4tt j d X  a,(a, A) J d T  B x(Tiya) P(Ti,a). (3.27)
o
For convergence, we require that A E/Eats < $E, where 6E  is an input pa­
ram eter that we have set to 0.1 for the runs presented here. If the algorithm
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has not converged, we define a new temperature interval, increase Nt  by 50%, 
recalculate P(T)  and re-evaluate £E/Eat,s. Since there is no advantage to 
including temperature intervals where the grain has a  very small probability 
of finding itself (P {T ) 1), we define a cutoff probability, P ^ t  =  lO-15^ , ,^ ,
where Pmax is the maximum of the probability distribution. The new temper­
ature interval is defined to exclude temperature bins for which P (T ) <  P ^  
(Manske &; Henning, 1998). This procedure is iterated until convergence is 
achieved or we exceed A'V.max- If iVTmai is exceeded, the grain is treated as 
being a t its equilibrium tem perature and its contribution to the spectrum is 
calculated with Eq. 3.8. The transient heating algorithm is turned off and 
all subsequent grain sizes are treated via the equilibrium heating formalism.
We have tested our algorithm for calculating the transient emission spec­
trum in a  wide variety of radiation fields, from the local ISRF, to the radiation 
field in close proximity to a hot star, to a variety of the SES models described 
above. In all cases the algorithm worked with no user interaction and pro­
duced probability distributions with the correct behavior as a function of 
grain size and radiation field (e.g., see Figs. 3.4a,b). In addition, we have 
compared the results from our algorithm with previous calculations in the 
literature (Siebenmorgen, Kriigel & Mathis, 1992; Manske & Henning, 1998) 
with excellent agreement. In light of these tests, we are confident that we 
can apply our model to  a range of situations with minimal adjustments to 
the heating calculation.
A single run of the dust heating algorithm is complete when the above 
procedure has been performed for all model bins for which the absorbed
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energy in tha t bin exceeds some cutoff fraction. The cutoff fraction is deter­
mined as follows. In each bin we calculate the fraction of the total energy
absorbed,
U .,i  = (3.28)
&abs,i
We then calculate the quantity £3, fabs,i for fab3,i > fcut for a variety of values 
of fcut ■ We adopt a value of fcut such that the total energy absorbed in bins 
for which fabs,i > fcut is larger than some target level of energy conservation. 
The target level is taken as an input and is generally between 0.95 and 1. This 
level represents the best possible energy conservation th a t can be achieved 
for the run: model bins with fabs,i < fcut are not included in the dust heating 
algorithm. This procedure allows us to eliminate a large number of model 
bins in which very little energy is absorbed, speeding up the calculation 
substantially with little cost in accuracy.
Upon completing a single run of the dust heating algorithm, we obtain 
the dust emission spectrum from each point in the model. In order to allow 
for the treatm ent of large optical depths and to account for the dust self­
absorption, we now take the dust as a new source of em itted photons. The 
Monte Carlo radiative transfer code is re-run, now using the dust spectrum 
as the source of input photons rather than the stellar and nebular sources. 
The contribution of the dust emission to the absorbed energy in each model 
bin as derived from the Monte Carlo is then added back into the absorbed 
energy grid from the previous iteration, and the fractional change in the 
total absorbed energy is computed. We consider the entire model run to
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have converged if the fractional change in absorbed energy is less than 1%. 
If fractional change is greater than 1%, the new absorbed energy grid is 
passed to the dust heating algorithm and steps 2-4 are repeated. When 
convergence is achieved in step 4, a single model run has been completed. 
In general, even for large optical depths (e.g., tv  =  20 — 50), convergence is 
achieved in less than 4 full iterations of steps 2-4. For optical depths in the 
range of t v  =  2 —10, 2 iterations are normally sufficient to reach convergence.
In addition to the far-UV to far-IR SED of the model, several other 
quantities are included in the output upon the completion of a model run, 
including the size averaged dust temperature for each dust component in 
each model bin, the relative fractions of the total energy absorbed in the 
clump vs. interclump medium, and the total dust mass of the model. We 
define the size averaged dust temperature for each dust component in the 
following way;
Note that the temperatures defined in this way are equilibrium temperatures. 
Since we have the temperature in each bin, T  may be used to calculate the 
radial tem perature distribution of the dust in the model (see §3.5).
We calculate the total dust mass in each model in the following way:
f  da rii(a)Ti{a)
(3.29)
f  da rii(a)
(3.30)
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where the sum over i is taken over model bins, fy,i is the optical depth per 
unit pc at V  in the ith bin and V  is the volume of the Ith bin in pc3. The 
term in brackets gives the dust mass per hydrogen column times 7v,,, where 
the sum over j  is over dust components. In order to calculate the total 
dust mass we assume a gas to dust ratio and a value of the ratio of total to 
selective extinction, Rv- For each of the four dust models considered (see 
§3.2), we take R v  = 3 .1  and a gas to dust ratio of 5.0 x IQ21, 2.4 x 1022, and 
5.0 x 1022 H atom s/cm -2/m ag-1 for the MW, both LMC models, and the 
SMC, respectively.
3.5 D iscussion
In the following discussion, we present the results of several sets of DIRTY 
model runs using the starburst stellar distributions and geometries described 
above. We examine the dependence of the spectrum, dust temperatures, and 
dust masses on variations in the input parameters. The input parameters 
for DIRTY include: metallicity, star formation rate, and age, which together 
determine the spectral shape and intensity of the input SED; the filling factor 
(ff) and density ratio (k  =  fc2/&i), which determine the dum piness of the 
scattering and absorbing dusty medium; the dust type which determines the 
composition and size distribution of the dust grains; and the physical size of 
the region, the global geometry, and the optical depth, t v , which affect the 
dust mass as well as the efficiency of a given mass of dust in absorbing the 
photons from the input SED. The input optical depth, t v , is defined as the 
radial optical depth that would result were the dusty medium distributed
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Table 3.2: Input Model Parameters
Param eter Range Figure Reference Fixed Value1
Metallicity -0.4 •  •  • .  • •
Dust Type MW,SMC 3.5,3.7
Global Geometry SHELL,DUSTY 3.9, 3.10, 3.11, 3.14
f f  (filling factor) 0.05 -  0.5 3.6 0.15
k  (density ratio) 0.001 -  0.177 3.6 0.01
SFR 0.5 -  200 Mq yr~l 3.16,3.17 1.6 Mg y r"1
Age 106 -  19 x 109 yr 3.16,3.17 40 Myr
Size 10 -  5000 pc 3.13 1000 pc
Ty 0.5 -  20.0 3.9, 3.10, 3.11, 3.14 10
1 Fixed value o f parameter for model runs for which some other parameter is varied.
homogeneously throughout the model space. The range of values for these 
parameters is tabulated in Table 3.2.
3.5.1 T ra n s ie n t H e a tin g
When small dust grains are exposed to a radiation field, they do not 
reach an equilibrium temperature but will instead undergo tem perature fluc­
tuations as the absorption of single high energy photons heats them to tem­
peratures well in excess of their equilibrium temperature (see §3.3.2). With 
these tem perature excursions, the grains re-emit the energy they absorb from 
UV and optical photons at shorter IR wavelengths than they would were they 
at their equilibrium temperature. The importance of the effects of transient 
heating can be observed in Figure 3.3, where the emission below ~  40 ^m is 
dominated by the emission from small, transiently heated grains (especially 
small graphite grains) and large molecules. It would be impossible to fit the 
observed diffuse interstellar medium dust emission without the inclusion of
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Figure 3.5: Model SED’s for MW and SMC type dust models with and 
without the effects of transient heating of the small grains. Cases labeled 
equilibrium include neither the effects of transient heating or the emission 
from small grains nor a molecular (PAH) component, the non equilibrium 
cases include both. All parameters are set to their values in column 4 of 
Table 3.2.
small grains and transient heating. In Figure 3.5, we illustrate the effects of 
including the transient heating of small grains and molecules on the SEDs 
predicted by our starburst model. Including the effects of transient heating 
in the model increases the predicted emission between 5 — 30 fj.m by as much 
as a factor of 20 for the cases presented in Figure 3.5.
3.5.2 C lum piness
In this section, we illustrate the dependence of the predicted SED on the 
local structure of the absorbing medium. The local structure is characterized 
by f f  and k (see §3.4.1), and we keep all other model inputs fixed at their











0.1 1.0 10.0 100 0  1000.0 






, 2 6 0 001
0 005
>24 k « 0 030
0 . 1 7 7
0.1 10  10.0 100.0 1000.0 


















100.0 1000.01.0 10.00.1 x b*"1)
Figure 3.6: Model SED’s for a range of density ratios (k = 0.001 solid line, 
k =  0.005 dashed line, k  =  0.03 dash-dot line, k  =  0.177 dash-triple dot line) 
with different filling factors; (a) f f  =  0.05, (b) f f  =  0.1, (c) f f  =  0.2, (d) 
f f  = 0.5.
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values listed in column 4 of Table 3.2. We have considered f f ' s  between 0.01 
and 0.5, with a range of physical conditions varying from an extended low 
density medium with rare, isolated high density clumps to an interconnected 
network of high density clumps with a low density medium filling the voids. 
The value of k  is varied between 0.001 and 1 (homogeneous) in steps of 
factors of ~5.62 (k =  0.001,0.005,0.030,0.177,1.0). The effect of varying f f  
and k  on the SED is illustrated in Figs. 3.6a,b,c,d. We do not include the 
homogeneous case in the Figures as the change in the SED between k =  0.177 
and 1 is negligible for all values of f f .  For all values of f f ,  the effect of 
increasing k  on the IR SED is to shift the peak of the dust emission to shorter 
wavelengths, corresponding to higher dust temperatures. The effect is quite 
small and becomes less pronounced with increasing f f  and for f f  > 0.20, the 
IR SED’s are essentially degenerate for different values of k. The dominant 
reason for this behavior is the increase in total energy absorbed by the dust 
with increasing A: at a constant f f  which results in more heating and higher 
dust tem peratures. A smaller secondary contribution to the behavior results 
from the fact that at higher values of k, a correspondingly larger fraction 
of the energy is absorbed in the low density medium which reaches higher 
tem peratures than the dense clumps. In any case, as can be seen from Fig. 
3.6, the model IR SED is not very sensitive to the local structure of the 
medium. The dominant effects of f f  and k  are seen in the optical and UV 
SED (W itt & Gordon, 1996).
3.5.3 D u st Type: M W  vs. SM C
Observations of UV extinction along different lines of sight in the local 
group of galaxies (e.g., mainly the MW, LMC, and SMC) have revealed a
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range of characteristic extinction curves which can be broadly associated with 
the galaxy being observed, although variations along different lines of sight 
within a given galaxy can be substantial (e.g., Cardelli et al., 1989; Gordon 
& Clayton, 1999; Misselt et, al., 1999; Clayton et al., 2000a). For illustrative 
purposes, in this paper we concentrate on MW and SMC type dust. The 
MW type dust extinction is characterized in the UV by the 2175 A bump 
and rising far UV extinction. On the other hand, the UV extinction in the 
SMC is conspicuous in the absence of the 2175 A feature. In addition, the far 
UV rise in the SMC extinction curve is nearly linear with A-1 and is steeper 
than in the MW. As discussed in §3.2, these extinction curve characteristics 
are reproduced in our model by varying the grain size distributions and the 
relative contributions of the various grain components to the extinction curve. 
Hence, the steepness of the far UV extinction in the SMC and the absence of 
the 2175 A feature require a larger number of small silicate grains and fewer 
small graphite grains, respectively, in the SMC dust model compared to the 
MW. In Figure 3.7, the difference between utilizing MW and SMC type dust 
in our model is illustrated. The difference is manifested in the UV SED in 
the presence of an absorption feature near 0.22 /zm in the SED derived using 
MW type dust and an increase in the far UV absorption in the SED derived 
using SMC type dust. There are also pronounced differences in the predicted 
IR SED depending on the dust model used. A subtle difference is seen in the 
depth of the ~  9.7 /zm absorption feature, which is deeper in the SMC SED 
compared to the MW curve. Since the 9.7 /zm is a ttributed to stretching and 
bending resonances in the small silicate grains (W hittet, 1992), its strength
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Figure 3.7: Comparison of the effects of using MW and SMC type dust 
models (§3.2) on the predicted starburst SED. Both SEDs calculated for 
same set of input parameters (see Table 3.2, column 4) save the dust model.
in the SMC SED is not surprising given that a large number of small silicate 
grains are required in the SMC dust model to reproduce the steep linear rise 
in the far UV extinction curve. The most apparent difference is the excess in 
mid IR emission present in the MW SED as compared to the SMC. This is 
easily understood in terms of the larger populations of small, graphitic grains 
and PAH molecules in the MW type dust model. These grain populations 
dominate the emission from grains undergoing transient heating (§3.3.2) and 
hence there are more small grains at high temperatures when the MW dust 
model is used resulting in increased emission in the mid IR.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
80
Observationally, a  substantial population of small grains undergoing tem­
perature fluctuations would be manifested in higher mid IR fluxes than ex­
pected from large grains in equilibrium. Indeed, ground based observations 
(Andriesse, 1978; Sellgren, Werner & Dinerstein , 1983; Selgren, 1984; Selgren 
et al., 1985) along with early results from the IRAS satellite (e.g., Boulanger 
et. al. 1988; Boulanger & Perault 1988 and references therein) of significant 
emission in the mid IR in a variety of environments were a large driving 
force in the development of ways to treat the heating of small grains and the 
recognition that small grains must be a significant component of interstellar 
dust (Leger &: Puget, 1984; Draine &c Anderson, 1985; Dwek , 1986). The 
effect of increased emission in the mid IR on, for example, IRAS colors, is to 
increase the F.\(12/zm)/FA(25/zm) and FA(25/xm)/FA(60/rm) flux ratios. As 
we illustrating the behavior of the DIRTY model in the context of a star- 
burst galaxy model in this paper, in Figures 3.8a-c, we plot the IRAS colors 
of starburst galaxies with measured fluxes in all four IRAS bands from the 
sample of Gordon, Calzetti & W itt (1997), along with tracks from runs of the 
DIRTY model. DIRTY model runs are included for a range of optical depths, 
physical sizes, star formation rates, and geometries. Model data points were 
determined by convolving model SEDs with the response functions of the 
IRAS bandpasses as tabulated in the online IRAS Explanatory Supplement.
The first thing to notice is that the DIRTY model runs cover essentially 
the full range of observed starburst colors. However, in detail, the model 
colors show some discrepancies compared to observations, as is especially ev­
ident in Figures 3.8b & c. The discrepancy between the model colors and the
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starburst data is a ttributable to low mid IR fluxes predicted by the former, 
especially at 25 /zm. The low predicted mid IR fluxes can be traced directly 
to the dust model. As can be seen in Figures 3.8b & c, the discrepancy 
between DIRTY colors and the data is lessened when the MW dust model is 
used. This results from the inclusion of more small graphite grains and PAH 
molecules in the MW dust model (§3.2), which increases the contribution 
of transient heating to the mid IR emission (see §3.5.1 and Figures 3.5 & 
3.7). While it is not our intention with this paper to explore in detail the 
wide range of systems to which the DIRTY model can be applied, including 
starbursts, these figures are indicative of the diagnostic potential of properly 
done, self-consistent UV to far IR radiative transfer simulations. The appar­
ent deficit of small grains could be alleviated by including a separate, large 
population of small graphitic grains in the dust model. However, the absence 
of a significant 2175 A absorption feature in the UV SEDs of many starburst 
galaxies (Gordon, Calzetti & W itt, 1997) makes such a modification of the 
grain model problematic as the small graphite grains are responsible for this 
feature in our dust model. Hence, self-consistently reproducing the SEDs of 
starburst galaxies over a wide wavelength regime may require more compli­
cated grain models, such as a four component model including amorphous 
carbonaceous grains in addition to the PAH, graphite and silicates (Clayton 
et al., 2000b). Such a diagnostic of grain materials may provide insight into 
grain processing histories and grain evolution in response to a wide range of 
environmental factors (e.g. Gordon & Clayton, 1998; Misselt et al., 1999; 
Clayton et al., 2000a,b). Alternatively, in the case of starbursts, the sim­
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
82
plistic assumptions of a single stellar population and relatively simple global 
geometries in the models discussed above will likely need to be modified and 
more complicated arrangements considered. The case of the application of 
DIRTY to starburst galaxies will be considered in more detail in a forthcom­
ing paper.
3.5.4 Globed G eom etry, tv , & P h ysica l S ize
Figure 3.9 contrasts the behavior of the SHELL and DUSTY geometries 
at the same optical depth. We plot the model SEDs for both geometries for 
two extreme optical depths, tv  == 1 and 20 with all other input parameters 
set to the values in column 4 of Table 3.2. At a given t v , the SHELL ge­
ometry absorbs more energy than the DUSTY geometry since in the SHELL 
configuration all the stars are behind all the dust while in the DUSTY con­
figuration, energy from stars in the outer parts of the model has a greater 
chance of escaping the model space without being absorbed (W itt & Gordon, 
2000). As a result, at a given optical depth, the IR emission from the SHELL 
geometry will always peak at shorter wavelengths. In addition, owing to the 
temperature structure, the SHELL geometry produces a broader IR SED. 
While the dust near the centrally distributed heating sources reaches higher 
temperatures in the SHELL geometry, dust in the outlying regions sees fewer 
high energy photons and subsequently is heated to lower temperatures. Since 
heating sources are distributed throughout the model with the DUSTY ge­
ometry, the resulting temperature distribution in much flatter than in the 
SHELL case (see Fig 3.10a,b), resulting in a  narrower IR SED.
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Figure 3.8: IRAS color-color plot for starburst galaxies with various model 
runs superposed. +  are IRAS data for starburst galaxies from Gordon, 
Calzetti & W itt (1997) with data in all four IRAS bands. Dashed and 
solid lines represent models using MW and SMC type dust respectively. A 
sequence of varying physical size models (100, 500, 1000, & 5000 pc) is in­
dicated with •. The o represent a series of models with varying optical 
depths with rv= 0 .5 ,1.0,10,20. Sequences of varying SFR models are shown 
with open diamonds for a DUSTY global geometry & filled diamonds for a 
SHELL global geometry. Star formation rates along the sequences are 1, 10, 
50, & 100 M© yr-1 . All parameters not varying along a sequence are kept 
fixed at the values indicated in column 4 of Table 3.2.
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For a given physical model size, specifying the input optical depth, T y ,  is 
equivalent to specifying the dust mass. The input optical depth is defined as 
the radial optical depth that would result were the dusty medium distributed 
homogeneously in the model space. For a clumpy dust distribution, the 
optical depth along a given line of sight may have a  range of values from 
a small fraction of r y  to several times larger, depending on f f  and k ,  and 
the effective optical depth will be significantly reduced with respect to the 
homogeneous case (W itt &c Gordon, 1996, 2000).
In Figures 3.9 & 3.11a,b, we show the effects of varying tv  on the predicted 
SED with all other input parameters kept constant. Figures 3.11a &c 3.11b 
show a series of model calculations with increasing tv  for SHELL and DUSTY 
geometries, respectively. In both cases, as Ty increases, the IR SED broadens 
and the peak of the IR emission shifts to longer wavelengths. The shift to 
longer wavelengths, corresponding to lower dust tem peratures, is a result of 
higher dust masses with increasing ry. So even though more of the  input 
energy is absorbed as Ty increases, there is more dust to heat and the  dust 
is consequently cooler. The IR SED broadens as a  result of the increasing 
importance of the lower density medium in absorbing the input energy. For 
a constant f f  and k ,  as r y  increases, the fraction of energy absorbed in 
the low density medium increases. Since the low density medium reaches 
higher temperatures than the dense clumps, there is a wider range of dust 
temperatures for high r y  as compared to the low r y  models where most of 
the energy is absorbed in the dense clumps (see Figure 3.12). In addition, a t 
high r y , the opacity of the dust is still significant even at mid IR wavelengths
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Figure 3.9: Direct comparison of SHELL and DUSTY geometries a t ry =  1 
and rv  =  20. All other input parameters are fixed at the values in column 4 
of Table 3.2.
and some of the energy emitted by the dust is reabsorbed and emitted at 
longer wavelengths, further broadening the IR SED.
Along with ry ,  the physical size of the modeled region will determine the 
total dust mass of the system and hence affect the predicted IR spectrum from 
the dust emission. There is no dependence in the optical to UV spectrum 
on the system size since the radiative transfer depends only on the total 
optical depth through a given model bin. Since the total energy absorbed in 
a model bin depends only on the optical depth, it is independent of physical 
size of the model. On the other hand, the dust mass in a given model bin 
depends not only on the optical depth, but also the physical size of the 
bin; the larger the bin, the higher the dust mass (see Eq. 3.30). As the
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Figure 3.10: Comparison of the radial dust tem perature (Eq. 3.29) distribu­
tion of graphite grains in SHELL and DUSTY geometries for (a) Ty = 1 and 
(b) Ty =  20. All other input parameters are fixed at the values in column 4 

















Figure 3.11: Dependence of the model SED on variations in the input optical 
depth, n-, for (a) SHELL and (b) DUSTY global geometries. All other input 
parameters are fixed at the values in column 4 of Table 3.2.
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Figure 3.12: Size averaged equilibrium dust tem perature (Eq. 3.29) as a 
function of radial position. Temperatures in the low and high density model 
bins (§3.4.1) are plotted for two values of the input optical depth. For clar­
ity, only the tem peratures for the graphite grains are shown; results for the 
silicate grain component are similar. All other input parameters are fixed at 
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Figure 3.13: Variation of the model SED for a range of model sizes for an 
assumed (a) SMC and (b) MW dust model. All other input parameters are 
fixed at the values in column 4 of Table 3.2.
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tem perature an individual dust grain will reach depends on the ratio of the 
energy absorbed to the total dust mass, increasing the size of the model 
(and hence the size and dust mass of the individual model bins) results in a 
decrease in the tem perature of individual grains. Therefore, we expect the 
peak of the infrared emission to shift to longer wavelengths as we increase 
the size of the model. We see exactly this dependence in Figures 3.13a,b 
where we plot the predicted SED for a range of model radii from 100 pc 
to 5000 pc for both (a) SMC and (b) MW type dust models. The peak of 
the IR dust spectrum shifts from ~  45/xm to ~200/xm over the range of sizes 
considered. Of particular importance is the fact that, although the peak shifts 
to longer wavelengths, the spectrum is not what would be observed by simply 
shifting the smaller model SED to longer wavelengths. The larger models 
still exhibit substantial IR emission at shorter wavelengths from ~10/xm to 
~50/xm, illustrating the importance of the inclusion of small, transiently 
heated grains in the model. The transient heating of the small grains does 
not depend on the total energy absorbed. While the equilibrium heating 
of the dust results in lower dust temperatures, the tem perature excursions 
experienced by the small grains (§3.3.2) result in a contribution to IR SED at 
shorter wavelengths, characteristic of hotter dust grains. The same behavior 
is seen for both dust type models with the only difference being the higher 
mid IR emission from the MW type dust resulting from a larger contribution 
from small graphite grains to the SED (§3.5.3).
The input parameters that determine the dust mass in a given model 
are the physical size, t v , the dust model (MW, LMC, SMC), and the global
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Figure 3.14: Dependence of the total model dust mass on (a) the physical 
size and (b) rv for both DUSTY and SHELL geometries. In (a) ry is kept 
constant at 10 while in (b), the physical size is kept constant at 1000 pc. All 
other model parameters are fixed at the values in Column 4 of Table 3.2.
geometry. The dumpiness of the local dust distribution leads to statistical 
fluctuations in the total mass, but on average the mass of models with differ­
ent f f  and k  remains the same (W itt Gordon, 1996). The remaining input 
parameters pertain to the input stellar population and do not affect the dust 
mass. In Figure 3.14, we plot the dependence of the total model dust mass 
on (a) 7y and (b) physical size for the SHELL and DUSTY geometries.
3.5.5 A ge a n d  S ta r  F o rm a tio n  R a te
The application of the DIRTY model to starburst galaxies requires the 
specification of the stellar content of the galaxy along with its star formation 
history. In general, the star formation history can be characterized by either 
a burst scenario, wherein all the stars form at once and subsequently evolve, 
or by a constant star formation scenario, wherein stars form continuously 
as the starburst ages. While the situation in real starburst galaxies is likely 
somewhere in between, for the purpose of illustrating the DIRTY model, in 
this paper we consider only the constant star formation scenario. For the
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constant star formation scenarios we examine in this paper, an increase in 
either age or star formation rates will lead to an increase in the total mass 
of the starburst. Increasing the age of the starburst while keeping the SFR 
constant, while increasing the total stellar mass, results in an increase of 
the importance of the contribution of older, less luminous stars to the SED 
relative to the hot, young stars which dominate the UV. As the starburst ages, 
the massive young stars are continuously replenished and their contribution 
to the UV SED approaches a constant as an equilibrium is reached between 
their formation and evolution. Hence, increasing the mass of the starburst by 
increasing its age results in a higher and higher fraction of its energy being 
produced in the optical and NIR wavelength regime. The result is a change 
in the shape of the input SED as the starburst ages, the UV approaching 
a constant with the optical and NIR increasing in importance; see Figure 
3.15a. On the other hand, increasing the mass of the starburst by increasing 
the SFR at a constant age has the effect of simply scaling up the input SED 
(Figure 3.15b). At a given age, increasing the SFR results in an increase in 
the number of young and old stars and the total emitted energy increases at 
all wavelengths. In Figure 3.15a, the lower SED has the same total stellar 
mass as the lower SED in Figure 3.15b, and similarly for the middle and upper 
SEDs. The total stellar mass increases from the lower to upper SED in both 
Figures. The effects of these variations in the shape and total luminosity of 
the input SED on the predicted IR dust emission spectrum are illustrated in 
Figures 3.16a, 3.16b, and 3.17.
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As is seen in Figure 3.16b, increasing the SFR rate  a t a constant age 
results in a shift of the peak of the IR emission to shorter wavelengths. Since 
the shape of the input SED does not change, but only the total amount of 
input energy, the dust absorbs the same fraction of the to ta l energy (~97% 
for the cases plotted here) and the absorbed energy is distributed between 
the high and low density clumps in the same fractions as well. The result 
is th a t as the total amount of input energy is increased, all of the dust is 
heated to higher temperatures and the IR emission increases and its peak 
shifts to shorter wavelengths. Similarly, in the case of increasing age, the 
total IR  emission from dust increases and the peak of the IR  emission also 
shifts to shorter wavelengths. However, the effects are much less pronounced 
(Figure 3.16a). The reason for the smaller effect is three-fold. (1) Since 
the stellar population is aging, the same mass of stars produces less energy 
compared to a young, high SFR burst. Therefore, increasing the mass of 
the starburst by increasing its age results in a much sm aller increase in the 
energy available for absorption in the dust as compared to increasing the 
mass by the same amount by increasing the SFR. (2) The input SED has 
changed shape so there is a larger contribution to the to tal input energy 
at optical and NIR wavelengths, resulting in less efficient dust absorption 
since the efficiency of dust a t absorbing and scattering radiation decreases 
with increasing wavelength. As a result, energy is less likely to be absorbed 
and the fraction of the total energy absorbed by the dust falls from ~97% 
to ~83%  for the cases plotted in Figure 3.16a. (3) Also as a result of the 
decreasing efficiency of dust absorption, a higher fraction of the total energy
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
92
is absorbed in high density bins with increasing starburst age. Since the 
low density medium is heated to a higher temperature for a given input 
energy, the shift to increasing importance of the high density clumps results 
in a sm aller overall temperature increase, and hence less of a shift in the 
peak of the dust emission to shorter wavelengths, than would be the case if 
the relative fraction of energy absorbed in the high and low density media 
remained constant. For the cases plotted in Figure 3.16a, the fraction of the 
energy absorbed in the high density clumps increases from ~68%  to ~82% 
for the starburst ages considered.
The difference between the constant SFR rate and the constant age mod­
els is illustrated in Figure 3.17. The solid line represents the SED of a model 
with a to ta l stellar mass of 6.4 x 107 M© (SFR=1.6 M© yr_ l , age=40 Myr). 
We increase the mass of the model to  8 x 109 M© by increasing the SFR 
to 200 M© yr-1 keeping the age constant (dashed line) and by keeping the 
SFR constant and increasing the age to 5 Gyr (dotted line). Increasing the 
age increases the total dust emission by a small fraction and shifts the peak 
wavelength of the dust emission slightly to shorter wavelengths. On the other 
hand, increasing the SFR dramatically increases the total dust emission and 
shifts the peak wavelength significantly.
3.6 C on clusion  and Sum m ary
In this dissertation, we have presented the DIRTY model, a self-consistent, 
Monte Carlo, UV to far IR radiative transfer and dust emission model. The 
strengths of DIRTY include:
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Figure 3.15: Sample input SEDs from the PEGASE synthesis models (Fioc 
&: Rocca-Volmerange , 1997, 2000), (a) for increasing age a t a  constant SFR 
of 1 M0 yr~ l , and (b) for increasing SFR at a constant age of 100 Myr. In 
both figures, the total mass of the starburst is increasing from bottom to top 
and the to tal mass of the lower SEDs in (a) and (b) are equal, and similarly 



















Figure 3.16: Variation of the predicted SED with (a) increasing starburst 
age for constant SFR of 1.6 M© yr-1 and (b) increasing SFR at a constant 
burst age of 40 Myr. All other input model parameters are kept fixed at the 
values given in column 4 of Table 3.2.
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Figure 3.17: Comparison of predicted model SEDs with same total stellar 
mass. Solid line, total stellar mass of 6.4 x 107 M© with SFR=1.6 M© yr-1, 
age=40 Myr. The dotted line SED results from increasing the to tal stellar 
mass to 8 x 109 M© by increasing the starburst age to 5 Gyr while keeping the 
SFR constant at 1.6 M© yr-1 . The dashed line SED is the result of increasing 
the total stellar mass to 8 x 109 M© by increasing the SFR to 200 M© yr~l 
while keeping the age constant a t 40 Myr. All other input model parameters 
are kept fixed at the values given in column 4 of Table 3.2.
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•  Self-consistency. No ad hoc assumptions about the dust temperature 
are made; the dust is heated by the absorption of UV and optical photons 
originating from sources included in the model. The tem perature distribution 
of the dust grains, and hence their emission spectrum, is calculated self- 
consistently by keeping track of the energy absorbed by dust in the Monte 
Carlo radiative transfer.
•  A full treatm ent of the heating of and emission from small grains, 
including the effects of temperature fluctuations resulting from the absorption 
of single photons.
•  The ability to properly treat high optical depth situations. The iterative 
solution outlined above, wherein dust self-absorption is considered, permits 
the treatm ent of high optical depth cases, where the optically thin assumption 
may be violated even at IR wavelengths.
•  The use of Monte Carlo techniques to solve the radiative transfer equa­
tions allows the treatm ent of arbitrary  dust and heating source distribu­
tions as well as inhomogeneous dust distributions (dumpiness). Though we 
have concentrated on starburst galaxies in exploring the param eter space of 
DIRTY, it is of general applicability and can be used to model e.g., dust tori 
in AGNs and Quasars, circumstellar discs, individual star forming regions, 
and reflection nebulae.
•  Properly including the FIR emission from dust in DIRTY provides ad­
ditional information regarding the dust model, the nature of the heating 
source(s), and the physical size of the modeled region, not available through 
UV-NIR modeling alone.
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To emphasize this last point, we point out that the fits to any UV-NIR 
SED are degenerate; there are in general several possible combinations of 
geometries, dust models and heating sources which can provide essentially 
identical fits to the SED. However, by examining the IR dust spectrum  (total 
energy emitted by dust, peak wavelength of the IR emission, the strength of 
the mid IR emission relative to longer IR wavelengths, and strength of IR 
absorption and emission features), some of the degeneracy in the UV-NIR 
models can be lifted. Indeed, the FIR  dust spectrum provides information 
on the physical size of the region not accessible to UV-NIR modeling alone.
Future papers will detail the application of DIRTY to interpreting ob­
servations of astrophysical systems including individual starburst galaxies. 
Improvements to the current model are also being implemented. The dust 
model (e.g. composition and size distribution) is relatively simple to modify 
and we are exploring the effects of including more complicated dust models 
including amorphous carbon. In addition we have presented a fairly simple 
treatm ent of the PAH component here; we have not included a means of vary­
ing the relative strengths of the PAH features. Since the strengths of some of 
the features depend on the number of hydrogen atoms in the molecule, while 
others depend on the number of carbon atoms, the relative strengths can be 
varied by adjusting the hydrogen coverage, xh (see §3.2). Applications to 
specific, individual objects will require this sort of fine tuning as the relative 
strengths of the MIR emission features are observed to change from object to 
object and environment to environment (Cohen et al., 1989). A m ajor area 
of effort will be in applying DIRTY in a starburst model that will include
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multiple stellar populations and evolutionary effects. This will require the 
inclusion of the effects of the interaction between on-going sta r formation 
and dust, including the evolution of the grains due to processing, formation, 
and destruction (e.g. Efstathiou et. al., 2000).
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4. M odeling  Starburst G alaxies from  th e  U ltraviolet to  th e  Far
Infrared: T he IU E  Sam ple
4.1 In trod uction
Observations over the last two decades, especially with the Infrared As­
tronomy Satellite (IRAS) and more recently the Infrared Space Observatory 
(ISO), have revealed that galaxies contain large quantities of dust, radiating 
what can amount to a large fraction of their total emitted energy at mid 
to far infrared (IR) wavelengths. While dust is not a large fraction of the 
interstellar medium (ISM) of a typical galaxy (~1% of the gas mass in the 
Milky Way), it can have a profound effect not only on the appearance of a 
galaxy but also its evolution. Dust affects the appearance of galaxies because 
it is very efficient at absorbing short wavelength photons ( ^  10 /xm) and re- 
emitting them at IR wavelengths. Dust has an effect on the evolutionary 
history of galaxies because of its role in the chemical evolution of galaxies 
and in regulating star formation. Actively star forming galaxies, e.g., star- 
burst galaxies, contain large quantities of dust and thus the role of dust is 
especially im portant in these systems. In this paper, we are concerned both 
with the affects that dust has on the observed spectral energy distribution 
(SED) of starburst galaxies, which in turn affects quantities derived from the 
SED, e.g., the age, star formation rate, and star formation history, as well as 
the character, amount and distribution of the dust itself.
The intense star formation associated with starburst phenomena is ob­
served to occur in localized, kiloparsec scale regions (O’Connell, Gallagher
98
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& Hunter, 1994: Heckman, 1999). A large fraction of nearby galaxies are 
active star-form ing galaxies (Soifer et al., 1987; Salzer et al., 1995; Gallego 
et al., 1995) and all galaxies detected a t redshifts z > 2 (Steidel et al., 1996; 
Lowenthal et al., 1997) display the characteristics of nearby starburst galax­
ies (Heckman et al., 1998). Observations of far IR bright galaxies at high 
redshift (Rowan-Robinson et al., 1991; Hughes et al., 1998; Eales et al., 1999; 
Barger et al., 1999; Barger, Cowie & Richards, 2000) indicate th a t dust can 
appear in large quantities quite early in the life of a galaxy. Thus, the study 
of local starburst galaxies has implications not only for understanding the 
mechanisms of star formation itself, bu t also the formation and evolution of 
galaxies over the age of the universe.
Even though dust plays such a critical role in galaxies, one of the most 
uncertain factors in the interpretation of galaxy observations is the dust. The 
reason for this is simple; galaxies are complex objects composed of stars, gas 
and dust mixed together in complicated geometries and in widely varying 
environments. The relative spatial distribution of the stars, gets, and dust 
plays an im portant role in determining the importance of dust absorption 
and scattering on the SED (W itt, Thronson & Capuano, 1992; W itt & Gor­
don, 1996, 2000). Disentangling the roles the relative distribution of stars 
and dust, the physical properties of the dust, and the stellar populations, 
have in determining the observed SED of a starburst galaxy requires the use 
of multiwavelength observations and sophisticated, realistic models. Models 
of dusty galaxies must incorporate realistic geometries, both on a local as 
well as a  global scale. The importance of the global distribution of stars
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and dust in determining the effects of dust on the transfer of radiation in 
stellar systems, including galaxies, has been investigated by W itt, Thronson 
& Capuano (1992) and W itt & Gordon (1996, 2000). They find that the 
observed ultraviolet (UV) to near IR SED will be dominated by the least 
attenuated stars. As a result, estimates of the amount of dust present and 
how it is modified the intrinsic SED based on dust signatures in the UV and 
optical SEDs of galaxies will always be underestimates. On a local scale, 
observations in our own Galaxy as well as external galaxies reveal that the 
ISM. including dust, is highly non-homogeneous, exhibiting structure on a 
variety of spatial scales. W itt & Gordon (1996, 2000) examined the effects 
of including non-homogeneity by studying the radiative transfer in a clumpy, 
two phase medium. They found that such local dumpiness allows more pho­
tons to escape than an equivalent amount of dust distributed homogeneously. 
Therefore, not accounting for either the local or global structure of the ISM 
can lead to serious underestimates in the amount of dust present as well 
as erroneous estimates of stellar quantities of interest, including e.g., star 
formation rates. The physical properties of dust are normally parameter­
ized by the wavelength dependence of the dust extinction. Extinction curves 
have been determined observationally only for local group galaxies, e.g., the 
Milky Way and the Magellanic Clouds. Significant variations in extinction 
curves are observed along different lines of sight in the Milky Way as well 
as between extinction curves in the Milky Way, LMC, and SMC. The most 
prominent feature observed in UV extinction curves is the 2175 A bump. 
The bump varies widely in strength between the Milky Way (Cardelli, Clay­
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ton & Mathis, 1989; Clayton, Gordon, &: Wolff, 2000a), the LMC (Misselt, 
Clayton & Gordon, 1999), and the SMC (Gordon & Clayton, 1998), where it 
is essentially absent. Previous work has suggested that the extinction curves 
of starburst galaxies lack a 2175 A bump (Gordon, Calzetti & W itt, 1997). 
The lack of a 2175 A bump may result from processing of unshielded dust 
near regions of active star formation. In order to address such questions in 
starburst galaxies as well as have the flexibility to accommodate the effects of 
a variety of extinction curves on the observed SED, realistic starburst models 
must have a range of dust grain properties to choose from.
Since the presence of dust in a galaxy can result in much of its energy 
emerging in the IR, inclusion of UV to far IR data in the modeling is crit­
ical to account for both the extinction at short wavelengths as well as the 
re-emission by heated dust in the IR. Reprocessing of UV/optical photons 
into FIR photons occurs through two basic processes depending of the size of 
the dust grain. Large dust grains (r >  O.Olfim) a ttain  thermal equilibrium 
with the radiation field and em it as modified blackbodies with an equilib­
rium temperature, Teq. However, grains with r < 0.01/xm (and also large 
molecules, e.g., PAH) have small heat capacities and the absorption of even 
a single UV/optical photon can substantially heat the grain. These small 
grains will not reach an equilibrium temperature but will instead undergo 
temperature fluctuations. Observationally, a substantial population of small 
grains undergoing temperature fluctuations would be manifested in higher 
mid IR fluxes than expected from large grains in equilibrium. Such an excess 
has been observed in a variety of environments including galaxies (Selgren
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et al., 1985; Boulanger et al., 1988; Boulanger & Perault, 1988). This re­
quires that realistic starburst models include a mechanism for treating such 
"transiently heated” small grains.
We have developed a UV to far IR dust radiative transfer model, DIRTY, 
which employs Monte Carlo techniques to solve the radiative transfer equa­
tions through inhomogeneous dusty media with arbitrary 3-dimensional ge­
ometries with no symmetries (Misselt et al., 2000; Gordon et al., 2000). 
DIRTY includes a rigorous treatm ent of the heating of the dust and its 
subsequent re-emission in the IR, properly accounting for the  effects of the 
transient heating of small grains. In this paper, we apply the DIRTY model 
to the SEDs of individual starburst galaxies and derive both stellar (star 
formation rates, histories) as well as dust (type, distribution, mass) proper­
ties for each. In §4.2, we describe the observational sample selected for this 
study. A brief description of the DIRTY model and its application to star- 
burst galaxies is given in §4.3. The results of the application of our model 
to individual starburst galaxies is presented in §4.4. Finally, our results and 
their implications are discussed in §4.5.
4.2 T h e  D a ta
For this study, we selected a sample of seven starburst galaxies (Table 
4.1) for which UV to far IR SEDs were available in the literature. Here, we 
briefly review the sources of the data  used in this study, starting  with the UV 
and progressing to the far IR. For a detailed description of the observations, 
the reader is referred to the original literature cited below.





























Mrk 347 116 5.6 x 11.2 13.5 0.3 0.05
Mrk 66 131 6.4 x 12.8 1.7 0.35 0.01
NGC 5860 108 5.2 x 10.4 18.6 0.5 0.02
NGC 6090 180 8.7 x 17.4 67.9 0.3 0.02
Tol. 1924-416 67 3.2 x 6.4 4.8 0.6 0.09
NGC 7673 68 3.3 x 6.6 7.8 1.25 0.04
NGC 7714 56 2.7 x 5.4 10.5 1.65 0.05
1 Assuming H0 =  50 km s 1 Mpc- 1 .
2 Physical dimensions enclosed by IUE aperture at the distance of the galaxy.
3 Star formation rate derived from reddening corrected Ho luminosity and the calibration of Kennicutt (1998). Ho luminosities 
were taken from Calzetti et al. (1995).
4 Angular size (average of major and minor axes).
5 Foreground Milky Way reddening.
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In order to ensure the existence of UV data, the galaxies in our sam­
ple were selected from the IUE atlas of Kinney et al. (1993). The UV data 
consist of IUE spectra obtained with the short wavelength (SWP) and long
// n
wavelength (LWR and LWP) spectrometers through the 10 x 20 aper­
ture. The data were extracted from the IUE final archive and processed with 
NEWSIPS. The IUE data have a resolution of ~ 6  A for the SWP and ~ 8  A 
for the LWR and LWP cameras. For purposes of comparison with mod­
els. the data have been convolved with 30 logarithmically spaced synthetic 
square bandpasses. Errors of 15% have been adopted for the UV data  points 
(Gordon et al., 1999).
Aperture matched optical spectroscopy is available for all seven galaxies 
in our sample (Mcquade et al., 1995; Storchi-Bergmann, Kinney & Challis, 
1995). The observational apertures were selected to match as closely as 
possible the IUE aperture so that SEDs may be constructed using emission 
from the same volume of a galaxy at all wavelengths. As in the case of the 
UV spectra, the optical spectra have been convolved with synthetic square 
bandpasses to facilitate comparison between the models and the observed 
spectra. Errors of 10% have been adopted for the optical data points (Gordon 
et al., 1999).
The near IR data (J, H, and K band) were obtained from the literature 
(Calzetti, 1997; Gordon, Calzetti & W itt, 1997) as w-ell as from new obser­
vations. New data were obtained at the Mt. Laguna Observatory and the 
NASA Infrared Telescope Facility, using the NIRIM and NSFCAM near in­
frared imagers, respectively. Standard reduction steps were performed on
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both data  sets and magnitudes were extracted using a 10 x 20 rectangular 
aperture centered on the galaxies. For all but one galaxy, da ta  were available 
from at least two of the three (Calzetti 1997, Laguna, IRTF) d a ta  sets; data 
for Mrk 66 were obtained at IR FT  only. The magnitudes obtained from the 
different data  sets agreed to within the uncertainties (typically ±0.05 mag). 
The magnitudes at J, H, and K were converted to fluxes using the zero points 
of Bessel Brett (1988).
The far IR data  were obtained from several sources. The IRAS data  at 
12, 25, 60, and 100 were taken from the IRAS Faint Source Catalog 
(Moshir et al., 1990). Data from the ISO satellite for all seven galaxies were 
taken from Acosta-Pulido et al. (1996), Kriigel et al. (1998), and Calzetti et 
ai. (2000). ISOPHOT 150 &c 205 /zm da ta  were taken from Calzetti et al. 
(2000) for six of the seven galaxies in our sample, while 60-205 /xm ISOPHOT 
data  were taken from Kriigel e t al. (1998) for NGC 7714. In addition to the 
Calzetti et al. (2000) 150 & 205 /im d a ta  for NGC 6090, Acosta-Pulido et al.
(1996) obtained extensive ISO spectroscopy (~  6 — 12 ^m) and photometry 
(~  3 — 200 /xm) which we have included in our dataset. The large IRAS and 
ISO apertures (~  3 ) encompass the full galaxy for all the galaxies considered 
here.
4.3 T h e Starburst M odel
Modeling the observed SED of a starburst galaxy including the effects of 
dust requires the specification of the stellar population and a dust radiative 
transfer model. This model m ust account for the physical characteristics of 
the dust as well as its distribution relative to the stellar population. We
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employ the stellar population synthesis models of Fioc & Rocca-Volmerange 
(1997. 2000) in combination with the DIRTY radiative transfer model (W itt 
&c Gordon, 1996, 2000; Misselt et al., 2000; Gordon et al., 2000). In this 
section, we briefly describe the application of the DIRTY model to starburst 
galaxies. A detailed description of the DIRTY model can be found in Misselt 
et al. (2000) and Gordon et al. (2000).
The stellar and nebular components of the starburst were modeled using 
the stellar evolutionary synthesis (SES) models of Fioc & Rocca-Volmerange 
(1997, 2000) (PEGASE models). The SES models were run for both instan­
taneous (burst) and constant star formation scenarios using an initial mass 
function (IMF) with a Salpeter (1955) slope (a  =  2.35) and a  mass range 
of 0.1 to 100 M0 . The PEGASE models employ Padova evolutionary tracks 
(Bressan et al., 1993) and the spectral library of Lejeune, Cuisinier & Buser
(1997). W ith this SES model, SEDs from 0.08-160 /zm were generated with 
ages between 1 x 106 and 1.9 x 1010 yr and for a range of metallicities (—2.3 
to +0.7) for both burst and constant star formation histories.
To model the effects of the transfer of the stellar and nebular energy from 
the SES models through the dusty inter-galactic medium, we employ the 
DIRTY model (Misselt e t al., 2000; Gordon et al., 2000). DIRTY utilizes 
Monte Carlo techniques to model the transfer of photons through inhomo- 
geneous dusty media with arbitrary geometries and includes the effects of 
dust heating and re-emission on the predicted SED. The dust heating and 
re-emission includes the treatm ent of transient heating of small grains and 
their subsequent emission a t temperatures in excess of their equilibrium tem­
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
107
perature. To model starburst galaxies, we adopt two spherical global geome­
tries which we call DUSTY and SHELL. The DUSTY geometry consists of 
stars and dust mixed uniformily throughout the spherical model space. In 
the SHELL case, a star-free shell of dust surrounds a  dust-free sphere of 
stars. The stars extend from the center of the region to 0.3 Rq, where Rq 
is the system radius, while the dust shell extends from 0.3 R q < r < Rq. 
The dum piness of the dust is characterized by the density ratio, k2/ k \which 
determines the relative densities of the high and low density media and the 
filling factor j f=  0.15 which determines the frequency of occurrence of high 
density clumps. We employ two different dust models, one appropriate for 
MW type dust and the other for SMC type dust.
4.4 F its to  Individual G alaxies
We have adopted a two step procedure in our efforts to fit the SEDs of 
individual galaxies from the UV to the far IR. As computing the IR dust spec­
trum is computationally the most expensive part of the modeling, initially a 
large grid of UV to near IR model SEDs is produced without calculating the 
dust emission spectrum. Models are calculated for the different dust proper­
ties (SMC and MW), geometries (DUSTY and SHELL), and sta r formation 
histories (burst and constant). The grids span a range of ages (1 - 19000 Myr), 
optical depths ( 0.25 <  tv  < 50), and density ratios (0.001 <A:2/fci<10). All 
model SEDs are calculated assuming Jf=  0.15. From this large space of po­
tential models, best fit cases are selected using the x2 criterion. The x 2 was 
computed via
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i n Fobs(\) — Fmod(X i) 2 (4.1)
a(A0
where n is the number of data points in the observed UV to near IR SED, 
d is the number of degrees of freedom, and F06,(Al) and Fnux/(At) are the 
observed and model flux at the ith  point in the SED, respectively. The 
UV' and optical fluxes are computed by convolving the observed spectra and 
the calculated model SEDs with synthetic square bandpasses. The model 
near IR fluxes are computed by convolving the model SEDs with standard 
J. H, and K bandpasses (Bessel & Brett, 1988). The ith  uncertainty in Eq.
4.1 is computed as the quadrature sum of the uncertainties in the observed 
data with model uncertainties, assumed to be 10%. Although the far IR 
data are not explicitly included in the fit at this stage, some information 
about the far IR is included in selecting the best fit models. Assuming that 
the observed far IR emission results entirely from dust re-emission, simple 
energy conservation requires that the total energy absorbed for a  given model 
configuration equal the total observed output energy a t far IR wavelengths. 
The absorbed energy is easily computed for each model from the ratio of 
the total unattenuated input energy to the total output energy predicted. 
We compute the total observed far IR energy by integrating the observed 
IRAS 12-100 fim  fluxes. The contribution of the FIR to the total energy 
is estimated from the tail of a single temperature modified (pdust ^~2) 
blackbody fit to the 60 and 100 p m  fluxes. We reject models which have 
X2 > 2 or for which the predicted to tal output far IR energy is greater than 
a factor of two different from the observed far IR energy as computed above.
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This procedure generally results in a grid of several hundred potential models 
with several minima in the x 2 distribution.
The next step in our procedure is to include the calculation of the dust 
emission spectrum. The model with the lowest x 2 fit to UV to near IR 
observed SED from the above procedure is run through the calculation of 
the dust emission spectrum for a range of sizes and the x 2 re-calculated 
from Eq. 4.1, now with the far IR data included. The model fluxes in the 
IRAS bandpasses are calculated by convolving the model spectra with the 
IRAS response functions as tabulated in the online IRAS Explanatory Sup­
plement. In the case of the ISO data, the model spectra are convolved with 
square filters with central wavelengths and widths taken from the ISOPHOT 
Observer’s Manual. The goodness of the fit is estimated from x 2 and a vi­
sual inspection. Based on a comparison of the model prediction with the 
observed IR data, other minima in the UV to near IR x 2 d istribution are 
selected in an attem pt to improve the fit of the model dust spectrum  to the 
data. For example, if the initial best fit UV to near IR model underestimates 
the amount of IR emission from dust, an adjacent minimum with a  higher 
star formation rate or higher k ^ /k iwill be selected since both adjustments 
will result in more energy being re-emitted at IR wavelengths (Misselt et 
al., 2000). Generally, 10-15 IR dust emission spectra are calculated in this 
manner. Our adopted final best fit for an individual galaxy is the one for 
which the total UV to far IR x 2 is minimized. Although this procedure does 
not exhaustively search the full model parameter space, it does sample the
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range of allowable parameters that can simultaneously satisfy both  the UV, 
optical and IR observational constraints.
4.5 D iscussion
We have applied the above fitting procedure to the seven galaxies in our 
sample. The best fit UV to far IR model for each galaxy is plotted in Figures
4.1 to 4.7, along with the observed SED. In addition, we plot the fraction of 
the total energy absorbed by dust as a function of radius as well as the radial 
dust tem perature profiles for each galaxy. These tem peratures represent 
radial averages of the size averaged equilibrium dust tem perature and hence 
don't reflect the tem peratures reached by fluctuating small grains. In Tables
4.2 and 4.3 we show the stellar and dust parameters, respectively, for the 
best fit model for each galaxy. For three galaxies (Mrk 66, NGC 6090, & 
NGC 7714), the best fit UV to near IR  model incorporates SMC dust while 
fits to the entire UV to far IR SED favors the use of MW type dust. For these 
three galaxies, we have included a second line in Tables 4.2 and 4.3 with the 
parameters for the best fit UV to far IR  model using SMC type dust. The 
best fit SMC models along with the best overall model fit for these three 
galaxies are plotted in Figures 4.2, 4.4, and 4.7 (see discussion below).
4.5.1 F ittin g  P aram eters
W ith the exception of NGC 7714, all of the galaxies in our sample are best 
fit using input SEDs with constant sta r formation histories, s ta r formation 
rates that range from ~  4 -  80 M© yr~ l , and ages that range from ~  0.4 -
2.5 Gyr. The UV to far IR SED of NGC 7714 is best fit using a 45 Myr 
old burst of star formation with a total mass of ~  3 x 109 M© for the input
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Figure 4.1: Left: Best fit model SEDs for Mrk 347 calculated using the 
parameters in Tables 4.2 and 4.3 along with the best fit single temperature 
modified blackbody fit to the 60-205 fxm data (dashed black line, column 
8 of Table 4.3). Right: Fraction of the total energy absorbed as a function 
of radius along with the radial equilibrium dust tem perature profiles for the 
both the high and low density medium.
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Figure 4.2: Same as Figure 4.1 for Mrk 66.
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Figure 4.3: Same as Figure 4.1 for NGC 5860.
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Figure 4.4: Same as Figure 4.1 for NGC 6090.
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Figure 4.5: Same as Figure 4.1 for Tol 1924-416.
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Figure 4.6: Same as Figure 4.1 for NGC 7673.

















Table 4.2: Model Parameters: Stellar
Galaxy ty p e 1 SFR2 Age (Myr) F,-s Geometry / o J Metallicity x2
Mrk 347 Constant 5.78 2500 1.31 Shell 0.58 -0.4 0.50
Mrk 66 Constant 5.16 1000 1.01 Shell 0.58 -0.54 1.23
Constant 4.48 1400 0.92 Dusty 0.51 -0.54 1.44
NGC 5860 Constant 16.8 1000 2.58 Shell 0.75 -0.31 2.02
NGC 6090 Constant 76.0 350 7.06 Shell 0.88 -0.16 5.20
Constant 52.6 1200 5.72 Shell 0.85 -0.16 13.1
Toll924-416 Constant 4.42 400 3.55 Shell 0.49 -0.61 0.55
NGC 7673 Constant 9.58 1600 6.57 Shell 0.70 -0.45 0.76
NGC 7714 Burst 3.37 xlO9 45 14.4 Shell 0.84 -0.22 1.63
Burst 3.02xl09 40 13.8 Shell 0.82 -0.22 2.12
1 Star formation scenario.
2 For constant star formation, SFR in Mq yr- 1 . For burst, total mass of burst in M@.
3 Integrated flux of the input SED in 10-10 erg s _1 cm - 2 .


















Table 4.3: Model Parameters: Dust
Galaxy TV1 ki/k] Dust Type
Size








Mrk 347 1.0 0.01 SMC 5.0 0.92 0.05 30 2 3 -5 2 25.4
Mrk 66 0.75 0.5 MW 2.5 0.24 0.72 32 3 0 -6 2 3.5
1.5 0.005 SMC 2.5 0.95 0.01 2 9 -4 5 6.8
NGC 5860 1.5 0.5 MW 7.5 0.23 0.74 30 2 5 -5 4 26.7
NGC 6090 3.0 0.05 MW 15.0 0.62 0.34 34 1 8 -4 8 475
5.0 0.005 SMC 10.0 0.86 0.10 19 -  58 508
Toll924-416 0.5 0.1 MW 0.8 0.59 0.38 48 4 5 -9 3 0.23
NGC 7673 2.0 0.001 SMC 4.0 0.95 0.02 33 2 6 -5 0 32.1
NGC 7714 4.5 0.005 MW 1.0 0.93 0.03 37 3 2 -9 3 3.3
4.5 0.001 SMC 1.5 0.94 0.02 3 0 -6 3 10.2
1 Radial optical depth for the equivalent homogeneous dust model.
3 //ii/<  are the fractions of the total energy absorbed by dust in the high and low density medium, respectively.
3 Best fit single temperature modified (o a  A-2 ) blackbody.
4 Radially averaged equilibrium dust temperatures for graphite grains.
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Figure 4.7: Same as Figure 4.1 for NGC 7714.
SED. All of the best fit models employ the SHELL geometry and 50% -  80% 
of the input energy is absorbed by the dust. The preponderance of SHELL 
geometries in not surprising given tha t it is likely a realistic approximation 
to the geometry of individual star clusters, wherein the high radiation fields 
near the star clusters will tend to create central dust free cavities. The 
derived optical depths range between 0.5 <  tv  <  5.0 and the density ratio 
k2/k \  varies from 0.001 (NGC 7673) to 0.5 (Mrk 66). The value of k2/k \  
determines the relative importance of the high and low density dusty media 
in absorbing the input energy. For higher values of k2/k i ,  a larger fraction of 
the total dust mass will be in the low density medium and a higher fraction of 
the energy will be absorbed in the low density medium. In columns 6 and 7 of 
Table 4.3. we give the fractions of the input energy absorbed in the high and 
low density medium, respectively. The totals of these two values do not add 
up to 100% as we require global energy conservation only at the 95% level to 
avoid computations in a large number of model bins that contain only a small 
fraction of the total absorbed energy (see Misselt et al., 2000). Dust in the 
low density medium will generally reach higher temperatures than the dust
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Figure 4.8: (a) Comparison of SFR derived from our models (SFRrood, col­
umn 3. Table 4.2) with those derived from reddening corrected H a fluxes 
(SFR//q, column 4, Table 4.1). Uncertainties in SFR//Q are assumed to be 
±50% (Kennicutt, 1998) while the errors on SFRmod are derived from con­
sidering the range of SFR allowed by our fitting procedure, (b) Comparison 
of the dust mass derived from our models (Mdust,mod, column 10, Table 4.3) 
with those derived by Calzetti et al. (2000) (Mdus£iC). We have assumed er­
rors of ±50% for Mdus£iC, while the errors in MdUs£,mo<£ are derived from the 
range of possible model fits. In both plots the solid line represents the line 
S F Rrnod ( ̂ ', d̂ust,mod)= S F R tfQ(Mdus£iC).
in the high density media and thus contributes to the shorter wavelength IR 
dust emission. The star formation rates derived from our models (column 
3 of Table 4.2) are in good agreement with the instantaneous rates derived 
from reddening corrected Ha fluxes (column 4 of Table 4.1), generally falling 
within a factor of two (see Figure 4.8a).
The range of tem peratures reached by the dust in our models is given in 
column 9 of Table 4.3 along with the best fit single temperature modified 
black body (column 8). The single tem perature fits were done only to the 
observed SED for wavelengths > 60 fim. The temperatures derived from the 
modified black body fits fall within the range of dust temperatures derived 
from our models. W ith reference to Figures 4.1 to 4.7, it can be seen that 
the fraction of the total energy absorbed peaks in the inner regions and
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falls slowly towards the outer regions of the dust shell. The radial dust 
temperature profile of our models reflects this pattern of energy absorption; 
dust in the inner regions of the shell, near the starburst, absorbs more energy 
and is therefore heated to higher tem peratures and the dust tem perature falls 
off with radial distance from the heating source as the fraction of the total 
energy absorbed falls. The dust emission spectrum in our models is thus a 
superposition of the emission from dust a t a  range of temperatures, with the 
cool dust producing the far IR emission being in the outer regions of the shell 
and the mid IR emission originating from the inner regions of the shell near 
the starburst. The dust in our model a t the tem perature corresponding to the 
best fit single tem perature modified black body generally falls approximately 
half way out in the dust shell. The range of temperatures inside and outside 
the middle region broaden the IR SED beyond that of a single blackbody. In 
addition, transiently heated grains a t all model radii contribute to the mid 
IR spectrum, typically contributing 15-20% of the total energy em itted by 
the dust.
One parameter derived from our fits to the IR dust spectrum is the phys­
ical size, R q , (column 5, Table 4.3) of the starburst region. R q is defined as 
the radial distance from the center of the model to the outer edge of the dust 
distribution, and is a free param eter in the fitting of the IR SED. Increasing 
R q increases the dust mass for a given optical depth and increases the av­
erage distance of the dust grains from the central heating source. The net 
effect is to decrease the amount of energy an individual dust grain absorbs 
and hence lower the dust tem perature. Conversely, decreasing R q increases
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the average dust temperature. Therefore, varying R q allows us to adjust the 
wavelength of the peak IR emission. The interpretation of Rq is complicated 
by the fact that we are modeling the starburst region as a single set of heating 
sources surrounded by dust whereas starbursts may in reality be composed of 
several individual star clusters (O’Connell, Gallagher & Hunter, 1994; Din- 
shaw et al., 1999; Scoville et al., 2000). The size of the IUE aperature at 
the distance of the galaxies in our sample ranges from 2.7 kpc x 5.4 kpc to 
8.7 kpc x 17.4 kpc (column 3 of Table 4.1) and therefore the observed SED at 
all wavelengths is constructed from a flux weighted sum of contributions from 
several regions. In our model calculations, R q for a given galaxy is weakly 
correlated with two quantities, the intrinsic luminosity of the input SED and 
the projected size of the IUE aperture a t the distance of the galaxy. These 
correlations suggest that R q is not a direct measure of the size of any one 
individual region in the galaxy, but instead corresponds to a representative 
distance at which the energy density of radiation from the heating sources 
reaches a value that will result in a given mass of dust reaching a tem perature 
corresponding to the peak wavelength of the observed IR emission. In the 
simple case of a centrally located radiation source surrounded by a shell of 
dust, R q would correspond approximately to the physical size of the region.
4.5.2 C o m p ariso n  w ith  O th e r  M o d e lin g  E ffo rts
Calzetti et al. (2000) employed single and two temperature modified black 
body fits to describe the long wavelength (> 40 /im) IR emission from five 
of the galaxies in our sample (Mrk 347 =  IC 1586, NGC 5860±, NGC 6090, 
Tol 1924-416, & NGC 7673). They derive dust temperatures of ~50 and
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~25 K for the warm and cold dust components, respectively. The range 
of temperatures we derive from our models encompass both the warm and 
cold component temperatures of their fits for all the galaxies. The warm 
component of Calzetti et al. (2000) corresponds to dust situated at near the 
starburst in our model (see Figures 4.1 -  4.7) and the cold component to 
dust in the outer regions. Calzetti et al. (2000) derive dust masses based 
on their single and two temperature fits and the perscription of Young et 
al. (1989). Comparing the dust masses presented derived from our model 
(column 10 of Table 4.3) with theirs (see Figure 4.8b), we find tha t the dust 
mass derived from our models exceed their estimates by a factors ranging 
from 1.4 (NGC 7673) to 7 (NGC 5860; the poor quality of the fit to NGC 5860 
is reponsible for our large estimate of the dust mass in this case). This is not 
suprising in light of the fact that estimates of the dust mass based on single 
and two temperature fits in the IR tend to be biased towards the minimum 
amount of dust (Kwan & Xie, 1992). Our dust masses are derived not only 
based on the requirements of the dust emission from the whole IR SED 
(rather than just the emission a t A >  60 /xm), but also information about 
the amount of dust required to produce the scattering and absorption in the 
UV and optical SED, while not contributing significantly to the IR emission. 
It is interesting to note that the higher dust masses from our models improve 
the agreement of the derived gas-to-dust ratios with the Milky Way value. 
For example, Calzetti et al. (2000) derive a gas-to-dust ratio for Mrk 347 
which is 4-5 times larger than the typical gas-to-dust ratio in the Milky Way 
(100-150; e.g., Sodroski et. al. 1997), rather than the factor of two expected
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accounting for metallicity differences between the Milky Way and Mrk 347. 
We derive a dust mass for Mrk 347 of 2.54 x 107 M© which is a factor of 2.2 
larger than that derived by Calzetti et al. (2000). Assuming this larger value 
for the dust mass in Mrk 347, its gas-to-dust ratio is reduced to a factor of 
two larger than that of the Milky Way, consistent with expectations.
Among the galaxies in our sample, only NGC 6090 has been extensively 
modeled in the literature (Manske & Henning, 1998; Silva et al., 1998; Efs- 
tathiou, Rowan-Robinson &: Siebenmorgen, 2000). Detailed comparisons of 
the models is complicated by the different assumptions in the construction 
and focus of the models. For example, both Silva et al. (1998) and Efstathiou, 
Rowan-Robinson & Siebenmorgen (2000) construct evolutionary models in 
which the star formation occurs in dense “molecular cloud” environments 
which evolve in time. However, we can compare some global quantities de­
rived from each model. Efstathiou, Rowan-Robinson & Siebenmorgen (2000) 
find the SED of NGC 6090 is best fit by an exponentially decaying burst of 
s tar formation with an age of 64 Myrs. Manske & Henning (1998) do not 
attem pt to self-consistently model the UV to far IR SED of NGC 6090, in­
stead concentrating on reproducing the mid IR SED. They model NGC 6090 
with a central heating source, L  =  1.3 x 10llZ/©, surrounded by a dusty 
torus (Mforus =  6.75 x 106 M©) with 27 hot spots embedded in it, each 
with L =  1 x 109L©. The resulting dust SED was multiplied by a factor 
of two to account for the double nuclear structure of NGC 6090 (Mazzarella 
&c Boroson, 1993), so the equivalent total input energy in their model is 
~  2 x 1.6 x 10UL©, roughly a factor of ~  1.75 lower than the integrated
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luminosity of the input SED used in our model. An additional 23 K dust 
component was included in an attem pt to reproduce the observed far IR emis­
sion. This cool dust component was not included in the radiative transfer 
calculation. The model of Silva et al. (1998) is restricted to a spherically sym­
metric distribution of stars, dust, and molecular cloud environments within 
which an exponentially decaying burst of star formation occurs. Silva et al. 
(1998) derive an average star formation rate of 68 M© yr-1 and a total dust 
mass of 450 x 106 M q. The values derived from our best fit, 76 M© y r-1 
and 475 x 106 M©, respectively, are in good agreement. A quantitative com­
parison of the quality of fit to the observed SED is not possible as Manske 
& Henning (1998), Silva et al. (1998), and Efstathiou, Rowan-Robinson & 
Siebenmorgen (2000) do not provide any quantitative estimate of the good­
ness of their fits.
4.5.3 M W  vs. SM C  T ype D u st
One of the striking features of our fits is the preponderance of MW type 
dust models, with 5 of the 7 galaxies requiring MW type dust. This is 
especially interesting in light of the conclusion of Gordon, Calzetti & W itt 
(1997), based on UV data  around the region of the 2175 A bump, th a t the 
starburst galaxies in the IUE sample contain SMC type dust. The “bias” 
towards finding MW type dust in our fitting procedure has its origin in the 
mid IR emission. Fitting the mid and far IR emission simultaneously requires 
a large range of dust temperature, typically ~  20 — 30 K for the far IR and 
several 100 K for the mid IR (~  12 /xm). Since transiently heated grains reach 
higher temperatures than their larger counterparts, their presence in larger
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numbers results in increased emission in the mid IR. Therefore, the MW 
dust model, which contains a larger number of small graphite grains than 
SMC dust model, is favored in the IR fitting. The small graphite grains that 
contribute to the mid IR emission are also the carriers of the 2175 A bump 
in our dust models. Consequently, models which incorporate MW type dust 
that have higher values of \ 2 when considering only the UV and optical d a ta  
produce better overall fits to the observed data when considering the entire 
SED of the galaxy. This is especially evident when considering NGC 6090, for 
which a large amount of mid IR data is available (Acosta-Pulido et al., 1996). 
The best fit MW and SMC models in Figure 4.4 are essentially identical for 
wavelengths greater than ~  30 /jm. The improvement in the x2 achieved by 
using a MW type dust model results entirely from the mid IR data. The 
absence of IUE data through the bump region in the UV means we cannot 
unequivocally rule out MW type dust based on the UV, but the slope of the 
observed UV SED on the short wavelength side of the bump clearly favors 
a dust model with a reduced population of bump carriers (e.g., SMC type 
dust). In the cases of Mrk 66 (Figure 4.2) and NGC 7714 (Figure 4.7), these 
trends are less clear, but nonetheless the same arguments apply.
This apparent conflict in the requirement of self-consistently fitting the 
UV to far IR SED can be resolved in several ways. Increasing the mid 
IR emission could be done by introducing a small grain component that, 
while contributing the mid IR emission through equilibrium and transient 
heating, is not a carrier of the 2175 A feature, e.g., small amorphous carbon 
grains (Clayton et al., 2000b). A grain model which includes an amorphous
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carbon component in addition to the graphite and silicate components could 
reproduce the observed enhanced emission in the mid IR without introducing 
a bump feature in the UV.
Alternatively, we have made the assumption of a single stellar popula­
tion with a simple star formation history in modeling the stellar populations 
(§4.3). This is certainly an oversimplification of the true situation. For ex­
ample, NGC 6090 is actually composed of two galaxies undergoing a merger 
(Mazzarella & Boroson, 1993; Hwang et al., 1999; Dinshaw et al., 1999). Both 
galaxies are classified as H II region like (Veilleux et al., 1995), and both  are 
included within the IUE, optical and IR apertures. Thus, the observed SED 
we have constructed is the flux weighted average of a t least two stellar pop­
ulations and dust configurations. If the dust in one of the regions is closer to 
the stars than the other, the dust would be heated to higher tem peratures 
and hence produce an IR dust spectrum peaked a t shorter wavelengths. As 
the range of dust tem peratures in our models is produced mainly by the ra­
dial distance of the grains from a single heating source (see Figures 4.1 -  4.7), 
it is difficult to produce a large mass of high tem perature dust; the high tem­
perature dust is at small radii and contains only a small fraction of the dust 
mass (roughly 10%). More complicated geometries in which higher fractions 
of the total dust mass are located closer to the heating sources provide an­
other means of producing higher mid IR emission while still self-consistently 
reproducing the oberved UV to far IR SED. Similar comments apply to  the 
case of NGC 5860 (Figure 4.3) for which we were unable to obtain satisfactory 
fits in either the UV to near IR or far IR. NGC 5860 is actually composed of
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two components separated by ~  10 (Mazzarella & Boroson, 1993). In light 
of this more complicated geometry the relatively poor fit obtained with our 
simplified model is not suprising. There is a clear indication that multiple 
stellar populations and more complex star/dust geometries will be required 
to accurately model this galaxy.
4.6 Conclusion
We have applied the DIRTY model (Misselt et al., 2000; Gordon et al., 
2000) to the problem of predicting the observed SEDs of starburst galax­
ies from the UV to the far IR. The DIRTY model employs Monte Carlo 
techniques to model the transfer of radiation through a two phase clumpy 
medium and self-consistently includes the effects of dust heating and re- 
emission, including the effects of temperature fluctuations from small dust 
grains. Employing realistic stellar populations, dust models, and relatively 
simple geometries describing starburst galaxies, we are able to fit the observed 
SEDs of seven local starburst galaxies from the UV to the far IR. Parame­
ters derived from the fits provide constraints on various intrinsic properties 
of the galaxies, including their star formation rate, age, and star formation 
history. The star formation rates inferred from our model fits are in excellent 
agreement the instantaneous rates derived from the observed Ho fluxes.
We are currently extending and improving the model in several areas in 
the hopes of addressing some of the questions raised by our current modeling 
efforts. In particular, the excess of mid IR emission observed compared 
to our model predictions, especially in the case of NGC 6090, opens the 
possibility of modifying our dust model to include a larger population of small
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grains cabable of producing more mid IR emission via transient heating. We 
are incorporating four component models, adding amorphous carbon to the 
current components, in order to increase the amount of small carbonaceous 
grains in the dust model without introducing a  2175 A bump in the UV SED 
of the starbursts. In addition, we are currently restricted to a single dust type 
(e.g.. MW, LMC, or SMC) for a given galaxy while it is probable that several 
different dust components exist within a galaxy. This is particularly true 
given the current observational data, whose large apertures encompass a large 
volume of the galaxy, probably consisting of a wide range of environments. 
As has been observed in the local group, dust properties can vary significantly 
with environment within a single galaxy (Gordon &: Clayton, 1998; Misselt, 
Clayton &: Gordon, 1999; Clayton, Gordon, & Wolff, 2000a), and as we learn 
more about the response of grain properties and populations to processing in 
various environments, we can incorporate tha t information in the starburst 
dust models.
While the simple geometries and star formation histories we have con­
sidered here perform remarkably well in fitting the observed UV to far IR 
SEDs, there is potential for improvement by including multiple stellar pop­
ulations. This is well illustrated by the cases of NGC 6090 and NGC 5960, 
the two galaxies for which our model gives the poorest overall fits. Interest­
ingly, both these galaxies are clearly bi-nuclear, perhaps being in the early 
stages of a merger (Mazzarella & Boroson, 1993). It is therefore perhaps not 
surprising that these galaxies are not well fit by the simple geometry we have 
assumed. Future model improvements will include the ability to incorporate
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two or more stellar populations with different ages and/or star formation 
rates simulataneously.
The ability to self-consistently model the full UV to far IR SED of lo­
cal starburst galaxies has several im portant implications, both locally and 
at higher redshifts. The ability to reasonably fit the entire SED of local 
starburst galaxies and derive physical parameters (e.g., star formation rates) 
that are in agreement with other independent derivations, provides confi­
dence that our model can be reasonably applied to the modeling of galaxies 
at all redshifts. The ability to model galaxies at high redshifts as longer 
wavelength data becomes available will allow us to model the evolution of 
the star formation rate, dust content, and dust mass of galaxies as a func­
tion of redshift. Further work is currently underway on the application of 
DIRTY to the Magellanic Clouds where the higher spatial and spectral reso­
lutions available provide tighter constraints on the model inputs. These stud­
ies will guide the interpretation of models of more distant systems, including 
the dust rich ultra-luminous IR galaxies observed at high redshift (Soifer et 
al., 1987; Rowan-Robinson et al., 1991; Sanders & Mirabel, 1996) where the 
inclusion of the dust self-absorption incorporated in the DIRTY model will 
be especailly important.
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5. C onclusion
Dust is an im portant constituent of the ISM. It contains a large fraction 
of the heavy elements synthesized in stars, shields molecules from harsh radi­
ation. provides sites for interstellar chemistry, especially the formation of H2, 
aids the gravitational collapse of molecular clouds into stars, and participates 
in the formation of planets. The presence of dust in the ISM has a profound 
impact on our view of different astrophysical systems. It is remarkably ef­
ficient at scattering and absorbing photons, chiefly a t wavelengths & 1 /jm. 
The energy transfered to the dust by UV and optical photons is reprocessed 
into IR photons, radically modifying the observed SED of the system being 
studied. It has become increasingly clear in the past two decades on both 
the observational and theoretical fronts that both the physical properties of 
the dust grains as well as their distribution relative to the source of photons 
have important roles to play in determining the details of how the presence 
of dust affects our view of the universe. In the context of the increased un­
derstanding of the role of dust in astrophysics, this thesis has addressed both 
the physical characteristics of dust grains as well as the effect of dust on the 
transfer of radiation in astrophysical systems.
The main results of this thesis are summarized below:
•  The UV and optical extinction along different lines of sight in the LMC 
has been examined in an effort to characterize the effects of environment on 
dust grain populations. There are significant differences in the extinction 
properties of the grains along lines of sight near areas of intense sta r for-
127
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mation in the LMC (e.g., 30 Doradus) and more quiescent regions. These 
differences are probably the result of different processing histories. Exposure 
to shocks and differences in the time spent in dense molecular clouds, where 
grain growth through coagulation and mantling can occur, result in different 
grain size distributions and possibly the modification and /o r destruction of 
specific grain components. For example the weakness of the 2175 A bump in 
extinction curves from lines of sight near 30 Doradus can be reproduced by 
a reduced population of small graphite grains in dust models.
•  An extension to Monte Carlo radiative transfer models including the 
effects of dust heating and re-emission has been developed (DIRTY). The 
physical characteristics of the dust grains (e.g., composition, size distribu­
tion) have been derived from the extinction curve studies in the LMC and 
similar studies in the SMC and Milky Way. The model is self-consistent in 
the sense that no ad hoc assumptions about the dust tem perature are made. 
The dust is heated entirely by the radiation sources included in the model. 
The difficult problem of the heating of small grains has been addressed rig­
orously. The tem perature fluctuations experienced by small grains produce 
excess mid IR emission beyond that expected from classical large grains. 
The population of small grains is constrained by the presence/absence of a 
2175 A bump and the strength of the far UV rise in the extinction curve of 
the adopted dust model. Dust models derived from the Milky Way, LMC, 
and SMC extinction curves have been included in the model. The dust is 
not assumed to be transparent to i t’s own radiation. An iterative approach 
to the calculation of the final SED has been adopted. The propagation of
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the predicted dust emission spectrum is followed with the radiative transfer 
code allowing the treatm ent of high optical depth cases. The construction 
of the DIRTY model allows for the treatment of arbitrary dust and heating 
source distributions, making the model of general applicability. In addition, 
including the far IR emission from dust in DIRTY provides additional infor­
mation regarding the dust model, the nature of the heating source(s), and the 
physical size of the modeled region, not available through UV-NIR modeling 
alone.
•  The DIRTY model has been applied to the problem of modeling the 
UV to far IR SEDs of local starburst galaxies. This application employs 
realistic stellar populations, derived from state of the art stellar population 
synthesis models, as the source of the input photons and follows the propa­
gation of the input photons through realistic dust distributions. The model 
successfully reproduces the full UV to far IR SEDs of the nearby starburst 
galaxies and provides estimates of important properties, e.g., star formation 
rates, ages, dust mass, and dust type. These estimates are in good agreement 
with those derived from independent observables and provide confidence that 
DIRTY may be reasonably applied to more distant galaxies.
The model developed in this thesis is well suited to simulate galaxies at 
different evolutionary stages (e.g., different star formation rates, dust con­
tent) and hence has promise for investigating the star formation history of 
the universe. However, it must be emphasized that the model is completely 
general. While this thesis has concentrated on the development of the dust 
heating model and the application of DIRTY to starburst galaxies, i t ’s range
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of applicability is not limited to galaxies. Current work is underway on the 
application of DIRTY to other astrophysically im portant systems, e.g., re­
flection nebulae, dust tori in AGNs and Quasars, and circumstellar disks.
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A p p en d ix  A: Frequently U sed A bbreviations an d  Sym bols
DIRBE Diffuse Infrared Background Explorer
FIR Far InfraRed
FUV Far U ltra Violet
FIRAS Far Infrared Absolute Spectrophotometer
j f  Filling Factor of High Density Medium
IR Infrared
IRAS Infrared Astronomy Satellite
ISM InterStellar Medium
ISO Infrared Space Observatory
IUE International Ultraviolet Explorer
k = k2j k x Density Ratio in two-phase clumpy medium
LMC Large Magellanic Cloud
MIR Mid InfrarRed
MW Milky Way
NED NASA Extragalactic Database
NIR Near InfraRed
PAH Poly-cyclic Aromatic Hydrocarbon
SED Spectral Energy Distribution
SFR S tar Formation Rate
SMC Small Magellanic Cloud
UV UltraViolet
a Dust grain radius
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A f,i Elements of transition matrix
B x ( T ) Plank function
C ( T ) Specific heat of grain material
dn/da Grain size distribution (^m
ga b s Energy absorbed by dust grain(s)
E em Energy emitted by dust grain (s)
H Dust grain enthalpies
J x Incident radiation field
L (  A) Monochromatic luminosity
M d Dust mass
n(a) Grain size distribution (/xm-1)
P ( T ) Grain temperature probability distribution
Q(a.A) Optical efficiencies of dust grains
T Dust grain tem perature
x2 Reduced Chi Squared
o Dust grain cross-sections
Tv Optical depth at V
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Journal, volume 5 15. page 128. you have unlimited right to reproduction as a com plete article, or 
as excerpts We only ask that you notify us when you republish any* portions o f  this, and that if  
the complete article is reproduced that I cany  the notice that it is copyright by the AAS. Once 
incorporated in your thesis we have no objection to its being reproduced, as a part o f  
reproduction o f  that thesis, by the University or any third party you may authorize.
If you need any additional documentation or information. 1 will be delighted to assist you.
Congratulations on completion o f  your thesis.
Bob MiUtcy
Sincerely.
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V ita
Karl Misselt was born in Eau Claire, Wisconsin, on the ZTd of May, 1968. 
He graduated from Eau Claire North High School, were he was active in com­
petitive swimming. Upon graduating, Karl moved to San Diego, California, 
eventually enrolling a t San Diego S tate  University and receiving a bachelor of 
arts degree in astronomy and a bachelor of science degree in physics in June 
of 1995. In August of 1995, he began graduate studies in the Department 
of Physics and Astronomy at Louisiana State University and A&M College. 
He expects to receive the degree of doctor of philosophy in physics in August 
of 2000. In August of 2000, he begins a post doctoral appointm ent a t God­
dard Space Flight Center, operated by the National Aeronautics and Space 
Administration.
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