A novel continuous genetic algorithm (CGA) along with distance algorithm for solving collisions-free path planning problem for robot manipulators is presented in this paper. Given the desired Cartesian path to be followed by the manipulator, the robot configuration as described by the D-H parameters, and the available stationary obstacles in the workspace of the manipulator, the proposed approach will autonomously select a collision free path for the manipulator that minimizes the deviation between the generated and the desired Cartesian path, satisfy the joints limits of the manipulator, and maximize the minimum distance between the manipulator links and the obstacles. One of the main features of the algorithm is that it avoids the manipulator kinematic singularities due to the inclusion of forward kinematics model in the calculations instead of the inverse kinematics. The new robot path planning approach has been applied to two different robot configurations; 2R and PUMA 560, as nonredundant manipulators. Simulation results show that the proposed CGA will always select the safest path avoiding obstacles within the manipulator workspace regardless of whether there is a unique feasible solution, in terms of joint limits, or there are multiple feasible solutions. In addition to that, the generated path in Cartesian space will be of very minimal deviation from the desired one.
Introduction
Over the last decades, robot manipulators have received much of the robot community attention due to its wide applications in industry for many tasks such as spot and arc welding, spray painting, mechanical and electronic assembly, material removal, etc. As an example, in nuclear reactor maintenance, even if a task is performed via teleportation, a manipulator must be capable of reaching around many pipes and valves in order to access critical systems. This requires a great deal of dexterity and obstacle avoidance capability [1] . Obstacle avoidance is one of the key technology areas that must be developed in order to allow the application of robotics to continue to grow and for robots to operate effectively in cluttered environments.
Two common approaches are used to plan manipulator motion: the Point-to-Point (PTP) motion approach and the Continuous-Path (CP) motion approach [2] . The PTP approach requires the user to specify knot points along the path, such as the end points and perhaps intermediate via-points. In addition to that, a set of constraints including continuity and smoothness on position, velocity, and acceleration at knot points along the trajectory should be met. The trajectory planner selects a parameterized trajectory from a class of functions, usually the class of polynomial functions that interpolates and satisfies the constraints at the interpolation points. In the CP approach, the user explicitly specifies the path that the manipulator must traverse by an analytical function, such as a straight-line path in Cartesian coordinates. On the other hand, CP motion is encountered in some manufacturing applications of manipulators where the end-effecter must follow a specified geometric path with high accuracy such as laser cutting, arc welding, spray painting, and the application of glue and sealant.
The optimum motion planning of the robotic continuouspath manufacturing processes is vital in industry since it improves the productivity and the precision of robot systems [2] . The precision of the process (quality) may be improved at the programming level by defining the Cartesian path with more path points and employing a more sophisticated path planning method, while the production rate (productivity) is improved by incorporating an efficient trajectory generation algorithm which results in time-optimal trajectories and correspondingly increases the production rate.
CP motion planning is achieved by two common methods: the Cartesian space oriented method, CPCS, and the joint space oriented method, CPJS [3] . The method chosen is quite often dictated by the following control algorithms to ensure the desired trajectory tracking. In CPCS, the desired trajectory in toolconfiguration space is directly used by the controller in real time. In this case, there is no need for off-line joint space trajectory generation. The required joint rates are found online using the inverse kinematics model of the robot since the robot is controlled directly at the joint level rather than at the tool level. On the other hand, the CPJS motion planning can be achieved in two coherent steps: path planning and trajectory generation [4, 5] . In path planning one finds the robots geometric path, while trajectory generation determines how fast the robot must move along its geometric path. Geometric constraints and joint angle limits are taken into consideration in the path planning part, while other constraints including the limits of the velocity, acceleration, jerk, and torque are incorporated in the trajectory generation where the time variable is introduced.
A great deal of work has been devoted to solve the CPCS motion planning problem, as extensively seen in [2] . However, since all the available control algorithms are based on joint coordinates, the inverse kinematics model should be used to convert the Cartesian configurations into their corresponding joint solutions in real time, a task that is computationally intensive and quite often leads to longer control intervals. Furthermore, the transformation from Cartesian coordinates to joint coordinates might encounter kinematics singularities. In addition, if manipulator dynamics are included in the trajectory planning stage, then path constraints are specified in Cartesian coordinates while physical constraints, such as torque, velocity, and acceleration limits of each joint motor, are bounded in joint coordinates. Hence, it becomes an optimization problem with mixed constraints [6] .
Genetic algorithms, on the other hand, have received a considerable attention in robotics [7, 8, 9, 10] . They have been used to solve the path planning problem [11, 12] and the trajectory generation problem [13] . In relation to the Cartesian path generation of the robot manipulators in a free-of-obstacles workspace, Davidor [14] proposed a special GA for path generation of redundant manipulators. He considered generating robot paths as a typical ordered-dependent process and presented a GA model for this problem. The main characteristics of his algorithm are the use of dynamic chromosomes structures and a modified crossover operator called analogous crossover. The goal of the proposed GA is to minimize the cumulative deviation between the desired and generated Cartesian paths. However, the proposed GA could not fully exploit the abilities of GAs and has the following drawbacks [4] :
Due to the variable-length string used in path generation, the string length of an optimal solution is not known, i.e., the number of path points along the generated path in the optimal solution cannot be specified and is generally of small number of path points. The proposed algorithm cannot be applied in applications where extremely high accuracy is required to meet high quality standards. It is basically an approximation method and fails to generate the desired path exactly due to the small number of path points used by the algorithm. For further details, please see [14] .
Continuous Genetic Algorithms (CGAs) were developed by the principal author [15] as an efficient method for the solution of optimization problems in which the parameters to be optimized are correlated with each other or the smoothness of the solution curve must be achieved. It has been successfully applied in the motion planning of robot manipulators [2, 16] and in the numerical solution of two-point boundary value problems [17] . Their novel development has opened the doors for wide applications of the algorithm in the field of engineering and mathematics. They have been also applied in the solution of split boundary value problems [18] , solution of differential-algebraic equations [19] and in the solution of fuzzy differential equations [20] . The reader is asked to refer to [2, 16, 17] in order to know more details about CGAs including their justification for use, conditions on smoothness of the functions used in the algorithms, etc.
In this paper, we build on the work of the principal author shown in [16] , in which the workspace of the robot manipulator was assumed to be obstacle-free, to solve the path generation problem in the case of stationary obstacles in the workspace. Geometric representations of the obstacles and robot-obstacle distance measurements are incorporated in the CGA in order to generate an accurate, collision-free path for the manipulator.
The organization of the remainder of this paper is as follows: geometric representations of obstacles and the robotic manipulator, as well as distance calculations, are described in Section 2. The formulation of the path generation problem is described in Section 3. Section 4 covers the Continuous Genetic Algorithm (CGA) and its steps and parameters. Section 5 describes the implementation of the CGA to solve the path generation problem and analyzes the results obtained for the PUMA 560 and the planar 2R manipulators. Finally, the conclusions are given in Section 6.
Modeling and Distance Calculation
The obstacle avoidance problem for robotics can be divided into three major areas. These are mapping the world, determining distances between manipulators and other objects in the world, and deciding how to move a given manipulator such that it best avoids contact with other objects in the world. Using geometrical layout, which allows the manipulator to approach the target along a line of sight, is favored as it simplifies collision avoidance in an unstructured environment and might allow recalibration of manipulator position during extension.
There has been a lot of obstacle avoidance research that uses simple, often smooth modeling primitives. Perry and Tesar [21] chose to use three different obstacle models. Wherever it was practical, simple shapes (spheres or cylispheres) were used to model obstacles. More complex shapes were modeled using superquadric surfaces.
In this paper, manipulators are modeled using cylispheres (i.e. cylinders with hemispherical ends) and obstacles are modeled using spheres. Spheres, cylispheres, and other simple geometric shapes are an excellent choice for use in modeling obstacles and manipulators in a robotic workspace because they are computationally simple. Very little information has to be stored in order to fully define such shapes. Also, since the major goal in path planning and obstacle avoidance is to stay away from obstacles, detailed models are often not required. The only drawback to modeling with simple geometric shapes is that these shapes may not be able to provide a sufficiently detailed and accurate model. However, if a more critical obstacle analysis is required, it can be inserted for refinement of the approach developed here.
The sphere, as shown in Figure 1 , is the simplest shape that can be used to model a 3D object. The symmetric properties of a sphere eliminate all orientation issues. Two pieces of information completely specify the location of a sphere. These are the center point and the radius. To successfully determine the minimum distance between a manipulator and an obstacle, one must model the manipulator as well as the obstacle. The cylisphere, as shown in Figure 2 , is a natural extension of a sphere. It is a cylinder with hemispheres at each end, and is symmetrical about its 'long' axis. The two endpoints and the radius have the information that completely specify the location and orientation of a cylisphere. There are several reasons for this choice. First, serial manipulator links usually have one axis that is ʹrelatively longʹ compared to the other two axes, which makes the cylisphere model acceptable. Also, modern robots are becoming slimmer. In general, modern robots fill a small portion of their workspace making the cylisphere an extremely accurate manipulator model. Furthermore, calculating the minimum distance from a cylisphere to an obstacle (no matter how it is modeled) is much simpler than with more complex (but probably more accurate) link models.
The locations of the cylispheres used to model a manipulator are determined based on the forward kinematics for that manipulator.
The forward kinematics provides transformation matrices from predetermined points on the manipulator to the global coordinate frame. The endpoints for each cylisphere have a fixed offset from one of these predetermined points. Therefore, the endpoints of the cylispheres move as the transformation matrices change due to manipulator motion. A detailed description of transformation matrices and forward kinematics is in [22] .
For obstacle avoidance, it is extremely important to always know the minimum distance between a manipulator and all the surrounding obstacles. In their research, Perry and Tesar [21] developed functions for determining minimum distances between a cylisphere and a sphere. Figure 3 shows the picture used to derive the minimum distance between a cylisphere and a sphere. In this figure, Line 1 is a cylisphere with a zero radius, and point P3 is a sphere with a zero radius. The shortest line, Line 2, between Line 1 and point P3 is perpendicular to Line 1. Point P4 is the only point on both lines. The location of point P4 can be found by representing both lines parametrically and then solving for the location of point P4 in terms of the location of the other three points: P1, P2, and P3. Any point on Line 1 can be represented parametrically as: Similarly, any point on Line 2 can be represented parametrically as:
Since point P4 is located on both Line 1 and Line 2, Equation (2) can be rewritten as:
Now, since Line 1 is perpendicular to Line 2, it is required that:
Solving the above for t1, we obtain:
Solving for t1 provides the location of a point P4 on the line running through points P1 and P2, but the desired point P4 is located on the line segment connecting points P1 and P2. Therefore, for a general purpose, another parameter (such as t) must be defined such that:
Point P4 can be calculated as: From Equations 6 and 7 we conclude that:
The minimum distance between the cylisphere and the sphere is:
For a cylisphere and a sphere that both have a non-zero radius, the minimum distance is calculated as discussed above, then the radii of both cylisphere and sphere (RL and RO, respectively) are subtracted from the zero-radius minimum distance to give the true minimum distance, min D , as in Equation (10) below, which we will use.
Formulation of the Path Generation Problem
Consider a robot manipulator with M degrees of mobility and N task space coordinates. Assume that a desired Cartesian path, Pdc, is given, the problem is to find the set of joint paths, P  , such that the accumulative deviation between the generated Cartesian path, Pgc, and the desired Cartesian path, Pdc, is minimum. In other words, we are interested in the determination of a set of feasible joint angles, which corresponds to a set of desired spatial coordinates of the end-effector in the task space.
In our approach, the desired geometric Cartesian path is uniformly sampled. The number of sampling points (path points or knots) is specified by the programmer and depends on the desired accuracy of the generated path. The accuracy of the generated path increases as the number of path points increases. However, a limiting case for this number is the path update rate; that is, we can increase the number of path points until we reach the limit
where Nk is the number of knots along the geometric path, Tt is the total traveling time from the starting configuration to the final configuration along the desired path, and Pur is the path update rate of the manipulator.
The path update rate is normally within the range 20-200 Hz for most robotic applications [22] . As an example, the path update rate for the PUMA 560 series robot is about 36 Hz [23] . This means that if the expected traveling time is 3 seconds, the number of knots along the desired path is 108 points. For a 20 Hz path update rate, the number of points will be 60. Generally, the number of knots along the path should not exceed Nk in Equation (11) .
It is to be noted that after the sampling process, Pdc and Pgc are matrices of dimension
After sampling the geometric path at the path update rate for best accuracy, the generated values of the joint angles using the continuous genetic algorithm, P  , are used by the direct (forward) kinematics model of the robot to obtain the generated Cartesian path given by
where Fk represents the robot forward kinematics model. The deviation between the desired Cartesian path, Pdc, and the generated Cartesian path, Pgc, at some general path point, i, is given as
The accumulative deviation between the two paths (desired and generated) depends on whether the initial and final joint angles corresponding to the initial and final configurations of the end-effector are given in advance using the inverse kinematics model of the manipulator or through another numerical technique (fixed end points), or the case in which the initial and final joint angles are not given (free end points). We are concerned with the latter case in our work since our workspace involves obstacles and so we cannot restrict the initial and final configurations of the end-effector beforehand. The accumulative deviation between the two paths is, therefore, given by the formula
The fitness function developed, a nonnegative measure of the quality of individuals, is defined as
where P is the penalty function which equals the summation of the penalties of the distance calculation variables and E is the deviation function. In [16] , F was a function of E alone since the environment did not involve any obstacles. However, we now introduce P so that the fitness of the solution depends on both its closeness to the desired path as well as the distance from the obstacles.
The procedure for calculating the penalty function, P, is given in the following steps:
For each path point across the generated path using CGA, find the position of each joint in the Cartesian space using the forward kinematics model of the given manipulator.
Calculate the minimum distance, min D , between all the links (assuming L links) and all the obstacles (assuming O obstacle) surrounding the robot as given in Equation ).
If the value of
All D min is found to be greater than or equal to a predefined threshold safe guard distance,  , then the robotic arm is clear from the obstacles and the penalty function, P, is set to zero.
If, however, All D min is less than  , then, P is calculated as the weighted sum of functions that depends on col N , All D min according to the following equation : better than the second one. According to the discussed scenario, both of them will be given the same P value which is unfair. In order to eliminate this problem, we introduced Equation (16), second scenario, to deal with the solutions in the gray scale rather than the black and white levels only. In our case, it is assumed that
Hence, we have set where p = 0. It is to be noted that P in Equation (16) . On the other hand, the maximum value of P, which is 1, appears in the case where the number of collisions across the generated path is equal to k N . Concerning the value of  , it can be assumed any small positive number according to the userʹs specification. It might depend on the flexibility of the manipulator links and the vibrations encountered during the execution of the motion. In our case, we have set it to a value of 10 mm.
Continuous Genetic Algorithms (CGAs)
Genetic Algorithms (GAs) were developed by John Holland [16] and are based on principles inspired from the genetic and evolution mechanisms observed in natural systems. Their basic principle is the maintenance of a population of solutions to the problem that evolves towards the global optimum. They are based on the triangle of genetic reproduction, evaluation and selection [24] . Genetic reproduction is performed by means of two basic genetic operators: crossover and mutation. Evaluation is performed by means of the fitness function that depends on the specific optimization problem. Selection is the mechanism that chooses parent individuals with probability proportional to their relative fitness for the mating process.
Genetic algorithms can be distinguished from calculusbased and enumerative methods for optimization by the following characteristics [2] : I. GAs search for optimal solutions using a population of individuals; this very important characteristic gives GAs much of their search power and also points to their parallel nature. II. GAs use only objective function information. Much of the interest in genetic algorithms is due to the fact that they belong to the class of efficient, domain-independent search strategies that are usually superior in performance to traditional methods without the need to incorporate highly domain-specific knowledge.
III. GAs use probabilistic transition rules, not deterministic rules in contrast with the calculusbased and enumerative methods.
The population-based nature of GAs gives them two major advantages over other optimization techniques. First, it identifies the parallel behavior of GAs that is realized by a population of simultaneously moving search candidate solutions [17] . This advantage significantly reduces the CPU operation time. Second, information concerning different regions of solution space is passed actively between the individuals by the crossover procedure. This advantage makes GAs an efficient and robust method for optimization, particularly for the optimization of nonlinear functions. On the other hand, the population-based nature of GAs also results in two main drawbacks. First, more memory space is occupied, and second, GAs normally suffer from computational burden when applied on sequential machines. This means that the time required for solving certain problem using GAs will be relatively large. However, the solution time is a major point when we are interested in real time applications. But if off-line solutions are required for any real-life problem, then our major concern will be the accuracy of the solution rather than the time required for the solution. For real-life problems, the computational time might be reduced to achieve real-time processes utilizing its parallel nature which can be applied on parallel computers or FPGAs [25] .
The fact that GAs use only objective function information without the need to incorporate highly domain-specific knowledge, points to both the simplicity of the approach from one side and its versatility from the other side. This means that once a GA is developed to handle a certain problem, it can easily be modified to handle other types of problems by changing the objective function in the existing algorithm. This is why GAs are classified as general-purpose search strategies. The stochastic behavior of GAs cannot be ignored as a main part that gives them much of their search efficiency. GAs employ random processes to explore a response surface for a specific optimization problem. The advantage of this behavior is the ability to escape local minima without supervision [25] .
The CGA is that algorithm which depends on the evolution of curves in one-dimensional space. In general, CGAs use smooth operators and avoid sharp jumps in the parameter value. For a discussion on the justification for using CGAs to produce smooth, accurate paths for robotic manipulators, the reader is referred to [16] . The CGAs have the same steps as in a typical genetic algorithm; the steps of the continuous genetic algorithm used in this paper are as follows:
1) Initialization:
Randomly generating an initial population comprising Np smooth individuals. Two smooth functions are proposed for initializing the population: the modified Gaussian function and the tangent hyperbolic function [16] . The modified Gaussian function is given as follows:
while the tangent hyperbolic function is governed by the equation: 
2) Evaluation:
The fitness, which reflects the degree of goodness of the individual, is calculated for each individual in the population as given in Equation (15) .
3) Selection:
In the selection process, the best individuals receive more copies in subsequent generations so that their desirable traits may be passed onto their offspring. Due to the probabilistic nature of selection, individuals can merely be expected, but not guaranteed, to reproduce in proportion to their fitness. 4) Crossover: Crossover provides the means by which valuable information is shared among the population. It combines the features of two parent individuals, say j and k, to form two children individuals, say L and L+1, that may have new patterns compared to those of their parents, and plays a central role in GAs. The crossover process in our algorithm is expressed as
for all
, where Pj and Pk represent the two parents chosen from the mating pool, CL and CL�1 are the two children obtained through the crossover process, W represents the crossover weighting function within the range [0, 1],  is a random number within the range [1, Nk] , and σ is a random number within the range [1, Nv /6]. For the crossover operator, in our method, pairs of individuals are crossed with probability Pci. Within the pair of parents, individual curves are crossed with probability Pcj; that is, the smooth curve of the hth joint in the first parent is crossed with that of the hth joint in the second parent with Pcj probability. If we set Pci value to 0.5 and Pcj to 0.5, then in probability one pair of parents between two pairs is to be crossed, and within that pair, M/2 of the joints will be crossed. If we set Pcj value to unity, then each joint in the first parent is crossed with the similar joint (1 st with 1 st , 2 nd with 2 nd , and so on) in the second parent. Figure 5 shows the crossover process between two random joints' paths corresponding to the hth joint in the first parent and the h th joint in the second parent. It is clear that new information is incorporated in the children while maintaining the smoothness of the resulting paths.
5) Mutation:
The purpose of mutation is to introduce occasional perturbations to the parameters to maintain genetic diversity within the population. The mutation process in our algorithm is governed by the following formulas:
where Cj represents the jth child produced through the crossover process, Cj m is the mutated jth child, M is the Gaussian mutation function, d represents a random number within the range [-range(h), range(h)], with range(h) representing the difference between the minimum and maximum values of the child Cj, and  and  are as given in the crossover process.
In the mutation process, each individual child undergoes mutation with probability Pmi. However, for each child that should undergo a mutation process, individual joints are mutated with probability Pmj. If the Pmi value is set to 0.5 and the Pmj value is set to 0.5, then one child out of two children is likely to be mutated, and within that child, M/2 of the joints' paths are likely to be mutated. Figure 6 shows the mutation process in a solution curve of a certain child. As in the crossover process, some new information is incorporated in the children while maintaining the smoothness of the resulting solution curves. 
6) Replacement:
After generating the offspringʹs population through the application of the genetic operators to the parents` population, the parents` population is totally or partially replaced by the offspringʹs population. This completes the "life cycle" of the population. 7) Termination: The GA is terminated when some convergence criterion is met. Possible convergence criteria are: the fitness of the best individual so far found exceeds a threshold value, the maximum number of generations is reached, or the progress limit (the improvement in the fitness value of the best This process results in an offspring generation where every individual child undergoes mutation with probability Pmi. Within that child, individual joints are mutated with probability Pmj. After that, the next generation is produced according to the replacement strategy applied. This process is repeated till the convergence criterion is met where the M  Nk parameters of the best individual are the required joints' angles. The final goal of discovering the required joints' paths is translated into finding the fittest individual in genetic terms. The block diagram of the CGA is given in Figure 7 . In addition to the previous operators, the new algorithm includes methods for ensuring that the jointsʹ angles remain within the allowed range while maintaining smoothness. Moreover, we introduce the elitism and the ʺextinction and immigrationʺ operators; the elitism operator ensures that the fitness of the best candidate solution in the current population must be larger than or equal to that of the previous population, while the ʺextinction and immigrationʺ operator is used in some cases to avoid stagnation in the GA (when all individuals in the population are identical or when the improvement in the fitness value of the best individual over a certain number of generations is less than some threshold value) by first removing all of the individuals in the current generation except for the best-of-generation individual, and then filling out the extinct population by means of both generation (as in the initialization phase) and continuous mutations to the best-of-generation individual. Please refer to [16] for further details.
Simulation Results
The proposed technique is used to solve the Cartesian path generation problem with obstacle avoidance for robot manipulators. The input data to the algorithm is divided into two parts: the genetic-algorithm-related parameters and the problem-related parameters. The genetic-algorithm-related parameters include the population size, Np, the initialization function, the individual crossover probability, Pci, the joint crossover probability, Pcj, the individual mutation probability, Pmi, the joint mutation probability, Pmj, the method used when the joints' angles exceed the joint limit, the immigration threshold value, the corresponding number of generations, and finally the termination criterion. The problem-related parameters include the link parameters, the number of joints in the manipulator, M, the robot's degrees of freedom, N (compare to beginning of 3.0, task space coordinates), the number of path points, Nk, the joints' limits �lower��� and upper��� for ������ M�, and the desired Cartesian path �Pdc�k�i� for k����� N and i����� Nk�. Regarding the initial and final joints' angles (initial��� and final��� for ������ M), and in the free end points case, the end points are not considered as input parameters to the algorithm since they are not given. We also need to specify the position of the obstacles relative to the manipulator base.
The initial settings of the CGA parameters are as follows: the population size is set to 500 individuals. The tangent hyperbolic function given in Equation (21) is used in the initialization phase. The individual crossover probability is kept at 0.9; the joint crossover probability is also set to 0.9. The individual mutation probability and the joint mutation probability are kept at 0.9. We use the rankbased selection scheme, which chooses a prescribed number of parent individuals with the highest fitness according to the rank-based ratio, Rrb, and performs the mating process by choosing parents at random from this subpopulation of the size RrbNp. The rank-based ratio is set to 0.5. The generational replacement scheme is used, where the parent population is totally replaced by the offspring population except for the parents' elite individuals, where the number of elite parents to be passed on to the next generation is one-tenth of the population (0.1Np). The extinction and immigration operator is applied when the improvement in the fitness value of the best individual over 400 generations is less than 0.01. The genetic algorithm is stopped when one of the following conditions is met. First, the fitness of the best individual of the population reaches a value of 0.99. Second, the maximum deviation at any path point of the best individual is less than or equal to 0.001m. Third, a maximum number of 10000 generations is reached. Fourth, the improvement in the fitness value of the best individual in the population over 1000 generations is less than 0.01. It is to be noted that the first two conditions indicate a successful termination process (optimal solution is found), while the last two conditions point to a partially-successful end depending on the fitness of the best individual in the population (near-optimal solution is reached). Throughout this paper, the convergence speed of the algorithm, whenever used, means the average number of generations required for convergence. The CGA is written in Visual Basic environment. Due to the stochastic nature of GAs, twelve different runs were made for every result obtained in this work using a different random number generator seed; results are the average values whenever possible.
The path generation problem considered in this work may be divided into two main categories depending on the number of solutions obtained:
Multiple solutions: This is the case of non-redundant manipulators where the initial and final joints' angles corresponding to the initial and final configurations of the end-effector are not given. The algorithm automatically finds one smooth solution out of the existing solutions every time it is executed. The number of multiple solutions depends on the number of joints in the manipulator, the link parameters, the allowable range of motion of the joints, and the location of obstacles. For example, the 2R planar manipulator has two solutions while the PUMA 560 has four different solutions [1] . The different solutions are due to differences in the arm and elbow configurations [1, 16] Unique solution category: It is in which the initial and final joints' angles corresponding to the initial and final configurations of the end-effector of non-redundant manipulators are specified, is not considered in our work. This is because if the unique path solution involves collisions with obstacles, then no valid solution to our problem of path planning with obstacle avoidance exists. For the multiple solutions category, the 2R planar and PUMA manipulators were chosen.
In what follows, we describe in detail the results obtained for the path generation problems involving those manipulators. For both categories, the algorithm will be implemented for two different sets of desired paths:
Path (1):
In addition, there are two obstacles in space ��, �, �� at the following locations: Obstacle-1 = (-0.2, 0.46, 0)cm; Obstacle-2 = (0.1, -0.57, 0)cm. The radii of the obstacles are 5 cm for Obstacle-1 and 7 cm for Obstacle-2.
Path (2):
In addition, there are two obstacles in space ��, �, �� at the following locations:
. The radii of the obstacles are 5 cm for Obstacle-1 and 7 cm for Obstacle-2.
Multiple solutions for the 2R manipulator
The algorithm is used to solve the path generation problem of 2R planar and PUMA manipulators. For the 2R manipulator, the link parameters are L1 � L2 � L � 0�� m and the link radius is assumed to be zero. For this case, � � 2, � � 2, lower��� � -180˚ and upper��� � 180˚ for ��1, 2. The forward kinematics model is given by [1] :
A solution of Path 1 above includes a collision whereas solutions of Path 2 do not. However, as seen in Equation (16) , the choice of a solution does not depend only on being collision-free, but also on minimizing the distance from the obstacles throughout the path and incorporating the penalty value, which depends on the distances, in the fitness function expressed in Equation (15) . Therefore, the best solution will be the safest solution is the one ensuring maximum clearance from the obstacles as well as the one that exhibits maximum fitness. The deviation between the desired path and the generated path at some general path point, i, is given in Equations (13), while the accumulative deviation between the desired and generated paths is given in Eq. (14).
Path 1 for the 2R manipulator
To analyze the results for the two paths given in Equations (27) and (28), we start with Path 1. Solving for the 2R manipulator, two solutions are obtained by the closed loop form kinematics model of the manipulator. The two solutions are seen in Figures 8 and 9 , with details seen in Table 1 , where one is feasible and obstacle free and the other is not. The proposed GA was executed for this path and, as expected, the first solution (feasible) was selected, while the second solution was never selected. Please note that the infeasible solution is presented to only see that there would be some infeasible solutions; however, they would not be selected by our approach. The GA would in fact always select the feasible solution only. In Table 1 , the maximum fitness value obtained for the first solution using the GA is 0.9578474. It is also seen that minimum distance between all links and all obstacles across the generated paths is 0.3624 m which takes a place at point 7. Figure 10 shows the evolutionary progress plots of the best-fitness individual for the 2R manipulators. It is noted that the algorithm takes about 35 generations for the 2R manipulator to reach a near-optimal solution with a fitness value of 0.8, while it takes about 70 generations for the 2R manipulator to reach the optimal solution from the near-optimal one. This shows that most of the computational burden of the algorithm is spent in the fine-tuning stage whereas the near-optimal solutions are found very early in the course of the CGA. The 2R manipulator has two possible solutions for path 1.
In our case, one feasible solution is obtained for the 2R manipulator in path 1 because the other solution is not collision free. Figures 11 and 12 show the generated path obtained using the CGA and its deviation from the desired one. It is clear that the deviation does not exceed 0.001 m for the 2R configuration, which proves the effectiveness of the CGA in generating paths with minimum deviation from desired ones. In addition, the generated path, for the 2R case, does not pass through obstacle positions and is thus collision-free. Figure 14 below shows the evolution of three different path points (1, 50, and 100) for the two joints of the 2R manipulator. It is observed that the near-optimal solution is reached within around 30 generations while the remaining number of generations is spent in the fine tuning stage. The results shown in Figures 10 through 14 relate to Path 1 as given in Equation (27), which has one collision-free solution for the 2R manipulator.
For the 2R manipulator, as shown in Figure 13 , the ranges of the joints' angles in the solution found are [-30, -6] for the first joint and [108, 148] for the second joint. The joints' limits are [-180  , 180  ] for both joints. This goes in agreement with the previous conclusion that the algorithm finds solutions within the allowed range of joint angles. 
Path 2 for the 2R manipulator
As given in Equation (28), Path 2 will now be shown to have more than one collision-free solution. As illustrated in the previous subsection, the chosen solution will be determined using the proposed GA approach based on the maximum fitness as well as the minimum distance as expressed in Equations (16) and (17) . Performing the GA simulation provided the results shown in Figures 15 and  16 and Table 2 . As seen in Table 2 , there are two feasible solutions. However, the solution with the maximum distance between the obstacles and the links across the generated path is the one that is selected by the GA approach. That is, the algorithm ignores the second feasible solution with Figure 17 shows that the solution for Path 2 shows an evolutionary progress similar to that of Path 1 (mention no. of generations, etc..). We can conclude again that most of the computational burden of the algorithm is spent in the fine-tuning stage, whereas the near optimal solutions are found very early. As also observed, Figure 18 and Figure 19 show the generated path obtained using the CGA and its deviation from the desired one. Regarding joint limits, Figure 20 shows that, once again, the solutions are within the allowed range. The ranges of the joints' angles for the 2R manipulator are [-29, -11] for the first joint and [112, 148] for the second joint, which are within the [-180  , 180  ] range allowed for both joints. Finally, Figure 21 shows the evolution of the path points for the two joints of the 2R manipulator. In both cases, around 30 generations were needed to reach a nearoptimal solution whereas the larger part of the algorithm was needed to fine-tune the solutions. Figure 22 below also show the evolutionary progress of the minimum distances for the 2R manipulator. 
Multiple Solutions for the PUMA manipulator
Here, the link radius is assumed to be zero with the link parameters and the joints' limits given in Table 3 . For this case, N��, ���, the forward kinematics model is given in [23] . For the PUMA manipulator, the z-coordinates are kept at zero in the first path but have a value in the second. This degree of freedom is not taken into consideration for the planar case. The Nk, is 100 points. As seen in Equation (16), the choice of a solution does not depend on only being collision-free, but also on maximizing the distance from the obstacles throughout the path and incorporating the penalty value, which depends on the distances, in the fitness function expressed in Equation (15) . Therefore, the best solution will be the safest solution (the one ensuring maximum clearance from the obstacles as well as the one that exhibits maximum fitness). The deviation between the desired path and the generated path at some general path point, i, is given in Equations (13), while the accumulative deviation between the desired and generated paths is given in Equation (14). Figure 23 and Figure 24 show the feasible solutions while Figure 25 and Figure 26 show the unfeasible solutions for the PUMA manipulator in path 1 as obtained from the closed form solution of the inverse kinematics model. Table 4 shows the detailed information about the solutions for Path 1. As seen in Table 4 , there are four solutions where the selected feasible one is Solution 3. This solution is selected by the GA approach since it has a distance of 0.3066m (between the links and the obstacles) while the other feasible solution (solution 1) has a distance of 0.2991m, which makes it not as safe as Solution 3. Figure 27 shows the evolutionary progress plots of the best-fitness individual for the PUMA manipulator. It is noted that the algorithm takes about 80 generations for the PUMA manipulator to reach a near-optimal solution with a fitness value of 0.8, while it takes about 170 generations for the PUMA manipulator and about 70 generations to reach the optimal solution from the nearoptimal one. It is also clear that the PUMA manipulator takes about 2.4 the number of generations of the 2R manipulator to reach the optimal solution. For the PUMA 560 manipulator, it is known that it can reach certain goals with four different solutions when only the position is taken into account. But due to obstacle avoidance restrictions, some of these four solutions will be eliminated. The 2R manipulator, on the other hand, has two possible solutions. In our case, two feasible solutions are obtained for the PUMA manipulator considering the other two solutions resulted are not feasible by the joint angels. Figures 28 and 29 show the generated path obtained using the CGA and their deviations from the desired ones. It is clear that the deviation does not exceed 0.0007m for the PUMA configuration, which proves the effectiveness of the CGA in generating paths with minimum deviation from desired ones. In addition, the generated path, for the PUMA 560 case does not pass through obstacle positions and is thus collision-free. Figure 30 shows that the ranges of the joints' angles for the PUMA 560 solution are given as follows: [12, 47] for the first joint, [-75, -48] for the second joint, and [10, 63] for the third joint. In fact, the joints' limits, given in Table  3 , are [-160  , 160  ] for the first joint, [-225  , 45  ] for the second joint and [-45  , 225  ] for the third joint. It is clear that this solution is acceptable. This means that the algorithm tries to find safe solutions (away from joints' limits) more frequently than other solutions. Figure 32 and Figure 33 show the feasible solutions while Figures 34 and 35 show the unfeasible solutions for the PUMA manipulator in path 2 as obtained from the closed form solution of the inverse kinematics model. This is also detailed in Table 5 . As stated earlier, the PUMA 560 manipulator has four different solutions when only the position is taken into consideration. Our solution, however, is based on maximum clearance from the obstacles as well as maximum fitness even when there are several possible collision-free solutions and the best one is chosen based on the same criteria. The results obtained using the GA approach are shown in Figures 36 through 39. As seen in Table 5 and as stated previously, the proposed GA approach selects the path with Regarding joint limits, Figure 39 show that, once again, the solutions are within the allowed range. The ranges of the joints' angles for the PUMA 560 solution are [13, 28] for the first joint, [-112, -72] for the second joint and [5, 45] for the third joint.
Path 1 for the PUMA manipulator

Path 2 for the PUMA manipulator
Finally, Figure 40 shows the evolution of three different path points (1, 50, and 100) for the three joints of the PUMA 560. In this case, around 30 generations were needed to reach a near-optimal solution whereas the larger part of the algorithm was needed to fine-tune the solutions. Figure 41 also shows the evolutionary progress of the minimum distances for both manipulators. 
Conclusion
The CGAs along with the geometry approach have been applied as a path planner for avoiding stationary obstacles in the manipulator's workspace, known as collision-free Cartesian path planning of robot manipulators. For avoiding obstacles using the geometry approach, it is important to always know the minimum distance between the manipulator links and all the surrounding obstacles. This will include modeling of obstacles and manipulator's links in the workspace where obstacles are modeled as spheres, while links are modeled as cylisphere. The locations of the cylispheres, used to model a manipulator's links, are determined based on the forward kinematics for that manipulator. Then, by using the distance functions to calculate the distance between each link and obstacle, the Cartesian paths that are free of collisions are obtained. The proposed CGA will always select the feasible and safest path that avoids the obstacles within the manipulator joint limits. This safest path is select as the best of all feasible solutions. As a result, it was observed that genetic algorithms can be used as an efficient tool in robotics application, which in our case has two aims; first, obtaining a path with minimum deviation from the desired one; second, in the case of finding several paths, the selected path will be the safest one.
