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Re´sume´
La mode´lisation d’environnements urbains permet le de´veloppement de nombreuses applications telles que : la na-
vigation 3D, la planification des projets d’ame´nagement urbain et la cre´ation de sce´narii pour l’industrie du cine´ma
ou des jeux vide´o. L’enjeu technologique est de re´duire le temps ne´cessaire pour une mode´lisation re´aliste et fide`le
a` la re´alite´. Cette the`se s’inscrit dans le cadre du projet TerraNume´rica, du poˆle de compe´titivite´ mondial Cap Digi-
tal, dont l’objectif est de de´velopper une plateforme de production et d’exploitation d’environnements synthe´tiques
urbains. Dans ce contexte, nous sommes confronte´s a` des proble`mes de segmentation de sce`nes urbaines.
Dans une premie`re partie, nous avons montre´ l’inte´reˆt de l’ope´rateur d’ouverture ultime en tant qu’ope´rateur de
segmentation ge´ne´rique. Ensuite nous avons propose´ plusieurs ame´liorations qui le rendent plus robuste a` des
proble`mes de masquage et d’images floues. L’efficacite´ de ces ame´liorations est de´montre´e non seulement dans le
contexte de l’e´tude mais e´galement dans le cadre de deux autres applications : la localisation de texte enfoui et la
segmentation de cellules.
La deuxie`me partie est consacre´e a` l’analyse de fac¸ades. La mode´lisation de celles-ci est re´alise´e a` l’e´chelle du
baˆtiment. Ne´anmoins, lors de l’acquisition, plusieurs baˆtiments apparaissent dans une meˆme image. Nous pro-
posons une me´thode capable de se´parer de manie`re automatique les diffe´rentes fac¸ades contenues dans l’image.
Ensuite, nous nous inte´ressons a` l’extraction d’information se´mantique de la fac¸ade. Elle est ainsi segmente´e en
e´tages, trave´es, feneˆtres. . . afin d’alimenter un mode`le de baˆtiment fide`le a` la re´alite´.
Par ailleurs, nous disposons e´galement de nuages de points issus de syste`mes mobiles. La troisie`me partie de cette
the`se est consacre´e a` l’analyse des donne´es tridimensionnelles. Les syste`mes mobiles fournissent un flux continu
de donne´es. Nous proposons une me´thode automatique pour segmenter ce flux en ıˆlots, e´vitant d’une part les
e´ventuels proble`mes de me´moire et d’autre part permettant l’analyse de donne´es cohe´rentes, car l’ıˆlot constitue
une entite´ se´mantique autour de laquelle se trouve le trottoir. Pour une mode´lisation de la sce`ne au niveau du
sol, il est ne´cessaire d’introduire certains e´le´ments du mobilier urbain (lampadaires, panneaux de signalisation)
ainsi que le trottoir. Nous pre´sentons des outils pour la de´tection et la classification d’artefacts (tout objet autre
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que les fac¸ades et le sol). Ces outils permettent le filtrage de donne´es pour faciliter l’e´tape de mode´lisation et la
re´introduction de certains e´le´ments, ame´liorant le re´alisme visuel de la sce`ne urbaine mode´lise´e. Nous proposons
e´galement une me´thode automatique pour la segmentation du trottoir.
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Abstract
Urban modeling allows the development of many applications such as : 3D navigation, urban planning, scene
modeling for the entertainment industry , etc. The technological challenge is to increase the productivity and the
realism of urban modeling. This thesis is developed in the framework of Cap Digital Business Cluster TerraNume-
rica project. The project aims at developing a production and exploitation platform, by allowing the definition and
visualization of synthetic urban scenes. In this context, our main contribution to the project consists in segmenting
color images and point clouds in order to assist urban modeling.
This document is mainly divided into three parts. In the first part, we have shown the ultimate opening benefits as a
generic operator of segmentation. Then we have proposed several improvements to make it more robust to masking
and leakage problems. The performance of these improvements is illustrated in our study framework, scene-text
detection and cell segmentation.
The second part is focused on fac¸ade analysis. Fac¸ade modeling is performed on the scope of a single building.
However, during the image acquisition process, several buildings appear in the same image. We propose an auto-
matic method to separate different fac¸ades included in the image. Then, we focus on the semantic extraction from
the fac¸ade. It consists in segmenting it by floors, windows, balconies... to provide a realistic building model.
The third part of this thesis is focused on point cloud analysis. In urban modeling, it is necessary to introduce some
elements such as street furniture and pavement. We present tools for the detection and classification of artifacts.
These tools allow : 1- the filtering of data in order to facilitate the modeling process and 2- the re-introduction of
some elements (lampposts, sign boards, bus stop, etc), improving visual realism in the modeled scenes. We also
propose an automatic method for pavement segmentation.
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Introduction
Contexte
Promenons-nous dans des villes virtuelles comme si nous y e´tions ! Cette phrase paraıˆt extraite d’un ouvrage de
Jules Verne ; cependant, cela n’est plus de la science-fiction. Avec la mode´lisation 3D du milieu urbain et l’explo-
sion des ge´o-portails (IGN - Geoportail 3D, Google Earth, Street View, Microsoft Virtual Earth), l’ide´e d’une visite
virtuelle de villes 3D devient de plus en plus re´elle. Mais la mode´lisation d’environnements urbains ne s’arreˆte pas
uniquement a` la navigation 3D car on trouve notamment d’autres applications telles que les e´tudes environnemen-
tales, l’ame´nagement urbain, la conservation du patrimoine, l’industrie du cine´ma et des jeux vide´o, les simulateurs
et les applications militaires. Ces mode`les urbains sont principalement conc¸us par des me´thodes purement info-
graphiques, dont le temps de re´alisation devient couˆteux. Par ailleurs, les nouvelles technologies d’acquisition de
donne´es se pre´sentent comme des alternatives de perception de notre monde re´el. Ainsi, nous sommes confronte´s
a` des enjeux e´conomiques afin de re´duire le couˆt de production de la mode´lisation et a` des enjeux technologiques
afin d’inte´grer les donne´es re´elles dans un monde synthe´tique. De nombreux projets de recherche au niveau natio-
nal et mondial, pour augmenter le degre´ d’automatisation de la mode´lisation, te´moignent de l’inte´reˆt des diverses
communaute´s scientifiques et industrielles dans l’exploitation d’environnements urbains synthe´tiques. D’ailleurs
ce travail est de´veloppe´ dans le cadre du projet TerraNume´rica du poˆle de compe´titivite´ mondial Cap Digital,
dont l’objectif ge´ne´ral est de de´velopper une plateforme de production et d’exploitation d’environnements urbains
synthe´tiques.
D’un point de vue ge´ne´ral, notre travail se porte sur l’analyse d’images et de donne´es laser afin de produire une
lecture se´mantique de ce type de donne´es. En effet, deux objectifs sont attendus, tout d’abord la segmentation
de ces donne´es facilitant leur interpre´tation, et l’interpre´tation de l’information afin d’alimenter une mode´lisation
base´e sur des re`gles.
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Sommaire
Apre`s cette introduction de´crivant le contexte et le propos de ce travail, le document se divise en quatre grandes
parties :
Premie`re Partie
La premie`re partie de´crit le projet TerraNeme´rica dans lequel s’inscrit cette the`se, ainsi que les donne´es sur les-
quelles nous allons travailler. Nous illustrons e´galement l’architecture haussmannienne e´tudie´e dans ce travail. En
fin, un e´tat de l’art des grands axes de mode´lisation urbaine est pre´sente´, permettant de positionner les me´thodes
propose´es vis-a`-vis de la litte´rature.
Deuxie`me Partie
Cette partie est de´die´e a` une analyse approfondie de l’ope´rateur d’ouverture ultime. L’ouverture ultime est un
ope´rateur morphologique non parame´trique, ide´al pour l’extraction des composantes les plus contraste´es a` diffe´rentes
e´chelles. Tout d’abord nous pre´sentons les de´finitions morphologiques afin d’e´tudier l’ope´rateur. Ensuite nous
mettons en lumie`re les proble`mes de l’ope´rateur dus aux structures imbrique´es et aux transitions graduelles.
Afin de re´duire ces proble`mes, trois ame´liorations sont propose´es. La premie`re combine l’ope´rateur avec l’in-
formation de forme a priori, pour une application donne´e. Dans la deuxie`me nous introduisons l’ouverture ultime
hie´rarchique, ainsi que l’ouverture ultime ge´ode´sique. Finalement, la troisie`me proposition de´finit l’ouverture ul-
time par ∆−attributs afin d’accumuler des re´sidus conse´cutifs non nuls. Les trois propositions sont valide´es non
seulement dans le contexte de l’e´tude mais e´galement dans le cadre de deux autres applications : la localisation de
texte enfoui et la segmentation de cellules.
Troisie`me Partie
Cette partie est consacre´e a` l’analyse d’images de fac¸ade comme phase pre´alable a` la mode´lisation proce´durale.
La mode´lisation de fac¸ades est effectue´e baˆtiment par baˆtiment ; cependant, les images prises au sol pre´sentent
plusieurs fac¸ades de baˆtiments. Nous de´crivons une me´thode de de´coupage automatique pour se´parer les diffe´rentes
fac¸ades de l’image. Une fois que l’image d’une fac¸ade est isole´e, nous continuons l’analyse de la fac¸ade avec
l’extraction de ses e´le´ments caracte´ristiques (se´mantique). Ainsi, nous proposons des me´thodes pour la division
de la fac¸ade en e´tages et en trave´es, et pour la de´tection des feneˆtres et des balcons. Une dernie`re section illustre
l’inte´gration de ces me´thodes dans une plateforme de mode´lisation proce´durale.
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Quatrie`me Partie
La quatrie`me partie expose l’analyse de nuages de points issus de syste`mes laser (fixes et mobiles). Dans le cas
particulier des syste`mes mobiles, les nuages de points sont acquis en continu, donnant lieu a` de volumes de donne´es
importantes. Ainsi, une premie`re e´tape d’analyse est la se´paration de ces points en ıˆlots. Nous avons choisi les ıˆlots
comme unite´ d’analyse pour deux raisons : 1- le volume de donne´es est raisonnable et peut eˆtre traite´ par un ordina-
teur standard en e´vitant les e´ventuels proble`mes de me´moire, 2- un ıˆlot correspond a` une unite´ se´mantique, autour
de laquelle se trouve le trottoir que nous allons localiser par la suite. Par ailleurs, les acquisitions sont re´alise´es sans
intervenir dans la vie normale de la ville, ainsi plusieurs artefacts (tous les objets autres que les fac¸ades et le sol)
repre´sentent un obstacle durant la mode´lisation. C’est pourquoi, nous de´crivons une me´thode pour la de´tection et
la classification d’artefacts. De plus, divers artefacts de´tecte´s comme ceux appartenant au mobilier urbain (lampa-
daires, panneaux de signalisation), peuvent eˆtre utilise´s pour comple´ter la mode´lisation urbaine. Par ailleurs nous
proposons une me´thode pour la segmentation du trottoir.
Dans le chapitre final, la conclusion de ce manuscrit re´sume la contribution et discute les perspectives de notre
travail du point de vue de la recherche.
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Chapitre 1
Projet TerraNume´rica
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1.1 Introduction
Cette the`se s’inscrit dans le cadre du projet TerraNume´rica du poˆle de compe´titivite´ mondial Cap Digital. Ce projet
a pour objectif le de´veloppement d’une plateforme de production et d’exploitation d’environnements synthe´tiques.
Il se concentre sur la mode´lisation du territoire et de ses ressources (zones urbaines, pe´riurbaines, patrimoine
culturel, touristique et services urbains) ainsi que sur le de´veloppement une plateforme permettant la visualisa-
tion de ces environnements pour diffe´rents supports de consultation (ordinateur personnel, re´seau de stations de
travail, terminaux mobiles, applications en ligne) sous diffe´rentes modalite´s (re´alite´ virtuelle, re´alite´ augmente´e,
etc.). Les enjeux technologiques du projet sont : l’automatisation de la nume´risation de grandes bases de donne´es
urbaines 3D, la structuration et la visualisation optimise´e des mode`les pour diffe´rentes modalite´s d’interaction et
le prototypage d’une plate-forme “territoire augmente´”.
Le projet est structure´ en trois e´tapes :
– La production et l’exploitation visuelle “d’environnements synthe´tiques” axe´es sur la nume´risation, la structu-
ration et la visualisation de mode`les 3D urbains et de leurs contenus associe´s.
– La production a` l’e´chelle de l’Ile-de-France de bases d’information ge´o-re´fe´rence´es permettant d’alimenter de
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nouveaux services d’information urbains ; le projet vise a` eˆtre une vitrine en matie`re de contenus innovants et
de valorisation multime´dia du patrimoine culturel et touristique.
– La re´alisation de briques applicatives et le de´ploiement de nouveaux produits et services a` destination des
marche´s d’acce`s aux services urbains, au tourisme, a` la valorisation du patrimoine, a` la se´curite´ et a` la pre´vention
des risques, aux syste`mes d’aide a` la de´cision en temps re´el, a` la se´curite´ civile, etc.
Le consortium du projet re´unit une vingtaine de partenaires, acade´miques et industriels. La coordination et l’enca-
drement sont assure´s par Thales Training & Simulation. La structuration technique est organise´e en Workpackages
(WP). Cette the`se s’inscrit dans le WP 3, de´veloppement et inte´gration technologique, et plus pre´cise´ment dans le
WP 3.1.2, Technologies de filtrage et fusion de donne´es, et le WP 3.1.4, Technologies de traitement et de recons-
truction.
1.2 Architecture haussmannienne
Paris, “Ville Lumie`re, est aussi une ville riche par rapport a` son architecture. Celle-ci doit beaucoup aux travaux
de Georges Euge`ne Haussmann sous le Second Empire. A partir des anne´es 1840, le baron Haussmann fait percer la
plupart des axes les plus fre´quente´s aujourd’hui, tels le Boulevard Saint-Germain, le Boulevard Saint Michel,. . .et
le Boulevard Haussmann. L’image de Paris et de ses grands axes est e´galement lie´e a` celle de l’alignement de
beaux immeubles d’e´gale hauteur (dits ‘haussmanniens).
L’architecture haussmannienne ayant e´te´ re´glemente´e, les immeubles de cette e´poque ont des caracte´ristiques
spe´cifiques. Par exemple, ils ont au moins cinq e´tages, leurs fac¸ades sont en pierre de taille et les murs en brique et
sertis par des balcons filants aux deuxie`me et cinquie`me e´tages.
Les textes de loi indiquent les valeurs approximatives des dimensions 1 de l’immeuble Haussmannien en fonction
de la largeur des voies :
Largeur voie Hauteur du Gabarit
Infe´rieure a` 7.90m 11.70m
Infe´rieure a` 9.75m 14.62m
Infe´rieure a` 20.00m 17.55m
La fac¸ade respecte les dimensions suivantes :
– La hauteur des e´tages est supe´rieure a` 2.60m (loi 1859).
– La profondeur des saillies (tous les e´le´ments sortant du nu de la fac¸ade : balcons, moulures, macarons, etc. ) doit
eˆtre infe´rieure a` 0.80m (loi 1823).
– Le toit doit s’inscrire sous une diagonale partant de la corniche, a` 45˚(loi 1784, non applique´e).
1. Ces valeurs ont e´te´ extraites du document Caracte´risation des typologies et styles de fac¸ades Haussmannienne et Post-
Haussmanniennes parisiennes [77]
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– La hauteur du toit est plus ou moins e´gale a` la moitie´ de la largeur du baˆtiment (loi 1784).
1.3 Donne´es
Pendant la the`se, plusieurs types de donne´es ont e´te´ traite´s. La description des donne´es sur lesquelles nous avons
travaille´ est re´alise´e en fonction du partenaire les ayant fournies : Matis de l’IGN, CAOR de Mines-ParisTech,
MENSI – Trimble.
La zone de test choisie pour le projet est une section du 5e`me arrondissement de Paris. Elle comprend : le boulevard
Saint Michel N˚ 65-105, la rue Soufflot, la place du Panthe´on, la rue Saint Jacques N˚ 240- 252, la rue Gay
Lussac N˚ 1-32, (Figure 1.1). Cette zone a e´te´ choisie parce que c’est une zone caracte´ristique de l’architecture
haussmannienne.
FIGURE 1.1 – Screenshot Google Maps. En rouge la zone de test
1.3.1 Matis de l’IGN
Le laboratoire Matis de l’Institut Ge´ographique National (IGN) a mis a` disposition du projet l’ensemble des
donne´es suivantes :
Images Terrestres et nuages de points
Les images terrestres (2D) et les nuages de points (3D) ont e´te´ acquis avec le syste`me mobile STEREOPOLIS.
Les donne´es 2D et 3D sont recale´es et ge´o-re´fe´rence´es. Les donne´es 3D fournissent e´galement l’information sur
la re´flectivite´ du laser (Figure 1.2). Deux capteurs 3D ont e´te´ utilise´s avec des angles de nume´risation diffe´rents :
45˚ et 90˚. En ce qui concerne les images, 12 came´ras ont e´te´ utilise´es avec diffe´rents points de vue produisant le
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meˆme nombre d’images pour chaque point de prise (Figure 1.3). Chaque image a une taille de 1920× 1080.
Images Ae´riennes, MNS et Bati3D
Les images ae´riennes couvrent toute la commune de Paris a` une re´solution d’environ 10 cm (Figure 1.4(a)). Chaque
image a une taille de 7680×13824. L’IGN a e´galement fourni le Mode`le Nume´rique de Surface (MNS) et le Mode`le
du Baˆtiment 3D (Bati3D) produits par des images de re´solution de 20cm (Figure 1.4(b) et Figure 1.4(c)).
FIGURE 1.2 – Donne´es c©IGN – Rue Soufflot
(a) 11 (b) 12 (c) 22 (d) 42
(e) 21 (f) 23 (g) 31 (h) 32 (i) 33 (j) 34 (k) 41 (l) 43
FIGURE 1.3 – Se´quences d’images Donne´es c©IGN – Rue Soufflot
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(a) Image Ae´rienne : Le Se´nat (b) MNS : Le Panthe´on (c) Bati3D
FIGURE 1.4 – Donne´es c©IGN
1.3.2 CAOR Mines-ParisTech
Le centre de robotique (CAOR) de l’e´cole Mines-ParisTech a mis a` disposition du projet des nuages de points issus
de leur syste`me Lara 3D. Ces nuages ont e´galement la couleur de chaque point 3D (Figure 1.5).
FIGURE 1.5 – Donne´es c©CAOR – Rue Soufflot
1.3.3 MENSI - Trimble
MENSI de Trimble a fourni des donne´es de type image et des nuages de points pris au sol avec des syste`mes
fixes (Figure 1.6). Elles sont recale´es et ge´o-re´fe´rence´es. Les donne´es ont e´te´ acquises avec deux syste`mes VX et
GX. Les donne´es 3D produites par le GX sont hautement denses mais les images 2D sont de basse re´solution. Par
contre, les donne´es produites par le VX sont des nuages de points moins denses et les images de texture de haute
re´solution, ainsi que des images prises par un appareil photo classique et calibre´es a` leurs syste`mes.
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(a) Donne´es 3D VX et une image d’appareil
photo
(b) Donne´es 2D VX
FIGURE 1.6 – Donne´es c©MENSI – Rue Soufflot Baˆtiment N 23
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2.1 Introduction
Dans ce chapitre, une e´tude de la bibliographie concernant la mode´lisation d’environnements urbains est pre´sente´e.
Plusieurs crite`res peuvent eˆtre utilise´s pour classer les diffe´rentes approches de mode´lisation : les sources d’acqui-
sition de donne´es, le niveau d’interaction avec l’utilisateur, les e´tapes de mode´lisation, la fide´lite´ ge´ome´trique et
les applications pre´vues. D’abord, nous avons fait un premier classement ge´ne´ral par rapport au type de mode`le
ge´ne´re´ : ge´o-spe´cifique et ge´o-typique. Ensuite, chaque sous-groupe est divise´ selon les diffe´rentes techniques qui
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contribuent a` la mode´lisation.
De´finition 1. Un mode`le ge´o-spe´cifique est une repre´sentation synthe´tique de l’environnement avec des
contraintes importantes de fide´lite´ a` la re´alite´ en termes de localisation, de taille, de couleur, de mate´riaux,
etc... Le mode`le s’appuie sur des donne´es prises sur le terrain pour garantir un niveau de fide´lite´ e´leve´.
De´finition 2. Un mode`le ge´o-typique est une repre´sentation synthe´tique de l’environnement qui doit sembler
re´aliste mais sans contraintes de fide´lite´ a` la re´alite´ elle-meˆme. Par exemple, une rue qui ressemble au style
parisien mais sans eˆtre une rue, existant re´ellement a` Paris.
Les mode`les ge´o-typiques sont utilise´s dans l’industrie du cine´ma ou les jeux vide´o alors que les mode`les ge´o-
spe´cifiques sont ne´cessaires pour des simulations militaires, du tourisme virtuel ou encore l’ame´nagement du
territoire. Les techniques implique´es dans la cre´ation d’un mode`le ge´o-spe´cifique sont :
– Les techniques d’acquisition comprennent les domaines suivants : les capteurs utilise´s, les types de donne´es
ge´ne´re´es et les localisations d’acquisitions.
– Les techniques de recalage correspondent a` la mise en cohe´rence de diverses sources et de divers types de
donne´es.
– Les techniques de filtrage consistent a` nettoyer, lisser les donne´es et/ou e´liminer le bruit duˆ a` la nume´risation.
– Les techniques de reconstruction comprennent l’extraction de la se´mantique ou des structures ge´ome´triques des
donne´es re´elles issues des e´tapes pre´ce´dentes.
Par ailleurs, les mode`les ge´o-typiques sont produits par des techniques d’infographie. Les approches par info-
graphie/graphisme sont obtenues par des me´thodes purement manuelles en utilisant des logiciels spe´cifiques a` la
cre´ation de mode`les synthe´tiques. Concernant les techniques de mode´lisation proce´durale, ce sont en ge´ne´ral des
techniques d’infographie pour cre´er des mode`les 3D ainsi que des textures a` partir de se´ries de re`gles [52]. Ces
approches, comme les approches d’infographie pure, peuvent produire de manie`re inde´pendante des mode`les ur-
bains ou` la sortie est comple`tement virtuelle. Ne´anmoins, de plus en plus de chercheurs combinent l’information
acquise avec la mode´lisation proce´durale, donnant pour re´sultat des mode`les ge´o-typiques plus fide`les au monde
re´el. Nous les appellerons ces techniques mode´lisations coope´ratives. Le classement global pre´sente´ est illustre´ sur
le diagramme de la Figure 2.1.
2.2 Techniques d’acquisition
La classification des travaux re´alise´s dans le domaine de l’acquisition des donne´es est faite selon le syste`me utilise´ :
capteurs passifs, capteurs actifs et sources de´rive´es. Les capteurs passifs sont principalement les capteurs CCD qui
acquie`rent l’information de luminance et/ou la couleur d’une sce`ne urbaine sous forme d’images ou de vide´os.
Pour extraire l’information 3D a` partir des images/vide´os, l’information de calibration de la came´ra est ne´cessaire.
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FIGURE 2.1 – Les e´tapes de la mode´lisation d’environnements urbains.
Les conditions d’acquisition jouent un roˆle important pour ce type de capteurs car les conditions d’e´clairage ne
sont pas controˆle´es. Par ailleurs, les capteurs actifs mesurent directement la profondeur des objets et fournissent
sous forme de nuages de points la ge´ome´trie de la sce`ne pour la mode´lisation d’environnements urbains. Les
techniques les plus utilise´es pour l’acquisition des donne´es sont le temps de vol et la triangulation optique. Les
capteurs passifs ou actifs peuvent eˆtre divise´s en deux sous cate´gories selon le point d’acquisition : terrestres et
ae´roporte´s. Vers la fin des anne´es 80, les chercheurs ont commence´ a` employer de nouveaux syste`mes de navigation
de ge´o-positionnement et de guidage (GPS/INS Global Positioning System /Inertial navigation system ) pour le
positionnement pre´cis de capteurs. La combinaison des deux syste`mes a augmente´ la pre´cision et a diminue´ le couˆt
d’obtention d’une grande quantite´ de donne´es ge´o-re´fe´rence´es. Finalement, il existe une grande varie´te´ de sources
de´rive´es : le cadastre, le Mode`le Nume´rique d’Ele´vation (MNE), les Syste`mes d’Information Ge´ographique (SIG).
Les approches mentionne´es pre´ce´demment sont de´taille´es dans les sections suivantes.
2.2.1 Images/Vide´os Terrestres
Les images terrestres sont acquises au niveau du sol a` l’aide de syste`mes fixes. Bien que les donne´es fournies
soient de qualite´ e´leve´e (ve´ge´tation, de´tail de fac¸ade de baˆtiment, etc.), il manque des informations sur la vue
supe´rieure des baˆtiments (toits) et les occlusions rendent difficile l’extraction de l’information 3D. Il est donc
difficile a` partir de ces donne´es de construire de grands secteurs urbains. Pour cette raison, la mode´lisation a` partir
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d’images terrestres est plus utile dans les applications ge´o-typiques fournissant des mode`les 3D de qualite´ [8,168].
En effet, l’estimation du mode`le 3D texture´ avec l’utilisation d’images de textures re´elles permet d’augmenter son
re´alisme visuel.
La photogramme´trie pre´sente aussi des proble`mes affectant la qualite´ dans l’e´tape de reconstruction, par exemple
[170] :
– Les proble`mes de distorsion dus a` la perspective pendant l’acquisition.
– Les variations d’e´clairage qui produisent diffe´rentes luminances et des ombres dans l’image.
– Les occlusions provoque´es par les objets a` mode´liser (autres baˆtiments) ou les objets a` ne pas mode´liser tels que
des arbres, des poteaux de service, des pie´tons et des voitures.
Dans les se´quences vide´o, la re´solution des images/frames n’est pas aussi e´leve´e que dans le cas des images
fixes. Pollefeys a propose´ des techniques pour re´cupe´rer automatiquement la ge´ome´trie 3D en utilisant un simple
came´scope portable [125,126]. Cette approche pre´sente une application de mode´lisation des sce`nes arche´ologiques
qui ne requiert pas de grands de´placements. Pour acque´rir de larges zones urbaines, les capteurs sont normalement
situe´s sur des plateformes mobiles. Dans le projet UrbanScape [3, 127], un syste`me d’acquisition sur un ve´hicule
embarque´ avec huit came´ras vide´o et un syste`me de navigation INS/GPS a e´te´ de´veloppe´. Brun et al. utilisent un
objectif fisheye afin d’obtenir des images grand-angle [25].
2.2.2 Images Ae´riennes
La mode´lisation a` partir d’images ae´riennes pre´sente plusieurs avantages par rapport a` la mode´lisation a` par-
tir d’images terrestres. Les images ae´riennes fournissent les formes de baˆtiments et les dimensions pre´cises de
toits. Par contre, elles n’ont pas une information suffisante au niveau des fac¸ades. Les images peuvent eˆtre rec-
tifie´es dans la projection orthographique, facilitant la fusion des multiples images pour couvrir de grands domaines
ge´ographiques. Ces types de donne´es facilitent e´galement la fusion avec les SIGs. La mode´lisation avec ces images
pre´sente les meˆmes contraintes qu’avec des images terrestres par rapport aux conditions d’e´clairage. Plusieurs
syste`mes d’acquisition d’images ae´riennes et leur utilisation pour la reconstruction de baˆtiments 3D sont de´crits
dans [57]. Maillet et Flamanc illustrent une comparaison de l’acquisition des images ae´riennes et des images sa-
tellites [98]. Chaque type d’image offre diffe´rentes caracte´ristiques parmi lesquelles la qualite´, la pre´cision, la
couverture, le couˆt et les installations ope´rationnelles. Les images ae´riennes sont celles qui pre´sentent le meilleur
rapport qualite´/couverture.
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2.2.3 Scanner au sol
Les syste`mes de capteurs actifs utilisent la technologie Lidar pour l’acquisition de donne´es. Lidar est l’acronyme du
terme anglo-saxon light detection and ranging. C’est un syste`me de mesure utilisant des ondes e´lectromagne´tiques.
Le laser e´met une onde lumineuse. L’onde interagit avec les diffe´rents composants qu’elle rencontre. Une partie
de cette onde est re´trodiffuse´e et collecte´e par le capteur. A` partir de cette composante re´trodiffuse´e, on peut alors
de´duire des informations quant au diffuseur et sa distance par rapport au syste`me de mesure.
Fru¨h et Zakhor ont pre´sente´ un syste`me qui utilise un ve´hicule e´quipe´ d’un appareil photo et de deux scanners laser
2D (horizontal et vertical) [47]. L’appareil photo capture des images pour les textures, le scanner laser horizontal
suit le mouvement du ve´hicule, et le scanner vertical capture des donne´es de la fac¸ade des baˆtiments. Zhao et
Shibasaki ont employe´ un syste`me de ve´hicule avec des capteurs embarque´s : trois scanners laser 1D et six appa-
reils photo aligne´s [181]. Le syste`me de navigation fusionne les donne´es du GPS, de la centrale inertielle, et de
l’odome`tre. Ce syste`me permet de ge´o-re´fe´rencer et de synchroniser les nuages de points et les images. De meˆme,
le laboratoire de recherche CAOR de Mines-ParisTech a de´veloppe´ un ve´hicule pour l’acquisition de donne´es 3D
ge´o-re´fe´rence´es [2, 24]. Ce ve´hicule prototype, Lara3D, comprend principalement des capteurs de positionnement
(GPS diffe´rentiel, centrale inertielle, odome`tre) pour assurer la localisation spatiale. Un scanner laser 2D embarque´
permet la nume´risation d’environnements urbains et routiers, au cours du de´placement du ve´hicule. Un syste`me
mobile sur ve´hicule avec des caracte´ristiques similaires a e´te´ de´veloppe´ par le laboratoire MATIS de l’IGN (Institut
Ge´ographique National de France). Ce syste`me, nomme´ STEREOPOLIS, posse`de aussi deuze cameras de haute
re´solution, un laser 2D et un syste`me de navigation pour le ge´o-re´fe´rencement.
Il existe d’autres types de capteurs actifs 3D au sol. Ces types de capteurs sont fixes et de haute gamme, et du fait
d’un prix e´leve´, ils sont seulement produits pour des applications industrielles ou de construction. Par exemple,
MENSI-Trimble R© 1 posse`de deux types de dispositifs pour l’acquisition de nuages de points :
– La station spatiale Trimble R© VXTM est un syste`me de positionnement e´volue´ qui fait appel aux technologies
de pointe de nume´risation et d’optique pour re´aliser des mesures de faible re´solution 3D et ge´ne´rer des donne´es
me´triques et ge´o-re´fe´rence´es en 2D et 3D.
– Les scanners Trimble R© 3D GX emploient la technologie de mesure du temps de vol dont le principe est d’en-
voyer une impulsion laser et d’observer le temps qu’elle prend pour se refle´ter sur un objet et pour retourner a`
l’instrument. La gamme de distance est combine´e avec des mesures d’encodeur d’angle pour fournir la locali-
sation tridimensionnelle d’un point. Ces types de syste`me fournissent des donne´es plus denses que les syste`mes
pre´ce´demment pre´sente´s.
1. http ://www.trimble.com/spatialimaging.shtml
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2.2.4 Scanners ae´roporte´s
Dans le cas des syste`mes ae´roporte´s avec des capteurs actifs, le laser est embarque´ dans un porteur ae´rien (avion,
he´licopte`re, dirigeable, deltaplane, etc). Il e´met des impulsions vers la terre et le syste`me acquiert un nuage de
points ge´o-re´fe´rence´s du terrain [60]. Un e´tat de l’art e´tendu des syste`mes ae´roporte´s Lidar est pre´sente´ en [100].
Les auteurs de´crivent les principes physiques de la technique et les syste`mes existants les plus importants.
2.2.5 Sources De´rive´es
Mode`le Nume´rique d’ Ele´vation (MNE)
Le MNE est normalement produit par ste´re´oscopie a` partir de couples d’images ae´riennes donnant pour re´sultat
un mode`le de la topographie d’une zone terrestre. Ce mode`le d’e´le´vation est repre´sente´ comme une image ou` la
valeur de chaque pixel correspond a` l’altitude d’un point sur le terrain.
Cadastre
Le cadastre est le registre public et les documents administratifs (e´tat de section, plan parcellaire, matrice cadas-
trale) permettant d’identifier les proprie´te´s pre´sentes dans une commune. Le cadastre recense toutes les proprie´te´s
foncie`res.
Bati3D
Le Bati3D est un mode`le polye´drique de la structure des baˆtiments. Il est issu de l’extraction d’information de la
hauteur dans le MNE et la de´limitation de l’information cadastrale. Les approches utilise´es pour sa cre´ation seront
de´crites dans la section 2.5.1.
Syste`me d’information ge´ographique (SIG)
Un syste`me d’information ge´ographique peut eˆtre de´fini comme un ensemble de mate´riels et de logiciels capables
d’inte´grer, de stocker, d’e´diter, d’analyser, de partager, et de montrer l’information ge´ographiquement re´fe´rence´e
[29]. Les donne´es graphiques localise´es aident a` afficher ou a` imprimer des plans et des cartes. Ses usages couvrent
les activite´s ge´omatiques de traitement et de diffusion de l’information ge´ographique. Cela constitue le moyen
d’associer diffe´rents types d’acteurs, publics et prive´s, et d’e´tablir des partenariats locaux tout en favorisant une
gestion plus de´centralise´e. Le syste`me est ge´ne´re´ a` partir de plusieurs sources d’information inte´gre´es typiquement
par un utilisateur. Le roˆle du syste`me d’information est de proposer une repre´sentation plus ou moins re´aliste de
l’environnement spatial en se basant sur des primitives graphiques telles que des points, des vecteurs (arcs), des
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polygones ou des re´seaux (raster) [38]. A` ces primitives sont associe´es des informations qualitatives telles que la
nature (route, voie ferre´e, foreˆt, etc.) ou des informations contextuelles.
2.3 Techniques de recalage et de filtrage
Cette section illustre des techniques de recalage et de filtrage de plusieurs donne´es he´te´roge`nes mentionne´es dans
la section pre´ce´dente.
2.3.1 Techniques de recalage
L’ide´e principale du recalage est la mise en correspondance dans le meˆme repe`re des diffe´rents types de donne´es.
Les me´thodes de recalage dans la mode´lisation urbaine ge´ne´ralement proce`dent en deux e´tapes : la mise en cor-
respondance des donne´es et l’estimation de la transformation permettant de projeter toutes les donne´es dans un
meˆme repe`re. Il faut conside´rer que si les donne´es sont acquises dans le meˆme instant de temps avec des capteurs
comple`tement synchronise´s, le proble`me du recalage est re´duit a` un proble`me d’instrumentation du mate´riel. Les
techniques de recalage peuvent eˆtre classe´es par rapport a` plusieurs crite`res : les applications, le type de donne´es,
le type de transformation, le type d’optimisation, etc. Nous de´crirons ces techniques en utilisant un classement
similaire a` celui pre´sente´ par Stamos dans [153] par rapport aux types de donne´es.
3D-3D
La me´thode la plus re´pandue est l’algorithme ICP (Iterative Closest Point), de´veloppe´e par Besl et McKay [11]
et Zhang [180]. Cet algorithme consiste a` calculer, de fac¸on ite´rative, la matrice de transformation recalant au
mieux deux (ou plusieurs) ensembles de donne´es 3D. Des nombreuses variantes et ame´liorations de cet algorithme
existent [1].
2D - 3D
La plupart des travaux oriente´s vers le recalage de nuages de points et d’images prises au sol sont base´s sur
l’extraction de primitives dans les donne´es (droites [154], rectangles [155], plans [36], re´gions [32], etc.) et leur
mise en correspondance a posteriori. D’autres approches re´duisent le proble`me du recalage multimodal 2D-3D a`
un proble`me 2D-2D [33,145] en utilisant l’image de reflectance associe´e au capteur 3D. La mise en correspondance
est alors re´alise´e entre l’image de reflectance et l’image couleur. Huber a propose´ une me´thode semi-automatique
pour le recalage de donne´es ae´roporte´es [75]. A partir d’une estimation des plans de toits avec les donne´es laser et
des contours dans l’image, il met en correspondance les donne´es. D’autres types d’approches recalent des mode`les
3D de baˆtiments avec des images ae´riennes [46] ou terrestres [85]. Ils extraient les lignes de fuite dans les images
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et comparent avec les contours du mode`le 3D. Actuellement, la plupart des fournisseurs de donne´es 3D (fixes et
ae´roporte´es) proposent en comple´ment des donne´es laser un ensemble de photographies acquises a` partir d’une
came´ra calibre´e avec une bonne pre´cision.
2D - 2D
Les diffe´rentes familles de recalage d’images que l’on trouve dans la litte´rature peuvent eˆtre divise´es en trois
grands groupes : recalage iconique, recalage ge´ome´trique, recalage hybride [23, 99]. Le recalage ge´ome´trique
s’appuie sur l’appariement de primitives ge´ome´triques extraites des images a` recaler. Le recalage iconique ne
requiert aucune segmentation et s’appuie directement sur les intensite´s des images a` recaler. Le recalage hybride
est une me´thode hybride entre les deux pre´ce´dentes. Dans les images de milieu urbain, les approches les plus
re´pandues sont issues des me´thodes hybrides base´es sur la de´tection de points d’inte´reˆt. Dans la litte´rature on
trouve de nombreuses me´thodes de de´tection des points d’inte´reˆt. Un e´tat de l’art complet sur la de´tection des points
d’inte´reˆt est pre´sente´ dans [110]. Lindeberg a de´veloppe´ un de´tecteur de “blob invariant aux facteurs d’e´chelle, ou`
un blob est de´fini comme un maxima du Laplacien normalise´ dans l’espace des e´chelles [90]. Par la suite Lowe a
re´alise´ une approximation du Laplacien a` partir de filtres successifs base´s sur des diffe´rences de gaussienne (DoG),
il de´tecte les maxima locaux dans l’espace des e´chelles [94,95]. Mikolajczyk et Schmid ont utilise´ une version multi
e´chelle du de´tecteur de points d’inte´reˆt de Harris pour localiser les points singuliers de l’image dans l’espace, puis
la me´thode de Lindeberg pour la de´tection des e´chelles et l’adaptation aux transformations affines [109].
Par ailleurs, des me´thodes de recalage d’images ae´riennes et terrestres en utilisant un mode`le polye´drique sont
pre´sente´es dans [74, 86]. Les images ae´riennes sont d’abord utilise´es pour recre´er le mode`le et ensuite les images
terrestres sont assemble´es au mode`le.
2.3.2 Techniques de filtrage
Les donne´es brutes, issues de l’e´tape d’acquisition, contiennent toutes sortes d’informations lie´es a` l’environne-
ment urbain. Cependant, pour faciliter la mode´lisation, il est inte´ressant de seulement avoir les donne´es corres-
pondant aux structures d’inte´reˆt. Diverses approches ont de´veloppe´ des me´thodes de segmentation pour ensuite
se´lectionner les “re´gions a` mode´liser. Les approches de filtrage sont de´crites selon les types de donne´es sur
lesquelles elles sont applique´es.
Images
Les me´thodes de filtrage sur des images sont normalement applique´es a` des images prises au sol, ou` le proble`me
des occlusions est important (des arbres, des panneaux, des personnes). Le filtrage est principalement compose´
de deux e´tapes : tout d’abord, la se´lection de pixels d’e´le´ments a` filtrer (segmentation) et ensuite la reconstruc-
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tion de l’information se´lectionne´e (Inpainting). Wang et al. ont re´duit les zones occulte´es en utilisant plusieurs
images [170]. Ils ponde`rent les pixels de toutes les images avec un poids qui de´pend de l’orientation de la came´ra
et de la corre´lation entre images. Koran et Rasmussen ont pre´sente´ une me´thode de classification de pixels d’obs-
tacles et de non-obstacles [80]. La me´thode recale en meˆme temps les se´quences d’images en utilisant une extrac-
tion de caracte´ristiques et RANSAC (RANdom SAmple Consensus [42]). Les trous, produits par l’e´limination de
pixels occulte´s, sont remplace´s avec une estimation spatio-temporelle de la luminance des pixels. Une de´tection
de voitures statiques dans des se´quences vide´o a e´te´ de´veloppe´e en [28]. L’approche est base´e sur l’apprentissage
a priori avec des caracte´ristiques de voitures et l’hypothe`se de la localisation de voitures au niveau du sol.
Nuages de points
Madhavan et Hong de´tectent la se´paration de baˆtiments et de routes sur des donne´es Lidar Terrestres [97]. Ils
se´parent e´galement en plusieurs paˆte´s de maisons si les donne´es comportent plusieurs ıˆlots. Goulette et al. pre´sentent
une segmentation de nuages de points base´e sur l’analyse de profils de points et leur accumulation [56]. Ils de´tectent
la route, les fac¸ades et les arbres. Ne´anmoins, ces dernie`res approches ont de fortes contraintes par rapport a`
leurs syste`mes d’acquisition. Des approches de de´tection de ve´hicules sur des donne´es ae´riennes sont de´crites
en [30, 175]. Ces approches pre´sentent des proble`mes de de´tection sur des routes en pente. On pourrait aussi men-
tionner les approches qui mode´lisent des plans de fac¸ades a` partir des nuages de points [9, 18, 37, 156, 177] pour
e´liminer les points aberrants, mais elles seront traite´es comme des me´thodes de reconstruction (voir section 2.5.2).
2.4 Techniques d’infographie
2.4.1 Mode´lisation manuelle
En effet, la mode´lisation manuelle par infographie se base sur un mode`le de synthe`se entie`rement ge´ne´re´ par
ordinateur dans laquelle le graphisme est utilise´ pour cre´er un monde visuellement re´aliste. Cette approche est un
sous-domaine de la Conception Assiste´e par Ordinateur (CAO). L’utilisation d’un logiciel suffisamment puissant
pour la cre´ation des mode`les synthe´tiques est ne´cessaire, parmi lesquels nous pouvons citer 3DSMax 2, Maya 3,
AutoCAD 4, Rhinoceros 5 et Blender 6. Les applications sont nombreuses, mais les plus remarquables sont des jeux
vide´o, des logiciels d’architecture urbaniste, des films anime´s, etc. [123].
Ce type de mode´lisation pre´sente divers verrous de´crits dans [53] :
2. www.autodesk.es/3dsmax
3. www.autodesk.com/maya
4. www.autodesk.com/autocad
5. www.rhino3d.com/
6. www.blender.org/
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– Le couˆt de production : lie´ au nombre e´leve´ d’anne´es-hommes dans l’industrie du jeu et du cine´ma. Par exemple
15 anne´es-hommes pour la mode´lisation de Metropolis dans le film Superman Returns [113] et 10 anne´es-
hommes pour la mode´lisation de New York anne´es 30 dans le film King Kong 7.
– La durabilite´ et la re´utilisation : le cycle de vie court et une re´utilisation poste´rieure nulle des mode`les cre´e´s.
– L’expertise : l’utilisation des logiciels requiert des mois de formation.
Par contre, la mode´lisation proce´durale propose une alternative inte´ressante pour re´duire le couˆt de production,
augmenter la ge´ne´ralite´ des mode`les ge´ne´re´s et simplifier la mode´lisation comme un jeu de Lego.
2.4.2 Mode´lisation proce´durale
Les techniques de mode´lisation proce´durale facilitent la production automatique des sce`nes/mode`les complexes.
Elle garantit aussi une cohe´rence globale dans le mode`le et un tre`s haut niveau de re´alisme. Une des caracte´ristiques
les plus importantes des techniques de mode´lisation proce´durale est le niveau d’abstraction. Dans une approche
proce´durale, plutoˆt que de pre´ciser explicitement et de stocker tous les de´tails complexes d’une sce`ne ou d’un
mode`le, le mode`le est synthe´tise´ dans une fonction ou un algorithme (c’est-a`-dire une proce´dure) [40]. L’approche
e´conomise la me´moire de stockage, car les de´tails ne sont plus explicitement spe´cifie´s, mais sont implicites a`
la proce´dure. Cela permet de cre´er des mode`les multi-inhe´rents, a` diffe´rents niveaux de de´tails que l’on peut
e´valuer a` une re´solution de´termine´e. Dans la mode´lisation d’environnements urbains, la proce´dure est base´e sur des
re`gles (constituant une grammaire). Diffe´rents niveaux de mode´lisation proce´durale ont e´te´ pre´sente´s dans [122]
en utilisant une approche multi-e´chelle. Cette mode´lisation produit principalement des mode`les ge´o-typiques.
Les premie`res approches base´es sur une grammaire [148] [128], y compris graftals et L-syste`mes, permettent de
simuler des mode`les complexes d’arbres, de plantes, et d’autres objets naturels a` partir de la de´finition de quelques
parame`tres. Ces mode`les utilisent des langages formels pour spe´cifier des re`gles complexes dans la croissance
naturelle des objets.
La ge´ne´ration de milieux urbains e´tendus (routes, ıˆlots et baˆtiments) a e´te´ pre´sente´e par Parish et Mu¨ller [120],
Lechner et al. [84] et Marvie et al. [102]. Ils utilisent un L-syste`me e´tendu pour faire “pousser les routes comme
des plantes. Les zones entre les routes sont ensuite subdivise´es pour de´finir les ıˆlots de baˆtiments. Les baˆtiments
sont ge´ne´re´s avec un autre L-syste`me et compose´s sous des mode`les polye´driques. Mais les L-syste`mes ne sont
pas ne´cessairement approprie´s pour la mode´lisation des baˆtiments. Les baˆtiments diffe´re`rent dans la structure des
plantes et des rues, dans la mesure ou` ils ne poussent pas de manie`re libre, leur mode´lisation repose sur une partition
des espaces plutoˆt que sur un processus de croissance. Ainsi, Wonka et al. ont de´veloppe´ une me´thode automatique
pour la mode´lisation qui permet de reconstruire les diffe´rents types de baˆtiments en utilisant un ensemble de re`gles.
Ils ont montre´ comment ge´ne´rer des de´tails ge´ome´triques sur les fac¸ades de baˆtiments a` partir de grammaires de
formes (shape grammars) [157]. Ces grammaires utilisent des formes ge´ome´triques (shapes) comme un alphabet.
7. www.wetafx.co.nz/
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Ils proposent deux types de re`gles principalement : les grammaires de sous-division (split), qui divisent le baˆtiment
en parties, et les grammaires de controˆle, qui guident la propagation et la distribution des formes. Leurs re´sultats
pre´sentent une diversite´ culturelle et re´pondent a` l’influence de la population et du mate´riel. Les re`gles de Wonka
et al. ont e´te´ e´tendues par Mu¨ller et al. en [113]. Ils ont nomme´ la grammaire CGA shape (acronyme du terme
anglo-saxon Computer Graphics Architecture). Ils permettent de spe´cifier les parame`tres et emploient une gram-
maire et des attributs pre´de´termine´s afin de ge´ne´rer automatiquement des baˆtiments et des architectures. Une des
contributions de ces travaux concerne la mode´lisation des baˆtiments a` partir d’un assemblage de volumes simples.
Ces deux approches font partie du logiciel City-Engine 8 pour la mode´lisation d’environnements urbains. Aliaga et
al. de´crivent un syste`me similaire qui facilite l’utilisation de grammaires pour la description de fac¸ades [6].
Un autre type de mode´lisation proce´durale a e´te´ introduit par Havemann dans sa the`se doctorale [62]. Sa me´thode
est appele´e GML (acronyme du terme anglo-saxon Generative Modeling Language). Le GML est comme un
langage de programmation, qui permet de cre´er les de´tails base´s sur des maillages en utilisant des grammaires et
de ge´ne´rer des surfaces complexes a` partir de plusieurs surfaces simples. Ne´anmoins, la grammaire n’est pas aussi
bien adapte´e pour des ornements et des surfaces courbes.
Certaines applications utilisent la mode´lisation proce´durale dans le domaine du cine´ma [171], de l’ame´nagement
urbain [52, 111], de l’infrastructure souterraine [106] , de la conservation du patrimoine : les maisons d’Alvaro
Siza a` Malagueira [39], des constructions du Moyen Aˆge [16], des chaˆteaux [53], des temples chinois [91], et des
baˆtiments Maya [112].
2.5 Techniques de reconstruction
La mode´lisation d’environnements urbains re´els a` grande e´chelle est re´alise´e a` partir de donne´es issues des ap-
proches de´ja` pre´sente´es ou` le but est de produire des mode`les ge´o-spe´cifiques. Chacune de ces donne´es et tech-
niques d’acquisition ont des avantages et des inconve´nients au moment de la mode´lisation. Par exemple, les images
apportent des informations de couleur et texture de haute qualite´ et ne fournissent pas de donne´es 3D, par contre
les capteurs actifs donnent l’information 3D avec une pre´cision e´leve´e sans information couleur. Par ailleurs, en
fusionnant les diffe´rents types de donne´es entre eux avec la mode´lisation proce´durale, on pourrait produire des
mode`les urbains plus pre´cis et d’une manie`re plus automatique. Dans les techniques de reconstruction, on parlera
e´galement des me´thodes qui de´tectent la se´mantique (e´tages, trave´es, feneˆtres) et qui alimentent une grammaire
de´termine´e.
8. www.procedural.com/cityengine/
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2.5.1 Reconstruction par photogramme´trie
La mode´lisation a` partir de vide´os/images est un proble`me classique dans la vision par ordinateur [45]. Ces tech-
niques emploient seulement des images pour obtenir des mode`les 3D ; pour cette raison, c’est une manie`re rentable
de produire des mode`les urbains a` grande e´chelle [73]. La mode´lisation est seulement possible si plus de deux
images ont une information commune, cette information est utilise´e pour trouver des correspondances et finale-
ment, graˆce aux techniques de ste´re´ogramme´trie, on obtient des donne´es 3D. Vu et al. utilisent des images de
haute re´solution afin d’extraire l’information 3D des zones e´tendues [168]. Ils utilisent la programmation sur le
processeur graphique d’une machine pour garder un temps raisonnable d’exe´cution.
L’un des premiers travaux par photogramme´trie terrestre est pre´sente´ par Debevec et al. [31]. Le syste`me obtient
des mode`les ge´ome´triques a` partir d’images de fac¸ades acquises depuis un syste`me terrestre. L’information de
fac¸ades est exploite´e en utilisant l’extraction des primitives de chaque image. Avec un syste`me interactif, l’uti-
lisateur choisit les primitives pour e´tablir les correspondances. La pre´cision du mode`le obtenu est ve´rifie´e en
projetant a` nouveau le mode`le sur les images originales. De la meˆme manie`re, les se´quences vide´o d’une sce`ne sta-
tique, acquise par une came´ra en mouvement, sont utilise´es pour faire la reconstruction de mode`les ge´ome´triques
3D [125, 126].
Lin et al. [89] emploient des images ae´riennes monoculaires d’un point de vue ge´ne´ral pour de´tecter des baˆtiments
urbains et pour construire des descriptions de forme 3D. Ils extraient la forme des baˆtiments a` partir de deux hy-
pothe`ses : les toits sont plats et rectangulaires et les baˆtiments ont seulement des formes en L, T , et I . Baillard [7]
a de´crit deux approches de reconstruction automatique des baˆtiments en se basant sur deux images ae´riennes. La
premie`re approche est un algorithme pour trouver automatiquement les correspondances entre des segments de
ligne de multiples images. L’algorithme utilise des contraintes ge´ome´triques et radiome´triques base´es sur l’in-
formation de vues multiples. Le deuxie`me de´veloppement est une me´thode pour calculer automatiquement une
reconstruction par morceaux planaires base´e sur les correspondances des lignes. Le re´sultat est un mode`le brut de
bas niveau de de´tail ou` la forme du toit est un carre´ (le premier bati3D). La mise en correspondance d’images donne
lieu au mode`le nume´rique d’e´le´vation. Ce travail est le de´but d’une se´rie de the`ses de doctorat [7,50,119,158] dans
le Laboratoire de recherche MATIS de l’IGN. Dans sa the`se, Taillandier [158] a utilise´ six images ae´riennes pour
trouver les correspondances et les mode`les obtenus ont plus de de´tails au niveau de toits que dans l’approche de
Baillard. Il a obtenu un mode`le de bati3D plus e´labore´ avec de toits en pente. Re´cemment, Bre´dif et al. intro-
duisent les superstructures au toit [19]. Ces superstructures sont des de´tails ge´ome´triques comme des chemine´es,
des chiens-assis, des verrie`res, des terrasses de toits.
Dans les dernie`res anne´es, une autre approche pre´sente la mode´lisation 4D d’une base de donne´es photos qui
montre l’e´volution dans le temps d’une ville. Cette approche a e´te´ de´veloppe´e dans le cadre du projet 4D Cities
[141, 142]. La base de donne´es d’images correspond a` une pe´riode de 100-150 ans pour recre´er des mode`les 4D
(mode`les 3D de baˆtiments + temps) utilisant e´galement des techniques de mouvement.
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2.5.2 Reconstruction a` partir des nuages de points
La plupart des recherches sur l’exploitation de l’information 3D de lidar terrestres concerne l’approximation des
fac¸ades par des plans. Dans [18,37], des me´thodes de croissance de re´gions sont utilise´es pour extraire les surfaces
planaires de fac¸ades et dans [9,156] l’approximation de la fac¸ade est re´alise´e en utilisant l’algorithme de RANSAC.
Becker et Haala ont de´tecte´ la position de feneˆtres pour de´duction, puisque le laser traverse la vitre, il n’y a pas de
points aux emplacement des feneˆtres [9]. Yu et al. ont pre´sente´ un algorithme de segmentation qui extrait les plans
d’un ensemble de nuages de points recale´s [177]. La me´thode utilise une variante de l’algorithme d’agroupement
k-means. Le re´sultat est un nombre de re´gions qui de´crivent les entite´s urbaines (par exemple, les fac¸ades, les
feneˆtres, les plafonds, les de´tails architecturaux, etc).
Par ailleurs, les donne´es lidar ae´riennes sont utilise´es pour la cre´ation des mode`les polye´driques de baˆtiments [79,
144,163]. Verma et al. segmentent le nuage 3D en points de toiture (baˆtiment) et en points de terrain. Ils introduisent
le concept d’une topologie de toit base´e sur des graphes pour repre´senter les relations entre les diffe´rents plans
d’une structure complexe de toiture. Cette repre´sentation permet la composition de la toiture avec la combinaison
de simples plans.
Toutes ces techniques de reconstruction utilise´es avec les donne´es lidar sont aussi applique´es aux donne´es 3D
issues des me´thodes de ste´re´ogramme´trie.
2.5.3 Mode´lisation coope´rative
Fru¨h et Zakhor ont pre´sente´ la mode´lisation des baˆtiments en utilisant l’information d’un mode`le ae´roporte´ et des
images terrestres [48, 49]. Ils ge´ne`rent des mode`les triangule´s avec des texels de textures associe´s. Hu et al. ont
employe´ des donne´es de Lidar, une image ae´rienne pour reconstruire des mode`les polye´driques de baˆtiments [73].
Ces mode`les sont texture´s avec des images terrestres. Vosselman and Dijkman ont utilise´ des mode`les MNE ou
des images ae´riennes et des SIG 2D pour la reconstruction des mode`les ge´o-re´fe´rence´s [167]. Bretar [21] a e´tudie´
l’utilisation conjointe de donne´es laser avec des images dans une approche par segmentation hie´rarchique, dans le
cadre de reconstructions de baˆtiments a` partir d’acquisitions ae´roporte´es.
Les approches les plus repre´sentatives d’une mode´lisation coope´rative ont pour but la reconstruction de fac¸ades des
baˆtiments. Wang et al. ont pre´sente´ un algorithme qui re´cupe`re les structures de´taille´es des fac¸ades de baˆtiments
a` partir d’images de multiples vues [170]. Elles doivent eˆtre ortho-rectifie´es. Cet algorithme de´tecte une classe
ge´ne´rique d’objets (microstructures) montrant une taille, un mode`le, et une orientation re´gulie`re (Oriented Region
Growing (ORG) [169]). Apre`s cela, ils conside`rent que les microstructures de tailles semblables ont un mode`le
pe´riodique dans des directions horizontales et verticales sur la fac¸ade (Periodic Pattern Fixing (PPF)). Werner
et Zisserman ont de´crit une me´thode pour reconstruire la structure de´taille´e d’un baˆtiment et de ses fac¸ades en
adaptant des blocs primitifs [172]. Ces blocs sont automatiquement adapte´s afin de reconstruire les feneˆtres du toit.
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Ils emploient la ge´ome´trie projective sur l’image non calibre´e. D’abord, un mode`le exte´rieur brut du baˆtiment est
construit en utilisant la fusion des images avec des techniques de ste´re´ogramme´trie. Ensuite, le mode`le brut est
cre´e´, et affine´ d’exte´rieur en ajoutant des de´tails tels que les feneˆtres et les portes. La reconstruction emploie la
de´tection des points de fuite et la correspondance des lignes qui sont ne´cessaires pour la de´tection des primitives
planaires. Schindler et Bauer ont propose´ une me´thode de reconstruction de´taille´e des baˆtiments base´e sur des
mode`les [143]. Dans cette reconstruction, les points 3D sont obtenus en trouvant les correspondances entre les
lignes des images. Ces points sont utilise´s pour cre´er un mode`le brut polye´drique avec un algorithme robuste de
re´gression. Les de´tails des fac¸ades sont ge´ne´re´s a` partir d’images couleur terrestres.
Parish et Mu¨ller [120] construisent des mode`les de villes en utilisant des images ae´riennes et l’information ge´ographi-
que de la densite´ de population. Ils utilisent e´galement un L-Syste`me e´tendu avec des contraintes. Un utilisateur
peut de´terminer le mode`le des axes routiers : radiaux comme Paris ou rectangulaires comme New York, etc...
Mu¨ller et al. ont re´cemment propose´ une me´thode base´e sur des images de fac¸ades, pour reconstruire de manie`re
proce´durale des mode`les de baˆtiments [114]. Cette solution combine la mode´lisation proce´durale avec l’analyse
d’images pour obtenir un partitionnement hie´rarchique de fac¸ades ortho-rectifie´es. Les fac¸ades sont d’abord di-
vise´es par e´tages et ensuite par trave´es. Les trave´es sont sous-divise´es en feneˆtres et murs. Cet algorithme est base´
sur une de´tection probabiliste, information mutuelle, de la syme´trie dans les images de fac¸ades sur les coordonne´es
X et Y pour obtenir une re´duction des images appele´es fac¸ades irre´ductibles. L’approche est e´tendue avec des
images de fac¸ades de forte perspective par Van Gool et al. [55]. La me´thode est base´e sur une analyse de points de
fuite et une similitude entre caracte´ristiques pour trouver la structure re´pe´titive de la fac¸ade. Une me´thode interac-
tive a e´te´ pre´sente´e par Hohmann et al. [72] pour la mode´lisation des baˆtiments de la ville de Graz dans le cadre
du projet CityFit. Ils utilisent le langage GML pour de´crire la grammaire et l’information conjointe de donne´es
images et laser pour aider l’utilisateur dans l’extraction de l’information se´mantique.
Un sujet important pour la reconstruction automatique de fac¸ades est la de´tection de tous ces e´le´ments constitutifs,
principalement les feneˆtres. Lee et Nevatia, en utilisant une came´ra calibre´e, extraient et reconstruisent la structure
des feneˆtres 3D du baˆtiment [87]. Ils trouvent automatiquement les feneˆtres (des rectangles dans l’image rectifie´e)
employant une me´thode de projection de profil de l’image de gradient, qui exploite la re´gularite´ du placement
vertical et horizontal des feneˆtres. A partir des contours de feneˆtres obtenus, et graˆce a` la calibration de came´ra,
une seule image est suffisante pour calculer la profondeur 3D des feneˆtres. Dick et al. introduisent une me´thode
qui ge´ne`re des mode`les a` partir de plusieurs images [34]. Ils pre´sentent une ge´ne´ration statistique d’un mode`le
base´e sur des me´thodes d’e´chantillonnage MCMC (Markov Chain Monte Carlo) a` partir de distributions de pro-
babilite´. La me´thode essaye de de´duire les proprie´te´s se´mantiques des baˆtiments afin d’aider la mode´lisation. Une
e´tendue de cette approche est pre´sente´e en [104]. Ils utilisent e´galement l’ISM (Implicit Shape Model) pour la
de´tection de feneˆtres. L’ISM est la description d’un objet sous la forme de l’organisation spatiale des principales
caracte´ristiques. L’apprentissage d’un mode`le de feneˆtre a e´te´ pre´sente´ dans [103]. Des me´thodes qui utilisent aussi
les donne´es 3D (Lidar terrestre) ont e´te´ pre´sente´es dans [132, 133]. Cette reconstruction est base´e sur la me´thode
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rjMCMC ( reversible jump MCMC) et sur les grammaires de forme. Une autre application des grammaires 2D a
e´te´ pre´sente´e par Alegre [4], ou` les images de fac¸ades des baˆtiments modernes sont interpre´te´es en utilisant la com-
binaison d’un mode`le stochastique baye´sien de grammaire non contextuelle et un e´chantillonnage MCMC. D’un
autre point de vue, les feneˆtres ont aussi e´te´ de´tecte´es en utilisant des me´thodes d’apprentissage [5, 78, 149]. Les
caracte´ristiques de feneˆtres sont extraites (ondelettes de Haar) puis une me´thode de classification est applique´e :
AdaBoost dans [5, 149] et se´parateurs a` vastes marges (SVM Support Vector Machine [160]) dans [78].
2.6 Discussion
Dans ce chapitre, nous avons parcouru les diffe´rentes techniques qui contribuent a` la mode´lisation d’environne-
ments urbains. Par rapport a` nos types de donne´es, nous sommes confronte´s a` plusieurs de´fis dans l’extraction de
l’information d’inte´reˆt. Par exemple, l’acquisition des donne´es est re´alise´e dans Paris, sans intervenir sur l’activite´
naturelle de la ville. Nous rencontrons diffe´rents types de ve´hicules (voitures, bus, motos, etc...), des pie´tons, ainsi
que l’ensemble du mobilier urbain 9 (des lampadaires, des panneaux de signalisation, etc. . .) qui sont conside´re´s
comme des artefacts pour la mode´lisation de la sce`ne. Ces artefacts doivent eˆtre supprime´s afin de faciliter la
mode´lisation des fac¸ades et du sol. Les techniques existantes d’extraction d’artefacts sur des donne´es 3D ont des
contraintes par rapport aux syste`mes d’acquisition [56, 97]. Dans notre cas d’e´tude, des techniques qui de´pendent
de la ge´ome´trie de la sce`ne et non des syste`mes devront eˆtre de´veloppe´es car nous travaillons avec les donne´es 3D
issues de trois syste`mes diffe´rents. De plus, la classification de ces artefacts sera e´tudie´e parce que le mobilier ur-
bain pourrait eˆtre re´introduit dans la sce`ne mode´lise´e, en augmentant ainsi son re´alisme. Par ailleurs, dans le cas des
images e´tudie´es, les approches [87,114,170] travaillant avec des images relativement simples qui ne se ge´ne´ralisent
pas dans le cas des fac¸ades texture´es, ne pourront pas eˆtre utilise´es. De nouvelles approches, plus robustes, seront
donc ne´cessaires afin d’analyser les fac¸ades haussmanniennes car elles sont vraiment riches en de´tails architectu-
raux tels que les balcons, les dalles, les jambages de feneˆtres, les linteaux, etc. Par ailleurs, lors de l’acquisition,
l’ensemble de baˆtiments d’une rue est obtenu. Ne´anmoins, les approches de mode´lisation s’appliquent a` un seul
baˆtiment [55, 104, 172] ou a` une seule fac¸ade, de´coupe´s manuellement pour extraire des imagettes [72, 114, 133].
Nous devons donc segmenter les donne´es, d’abord en ıˆlots et ensuite en baˆtiments, avant d’entamer la mode´lisation
elle-meˆme. Toutes ces proble´matiques mentionne´es sont aborde´es au cours de cette the`se.
9. Sur la ville de Paris, il y a environ 200 types d’e´le´ments de mobilier urbain. Information extraite du Cahier des Normes
d’e´tablissement et d’exploitation des plans de voirie de Paris.
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3.1 Introduction
Dans ce chapitre nous abordons les de´finitions de morphologie mathe´matique en relation avec l’ouverture ul-
time par attributs. Premie`rement, nous introduisons les conventions utilise´es dans ce travail. Puis, les de´finitions
d’un ope´rateur connexe et des zones plates sont pre´sente´es. Ensuite, nous de´crivons l’ouverture ultime et son
imple´mentation en utilisant une approche Max-Tree. Les cas proble´matiques de l’ope´rateur sont illustre´es dans la
section 3.7. Pour finir, nous discutons des points forts et des points faibles de cet ope´rateur dans la dernie`re section.
Une image binaire X est de´finie comme un sous-ensemble du domaine E ⊆ Rn ou Zn ( ge´ne´ralement n = 2).
Une image a` niveaux de gris I est de´finie comme un sous-ensemble E → T tel que T = R = R⋃ {−∞,+∞}
dans le cas des images continues ou T = Z dans le cas des images a` valeurs discre`tes. C (E) est l’ensemble des
sous-ensembles connexes de E et C un ensemble quelconque en C (E) tel que, C ∈ C (E) [146]. La notation∨A
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de´signe le supremum de l’ensemble A et
∧
A l’infimum.
3.2 Ope´rateurs connexes et zones plates
La de´finition d’ope´rateur connexe a e´te´ formalise´e par Serra et Salembier dans [140]. Cet ope´rateur est la ge´ne´ralisation
des ouvertures par reconstruction pre´sente´es par Serra dans [147].
Soit une diffe´rence syme´trique de deux ensembles A et B, l’ensemble e´tant constitue´ par la re´union des e´le´ments
de A qui ne sont pas dans B, et des e´le´ments de B qui ne sont pas dans A : (A∆B) = (A
⋂
Bc)
⋃
(Ac
⋂
B).
De´finition 3. Un ope´rateur binaire Ψ est dit connexe si pour tout ensemble A ∈ E, A∆Ψ(A) est exclusive-
ment constitue´ de sous-ensembles connexes de A ou de son comple´mentaire Ac [140] :
Ψ est connexe si C (A∆Ψ (A)) ⊂ C (A)⋃ C (Ac) (3.1)
La De´finition 3 montre que l’ope´rateur consiste a` pre´server ou a` supprimer des composants connexes. Le passage
de l’ope´rateur Ψ aux images a` niveaux de gris est fait en utilisant la de´finition des zones plates (Flat Zones, FZ).
Une zone plate d’une image I , note´e Lh (I), est de´finie comme la re´gion connexe la plus grande possible de niveau
de gris constant h (pas de voisins de valeur h). Les ensembles de zones plates de niveau h sont de´finis comme
Wh (I) = {x ∈ E|I (x) = h} et appele´s une partition en zones plates par toutes les valeurs de h ∈ I . Alors, un
ope´rateur connexe Ψ a` niveaux de gris est applique´ au niveau des zones plates.
De´finition 4. Un ope´rateur Ψ a` niveaux de gris est dit connexe si la partition en zones plates de Ψ(I) est
moins fine que celle de I .
∀FZ (I) ⊆ FZ (Ψ (I)) (3.2)
Ces ope´rateurs permettent la simplification en conservant et/ou en supprimant des zones plates, et donc, ils ne
modifient pas la valeur individuelle du pixel. De plus, ils ne peuvent pas cre´er de nouveaux contours ni changer
la position de contours de´ja` existants, c’est-a`-dire n’introduisent aucune nouvelle transition de niveaux de gris
dans les images. L’imple´mentation efficace d’algorithmes a` base de files d’attente [164], Max-tree [139] et union
find [174], ont largement contribue´ a` la diffusion de ces ope´rateurs. Une comparaison des trois me´thodes a e´te´
pre´sente´e dans [105].
3.3 Ouverture par attributs
Les ouvertures par attributs ont e´te´ formalise´es par Breen et Jones dans [20]. Elles consistent en des ouvertures
connexes associe´es a` un crite`re croissant T , fonction d’un ou plusieurs attributs κ. Ce crite`re est utilise´ pour garder
ou enlever des composantes connexes. Voyons d’abord le cas binaire :
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De´finition 5. Soit X ⊆ E un ensemble et T un crite`re croissant. Une ouverture par attribut ΓT est de´crite
par :
ΓT (X) =
⋃
x∈X
ΓT (Γx (X)) (3.3)
Ou`, Γx est l’ouverture connexe de l’ensemble X a` un point x, ΓT est l’ouverture triviale pour la ve´rification
du crite`re T .
L’ouverture binaire peut eˆtre e´tendue a` des niveaux de gris en appliquant l’ouverture a` chaque seuil de l’image et
en superposant les re´sultats.
De´finition 6. Soit I une image a` niveaux de gris et T un crite`re croissant. Une ouverture par attribut γT est
de´crite par :
γT (I (x)) = max
(
h|x ∈ ΓT (Jh (I))
)
(3.4)
Ou`, Jh (I) = {x ∈ E|I (x) ≥ h} est un seuillage a` niveau h, et ΓT est une ouverture binaire par crite`re .
Le crite`re assigne une valeur boole´enne qui indique si une relation est ve´rifie´e ou non. Cette relation est fonction
d’un ou plusieurs attributs d’un ensemble connexe C ⊆ E. Par exemple, Vincent a introduit l’attribut de surface
[164] et Urbach et al. ont propose´ un crite`re a` partir d’un vecteur d’attributs [159].
De´finition 7. Soit C un sous-ensemble connexe de E et T un crite`re associe´ a` un attribut κ. T (C) = ρ (κC)
ou` ρ : R→ {faux, vrai} ∀C ⊆ E. Si T (C) est vrai on dit que C ve´rifie le crite`re T .
Par ailleurs, comme nous l’avons de´ja` mentionne´, le crite`re utilise´ doit eˆtre croissant pour garantir la de´finition
d’une ouverture. Si le crite`re est non-croissant, on parlera alors d’un amincissement.
De´finition 8. Un crite`re T est croissant, si le fait qu’un ensemble connexe C ve´rifie le crite`re T implique
que tous les ensembles B ⊇ C ve´rifient le crite`re T .
Un des crite`res croissants le plus re´pandu est la relation T (C) : κC ≥ λ, ou` κC est un attribut croissant de la
composante connexe C et λ un parame`tre donne´. En utilisant ce type de crite`res, une ouverture par attribut γT peut
eˆtre de´note´e comme γλ. La Figure 3.1 illustre plusieurs attributs croissants. Ces attributs de´pendent normalement de
deux types de configuration : le plus petit polygone circonscrit a` la composante connexe et le plus grand polygone
inscrit dans la composante connexe.
3.4 Ouverture ultime
L’ouverture ultime θ est un ope´rateur re´siduel qui analyse la diffe´rence entre des ouvertures conse´cutives d’une
meˆme famille. Cet ope´rateur morphologique peut eˆtre utilise´ pour l’analyse de formes par l’association d’une
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(a) (b) (c) (d)
FIGURE 3.1 – (a) Les mesures du plus petit rectangle (boıˆte englobante) qui contient C telles que : la surface, la diagonale, la hauteur (le
diame`tre de Ferret vertical), la largeur (le diame`tre de Ferret horizontal), l’e´longation, etc. (b) Les mesures de la plus petite circonfe´rence
qui enferme C telles que : la surface, le rayon, le diame`tre (le diame`tre maximum de Ferret), etc. (c) Les mesures du rectangle le plus grand
contenu dans C. (d) Les mesures de la circonfe´rence la plus grande contenue dans C.
fonction de granulome´trie. Ses avantages sont multiples : il est non parame´trique, il extrait les structures les plus
contraste´es et il est intrinse`quement multi-e´chelle. Cet ope´rateur posse`de deux images de sortie associe´es a` une
image d’entre´e I : la diffe´rence maximale entre ouvertures (Re´sidu Rθ (I)) et la taille de l’ouverture quand le
re´sidu maximal est ge´ne´re´ (Indicatrice qθ (I)).
De´finition 9. Soit I une image a` niveaux de gris, une ouverture ultime θ est de´crite par :
θ (I) : I
θ−→ (Rθ (I) , qθ (I)) (3.5)
Rθ (I) =
∨
(rλ (I)) , ∀λ ≥ 1
ou` rλ (I) = γλ (I)− γλ+1 (I)
(3.6)
qθ (I) =
∨
(λ) + 1 : λ ≥ 1,
si

Rθ (I) = rλ (I)
et
Rθ (I) > 0
(3.7)
ou`, γλ (I) est une ouverture de taille λ.
Diverses applications ont e´te´ de´veloppe´es en utilisant l’ouverture ultime : l’analyse d’images pour mesurer la
granulome´trie de roches [118], la localisation automatique de texte enfoui [129], la binarisation d’images de docu-
ments [64].
Dans cette the`se, nous utiliserons l’approche Max-Tree pour la mise en œuvre de l’ouverture ultime par attributs et
pour la pre´sentation des ame´liorations apporte´es.
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3.5 Max-Tree
Le Max-Tree, par dualite´ Min-Tree, a e´te´ introduit par Salembier [139] comme une structure pour calculer des
ope´rateurs connexes. Il s’agit d’une repre´sentation multi-e´chelle d’une image et d’une structure hie´rarchique en
forme d’arbre de composants connexes. Les nœuds de l’arbre, Ckh , repre´sentent les k composantes connexes bi-
naires de Jh (I). La racine correspond a` toute l’image. Les feuilles correspondent aux maxima de l’image. Les
liens entre les nœuds (branches) de´crivent la relation d’inclusion entre composantes connexes binaires. Une fois
que le Max-Tree est cre´e´, plusieurs attributs peuvent eˆtre calcule´s, permettant la mise en œuvre efficace des ou-
vertures par attributs. Le lecteur pourra consulter [116, 139, 173] pour la description des diffe´rents algorithmes de
cre´ation du Max-Tree.
La Figure 3.2 illustre une image synthe´tique (Figure 3.2(a)) et sa correspondante repre´sentation Max-Tree. L’en-
semble de seuils ne´cessaires pour construire l’arbre sont pre´sente´s dans la Figure 3.2(b). Le Max-Tree est une
simplification de l’arbre de composantes connexes classique 1. Comme nous pouvons le constater, le Max-Tree a
deux feuilles, ce qui correspond au nombre de maxima de l’image.
(a) Image
h = 0 h = 1 h = 2 h = 4 h = 5 h = 6
(b) Jh (I)
(c) Max-Tree
FIGURE 3.2 – (a) Image Synthe´tique, (b) Jh (I)∀h ∈ E, (c) Max-Tree
La mise en œuvre d’un filtre connexe base´ sur un Max-Tree consiste en l’e´lagage de l’arbre suivi d’une restitution
de l’image. Dans le cas particulier des ope´rateurs par attributs, l’e´lagage de branches se fait suivant une strate´gie
d’e´limination de nœuds en fonction d’un crite`re T . Salembier a de´crit quatre diffe´rentes strate´gies : Min, Max,
Directe et Viterbi pour supprimer des nœuds quand le crite`re est non-croissant [139]. Pour les ouvertures par
attributs γT (crite`re croissant) un nœud est e´limine´ s’il ne ve´rifie pas le crite`re T . Avec la supposition de T (A) :
κA ≥ λ, l’ouverture par attribut γλ supprime un nœud Ckh quand son attribut κCkh est plus petit qu’un parame`tre
donne´ λ.
1. L’arbre de composantes connexes classique ACCC pre´sente un nœud pour chaque zone plate de l’image. Dans l’exemple pre´sente´
le ACCC a 10 nœuds alors que le Max-Tree n’en a que 6.
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Un exemple d’ouverture par attribut de hauteur est illustre´ sur la Figure 3.3. L’arbre illustre par des traits pointille´s
les branches e´lague´es pour les diffe´rentes valeurs d’attribut λ. Tout d’abord, l’ouverture γ2 e´limine le nœud C05 ,
ensuite le nœud C06 est supprime´ par l’ouverture γ3. Notez que les nœuds C
0
1 et C
0
4 de la meˆme branche et le nœud
C02 ont une hauteur κ = 3 et ils sont donc supprime´s par l’ouverture γ4.
(a) Max-Tree
λ = 2 λ = 3 λ = 4
(b) γT (I)
FIGURE 3.3 – (a) Max-Tree et trait pointille´ aux branches a` e´laguer (b) ouverture par hauteur γT (I), ou` T : κCk
h
≥ λ.
L’ouverture ultime par attributs peut eˆtre calcule´e sur le Max-Tree, de la meˆme manie`re que l’ouverture par attributs,
car elle est un ope´rateur connexe. Fabrizio a de´crit la mise en œuvre en utilisant la structure du Max-Tree [41]. Le
re´sidu rλ de chaque nœud supprime´ par une ouverture γλ est calcule´ par la diffe´rence entre son niveau de gris h et
le niveau de gris de son premier anceˆtre avec un attribut diffe´rent.
La Figure 3.4 montre le calcul des re´sidus sur chaque nœud du Max-Tree et les images interme´diaires utilise´es pour
le calcul de l’ouverture ultime par attribut de hauteur (Rθ (I), qθ (I)). Analysons l’arbre de manie`re se´quentielle 2,
de la racine vers les feuilles, tel que cela a e´te´ de´crit dans [41]. Rappelons que la re´gion correspondant au nœud
pe`re englobe l’ensemble des re´gions des nœuds enfants. C’est pourquoi, une fois un nœud parent supprime´ par
une ouverture donne´e (κ > λi), ses enfants sont automatiquement e´limine´s et deviennent indivisibles pour des
ouvertures κ > λj > λi. De cette manie`re, la suppression d’un nœud, pour obtenir une ouverture donne´e, ge´ne`re un
re´sidu pour l’ensemble des pixels des re´gions de tous les nœuds descendants. Pour cette raison l’ordre de parcours
de la racine vers les feuilles permet de propager l’information de re´sidus de manie`re efficace et de calculer le re´sidu
maximal pour chaque nœud en un seul parcours de l’arbre. Ainsi, le calcul de l’ouverture ultime par hauteur de
l’image se fait de la manie`re suivante :
1. Les nœuds C01 , C
0
4 et C
0
2 correspondent aux zones plates de l’image qui ont change´ entre γ3 et γ4. La
diffe´rence γ3 − γ4 produit les re´sidus suivants : r4
(
C02
)
= 2, r4
(
C01
)
= 1 et r4
(
C04
)
= 4. Comme le nœud
C04 a le meˆme attribut que son parent C
0
1 , le re´sidu est la diffe´rence entre son niveau de gris et le niveau de
2. Le calcul de l’ope´rateur de fac¸on se´quentielle est fait pour introduire la mise en œuvre sur l’arbre. Ne´anmoins, les calculs des re´sidus
peuvent eˆtre re´alise´s dans n’importe quel l’ordre.
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gris de son parent, plus le re´sidu de son parent (voir e´quation 3.8). Ces premiers re´sidus sont utilise´s pour la
mise a` jour des valeurs de transforme´e Rθ(Ckh) = r4
(
Ckh
)
et d’indicatrice qθ
(
Ckh
)
= 4.
2. L’ouverture γ3 coupe la branche entre les nœudsC06 etC
0
4 , produisant un re´sidu de 6-4=2, ce qui est infe´rieur
au re´sidu du pe`re (=4), c’est pourquoi Rθ(C06 ) = 4.
3. L’ouverture γ2 coupe une dernie`re branche (entre les nœuds C05 et C
0
2 ), produisant un re´sidu de 5-2 = 3,
supe´rieur au re´sidu du pe`re. Il est donc affecte´ a` Rθ(C05 ) = 3 et qθ
(
C05
)
= κC05 + 1 = 2.
(a) Max Tree + rλ
(
Ckh
)
r3 = γ3 − γ4 r2 = γ2 − γ3 r1 = γ1 − γ2
(b) rλ (I)
(c) Max Tree +
Rθ
(
Ckh
)
, qθ
(
Ckh
)
(d) Rθ (I) (e) qθ (I)
FIGURE 3.4 – (a) Max-Tree et re´sidu rλ
(
Ckh
)∀h ∈ E, (b) les images interme´diaires de rλ (I), (c) Max-Tree et Rθ (Ckh) , qθ (Ckh)et
les images re´sultats de : (d) Rθ (I), et (e) qθ (I) de l’ouverture ultime par hauteur.
Ce calcul de rλ est re´sume´ dans une proce´dure ite´rative de la manie`re suivante :
rλ
(
Ckh
)
=
 h− h′ + rλ
(
Ck
′
h′
)
κCkh
= κ
Ck
′
h′
h− h′ sinon
(3.8)
ou`, Ck
′
h′ est le parent du nœud (C
k
h ⊂ Ck
′
h′ et h
′ < h). Dans un premier temps, le re´sidu de la racine (premier parent)
est initialise´ a` ze´ro. Ensuite, les re´sidus des enfants sont calcule´s entre le parent et ses enfants. Chaque enfant
compare son re´sidu avec le re´sidu maximal de son parent Rθ
(
Ck
′
h′
)
, et Rθ
(
Ckh
)
enregistre la valeur maximale
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entre eux. Ensuite, les enfants deviennent parents et re´pe`tent le processus. qθ
(
Ckh
)
est la valeur de l’attribut de
l’enfant plus un, quand le re´sidu maximal est ge´ne´re´.
3.6 Ouverture ultime sur des images re´elles
La Figure 3.5 pre´sente trois exemples de l’utilisation de l’ouverture ultime par attribut sur des images re´elles. Les
figures repre´sentent les types d’image traite´s dans les applications qui seront e´tudie´es dans le Chapitre 7.
Il faut rappeler que les re´sultats des trois images ont e´te´ obtenus avec le meˆme ope´rateur non-parame´trique, ce
qui montre la puissance de l’approche. Un premier exemple de segmentation de fac¸ades illustre la puissance de
l’ope´rateur pour l’extraction de structures internes comme les feneˆtres. Dans cet exemple l’ope´rateur a e´te´ utilise´
sur l’inverse d’une image de gradient couleur (voir Figure 3.5(a)). Un autre exemple pre´sente l’utilisation de
l’ope´rateur dans la segmentation de texte enfoui. L’ope´rateur pre´sente de bons re´sultats de segmentation des lettres
meˆme si celles-ci n’ont pas de couleurs homoge`nes a` l’inte´rieur (voir Figure 3.5(b)). La dernie`re image illustre
une application de segmentation des images de cellules. Les cellules sont bien segmente´es sauf une qui a e´te´
sur-segmente´e.
3.7 Proble`mes de l’ouverture ultime
L’ouverture ultime pre´sente plusieurs avantages comme me´thode de segmentation : elle est non-parame´trique,
intrinse`quement multi-e´chelle et posse`de la proprie´te´ d’extraire les structures les plus contraste´es. Ne´anmoins,
ce dernier avantage peut devenir son plus grand inconve´nient. Rappelons la de´finition de l’ouverture ultime :
l’ope´rateur enregistre le dernier re´sidu maximal calcule´. Il ne garde pas d’informations interme´diaires, qui pour-
raient eˆtre aussi importantes. Retornaz, dans sa the`se, a de´crit ces types de proble`mes dus a` l’absence de me´moire
de l’ope´rateur [129]. Ces proble`mes sont principalement produits par deux types de configuration : des structures
imbrique´es et des transitions graduelles. Par exemple, une configuration pyramidale dans l’image est un cas clas-
sique de structures imbrique´es.
3.7.1 Structures imbrique´es
Ce type de proble`me est mis en e´vidence quand les structures d’inte´reˆt se trouvent imbrique´es sur des composantes
de plus fort contraste. Par conse´quent, quand une structure est contenue dans une autre, elle peut eˆtre masque´e par
un plus grand re´sidu. Pour mieux comprendre ce proble`me, analysons les images de la Figure 3.6.
L’image synthe´tique de la Figure 3.6(a) a trois composantes imbrique´es : un rectangle (dimensions 120 × 40,
h = 250), un carre´ (dimensions 30 × 30, h = 200) et un cercle (diame`tre 90, h = 175). Le carre´ se trouve
e´galement contenu dans le cercle. Les trois structures se trouvent sur un plateau carre´ de dimensions 160 × 160
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Image Originale Rθ (I) qθ (I)
(a) Image de fac¸ade.
Image Originale Rθ (I) qθ (I)
(b) Image de texte enfoui.
Image Originale Rθ (I) qθ (I)
(c) Image de cellules.
FIGURE 3.5 – Ouverture ultime sur des images re´elles.
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(a) Image I
(b) Relief I
λ = 31 λ = 91 λ = 121 λ = 161
(c) Rθ (I)
λ = 31 λ = 91 λ = 121 λ = 161
(d) qθ (I)
FIGURE 3.6 – Exemple : Proble`me duˆ aux structures imbrique´es (a) Image Synthe´tique, (b) Repre´sentation en relief d’I , (c) Se´ries de
transforme´es et (d) Se´ries d’indicatrices.
et au niveau h = 130. Si on applique la de´finition de l’ouverture ultime par hauteur pas a` pas, on obtient le
comportement suivant :
1. Le carre´ est la premie`re structure rencontre´e suite a` une ouverture de taille λ = 31 avec un re´sidu e´gal a`
200− 175 = 25.
2. Le carre´ est masque´ par le cercle apre`s l’ouverture de taille λ = 91 avec un re´sidu e´gal a` 175− 130 = 45.
3. Le rectangle est de´tecte´ avec l’ouverture de taille λ = 91 et le re´sidu e´gal a` 250− 130 = 120.
4. Les trois structures sont masque´es pour le re´sidu du plateau avec le bord a` 0 e´gal a` 130.
3.7.2 Transitions graduelles
Les transitions graduelles des structures produisent dans l’ope´rateur des petits re´sidus. C’est pour cette raison
que les structures qui pre´sentent des transitions graduelles qui se trouvent imbrique´es ont de fortes chances d’eˆtre
masque´es. Un exemple de ce proble`me est illustre´ dans la Figure 3.7. L’image synthe´tique de la Figure 3.7(a)
est compose´e d’un rectangle de dimensions 120 × 40 et au niveau h = 250. Le rectangle a une transition dans
la partie infe´rieure des dimensions 2 × 40 au niveau h = 170 (la transition peut eˆtre facilement observe´e dans
la Figure 3.7(b)). Le rectangle est place´ sur un plateau carre´ de dimensions 160 × 160 et niveau h = 110. En
utilisant l’ouverture ultime par hauteur, le rectangle est masque´ par le plateau, parce qu’il ne voit que des re´sidus
de 250− 170 = 80 et 170− 110 = 60 au lieu de 250− 110 = 140 (La valeur de 140 est la diffe´rence des niveaux
de gris du rectangle et du plateau dans le cas ou` la transition n’existait pas). Le re´sidu produit par le plateau est
e´gal a` 110 et donc plus grand que les re´sidus du rectangle (110 > 80).
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(a) Image I
(b) Relief I
λ = 121 λ = 123 λ = 161
(c) Rθ (I)
λ = 121 λ = 123 λ = 161
(d) qθ (I)
FIGURE 3.7 – Exemple : Proble`me duˆ aux transitions graduelles (a) Image Synthe´tique, (b) Repre´sentation en relief d’I , (c) Se´ries de
transforme´es et (d) Se´ries d’indicatrices.
Par ailleurs, ce proble`me de transitions graduelles peut e´galement ge´ne´rer un proble`me de fuites quand il s’agit
d’ouvertures connexes. Ce proble`me a e´te´ illustre´ par Salembier dans [138] comme un proble`me classique des
ope´rateurs connexes. Il est produit par d’inde´sirables ponts e´troits, reliant des composantes se´pare´es de l’image.
(a) Image I
(b) Relief I
λ = 41 λ = 66 λ = 111
(c) Rθ (I)
λ = 41 λ = 66 λ = 111
(d) qθ (I)
FIGURE 3.8 – Exemple : Proble`me duˆ aux proble`mes de fuites (a) Image Synthe´tique, (b) Repre´sentation en relief d’I , (c) Se´ries de
transforme´es et (d) Se´ries d’indicatrices.
La Figure 3.8 illustre le proble`me de fuite en utilisant l’ouverture ultime par hauteur. L’image synthe´tique de
la Figure 3.8(a) est compose´e de deux structures : un rectangle (dimensions 40 × 120, h = 250) et un carre´
(dimensions 65 × 65, h = 250). Les structures sont lie´es par 5 pixels de niveau h = 180. Le re´sultat final de
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l’ope´rateur est une seule composante, car le re´sidu ge´ne´re´ par la fusion de deux composantes (r113 = 180) est plus
grand que les re´sidus de chacune des structures se´pare´ment (r41 = r66 = 250− 180 = 70).
3.7.3 Proble`mes de l’ouverture ultime sur des images re´elles
La Figure 3.9 illustre des exemples des proble`mes que nous venons d’e´voquer sur des images re´elles dans les trois
applications de´ja` mentionne´es. Dans la Figure 3.9(a), les structures internes de la fac¸ade ont e´te´ masque´es. Il s’agit
d’un cas de structures imbrique´es parce que le contraste entre le mur et la feneˆtre est plus petit que le contraste entre
le ciel et la fac¸ade du baˆtiment. Un exemple de transitions graduelles est pre´sente´ dans la Figure 3.9(b). Comme
on peut le constater, toutes les lettres sont masque´es parce qu’elles ont des bords flous cause´s par le processus de
nume´risation. La Figure 3.9(c) montre la fusion de cellules cause´e par les proble`mes de fuites. L’image montre
deux cellules le´ge`rement se´pare´es ; cependant en utilisant l’ope´rateur, l’image re´sultat pre´sente les deux cellules
fusionne´es.
3.7.4 Strate´gies pour re´soudre les cas proble´matiques de l’ope´rateur
Retornaz [129] a e´galement propose´ des alternatives pour combattre les proble`mes de l’ope´rateur. Concernant les
structures imbrique´es, il a e´tudie´ deux strate´gies : la taille d’arreˆt et les hie´rarchies de re´sidus. Pour le cas des
transitions graduelles trois strate´gies ont e´te´ propose´es : le changement du pas de l’ouverture, le redressement des
frontie`res et l’accumulation de re´sidus.
1. Taille d’arreˆt : La taille d’arreˆt est la taille de la dernie`re ouverture utilise´e dans le processus. Par exemple
dans le cas de la Figure 3.6, une taille d’arreˆt e´gale a` 160 e´viterait le masquage du rectangle et du cercle.
Ne´anmoins, le carre´ resterait masque´. En outre, dans le cas de la Figure 3.8 cette valeur devrait eˆtre infe´rieure
a` 110 et supe´rieure a` 65 pour garantir la de´tection des structures. Alors, la se´lection de la taille de´pendra de
l’application ou d’une connaissance a priori des structures de l’image.
2. Hie´rarchies de re´sidus : L’ide´e principale de cette approche est d’analyser les N sous-re´sidus maximaux
au lieu d’un seul. Ne´anmoins, la se´lection de la valeur optimale de N reste un proble`me non re´solu 3. Par
exemple, dans l’image de la Figure 3.6, les structures se trouvent dans deux niveaux de hie´rarchie diffe´rents.
Alors, si nous analysons le premier niveau hie´rarchique, le rectangle et le cercle seront de´tecte´s ; et si nous
analysons le deuxie`me niveau, seulement le carre´ sera de´tecte´.
3. Changement du pas de l’ouverture : Dans la de´finition de l’ouverture ultime, le calcul de re´sidus est
fait a` partir d’une se´rie d’ouvertures conse´cutives. La proposition implique le calcul de l’ope´rateur avec un
pas donne´ diffe´rent de 1. Cependant, sur les exemples pre´sente´s, plusieurs pas devront eˆtre utilise´s afin de
3. Une e´tude similaire a e´te´ pre´sente´ par Leite et Guimaraes dans [88]
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Image Originale Rθ (I) qθ (I)
(a) Image de fac¸ade.
Image Originale Rθ (I) qθ (I)
(b) Image de texte enfoui.
Image Originale Rθ (I) qθ (I)
(c) Image de cellules.
FIGURE 3.9 – Proble`mes de l’ouverture ultime sur des images re´elles.
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re´soudre les proble`mes de structures imbrique´es et de fuites, en de´tectant les composantes d’inte´reˆt. Ainsi,
la se´lection d’un pas est difficile de manie`re ge´ne´rale.
4. Redressement des frontie`res : Cette solution travaille au niveau de l’image d’entre´e et non sur l’ope´rateur
lui-meˆme. Cependant, il faudra faire attention a` ne pas cre´er de nouvelles structures qui n’existaient pas
avant.
5. Accumulation de re´sidus : L’ide´e de cette proposition est base´e sur l’accumulation de re´sidus quand la
variation de l’attribut est infe´rieure ou e´gale a` un pas ∆. Cette strate´gie pre´sente une vraie solution au
proble`me de transitions graduelles. Elle sera e´tudie´e plus largement dans cette the`se au Chapitre 6.
Dans notre travail nous e´tudierons trois strate´gies pour combattre les proble`mes et ainsi ame´liorer les re´sultats
de l’ope´rateur de´crit. La premie`re proposition utilise l’information a priori des structures d’inte´reˆt. La me´thode
favorise les re´sidus avec une fonction de similarite´ des structures d’inte´reˆt qui ont une forme de´termine´e. Cette ap-
proche sera pre´sente´e au Chapitre 4. La deuxie`me proposition est une ge´ne´ralisation de la proposition de hie´rarchie.
Nous analysons plusieurs crite`res pour de´finir le niveau de hie´rarchie et l’analyse des structures qui se trouvent aux
diffe´rents niveaux. Le Chapitre 5 de´crit cette approche. La dernie`re proposition est une formalisation de l’accu-
mulation de re´sidus. Nous l’appellerons ouverture ultime par ∆− attributs. La me´thode sera pre´sente´e au Chapitre
6.
3.8 Discussion
Nous avons vu, dans ce chapitre, les de´finitions des ope´rateurs connexes et spe´cialement les ouvertures par attributs
(crite`re croissant). De la meˆme manie`re, nous avons illustre´ l’ouverture ultime θ et le cas particulier de l’ouver-
ture ultime par attributs. L’ope´rateur pre´sente deux images de sortie, le re´sidu maximal (Rθ (I)) et la taille de
l’ouverture du re´sidu maximal (qθ (I)). L’ope´rateur n’est pas adapte´ aux applications de segmentation de re´gions
texture´es. Des exemples sur des images re´elles pre´sentent la performance de l’ope´rateur pour la de´tection des
re´gions homoge`nes 4. Nous avons aussi analyse´ la mise en œuvre de l’ope´rateur en utilisant de la repre´sentation de
l’image sur le Max-Tree. Nous avons e´galement illustre´ ses avantages et ses inconve´nients. Parmi ses avantages,
nous pouvons mentionner : l’ope´rateur est non-parame´trique, il est intrinse`quement multi-e´chelle et il extrait les
structures les plus contraste´es. Cependant, ce dernier avantage est son plus grand inconve´nient, car le plus grand
re´sidu peut produire un masquage ou des liens indiscernables entre les structures d’inte´reˆt. Nous avons identifie´
trois cate´gories de cas proble´matiques de l’ope´rateur : les structures imbrique´es, les transitions graduelles et les
proble`mes de fuites (quand il s’agit d’une ouverture connexe). Par ailleurs, nous avons pre´sente´ les ame´liorations de
l’ope´rateur de´crites dans la litte´rature et celles propose´es dans cette the`se qui seront de´veloppe´es dans les chapitres
suivants.
4. Une de´finition de la segmentation de re´gions homoge`nes (particules) et segmentation de re´gions texture´es est de´crite dans [165].
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4.1 Introduction
Le chapitre pre´ce´dent a illustre´ l’ope´rateur de l’ouverture ultime avec ses avantages et ses inconve´nients. Dans ce
chapitre nous pre´sentons une premie`re strate´gie pour de´tecter des structures qui restent masque´es apre`s l’utilisation
de l’ope´rateur classique. Dans plusieurs applications de segmentation d’images, l’utilisateur connaıˆt de manie`re
a priori les structures qu’il cherche a` de´tecter. Et c’est exactement a` partir de cette notion qu’est ne´e notre ap-
proche. L’ide´e est de caracte´riser la forme des objets d’inte´reˆt, e´tablir une fonction de similarite´ avec une forme
connue et introduire cette fonction dans le calcul de l’ouverture ultime. De cette manie`re, nous cherchons a` favori-
ser l’apparition de re´gions d’une forme donne´e, en re´duisant leur masquage par d’autres structures plus contraste´es.
Le chapitre est organise´ de la manie`re suivante. La section 4.2 introduit la de´finition de forme et la fonction
de similarite´. La section 4.3 de´crit notre me´thode qui combine la fonction de similarite´ et l’ouverture ultime.
Des applications sur une image synthe´tique et des images de fac¸ade sont pre´sente´es dans les sections 4.4 et 4.5,
respectivement. La dernie`re section est consacre´e a` une discussion sur le nouvel ope´rateur.
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4.2 Similarite´ entre formes
La de´finition d’une forme a e´te´ largement e´tudie´e dans la litte´rature. Deux e´tudes des me´thodes pour l’analyse des
formes peuvent eˆtre trouve´es dans [93, 161]. Charpiat et al. notent une forme quelconque Ω, un sous-ensemble
re´gulier borne´ de D, et Γ ou ∂Ω sa frontie`re, une courbe re´gulie`re de E2 [26].
Dans notre contexte, nous nous inte´ressons a` la comparaison de deux formes diffe´rentes et a` leur mesure de simila-
rite´. De nombreuses de´finitions des fonctions de similarite´ ψ () entre deux formes (Ωi,Ωj) ont e´te´ propose´es dans
la litte´rature de vision par ordinateur. La plupart des approches qui exploitent l’information de forme a priori dans
la segmentation, travaillent avec les contours actifs ou dans le cadre d’un mode`le de´formable. En revanche, nous
nous proposons de de´finir une fonction de similarite´ de forme par des attributs κΩ, afin de favoriser des formes
spe´cifiques. Nous utilisons les caracte´ristiques ge´ome´triques (hauteur, largeur, etc.) et leurs relations (relation de
remplissage, circularite´, moments, etc.).
Afin d’introduire une mesure de similarite´ entre formes dans l’ouverture ultime, une fonction doit eˆtre de´finie. Cette
fonction doit eˆtre maximale quand les attributs choisis pour les formes analyse´es sont e´gaux. Voyons la De´finition
10 :
De´finition 10 (Fonction de similarite´). Nous de´notons une fonction ψκ : Ω× Ω → [0, 1] ∈ R comme une
mesure de similarite´ entre formes qui ve´rifie pour un attribut κ de deux formes, Ωi et Ωj , les conditions
suivantes a :
– Identite´ : ψκ (Ωi,Ωi) = 1.
– Unicite´ : ψκ (Ωi,Ωj) = 1 implique κΩi = κΩj .
– Syme´trie : ψκ (Ωi,Ωj) = ψκ (Ωj ,Ωi).
– Non ne´gativite´ : ψκ (Ωi,Ωj) ≥ 0.
a. Ces conditions sont analogues aux conditions des mesures de distance entre formes pre´sente´es dans [162].
Apre`s avoir de´fini ces conditions, l’e´quation 4.1 pre´sente un exemple de la fonction de similarite´ ψκ (Ωi,Ωj) , ou`
τκ est le seuil de similarite´ de l’attribut κ et ςκ est un parame`tre qui modifie la re´ponse de la fonction de la manie`re
suivante :
– ςκ < 1 : la similarite´ diminue plus lentement que la diffe´rence entre les attributs (courbe convexe).
– ςκ = 1 : la similarite´ de´pend line´airement de la diffe´rence entre les attributs.
– ςκ > 1 : une faible diffe´rence entre les attributs entraıˆne une chute rapide de la fonction de similarite´ (courbe
concave).
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ψκ (Ωi,Ωj)←

1 κΩi = κΩj(
1−
∣∣∣κΩi−κΩjτκ ∣∣∣)ςκ ∣∣κΩi − κΩj ∣∣
0 sinon
< τκ
ςκ < 1 ςκ = 1 ςκ > 1
(4.1)
Nous avons de´fini une fonction de similarite´ avec un seul attribut donne´ κ ; cependant, dans la pratique, plusieurs
mesures peuvent eˆtre utilise´es pour de´crire une forme. Ainsi, nous e´largirons la comparaison de deux formes Ωi,Ωj
avec plusieurs attributs en utilisant une simple multiplication des fonctions de similarite´ :
ψ∀κ =
∏
∀κ
ψκ (Ωi,Ωj) (4.2)
Cette nouvelle fonction ψ∀κ ve´rifie e´galement les conditions e´nonce´es par la De´finition 10.
4.3 Ouverture ultime avec l’information de forme
Nous pre´sentons deux strate´gies dans le but d’utiliser l’information de forme avec l’ouverture ultime. Dans la
premie`re, nous proposons l’utilisation des ouvertures par des crite`res de forme, a` l’instar de l’approche d’amin-
cissement par un vecteur d’attributs pre´sente´e dans [159], en utilisant la repre´sentation Max-Tree. Cependant, les
crite`res de forme a` partir des vecteurs d’attributs ou d’attributs de forme plus complexes comme la circularite´, la
compacite´, etc. . . sont non croissants. C’est pourquoi les strate´gies de propagation (Min, Max, Viterbi, et Directe)
de´crites par Salembier [139] devront eˆtre utilise´es. Par ailleurs, un autre proble`me se pre´sente a` l’heure de l’utili-
sation de ces types d’ouverture car l’ouverture ultime est calcule´e a` partir de la diffe´rence entre deux ouvertures
conse´cutives. Les filtres par vecteur d’attributs e´tant de´finis dans le domaine R, un intervalle et un pas d’analyse
en R sont ne´cessaires pour calculer rλ (I) = γλ (I)− γλ+1 (I). C’est pour cette raison que cette approche ne sera
pas approfondie dans cette the`se.
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Dans la deuxie`me strate´gie, nous proposons de combiner une fonction du facteur de forme f (Ω,Ωref ) a` partir
d’une forme de re´fe´rence Ωref dans le calcul des re´sidus (Eq. 4.3). Comme Ωref est un a priori fixe, f (Ω,Ωref )
est de´note´e comme f (Ω).
rΩλ ← f (Ω) rλ (4.3)
De cette manie`re, le re´sidu d’une forme Ω qui ressemble a` Ωref est artificiellement augmente´, en favorisant sa
pre´sence dans le re´sultat de segmentation, meˆme si la forme Ω est imbrique´e dans une forme plus contraste´e
diffe´rente de la re´fe´rence.
La fonction du facteur f (Ω) est lie´e a` la fonction de similarite´ ψ∀κ de Ω de la manie`re suivante : 1 + αψ∀κ. La
constante 1 est ajoute´e afin de passer a` la version classique de l’ope´rateur lorsque la fonction de similarite´ est e´gale
a` 0 (rΩλ devient rλ). Le facteur multiplicatif α est utilise´ pour controˆler l’influence de la fonction ψ∀κ par rapport
aux niveaux de gris. Par conse´quent, 1 + α repre´sente la valeur maximale que peut atteindre la fonction f (Ω).
Finalement, la fonction f (Ω) est enregistre´e sur une image FΩθ (I) quand le re´sidu maximal (Rθ(I)) est ge´ne´re´.
Avec cette information, nous modifions l’expression originale de la De´finition 9 par la De´finition 11.
De´finition 11 (Ouverture ultime avec l’information de forme). Nous de´finissons une ouverture ultime avec
l’information de forme θΩ d’une image I par :
θΩ (I) : I
θΩ−→ (RΩθ (I) , qΩθ (I) , FΩθ (I)) (4.4)
RΩθ (I) =
∨(
rΩλ (I)
)
, ∀λ ≥ 1
avec rΩλ (I) = f (Ω)× rλ (I)
(4.5)
qΩθ (I) =
∨
(λ) + 1 : λ ≥ 1
FΩθ (I) = f (Ω)
}
si 
RΩθ (I) = r
Ω
λ (I)
et
RΩθ (I) > 0
(4.6)
ou`, f (Ω) est la fonction du facteur de forme.
Cette de´finition est ge´ne´raliste afin de donner un avantage aux formes spe´cifiques dans une proce´dure de segmen-
tation. Elle permet l’utilisation de tous les attributs de forme et de toutes les fonctions de similarite´ imaginables
car il n’y a pas de notion de crite`re croissant sur la fonction du facteur de forme. Dans un cas spe´cifique, il reste a`
de´finir les images binaires ou les formes sur lesquelles nous calculons la fonction du facteur de forme. Par exemple
si nous utilisons la repre´sentation Max-Tree pour calculer des ouvertures ultimes par attributs, chaque nœud Ckh
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correspond a` une forme Ω. Par rapport au facteur de forme nous devons eˆtre prudents avec la se´lection de mesures
qui le compose, pour les raisons suivantes :
– Temps de calcul : Comme nous l’avons mentionne´, nous utilisons la repre´sentation Max-Tree pour calculer
l’ouverture ultime par attribut. C’est pourquoi les attributs sont calcule´s pour chaque nœud. Pour conserver un
temps de calcul raisonnable, nous utilisons les attributs de forme les plus simples, parce qu’ils peuvent eˆtre fa-
cilement estime´s au cours de la construction du Max-Tree.
– Invariance a` la Translation, a` l’Echelle et a` la Rotation (ITER) : Un point tre`s important dans toutes les
approches de segmentation base´es sur les formes est la robustesse de l’ope´rateur a` la translation, a` l’e´chelle et a`
la rotation. D’abord, nous analysons l’invariance de l’ouverture ultime θ. La robustesse a` l’invariance θ de´pend
directement du type d’ouverture γλ que nous utilisons et de la proprie´te´ d’eˆtre intrinse`quement multi-e´chelle.
Cela veut dire que si γλ est comple`tement invariante (ITER), l’ope´rateur θ le sera de meˆme. Par exemple,
l’ouverture ultime par attribut de hauteur est invariante a` la translation et a` l’e´chelle ITE. En conse´quence,
l’invariance du nouvel ope´rateur θΩ de´pend de l’invariance de θ et de la fonction du facteur de forme f (Ω).
Ainsi, l’invariance de f (Ω) est fonction de ψ∀κ (Ω). On pourrait dire que l’invariance de θΩ est l’intersection
des invariants des fonctions dont il de´pend. Par exemple si θ est ITE et ψ∀κ (Ω) est ITER, θΩ sera ITE.
4.4 Exemple d’une image synthe´tique
Nous testons cette approche avec l’image synthe´tique de la Figure 3.6(a) page 42. D’abord nous voulons favoriser
les formes rectangulaires. C’est pourquoi nous utilisons la relation de remplissage comme attribut de forme ΥΩ =
AΩ
AbboxΩ
, ou` (AΩ) est la surface de la forme et (AbboxΩ) la surface de la boıˆte englobante. Cette relation a une
dynamique comprise entre 0 et 1, ou` les formes rectangulaires sans rotation ont une valeur de 1. Ensuite, nous
avons impose´ des limites de surface afin de valider la forme a` favoriser. Nous utilisons une surface limite de 90%
de la surface totale de l’image pour pe´naliser les plus grandes re´gions. La fonction du facteur de forme est de´finie
par l’e´quation 4.7.
f (Ω) = 1 + αψκ1 (Ω)ψκ2 (Ω)
ou`,
α = 10,
ψκ1 (Ω) = ΥΩ
ψκ2 (Ω) =
{
1 AΩ < 90%AI
0 sinon
(4.7)
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La Figure 4.1 pre´sente le re´sultat de la me´thode en utilisant l’e´quation 4.7 comme fonction du facteur du forme.
Dans ce cas, le proble`me du masquage a e´te´ re´solu et les trois formes ont e´te´ de´tecte´es. L’exemple illustre l’utili-
sation d’une limite comme attribut de forme ψκ2 (Ω). L’importance de la limite est remarquable dans cet exemple,
parce que le plateau qui masque les structures atteint un facteur de remplissage e´leve´ ΥΩ ≈ 1. En utilisant la limite,
le facteur de forme est e´gal a` 1, ainsi rΩλ = rλ. De manie`re ge´ne´rale l’emploi de limites comme attributs de forme
re´duit le caracte`re multi-e´chelle de θΩ aux limites e´tablies. Cette limitation pre´sente des avantages dans certaines
applications avec des images re´elles.
(a) FΩθ (I) (b) R
Ω
θ (I) (c) q
Ω
θ (I)
FIGURE 4.1 – Segmentation de l’image synthe´tique avec θΩ. Eq. 4.7 comme fonction du facteur de forme.
Meˆme si ΥΩ favorise principalement les formes rectangulaires sans rotation, le facteur de la structure du cercle est
suffisamment e´leve´ pour le de´masquer. Si nous ne voulons favoriser que les formes rectangulaires, nous e´levons ΥΩ
a` la puissance trois, comme l’illustre l’e´quation 4.8. Etant donne´ que le facteur de remplissage (ΥΩ) est compris
entre 0 et 1, (ΥΩ)
3 sera infe´rieur ΥΩ. De cette manie`re, le cercle ne sera pas de´tecte´. Le re´sultat de la segmentation
est illustre´ sur la Figure 4.2(c).
f (Ω) = 1 + αψκ1 (Ω)ψκ2 (Ω)
ou`,
α = 10
ψκ1 (Ω) = (ΥΩ)
3
ψκ2 (Ω) =
{
1 AΩ < 90%AI
0 sinon
(4.8)
Par ailleurs un autre facteur de forme est mis en œuvre pour favoriser des formes circulaires. Pour la de´tection
des cercles, l’attribut le plus fre´quemment utilise´ est la circularite´. Cet attribut est la relation entre la surface de la
forme (AΩ) et le pe´rime`tre (LΩ) au carre´ : 4piAΩ(LΩ)2
. Ainsi, cet attribut est utilise´ dans la fonction du facteur de forme
avec une dynamique e´troite comme l’illustre l’e´quation 4.9. La Figure 4.3 pre´sente le re´sultat de θΩ en utilisant
cette fonction comme facteur.
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(a) FΩθ (I) (b) R
Ω
θ (I) (c) q
Ω
θ (I)
FIGURE 4.2 – Segmentation de l’image synthe´tique avec θΩ. Eq. 4.8 comme fonction du facteur de forme.
f (Ω) = 1 + αψκ1 (Ω)
ou`,
α = 10
ψκ1 (Ω) =
(
4piAΩ
(LΩ)
2
)3 (4.9)
(a) FΩθ (I) (b) R
Ω
θ (I) (c) q
Ω
θ (I)
FIGURE 4.3 – Segmentation de l’image synthe´tique avec θΩ. Eq. 4.9 comme fonction du facteur de forme.
Comme nous avons pu l’observer dans les trois exemples, nous avons choisi la valeur de α = 10 car le plus petit
re´sidu de la structure a` de´tecter est e´gal a` 25 et le re´sidu du plateau est e´gal a` 130. Avec ces re´sidus toutes valeurs
de α > 5 peuvent eˆtre utilise´es en ayant les meˆmes re´sultats de segmentation.
4.5 Application : Images de fac¸ade
Initialement, nous avons utilise´ l’ouverture ultime par attribut de hauteur afin de segmenter les images de fac¸ades.
Comme image de de´part nous avons choisi un gradient couleur HSL [59] inverse´. Les re´sultats sont illustre´s sur
les Figures 4.4, 4.5 et 4.6 (pages 55, 56 et 57). Dans le premier exemple, l’ope´rateur θ montre un re´sultat de seg-
mentation acceptable car il a de´tecte´ un grand nombre des structures internes. Cependant, quatre des cinq feneˆtres
de la partie basse de l’immeuble ont e´te´ masque´es, ainsi que quelques-unes dans les autres e´tages. Le masquage
dans cet exemple est cause´ par la grande diffe´rence de couleur entre la fac¸ade et la toiture du baˆtiment. Les autres
exemples illustrent un proble`me de masquage plus fort par rapport a` l’exemple pre´ce´dent, parce que la plupart des
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structures de la fac¸ade n’ont pas e´te´ de´tecte´es. Le proble`me se produit car le contraste entre le ciel et le baˆtiment
est plus grand que le contraste entre le mur et les feneˆtres. La plupart des images urbaines contiennent de l’infor-
mation du ciel et/ou des diffe´rences de couleur entre le toit et le mur ; c’est pourquoi l’utilisation de l’ouverture
ultime sur ce type d’images peut eˆtre fortement affecte´e par le proble`me de masquage duˆ aux structures imbrique´es.
Dans le but de segmenter les feneˆtres dans les images de fac¸ade, nous analysons leurs caracte´ristiques particulie`res.
Mayer et Reznik [103] de´crivent la plupart des feneˆtres comme une forme particulie`rement rectangulaire et dont la
relation hauteur (h) largeur (w), relation d’aspect, est ge´ne´ralement comprise entre 0.2 et 5.0. En utilisant ces ca-
racte´ristiques nous pouvons ge´ne´rer des fonctions de similarite´ de feneˆtres et ainsi la fonction du facteur de forme
f (Ω).
Afin d’exploiter la caracte´ristique rectangulaire des feneˆtres, nous utilisons le facteur de remplissage comme un
attribut de forme κ1 = Υ. Cet attribut est e´leve´ au carre´ (ς = 2) pour faire une fonction de similarite´ de dynamique
e´troite et ainsi pe´naliser les formes non-rectangulaires ou les rectangles avec des trous. Le deuxie`me attribut de
forme utilise´ est la relation d’aspect (h/w). Cet attribut est trop sensible aux petites variations de la largeur et de
plus, si nous l’utilisons directement comme fonction de similarite´, elle ne ve´rifie pas les conditions pre´sente´es dans
la De´finition 10. C’est pour cela que nous avons de´fini la relation d’aspect de la manie`re suivante : ℵ = min (h,w)max (h,w) .
Ainsi, nous tronquons ℵ supe´rieure a` 0.2 et nous assignons une dynamique large ς = 0.5 pour cre´er la fonction
de similarite´. Nous avons e´galement ajoute´ des contraintes par rapport a` la hauteur et a` la largeur de l’image, HI
et WI respectivement ; e´tant donne´ que nous travaillons sur des images comprenant une fac¸ade entie`re, la hauteur
d’une feneˆtre est rarement supe´rieure a` un tiers deHI et de meˆme pour la largeur. Finalement, il nous reste a` de´finir
la valeur α. Cette valeur a e´te´ de´termine´e de manie`re empirique car apre`s une analyse de l’image de gradient, on
a constate´ que le contraste des structures internes est 10 fois infe´rieur au gradient le plus fort de l’image. C’est
pourquoi nous avons choisi α = 9, i.e. 1 + α = 10. L’e´quation 4.10 illustre la fonction du facteur de forme finale
pour la de´tection de feneˆtres.
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(a) Image Originale (b) Rθ (I) ‡ (c) qθ (I) (d) Mosaı¨que §
(e) FΩθ (I) (f) R
Ω
θ (I) ‡ (g) qΩθ (I) (h) Mosaı¨que §
FIGURE 4.4 – (a) Image Originale, (b)-(c) Rθ (I) et qθ (I) issues de l’ouverture ultime, (d) Image Mosaı¨que sur qθ (I). (e)-(g) FΩθ (I),
RΩθ (I) et q
Ω
θ (I) issues de l’ouverture ultime avec l’information de forme, (h) Image Mosaı¨que sur qΩθ (I). ‡ Correction gamma de 2.
L’image mosaı¨que (§) est la valeur moyenne de l’image originale sur la partition ge´ne´re´e par la ligne de partage des eaux du gradient en
utilisant comme marqueur qθ .
f (Ω) = 1 + αψκ1 (Ω)ψκ2 (Ω)ψκ3 (Ω)
ou`,
α = 9
ψκ1 (Ω) = (ΥΩ)
2
ψκ2 (Ω) =
{
(ℵΩ)0.5 ℵΩ > 0.2
0 sinon
ψκ3 (Ω) =
{
1 hΩ <
HI
3 ∧ wΩ < WI3
0 sinon
(4.10)
Dans les Figures 4.4, 4.5 et 4.6 (pages 55, 56 et 57), nous pouvons observer les re´sultats des ope´rateurs θ et θΩ.
Nous pre´sentons aussi une image mosaı¨que dans chacun des exemples pour remarquer les diffe´rences entre les
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(a) Image Originale (b) Rθ (I) ‡ (c) qθ (I) (d) Mosaı¨que
(e) FΩθ (I) (f) R
Ω
θ (I) ‡ (g) qΩθ (I) (h) Mosaı¨que
FIGURE 4.5 – (a) Image Originale, (b)-(c) Rθ (I) et qθ (I) issues de l’ouverture ultime, (d) Image Mosaı¨que sur qθ (I). (e)-(g) FΩθ (I),
RΩθ (I) et q
Ω
θ (I) issues de l’ouverture ultime avec l’information de forme, (h) Image Mosaı¨que sur qΩθ (I). ‡ Correction gamma de 2.
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(a) Image Originale (b) Rθ (I) ‡ (c) qθ (I) (d) Mosaı¨que
(e) FΩθ (I) (f) R
Ω
θ (I) ‡ (g) qΩθ (I) (h) Mosaı¨que
FIGURE 4.6 – (a) Image Originale, (b)-(c) Rθ (I) et qθ (I) issues de l’ouverture ultime, (d) Image Mosaı¨que sur qθ (I). (e)-(g) FΩθ (I),
RΩθ (I) et q
Ω
θ (I) issues de l’ouverture ultime avec l’information de forme, (h) Image Mosaı¨que sur qΩθ (I). ‡ Correction gamma de 2.
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deux me´thodes. Comme nous pouvons l’observer, notre approche pre´sente de meilleurs re´sultats dans les trois cas.
Meˆme si la fonction du facteur a e´te´ conc¸ue pour favoriser la de´tection de feneˆtres, toutes les structures qui ont les
meˆmes caracte´ristiques seront aussi artificiellement affecte´es par la fonction de forme. Ce comportement est bien
perc¸u sur des applications des images de fac¸ade car d’autres e´le´ments comme les portes, les briques et les stores,
ont des caracte´ristiques de forme similaires aux feneˆtres et seront donc favorise´s. Mise a` part les briques, les autres
structures de´tecte´es sont des e´le´ments utiles pour la mode´lisation d’une fac¸ade, c’est pourquoi ce comportement
n’est pas conside´re´ comme proble´matique pour l’application.
Les re´sultats sont expose´s de la manie`re suivante :
– Dans le premier exemple dix feneˆtres ont e´te´ re´cupe´re´es et seulement deux autres ont e´te´ manque´es dans la
de´tection et meˆme des de´tails du toit sont ressortis.
– Dans le deuxie`me exemple on a de´tecte´ les feneˆtres et la texture de la fac¸ade car elle est faite en briques.
– Dans le troisie`me exemple, la porte a e´te´ segmente´e ainsi que les de´tails de la fac¸ade. Pour cette image re´sultat,
deux feneˆtres avec store n’ont pas e´te´ de´tecte´es (2e`me e´tage a` gauche et rez-de-chausse´e a` droite).
Pour mieux comprendre le proble`me des feneˆtres manquantes, voyons les images de la Figure 4.7, page 59. Nous
avons de´ja` enregistre´ sur une image FΩθ (I) la valeur de la fonction de forme f (Ω) quand le re´sidu maximal
(Rθ(I)) est ge´ne´re´. Simultane´ment, nous enregistrons la valeur maximale de f (Ω) sur l’image F̂Ωθ (I). Sur cette
image on peut estimer la valeur du facteur dans les re´gions de l’image. Dans l’exemple de la Figure 4.6(g) deux
feneˆtres n’ont pas e´te´ de´tecte´es. En observant la Figure 4.7(d), nous pouvons appre´cier que les deux feneˆtres ont un
fort facteur de forme ; cependant en observant la Figure 4.7(c), nous constatons le faible contraste entre les feneˆtres
et le mur, cause´ par la couleur du store, similaire a` celle du mur. Une solution a` ce proble`me est l’augmentation du
parame`tre α, ne´anmoins ce changement produira aussi plus de re´gions de bruit.
4.6 Discussion
Dans ce chapitre nous avons pre´sente´ une premie`re strate´gie pour re´duire les proble`mes de l’ouverture ultime. Le
nouvel ope´rateur θΩ associe l’information de forme a priori, dans une application donne´e, en utilisant une fonc-
tion de similarite´. La me´thode introduit l’information de forme comme un facteur multiplicatif dans la de´finition de
l’ouverture ultime. L’ope´rateur pre´sente deux images de sortie additionnelles par rapport a` la version classique de
l’ouverture ultime : FΩθ (I) et F̂
Ω
θ (I) . F
Ω
θ (I) enregistre la valeur de la fonction du facteur de forme f (Ω) quand le
re´sidu maximal (Rθ(I)) est ge´ne´re´ et F̂Ωθ (I) la valeur maximale de f (Ω). Cette nouvelle de´finition d’ope´rateur θ
Ω
permet l’utilisation de tous les attributs imaginables car la fonction f (Ω) reste inde´pendante de l’ouverture ultime
meˆme. Ne´anmoins, dans ce chapitre nous utilisons seulement des attributs simples afin de garder un temps de cal-
cul raisonnable nous appuyant sur la repre´sentation Max-Tree qui est employe´e pour le calcul de l’ouverture ultime.
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(a) Gradient Inverse´ (b) F̂Ωθ (I) (c) Gradient Inverse´ (d) F̂
Ω
θ (I)
FIGURE 4.7 – (a-b) Images de l’exemple de la Figure 4.5. (c-d) Images de l’exemple de la Figure 4.6.
Par rapport a` la fonction de similarite´, certaines conditions doivent eˆtre ve´rifie´es, telles que la re´ponse normalise´e
et non ne´gative, pour l’utilisation dans notre approche. Toutefois, la sortie d’un processus d’apprentissage, en
conside´rant ces conditions, pourrait eˆtre e´galement introduite comme fonction du facteur. Par ailleurs, meˆme si
nous avons sacrifie´ le coˆte´ non parame´trique de l’ouverture ultime, l’approche reste facilement parame´trable pour
son utilisation. Par exemple, une application avec des images de fac¸ade a e´te´ illustre´e, en montrant la puissance
de l’approche. L’information de forme utilise´e comme a priori de la me´thode a e´te´ facilement se´lectionne´e. Les
re´sultats de segmentation montrent la diminution du proble`me de masquage au niveau des feneˆtres et des e´le´ments
de caracte´ristiques similaires. Des re´sultats d’autres applications sur des images re´elles seront illustre´s au Chapitre
7.
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5.1 Introduction
De nombreuses approches hie´rarchiques ont e´te´ utilise´es pour segmenter des images [13, 58, 76, 108, 117, 137].
Nous pouvons identifier deux cate´gories principales : des approches ascendantes (bottom-up) et descendantes (top-
down). Les approches ascendantes, a` partir d’une sur-segmentation, fusionnent des re´gions avec un crite`re donne´.
Par exemple, la segmentation hie´rarchique base´e sur la ligne de partage des eaux (LPE), pre´sente´e par Meyer
dans [108], est une me´thode permettant d’obtenir une hie´rarchie de partitions de l’image traite´e en s’appuyant sur
la structure d’un graphe associe´. Les approches descendantes commencent le processus a` partir d’une segmentation
grossie`re (sous-segmentation) et puis les re´gions sont raffine´es au fur et a` mesure. Le raffinement peut eˆtre total,
toutes les re´gions sont re-segmente´es, ou local, en utilisant un crite`re afin de choisir certaines re´gions. Une approche
descendante a e´te´ pre´sente´e par Salembier dans [137]. La me´thode est base´e sur l’extraction de marqueurs selon des
crite`res de contraste et de taille. La localisation de ces marqueurs de´termine les re´gions qui devront eˆtre subdivise´es.
Une LPE, contrainte a` partir de marqueurs se´lectionne´s, produit la partition de niveau hie´rarchique suivant.
Tel que l’illustre le Chapitre 3, l’ouverture ultime pre´sente des proble`mes qui peuvent eˆtre vus comme un proble`me
de sous-segmentation. C’est pourquoi, nous proposons une approche descendante avec la hie´rarchisation de l’ou-
verture ultime. Tout d’abord dans la section 5.2, nous introduisons deux notions importantes : l’ope´rateur de mas-
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quage et l’ouverture ultime ge´ode´sique. Puis, nous de´finissons l’ouverture ultime hie´rarchique de niveau N , en
utilisant un crite`re T . La section 5.3 illustre une application sur des images de fac¸ade. D’autres exemples d’utilisa-
tion de cet ope´rateur seront pre´sente´s au Chapitre 7. Pour finir, nous discuterons les avantages et de´savantages de
notre approche dans la dernie`re section.
5.2 Hie´rarchisation de l’ouverture ultime
La hie´rarchisation d’un ope´rateur re´siduel consiste a` de´terminer les re´sidus d’un niveau donne´ ou les N−re´sidus
maximaux comme illustre´ dans [88]. Pour analyser la possible hie´rarchisation de l’ope´rateur, nous avons identifie´
plusieurs questions a` e´tudier : parmi les N niveaux de re´sidus, quel est le niveau optimal N ?. Quelle est la sortie
finale de l’ope´rateur combinant les objets qui apparaissent a` diffe´rents niveaux ? Est-ce que le niveau optimal N
peut eˆtre associe´ a` un crite`re hie´rarchique T ? Si oui, quel est le crite`re a` utiliser ?
Ces questions seront aborde´es afin de de´finir l’ouverture ultime hie´rarchique et pour cela, nous commencerons par
introduire l’ouverture ultime ge´ode´sique d’une image I , en nous appuyant sur un ope´rateur de masquage. Tout
d’abord nous allons de´finir la notion de masquage d’une image I par une image binaire X .
De´finition 12. Soit I une image a` niveaux de gris et X une image binaire, l’ope´rateur de masquageMX (I)
est de´crit par :
MX (I (x)) =
{
I (x) X (x) = vrai
0 sinon
(5.1)
Rappelons la de´finition de l’ope´rateur classique θ, ou` qθ (I) est l’indicatrice (information de taille) et Rθ (I) est la
transforme´e (information de contraste). Pour alle´ger la notation, nous de´notons qθ (I) = qθ et Rθ (I) = Rθ.
θ (I) : I
θ−→ (Rθ, qθ) (5.2)
De´finition 13. Nous de´finissons l’ouverture ultime ge´ode´sique de I , θX (I), pour un masque binaire X ,
comme l’ouverture ultime de I applique´e sur le domaine de X . L’ope´rateur θX (I) est donc de´fini a`
l’inte´rieur des composantes connexes de X que nous de´signerons de´sormais par l’espace ge´ode´sique a X .
a. Ce terme a aussi e´te´ utilise´ par Beucher dans sa the`se [12] pour la de´finition de la distance ge´ode´sique.
Le masque X sert donc comme domaine de support de l’ouverture ultime et il contraint la connexite´ entre pixels.
Le lecteur doit faire attention a` la mise en œuvre de cet ope´rateur car il ne s’agit pas de masquer l’image d’entre´e
pour appliquer l’ope´rateur θ (MX (I)), ni de masquer la sortie de l’ope´rateur MX (θ (I)). Afin d’e´claircir ces
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diffe´rences, un exemple de l’ouverture ultime ge´ode´sique par attribut de hauteur est illustre´ dans la Figure 5.1.
Ainsi, la structure la plus contraste´e de I dans l’espace ge´ode´sique X est le carre´, qui a e´te´ de´tecte´ par θX (I)
(voir Figure 5.1(c)). Dans le cas de la Figure 5.1(d), le fait de masquer l’image d’entre´e introduit des structures
contraste´es dans l’image (lie´es au masque lui-meˆme) qui n’existaient pas sur l’image de de´part, en produisant
une segmentation errone´e. Finalement, le fait de masquer l’image de sortie n’e´vite pas que des structures for-
tement contraste´es, en dehors de l’espace ge´ode´sique, e´liminent des structures d’inte´reˆt a` l’inte´rieur de l’espace
ge´ode´sique. La Figure 5.1(e) montre que toutes les structures ont e´te´ e´limine´es par le re´sidu du grand plateau 1.
(a) I (b) X
RθX ‡ qθX ‡
(c) θX (I)
Rθ‡ qθ‡
(d) θ (MX (I))
Rθ‡ qθ‡
(e) MX (θ (I))
FIGURE 5.1 – (a) Image I , (b) Masque X . (c) Ouverture ultime ge´ode´sique de I en X . (d) Ouverture ultime du masquage de I en X .
(e) Ouverture ultime de I masque´e par X . ‡ Correction gamma de 3
Nous allons e´tendre la de´finition de θX (I) pour utiliser une image d’e´tiquettes L comme espace ge´ode´sique.
De´finition 14. Soit I une image a` niveaux de gris et L une image d’e´tiquettes, une ouverture ultime
ge´ode´sique θL (I) est de´crite par :
θL (I) =
l∨
i=1
θLi (I) (5.3)
ou` l est le nombre d’e´tiquettes, Li est l’image binaire, Li (x) = {x ∈ E|L (x) = i} et θLi (I) est l’ouverture
ultime ge´ode´sique pour un masque binaire Li (voir de´finition 13.).
La notion de hie´rarchie de l’ouverture ultime est base´e sur l’ide´e de re-segmenter, dans une approche top-down, en
utilisant l’ope´rateur de manie`re ge´ode´sique sur certaines re´gions de la segmentation pre´ce´dente. Nous analyserons
1. Le lecteur peut se re´fe´rer a` la page 42 et la Figure 3.6 pour observer le proble`me duˆ aux structures imbrique´es sur cette image
synthe´tique.
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l’image qθ comme sortie de segmentation de l’ope´rateur, e´tant donne´ que cette image correspond a` la taille des
ouvertures qui ont produit les proble`mes de masquage ; cependant d’autres images, comme Rθ, peuvent eˆtre aussi
utilise´es. La se´lection de re´gions a` re-segmenter se fait a` l’aide d’un crite`re 2 T (C) → {vrai, faux} comme
crite`re hie´rarchique sur les zones plates de qθ diffe´rentes de ze´ro.
De´finition 15. Soit I une image a` niveaux de gris et L l’image d’e´tiquettes de zones plates de qθ diffe´rentes
de ze´ro. L’image d’e´tiquettes V est de´finie comme l’ensemble de re´gions de L qui ve´rifient le crite`re T :
V (x) =
l∨
i=1
{
i T (Li (x)) = vrai
0 sinon
(5.4)
Dans une proce´dure hie´rarchique de l’ouverture ultime avec un crite`re T , nous de´signons l’ope´rateur classique θ
comme niveau ze´ro de la hie´rarchie :
θ0T (I) = θ (I) : I
θ−→ (R0θ, q0θ) (5.5)
Pour le niveau ze´ro, le crite`re T n’est pas utilise´. Ainsi, nous utilisons le crite`re a` partir du premier niveau de
hie´rarchie sur l’image d’e´tiquettes L0 des zones plates de q0θ diffe´rentes de ze´ro. Nous e´tudions le crite`re T
(
L0
)→
V 0, afin de de´terminer les re´gions sur lesquelles nous appliquons l’ope´rateur ge´ode´sique. Ensuite, nous appliquons
l’ope´rateur ge´ode´sique θV 0 en utilisant V 0 comme masque ge´ode´sique (voir De´finition 14).
θV 0 (I) : I
θV 0−→
(
RθV 0 , qθV 0
)
(5.6)
Dans cette e´tape, nous avons applique´ l’ope´rateur sur certaines re´gions de l’image. Ne´anmoins, la sortie finale du
premier niveau de hie´rarchie combine l’ensemble de re´gions du niveau ze´ro qui ne ve´rifient pas le crite`re V 0, et la
sortie de l’ope´rateur ge´ode´sique sur l’espace ge´ode´sique V 0, comme l’illustre l’e´quation 5.7.
θ1T (I) =MV 0
(
θ0T (I)
) ∨ θV 0 (I) (5.7)
Nous re´ite´rons la proce´dure pour de´terminer le deuxie`me niveau de hie´rarchie, avec T
(
L1
) → V 1, donnant
comme sortie finale de l’ope´rateur hie´rarchique :
θ2T (I) =MV 0
(
θ0T (I)
) ∨M
V
1
(
θ1T (I)
) ∨ θV 1 (I) (5.8)
Finalement, la proce´dure peut eˆtre ite´re´e pour tout k−ie`me niveau jusqu’au niveau de hie´rarchie N donne´. Ainsi,
l’ouverture ultime hie´rarchique θNT (I) est pre´sente´e dans la De´finition 16.
2. Voir la De´finition 7 page 35 pour un crite`re.
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De´finition 16. Soit I une image a` niveaux de gris, T un crite`re hie´rarchique et N le niveau de la hie´rarchie,
une ouverture ultime hie´rarchique θNT (I) est de´crite par :
θNT (I) =
(
N−1∨
k=0
M
V
k
(
θkT (I)
))
∨ θV N−1 (I) (5.9)
ou`
θkT (I) : I
θkT−→
(
RθkT
, qθkT
)
est l’ ouverture ultime hie´rarchique du k−ie`me niveau,
θV k (I) : I
θ
V k−→
(
Rθ
V k
, qθ
V k
)
est l’ ouverture ultime ge´ode´sique de I sur l’image d’e´tiquettes V k,
T
(
Lk
)→ V k est l’image des e´tiquettes qui ve´rifient le crite`re T , au k−ie`me niveau,
Lk sont les zones plates de qθkT diffe´rentes de ze´ro, et
M
V
k () est l’ope´rateur de masquage sur les re´gions qui ne ve´rifient pas le crite`re (voir De´finition 5.1).
La Figure 5.2 pre´sente un exemple d’ouverture ultime hie´rarchique. L’ouverture utilise´e est une ouverture par
attribut de hauteur. Nous avons utilise´ comme crite`re hie´rarchique la re´gion la plus grande de l’indicatrice du
niveau pre´ce´dent. Dans l’exemple nous avons analyse´ trois niveaux de hie´rarchie. L’image I sur laquelle nous
appliquons l’ope´rateur est l’inverse du gradient couleur de la Figure 5.2(a). En comparant les Figures 5.2(b) et
5.2(c), nous pouvons observer que le re´sultat hie´rarchique pre´sente une meilleure segmentation car il a plus de
de´tails au niveau de la fac¸ade. Le de´roulement de la hie´rarchie est de´crit de la manie`re suivante :
– Niveau 0 : l’ope´rateur a segmente´ les deux baˆtiments et la moitie´ de la rue en une seule re´gion.
– Niveau 1 : a` partir de la segmentation de sortie nous ve´rifions le crite`re choisi. Ainsi, la re´gion la plus grande ou`
les baˆtiments sont fusionne´s, est re-segmente´e. La segmentation dans ce premier niveau pre´sente les baˆtiments
se´pare´s, mais l’un des deux reste colle´ a` la rue.
– Niveau 2 : la re´gion qui reste fusionne´e est le nouveau domaine d’analyse. La sortie de l’ope´rateur, dans le
niveau hie´rarchique deux, se´pare le baˆtiment de la rue et il de´tecte aussi les e´tages.
– Niveau 3 : le nouveau domaine d’analyse est le deuxie`me e´tage du baˆtiment. Sa segmentation permet la se´paration
de la fac¸ade late´rale et frontale du baˆtiment.
Avec ce crite`re et un nombre infini de niveaux, la sortie finale de l’ope´rateur sera comple`tement nulle, parce qu’il
y aura toujours une re´gion a` subdiviser qui ve´rifie le crite`re, ainsi l’image d’e´tiquettes qui ve´rifie le crite`re V k
sera nulle seulement quand l’indicatrice sera nulle. Quand l’ouverture ultime est applique´e a` l’inte´rieur d’une zone
plate aucun re´sidu d’ouverture n’est possible et l’indicatrice sera nulle.
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(a) Image originale (b) θ0 : qθ0 (c) θ
k
T : qθk
T
, k = 3
(d) V 0 (e) V 1 (f) V 2
(g) θV 0 : qθV 0 (h) θV 1 : qθV 1 (i) θV 2 : qθV 2
FIGURE 5.2 – (a) Image de fac¸ade, (b) indicatrice qθ de l’ope´rateur classique θ (I) et niveau ze´ro d’hie´rarchie, (c) qθ3
T
indicatrice de
l’ope´rateur hie´rarchique θ3T (I), (d)-(f) images d’e´tiquettes V k qui ve´rifient le crite`re et (g)-(i) indicatrice qθV k de l’ope´rateur ge´odesique
θV k (I).
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5.2.1 Niveau optimal
Dans le cas d’une hie´rarchie classique, le crite`re T n’est pas utilise´ pour de´terminer les re´gions a` diviser dans le
niveau suivant, T (C)→ {vrai} donc V k = Lk, et toutes les re´gions sont re-segmente´es. En conse´quence, toutes
les re´gions de l’image sont affecte´es par le meˆme k−ie`me niveau. Ainsi, en appliquant plusieurs fois une hie´rarchie
dans un ope´rateur re´siduel, la sortie devient ze´ro. Pour l’ouverture ultime hie´rarchique θN=∞ (I) = ∅. Par ailleurs,
dans certains cas, les structures a` de´tecter peuvent se trouver dans diffe´rents niveaux de hie´rarchie. Par exemple,
la route peut apparaıˆtre au premier niveau de hie´rarchie et les feneˆtres au deuxie`me. Si on impose le meˆme niveau
de hie´rarchie pour l’ensemble de l’image soit les feneˆtres manquent (si on choisit le premier niveau), soit la route
est sur-segmente´e (si on choisit le deuxie`me niveau). C’est pourquoi nous proposons une re-segmentation selon
un crite`re. En utilisant un crite`re, nous combinons des re´gions de diffe´rents niveaux hie´rarchiques dans le re´sultat
final. Donc, si nous utilisons une valeur de N , cette valeur sera le niveau maximum qu’il est possible d’atteindre.
Ainsi, la valeur N n’est pas force´ment ne´cessaire si V∞ → ∅ ce qui n’implique pas force´ment L∞ → ∅. De cette
manie`re, nous pourrons descendre de niveau de hie´rarchie jusqu’a` l’idempotence de l’ope´rateur, θkT (I) = θ
k−1
T (I).
D’ailleurs ces niveaux de hie´rarchie seront les niveaux optimaux par re´gion. Par conse´quent, nous avons e´limine´
la contrainte de la se´lection du nombre de niveaux car ils sont fonction du crite`re T . De plus, le choix d’un crite`re
reste plus intuitif et simple que la se´lection d’un niveau, pour une application donne´e. Cependant, ce choix restera
un parame`tre important pour la re´ussite du nouvel ope´rateur et pourra de´pendre de l’application. Ce crite`re T peut
eˆtre associe´ a` une fonction d’e´nergie de la meˆme fac¸on que L. Guigues l’a pre´sente´ dans sa the`se [58]. L’ide´e est
de chercher une partition P de l’image qui minimise une certaine e´nergie totale E (P ) de la forme :
E (P ) =
∑
R∈P
ED (R) + kEC (R) (5.10)
Ou` le terme k ponde`re la contribution des e´nergies, ED mesure la distance entre la partition et l’image, et EC
pe´nalise les segmentations trop fines. Par ailleurs, nous utiliserons une fonction analogue a` cette e´nergie dans la
section 7.2.1, afin d’e´valuer les diffe´rentes segmentations propose´es dans cette the`se.
5.2.2 Mise en œuvre sur le Max-Tree
Le Max-Tree est une repre´sentation de l’image intrinse`quement hie´rarchique. En effet, la structure racine - feuilles
permet la mise en œuvre facile de l’ope´rateur θT (I) base´ sur un crite`re T car l’e´valuation du crite`re doit eˆtre
re´alise´e nœud par nœud. La Figure 5.3 illustre la repre´sentation Max-Tree de l’image de la Figure 5.3(a). La Figure
illustre e´galement un tableau des attributs associe´s a` chaque nœud du Max-Tree. Le re´sultat d’une ouverture ultime
par hauteur θ est illustre´ sur la Figure 3.4, page 39.
Dans la de´finition de l’ope´rateur θT , nous descendons d’un niveau de hie´rarchie si une re´gion ve´rifie le crite`re T .
Sur le Max-Tree, nous ne prenons pas en compte les nœuds qui ve´rifient le crite`re et nous assignons r(Ckh) = 0,
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(a) Image
(b) Max Tree
Nœud Largeur Hauteur Surface
0 5 4 20
1 3 3 9
2 1 3 3
4 2 3 6
5 1 1 1
6 1 2 2
FIGURE 5.3 – (a) Image Synthe´tique, (b) Max-Tree et tableau d’attributs
c’est-a`-dire que le calcul des re´sidus se fait seulement pour les nœuds qui ne ve´rifient pas le crite`re hie´rarchique.
Ainsi, le calcul de Rθ et qθ est comple`tement identique que celui de la version classique.
Pour l’exemple de la figure synthe´tique, en utilisant comme crite`re hie´rarchique T : Surface
(
Ckh
)
> 2, nous
obtenons le re´sultat de la Figure 5.4. Seuls les nœuds 5 et 6 ne ve´rifient pas le crite`re et ils sont donc les seuls
nœuds sur lesquels nous calculons les re´sidus. Ces re´sidus sont les re´sidus maximaux et ils font partie de l’image
sortie Rθ. Le calcul de la hie´rarchie est trivial dans cet exemple. Afin d’illustrer la puissance de la me´thode, un
exemple sur une application d’images de fac¸ade sera illustre´ dans la section 5.3.
(a) Max Tree +
RθT
(
Ckh
)
, qθT
(
Ckh
)
(b) RθT (I) (c) qθT (I)
FIGURE 5.4 – (a) RθT
(
Ckh
)
, qθT
(
Ckh
)
et les images re´sultats de : (b) RθT (I), et (c) qθT (I) de l’ouverture ultime hie´rarchique par
hauteur. T : Surface
(
Ckh
)
> 2
5.2.3 Crite`re hie´rarchique
L’utilisation de la taille d’arreˆt, comme la dernie`re ouverture utilise´e, est un cas particulier de l’ouverture ul-
time hie´rarchique par attribut, lorsque le crite`re choisi dans la hie´rarchie de´pend seulement du meˆme attribut que
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l’ouverture. De plus, nous pouvons utiliser tous les crite`res qui de´pendent d’attributs ge´ome´triques comme ceux
pre´sente´s dans la Figure 3.1, page 36, ou des fonctions de forme comme nous l’avons de´crit dans la section 4.2.
Cependant, afin de garder un temps de calcul raisonnable, nous utiliserons des crite`res qui de´pendent d’attributs
simples tels que la largeur, la hauteur et la surface car ils seront calcule´s en meˆme temps que le processus de
cre´ation du Max-Tree. Nous allons e´galement e´tudier des crite`res couleur d’une image associe´e a` l’image d’entre´e
sur laquelle nous calculons le Max-Tree. Par exemple, des informations couleur comme la moyenne, l’e´cart-type
et le mode, peuvent eˆtre estime´es au cours de la construction du Max-Tree.
5.3 Application : Images de fac¸ade
Dans la section 4.5 nous avons pre´sente´ la segmentation des images de fac¸ade en utilisant l’ouverture ultime θ et
la version qui combine l’information de forme θΩ. Nous avons e´galement pre´sente´ les raisons pour lesquelles les
images de fac¸ade peuvent eˆtre fortement affecte´es par les proble`mes de masquage en utilisant l’ope´rateur θ, en
produisant une sous-segmentation. Les re´gions de la sous-segmentation qθ ont certaines caracte´ristiques qui pour-
raient eˆtre exploite´es comme crite`res hie´rarchiques. Par exemple, des re´gions de grande surface et/ou des re´gions
tre`s he´te´roge`nes en termes de couleur sont des re´gions candidates a` eˆtre subdivise´es. Ainsi, pour utiliser ces ca-
racte´ristiques, nous proposons deux crite`res hie´rarchiques :
– Surface : T = Surface
(
Ckh
)
> SeuilSurface
– He´te´roge´ne´ite´ Couleur : l’he´te´roge´ne´ite´ sera mesure´e a` l’aide de l’e´cart-type de chaque re´gion sur les compo-
santes RV B. Donc T = σR
(
Ckh
)
+ σV
(
Ckh
)
+ σB
(
Ckh
)
> Seuilσ{R,V,B}
La Figure 5.5 illustre le re´sultat de l’ouverture ultime par hauteur de l’image gradient inverse´e de la Figure 5.5(a).
Comme nous pouvons l’observer, l’image pre´sente les proble`mes de masquage et de fuites, car certaines structures
ont e´te´ masque´es et l’arbre est fusionne´ au baˆtiment.
(a) Image Originale (b) Rθ (I) ‡ (c) qθ (I) (d) Mosaı¨que
FIGURE 5.5 – (a) Image Originale, (b)-(c) Rθ (I) et qθ (I) issues de l’ouverture ultime, (d) Image Mosaı¨que sur qθ (I). ‡ Correction
gamma de 2.
68
Chapitre 5. Ouverture Ultime Hie´rarchique
Nous proposons de se´lectionner les seuils en fonction de chaque image comme un facteur de l’attribut utilise´ ; par
exemple, dans le cas de la surface le seuil est fonction de la surface de l’image. Ainsi, des re´sultats de l’ope´rateur θT
avec plusieurs seuils pour le crite`re d’he´te´roge´ne´ite´ couleur sont pre´sente´s dans la Figure 5.6. De la meˆme fac¸on,
nous avons re´alise´ la meˆme se´rie de tests pour le crite`re de surface, en donnant comme re´sultat les images de la
Figure 5.7. Les seuils sont un facteur de 50%, 25% et 10% de l’attribut. Par ailleurs, nous allons aussi analyser
le nombre de re´gions de la segmentation et une mesure d’erreur. La mesure d’erreur eI correspond a` la somme
des distances des pixels de l’image originale et des pixels de l’image mosaı¨que sur la surface de l’image comme
l’illustre l’e´quation 5.11.
eI =
NR∑
i=1
∑
p∈Ri
∑
x∈{R,V,B}
(
Cx (p)− Ĉx (Ri)
)2
AI
(5.11)
ou`, AI est la surface de l’image, NR est le nombre de re´gions, Cx (p) est la valeur de la composante x sur le pixel
p, Ĉx (Ri) est la valeur moyenne de la composante x dans la re´gion Ri, donc Ĉx (Ri) =
∑
p∈Ri
Cx(p)
Ai
.
Ainsi, dans le cas de l’ouverture ultime classique, la segmentation pre´sente 25328 re´gions et 51.41 d’erreur (Di-
mensions de l’image 2112× 1584).
Comme nous avons pu l’observer sur les images, les proble`mes ont e´te´ re´duits sauf dans le cas de 50% pour le
crite`re de surface. Pour ce cas, le nombre de re´gions est le´ge`rement supe´rieur a` celui que dans le cas de l’ouverture
ultime classique, ainsi l’erreur est aussi le´ge`rement infe´rieure. En utilisant un facteur de 50% du crite`re couleur
et 10% du crite`re de surface nous pouvons nous apercevoir que le nombre de re´gions et l’erreur sont approxima-
tivement similaires. Ne´anmoins, en regardant l’image de la segmentation, le ciel est en une seule re´gion pour le
cas du crite`re couleur et divise´ en plusieurs re´gions pour le cas du crite`re de surface. De manie`re ge´ne´rale, les
re´sultats correspondent a` nos attentes car en descendant la valeur du facteur, le crite`re est de plus en plus restreint
et des re´gions de plus en plus petites apparaissent. Un comportement que nous pouvons aussi mentionner est le fait
que le nombre de re´gions augmente et la mesure d’erreur diminue. Ainsi, pour une application donne´e une bonne
segmentation est celle qui met en e´quilibre ces deux valeurs : nombre de re´gions et erreur. Nous allons e´tudier
de manie`re plus approfondie des me´thodes d’e´valuation non supervise´e de la qualite´ d’une segmentation dans le
Chapitre 7, afin de trouver le bon facteur pour les deux crite`res utilise´s. Des re´sultats sur d’autres images de fac¸ade
et des comparaisons avec la me´thode de l’ouverture ultime avec l’information de forme seront aussi pre´sente´s dans
ce meˆme chapitre.
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– NR = 73184
– eI = 22.61
RθT ‡ qθT Image Mosaı¨que
(a) T = σR
(
Ckh
)
+ σV
(
Ckh
)
+ σB
(
Ckh
)
> 50% (σR (I) + σV (I) + σB (I))
– NR = 85484
– eI = 17.59
RθT ‡ qθT Image Mosaı¨que
(b) T = σR
(
Ckh
)
+ σV
(
Ckh
)
+ σB
(
Ckh
)
> 25% (σR (I) + σV (I) + σB (I))
– NR = 97883
– eI = 12.93
RθT ‡ qθT Image Mosaı¨que
(c) T = σR
(
Ckh
)
+ σV
(
Ckh
)
+ σB
(
Ckh
)
> 10% (σR (I) + σV (I) + σB (I))
FIGURE 5.6 – (a)-(b) Rθ (I) et qθ (I) issues de l’ouverture ultime, (c) Image Mosaı¨que sur qθ (I). Correction gamma de 2.
5.4 Discussion
Dans ce chapitre nous avons pre´sente´ la hie´rarchisation de l’ouverture ultime θNT (I), pour un niveau de hie´rarchie
N et un crite`re hie´rarchique T . Pour cela, nous avons d’abord introduit l’ope´rateur de masquageMX (I) et l’ou-
verture ultime ge´ode´sique θX (I). Le nouvel ope´rateur θNT (I) e´limine les proble`mes si les re´gions qui produisent
les proble`mes ve´rifient le crite`re hie´rarchique choisi.
Meˆme si nous avons de´fini l’ouverture ultime hie´rarchique de manie`re ge´ne´rale, nous n’avons que mis en œuvre
l’ope´rateur avec des ouvertures par attributs et en utilisant seulement le parame`tre crite`re T , car ces ouvertures
sont facilement calcule´es a` l’aide d’une repre´sentation Max-Tree de l’image. Concernant les crite`res, nous pou-
vons utiliser tous les attributs ge´ome´triques et colorime´triques des nœuds du Max-Tree ; cependant pour garder un
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– NR = 27343
– eI = 51.26
RθT ‡ qθT Image Mosaı¨que
(a) T = Surface
(
Ckh
)
> 50% (Surface (I))
– NR = 43022
– eI = 37.81
RθT ‡ qθT Image Mosaı¨que
(b) T = Surface
(
Ckh
)
> 25% (Surface (I))
– NR = 74029
– eI = 20.42
RθT ‡ qθT Image Mosaı¨que
(c) T = Surface
(
Ckh
)
> 10% (Surface (I))
FIGURE 5.7 – Re´sultats de l’ope´rateur θT .
temps de calcul raisonnable, nous nous sommes focalise´s sur des attributs simples. Par ailleurs avec l’utilisation
d’un crite`re et en appliquant l’ope´rateur jusqu’a` l’idempotence, nous pouvons descendre dans diffe´rents niveaux
de hie´rarchie de fac¸on inde´pendante. Ces niveaux, nous les avons nomme´s niveaux optimaux de la hie´rarchie.
Finalement, nous avons pre´sente´ l’utilisation de l’ope´rateur θNT (I) sur des images de fac¸ade en re´duisant les
proble`mes de masquage. Nous avons utilise´ deux crite`res base´s sur des attributs de surface et d’he´te´roge´ne´ite´
couleur. L’attribut d’he´te´roge´ne´ite´ couleur est base´ sur l’e´cart-type de chaque composante RV B sur les nœuds
du Max-Tree. Les seuils utilise´s dans la de´finition du crite`re sont choisis comme fonction de l’attribut de l’image
totale.
Nous avons rapidement utilise´ une mesure d’erreur pour comparer l’image segmente´e avec l’image originale. Ainsi,
en utilisant le crite`re d’he´te´roge´ne´ite´ couleur nous obtenons de meilleurs re´sultats par rapport au crite`re de surface.
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Ce comportement est logique car la mesure d’erreur est base´e sur la distance euclidienne couleur. Cependant, une
analyse des mesures d’e´valuation non supervise´e des me´thodes de segmentation sera pre´sente´e au Chapitre 7.
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6.1 Introduction
Retornaz introduit dans sa the`se [129] l’ouverture ultime avec accumulation. Elle consiste a` accumuler une se´rie de
re´sidus diffe´rents de ze´ro, engendre´s par des ouvertures conse´cutives. L’objectif de l’accumulation est d’ame´liorer
l’estimation de contraste (transforme´e Rθ) des objets flous. Retornaz propose e´galement une mise en œuvre base´e
sur un algorithme d’inondation. Nous verrons que cette implantation peut donner une mauvaise estimation de taille
(indicatrice qθ) a` certaines composantes. L’ouverture ultime par ∆−attributs, que nous de´crivons dans ce chapitre,
reprend la notion de l’ouverture ultime par accumulation, ou` les re´sidus sont accumule´s tant qu’une se´rie d’ouver-
tures conse´cutives ne produit pas ∆ − 1 re´sidus nuls. Nous proposons e´galement une mise en œuvre base´e sur le
Max-Tree qui corrige le proble`me de mauvaise e´valuation de l’indicatrice mentionne´ pre´ce´demment.
Le chapitre est divise´ comme suit : la section 6.2 de´crit la me´thode et pre´sente la mise en œuvre sur le Max-
Tree, la section 6.3 illustre une application de segmentation de texte enfoui, et finalement la section 6.4 discute de
l’efficacite´ de l’approche .
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6.2 Ouverture Ultime par ∆−attribut
L’ouverte ultime par ∆−attribut se pre´sente comme une vraie alternative pour combattre le proble`me duˆ aux
transitions graduelles (images floues). Une structure dont le contour a une transition graduelle voit son contraste
sous-estime´. En effet, dans une transition graduelle, un fort re´sidu est divise´ en plusieurs re´sidus plus petits. Ainsi,
le contraste (transforme´e Rθ) associe´ a` la structure sera le plus grand de ces re´sidus, par de´finition plus petit que la
transition globale. De cette fac¸on, la probabilite´ d’eˆtre masque´e par une structure la contenant augmente. L’objectif
de cet ope´rateur est de de´tecter ces transitions graduelles et d’accumuler les re´sidus afin de renforcer le contraste
associe´ a` la structure, et donc d’e´viter un possible masquage. Une transition est dite graduelle, si des ouvertures de
taille λ1 et λ2 avec |λ1 − λ2| ≤ ∆ produisent un re´sidu non nul.
Observons le profil de la Figure 6.1(a). Nous pouvons identifier plusieurs transitions graduelles dans les pixels
{d, e, f}. En calculant les re´sidus produits par des ouvertures conse´cutives, les pixels {a, b, c} voient la se´rie de
re´sidus suivants : r1 = 0, r2 = 0, r3 = 1, r4 = 1, r5 = 2, r6 = 2, r7 = 0 et , r8 = 3. La Figure 6.1(d) illustre
les re´sidus non nuls de tous les pixels. Ainsi, en utilisant l’ouverture ultime, seul le re´sidu de valeur 3 est pre´serve´
(voir les Figures 6.1(b) et 6.1(c)).
(a) Profil (b) Rθ (c) qθ
r3 = γ3 − γ4 r4 = γ4 − γ5 r5 = γ5 − γ6 r6 = γ6 − γ7 r8 = γ8 − γ9
(d) Re´sidus diffe´rents de ze´ro
FIGURE 6.1 – Exemple d’un profil avec des transitions graduelles.
L’ouverture ultime par ∆−attribut propose l’accumulation des deux re´sidus non nuls si la diffe´rence de leurs
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attributs est infe´rieure ou e´gale au parame`tre ∆. Dans notre exemple, pour une valeur de ∆ = 1 les re´sidus de r3 a`
r6 seront accumule´s (r3 + r4 + r5 + r6 = 6 ). r8 ne sera pas accumule´ car 8− 6 = 2 > ∆ = 1. Par contre, pour
une valeur de ∆ = 2, r8 sera pris en compte par l’accumulation et
8∑
λ=3
rλ = 9.
Le fait d’accumuler implique que le calcul de re´sidus doit eˆtre re´alise´ de manie`re successive, en conside´rant les
ouvertures en ordre croissant ou de´croissant (de l’ouverture la plus petite vers la plus grande ou vice-versa). Cette
condition n’e´tait pas ne´cessaire pour la version classique de l’ope´rateur. Comme nous pouvons l’observer dans les
deux parcours de calcul de l’ouverture ultime par ∆−attribut (voir les Figures 6.2(b) et 6.3(b)), meˆme si les re´sidus
interme´diaires sont diffe´rents, le re´sultat final de la transforme´e est toujours le meˆme. Ce re´sultat est explique´ du
fait que l’accumulation des re´sidus d’une composante peut eˆtre vue comme le re´sidu entre la plus petite ouverture
et la plus grande ouverture qui ont contribue´ a` l’accumulation, et finalement la transforme´e ne sera pas affecte´e
par l’ordre croissant ou de´croissant de parcours. Ne´anmoins, cela n’est pas le cas pour l’indicatrice. Par de´finition
l’indicatrice est la valeur de l’ouverture qui a produit un re´sidu maximal ; cependant dans l’accumulation plusieurs
ouvertures ont participe´ a` la ge´ne´ration d’un re´sidu maximal.
Voyons dans un premier temps le calcul de l’ouverture ultime avec des re´sidus accumule´s en suivant l’ordre crois-
sant pour une valeur de ∆ = 1, en mettant a` jour l’indicatrice avec la taille de l’ouverture plus un, au fur et a`
mesure qu’un re´sidu maximal est produit. Le lecteur peut s’appuyer sur la Figure 6.1(d) pour les re´sidus classiques
(rλ) et la Figure 6.2(a) pour les re´sidus accumule´s (r∆λ ).
1. r∆3 = r3 car il est le premier re´sidu ge´ne´re´ diffe´rent de ze´ro. Ainsi, R
∆
θ = r
∆
3 et q
∆
θ = 4 pour les pixels
{a, b, c}.
2. r4 6= 0 et donc r∆4 = r4 + r∆3 . La transforme´e et l’indicatrice sont mises a` jour car r∆4 > r∆3 . R∆θ = r∆4 et
q∆θ = 5 pour les pixels {a, b, c, d}.
3. La proce´dure d’accumulation continue jusqu’a` ce qu’un re´sidu soit e´gal a` ze´ro (r7 = 0). Comme nous
l’avons mentionne´, nous pouvons interpre´ter cette accumulation de re´sidus comme le re´sidu ge´ne´re´ entre
la plus petite ouverture et la plus grande ouverture ayant contribue´ a` l’accumulation : r∆6 = r6 + r
∆
5 =
r6 + r5 + r
∆
4 = r6 + r5 + r4 + r
∆
3 = γ3 − γ7, et donc R∆θ = r∆6 et q∆θ = 7. A ce moment la composante
{a− f} de taille 6 a une bonne e´valuation de 7 dans l’indicatrice, ce qui est conforme au comportement de
l’ouverture ultime.
4. Le re´sidu suivant diffe´rent de ze´ro est r∆8 = r8. Bien que le pixel {f} ait participe´ a` l’accumulation
pre´ce´dente, il est modifie´ par le re´sidu r∆8 , car r
∆
8 {f} > r∆6 {f}. Par contre, r∆8 ne changera pas l’e´valuation
des pixels {a − e} car leur transforme´e courante est supe´rieure a` r∆8 {a − e}. R∆θ et q∆θ sont mises a` jour
seulement pour les pixels {f, g, h}. Le changement d’e´valuation de q∆θ {f} “rogne d’un pixel la compo-
sante dont la taille avait e´te´ e´value´e a` 7, en produisant une diffe´rence de taille de la composante connexe
et de son e´valuation d’indicatrice. Le proble`me de mauvaise e´valuation de l’indicatrice a e´te´ e´tudie´ par
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r∆3 = γ3 − γ4 r∆4 = γ4 − γ5 + r∆3 r∆5 = γ5 − γ6 + r∆4 r∆6 = γ6 − γ7 + r∆5 r∆8 = γ8 − γ9
(a) Re´sidus accumule´s diffe´rents de ze´ro
(b) R∆θ
(c) q∆θ
FIGURE 6.2 – Calcul de l’ouverture ultime par ∆−attribut depuis l’ouverture la plus petite jusqu’a` la plus grande.
Beucher [14] comme des valeurs perche´es de l’ouverture ultime.
Voyons maintenant le calcul de l’ouverture ultime avec des re´sidus accumule´s depuis l’ouverture la plus grande
vers la plus petite, en mettant a` jour l’indicatrice avec la taille de l’ouverture plus un, au fur et a` mesure qu’un
re´sidu maximal est ge´ne´re´ (voir Figure 6.3).
1. Le premier re´sidu ge´ne´re´ diffe´rent de ze´ro est r∆8 = r8. R
∆
θ = r
∆
8 et q
∆
θ = 9.
2. Le re´sidu suivant r7 = 0 et nous n’accumulons pas.
3. r∆6 = r6 et R
∆
θ et q
∆
θ ne changent pas car r
∆
6 < r
∆
8 .
4. r5 6= 0 alors r∆5 = r5 + r∆6 . Ce re´sidu produit une mise a` jour de R∆θ = r∆5 et q∆θ = 6 pour les pixels
{a− e}.
5. A partir de ce moment chaque re´sidu accumule´ produira un re´sidu maximal de la manie`re suivante :
– r∆4 > r
∆
5 , donc R
∆
θ = r
∆
4 et q
∆
θ = 5 pour les pixels {a, b, c, d},
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r∆8 = γ8 − γ9 r∆6 = γ6 − γ7 r∆5 = γ5 − γ6 + r∆6 r∆4 = γ4 − γ5 + r∆5 r∆3 = γ3 − γ4 + r∆4
(a) Re´sidus accumule´s diffe´rents de ze´ro
(b) R∆θ
(c) q∆θ
(d) q∆θ avec propagation de l’indicatrice.
FIGURE 6.3 – Calcul de l’ouverture ultime par ∆−attribut depuis l’ouverture la plus grande jusqu’a` la plus petite.
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– r∆3 > r
∆
4 , donc R
∆
θ = r
∆
3 et q
∆
θ = 4 pour les pixels {a, b, c}.
En re´sume´, si nous mettons a` jour l’indicatrice au fur et a` mesure qu’un re´sidu important est ge´ne´re´, nous avons
deux comportements diffe´rents au niveau de l’indicatrice de´pendant du type de parcours :
– Dans un calcul croissant, la valeur de l’indicatrice sera la taille de la dernie`re ouverture qui a contribue´ a` l’ac-
cumulation. Ce re´sultat produit une seule composante au niveau de l’indicatrice, mais dans certains cas elle sera
sure´value´e car d’autres re´sidus maximaux peuvent “rogner la composante accumule´e (comme nous avons vu
pour le cas du pixel {f} dans l’illustration de la Figure 6.2(c)).
– Dans un calcul de´croissant, la valeur de l’indicatrice changera au fur et a` mesure que les re´sidus sont accumule´s
a` partir du moment ou` un re´sidu accumule´ de´passe la valeur courante de la transforme´e. Dans notre exemple
r∆6 > r
∆
8 et q
∆
θ {e} = 6, q∆θ {d} = 5 et donc q∆θ {a, b, c} = 4. Ce re´sultat n’est pas inte´ressant car l’objectif de
l’ouverture ultime avec accumulation est aussi d’assigner la meˆme valeur d’indicatrice aux re´sidus accumule´s.
Afin de re´duire le proble`me des valeurs perche´es, nous proposons de bloquer la valeur de l’indicatrice, dans le
sens de´croissant de calcul, a` partir du moment ou` un re´sidu accumule´ de´passe la valeur courante (interme´diaire)
de la transforme´e. Dans notre exemple quand on va estimer la transforme´e du pixel {f}, on sait que r∆6 < r∆8 et
le pixel f ne contribue pas a` l’estimation de la taille de la composante (indicatrice), meˆme si le re´sidu r∆6 participe
a` l’accumulation. Par contre, r∆5 de´passe la valeur courante de la transforme´e et donc la valeur de l’indicatrice de
5 + 1 = 6 sera assigne´e au reste des pixels participant a` l’accumulation q∆θ {a− e} = 6 (voir Figure 6.3(d)). Cette
alternative peut eˆtre vue comme la “propagation de l’indicatrice. Ainsi, les re´sidus accumule´s qui de´passent la
valeur courante de la transforme´e auront une seule valeur d’indicatrice avec la bonne e´valuation.
Par ailleurs, nous pouvons de´finir la transforme´e de la meˆme manie`re que dans la de´finition de l’ouverte ultime clas-
sique, c’est-a`-dire Rθ est e´gal aux re´sidus maximaux de la se´rie de re´sidus avec l’accumulation, comme l’illustre
la De´finition 17.
De´finition 17. Soit I une image a` niveaux de gris, pour tout pixel x, la transforme´e de l’ouverture ultime
par ∆−attribut est de´crite par :
Rθ (x) =
∨
(rλ (x)) , ∀λ ≥ 1
ou` rλ (x) =
{
0 γλ (x) = γλ+∆ (x)
(γλ (x)− γλ+∆ (x)) + rλ±1 (x) sinon
(6.1)
γλ (x) est une ouverture de taille λ, et rλ−1 (x) et rλ+1 (x) pour un calcul croissant et de´croissant des
ouvertures respectivement.
Le nouvel ope´rateur peut re´duire le proble`me des transitions graduelles si les transitions sont de´tecte´es par des
changements d’attribut de taille infe´rieure ou e´gale a` ∆. L’image synthe´tique de la Figure 6.4(a) montre une
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transition en deux pas 1. Le pas interme´diaire a deux pixels d’e´paisseur. Si nous utilisons une valeur de ∆ ≤ 2, le
rectangle continuera d’eˆtre masque´. Par contre en utilisant une valeur de ∆ = 3 le proble`me est re´solu. C’est pour
cela que le choix du parame`tre ∆ reste important pour une application donne´e.
(a) Image I Rθ (I) qθ (I)
(b) ∆ = 1
Rθ (I) qθ (I)
(c) ∆ = 3
FIGURE 6.4 – Exemple : Transitions graduelles (a) Image Synthe´tique, (b) et (c) Ouverture ultime par ∆−attribut.
6.2.1 Mise en œuvre sur le Max-Tree
Retornaz a propose´ une implantation par inondation de l’ope´rateur avec accumulation, ainsi cette version calcule
la transforme´e depuis l’ouverture la plus petite jusqu’a` la plus grande. Par contre, dans le Max-Tree le calcul se
re´alise dans le sens inverse. C’est pourquoi la proposition de la propagation de l’attribut du nœud, lorsque son
re´sidu de´passe la valeur courante de la transforme´e, peut eˆtre mise en œuvre sur cette structure. Dans la mise en
œuvre de la version classique de l’ouverture ultime sur le Max-Tree, les re´sidus sont accumule´s si l’attribut d’un
nœud Ckh est e´gal a` celui de son parent C
k′
h′ , car le re´sidu est la diffe´rence entre son niveau de gris h et le niveau de
gris de son premier anceˆtre avec un attribut diffe´rent [41]. Afin d’inte´grer le parame`tre ∆ sur le calcul des re´sidus,
nous changeons la condition d’e´galite´ entre les attributs pe`re-fils, a` la condition qu’une diffe´rence entre eux soit
infe´rieure ou e´gale a` la valeur ∆, comme l’illustre l’e´quation 6.2.
rλ
(
Ckh
)
=
 h− h′ + rλ
(
Ck
′
h′
)
κCkh
− κ
Ck
′
h′
≤ ∆
h− h′ sinon
(6.2)
La Figure 6.5 montre le Max-Tree du profil de la Figure 6.1(a) et le calcul des re´sidus de la version classique de
l’ouverture ultime et de la version avec l’accumulation. Ainsi, le re´sidu peut eˆtre vu comme la diffe´rence entre le
niveau de gris du nœud et le niveau de gris du premier nœud qui a participe´ a` l’accumulation.
Comme nous l’avons mentionne´, le calcul de Rθ se re´alise de la meˆme manie`re que pour la version classique,
ou` chaque enfant compare son re´sidu avec le re´sidu maximal de son parent Rθ
(
Ck
′
h′
)
, et Rθ
(
Ckh
)
enregistre la
valeur maximale entre eux. Pour le calcul de qθ
(
Ckh
)
, nous propageons de pe`re a` fils l’attribut plus un du nœud a`
1. Le lecteur peut se re´fe´rer a` la page 43 et la Figure 3.7 pour observer le proble`me duˆ aux transitions graduelles sur cette image
synthe´tique.
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(a) Profil + Max-Tree (b) rλ
(
Ckh
)
(c) r∆λ
(
Ckh
)
, ∆ = 1
FIGURE 6.5 – (a) Max-Tree d’un profil avec des transitions graduelles. (b) Calcul de re´sidus classique. (c)- (d) Calcul de l’accumulation
des re´sidus avec ∆ = 1
partir du moment ou` son re´sidu de´passe la valeur courante de la transforme´e dans une se´rie d’accumulations. Par
exemple pour le profil de la Figure 6.5, nous assignons l’attribut plus un de nœud C07 a` tous ces enfants lorsque
l’accumulation est active´e.
6.3 Application : Images de texte enfoui
Le texte enfoui (scene-text) est lie´ a` la se´mantique de l’image et constitue une information pertinente pour l’indexa-
tion d’une image base´e sur son contenu [130]. Cette recherche est de´veloppe´e dans le cadre du projet ITOWNS
(Image-based Town On-line Web navigation and Search Engine). L’objectif de ce projet est de mettre au point une
nouvelle ge´ne´ration d’outils multime´dia sur le web qui combine un navigateur 3D ge´ographique (comme le Geo-
portail, Google Earth, Microsoft live Earth) avec un moteur de recherche base´ sur une indexation par le contenu
des donne´es images/visuelles.
Dans la plupart des cas, le texte enfoui sur les images est place´ sur des surfaces de diffe´rentes couleurs, telles que
pancartes, affiches, etc. . . qui favorisent la visibilite´ des lettres. Mais ces surfaces sont e´galement contraste´es avec
leur environnement. Lorsque nous utilisons l’ouverture ultime, les caracte`res peuvent eˆtre masque´s parce que le
contraste entre la surface et son environnement est supe´rieur au contraste entre les lettres et la surface. Par ailleurs,
a` cause de la nume´risation, la bordure des lettres peut eˆtre floue en produisant des transitions graduelles.
Un exemple de l’ouverture ultime par ∆− attribut est illustre´ sur la Figure 6.6. L’image contient le texte “PAS-
SPORT. En utilisant l’ouverture ultime par attribut de hauteur, les lettres “O et “R ont e´te´ masque´es. Comme
nous pouvons l’observer, en utilisant la version avec l’accumulation, toutes les lettres sont de´tecte´es et le contraste
des autres lettres a presque double´. Par exemple, le “A est passe´ de 55 a` 86 et le “S de 48 a` 98.
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(a) Image Originale (b) Rθ (I)‡ (c) qθ (I) (d) R∆θ (I)‡,∆ = 1 (e) q∆θ (I),∆ = 1
FIGURE 6.6 – (a) Image Originale. (b)- (c) Ouverture ultime classique. (d)- (e) Ouverture ultime avec ∆−attribut ∆ = 1. ‡ Correction
gamma de 2.
Un autre exemple de l’utilisation de l’ouverture ultime par ∆− attribut est pre´sente´ dans la Figure 6.7 avec ∆ = 1
et ∆ = 2. Au niveau de la transforme´e, nous pouvons appre´cier une augmentation conside´rable du contraste
des lettres. Dans le cas particulier de ∆ = 1 seules certaines lettres, comme le “i de “adhesive et le “a et
“s de “address, n’ont pas un contraste aussi fort que les autres. Ce comportement est produit car ces lettres ont
des diffe´rences d’attribut supe´rieures a` 1 dans la transition graduelle. Lorsque nous appliquons l’ope´rateur avec
∆ = 2, nous pouvons observer une transforme´e plus homoge`ne. Ne´anmoins, au niveau de l’indicatrice l’ope´rateur
produit quelques re´sultats inde´sirables car des lettres ont e´te´ fusionne´es, par exemple le “dh de “adhesive et le
“dd de “address.
Nous illustrons aussi l’e´volution de deux pixels sur les lettres “l de “self et “i de “adhesive dans la Figure
6.8. Nous pouvons aussi appre´cier les re´sidus qui sont accumule´s avec ∆ = 1 et ∆ = 2. Comme nous l’avons
mentionne´ dans le paragraphe pre´ce´dent, les e´volutions corroborent le fait que la contribution de l’accumulation
de re´sidus est plus importante dans la lettre “l que dans la lettre “i pour une valeur de ∆ = 1, car la valeur de la
transforme´e du pixel sur le “l est e´gale a` 123 et celle du pixel sur le “i est de 58. Par contre leurs augmentations
sont similaires, pour une valeur de ∆ = 2. Pour le cas du pixel sur le “i, nous pouvons confirmer avec rθ (x) que
la transition de la lettre a plusieurs valeurs re´sidus de re´sidus nuls entre λ = 130 et λ = 150 (voir Figure 6.8(b)).
Ceci explique la diffe´rence de l’accumulation entre les re´sidus de ∆ = 1 et de ∆ = 2.
Meˆme si nous avons illustre´ dans le premier exemple la re´duction du proble`me de masquage, l’accumulation de
re´sidus peut pre´senter des re´sultats avec un masquage encore plus fort. De la meˆme fac¸on que les lettres sont
favorise´es par l’accumulation, les structures qui les contiennent peuvent l’eˆtre aussi, si elles sont floues e´galement.
Un exemple de cet effet est illustre´ sur la Figure 6.9. En utilisant l’ope´rateur classique, seule une lettre a e´te´
masque´e, alors qu’avec l’ope´rateur avec accumulation, le proble`me du masquage est accentue´.
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(a) Image Originale
Rθ (I)‡ qθ (I)
(b) θ → θ∆,∆ = 0
R∆θ (I)‡ q∆θ (I)
(c) θ∆,∆ = 1
R∆θ (I)‡ q∆θ (I)
(d) θ∆,∆ = 2
FIGURE 6.7 – Exemple : Transitions graduelles (a) Image Synthe´tique, (b) et (c) Ouverture ultime par ∆−attribut. ‡ Correction gamma
de 2.
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rθ (x) Rθ (x)
(a) Se´rie de re´sidus d’un pixel x sur la lettre “l
rθ (x) Rθ (x)
(b) Se´rie de re´sidus d’un pixel x sur la lettre “i
FIGURE 6.8 – Se´rie de re´sidus de deux pixels.
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(a) Image Originale (b) Rθ (I)‡ (c) qθ (I) (d) R∆θ (I)‡,∆ = 1 (e) q∆θ (I),∆ = 1
FIGURE 6.9 – Proble`me par des structures imbrique´es. (a) Image Originale. (b)- (c) Ouverture ultime classique. (d)- (e) Ouverture ultime
avec ∆−attribut ∆ = 1. ‡ Correction gamma de 2.
6.3.1 Filtrage des valeurs perche´es
Dans une chaıˆne de reconnaissance de texte, Retornaz a propose´ un filtrage des composantes dont l’e´valuation de
l’indicatrice ne correspond pas a` la taille re´elle (composantes mal e´value´es). Ce filtrage a e´te´ applique´ a` la sortie
de la version classique de l’ouverture ultime, mais il n’a pas pu eˆtre e´tendu a` la chaine de reconnaissance qui
utilise l’accumulation, car la mise en œuvre par inondation produit des composantes de l’indicatrice mal e´value´es,
tel que nous l’avons de´crit dans la section pre´ce´dente. La Figure 6.10 illustre le filtrage de valeurs perche´es en
utilisant l’ope´rateur avec l’accumulation par inondation et en utilisant la version Max-Tree. Comme nous l’avons
mentionne´, la mise en œuvre par inondation calcule la version par accumulation depuis l’ouverture la plus petite
jusqu’a` la plus grande, en produisant des composantes mal e´value´es au niveau de l’indicatrice. En e´liminant les
valeurs perche´es, certaines lettres ont e´te´ supprime´es (voir Figure 6.10(b), les lettres “A,E et M). En revanche
avec la version Max-Tree, le proble`me est re´solu.
(a) Image Originale
q∆θ (I) qθ (I) Filtre´
(b) θ∆,∆ = 1 par Inondation
q∆θ (I) qθ (I) Filtre´
(c) θ∆,∆ = 1 par Max-Tree
FIGURE 6.10 – Exemple : Filtrage des valeurs perche´es (a) Image Originale, Ouverture ultime par ∆−attribut par : (b) inondation et (c)
Max-Tree.
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6.4 Discussion
Dans ce chapitre nous avons pre´sente´ une variante de l’ouverture ultime par attribut qui re´sout principalement le
proble`me duˆ aux transitions graduelles. Le nouvel ope´rateur est base´ sur l’accumulation de re´sidus tant qu’une
se´rie d’ouvertures conse´cutives ne produit pas ∆ − 1 re´sidus nuls. Nous avons e´galement analyse´ les diffe´rences
au niveau de l’indicatrice, lorsque nous calculons l’ope´rateur depuis l’ouverture la plus petite vers la plus grande
et vice-versa. C’est pourquoi nous avons propose´ de calculer l’accumulation dans le sens de´croissant et en assi-
gnant comme indicatrice la valeur de l’ouverture a` partir du moment ou` le re´sidu accumule´ de´passe la valeur de la
transforme´e courante. Nous avons aussi pre´sente´ la mise en œuvre de l’ope´rateur sur le Max-Tree en corrigeant le
proble`me pre´sente´ dans la version inondation des composantes mal e´value´es.
Le principal avantage de l’ouverture ultime par ∆− attributs est d’avoir une information plus pertinente par rapport
au contraste re´el de l’objet car elle prend en compte les accumulations des divers re´sidus produits par variations
d’attributs infe´rieurs a` ∆. Cependant, l’accumulation ne corrige pas le proble`me duˆ aux structures imbrique´es et
elle peut meˆme produire des masquages plus importants si la structure qui la contient est floue elle aussi. Par
ailleurs, l’accumulation peut augmenter les proble`mes de fuites en fusionnant les composantes d’inte´reˆt. Afin
d’e´viter ces proble`mes et de garder les re´sidus accumule´s, nous pouvons imaginer une combinaison de cette ap-
proche avec les deux approches pre´sente´es ante´rieurement : information de forme et/ou hie´rarchique.
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7.1 Introduction
Dans les chapitres pre´ce´dents nous avons pre´sente´ trois me´thodes afin d’ame´liorer les re´sultats de segmentation de
l’ouverture ultime classique en re´duisant les proble`mes de masquage et de fuites. Pour de´montrer la performance
de ces me´thodes, dans ce chapitre nous comparons les re´sultats de diffe´rentes approches sur des images issues des
trois applications suivantes : analyse de fac¸ades, localisation de texte et segmentation de cellules
7.2 Segmentation d’images de fac¸ade
Nous avons de´ja` pre´sente´, dans les sections 4.5 et 5.3, l’utilisation de l’ouverture ultime avec l’information de
forme et de l’ouverture ultime hie´rarchique sur des images de fac¸ade. Dans cette section nous comparons les trois
approches propose´es.
Jusqu’a` pre´sent, nous avons estime´ les ame´liorations propose´es de l’ouverture ultime par rapport a` la version
classique a` partir d’une comparaison qualitative-visuelle des re´sultats. Ne´anmoins, afin de mesurer l’ame´lioration,
nous proposons d’e´tudier des mesures de qualite´ qui nous permettront d’analyser les re´sultats de segmentation de
manie`re quantitative.
7.2.1 Evaluation de la qualite´ d’une segmentation
L’objectif principal d’une mesure d’e´valuation est d’eˆtre capable de comparer les diffe´rents re´sultats de segmenta-
tion et ainsi trouver la meilleure segmentation possible. De nombreuses mesures de segmentation d’images ont e´te´
propose´es dans la litte´rature [179]. Ces mesures d’e´valuation peuvent eˆtre divise´es en deux cate´gories principales :
mesures d’e´valuation supervise´e et mesures d’e´valuation non supervise´e. Dans notre cas d’e´tude, nous sommes
inte´resse´s par les me´thodes non supervise´es, e´tant donne´ l’absence d’une segmentation de re´fe´rence (ve´rite´ ter-
rain).
L’e´tat de l’art
Nous avons condense´ dans la Table 7.1 des mesures d’e´valuation non supervise´e. Liu et Yang [92] ont propose´
une mesure prenant en compte le nombre de re´gions de l’image segmente´e (NR), la surface de chaque re´gion (Ai),
la somme des distances entre la couleur des pixels de chaque re´gion et la couleur correspondante dans l’image
segmente´e (ei). Dans l’expression d’e´valuation, ils pe´nalisent les sur-segmentations par un facteur de´pendant du
nombre de re´gions (
√
NR) et les petites re´gions avec une grande diffe´rence couleur (1/
√
Ai). Le meilleur re´sultat
de segmentation est celui qui pre´sente la valeur la plus petite. Cette mesure a e´te´ conc¸ue pour des segmentations
avec peu de re´gions et des objets bien de´finis et homoge`nes dans l’image. Par ailleurs, Borsotti et al. [17] ont iden-
tifie´ les limitations de la fonction d’e´valuation de Liu et Yang. L’ide´e principale de Borsotti est de combiner deux
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Approche Expression
Liu et Yang [92]
F (I) =
√
NR
1000AI
NR∑
i=1
e2i√
Ai
Borsotti et al. [17]
Q (I) =
√
NR
1000AI
NR∑
i=1
(
e2i
1 + logAi
+
(
N (Ai)
Ai
)2)
Glory et al. [54]
C (I) =
NR∑
i=1
e2i
1+logAi
e2
1+logA + 1
+
Amax∑
i=Amin
N(Ai)
A2i
NR
Zhang et al. [178]
Hl (Ri) = −
∑
m∈Vi
Li (m)
Ai
log
Li (m)
Ai
Hr (I) =
NR∑
i=1
(
Ai
A
)
Hl (Ri)
Hl (I) = −
NR∑
i=1
Ai
A
log
Ai
A
E (I) = Hr (I) +Hl (I)
ou`
– e2i =
∑
p∈Ri
∑
x∈{R,V,B}
(
Cx (p)− Ĉx (Ri)
)2
,
– NR nombre de re´gions,
– A surface de l’image,
– Ai surface de la re´gion Ri,
– Ĉx (Ri) =
∑
p∈Ri
Cx(p)
Ai
,
– N(Ai) nombre de re´gions de surface Ai,
– Vi histogramme de la luminance de la re´gion Ri,
– Li (m) nombre de pixels de luminance m dans la
re´gion Ri.
TABLE 7.1 – Mesures d’e´valuation de re´sultats de segmentation d’images.
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termes : le premier pe´nalise les re´gions non homoge`nes, alors que le second pe´nalise les re´gions avec beaucoup de
re´gions de la meˆme taille. Le principal proble`me de cette mesure est la non-normalisation de ces termes. De plus,
dans notre cas d’e´tude, cette mesure ne remplit pas nos exigences comme me´thode d’e´valuation. Par exemple dans
les images de fac¸ade une segmentation peut avoir plusieurs re´gions de la meˆme surface et elle sera donc pe´nalise´e
par le deuxie`me terme (de feneˆtres de la meˆme taille). Une troisie`me approche, pre´sente´e par Glory et al. [54],
propose une mesure C(I) de deux termes “normalise´s qui controˆlent l’he´te´roge´ne´ite´ couleur de chaque re´gion
et la pre´sence de petites re´gions. Cependant, meˆme s’ils parlent de termes normalise´s, la re´alite´ est comple´ment
diffe´rente. En effet, pour l’he´te´roge´ne´ite´ couleur, la valeur de 1 n’est pas ne´cessairement la limite supe´rieure de
la me´trique, et pour la me´trique du nombre de petites re´gions la valeur de 0 n’est pas la limite infe´rieure. Les
trois approches cite´es mesurent l’he´te´roge´ne´ite´ couleur en utilisant la distance couleur (ei). En revanche, Zhang et
al. [178] proposent de nouvelles entropies pour l’e´valuation du re´sultat de segmentation d’images. Selon eux, une
bonne e´valuation de segmentation doit maximiser l’uniformite´ des pixels dans chaque re´gion segmente´e et minimi-
ser l’uniformite´ entre re´gions adjacentes. Ils mesurent l’entropie de la luminance de chaque re´gion afin d’estimer
l’uniformite´ d’une re´gion (Hr (I)). Lorsque tous les pixels dans une re´gion ont la meˆme valeur, l’entropie pour
la re´gion est e´gale a` 0. C’est pourquoi ils utilisent e´galement une entropie du nombre de re´gions (Hl (I)) pour
pe´naliser les sur-segmentations.
Afin de tester ces me´triques, nous avons utilise´ la hie´rarchisation de l’ouverture ultime avec un crite`re hie´rarchique
T = Surface
(
Ckh
)
> β × Surface (I). Nous avons fait varier la valeur de β, de 100% jusqu’a` 0% chaque
5%. La Figure 7.1 illustre les quatre mesures calcule´es et normalise´es de manie`re inde´pendante. Ne´anmoins, les
re´sultats sont un peu inattendus, car pour toutes les mesures de qualite´, le meilleur re´sultat est celui de β = 100%,
c’est-a`-dire l’ouverture ultime classique. Comme nous pouvons l’observer, dans cet exemple l’ouverture ultime
pre´sente un fort proble`me de masquage dans le baˆtiment et l’arbre est fusionne´ aussi avec le baˆtiment. Dans l’in-
tervalle β = {100, 60}% les mesures ne changent pas, donc cela correspond a` la taille de la re´gion la plus grande
de l’image. Par ailleurs, si nous observons localement l’intervalle β = {45, 0}%, nous pourrions e´tablir comme
meilleure segmentation celle de β = 25%. Visuellement le re´sultat est meilleur que l’ouverture ultime classique.
Cependant, l’arbre reste colle´ au premier e´tage du baˆtiment. Nous avons teste´ ces mesures avec d’autres images
et l’ouverture classique est toujours classe´e premie`re. Ce comportement est duˆ au fait que la sortie de l’ouverture
ultime hie´rarchique pre´sente de petites re´gions tre`s contraste´es, faisant diminuer quantitativement la qualite´ de la
segmentation.
Apre`s avoir analyse´ les diffe´rentes approches de la litte´rature, nous pouvons conclure que la de´finition d’une
e´valuation de la qualite´ d’une segmentation n’est pas une taˆche triviale, qui de´pend de l’application et des me´thodes
a` comparer. C’est pourquoi nous continuerons a` comparer visuellement les approches, et a` utiliser l’information de
l’he´te´roge´ne´ite´ couleur et du nombre de re´gions se´pare´ment comme de simples indicateurs pour e´valuer la qualite´.
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FIGURE 7.1 – Re´sultats des mesures de qualite´ d’une segmentation.
Mesures normalise´es d’e´valuation
Comme nous l’avons mentionne´ pre´ce´demment, un des principaux proble`mes des mesures de qualite´ d’une seg-
mentation est le rapport de force entre le terme d’he´te´roge´ne´ite´ couleur pour e´viter une sous-segmentation et le
terme de nombre de re´gions pour e´viter une sur-segmentation. Si nous normalisons ces deux termes en utilisant
l’information des deux pires cas de segmentation, nous pouvons avoir des indicateurs plus fiables. En analysant
en de´tail les me´thodes de segmentation base´es sur le Max-Tree, nous connaissons les deux cas de segmentation
extrema.
1. La pire sous-segmentation : la racine. Cette segmentation pre´sentera le nombre de re´gions minimal (Nmin =
1) et l’he´te´roge´ne´ite´ couleur maximale (emax).
2. La pire sur-segmentation : les feuilles. Cette segmentation pre´sentera le nombre de re´gions maximal (Nmax)
et l’he´te´roge´ne´ite´ couleur minimale (emin).
Avec cette information nous e´tablissons des mesures de segmentation normalise´es ( e et n) comme l’illustre
l’e´quation 7.1.
e = e−eminemax−emin
n = NR−1Nmax−1
(7.1)
ou` e est l’he´te´roge´ne´ite´ couleur de l’image.
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Nous proposons ainsi d’utiliser cette information afin d’estimer l’ame´lioration apporte´e par les approches pro-
pose´es. La Figure 7.2 illustre l’e´volution de ces mesures pour la meˆme se´rie de tests de la Figure 7.1. Nous
pouvons observer le comportement suivant :
– Dans l’intervalle β = {100, 60}% : le re´sultat de l’ouverture ultime hie´rarchique est le meˆme que l’ouverture
ultime classique, car la re´gion la plus grande occupe 60% de l’image.
– β = {55, 50}% : il y a une le´ge`re augmentation de n, mais e n’a pas tellement diminue´.
– β = {45, 40}% : le nombre de re´gions a augmente´ d’un facteur de 1, 5 ( n), cependant e n’a diminue´ que d’un
facteur de 0, 7.
– β = {35, 20}% : le nombre de re´gions a diminue´ par rapport a` l’intervalle pre´ce´dent et e n’a pas tellement
change´.
– β = 15% : e est re´duit a` un quart et n est augmente´ d’un facteur de 2, 5. Visuellement, le proble`me de
masquage et des fuites a disparu.
FIGURE 7.2 – Re´sultats des mesures normalise´es de qualite´ d’une segmentation.
7.2.2 Ouverture ultime
Les me´thodes ont e´te´ teste´es sur une base de 50 images urbaines. Ne´anmoins, nous illustrerons seulement les ap-
proches sur l’image de la Figure 7.3(a). Les autres re´sultats sont disponibles sur le site web suivant : cmm.ensmp.
fr/˜hernandez/UO/FacadeResults.html.
Les re´sultats de l’ope´rateur classique θ sont illustre´s sur les Figures 7.3(c) et 7.3(d). Comme nous pouvons l’ob-
server, l’ope´rateur masque plusieurs structures internes de la fac¸ade (des feneˆtres, des volets, la porte) et fusionne
la chausse´e avec le baˆtiment. L’indicatrice a 1953 re´gions et la diffe´rence couleur (e) entre l’image mosaı¨que et
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l’image originale est e´gale a` 72. Les valeurs normalise´es n et e sont respectivement 0, 063 et 0, 62.
(a) Image Originale (b) Gradient Inverse´ (c) Rθ (I) ‡ (d) qθ (I) (e) Mosaı¨que §
FIGURE 7.3 – (a) Image Originale, (b) Image Gradient Inverse´e, (c)-(d)Rθ (I) et qθ (I) issues de l’ouverture ultime, (e) Image Mosaı¨que
sur qθ (I). ‡ Correction gamma de 2. § L’image mosaı¨que est la valeur moyenne de l’image originale sur la partition ge´ne´re´e par la ligne
de partage des eaux du gradient en utilisant comme marqueur qθ .
7.2.3 Ouverture ultime avec l’information de forme
Rappelons la fonction de forme pour les images de fac¸ade de´crite par l’e´quation 7.2. Cette fonction a e´te´ de´signe´e
dans le but de favoriser les formes rectangulaires en utilisant l’attribut du facteur de remplissage. La fonction utilise
e´galement une relation hauteur-largeur et des contraintes de taille afin de ne pas favoriser les grandes structures.
f (Ω) = 1 + αψκ1 (Ω)ψκ2 (Ω)ψκ3 (Ω)
ψκ1 (Ω) = (ΥΩ)
2, ψκ2 (Ω) =
{
(ℵΩ)0,5 ℵΩ > 0, 2
0 sinon
, ψκ3 (Ω) =
{
1 hΩ <
HI
3 ∧ wΩ < WI3
0 sinon
ΥΩ =
AΩ
AbboxΩ
, ℵΩ = min (h,w)max (h,w) , HI et WI hauteur et largeur de l’image α = 9
(7.2)
Les re´sultats de l’ope´rateur de forme θΩ sur l’image d’exemple sont pre´sente´s sur la Figure 7.4. Toutes les feneˆtres-
volets ont e´te´ bien de´tecte´es, ainsi que la porte. En comparant les images FΩθ (I) et F̂
Ω
θ (I), nous pouvons observer
que d’autres structures de “bruit ont un facteur diffe´rent de un ; mais elles continueront masque´es graˆce a` leur
faible contraste. Nous pouvons aussi appre´cier, principalement dans les pixels des volets du rez-de-chausse´e, que
l’image de facteur maximal F̂Ωθ (I) est supe´rieure a` l’image du facteur F
Ω
θ (I). Ce comportement est duˆ au fait que
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le facteur maximal n’arrive pas au meˆme moment qu’un fort re´sidu. Il faut se rappeler que rΩ est la multiplication
de ces deux termes, facteur et re´sidu. Comme pre´vu le baˆtiment continue colle´ a` la chausse´e car la fonction n’a
pas e´te´ conc¸ue pour favoriser aucune de ces deux structures. Par ailleurs, le nombre de re´gions a augmente´ a` 2901
( n = 0, 0938) et la diffe´rence couleur a diminue´ a` 59, 19 ( e = 0, 49).
(a) FΩθ (I) (b) F̂
Ω
θ (I) (c) R
Ω
θ (I) ‡ (d) qΩθ (I) (e) Mosaı¨que
FIGURE 7.4 – (a)-(d) FΩθ (I),RΩθ (I) et qΩθ (I) issues de l’ouverture ultime avec l’information de forme, (e) Image Mosaı¨que sur qΩθ (I).
‡ Correction gamma de 2.
7.2.4 Ouverture ultime hie´rarchique
Nous avons de´ja` illustre´ dans la section 5.3 comment l’ope´rateur hie´rarchique peut combattre les proble`mes de
l’ouverture ultime. Ne´anmoins, il nous reste a` de´finir un crite`re hie´rarchique pour une application ge´ne´rique. Nous
avons de´ja` pre´sente´ deux crite`res, ainsi nous devons se´lectionner plus pre´cise´ment leur parame´trisation. Nous pro-
posons de fixer les seuils de manie`re adaptative a` partir des valeurs extraites de l’image (surface et e´cart-type) en
utilisant un facteur multiplicatif β, ainsi :
– Surface : T = Surface
(
Ckh
)
> β × Surface (I)
– He´te´roge´ne´ite´ Couleur : T = Σσ{R(Ckh),V (Ckh),B(Ckh)} > β × Σσ{R(I),V (I),B(I)}
Sur notre base d’images de test, nous avons utilise´ l’ouverture ultime hie´rarchique en variant β depuis 100% jusqu’a`
0% chaque 5%, pour chaque crite`re. Sur chaque image re´sultante, nous avons calcule´ les mesures d’e´valuation e et
n. Les Figures 7.5 et 7.6 pre´sentent les moyennes des mesures e et n, pour les crite`res de surface et he´te´roge´ne´ite´
couleur respectivement. La tendance est similaire pour les deux crite`res, car au fur et a` mesure que le seuil diminue,
l’he´te´roge´ne´ite´ couleur diminue et le nombre de re´gions augmente. Apres avoir regarde´ plusieurs images nous
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avons constate´ que les proble`mes de masquage ont e´te´ e´limine´s avec une valeur de β = 15% pour le crite`re de
surface et une valeur β = 40% pour le crite`re d’he´te´roge´ne´ite´ couleur. Comme nous pouvons l’observer dans les
Figures 7.5 et 7.6, avec ces valeurs nous obtenons des re´ductions moyennes de e d’un tiers par rapport a` la version
classique. D’autres valeurs de β pourront eˆtre choisies pour chaque application en fixant des contraintes de nombre
de re´gions permis ou de diffe´rence couleur maximale accepte´e.
(a) e (b) n
FIGURE 7.5 – Crite`re de surface. Mesures de qualite´ moyenne de l’ouverture ultime hie´rarchique sur la base de test de 50 images.
(a) e (b) n
FIGURE 7.6 – Crite`re d’he´te´roge´ne´ite´ couleur. Mesures de qualite´ moyenne de l’ouverture ultime hie´rarchique sur la base de test de 50
images.
La Figure 7.7 illustre les re´sultats de l’ope´rateur hie´rarchique sur l’image d’exemple. Nous pouvons observer
que dans les deux cas, le proble`me de masquage et la connexion du baˆtiment avec la chausse´e ont disparu. De
plus, les re´gions comme le ciel et le mur ne sont pas sur-segmente´es. Visuellement, le crite`re d’he´te´roge´ne´ite´
couleur pre´sente de meilleurs re´sultats que le crite`re de surface : par exemple dans la partie basse de l’image les
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voitures sont se´pare´es de la chausse´e. Pour cet exemple en particulier, avec les valeurs de β choisies, les mesures
d’e´valuation de la segmentation sont les suivantes :
n e
Surface 0, 231 0, 135
He´te´roge´ne´ite´ Couleur 0, 241 0, 098
Les valeurs montrent une meilleure mesure e pour le crite`re d’he´te´roge´ne´ite´ couleur par rapport au crite`re de
surface, avec presque le meˆme nombre de re´gions, corroborant l’aspect visuel. Par rapport a` l’ouverture classique
la valeur e a diminue´ d’un facteur de 5 et n a augmente´ d’un facteur de 4.
Rθ (I) ‡ qθ (I) Mosaı¨que
(a) θT , T = Surface
(
Ckh
)
> β × Surface (I)
Rθ (I) ‡ qθ (I) Mosaı¨que
(b) θT , T = Σσ{R(Ckh),V (Ckh),B(Ckh)} > β × Σσ{R(I),V (I),B(I)}
FIGURE 7.7 – Rθ (I) et qθ (I) issues de l’ouverture ultime hie´rarchique et image Mosaı¨que sur qθ . ‡ Correction gamma de 2.
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7.2.5 Ouverture ultime par ∆−attributs
Rappelons que nous appliquons l’ope´rateur sur une image gradient, afin d’appliquer l’ouverture ultime sur une po-
larite´. Par ailleurs les structures de l’image originale pre´sentent certaines transitions graduelles sur l’image gradient,
c’est pour cela que l’approche avec accumulation est e´tudie´e. D’abord, nous utilisons les mesures d’e´valuation afin
de de´terminer le parame`tre ∆ pour cette application. Sur la base de 50 images, nous avons utilise´ l’ope´rateur en
variant ∆ depuis 0 jusqu’a` 20. La Figure 7.10 montre l’e´volution moyenne de n et de e. Avec ∆ = 0 l’ope´rateur
devient l’ouverture ultime classique. De ∆ = 1 a` ∆ = 4, les valeurs de n et e diminuent le´ge`rement et ensuite, n
continue a` de´croitre et e commence a` augmenter. Le nombre de re´gions continue a` diminuer car l’augmentation de
∆ produit la fusion de plus en plus de re´gions. Dans cet intervalle d’analyse la valeur moyenne de e est toujours
infe´rieure a` la valeur moyenne de l’ouverture ultime classique. Par contre, au-dela` de ∆ = 20, la valeur moyenne
de e augmente car les fusions de re´gions sont plus significatives. Pour toutes ces raisons nous choisissons une
valeur de ∆ = 4 pour l’application d’images de fac¸ade.
(a) e (b) n
FIGURE 7.8 – Mesures de qualite´ moyenne de l’ouverture ultime par ∆− attributs sur la base de test de 50 images.
Pour l’image de notre exemple, le re´sultat de l’ouverture ultime par ∆−attribut, avec ∆ = 4 est illustre´ sur la
Figure 7.9. Nous pouvons observer plusieurs volets et vitraux supple´mentaires de´tecte´s par rapport a` l’ope´rateur
classique. Cela explique la le´ge`re re´duction dans la mesure e, car pour cet exemple e = 0, 603. La valeur de n
n’a pas change´ ( n = 0, 063). Nous pouvons aussi observer une augmentation conside´rable dans la transforme´e ;
par exemple la re´gion du ciel est passe´e de 47 a` 70 et des feneˆtres sont passe´es de 50 a` 90 approximativement. Ce
qui confirme le principal avantage de l’ope´rateur avec accumulation, une meilleure estimation du contraste malgre´
les transitions graduelles.
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R∆θ (I) ‡ q∆θ (I) Mosaı¨que
FIGURE 7.9 – R∆θ (I) et q∆θ (I) issues de l’ouverture ultime hie´rarchique et image Mosaı¨que sur q∆θ . ‡ Correction gamma de 2.
7.2.6 Discussion
Les mesures moyennes pour les trois approches sont illustre´es dans la Figure 7.10. Les trois approches pre´sente´es
re´duisent les proble`mes de l’ouverture ultime ; c’est pourquoi nous pouvons observer une re´duction de la valeur
moyenne e pour les trois cas. Cependant cette diminution implique une augmentation du nombre de re´gions. La
seule approche qui re´duit en meˆme temps le nombre de re´gions et l’he´te´roge´ne´ite´ couleur est l’ope´rateur avec
accumulation. Les plus grandes re´ductions de e sont pre´sente´es dans les approches hie´rarchiques mais aussi ac-
compagne´es du plus grand nombre de re´gions. Par ailleurs il ne faut pas oublier l’information additionnelle que
produit l’ope´rateur avec la forme. Cette information pourrait eˆtre facilement utilise´e dans une proce´dure de recon-
naissance.
(a) e (b) n
FIGURE 7.10 – Mesures de qualite´ moyenne sur la base de test de 50 images.
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7.3 De´tection de texte enfoui
Nous avons de´ja` pre´sente´ l’utilisation de l’ouverture ultime pour la segmentation de texte enfoui dans la section
6.3. Nous avons calcule´ l’ope´rateur sur la composante de luminance (une polarite´) de l’image couleur ; cependant,
afin de de´tecter le texte enfoui sur des images, les deux polarite´s de l’image doivent eˆtre analyse´es. Un exemple
d’une image avec du texte clair sur un fond sombre et vice-versa est illustre´ sur la Figure 7.11.
Image Originale Luminance I Inverse de la luminance Ic
FIGURE 7.11 – Exemple d’image de texte dans les deux polarite´s.
Nous proposons d’utiliser l’ouverture ultime sur chaque polarite´ se´pare´ment et d’ajouter une dernie`re e´tape de
se´lection des pixels base´e sur la transforme´e. Pour chaque pixel la polarite´ donnant lieu a` la plus forte transforme´e
est se´lectionne´e (voir e´quation. 7.3).
Rθ (I, I
c) = max (Rθ (I) , Rθ (I
c))
qθ (I, I
c) =
{
qθ (I) Rθ (I) > Rθ (I
c)
qθ (I
c) sinon
(7.3)
Pour la de´tection de texte enfoui, nous avons additionne´ trois “filtres afin de garder l’information la plus per-
tinente dans la sortie de l’ope´rateur. Le premier filtrage supprime les composantes mal e´value´es de l’indicatrice
(valeurs perche´es). Ensuite nous e´liminons les petites re´gions, en utilisant un seuillage par surface de 10 pixels.
Finalement, les re´gions de faible contraste sont supprime´es. Nous calculons la transforme´e moyenne sur chaque
re´gion de l’indicatrice et nous conservons les re´gions dont le contraste est supe´rieur a` 5 niveaux de gris. Le re´sultat
de l’ouverture ultime sur chaque polarite´ en appliquant les trois filtres propose´s est pre´sente´ sur la Figure 7.12.
Cette section de segmentation de texte enfoui se de´roule de la manie`re suivante. D’abord nous allons pre´senter la
se´lection des parame`tres pour chacune des approches propose´es et ensuite nous ferons une comparaison visuelle
de la de´tection de texte enfoui. Finalement, nous discuterons de l’efficacite´ des me´thodes.
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Valeurs perche´es Petites re´gions Faible transforme´e
(a) Rθ(I)
(b) qθ(I)
(c) Rθ(Ic)
(d) qθ(Ic)
(e) Rθ(I, Ic) et qθ(I, Ic)
FIGURE 7.12 – Exemple de l’ouverture ultime pour la de´tection de texte enfoui sur les deux polarite´s de l’image.
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7.3.1 Ouverture ultime avec l’information de forme
Le premier pas avant d’utiliser l’ope´rateur avec la forme est d’e´tablir les caracte´ristiques a priori pour des formes
d’inte´reˆt. Nous avons analyse´ environ 5000 caracte`res et nous avons extrait plusieurs attributs : hauteur, largeur,
surface, etc. . . De la meˆme manie`re que nous l’avons fait pour l’application de fac¸ade, nous proposons d’utiliser
les attributs du facteur remplissage et le rapport hauteur-largeur pour la de´finition de la fonction de forme, car
ces attributs sont invariants a` l’e´chelle. La Figure 7.13 illustre les histogrammes de ces deux attributs dont nous
pouvons de´duire l’information suivante :
– 97% de lettres ont un rapport hauteur-largeur (ℵ) plus grand que 0, 4.
– 84% de lettres ont un facteur de remplissage (Υ) entre 0, 2 et 0, 9. (centre ΥΩref = 0, 55 et limites τΥ = ±0, 35
du centre.)
FIGURE 7.13 – Histogrammes de 5000 caracte`res analyse´s.
Avec cette information, nous avons utilise´ les fonctions de similarite´ de forme de l’e´quation 4.1, page 49, avec
une re´ponse de la fonction de large re´ponse (ςκ = 0, 5). Nous avons aussi utilise´ deux contraintes de taille, car
la plus grande hauteur et largeur d’un caracte`re est un tiers de la hauteur (HI) et de la largeur (WI) de l’image,
respectivement. L’e´quation 7.4 pre´sente la fonction du facteur de forme que nous avons utilise´ pour l’application
de de´tection de texte.
f (Ω) = 1 + αψκ1 (Ω)ψκ2 (Ω)ψκ3 (Ω)
ψκ1 (Ω) =
{
(ℵΩ)0,5 ℵΩ > 0, 4
0 sinon
, ψκ2 (Ω) =

(
1−
(
ΥΩ–0,55
0,35
))0.5
0, 2 < ΥΩ < 0, 9
0 sinon
,
ψκ3 (Ω) =
{
1 hΩ <
HI
3 ∧ wΩ < WI3
0 sinon
α = 9
(7.4)
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7.3.2 Ouverture ultime hie´rarchique
Dans cette application, nous proposons aussi d’utiliser pour l’approche hie´rarchique avec les deux crite`res, surface
et he´te´roge´ne´ite´ de couleur.
– Surface : T = Surface
(
Ckh
)
> β × Surface (I)
– He´te´roge´ne´ite´ Couleur : T = Σσ{R(Ckh),V (Ckh),B(Ckh)} > β × Σσ{R(I),V (I),B(I)}
Nous avons fixe´ le seuil de surface a` partir de l’analyse des histogrammes, car la plupart des caracte`res ont une
surface infe´rieure a` un dixie`me de la surface de l’image (β = 10%). Concernant le seuil de l’he´te´roge´ne´ite´ couleur,
nous avons fait l’hypothe`se que les caracte`res ont une couleur homoge`ne, donc nous avons fixe´ le seuil avec une
valeur de β = 30%.
7.3.3 Ouverture ultime par ∆−attributs
Pour l’utilisation de l’ouverture ultime par ∆−attributs, nous ne conside´rons que les valeurs de ∆ = 1 et ∆ = 2,
afin d’e´viter la fusion de caracte`res, car en plusieurs cas les caracte`res sont trop proches les uns des autres. Ainsi,
avec une valeur de ∆ supe´rieure a` 2 la fusion entre caracte`res est plus probable.
7.3.4 Re´sultats
Afin de tester les diffe´rentes me´thodes, une base d’approximativement 500 d’images a e´te´ utilise´e. Nous allons
pre´senter les re´sultats des trois approches sur trois images ; cependant, le lecteur peut se re´fe´rer au site web
cmm.ensmp.fr/˜hernandez/UO/TextResults.html pour observer les autres re´sultats. La Figure 7.14
illustre les trois images originales choisies.
(a) (b) (c)
FIGURE 7.14 – Images de test pour la de´tection de texte enfoui.
Les re´sultats de la Figure 7.14(a) utilisant les ouvertures ultimes sont pre´sente´s sur la Figure 7.15, dont nous
pouvons observer le comportement suivant :
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θ : La plupart des lettres ont e´te´ de´tecte´es, sauf les caracte`res de la polarite´ claire sur un fond sombre : “(A12) et
“(A120), car le contraste entre le rectangle sombre et le panneau blanc est plus fort que le contraste entre le
rectangle sombre et les lettres jaunes a` l’inte´rieur. Dans les cas particulier de “(A12), le“2 et le “) sont
de´tecte´s en partie car ils ont une partie plus e´claire´e. Cette variation de la luminance fractionne aussi la lettre
“m de “Yarmounth.
θΩ : L’ouverture ultime avec information de forme corrige le proble`me de masquage, sauf pour le chiffre“1.
Ce chiffre n’est pas favorise´ par la fonction de la forme car son attribut ℵ est infe´rieur a` 0, 4. Au niveau de la
transforme´e, les lettres sont les structures de´tecte´es les plus contraste´es. D’ailleurs ce contraste est supe´rieur a`
celui obtenu par l’ope´rateur classique. Cependant des “i et des “l n’ont pas e´te´ favorise´s pour la meˆme raison
que le chiffre“1.
θT : L’utilisation de la hie´rarchie avec le crite`re de surface ne re´sout pas le masquage des lettres jaunes, car les
rectangles sombres ont une surface infe´rieure a` un dixie`me de la surface de l’image. Par contre, avec le crite`re
d’he´te´roge´ne´ite´ couleur, la plupart des lettres sont de´tecte´es. Par ailleurs, avec ce crite`re, les lettres qui ont des
variations de luminance a` cause des ombres sont coupe´es, par exemple la lettre “m de “Yarmounth et la lettre
“w de “Ipswich.
θ∆ : Avec l’ouverture ultime par ∆−attribut le proble`me de masquage continue et seulement quelques pixels des
lettres jaunes deviennent visibles. Par ailleurs, la lettre “m de “Yarmounth n’est plus casse´e. Le contraste des
structures de´tecte´es est plus fort que celui pre´sente´ par l’ope´rateur classique.
La Figure 7.16 illustre les re´sultats des ouvertures ultimes de la Figure 7.14(b).
θ : L’ouverture ultime sur cette image produit un fort masquage de toutes les structures d’inte´reˆt.
θΩ : L’ouverture ultime avec l’information de forme de´tecte toutes les lettres. Sauf la lettre “I qui continue
d’eˆtre masque´e. Le facteur de forme favorise e´galement d’autres structures comme les yeux et les cheveux de
l’individu.
θT : Comme pre´vu l’approche hie´rarchique re´sout le proble`me de masquage, car dans cet exemple le proble`me est
produit par une re´gion (nœud du Max-Tree) tre`s he´te´roge`ne et qui a une grande surface. En comparant l’ouverture
hie´rarchique (θT ) avec l’information forme (θΩ), l’oiseau est de´tecte´. Dans le cas de θΩ l’oiseau n’a pas un bon
facteur de forme et il ne sera pas de´tecte´, alors que dans les cas de θT , l’oiseau est au meˆme niveau hie´rarchique
que les lettres.
θ∆ : Seules certains pixels de lettres deviennent visibles. Le nombre de pixels visibles est plus important avec une
valeur de ∆ = 2.
Finalement la Figure 7.17 illustre les re´sultats des ouvertures ultimes de la Figure 7.14(c).
θ : L’ouverture ultime de´tecte les plus grosses lettres ; ne´anmoins, les lettres “ranc de “France sont supprime´es
par le filtre de valeurs perche´es. En analysant l’ouverture ultime comme une proce´dure se´quentielle, les lettres
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“rance ont e´te´ initialement segmente´es dans une seule structure. Ensuite, la lettre “e est mise a` jour avec un
re´sidu plus fort que la valeur courante de la transforme´e. Ainsi, les lettres“ranc ont une mauvaise e´valuation
car leur indicatrice correspond a` celle des lettres“rance. En outre, l’ope´rateur masque des caracte`res sur la
tribune de l’orateur.
θΩ : L’ouverture ultime avec information de forme re´sout le proble`me de mauvaise e´valuation de “ranc, en
segmentant les lettres se´pare´ment. C’est un bon exemple du proble`me de fuites dans le texte dont l’ope´rateur
avec la forme ame´liore le re´sultat. L’ope´rateur de´tecte e´galement les lettres dans la tribune.
θT : L’ouverture ultime hie´rarchique de´tecte les lettres dans la tribune. Ne´anmoins, le proble`me de mauvaise
e´valuation continue et les lettres “ranc sont supprime´es par le filtre des valeurs perche´es.
θ∆ : Dans cette image le fond est en de´grade´. En accumulant les re´sidus diffe´rents de ze´ro, le re´sidu du fond
devient plus fort que le re´sidu de certaines lettres. Ainsi, ces lettres sont masque´es.
7.3.5 Discussion
Nous venons de pre´senter l’utilisation de l’ouverture ultime pour une application de de´tection de texte enfoui. Nous
avons illustre´ les diffe´rents cas proble`matiques de l’ope´rateur et les ame´liorations apporte´es lorsque nous utilisons
les me´thodes propose´es.
Concernant l’ouverture ultime avec l’information de forme, elle peut re´duire a` la fois le proble`me de masquage et
des fuites. Nous avons parame´tre´ la fonction de forme a` l’aide d’une analyse de plusieurs caracte`res. Cette fonction
favorise la majorite´ des caracte`res. Cependant des caracte`res allonge´s et comple´tement remplis, tels que le“i et
“l, ne sont pas pris en compte par notre fonction. Nous proposons d’ajouter a` cette fonction un terme pour favo-
riser ce type de caracte`res. Par ailleurs, les ame´liorations de l’ope´rateur sont visibles au niveau de l’indicatrice et
de la transforme´e, car il assigne la bonne e´valuation avec un fort contraste.
A propos de l’approche hie´rarchique, elle combat principalement le proble`me de masquage. Nous avons pre´sente´
un exemple ou` le proble`me de masquage n’a pas e´te´ re´solu car les lettres e´taient contenues a` l’inte´rieur d’une struc-
ture qui ne ve´rifiait pas le crite`re hie´rarchique de surface (voir Figure 7.17). En outre, nous avons aussi propose´ un
crite`re d’he´te´roge´ne´ite´ couleur base´ sur les composantes RVB. Cependant ce crite`re est sensible aux variations de
luminance dans l’image, c’est pourquoi nous proposons d’e´tudier d’autres crite`res d’he´te´roge´ne´ite´ couleur base´s
sur les composantes de chrominance. Par ailleurs, les effets de cette ame´lioration sont visibles au niveau de l’in-
dicatrice et de la transforme´e, car les structures qui produisent le masquage ont e´te´ re-segmente´es. D’ailleurs au
niveau de la transforme´e le contraste n’est pas avantage´ comme dans les autres approches. C’est pour cela que nous
pouvons imaginer une combinaison de cette approche avec l’accumulation de re´sidus, pour donner aux caracte`res
un contraste plus important.
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θ θΩ θT=Surface
θT=Σσ{R,V,B} θ
∆=1 θ∆=2
(a) Rθ(I, Ic)‡
θ θΩ θT=Surface
θT=Σσ{R,V,B} θ
∆=1 θ∆=2
(b) qθ(I, Ic)
FIGURE 7.15 – Re´sultats des ouvertures ultimes sur la Figure 7.14(a). ‡ Correction gamma de 2.
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θ θΩ θT=Surface
θT=Σσ{R,V,B} θ
∆=1 θ∆=2
(a) Rθ(I, Ic)‡
θ θΩ θT=Surface
θT=Σσ{R,V,B} θ
∆=1 θ∆=2
(b) qθ(I, Ic)
FIGURE 7.16 – Re´sultats des ouvertures ultimes sur la Figure 7.14(b). ‡ Correction gamma de 2.
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θ θΩ θT=Surface
θT=Σσ{R,V,B} θ
∆=1 θ∆=2
(a) Rθ(I, Ic)‡
θ θΩ θT=Surface
θT=Σσ{R,V,B} θ
∆=1 θ∆=2
(b) qθ(I, Ic)
FIGURE 7.17 – Re´sultats des ouvertures ultimes sur la Figure 7.14(c). ‡ Correction gamma de 2.
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7.4 Segmentation d’images de cellules
7.4.1 Introduction
L’e´mergence re´cente de technologies d’acquisition automatise´e d’images de haut de´bit a change´ la fac¸on dont les
biologistes cellulaires recueillent et analysent les donne´es [176]. L’interpre´tation des phe´notypes cellulaires est
maintenant un important outil d’investigation en biologie. Cette e´tude est re´alise´e dans le cadre du projet RAMIS
Cancer-Bio-Sante´ Poˆle de Toulouse-France. L’objectif du projet est de de´velopper une strate´gie innovante base´e sur
l’imagerie haute re´solution pour la caracte´risation de prote´ines implique´es dans la division de cellules cance´reuses
humaines et de mole´cules modulatrices. Par marquage multi-parame´trique des cellules et microscopie automatise´e
seront ge´ne´re´es des collections d’images repre´sentatives de phe´notypes induits par diffe´rents traitements pharma-
cologiques connus (mole´cules, RNAi). Un outil d’analyse automatique permettra de ge´ne´rer un profil phe´notypique
associe´ a` ces diffe´rents traitements, reflettant ainsi leur mode d’action.
En traitement d’images, les proprie´te´s morphologiques (taille, forme, texture, etc) de la cellule fournissent des in-
formations pre´cieuses qu’on peut explorer a` partir d’une e´tape de segmentation. La proximite´ et le flou de cellules
donnent lieu a` un proble`me de fuites connu de l’ouverture ultime. L’utilisation de l’approche de forme et l’ap-
proche avec accumulation permettront de pallier ces proble`mes. Concernant l’approche avec accumulation nous
n’utiliserons qu’une valeur de ∆ = 1 pour ne pas accentuer le proble`me de fuites. L’approche hie´rarchique ne sera
pas utilise´e car le proble`me duˆ aux structures imbrique´es n’a pas e´te´ identifie´ dans la segmentation d’images de
cellules.
7.4.2 Ouverture ultime avec l’information de forme
Afin de de´terminer la fonction du facteur, nous avons adopte´ la meˆme technique utilise´e par l’application de
texte. Nous avons analyse´ environ 1200 cellules dont nous pouvons e´tablir la circularite´ comme l’attribut le plus
repre´sentatif. Par ailleurs, les images sur lesquelles nous travaillons sont prises avec les meˆmes conditions et les
cellules se trouvent a` peu pre`s a` la meˆme e´chelle. Ainsi, nous avons compose´ la fonction de forme avec des
contraintes de taille : surface, largeur et hauteur. L’e´quation 7.5 definit la fonction du facteur de forme que nous
avons choisi.
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f (Ω) = 1 + αψκ1 (Ω)ψκ2 (Ω)ψκ3 (Ω)
α = 9 ψκ1 (Ω) =
4piAΩ
(LΩ)
2
ψκ2 (Ω) =
{
1 500 < AΩ < 3000
0 sinon
ψκ3 (Ω) =

1
15 < hΩ < 110
and
15 < wΩ < 110
0
sinon
(7.5)
7.4.3 Re´sultats
Les me´thodes ont e´te´ teste´es sur une base de 20 images de cellules. Nous avons aussi utilise´ un filtrage des com-
posantes petites (e´limination de re´gions de surface infe´rieure a` 10 pixels) et de faible transforme´e (e´limination de
re´gions de transforme´e moyenne infe´rieure a` 2 niveaux de gris). Les re´sultats sur une image sont illustre´s sur la
Figure 7.18. Les autres re´sultats sont disponibles sur le site web suivant : cmm.ensmp.fr/˜hernandez/UO/
CellResults.html.
En comparant les indicatrices des trois me´thodes, nous pouvons appre´cier que les deux approches propose´es
de´tectent plus de cellules par rapport a` la version classique. Au niveau de la transforme´e aussi nos approches
produisent un contraste plus repre´sentatif. Dans le cas particulier de la version avec la forme plusieurs cellules, qui
e´taient fusionne´es, ont e´te´ se´pare´es. De plus la sur-segmentation du noyau a e´te´ e´limine´e. Par ailleurs, une espe`ce
d’anneaux, lie´s au flou des cellules, apparaıˆt sur certaines cellules, car ces anneaux ont un fort facteur de forme a`
cause de leur circularite´. Concernant l’approche avec accumulation, elle re´duit aussi la sur-segmentation du noyau ;
cependant, elle cre´e des connexions entre cellules trop proches.
7.4.4 Discussion
Nous avons pre´sente´ l’utilisation de l’ouverture ultime avec l’information de forme et l’ouverture ultime par
∆−attribut pour la segmentation d’images de cellules. Les deux approches pre´sentent de meilleurs re´sultats par
rapport a` l’ope´rateur classique car elles de´tectent plus de cellules et pre´sentent un plus fort contraste au niveau de la
transforme´e. Meˆme si les re´sultats sont satisfaisants, nous proposons d’e´tudier la combinaison de deux approches,
car plusieurs cellules ont un fort contraste et un faible facteur et vice-versa.
Par ailleurs, l’approche avec l’information de forme peut e´viter la fusion de cellules lorsqu’un fort facteur arrive
avant la fusion. La Figure 7.19 pre´sente une se´rie de seuils ou` nous observons les composantes de cellules au fur
et a` mesure que le seuil descend. Avant la fusion, aucune des deux cellules n’a un facteur suffisamment fort pour
108
Chapitre 7. Applications
θ θΩ θT=Surface
(a) Rθ(I)‡
θ θΩ θ∆=1
(b) qθ(I)
FIGURE 7.18 – Re´sultats des ouvertures ultimes sur une image de cellules. ‡ Correction gamma de 2.
segmenter les cellules de manie`re se´pare´e.
FIGURE 7.19 – Evolution de diffe´rents seuils de manie`re de´croissante.
7.5 Discussion Ge´ne´rale
Dans ce chapitre nous avons pre´sente´ l’utilisation de l’ouverture ultime et trois ame´liorations propose´es dans le
cadre de trois applications : segmentation d’images de fac¸ade, de´tection de texte enfoui et segmentation de cellules.
Jusqu’a` pre´sent nous avons pre´sente´ des re´sultats de segmentation. Ainsi, une e´tape de reconnaissance devrait eˆtre
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rajoute´e pour comple´ter la chaine de traitement.
Parmi les trois me´thodes pre´sente´es, l’ope´rateur avec l’information de forme est celui qui pre´sente les re´sultats
les plus inte´ressants vis-a`-vis de la segmentation car cette approche re´duire le proble`me de masquage ainsi que
le proble`me de fuites, sans augmenter tellement le nombre de re´gions. De plus, l’ope´rateur de forme fournit une
image additionnelle. D’ailleurs, meˆme si les me´thodes donnent de re´sultats inte´ressants, la combinaison de ceux-ci
est une voie d’e´tude promettuesse qui pourrait eˆtre aborde´e par la suite.
7.5.1 Image d’entre´e
Jusqu’a` pre´sent, nous avons utilise´ les ope´rateurs (classique et les extensions) sans faire tellement attention a`
l’image d’entre´e utilise´e. L’ouverture ultime, comme son nom l’explique, extrait les composantes claires les plus
contraste´es sur un fond sombre. C’est pourquoi l’application de l’ope´rateur sur l’image inverse´e est aussi recom-
mande´e afin de trouver les composantes sombres sur un fond clair.
Par ailleurs, le fait d’utiliser l’image gradient inverse´e e´vite l’analyse de ces deux polarite´s, en re´duisant le temps
de calcul. Cependant l’utilisation de l’image gradient est re´serve´e aux images avec des structures des contours
plutoˆt nets. Voyons l’application de l’ope´rateur sur une image floue et sur son gradient inverse´ (voir Figure 7.20).
Sur l’image de luminance, l’ouverture ultime de´tecte la lettre en diverses structures, alors que sur l’image gradient
inverse´e il y a principalement de bruit. Ce comportement est produit car le gradient de la transition produit plusieurs
passages a` ze´ro (255 pour le gradient inverse´, voir vue 3D du gradient), partitionnant la lettre.
I Vue 3D
(a) Image de luminance
Rθ(I) qθ(I)
(b) θ
I Vue 3D
(c) Image gradient inverse´e
Rθ(I) qθ(I)
(d) θ
FIGURE 7.20 – Analyse de l’ouverture ultime sur l’image de luminance et l’image gradient.
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En conclusion, l’utilisation de l’ouverture ultime sur l’image gradient inverse´e est vivement de´conseille´e lorsque
l’image a des structures floues ou tre`s fines. C’est pourquoi, dans l’application des images de texte enfoui, nous
avons utilise´ l’image de luminance sur chaque polarite´, en choisissant pour chaque pixel la polarite´ donnant lieu
au plus fort contraste. Concernant l’application de fac¸ades nous travaillons sur l’image de gradient. Finalement,
sur l’application de cellules nous appliquons l’ouverture ultime sur une seule polarite´ car les cellules sont toujours
plus claires que le fond.
7.5.2 Parame´trage
Rappelons que l’ouverture ultime classique est un ope´rateur ge´ne´rique non parame´trique. Ne´anmoins, dans les
trois approches propose´es nous avons sacrifie´ cette proprie´te´ de l’ope´rateur afin de re´duire les effets de masquage
et de fuites. Toutefois, les trois strate´gies continuent d’eˆtre facilement parame´trables par rapport a` une application
donne´e.
Concertant l’approche avec l’information de forme, le parame´trage consiste en un facteur de forme (1+αψ) conc¸u
avec l’information a priori des structures a` favoriser, en utilisant une fonction de similarite´ ψ. La fonction utilise
un parame`tre additionnel α qui controˆle l’influence de la similarite´ entre les formes.
Image Originale qθ(I, Ic) de l’ouverture ultime classique
α = 1 α = 2 α = 5
α = 10 α = 50 α = 100
FIGURE 7.21 – Effet du parame`tre α, fonction de forme de l’e´quation 7.4. qθ(I, Ic) des ouvertures ultimes avec l’information de forme.
La Figure 7.21 illustre la variation de la valeur α pour la de´tection de texte enfoui. L’utilisation de l’ope´rateur
classique masque les lettres contenues dans le panneau. En utilisant l’ope´rateur avec l’information de forme et une
valeur α = 1 seulement la lettre e est de´tecte´e. L’augmentation de la valeur α favorise la de´tection des lettres,
par exemple avec α = 10 toutes les lettres ont e´te´ segmente´es. Ne´anmoins, comme nous pouvons l’observer
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sur l’exemple, avec une valeur de α ≥ 50 des composantes de bruit sont aussi de´tecte´es. Ainsi, avec une valeur
e´leve´e de α, l’information de forme devient pre´dominante sur l’approche, en re´duisant le roˆle du re´sidu pour
trouver les structures les plus contraste´es. Par ailleurs dans les applications montre´es, la valeur de α = 9 a e´te´
choisie de manie`re empirique du fait que c’est la valeur qui produit les meilleurs re´sultats sur l’ensemble d’images.
Cependant, nous proposons d’e´tudier un parame´trage de α adapte´ a` chaque image. A` propos de l’ouverture ultime
hie´rarchique, deux parame`tres peuvent eˆtre choisis ; le niveau de hie´rarchie (N) et le crite`re hie´rarchique (T ). Nous
avons propose´ de ne pas tenir compte du parame`tre N car le crite`re T permet d’attendre les niveaux optimaux de
l’approche. Nous avons utilise´ des crite`res ge´ome´triques comme la surface et des crite`res couleur base´es sur l’e´cart-
type des composantes RV B. D’autres crite`res peuvent eˆtre utilise´s ; cependant, nous avons propose´ d’utiliser des
crite`res qui de´pendent sur des attributs simples afin de garder le temps de calcul raisonnable comme nous l’avons
fait dans l’approche avec la forme.
En ce qui concernait l’approche avec l’accumulation, la valeur de ∆ est le seul parame`tre a` de´finir. Nous proposons
d’utiliser des petites valeurs car l’approche favorise la fusion des composantes en augmentant le proble`me duˆ aux
fuites.
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Segmentation des Fac¸ades par Baˆtiment
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8.1 Introduction
Nous avons vu dans la section 2.5.3 plusieurs me´thodes d’extraction se´mantique de fac¸ades a` partir d’images prises
au sol. En analysant ces me´thodes en de´tail, la mode´lisation de la fac¸ade est re´alise´e en utilisant des images de
fac¸ade rectifie´es, isole´es et bien de´limite´es. Lee and Nevatia en [87] et Wang et al. en [170] ont de´veloppe´ des
me´thodes pour de´tecter les feneˆtres d’une fac¸ade d’un baˆtiment comple`tement isole´. Par ailleurs, Mu¨ller et al.
en [114] trouvent des structures architecturales en utilisant l’information mutuelle pour de´crire une seule fac¸ade,
ou` la fac¸ade est manuellement extraite. D’autres approches de de´coupage manuel de la fac¸ade dans la mode´lisation
urbaine sont pre´sente´es dans [72, 131].
Cependant, lorsqu’une image d’un baˆtiment prise au sol est utilise´e pour des me´thodes de mode´lisation d’une seule
fac¸ade, plusieurs proble`mes apparaissent :
1. Des variations de la re´solution cause´es par des effets de la perspective.
2. Plusieurs fac¸ades pre´sentes sur la meˆme image.
3. Pre´sence du ciel sur l’image.
4. Pre´sence de la route et des trottoirs.
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5. Pre´sence du rez-de-chausse´e. Celui-ci est conside´re´ comme un proble`me car il ne respecte pas la structure
re´pe´titive de la fac¸ade [114].
FIGURE 8.1 –
Image de fac¸ade.
Ces proble`mes sont illustre´s par l’image urbaine de la Figure 8.1.
Ce chapitre pre´sente une me´thode permettant d’identifier et de segmenter la re´gion image cor-
respondant a` une fac¸ade de baˆtiment au sein d’une image brute (sans hypothe`se de filtrage
ou de recalage pre´alable avec d’autres donne´es : des nuages de points ou re´sultats de re-
constructions ante´rieures type Bati3D). La me´thode est comple`tement automatique a` partir de
l’image rectifie´e. La me´thode se re´sume dans le diagramme de la Figure 8.2. En utilisant une
image rectifie´e comme entre´e, la premie`re e´tape est la se´paration verticale des baˆtiments en
utilisant un de´coupage vertical. Ensuite, nous de´tectons et e´liminons les re´gions du ciel. Fi-
nalement, nous divisons par e´tages et e´liminons le rez-de-chausse´e car il n’a pas la structure
re´pe´titive.
FIGURE 8.2 – Diagramme de la segmentation de fac¸ades par baˆtiment.
L’e´tape de rectification est base´e sur l’extraction des points de fuite via la transforme´e de Hough de l’image et une
transformation homographique de l’image [61].
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8.2 Se´paration par baˆtiments
Nous faisons l’hypothe`se que les structures de la fac¸ade (feneˆtres, portes, balcons) sont aligne´es horizontalement et
verticalement. Pour cette raison, notre approche est base´e sur l’analyse de la projection du gradient comme [87] l’a
pre´sente´e. Nous utilisons les gradients directionnels couleurs pour de´tecter les diffe´rentes structures de la fac¸ade.
Dans le cas du de´coupage vertical, nous utilisons seulement le gradient vertical (Gv). Ce gradient est ge´ne´re´ en
utilisant un e´le´ment structurant vertical. Avec cette ope´ration, l’approche est plus robuste au bruit ge´ne´re´ par les
directions perpendiculaires. Ensuite, nous accumulons par colonnes (Gv), en cre´ant la projection verticale Pv (Gv).
Ne´anmoins, dans les fac¸ades texture´es typiques de l’architecture haussmannienne, l’accumulation du gradient
Pv (Gv) pre´sente deux proble`mes importants : la cre´ation de faux pics et de fausses valle´es et la re´duction de
la dynamique entre les deux. Ces proble`mes induisent une fausse division de la fac¸ade. Pour re´soudre ce proble`me,
une ope´ration de filtrage est re´alise´e avant la projection du gradient. C’est pourquoi nous appliquons une ouverture
morphologique directionnelle de taille λ. La direction de l’ouverture est perpendiculaire a` la direction du gradient,
c’est-a`-dire une ouverture horizontale pour le gradient Gv. La taille ide´ale de l’ouverture est la taille de la plus
petite feneˆtre. Cependant, comme cette valeur n’est pas encore connue, une valeur λ = 10 a e´te´ fixe´e apre`s plu-
sieurs tests. La sensibilite´ a` ce parame`tre n’est pas vraiment importante parce que le filtre e´liminera seulement les
plus petites structures. La Figure 8.3 pre´sente le gradient vertical Gv et le gradient filtre´ G˜v, ainsi que leurs profils
d’accumulation respectifs, Pv (Gv) et Pv
(
G˜v
)
. On peut observer le de´bruitage du profil du gradient filtre´, ce qui
facilite sa segmentation.
(a) Gv et Pv (Gv) (b) G˜v et Pv
(
G˜v
)
(c) Profil sur image (d) Division verticale
FIGURE 8.3 – (a) Gradient couleur vertical et sa projection. (b) Gradient filtre´ et sa projection. (c) Projection verticale Pv
(
G˜v
)
sur
l’image de de´part. (d) Division verticale de la fac¸ade.
En outre, en analysant le profil Pv
(
G˜v
)
, on peut voir que les creˆtes se trouvent dans la position des feneˆtres et les
valle´es dans celle des murs (voir Figure 8.3(c)). Ensuite, le profil est filtre´ en utilisant un Filtre Alterne´ Se´quentiel
(FAS) afin de faciliter la de´tection des maxima et minima les plus repre´sentatifs. Nous utilisons comme taille de
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filtre la meˆme taille de l’ouverture (10 pixels). Finalement, pour trouver la division des fac¸ades, nous utilisons la
ligne de partage des eaux par marqueurs [15] du profil original inverse´ et comme marqueurs les maxima du profil
filtre´ FAS
(
Pv
(
G˜v
))
. Le re´sultat de la division verticale est illustre´ sur la Figure 8.3(d). La se´lection de la taille
du FAS affecte le nombre de divisions verticales de´tecte´es. La diminution de la valeur de 10 produira une sur-
de´tection et vice-versa. Sur la base d’images, la valeur de 10 ge´ne`re dans la plupart des cas une de´tection de toutes
les divisions, ne´anmoins dans certains cas, une ou deux divisions sont manque´es. La non-de´tection de quelques
divisions ne pose pas de proble`me a` la segmentation verticale car les divisions qui se´parent plusieurs baˆtiments
seront toujours de´tecte´es.
Parmi les divisions trouve´es, nous avons deux types de division : intra-fac¸ades et inter-fac¸ades. Comme nous
pouvons le voir dans la Figure8.3(c), les divisions inter-fac¸ades sont les valle´es les plus profondes dans le profil et
elles ont donc une valeur plus basse sur le profil. Ce comportement est duˆ au fait qu’il n’existe pas de structures
horizontales sur la ligne de se´paration entre deux baˆtiments, tandis que dans la fac¸ade, on trouve des balcons filants,
des ornements et des dalles entre e´tages, qui produisent plus de re´ponses sur le gradient et donc, une valeur plus
e´leve´e d’accumulation. Par conse´quent, afin de classer les deux types de division, l’algorithme de k-means, k = 2,
est utilise´. Nous prenons comme centres initiaux des deux groupes le minimum et le maximum parmi les valeurs
des divisions. Enfin, les divisions qui appartiennent au groupe du minimum sont les se´parations entre les fac¸ades
(Figure 8.3(d) : lignes rouges). La Figure 8.4 montre le calcul du k-means sur le profil de cet exemple ou` deux
divisions, 1 et 7, sont trouve´es comme les lignes qui se´parent les fac¸ades.
Division 1 2 3 4 5 6 7 8
Valeur 6054 10209 8791 9754 9135 9533 5554 9331
Classe
Min Max
Centre Initial 5554 10209
Divisions 1 et 7 2,3,4,5,6 et 8
FIGURE 8.4 – Se´lection des divisions par k-means
L’algorithme de k-means sur les valeurs du profil dans la division trouve de manie`re pre´cise et automatique les
se´parations entre fac¸ades. Cependant, une dernie`re conside´ration doit eˆtre prise en compte. Dans l’architecture
haussmannienne, les fac¸ades tre`s larges ont certaines divisions intra-fac¸ade avec des valeurs du profil trop basses,
qui seront donc classe´es comme inter-fac¸ade. Ces divisions se trouvent principalement sur l’endroit du mur ou` est
situe´ le syste`me de la gouttie`re. Voyons la Figure 8.5 ou`, en utilisant la me´thode de´crite, une fausse se´paration a
e´te´ de´tecte´e. C’est pourquoi une dernie`re contrainte de distance entre se´parations a e´te´ ajoute´e. Si la distance entre
deux se´parations est infe´rieure a` un seuil donne´, la se´paration avec l’e´valuation la plus haute sera e´limine´e. Dans
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notre cas, nous avons choisi le seuil du tiers de la largeur de l’image.
FIGURE 8.5 – Fausse de´tection inter-fac¸ade.
8.3 De´tection du ciel
La de´tection du ciel est un proble`me courant de l’extraction de se´mantique dans les images, pour lequel le nombre
de brevets a e´te´ tre`s important. Cette de´tection a e´te´ utilise´e pour classer les sce`nes d’inte´rieur-exte´rieur [96], pour
connaıˆtre l’orientation des images [51] ou comme marqueur pour de´tecter la se´mantique des images urbaines [170].
Nous proposons une me´thode base´e sur l’information couleur et un filtre connexe. La me´thode est conc¸ue pour
une de´tection de ciel d’images urbaines. Ces images ont des caracte´ristiques du ciel particulie`res car elles sont
prises pendant la journe´e et avec une orientation connue. Nous nous sommes base´s sur deux approches comme
point de de´part de notre me´thode : la combinaison d’une segmentation en composantes connexes et un marqueur
de couleur [134], et la de´tection d’une re´gion graine pour caracte´riser la couleur du ciel et la se´lection d’autres
re´gions candidates [51].
Comme re´sultat de la correction de perspective, certaines zones noires apparaissent dans l’image. Ces zones, en
particulier les zones en haut et en bas de l’image, produisent plusieurs proble`mes dans la de´tection du ciel et la
se´paration horizontale (e´limination du rez-de-chause´e, section 8.4). Ainsi, une me´thode simple pour enlever ces
zones noires est mise en œuvre. Elle consiste a` e´liminer tous les segments horizontaux noirs de plus de un quart
de la largeur de l’image apre`s la se´paration verticale. En ce qui concerne les zones noires verticales, elles sont
e´limine´es lors de la se´paration verticale des baˆtiments (voir Figure 8.2, page 115). Notre me´thode est de´crite dans
le diagramme de la Figure 8.6 par les e´tapes suivantes :
– Segmentation : tout d’abord, l’image est segmente´e en utilisant l’ope´rateur d’ouverture ultime [14] de l’image
gradient Lab inverse´e. Le choix de l’espace de couleur Lab permet une bonne segmentation du ciel graˆce a` la
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proprie´te´ perceptuellement uniforme de l’espace (proximite´ de la vision humaine).
– Marqueur bleu : nous calculons une image marqueur pour de´terminer les pixels qui sont potentiellement du
ciel. Nous faisons l’hypothe`se que le ciel est normalement de couleur bleue pour cre´er le marqueur. Donc, un
pixel est  bleu , si la composante bleue est plus e´leve´e que les composantes rouge et verte B > max(R, V ).
Si le pixel est  bleu , nous assignons 255 au pixel du marqueur, autrement la valeur de la composante B est
attribue´e au pixel. En outre, les images e´tant prises en plein jour, le ciel pre´sente une luminance e´leve´e. Ainsi,
une valeur de 140 est choisie comme la luminance minimale accepte´e dans le marqueur. Cette valeur est le seuil
utilise´ pour toutes les expe´riences dans l’ensemble des tests de la me´thode.
– Re´gions candidates : en utilisant la segmentation et le marqueur bleu, nous voulons extraire les composantes
connexes, qui sont potentiellement du ciel. Une image mosaı¨que est produite, pour laquelle la moyenne du
marqueur est la couleur associe´e a` chaque re´gion. La mosaı¨que indique le pourcentage de bleu que contient une
re´gion. La premie`re se´lection des re´gions candidates se fait par l’e´limination des re´gions de faible valeur dans
l’image mosaı¨que, pour tous les tests nous utilisons un seuil de 90% du marqueur bleu, c’est-a`-dire la valeur
e´gale a` 230. Ensuite, un crite`re de localisation est employe´ en se´lectionnant les re´gions qui ont au moins un
point sur le bord de l’image.
– Re´gion graine : Cette re´gion est celle qui statistiquement caracte´rise la couleur du ciel sur l’image. Pour la
choisir, trois conditions sont demande´es : elle est en haut de l’image, elle est la plus grande re´gion parmi les
re´gions candidates et elle a la plus grande valeur de luminance. Cependant, parfois la plus grande re´gion n’a
pas la plus haute valeur de luminance. Alors, les deux valeurs sont multiplie´es (luminance et surface) afin de
se´lectionner la re´gion graine. Finalement, la re´gion graine est mode´lise´e en utilisant une distribution gaussienne
pour les trois composantes couleurs R, V,B.
– Se´lection du ciel : Parmi les re´gions candidates, nous se´lectionnons toutes les re´gions compatibles avec le
mode`le de couleur calcule´ avec le crite`re de
∣∣∣µmode`le − µre´gion ∣∣∣ < σmode`le. Ainsi, 95% de la distribution est
se´lectionne´e.
La me´thode est relativement simple pour de´tecter le ciel. Des approches plus structure´es [51, 96] sont disponibles
pour ame´liorer la robustesse. En outre, ces me´thodes cherchent parmi toutes les re´gions de la segmentation pour
se´lectionner les re´gions candidates. Dans notre cas, ce n’est pas la meilleure solution, car la re´flexion sur les
feneˆtres produit beaucoup de faux positifs en milieu urbain.
8.3.1 Re´sultats de la de´tection du ciel
Pour tester la me´thode de de´tection du ciel, une base de donne´es d’images urbaines a e´te´ utilise´e (490 images avec
du ciel et 52 sans ciel). Globalement, le taux de de´tection est de 81, 56%. La Figure 8.7 montre quelques exemples
de re´sultats expe´rimentaux de´montrant la performance de la me´thode. Nous illustrons les cas caracte´ristiques du
ciel dans les zones urbaines ou` le ciel est correctement de´tecte´. La Figure 8.7(a) est un cas d’une gradation blanc-
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FIGURE 8.6 – Diagramme de la de´tection du ciel.
bleu des couleurs de gauche a` droite, la Figure 8.7(b) montre un ciel divise´ par un obstacle, la Figure 8.7(c) illustre
une petite re´gion du ciel, et dans la Figure 8.7(d) un ciel nuageux est pre´sente´.
(a) (b) (c) (d)
FIGURE 8.7 – Re´sultats de de´tection du ciel.
La Figure 8.8 montre les cas typiques d’e´chec. Une analyse de´taille´e des re´sultats utilisant la matrice de confu-
sion est illustre´e sur la Table 8.1. Nous avons se´pare´ les re´sultats en deux cate´gories, avec et sans ciel, et nous
avons conside´re´ deux groupes, bonne et mauvaise de´tection. Pour les images avec ciel, la mauvaise de´tection a e´te´
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subdivise´e en :
– Sur-de´tection : De´tection de toutes les re´gions du ciel et d’autres non ciel.
– Sous-de´tection : De´tection de quelques re´gions du ciel.
– Sur / Sous -de´tection : De´tection de quelques re´gions ciel et d’autres non ciel.
(a) Sur-de´tection (b) Sous-de´tection (c) Sur/Sous- de´tection (d) Sur -de´tection (Pas ciel)
FIGURE 8.8 – Cas d’e´chec de la de´tection du ciel.
Pour les images sans ciel, seule la sur-de´tection est conside´re´e comme mauvaise de´tection (voir Figure 8.8(d)).
La sur-de´tection est principalement produite par les reflets de feneˆtres et par des structures similaires a` la couleur
du ciel (les toits bleuaˆtres). Ces structures produisent une mauvaise se´lection de la re´gion graine ou des re´gions
candidates. Elle est aussi ge´ne´re´e par un faible contraste entre le ciel et le baˆtiment, comme l’illustre la Figure
8.8(a), en affectant l’e´tape de segmentation. La sous-de´tection est cause´e par deux facteurs : la mauvaise se´lection
de la re´gion graine et/ ou le fait que la re´gion graine ne soit pas repre´sentative de toutes les re´gions du ciel dans
l’image (voir Figure 8.8(b)). Nous pouvons constater que le principal proble`me est duˆ a` une mauvaise de´tection
sur les images sans ciel, en re´duisant la performance de notre me´thode.
Bonne De´tection Mauvaise De´tection Total
Sur-Detec. Sous-Detec. Sur/Sous Detec.
Ciel 421 (85,91%) 21 (4,28%) 28 (5,71%) 20 (4,08%) 490 (100%)
Non Ciel 21 (40,38%) 31 (59,62%) 52 (100%)
Total 442 (81,56%) 100 (19,44%) 542 (100%)
TABLE 8.1 – Matrice de Confusion de la de´tection du ciel.
8.3.2 Elimination du ciel
Dans l’objectif d’une extraction de la fac¸ade, le ciel est e´limine´ apre`s sa de´tection. L’e´limination se fait d’abord
horizontalement et ensuite verticalement si cela est ne´cessaire. La ligne de se´paration horizontale est l’endroit ou`
il y a le plus grand nombre de pixels au bord des re´gions du ciel. De meˆme, une proce´dure similaire est applique´e
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sur le sens vertical. La Figure 8.9 illustre les lignes d’e´limination du ciel. Notez que les chemine´es sont e´limine´es
car la ligne principale est sur le toit.
FIGURE 8.9 – De´tection et lignes d’e´limination du ciel.
8.4 Se´paration du rez-de-chausse´e et de la chausse´e
Comme nous pouvons l’observer dans l’e´tape 3 de la Figure 8.2, le baˆtiment a e´te´ bien de´coupe´ verticalement et
au niveau du ciel. Par contre, il reste l’information de la chausse´e et du rez-de-chausse´e du baˆtiment. Il est donc
ne´cessaire de de´couper horizontalement l’image et d’e´liminer les sections qui ne sont pas des e´tages. En utilisant
la meˆme proce´dure de la projection de gradient, pre´sente´e dans la section 8.2, une premie`re division horizontale est
mise en œuvre. Dans ce cas le gradient couleur horizontal (Gh) est produit par un e´le´ment structurant horizontal
(voir Figure 8.10(a)). Ensuite, le gradient est filtre´ avec une ouverture verticale de taille λ = 10, en ge´ne´rant G˜h
(voir Figure 8.10(b)). Nous projetons G˜h par lignes afin de cre´er le profil Ph
(
G˜h
)
(voir Figure 8.10(c)). Le profil
est filtre´ par un FAS comme dans le cas vertical, et un ope´rateur h-Minima [150]. L’ope´rateur h-Minima e´limine
les minima qui ont une profondeur infe´rieure ou e´gale a` un seuil h. Il utilise une reconstruction morphologique par
e´rosion (Rεf ) ou` le marqueur est une image a` laquelle on a additionne´ une constante h (voir Equation 8.1).
HMin (f) = Rεf (f + h) (8.1)
Dans notre cas, la valeur h a e´te´ choisie comme le dixie`me de la distance entre le maximum et le minimum du profil.
Cet ope´rateur a e´te´ ajoute´ afin d’e´viter les divisions sur les re´gions homoge`nes, telles que les routes. Finalement,
nous utilisons la ligne de partage des eaux du profil inverse´ filtre´ pour trouver les divisions horizontales.
Pour l’instant nous avons trouve´ les divisions horizontales de la fac¸ade graˆce au gradient produit par les feneˆtres
(Figure 8.10(b)). C’est pourquoi la se´paration entre e´tages n’est pas positionne´e de manie`re pre´cise. Pour re´soudre
ce proble`me, nous de´plac¸ons par e´tage la division sur le maximum de la projection du gradient vertical (G˜v), ce
qui donne comme re´sultat la Figure 8.10(d).
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(a) Gh (b) G˜h (c) (d)
FIGURE 8.10 – (a) Gradient couleur horizontal et (b) gradient filtre´. (c) Projection horizontale de G˜h et division horizontale de fac¸ade,
(d) Projection horizontale de G˜v et division horizontale raffine´e de fac¸ade.
Dans le but d’e´liminer les re´gions qui ne sont pas des e´tages, le rez-de-chausse´e et la route, nous analysons e´tage
par e´tage du bas vers le haut. Dans l’exemple que nous sommes en train d’illustrer deux sections devront eˆtre
supprime´es. Afin de de´terminer si une section est un e´tage de la fac¸ade, nous comparons la projection normalise´e
locale du gradient vertical par e´tages Pv
(
G˜ve´tage
)
avec projection normalise´e totale du gradient vertical de toute
l’image Pv
(
G˜v
)
. La Figure 8.11 illustre cette analyse. Notez que la diffe´rence des projections est plus e´leve´e
quand la section analyse´e ne correspond pas a` un e´tage de la fac¸ade (section 7 rez-de-chausse´e). Pour mesurer
cette diffe´rence, nous calculons l’e´cart-type de la diffe´rence entre projections. Avec l’algorithme k-means de la
diffe´rence, deux classes sont e´tablies : e´tages et non-e´tages. Nous e´liminons les sections du bas vers le haut jusqu’a`
ce que nous trouvions une section de la classe e´tage. Le re´sultat final de la segmentation de la fac¸ade par baˆtiment
peut eˆtre observe´ dans la Figure 8.2, page 115.
8.5 Discussion
Dans ce chapitre nous avons de´crit une me´thode pour la segmentation de la fac¸ade par baˆtiment. A partir d’une
image de fac¸ade prise au sol rectifie´e, la me´thode extrait automatiquement une image de fac¸ade de´limite´e. La
me´thode a trois e´tapes principales : le de´coupage vertical, l’e´limination de zones noires et du ciel, et l’e´limination
de zones non e´tages en incluant le rez-de-chausse´e. Chacune de ces e´tapes utilise plusieurs filtres morphologiques
afin d’augmenter leur robustesse.
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FIGURE 8.11 – Analyse horizontale par e´tages.
FIGURE 8.12 –
Ligne inter-fac¸ade
occlue pour un arbre.
Concernant le de´coupage vertical, il permet de se´parer les diffe´rentes fac¸ades d’une image.
La me´thode s’appuie sur la segmentation de la projection verticale du gradient vertical. Le
de´coupage vertical utilise e´galement l’algorithme de k-means pour classer les divisions in-
ter et intra fac¸ade. Le fait d’utiliser l’algorithme de k-means implique qu’il y ait au moins
une division verticale sur l’image que nous sommes en train d’analyser. Cependant si les
centres des deux classes trouve´es sont trop proches, nous pourrons nous rendre compte que
la se´paration inter-fac¸ade n’est pas ne´cessaire. Par ailleurs, comme l’algorithme de k-means
est applique´ sur la valeur de la projection sur la division, les divisions inter-fac¸ades doivent
eˆtre les plus de´gage´es possible. Par exemple, la Figure 8.12 montre une occlusion par un
arbre dans la division de la ligne inter-fac¸ade qui produit une mauvaise se´paration des baˆtiments.
La de´tection du ciel se´lectionne automatiquement les re´gions du ciel dans l’image. Le principal proble`me de la
me´thode est la de´tection du ciel quand l’image n’en a pas. Ne´anmoins, comme la me´thode globale est comple`tement
modulaire, un utilisateur pourrait enlever cette proce´dure dans le cas ou` il n’en aurait pas besoin. Par ailleurs, une
sous-de´tection du ciel n’est pas conside´re´ un proble`me trop important, lorsque la me´thode de´tecte la plus grande
re´gion horizontale du ciel. En effet, en de´tectant les re´gions principales du ciel, la ligne d’e´limination passera au
bon endroit.
L’e´limination des sections qui ne sont pas des e´tages se fait en utilisant une division horizontale de l’image. Cette
division est re´alise´e de manie`re analogue a` la division verticale en utilisant la projection horizontale du gradient
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horizontal. Ainsi, une premie`re division horizontale est faite, et ensuite raffine´e sur les pics de la projection hori-
zontale du gradient vertical. Chaque division est analyse´e en utilisant la projection verticale du gradient vertical et
en comparant avec la projection globale. Les sections sont e´limine´es de manie`re ite´rative du bas vers le haut. De
la meˆme fac¸on, nous utilisons l’algorithme de k-means pour classer e´tage et non-e´tage, en supposant que les deux
classes se trouvent sur l’image. Si cela n’est pas le cas, la me´thode fournira de toute fac¸on un re´sultat, qui pour-
rait eˆtre valide´ par la suite, en fonction de la diffe´rence entre les deux classes. Nous avons teste´ l’ensemble de la
me´thode sur la base de donne´es du projet (30 images de fac¸ade prises au sol, voir section 1.3), en ayant un taux de
succe`s du 100%. La Figure 8.13 montre quelques re´sultats de la me´thode. Les autres re´sultats sont disponibles sur
le site web suivant : cmm.ensmp.fr/˜hernandez/facade_en.html. Cependant, des tests sur une base
de donne´es plus large seront ne´cessaires pour la validation de cette me´thode.
(a) Images d’entre´e
(b) Images de sortie
FIGURE 8.13 – Re´sultats de la segmentation de fac¸ades par baˆtiments.
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Extraction de la Se´mantique d’une Fac¸ade
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9.1 Introduction
Dans ce chapitre nous pre´sentons l’analyse d’une image de fac¸ade de´limite´e, issue de la me´thode de´crite par le
chapitre pre´ce´dent. Cette analyse consiste en l’extraction de l’information se´mantique telle que le nombre d’e´tages,
le nombre de colonnes, les feneˆtres, pour fournir de manie`re automatique des informations importantes dans une
mode´lisation proce´durale, base´e sur des re`gles.
9.2 Division de la fac¸ade
Une description comple`te d’une fac¸ade haussmannienne a e´te´ pre´sente´e par Janil et al. en [77]. Cette description
sera largement utilise´e, dans ce chapitre, afin d’e´tablir les diffe´rents e´le´ments se´mantiques a` extraire dans l’image
de la fac¸ade. La description est faite de manie`re hie´rarchique depuis une fac¸ade, jusqu’a` ses ornements. La Figure
9.1 pre´sente la subdivision d’une fac¸ade haussmannienne. Ce diagramme est une version simplifie´e de la descrip-
tion de la fac¸ade car il n’illustre que la de´composition jusqu’aux trave´es. La fac¸ade est d’abord divise´e en e´tages
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avec la dalle incluse ; ensuite, la dalle est se´pare´e de l’e´tage. La dalle est classe´e comme dalle de balcon filant ou
dalle de balcon individuel. En fin, chaque e´tage est divise´ en trave´es.
FIGURE 9.1 – Diagramme simplifie´ de subdivision d’une fac¸ade haussmannienne.
A la diffe´rence de la division pre´sente´e par [77], nous proposons de diviser la fac¸ade en e´tages et de de´tecter la dalle
mais sans distinguer les deux types de dalle. Ensuite, la division en trave´es est re´alise´e en utilisant une division en
colonnes de la fac¸ade comple`te pour rendre plus robuste la me´thode.
9.2.1 Segmentation en e´tages et de´tection de la dalle
La premie`re e´tape de l’extraction se´mantique correspond a` la division en e´tages de la fac¸ade. Cette e´tape a de´ja`
e´te´ de´crite dans le processus de se´paration du rez-de-chausse´e et de la chausse´e (voir section 8.4). La division
horizontale trouve´e est localise´e sur le maximum par e´tage de la projection horizontale de G˜v. Cependant, la
division est normalement localise´e dans la partie haute de la dalle. En regardant la subdivision propose´e par [77],
cette division devrait se trouver dans la partie basse.
Comme nous pouvons l’observer, la localisation de la dalle est proche de la division horizontale de la fac¸ade de´ja`
de´tecte´e. Ainsi, a` partir de la division horizontale, nous de´terminons une zone d’analyse d’un dixie`me de la hauteur
moyenne des e´tages 1. A l’inte´rieur de cette zone, nous extrairons les deux maxima de la projection horizontale du
gradient G˜v. Les deux maxima seront conserve´s si leurs valeurs sont supe´rieures a` la moyenne entre le maximum
et le minimum du profil dans la zone d’analyse. Le re´sultat de cette proce´dure est illustre´ sur la Figure 9.2 ou` les
dalles sont automatiquement de´tecte´es.
1. La hauteur moyenne des e´tages est calcule´e en utilisant la division horizontale
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(a) G˜v , Ph
(
G˜v
)
et Division Horizontale (b) Dalle
FIGURE 9.2 – (a) Projection horizontale de G˜v et division horizontale raffine´e de fac¸ade. (b) De´tection de la dalle.
9.2.2 Division en trave´es
La division en trave´es est re´alise´e sur la division en colonnes de la fac¸ade. Cette division est un cas particulier de
la division verticale, de´crite par la section 8.2, pour se´parer les baˆtiments. La me´thode est base´e sur l’accumulation
verticale du gradient vertical (Gv). Dans le cas de la se´paration des baˆtiments, une ouverture morphologique
directionnelle est utilise´e afin d’e´liminer le bruit de l’image gradient. Le profil ge´ne´re´ pre´sente une diffe´rence tre`s
importante dans la dynamique, graˆce aux balcons filants, aux ornements et aux dalles entre e´tages, qui permet
d’identifier les valle´es les plus importantes ou` se trouvent les se´parations. Par contre, a` l’inte´rieur de la fac¸ade, ces
e´le´ments peuvent empeˆcher la bonne de´tection de toutes les divisions verticales. C’est pourquoi, l’image originale
est filtre´e avec une fermeture verticale, de taille d’un dixie`me de la hauteur moyenne des e´tages. Le gradient est
aussi filtre´, en e´liminant les petites structures (ouverture de taille λ = 10) et les grandes structures (chapeau haut
de forme de l’ouverture, de taille un quart de la largeur de l’image). La Figure 9.3 illustre deux exemples de
la projection et du filtrage du gradient ne´cessaire pour la localisation de la division verticale. La Figure illustre
e´galement le cas de la projection du gradient de l’image originale et de la projection du gradient de l’image filtre´e.
Pour le premier exemple, le fait de filtrer l’image d’entre´e ne change pas le re´sultat vis-a`-vis du nombre de maxima
et minima dans le profil final (voir Figures 9.3(a) et 9.3(b)). Par contre, dans le deuxie`me exemple l’ame´lioration est
concluante. En effet, en ajoutant la fermeture de l’image d’entre´e, le profil a les maxima et les minima ne´cessaires
pour la bonne division verticale de la fac¸ade (voir Figures 9.3(c) et 9.3(d)). La fermeture re´duit donc les de´tails des
fac¸ades et les balcons caracte´ristiques de l’architecture haussmannienne, en rendant la me´thode plus robuste.
Ainsi, la me´thode de division en trave´es est re´sume´e par les e´tapes suivantes :
1. Filtrage de l’image couleur par une fermeture de taille d’un dixie`me de la hauteur moyenne des e´tages.
2. Extraction du gradient horizontal avec un e´le´ment structurant vertical.
3. Filtrage de l’image gradient par une ouverture de taille 10 et par un chapeau haut de forme d’une ouverture
128
Chapitre 9. Extraction de la Se´mantique d’une Fac¸ade
(a) Image Originale, Pv
(
G˜v
)
et FAS
(
Pv
(
G˜v
))
. (b) Image Filtre´e, Pv
(
G˜v
)
et FAS
(
Pv
(
G˜v
))
.
(c) Image Originale, Pv
(
G˜v
)
et FAS
(
Pv
(
G˜v
))
. (d) Image Filtre´e, Pv
(
G˜v
)
et FAS
(
Pv
(
G˜v
))
.
FIGURE 9.3 – Effets du filtrage vertical sur le profil.
d’un quart de la largeur de l’image.
4. Ge´ne´ration du profil avec l’accumulation verticale du gradient.
5. Filtrage de profil avec un FAS.
6. Ligne de partage des eaux sur profil inverse´, contraint aux maxima du profil filtre´.
Jusqu’a` pre´sent nous avons fixe´ a` 10 pixels la taille de FAS ; cependant avec cette valeur la division verticale peut
eˆtre incomple`te. En profitant du fait que le traitement est re´alise´ en une dimension sur la projection du gradient,
nous proposons de tester une se´rie de tailles de filtre. Ainsi, nous trouverons la taille optimale du filtre sur chaque
fac¸ade, comme celle qui minimise l’e´cart-type de la largeur des trave´es apre`s chaque re´alisation.
La Figure 9.4 illustre quelques exemples de la division horizontale et verticale de la fac¸ade dont nous pouvons
observer la bonne de´tection et la se´paration des dalles et des trave´es.
9.3 De´tection de feneˆtres et de balcons
Dans la description pre´sente´e par Janil et al. en [77], les trave´es ont e´te´ aussi subdivise´es en tous les e´le´ments qui
les composent (voir la Figure 9.5). La de´composition est re´alise´e d’abord en linteau et mur, et elle continue de
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FIGURE 9.4 – Division de la fac¸ade en e´tages + dalle et en trave´es.
manie`re hie´rarchique jusqu’aux consoles, feneˆtres, trumeaux, etc.
FIGURE 9.5 – Diagramme simplifie´ de subdivision d’une trave´e.
Comme nous pouvons l’observer dans la Figure 9.5, la description d’une trave´e est re´alise´e sans le de´cor (en pierre
ou en fer forge´) des balcons. Cependant, cette information est pre´sente dans les trave´es issues de notre division de
fac¸ade. Ainsi, nous centrons notre analyse de la trave´e sur la de´tection de la feneˆtre et du de´cor du balcon. Pour
nous, la localisation feneˆtre inclut le dormant, car la se´paration entre ces deux structures est trop fine dans l’image.
D’ailleurs, avec la localisation du de´cor du balcon, nous pouvons de´terminer l’information de cordon filant ou
balcon individuel afin de de´terminer le type de dalle. De plus, avec la largeur du balcon nous pouvons calculer
l’e´paisseur du jambage et des trumeaux.
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9.3.1 Localisation de feneˆtres
La de´tection de feneˆtres se fait a` l’aide de la division pre´alable car nous supposons qu’il n’y a qu’une feneˆtre par
trave´e. Analysons d’abord la localisation verticale. Nous supposons que la bordure verticale de la feneˆtre pre´sente
une forte re´ponse dans le gradient horizontal (Gh). Si toutes les feneˆtres sont aligne´es, le gradient ge´ne´rera des
pics importants apre`s un processus d’accumulation Pv
(
G˜h
)
. D’ailleurs, nous projetons le gradient filtre´ G˜h afin
d’e´viter les proble`mes de bruit explique´s pre´ce´demment. Ensuite, en analysant les maxima et minima du profil
de la division en trave´es (FAS
(
Pv
(
G˜v
))
), nous avons constate´ que les minima passent a` travers le mur et les
maxima a` travers les feneˆtres. En utilisant cette information, nous appliquons une ligne de partage des eaux avec
contraintes sur le profil Pv
(
G˜h
)
. La Figure 9.6 pre´sente chacune des e´tapes dans la de´tection de la limite verticale
des feneˆtres. La me´thode permet d’estimer de manie`re globale la localisation de feneˆtres ; cependant les effets de la
perspective deviennent plus visibles. Comme nous pouvons l’observer, les lignes sont bien place´es dans les e´tages
infe´rieurs et centraux. Par contre, dans les e´tages supe´rieurs et late´raux, nous observons le de´calage de la bordure
feneˆtre et ligne. Une strate´gie pour re´soudre ce proble`me est de raffiner de manie`re locale et par trave´e les limites
verticales de chaque feneˆtre.
FIGURE 9.6 – Localisation de la bordure verticale des feneˆtres.
Par ailleurs la localisation horizontale est base´e sur les meˆmes principes que la division verticale ; ne´anmoins, nous
ne de´tectons que les lignes supe´rieures des feneˆtres, car nous supposons que la limite infe´rieure de la feneˆtre est
la dalle. Ainsi, nous utilisons pour chaque e´tage la ligne de partage des eaux avec contraintes, sur la projection
Ph
(
G˜v
)
avec les marqueurs des minima et des maxima de FAS
(
Ph
(
G˜h
))
. Le proble`me de la perspective est
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moins fort a` l’horizontal graˆce a` la position d’acquisition des photos. Finalement, nous combinons les localisations
verticales et horizontales afin d’estimer les positions des feneˆtres. Des exemples de la me´thode sont illustre´s sur la
Figure 9.7.
FIGURE 9.7 – Localisation de feneˆtres.
9.3.2 De´tection de balcons
Dans notre e´tude nous ne nous sommes inte´resse´s qu’a` la de´tection des balcons en fer forge´. La de´tection est
re´alise´e sur l’image de luminance de la fac¸ade et en utilisant la position horizontale de la feneˆtre, car nous suppo-
sons que les balcons sont des structures sombres toujours en face des feneˆtres. L’image est d’abord filtre´e a` l’aide
d’une ouverture verticale et horizontale pour relier les possibles de´connections de la rambarde et des barreaux
en fer forge´. Ensuite nous remplissons l’inte´rieur des balcons, en utilisant une reconstruction morphologique par
dilatationRδf (g), afin d’avoir des structures sombres plus homoge`nes. L’image filtre´e par les ouvertures est utilise´e
comme re´fe´rence f . Le marqueur g est la meˆme image de re´fe´rence, en mettant a` ze´ro la partie basse des e´tages,
de la dalle jusqu’a` mi-hauteur des feneˆtres. Un exemple des images interme´diaires de la proce´dure est illustre´ sur
la Figure 9.8. Nous pouvons observer que dans l’image reconstruite les balcons sont les structures les plus sombres.
La me´thode de de´tection de balcons utilise les me´thodes de projection pre´sente´es dans les sections pre´ce´dentes.
Nous avons d’abord localise´ les balcons a` l’horizontal et ensuite, nous de´tectons sur la re´gion horizontale trouve´e,
les se´parations verticales. La projection par lignes est re´alise´e sur l’inverse de l’image Rδf (g). Ainsi, les balcons
seront des “bosses”. Cette projection est re´alise´e e´tage par e´tage se´pare´ment, et nous ne projetons que la moitie´
infe´rieure de la localisation horizontale des feneˆtres. La projection nous permet de de´tecter la limite supe´rieure
des balcons en e´tages car nous supposons la dalle comme la limite infe´rieure. La limite supe´rieure est de´tecte´e a`
l’aide de la ligne de partage des eux avec contraintes sur gradient du profil et comme contraintes le maximum et
le minimum du profil. Une fois que la de´tection horizontale est re´alise´e, nous projetons par colonnes la re´gion des
balcons. Nous appliquons un seuil au profil ge´ne´re´. La valeur du seuil est le point au milieu entre la moyenne des
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Image Luminance Re´fe´rence (f) Marqueur (g) Rδf (g)
FIGURE 9.8 – Ade´quation de l’image de luminance pour renforcer la couleur sombre des balcons.
maxima et la moyenne des minima de profil projete´ verticalement. Cette proce´dure est re´sume´e sur le Diagramme
de la Figure 9.9(a). Les re´sultats de la de´tection horizontale et verticale de cet exemple sont illustre´s par les Figures
9.9(b) et 9.9(c) respectivement.
(a) (b) (c)
FIGURE 9.9 – (a) Projection horizontale et verticale de l’image. (b) De´tection horizontale de balcons et (c) De´tection verticale de
balcons.
Il faut noter que la me´thode pre´sente´e dans cette section suppose que les balcons d’un e´tage sont aligne´s et ont
la meˆme hauteur. Cependant, dans certains baˆtiments a` cause de la perspective et des diffe´rentes profondeurs des
balcons, ceux-ci sont de´cale´s dans l’image. C’est pourquoi une e´tude approfondie par trave´e est ne´cessaire.
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9.4 Mode´lisation proce´durale
Les re´sultats issus des sections pre´ce´dentes ont e´te´ inte´gre´s dans une plateforme interactive de mode´lisation
proce´durale pour la typologie Haussmannienne de´veloppe´e par l’INRIA et THALES dans le cadre du projet Ter-
raNume´rica. La plateforme a e´te´ imple´mente´e sur Maya en utilisant le graphe de de´pendance [77] qui permet une
e´valuation et une ge´ne´ration dynamique d’un mode`le. La mode´lisation inte`gre aussi les capacite´s d’identification
et de segmentation des e´le´ments d’architecture d’autres partenaires du projet.
Un exemple de la parame´trisation des re`gles d’une fac¸ade est illustre´ sur la Figure 9.10. Nous pouvons identifier
chacune des e´tapes de de´tection pre´sente´es : division en e´tages, de´tection des dalles, division en trave´es, de´tections
de balcons et de feneˆtres.
Etage - Dalle Balcons Trave´es Mode`le Final
FIGURE 9.10 – Instanciation du mode`le de la fac¸ade.
Le re´sultat final du mode`le 3D est pre´sente´ dans la Figure 9.11. Ces images ont e´te´ re´alise´es par Ce´dric Guiard de
l’INRIA.
FIGURE 9.11 – Rendu 3D du mode`le de la fac¸ade.
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9.5 Discussion
Dans ce chapitre nous avons pre´sente´ diffe´rents outils afin d’extraire l’information se´mantique d’une fac¸ade :
division en e´tages et en trave´es, et de´tection des dalles, des feneˆtres et des balcons. Concernant la division par
e´tages, nous avons repris la me´thode de division horizontale pre´sente´e dans le chapitre pre´ce´dent et nous l’avons
e´tendue a` la de´tection de la dalle. La me´thode de´tecte une dalle par e´tage sans tenir compte des possibles de´calages
produits par la perspective et la profondeur des balcons. C’est pourquoi nous proposons une e´tape additionnelle de
raffinement. Un premier re´sultat de cette e´tape est illustre´ sur la Figure 9.12. Nous localisons plusieurs dalles sous
balcons dans la bonne position ; cependant certains proble`mes apparaissent au niveau des ornements et de la partie
supe´rieure de balcons.
Approche globale Approche locale Approche globale Approche locale
FIGURE 9.12 – De´tection de dalles en compensant la profondeur des balcons.
A propos de la division horizontale nous avons assigne´ des valeurs fixes aux tailles de filtres car nous avons redi-
mensionne´ chaque image par rapport a` sa hauteur avant de lancer la proce´dure de de´tection. Concernant la division
verticale, la taille du filtre de l’ouverture sur le gradient est fixe pour e´liminer les petites structures de bruit. Par
contre, la taille du filtre alterne´ se´quentiel FAS est automatiquement estime´e par rapport a` chaque image afin de
trouver la division qui minimise l’e´cart-type de la largeur des trave´es. De plus, l’utilisation de la se´rie de filtres
dans les me´thodes rend les algorithmes plus robustes a` la texture et/ou petits obstacles. La Figure 9.13 illustre des
images de fac¸ade avec un obstacle. En utilisant les me´thodes propose´es dans ce chapitre, nous pouvons remarquer
leur robustesse aux petits obstacles. Seulement dans certains endroits de la de´tection de balcons est errone´e, car la
toiture et les arbres sont aussi texture´s que les balcons. Les re´sultats sur la base d’images sont pre´sente´s dans le
site web cmm.ensmp.fr/˜hernandez/facade_en.html.
La me´thode pour la de´tection de feneˆtres est re´alise´e de manie`re globale sur la fac¸ade, en faisant l’hypothe`se que
les feneˆtres sont aligne´es et qu’il n’y a qu’une feneˆtre par trave´e. Si cela n’est pas le cas, une e´tape d’analyse et
rajustement doit eˆtre mise en place.
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Division par trave´es De´tection de feneˆtres De´tection de balcons
FIGURE 9.13 – Robustesse aux obstacles.
Par ailleurs, nous avons centre´ la de´tection de balcons sur les balcons en fer forge´, car ceux-ci sont les plus ca-
racte´ristiques de l’architecture e´tudie´e. Nous de´tectons les balcons en profitant du contraste entre eux et des super-
ficies claires comme les murs en pierre. C’est pour cela que la me´thode pre´sente des proble`mes pour la de´tection
des balcons sur la toiture. Par ailleurs, nous proposons d’analyser aussi les nuages de points car les balcons ont une
diffe´rence de profondeur qui peut eˆtre exploite´e par la suite.
Finalement, les me´thodes pre´sente´es ont e´te´ utilise´es comme entre´e de la plateforme de mode´lisation proce´durale
afin d’extraire a` partir des images re´elles la se´mantique ne´cessaire pour parame´trer un mode`le de fac¸ade a` l’aide
d’une grammaire.
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10.1 Introduction
Dans ce chapitre, nous pre´sentons des me´thodes pour la segmentation de nuages de points en ıˆlots, sol et fac¸ades,
et en baˆtiments. La segmentation et l’interpre´tation de ces structures 3D sont parmi les taˆches les plus importantes
dans la mode´lisation d’environnements urbains. Par exemple, la mode´lisation se re´alise pour chaque baˆtiment, de
manie`re inde´pendante. Il est donc ne´cessaire d’avoir les donne´es qui correspondent uniquement aux baˆtiments,
afin de faciliter son analyse. Les me´thodes sont base´es sur la projection, pour un point de vue donne´, des nuages
de points sur des images, ou` la valeur des pixels correspond en quelque sorte a` l’information 3D. Le processus de
segmentation est re´alise´ en 2D, sur l’image que nous avons ge´ne´re´e. Une fois la segmentation effectue´e, l’image
segmente´e est re´tro-projete´e pour de´couper les nuages de points.
Dans la premie`re section, nous pre´sentons la me´thode de projection sur images. La section 10.3 illustre la me´thode
de segmentation par ıˆlots pour travailler avec des nuages de points denses et ge´rer les limitations de me´moire. En-
suite, la section 10.4 de´crit la me´thode qui segmente les donne´es 3D en fac¸ades et en sol. Une fois que les donne´es
de fac¸ades sont se´pare´es des donne´es du sol, il est possible de segmenter les fac¸ades par baˆtiments comme l’illustre
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la section 10.5. Dans la dernie`re section, nous discutons plus en de´tail les caracte´ristiques de nos approches.
10.2 Projection sur images
Comme nous l’avons de´ja` mentionne´, les me´thodes de´veloppe´es dans ce chapitre s’appuient sur la projection de
nuages de points sur des images. Ces images sont ge´ne´re´es en utilisant un mode`le de came´ra “virtuelle. Le mode`le
de came´ra P est une transformation “projective” deR3 → N2. Cette transformation peut eˆtre de´compose´e en trois
transformations successives de repe`re comme l’illustre la De´finition 18.
De´finition 18. Soit M = 〈X,Y, Z〉 un point 3D de l’espace R3 et m = 〈u, v〉 un point-image de l’espace
N2, la fonction P est de´finie par :
〈X,Y, Y 〉 T−→〈Xc, Yc, Yc〉 P−→〈x, y〉 A−→〈u, v〉 (10.1)
[T ] =
[
[R] t
0T 1
]
R rotation et t translation.
[P ] =

1 0 0 0
0 1 0 0
0 0 1/f 0

f focale de l’objectif.
[A] =

kx 0 cx
0 ky cy
0 0 1

cx, cy (en pixels) coordonne´es de l’intersection de
l’axe optique avec le plan image. kx, ky nombre de
pixels par unite´ de longueur.
ou`, Rw est le repe`re de l’espace re´el, Rc est le repe`re de la came´ra (dont l’origine est situe´e au centre
optique de la came´ra) etRr est le repe`re du capteur (plan de la re´tine).
L’analyse principale 3D est faite a` partir d’une vue supe´rieure de la sce`ne, c’est-a`-dire que la came´ra “virtuelle choi-
sie a les caracte´ristiques suivantes :
– L’axe optique de la came´ra est paralle`le a` l’axe z de la sce`ne et le plan de la came´ra passe par le point (0, 0, zmin).
(La matrice de rotation [R] est e´gale a` l’identite´).
– Le nuage de points est centre´ pour faire coı¨ncider son centre de gravite´ avec le centre de l’image. (Le vecteur de
translation t est e´gal au centre de gravite´ des points et cx = cy = 0).
– La projection est paralle`le orthographique : l’axe de projection est orthogonal au plan de projection et le centre
de projection se trouve a` l’infini. (f =∞ et donc x = Xc, y = Yc).
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Afin d’e´viter les proble`mes d’e´chantillonnage, les valeurs kx et ky doivent eˆtre soigneusement choisies. Si elles
sont trop petites, plusieurs points seront projete´s sur les meˆmes coordonne´es de l’image et il en re´sultera une im-
portante perte d’information. Par contre, si elles sont trop larges, la connexite´ de pixels, requise par nos me´thodes,
n’est pas assure´e. Par conse´quent, le choix ide´al des dimensions est de 1 : 1 ; autrement dit, un pixel pour chaque
point 3D dans le plan de la came´ra. Apre`s avoir choisi la projection, plusieurs mesures peuvent eˆtre assigne´es a`
la valeur d’intensite´ du pixel dans l’image. Cette valeur est fonction des points 3D projete´s sur les meˆmes co-
ordonne´es u, v. Par exemple la distance maximale des points au plan de la came´ra [44] (notion de profondeur),
la diffe´rence entre le maximum et le minimum (notion de hauteur) ou le nombre de points (notion d’accumulation).
La Figure 10.1 montre un exemple de la projection d’un nuage de points sur plusieurs images : profondeur, hauteur
et accumulation. Dans ce cas, le nuage de points a une re´solution moyenne d’environ 5cm et pour cette raison, la
valeur que nous avons se´lectionne´e est kx = ky = 20pix/m. Notez que dans les images, les valeurs maximales se
trouvent dans la re´gion des fac¸ades. Ce comportement corrobore le fait que les fac¸ades sont les structures les plus
hautes et ou` la plupart des points sont projete´s.
↓ P
(a) Nuage de Points
↑ P−1
(b) Profondeur
↑ P−1
(c) Hauteur
↑ P−1
(d) Accumulation
FIGURE 10.1 – (a) Nuages de points - vue 3D et vue supe´rieure. Projection sur images (code couleurs au rang) : (b) la valeur maximale
– rang (0, 23651mm), (c) la diffe´rence max−min – rang (0, 18816mm) et (d) l’accumulation – rang (0, 121fois). Donne´es c©IGN
Tronc¸on de la Rue Soufflot coˆte´ pair.
L’exemple pre´sente´ est un tronc¸on de rue de dimensions XY e´gales a` 103, 5m × 48, 4m, et donc les images
produites ont une taille de 2070pix × 968pix. Dans le cas re´el, les syste`mes d’acquisition fournissent des nuages
de points de plusieurs centaines de me`tres. Ne´anmoins, lorsque nous essayons de produire les images de ces nuages
de points, nous pouvons de´passer les limites de me´moire disponible 1. En conse´quence, une e´tape de de´coupage
pre´alable a` partir des images de profondeur de basse re´solution est mise en place. Le de´coupage doit eˆtre cohe´rent
avec les structures d’inte´reˆt comme les baˆtiments et c’est pour cela que nous nous inte´ressons a` la se´paration par
1. Nous pouvons cre´er des images de dimensions d’indexation jusqu’a` 26 bits ((232−1)/(sizeof(double))) pour le cas d’un ordinateur
32 bits
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paˆte´s de maisons.
10.3 Segmentation par ıˆlots
Pour le de´coupage en paˆte´s de maisons, on peut exploiter l’information des images avec une re´solution re´duite de
4 : 1 de manie`re a` e´viter les proble`mes de me´moire. La me´thode est illustre´e dans le diagramme de la Figure 10.2.
D’abord, le nuage de points est projete´ avec une came´ra P de la vue supe´rieure de la sce`ne. On a choisi une vue
supe´rieure car dans cette image les ıˆlots ne sont pas connecte´s entre eux. Puis, nous extrayons et analysons les
informations de fac¸ades qui caracte´risent les ıˆlots, afin d’appliquer la segmentation. Pour ces e´tapes d’analyse et
de segmentation nous avons de´veloppe´ deux strate´gies qui seront explique´es poste´rieurement. A partir de l’image
segmente´e, les re´gions sont re´tro-projete´es sur le nuage de points avec la fonction inverse de came´ra P−1.
FIGURE 10.2 – Les e´tapes de la segmentation par ıˆlots.
Deux strate´gies ont e´te´ mises en place pour l’analyse de l’information d’une fac¸ade qui de´pend de l’alignement
global des fac¸ades des donne´es a` traiter. Les deux cas d’alignement sont illustre´s sur la Figure 10.3. Dans le premier
cas, nous supposons que les donne´es correspondent a` un seul coˆte´ de rue et les diffe´rentes fac¸ades sont aligne´es. Ce
cas sera illustre´ dans la section 10.3.1. Dans la deuxie`me strate´gie, la condition d’alignement n’est pas ne´cessaire,
ne´anmoins plusieurs contraintes de taille (largeur et hauteur) sont utilise´es (voir section 10.3.2).
10.3.1 Strate´gie N˚ 1 : Fac¸ades aligne´es
Cette me´thode est applique´e sur des nuages de points d’un seul coˆte´ de la rue ou` les fac¸ades sont aligne´es. Nous
ge´ne´rons l’image de profondeur, en assignant a` chaque pixel de l’image la distance maximale entre les points 3D
projete´s sur le meˆme pixel et le plan de came´ra. L’algorithme utilise la transforme´e de Hough ponde´re´e par la
valeur d’intensite´ de chaque pixel. Cette proce´dure nous permet de de´tecter la ligne de direction des fac¸ades sur
l’image de profondeur (voir Figure 10.4(a)). Sur cette ligne, nous analysons le profil des profondeurs des baˆtiments.
Nous de´tectons les variations de profondeur importantes, qui correspondent aux rues se´parant les diffe´rents paˆte´s
de maisons. Dans cette analyse, le profil est d’abord filtre´, en utilisant un filtre alterne´ se´quentiel, pour re´duire le
bruit et faciliter la de´tection. La Figure 10.4(b) montre le profil original et le profil filtre´. Ensuite, le profil filtre´ est
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(a) Nuages de points : Fac¸ades aligne´es (b) Nuages de points : Fac¸ades non-aligne´es
(c) Image ae´rienne : Fac¸ades aligne´es (d) Image ae´rienne : Fac¸ades non-aligne´es
FIGURE 10.3 – Alignement global de fac¸ades. (a)- (c) rue Soufflot, (b)- (d) place du Panthe´on.
segmente´ en utilisant la ligne de partage des eaux. Ces divisions sont trace´es dans la direction perpendiculaire a` la
direction de la fac¸ade pour de´couper l’ensemble en tronc¸ons de rue. L’image segmente´e est ensuite re´tro-projete´e
pour de´couper le nuage de points 3D original (voir Figure 10.4(c)).
(a) Direction de la fac¸ade (b) Analyse du profil (c) Segmentation 3D
FIGURE 10.4 – Images interme´diaires de la segmentation par ıˆlots de rues aligne´es.
10.3.2 Strate´gie N˚ 2 : Fac¸ades non-aligne´es
Dans cette me´thode, nous faisons plusieurs hypothe`ses : la hauteur absolue d’un baˆtiment est d’au moins 4m, la
distance minimale entre ıˆlots est supe´rieure a` 2m et la longueur d’un ıˆlot est d’au moins 10m. La proce´dure est la
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suivante : d’abord, nous ge´ne´rons l’image projete´e, en assignant a` chaque pixel la diffe´rence des distances maxi-
mum et minimum des points projete´s sur les meˆmes coordonne´es de l’image. Ceci nous donne une information de
la hauteur des structures urbaines sans que nous soyons perturbe´s par les rues en pente. Ensuite, nous appliquons
un seuil de la hauteur minimale d’un baˆtiment. L’image re´sultat pre´sente des CCs de baˆtiments et des objets hauts
tels que les lampadaires ; ne´anmoins dans un meˆme ıˆlot, il peut y avoir de petites de´connexions entre fac¸ades, dues
a` des donne´es manquantes. Pour fusionner les fac¸ades dans les ıˆlots, nous appliquons une fermeture d’une taille de
2m. Puis nous e´liminons les CCs d’e´longation infe´rieure a` 10m. Les CCs re´sultantes correspondent aux ıˆlots de
la sce`ne. Pour tracer la se´paration de manie`re e´quidistante entre ıˆlots voisins, nous calculons la fonction distance
aux CCs de´tecte´es et lui appliquons la ligne de partage des eaux. L’image segmente´e est e´galement re´tro-projete´e
pour de´couper le nuage de points original.
Les Figures 10.5 et 10.6 illustrent la segmentation par ıˆlots de donne´es 3D issues des deux syste`mes d’acquisition,
Lara3D et Stereopolis respectivement. Deux cas sont illustre´s : deux coˆte´s de rues et plusieurs ıˆlots en diverses
directions. Comme l’on peut observer, la me´thode pre´sente de bons re´sultats dans les deux cas. Ne´anmoins, dans
le cas de la Figure 10.5 correspondant aux donne´es CAOR, on a de´tecte´ se´pare´ment les re´gions 1 et 2 qui ap-
partiennent au meˆme ıˆlot (de meˆme pour les re´gions 5, 6 et 7), car le profil d’acquisition du capteur laser est
perpendiculaire a` la direction de la fac¸ade et il y a trop de donne´es manquantes. Ces re´gions sont se´pare´es par une
distance supe´rieure a` 2m et la fermeture utilise´e n’arrive pas a` les relier.
(a) Image de hauteur (b) CCs re´sultantes (c) Segmentation 3D
FIGURE 10.5 – Segmentation par ıˆlots de rues non-aligne´es. Donne´es c©CAOR Fin de la Rue Soufflot – de´but de la Place du Panthe´on.
10.4 Segmentation fac¸ades-sol
Une autre e´tape e´galement inte´ressante a` analyser est la segmentation de points 3D entre la fac¸ade et le sol (rue et
trottoir). Cette segmentation est importante parce qu’elle facilite plusieurs e´tapes de la mode´lisation urbaine :
– La mode´lisation de la fac¸ade.
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(a) Image de hauteur (b) CCs re´sultantes (c) Segmentation 3D
FIGURE 10.6 – Segmentation par ıˆlots de rues non-aligne´es. Donne´es c©IGN Place du Panthe´on.
– L’extraction de la fac¸ade pour chaque baˆtiment a` partir d’une transformation de came´ra (voir section 10.5).
– La de´tection d’artefacts au niveau du sol (voir Chapitre 11).
– La segmentation route-trottoir et la mode´lisation de la chausse´e (voir Chapitre 12).
Nous travaillons avec les donne´es de´ja` de´coupe´es en paˆte´s de maison et avec une re´solution ide´ale d’image
20pix/cm. Ne´anmoins les me´thodes pre´sente´es pourront eˆtre applique´es aux donne´es brutes si la capacite´ de
me´moire disponible est suffisante.
Cette approche est base´e sur une segmentation grossie`re de l’image de profondeur, re´alise´e au moyen d’un algo-
rithme de zones quasi-plates (λ- zones plates 2) pre´sente´ par Meyer dans [107].
De´finition 19. Deux pixels voisins p et q appartiennent a` la meˆme zone quasi-plate d’une image I , si leur
diffe´rence de profondeur |Ip − Iq| est infe´rieure a` une distance λ donne´e.
∀ (p, q) voisins : |Ip − Iq| ≤ λ (10.2)
Etant donne´ que les variations de profondeur au niveau du sol sont faibles, la segmentation de l’image de pro-
fondeur avec une distance λ ≈ 1m re´unira les pixels du sol en une seule re´gion, en incluant les artefacts qui
s’y trouvent. Cependant, a` cause des occlusions et des caracte´ristiques des syste`mes d’acquisition, il y a des in-
formations manquantes au niveau du sol. Ces donne´es manquantes limitent la performance de la me´thode car la
connexite´ des pixels du sol n’est pas assure´e. De manie`re ge´ne´rale, la taille des informations manquantes de´pend
principalement de la hauteur de l’obstacle, de la distance du capteur au sol et de la distance du capteur a` l’obstacle,
comme la Figure 10.7 l’illustre.
L’image pre´sente le processus d’acquisition par des syste`mes mobiles d’un trottoir en pente et avec deux obstacles.
Dans cet exemple, le sol est divise´ en une re´gion de rue par la voiture et deux re´gions de trottoir par le pie´ton. La
figure illustre e´galement un profil obtenu par la projection du point 3D le plus haut (profil de profondeur de la vue
2. L’ide´e de base de la me´thode a e´te´ introduite par Nagao et al.dans [115]. D’ailleurs, Soille dans [152] la de´crite comme
α−composantes connexes.
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FIGURE 10.7 – Illustration de l’acquisition
FIGURE 10.8 – Assignation des pixels manquants avec la valeur minima.
supe´rieure).
Ce proble`me se pre´sente avec les donne´es re´elles comme l’illustre la Figure 10.10(a). La figure montre les images
de profondeur de la vue supe´rieure des trois syste`mes d’acquisition. Par exemple, on peut observer dans l’illustra-
tion que l’information manquante est plus importante lorsque l’objet est e´loigne´ du capteur. D’ailleurs, les donne´es
issues du syste`me VX c©MENSI sont les donne´es qui pre´sentent le moins de points du sol parce que le capteur
fixe a e´te´ dirige´ vers la fac¸ade. De plus, ces donne´es ont une re´solution plus faible que les deux autres syste`mes.
Une premie`re solution serait d’assigner les pixels non-acquis avec la valeur minimale de l’image de profondeur.
Ne´anmoins, cette solution ne re´sout pas le proble`me de manie`re ge´ne´rale. Analysons le cas du trottoir incline´ avec
l’algorithme de λ- zones plates (voir Figure. 10.8). Une valeur λ < ∆3 ne re´unirait pas toutes les re´gions du sol.
Par contre, une valeur de λ ≥ ∆3 trop grande fusionnerait les re´gions du sol, mais elle pourrait aussi fusionner les
points de la fac¸ade. Dans les donne´es sur lesquelles nous travaillons, une segmentation de re´gions quasi-plates, avec
une valeur λ > 1m, pre´sente des fuites vers les fac¸ades. C’est pour cela que le remplissage des pixels non-acquis
doit eˆtre applique´ de manie`re locale, par rapport aux re´gions voisines.
En morphologie mathe´matique, il existe une technique qui permet de boucher des re´gions dites “trous. Un trou est
un ensemble de pixels dont le minimum n’est pas connecte´ au bord de l’image I [151]. L’algorithme de remplissage
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FIGURE 10.9 – Assignation des pixels manquants avec le remplissage de trous.
de trous consiste donc a` supprimer les minima qui ne sont pas lie´s au bord de l’image. Il utilise une reconstruction
morphologique par e´rosion (Rεf ) ou` le marqueur est une image a` la valeur maximale partout sauf sur son bord (voir
De´finition 20).
De´finition 20. Soit f une fonction et p un point quelconque dans f . Le remplissage de trous g pre´sente´ par
Soille [150]est de´fini par :
g = Fill (f) = Rεf (mk) (10.3)
ou`,
mk =
{
fp Si p est au bord
max (f) autrement
(10.4)
Observons le re´sultat dans le cas du trottoir incline´ avec le remplissage de trous comme l’illustre la Figure 10.9.
Dans ce cas, la valeur de λ ne´cessaire pour fusionner les re´gions du sol, y compris les objets, est infe´rieure a` la
premie`re solution pre´sente´e ante´rieurement. C’est pourquoi une valeur de λ = 1m sur les donne´es re´elles peut eˆtre
choisie afin d’e´viter les fuites vers la fac¸ade.
Ainsi, en utilisant l’algorithme de remplissage, on peut donc boucher les trous qui ne touchent pas le bord (voir Fi-
gure 10.10(b)). Malgre´ cela, comme on peut le constater dans la Figure 10.10(b), seuls quelques trous des donne´es
STEREOPOLIS ont e´te´ remplis. Pour mieux comprendre ce proble`me voici une description des diffe´rents types de
donne´es :
– Dans le cas des donne´es MENSI, les donne´es du sol sont de petites re´gions isole´es et e´parpille´es.
– Dans le cas des donne´es de syste`mes mobiles, pour une sce`ne comprenant beaucoup d’obstacles (par exemple
des voitures gare´es) ou de grands obstacles (des lampadaires), les trous sont connecte´s au bord de l’image.
Pour re´soudre ce proble`me, nous proposons de relier les re´gions du sol en utilisant le chemin de la distance mini-
male entre elles. Autrement dit, une re´gion sera relie´e a` sa voisine la plus proche. Le re´sultat final des connexions
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Syste`mes d’acquisition
VX c©MENSI Lara3D c©CAOR Stereopolis c©IGN
(a) Images de profondeur
(b) Remplissage de trous
(c) Connexion de re´gions
(d) Remplissage de trous apre`s la connexion de re´gions
FIGURE 10.10 – Estimation des pixels manquants en utilisant le remplissage de trous.
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Syste`mes d’acquisition
VX c©MENSI Lara3D c©CAOR Stereopolis c©IGN
(a) Segmentation λ−zones plates, λ = 1
(b) Fac¸ade-Sol 3D
FIGURE 10.11 – Segmentation Fac¸ade-Sol.
est illustre´ dans la Figure 10.10(c). Maintenant, les re´gions et leurs connexions forment de nouveaux trous qui
doivent eˆtre bouche´s. Le remplissage s’applique bassin par bassin de manie`re inde´pendante afin de re´aliser une es-
timation locale de la re´gion a` combler. La Figure 10.10(d) montre le nouveau remplissage de l’image de profondeur.
En utilisant l’image comble´e, nous pouvons appliquer la segmentation de zones quasi-plates (voir De´finition 10.2),
en obtenant comme re´sultat les images de la Figure 10.11(a). En choisissant la re´gion la plus grande, nous obtenons
le masque du sol. Cette premie`re re´gion pre´sente quelques trous produits par des e´le´ments tre`s hauts comme les
lampadaires. Afin de re´cupe´rer ces e´le´ments, on assigne au masque du sol tous ceux qui sont contenus dans le
premier masque. Le masque final est re´tro-projete´ sur le nuage de points, permettant la segmentation de nuages de
points 3D de fac¸ades et points du sol (voir Figure 10.11(b)).
10.5 Segmentation de fac¸ades en baˆtiments
Nous avons de´ja` de´crit dans le Chapitre 8 une technique automatique pour se´parer/segmenter la fac¸ade d’un
baˆtiment a` partir d’une image. D’ailleurs, comme nous l’avons de´ja` mentionne´, les images de texture sont ge´o-
re´fe´rence´es et recale´es aux nuages de points avec une matrice de came´ra P . En projetant la se´paration des fac¸ades,
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FIGURE 10.12 – Les e´tapes de la segmentation de fac¸ades en baˆtiments.
on pourra donc se´parer les donne´es 3D. Rappelons que le de´coupage dans l’image est fait a` partir d’une image
rectifie´e. Cette correction de perspective est re´alise´e en utilisant une matrice d’homographieH. Lorsque nous vou-
lons projeter la segmentation, les se´parations au niveau de l’image rectifie´e doivent passer au repe`re de l’image
originale avec la transformationH−1. Cette proce´dure est de´crite par le diagramme de la Figure 10.12.
Un exemple de cette segmentation est illustre´ sur la Figure 10.13. Les donne´es de fac¸ade de la Figure 10.13(b) sont
la sortie de la me´thode de segmentation fac¸ades-sol (voir section 10.4). Cette segmentation pre´alable est ne´cessaire
afin d’e´liminer les structures 3D qui se trouvent devant la fac¸ade par rapport au point de vue de la came´ra P . Pour
illustrer ce phe´nome`ne, on a colore´ le nuage de points avec l’image de texture et en rouge les points qui ne sont
pas dans l’image. Le re´sultat final de segmentation par baˆtiment est pre´sente´ dans la Figure 10.13(d).
Par ailleurs, toute information disponible sur l’image peut aussi eˆtre re´tro-projete´e sur les donne´es 3D en utilisant
la meˆme technique de´crite par le diagramme de la Figure 10.12. Un exemple est la projection des se´parations hori-
zontales par e´tage. La Figure 10.14(a) montre les divisions horizontales de la fac¸ade. Ces divisions sont projete´es
comme l’illustre la Figure 10.14(c).
10.6 Discussion
Dans ce chapitre, nous avons de´crit trois me´thodes de segmentation de nuages de points en ıˆlots, chaque ıˆlot en
points fac¸ade et en points sol ; chaque fac¸ade d’un ıˆlot en baˆtiments isole´s. Eventuellement, nous pourrons traiter
un nuage de points sans la segmentation pre´alable en ıˆlots, a` condition de ne pas de´passer la quantite´ de me´moire
disponible. Les me´thodes sont base´es sur la projection sur images, principalement en utilisant une vue supe´rieure
comme came´ra “virtuelle. Les me´thodes sont comple`tement automatiques avec les meˆmes parame`tres. C’est
pourquoi l’information des fac¸ades doit se trouver en grande partie dans l’axe z et les donne´es du sol doivent
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(a) Se´paration Verticale
(b) Donne´es Fac¸ade 3D
(c) Projection de l’image
(d) Projection de la se´paration
FIGURE 10.13 – Segmentation de fac¸ades en baˆtiments. Donne´es 3D c©IGN, Image 2D c©MENSI Rue Soufflot - Batıˆment N-13.
(a) Se´parations Horizontales (b) Donne´es 3D Colore´es (c) Projection de la se´paration
FIGURE 10.14 – Segmentation des e´tages de fac¸ades.
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eˆtre perpendiculaires aux fac¸ades. C’est normalement le cas pour les syste`mes d’acquisition de donne´es urbaines
ge´o-re´fe´rence´es. C’est pour cela qu’une des qualite´s des me´thodes pre´sente´es est l’inde´pendance aux syste`mes
d’acquisition, par exemple on obtient de bons re´sultats avec trois syste`mes de caracte´ristiques diffe´rentes.
Pour le cas des donne´es issues de syste`mes mobiles, la segmentation par ıˆlots se´pare les nuages de points en paˆte´s
de maisons afin de faciliter l’analyse de donne´es 3D denses. Deux strate´gies ont e´te´ mises en place par rapport
a` l’alignement des fac¸ades dans les donne´es a` traiter. La premie`re strate´gie est non-parame´trique ; ne´anmoins, la
technique est applique´e uniquement sur un seul coˆte´ de rue et avec une contrainte d’alignement de fac¸ades. La
deuxie`me strate´gie utilise des parame`tres caracte´ristiques des sce`nes urbaines tels que la hauteur minimale d’un
baˆtiment, la longueur minimale d’un ıˆlot, et la distance minimale qui les se´pare. Cette technique peut eˆtre applique´e
sur toutes les varie´te´s de donne´es 3D issues de syste`mes utilise´s pre´sente´s dans cette the`se. La principale faiblesse
de ces strate´gies est l’information manquante des fac¸ades, ne´cessaire pour assurer la connexion dans un ıˆlot donne´.
Ce proble`me est particulier aux baˆtiments de formes complexes comme les monuments historiques.
La segmentation fac¸ades-sol, comme son nom l’indique, cherche a` se´parer les donne´es fac¸ades de donne´es sol, y
compris les artefacts. La me´thode utilise principalement deux ope´rateurs morphologiques, le remplissage de trous
et la segmentation de zones quasi-plates. Le remplissage de trous est utilise´ apre`s une connexion de re´gions isole´es,
afin d’estimer la connexite´ du sol de manie`re locale. La segmentation de λ− zones plates utilise une valeur λ = 1m
pour garantir la fusion de pixels du sol, sans pre´senter de fuites vers les fac¸ades.
La me´thode de segmentation d’un baˆtiment utilise l’information de came´ra du ge´o-re´fe´rencement et la segmen-
tation de l’image 2D de´crite au Chapitre 8. La me´thode est applique´e aux donne´es de fac¸ades sans les artefacts
qui se trouvent dans la meˆme ligne de projection de la came´ra. Dans cette me´thode, aucun traitement additionnel
au niveau de la segmentation n’est effectue´, excepte´ la re´troprojection de la segmentation 2D. C’est pourquoi les
erreurs produites dans le de´coupage de la fac¸ade seront propage´es au nuage de points. De plus, si l’image de la
came´ra n’est pas soigneusement calibre´e, le de´coupage 3D produira des re´sultats errone´s. Une voie d’exploration
possible serait une sorte de segmentation coope´rative, c’est-a`-dire qu’elle utilise a` la fois l’information 2D et 3D
afin de rendre plus robuste la segmentation.
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11.1 Introduction
Dans le chapitre pre´ce´dent, nous avons pre´sente´ des techniques de segmentation de nuages de points en utilisant la
projection sur des images. Ce chapitre illustre une me´thode automatique de de´tection et d’interpre´tation d’artefacts
au niveau du sol, comme les ve´hicules, les pie´tons ou le mobilier urbain. Comme nous l’avons de´ja` mentionne´
dans l’e´tat de l’art, section 2.3.2, les approches existantes quant a` la de´tection et au filtrage d’artefacts pre´sentent
de fortes contraintes selon le syste`me d’acquisition [56, 97] ou se limitent a` un seul type d’objet a` de´tecter dans
la sce`ne [30, 121, 175]. Dans notre cas, l’acquisition de donne´es du projet est re´alise´e sans intervenir sur l’activite´
naturelle de la ville et avec trois syste`mes d’acquisition de caracte´ristiques diffe´rentes.
La de´tection des artefacts a plusieurs objectifs :
– Le filtrage de ces structures pour faciliter l’e´tape de mode´lisation de baˆtiments, de fac¸ades et de sol.
– L’utilisation des e´le´ments fixes, tels que les lampadaires, comme points de repe`re dans une proce´dure de recalage
entre plusieurs syste`mes ou entre plusieurs acquisitions d’un meˆme syste`me.
– La re´introduction de certains e´le´ments du mobilier urbain, ame´liorant le re´alisme visuel de la sce`ne mode´lise´e.
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La me´thode de de´tection des artefacts est re´alise´e sur l’image de profondeur, ne´anmoins d’autres informations
comme l’image d’accumulation et l’image de hauteur seront utilise´es pour l’extraction de caracte´ristiques supple´-
mentaires. La se´paration fac¸ades-sol pre´sente´e dans le chapitre pre´ce´dent, sera prise en compte dans ce chapitre.
Nous faisons en effet l’hypothe`se que les artefacts sont positionne´s sur le sol.
Dans la premie`re section, nous de´crivons la me´thode de de´tection d’artefacts. La section 11.2 illustre dans un
second temps la me´thode de classification. La dernie`re section de´taille les caracte´ristiques de nos approches.
11.2 De´tection et filtrage
Nous faisons l’hypothe`se que les artefacts se trouvent au sol. C’est pourquoi nous utilisons la se´paration fac¸ade-sol
pour extraire un masque du sol. Ensuite, nous ne traitons que les artefacts a` l’inte´rieur de ce masque. Comme
image de de´part nous utilisons l’image de profondeur comble´e que nous avons utilise´e pour la de´tection du sol
(voir la Figure 10.10(d)). Avec cette e´tape, l’image de profondeur est plus homoge`ne car cette transformation
re´duit e´galement le bruit sur les artefacts.
La me´thode de de´tection est base´e sur le chapeau haut de forme de l’algorithme de remplissage de trous (voir
De´finition 21).
De´finition 21. Soit f une fonction et p un point quelconque dans f . Le chapeau haut de forme du
remplissage de trous FTH(f) est de´fini par :
FTH(f) = Fill (f)− f (11.1)
Analysons l’illustration du trottoir incline´ de la Figure 10.9. Les deux artefacts sont des bosses sur le profil. Ainsi,
si nous inversons le profil, ces bosses deviennent des trous. En utilisant l’ope´rateur de chapeau haut de forme,
apre`s un remplissage de trous du profil inverse´, nous obtenons une de´tection d’artefacts avec une estimation de
leur hauteur. Comme on peut l’observer sur l’illustration de la Figure 11.1, les deux artefacts sont correctement
de´tecte´s.
Meˆme si on a de´crit la me´thode sur un profil, cette technique est utilise´e en 2D sur l’image de profondeur remplie.
Ne´anmoins, deux de´tails additionnels doivent eˆtre conside´re´s :
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FIGURE 11.1 – De´tection d’artefacts du profil 10.9.
– Une fois que l’image est inverse´e, le fond de l’image de profondeur (noir) devient la valeur maximale. De
cette manie`re, toute l’information de profondeur est un grand trou. Pour re´soudre ce proble`me nous inversons
seulement les points diffe´rents de ze´ro (les pixels a` ze´ro restent a` ze´ro).
– Les artefacts qui se trouvent a` la frontie`re, spe´cialement les voitures, manquent d’information late´rale a` cause de
la proximite´ des objets au capteur. En appliquant le chapeau haut de forme, l’artefact n’aura que l’information
de la partie haute. Le proble`me est corrige´ en ajoutant, autour du masque du sol du coˆte´ de la rue, un bord a` la
hauteur minimale de l’image de profondeur.
Un exemple qui illustre ces proble`mes et leurs solutions est pre´sente´ dans la Figure 11.2. Dans l’illustration deux
artefacts sont pre´sents et l’un d’eux est trop proche du syste`me d’acquisition. Comme nous l’avons mentionne´,
si nous appliquons le chapeau haut de forme de l’image inverse´e, une seule structure est de´tecte´e qui correspond
a` l’ensemble des pixels du ve´lo (voir Figure 11.2(b)). Il est donc ne´cessaire d’inverser uniquement les pixels
diffe´rents de ze´ro. Le nouveau re´sultat de de´tection, pre´sente´ par la Figure 11.2(c), illustre la bonne de´tection du
ve´lo. Par contre, la voiture reste lie´e au bord et elle ne sera pas de´tecte´e. En ajoutant le bord du coˆte´ de la rue, la
voiture est finalement de´tecte´e, comme le montre la Figure 11.2(d).
En fin, un seuil de 10cm est applique´ a` l’image re´sultante pour e´liminer les artefacts produits par la rugosite´ du sol
et les surfaces bruite´es. La me´thode est re´sume´e par le diagramme de la Figure 11.3(a).
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(a)
(b) (c) (d)
FIGURE 11.2 – (a) Illustration d’un artefact proche du capteur. (b) Proble`me d’inversion de points a` zero. (c) Proble`me des artefacts
colle´s au bord . (d) Re´sultat final.
(a) Diagramme de la de´tection d’artefacts. (b) De´tection 3D.
FIGURE 11.3 – Les e´tapes de la de´tection d’artefacts.
La me´thode pre´sente deux sorties : l’image d’artefacts et une image que nous appellerons le marqueur du sol.
Comme on peut l’observer, ce marqueur est le meˆme que le masque initial sans les pixels qui appartiennent aux
artefacts. Les images de sortie peuvent eˆtre re´tro-projete´es sur les nuages de points pour re´aliser la segmentation
3D comme la Figure 11.3(b) l’illustre.
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11.3 Classification d’artefacts
11.3.1 Artefacts connecte´s
Les artefacts sont bien de´tecte´s, ce qui permet de filtrer correctement les donne´es pour une mode´lisation des fac¸ades
et du sol. Par contre, leur classification ne´cessite que chaque artefact soit une composante connexe (CC) se´pare´e
des autres. Cependant, en utilisant une simple labellisation, il arrive que plusieurs artefacts restent connecte´s entre
eux, formant une seule CC. La Figure 11.4 illustre plusieurs situations d’une CC avec plusieurs artefacts : des
pie´tons en train de toucher un lampadaire (Figure 11.4(a)), deux voitures trop proches (Figure 11.4(b)) et un pie´ton
en train d’ouvrir la porte de sa voiture (Figure 11.4(c)).
(a) (b) (c)
FIGURE 11.4 – Exemples d’artefacts connecte´s.
Nous avons de´crit un artefact comme une bosse, ainsi le nombre d’artefacts connecte´s dans une meˆme CC de´pend
du nombre de bosses qu’elle renferme. Ces bosses peuvent eˆtre exprime´s en termes de nombre de maxima de la
CC. Cependant, une CC peut avoir plusieurs maxima, cause´s par de petits pics et de la rugosite´ dans la partie
supe´rieure de l’artefact. Pour extraire les maxima les plus significatifs, deux filtres morphologiques sont utilise´s.
Une ouverture par surface [164] et un ope´rateur h-Maxima [150]. L’ope´rateur h-Maxima e´limine les maxima qui
ont une profondeur infe´rieure ou e´gale a` un seuil h. Il utilise une reconstruction morphologique par dilatation
Rδf (g) ou` le marqueur (g) est une image a` laquelle on a soustrait une constante h de 10cm.
Une fois les artefacts filtre´s, on utilise la ligne de partage des eaux de l’image de gradient avec des marqueurs.
Les marqueurs sont les maxima et le fond de l’image filtre´e. La Figure 11.5 illustre trois exemples de la se´paration
d’artefacts connecte´s, en montrant la performance de la me´thode.
11.3.2 Analyse de caracte´ristiques
Chaque CC de l’image est analyse´e afin de de´terminer le type d’artefact. Plusieurs cate´gories d’artefacts sont
conside´re´es : des lampadaires, des voitures et des pie´tons. Une quatrie`me classe qui reprend le reste (des poubelles,
des motos, des parcs me`tres, des abris de bus, etc.) est appele´e “Autres.
Les mesures calcule´es sont :
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(a) Entre´es.
(b) Sorties.
FIGURE 11.5 – (a) De´tection initiale et (b) Se´paration d’artefacts.
1. La moyenne, l’e´cart type, le maximum, le minimum et le mode de la hauteur [me`tres] ;
2. La moyenne, l’e´cart type, le maximum, le minimum et le mode de l’accumulation [nombre de points] ;
3. La surface de la composante connexe. Initialement, cette caracte´ristique est calcule´e en pixels. Toutefois,
en utilisant l’information de la came´ra, la valeur est transforme´e en me`tres carre´s. Cette transformation
homoge´ne´ise les e´le´ments qui appartiennent aux meˆmes classes dans l’ensemble d’images (les images de
profondeur sont ge´ne´re´es de manie`re inde´pendante, selon la re´solution du syste`me d’acquisition).
Nous avons manuellement annote´ une base de donne´es pour e´tablir une ve´rite´ terrain de 442 artefacts : (67 voitures,
33 lampadaires, 198 pie´tons et 144 autres). Afin d’analyser les caracte´ristiques par rapport a` leur pouvoir discri-
minant nous utilisons le crite`re de lambda de Wilk [101, 135]. Le Lambda de Wilk est une statistique utilise´e par
l’analyse factorielle discriminante [10] dans le but de tester si plusieurs groupes d’observations multi-varie´es ont
des moyennes significativement diffe´rentes. L’ide´e est de se´lectionner les variables au fur et a` mesure en utilisant
le crite`re de lambda. La Figure 11.6(a) montre les variables ordonne´es selon cette me´thode.
Une distribution de classes avec les trois premie`res caracte´ristiques est illustre´e sur la Figure 11.6(b). Ici, la surface
est la variable caracte´ristique des voitures et la moyenne de la hauteur celle des lampadaires. Ne´anmoins, la classe
“Autres est entrecroise´e principalement avec la classe des pie´tons. Ce comportement est mis en e´vidence dans le
processus de classification de la section 11.3.3.
11.3.3 Classification
En utilisant les onze caracte´ristiques, nous e´liminons d’abord les CCs de petite taille (1cm2) et dont le maximum
de l’accumulation est infe´rieur a` 3 points. Puis nous utilisons deux me´thodes de classification supervise´es, l’analyse
line´aire discriminante (ALD) [43] et les se´parateurs a` vastes marges (support vector machine SVM) [27, 35, 160].
La classification a e´te´ valide´e en utilisant la validation croise´e (K-fold cross validation, K= 10).
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(a) Se´lection de caracte´ristiques (Crite`re ordonne´ de lambda de
Wilk
(b) Distribution de classes µH vs Surface vs
maxAcc
FIGURE 11.6 – Se´lection de caracte´ristiques.
Les re´sultats de classification sont pre´sente´s dans les matrices de confusion des Tables 11.1 et 11.2, respectivement.
Les tables montrent de bons re´sultats de classification avec l’utilisation des onze caracte´ristiques. Le classifieur
SVM pre´sente une meilleure performance que l’ALD, car l’erreur totale de classification en utilisant l’ALD est de
18, 09% et de 14, 93% en utilisant le SVM. Dans le cas du SVM, tous les lampadaires ont e´te´ bien classifie´s, et les
voitures et les pie´tons ont de bons taux de classification, de 91, 04% et de 96, 97%. Ne´anmoins, une grande quantite´
d’artefacts de la classe “Autres ont e´te´ classifie´s comme des pie´tons. Un exemple de ce proble`me est pre´sente´
avec les horodateurs qui sont des structures avec des caracte´ristiques e´quivalentes a` celles des pie´tons (hauteur et
surface similaires). Les deux classifieurs pre´sentent ce proble`me d’entrecroisement.
De´tecte´s
Ve´rite´ Terrain Voitures Lampadaires Pie´tons Autres
Voitures 87,08% 0,0% 1,35% 11,55%
Lampadaires 0,0% 90.42% 9,58% 0,0%
Pie´tons 0,0% 0.0% 97,16% 2,83%
Autres 6,82% 0,06% 39,90% 53,20%
TABLE 11.1 – Matrice de Confusion ALD.
Un exemple de de´tection et classification d’artefacts est pre´sente´ dans la Figure 11.7. Comme la Figure 11.7(a)
l’illustre, la de´tection d’artefacts (meˆme sans classification) est utile pour filtrer les donne´es et faciliter la mode´lisation
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De´tecte´s
Ve´rite´ Terrain Voitures Lampadaires Pie´tons Autres
Voitures 91,04% 0,0% 0,0% 8,96%
Lampadaires 0,0% 100,0% 0,0% 0,0%
Pie´tons 0,0% 0,0% 96,97% 3,03%
Autres 7,64% 1,39% 28,47% 62,50%
TABLE 11.2 – Matrice de Confusion SVM.
des fac¸ades et du sol. La me´thode permet la de´tection de lampadaires, de voitures et de pie´tons ainsi que la loca-
lisation d’autres artefacts non encore reconnus (Figure 11.7(b)). Cependant dans cet exemple, un abri de bus a e´te´
de´tecte´ dans la classe des lampadaires et une petite voiture dans la classe “Autres.
11.4 Discussion
Dans ce chapitre nous avons ouvert une voie d’exploration pour l’extraction et la classification d’artefacts. La
me´thode de de´tection est base´e sur le chapeau haut de forme du remplissage de trous. La me´thode de´tecte, de
manie`re automatique et avec les meˆmes parame`tres, les artefacts d’une sce`ne quelle que soit leur forme. Une fois
que les artefacts sont de´tecte´s, et sans avoir besoin de la classification, le filtrage des donne´es de fac¸ades et du
sol devient possible. Cette me´thode pre´sente de bons re´sultats pour l’ensemble de la base de donne´es. Cependant,
quelques artefacts e´chappent a` la de´tection car ils sont trop fins ou proches a` la fac¸ade. Cette dernie`re situation se
produit du fait que les artefacts sont connecte´s au bord du masque du sol (coˆte fac¸ade) et par conse´quent le chapeau
haut de forme ne les de´tecte pas.
Le filtrage de donne´es du sol est fait en utilisant la re´tro-projection de l’image d’artefacts et le masque du sol sur le
nuage de points. Ne´anmoins, des points du sol acquis par le capteur sont assigne´s a` des points d’artefacts parce que
la de´tection est faite a` partir d’une vue supe´rieure de la sce`ne et que le sol se trouve en-dessous de l’artefact. Si un
artefact est non-convexe (comme les arbres) le nombre de points du sol acquis assigne´s a` l’artefact peut eˆtre e´leve´.
La Figure 11.8 sche´matise la de´tection de deux artefacts : une voiture et un arbre. La voiture est plutoˆt convexe
et c’est pour cela que le te´le´me`tre laser n’acquiert pas de donne´es de sol sous la voiture. Par contre, l’arbre est
non-convexe et plusieurs points du sol sont acquis. Apre`s la de´tection, ces points sol qui se trouvent en-dessous des
artefacts seront assigne´s par erreur comme points de l’artefact. Un traitement en 3D peut eˆtre mis en place pour la
re´cupe´ration de ces points comme donne´es de sol, qui sont ne´cessaires dans la segmentation de la chausse´e (voir
Chapitre 12).
Dans la section 11.3.1 nous avons pre´sente´ une me´thode pour la se´paration d’artefacts qui sont connecte´s dans une
meˆme composante connexe CC. Cette se´paration est un point important et ne´cessaire en vue d’aboutir a` une bonne
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(a) De´tection d’artefact et Filtrage de donne´es fac¸ade-sol.
(b) Classification d’artefacts.
FIGURE 11.7 – Re´sultats des me´thodes de de´tection et classification d’artefacts.
classification des artefacts. Ne´anmoins, a` partir d’une vue supe´rieure, plusieurs artefacts peuvent eˆtre masque´s par
d’autres et ne pourront donc eˆtre se´pare´s. Par ailleurs, la me´thode est base´e sur le nombre de maxima dans la
CC, e´tant donne´ qu’un artefact est de´crit comme une bosse depuis la vue supe´rieure. Cependant, certains artefacts
(les arbres par exemple) ont plusieurs maxima et la CC sera de´coupe´e en plusieurs artefacts. Ces deux proble`mes
seront illustre´s plus en de´tail dans les sections 11.4.1 et 11.4.2, respectivement.
Par rapport a` la classification, deux me´thodes d’apprentissage supervise´ ont e´te´ teste´es, ALD et SVM. Le meilleur
taux de classification est obtenu avec le classifieur SVM avec un taux d’erreur de 14, 93%. Le principal proble`me
dans la classification est la grande variabilite´ intra-classe de la classe “Autres qui implique trop d’erreurs. Une
analyse approfondie de cette classe est ne´cessaire afin d’augmenter la performance de la classification. Par ailleurs,
la classification est base´e sur l’extraction de caracte´ristiques de l’image de profondeur de la CC de chaque arte-
fact. C’est pourquoi, avec cette me´thode, on ne pourra pas distinguer un pie´ton d’un horodateur car ils ont des
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FIGURE 11.8 – Points sol assigne´s comme artefact.
caracte´ristiques tre`s similaires. Plusieurs alternatives sont envisageables pour ame´liorer la de´tection et la classifi-
cation dans ce type de circonstances :
– Pour une premie`re de´tection d’artefacts fixes et mobiles, l’acquisition en deux temps de la sce`ne est une option,
sous la contrainte d’avoir besoin du double de me´moire de stockage et de temps de calcul.
– L’utilisation de l’information couleur et des descripteurs de forme 3D comme cela a e´te´ pre´sente´ dans [121] pour
la de´tection de voitures. Afin d’utiliser un processus multimodal, couleur et ge´ome´trie, les donne´es doivent eˆtre
soigneusement recale´es, et de plus acquises dans le meˆme instant de temps. Du coˆte´ des descripteurs de forme
3D [83], une ve´rite´ terrain est ne´cessaire pour chaque artefact a` de´tecter. Ce point rend la taˆche plus difficile
dans le cas de plusieurs artefacts.
– Dans le cas de donne´es 3D issues d’un processus de ste´re´ogramme´trie, l’information 2D et 3D est facilement
exploitable pour la de´tection d’artefacts comme cela a e´te´, par exemple, pre´sente´ dans [22]. Cette approche
pre´sente une de´tection d’artefacts (des voitures, des pie´tons, des arbres, des panneaux de signalisation, des
barrie`res) et d’autres e´le´ments de la sce`ne urbaine (des baˆtiments, des trottoirs, des rues) en utilisant une ve´rite´
terrain de 600 images segmente´es manuellement de frames de vide´o. La me´thode exploite les caracte´ristiques
couleurs de l’image, le mouvement de la vide´o et le 3D de la ste´re´o. La me´thode des foreˆts ale´atoires comme
technique de classification est utilise´e.
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11.4.1 Artefacts cache´s et non-se´paration d’artefacts
Comme nous l’avons de´ja` mentionne´, la de´tection d’artefacts est re´alise´e en utilisant une projection sur images de
la vue supe´rieure de la sce`ne. Pourtant, certains artefacts de grande taille peuvent occulter d’autres artefacts qui se
trouvent en-dessous.
(a) (b)
FIGURE 11.9 – Illustration d’artefacts cache´s.
Un exemple de cette proble´matique est illustre´e sur la Figure 11.9(a). Avec notre me´thode, le pie´ton ne sera
pas de´tecte´ et ses points 3D seront assigne´s a` l’arbre. La Figure 11.9(b) montre d’ailleurs un exemple ou` meˆme
si l’occultation n’est pas totale, les deux artefacts restent connecte´s dans la meˆme CC car celle-ci n’a qu’un
maximum. Des me´thodes d’analyse 3D, par exemple la reconnaissance d’objets dans des points 3D [83], pourront
eˆtre utilise´es comme e´tape de post-traitement pour la se´paration d’artefacts.
11.4.2 Non-se´paration d’artefacts
On vient de pre´senter la non-se´paration comme un proble`me qui re´duit la performance de notre me´thode. Ne´anmoins,
la se´paration inde´sirable de points 3D d’un meˆme artefact produit une caracte´risation errone´e et donc une mauvaise
classification.
FIGURE 11.10 – Illustration d’une
se´paration inde´sirable.
La Figure 11.10 montre ce proble`me, car l’arbre est se´pare´ en trois par-
ties. Une solution envisageable est de se´parer une CC seulement si le
nombre de maxima est infe´rieur a` une valeur donne´e. Dans le cas concret
des arbres, nous pourrons e´galement mesurer la variabilite´ ou l’entropie
de la forme et de la hauteur de laCC. Cette information est discriminante
pour les arbres du fait de leur haute variabilite´.
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12.1 Introduction
La plupart des approches dans la mode´lisation d’environnements urbains se focalisent sur la segmentation et la
mode´lisation de baˆtiments et de fac¸ades. Ne´anmoins dans l’objectif d’une mode´lisation comple`te de l’environne-
ment urbain, l’information de la chausse´e est aussi importante. On trouve dans la Figure 12.1 trois exemples de
diverses e´tapes de la mode´lisation urbaine dont la premie`re consiste a` mode´liser un baˆtiment (voir Figure 12.1(a)).
En utilisant la me´thode de de´tection et de classification des artefacts, pre´sente´e dans le chapitre pre´ce´dent, les
lampadaires peuvent eˆtre ajoute´s a` la mode´lisation de la sce`ne, comme l’illustre la Figure 12.1(b). Cependant, la
sce`ne reste incomple`te, l’information de la chausse´e est ne´cessaire afin de perfectionner la mode´lisation et d’avoir
une vue d’ensemble. Le mode`le complet avec la mode´lisation du trottoir et de la rue est pre´sente´ dans la Figure
12.1(c) dont nous pouvons remarquer le re´alisme de la sce`ne en la comparant au mode`le minimaliste d’un simple
baˆtiment de la Figure 12.1(a).
Dans les donne´es issues des syste`mes d’acquisition, principalement les donne´es LIDAR, on trouve l’information
de la chausse´e. Ces donne´es nous permettent d’exploiter celle-ci et donc d’alimenter le mode`le urbain en augmen-
tant son re´alisme.
163
Chapitre 12. Segmentation de la Chausse´e
(a) (b) (c)
FIGURE 12.1 – Mode´lisation : (a) d’un baˆtiment, (b) avec des lampadaires et (c) avec la chausse´e.
De manie`re ge´ne´rale, les approches de segmentation de routes ont pour but la de´tection des axes routiers et la
de´limitation de zones urbaines en utilisant des donne´es ae´riennes LIDAR [166] et des donne´es images [71]. Un
e´tat de l’art de ces types d’approches a e´te´ pre´sente´ dans [136]. Par ailleurs, avec des donne´es prises au sol,
ou` la se´paration trottoir-rue devient possible, les travaux de recherche ne sont pas nombreux. Brostow et al. [22]
cherchent la segmentation des pixels vide´o et des points 3D, issus de la ste´re´ogramme´trie ; re´partis en douze classes
parmi lesquelles on rencontre le trottoir et la rue. De plus, une large base de donne´es d’images e´tiquete´es manuelle-
ment a e´te´ en 2009 cre´e´e [82]. La base posse`de les e´tiquettes route et trottoir. Cependant, les travaux qui exploitent
cette base se focalisent sur la de´tection de baˆtiments et de feneˆtres [81].
Dans ce chapitre nous pre´sentons une me´thode de segmentation de la chausse´e a` partir de donne´es LIDAR de
syste`mes mobiles. La me´thode s’appuie sur la projection du minimum sur images de donne´es sol en re´duisant les
proble`mes des artefacts (voir section 12.2). Cette image est segmente´e en utilisant l’algorithme de zones quasi
plates comme l’illustre la section 12.3. La section 12.4 pre´sente la de´tection de la se´paration trottoir-rue avec l’aide
d’une repre´sentation en un graphe.
12.2 Projection sur images sans artefacts
Les principaux proble`mes dans la segmentation automatique de la chausse´e sont les artefacts et les occlusions
produites durant l’acquisition des donne´es. La Figure 12.2(a) montre un exemple ou` tous les points du sol sous les
arbres ont e´te´ manque´s.
De plus, en utilisant la projection de la distance maximale a` partir de la vue supe´rieure, plusieurs points du sol sont
masque´s par les artefacts (voir Figure 12.3(a)). Nous pourrions penser qu’en projetant les points avec la distance
minimale, ce proble`me serait re´solu. Cependant, ce n’est pas le cas parce que plusieurs points des artefacts n’ont
pas leurs points au sol correspondants. Ainsi, en projetant la distance minimale, ces points artefacts y resteront
comme l’illustre la Figure 12.3(b). En comparant les Figures 12.3(a) et 12.3(b) nous observons une diminution
conside´rable du nombre de pixels d’artefacts dans l’image, ne´anmoins celle-ci n’est pas suffisante pour une analyse
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(a) Donne´es manque´es au sol (b) Approximation d’un plan
FIGURE 12.2 – (a) Points du sol manque´s en vert et (b) Points qui appartiennent au plan estime´ en cyan.
au sol car les artefacts produisent encore des discontinuite´s a` ce niveau. Afin de re´cupe´rer ces points du sol sans
les artefacts, nous re´tro-projetons le marqueur du sol issu de l’e´tape de de´tection d’artefacts (voir Figure 11.3(a)).
Ensuite, une approximation d’un plan avec les points se´lectionne´s est re´alise´e. Les points qui se trouvent a` une
distance infe´rieure a` une valeur donne´e seront conside´re´s comme points du sol. La distance choisie est deux fois
l’e´cart-type de la distance entre le plan estime´ et les points utilise´s dans l’approximation, et de cette manie`re, nous
obtenons les points du sol acquis par le te´le´me`tre laser. La Figure 12.2(b) illustre la se´lection des points du sol. En
utilisant les points se´lectionne´s, nous re´ge´ne´rons une nouvelle projection sur images avec la distance minimale des
points au plan de la came´ra. Nous utilisons la distance minimale pour prendre principalement l’information qui se
trouve dans la partie basse de la sce`ne.
Finalement, nous filtrons l’image avec une ouverture par surface de taille 50cm2, afin d’e´liminer certains morceaux
d’artefacts qui sont reste´s dans la projection. Une comparaison des images utilise´es pour la de´tection d’artefacts et
pour la segmentation de la chausse´e est illustre´e sur la Figure 12.3. On peut observer que l’information au-dessous
des arbres a e´te´ re´cupe´re´e. D’ailleurs nous voyons, en comparant les Figures 12.3(c) et 12.3(d), que plusieurs points
de bruit ont e´te´ enleve´s car les structures du sol deviennent visibles a` l’œil nu.
12.3 Segmentation des points du sol
Le but de cette segmentation est de se´parer les pixels du sol qui appartiennent au trottoir et a` la rue en re´gions dis-
jointes. La me´thode utilise la ligne de partage des eaux contrainte par des marqueurs. La de´tection des marqueurs,
ne´cessaire pour la segmentation, est pre´sente´e dans la section 12.3.1. La Figure 12.4 illustre le processus en ge´ne´ral
et un exemple de segmentation.
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(a) Distance maximale. (b) Distance minimale.
(c) Chausse´e : Distance minimale de points
se´lectionne´s.
(d) Chausse´e filtre´e.
FIGURE 12.3 – Projection sur images.
12.3.1 Se´lection de marqueurs
D’abord, une segmentation fine de l’image de profondeur est re´alise´e en utilisant l’algorithme de λ−zones plates
(voir De´finition 19). L’ide´e de cette segmentation est d’avoir le nombre minimum de re´gions, tout en gardant les
re´gions de la route et du trottoir se´pare´es, et c’est pourquoi le choix de la valeur λ est important. La valeur de λ doit
eˆtre infe´rieure a` la hauteur minimale qui se´pare la rue du trottoir. Malheureusement, dans l’ame´nagement urbain, les
normes strictes de la hauteur de la chausse´e ne sont pas disponibles. Ne´anmoins, dans les zones me´tropolitaines, les
hauteurs propose´es sont : 20mm pour les passages pie´tons (acce`s handicape´s), 40mm pour l’acce`s des ve´hicules
(parkings principalement) et 140mm pour le trottoir.
La Figure 12.5 montre un exemple de segmentation avec deux valeurs de λ infe´rieures a` 20mm. Cependant, comme
nous pouvons l’observer dans la Figure 12.5(d), meˆme avec une valeur de 10mm, plusieurs re´gions du trottoir sont
fusionne´es avec la rue. C’est pour cela qu’apre`s plusieurs tests, une valeur de 5mm a e´te´ choisie afin d’e´viter
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FIGURE 12.4 – Diagramme de la segmentation de la chausse´e.
les fuites vers les endroits d’acce`s aux personnes a` mobilite´ re´duite. Le re´sultat de la segmentation 5mm− zones
plates est illustre´ sur la Figure 12.5(c).
Avec cette valeur de λ = 5mm la me´thode produit beaucoup de petites re´gions, a` cause de la rugosite´ du sol.
En conse´quence, une se´lection par attribut de surface est effectue´e, en choisissant les re´gions de plus de 20cm2
comme marqueurs de la segmentation.
12.3.2 Estimation du gradient
Le calcul du gradient est fait en utilisant un gradient morphologique de l’image de profondeur. Ne´anmoins, une
e´tape pre´alable pour estimer l’information manquante produite par les occlusions d’artefacts est mise en œuvre.
Dans la section 10.4, nous avons pre´sente´ une me´thode pour le remplissage de trous afin de se´parer la fac¸ade du sol.
Dans cette me´thode une propagation des minima est re´alise´e de manie`re locale sans tenir compte des diffe´rentes
variations du sol. Cette approximation est suffisante pour estimer grossie`rement l’information du sol et donc le
se´parer de la fac¸ade. Par contre, dans le cas de la se´paration trottoir-rue, cette estimation pourrait donner des
re´sultats errone´s. Une illustration d’un trou dans la se´paration trottoir-rue est pre´sente´e sur la Figure 12.6(a). En
appliquant le remplissage de la De´finition 20 nous obtenons la Figure 12.6(b). Ide´alement, le remplissage d’un trou
doit suivre d’un coˆte´ l’information de la rue et d’un autre coˆte´ l’information du trottoir comme l’illustre la Figure
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(a) Sce`ne de la place du Panthe´on
(b) Image de profondeur (c) λ = 5mm (d) λ = 10mm
FIGURE 12.5 – Segmentation de λ−zones plates.
12.6(c).
(a) Illustration d’un trou. (b) Remplissage classique. (c) Remplissage souhaite´.
FIGURE 12.6 – Illustration de l’information manquante dans la se´paration trottoir-rue.
Apre`s plusieurs observations de la zone de test, nous avons constate´ que la direction de la ligne de se´paration
trottoir-rue coı¨ncide avec la direction de la fac¸ade. La de´tection de la ligne de la fac¸ade est re´alise´e en utilisant la
transforme´e de Hough qui a e´te´ de´crite par la section 10.3.1. Pour l’exemple de la Figure 12.2, la ligne de la fac¸ade
est illustre´e dans la Figure 12.7(a). Une fois la ligne de´tecte´e, l’information manquante est estime´e dans la famille
de lignes paralle`les a` la ligne de la fac¸ade. Le re´sultat du remplissage de la Figure 12.7(b) est pre´sente´ dans la
Figure 12.7(c). Nous pouvons constater la bonne estimation de la de´limitation trottoir-rue et des autres structures
comme la re´gion parking et la de´limitation de la partie basse des arbres. Dans le zoom 2 de la Figure 12.7(c), nous
remarquons certaines traces dans la direction de la fac¸ade car la rue est en pente et les trous ont une dimension
importante. C’est pour cette raison que nous estimons l’information manquante pour calculer le gradient et non pas
pour extraire les marqueurs de la segmentation.
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(a) Ligne de la fac¸ade (b) Image avec les trous (c) Image remplie.
FIGURE 12.7 – Remplissage directionnel des trous en utilisant la ligne de la fac¸ade. (a) La ligne de la fac¸ade en vert.
12.4 Se´lection de frontie`res des re´gions
Une fois que la segmentation est calcule´e, un graphe d’adjacence des re´gions (region adjacency graph RAG
en anglais) est obtenu pour repre´senter ce re´sultat. La repre´sentation RAG permet de se´lectionner les re´gions
frontalie`res entre le trottoir et la route.
FIGURE 12.8 –
Le bord local de
l’e´paisseur d = 1.
Notons RAG comme G = (R, E,W ) ou` R = {ri} est une partition en re´gions disjointes
et E = {eij = ri, rj} est l’ensemble des areˆtes repre´sentant les relations de voisinage. A
chaque areˆte eij , un poids wij peut eˆtre assigne´. Ce poids donne une mesure de la diffe´rence
entre les deux re´gions. Dans notre cas, le poids wij est simplement obtenu a` partir de la
diffe´rence moyenne calcule´e de part et d’autre de la frontie`re sur un bord d’e´paisseur d (voir
la Figure 12.8). Ce calcul du contraste d’un bord augmente la robustesse de la me´thode contre
les acce`s des pie´tons et la rugosite´ du sol. Apre`s plusieurs tests, nous avons choisi d = 5pix.
Finalement, les areˆtes d’une valeur entre 50mm et 180mm sont choisies comme la frontie`re
entre le trottoir et la route.
La Figure 12.9 illustre le bord local pour calculer wij , la ge´ne´ration du RAG et la segmen-
tation finale (extraction du contour). On peut voir la bonne de´limitation de la chausse´e. De
plus, on observe la de´tection de la zone de parking et le bord de la plantation des arbres.
Dans la meˆme dynamique que tous nos traitements de nuages de points sur images, pre´sente´s dans les chapitres
pre´ce´dents, les re´sultats de la segmentation de la chausse´e sont re´tro-projete´s sur les nuages de points. Un exemple
de cette segmentation 3D est illustre´ sur la Figure 12.10.
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FIGURE 12.9 – Diagramme de la segmentation finale de la chausse´e.
(a) Nuages de Points (b) Segmentation 3D
FIGURE 12.10 – Projection de la segmentation sur le nuage de points original
12.5 Discussion
Dans ce chapitre nous avons pre´sente´ une me´thode de de´tection de la se´paration de la rue et du trottoir. La me´thode
utilise la projection sur des images de la valeur minimale de donne´es du sol pour re´duire l’influence des artefacts.
Les donne´es au sol sont se´lectionne´es en utilisant l’approximation au plan du marqueur du sol. Cette approximation
est une strate´gie simple de mise en œuvre afin de re´cupe´rer les points 3D cache´s sous des artefacts (Par exemple
un arbre) qui n’ont pas e´te´ de´tecte´s par la segmentation a` partir de la vue supe´rieure. Cependant, un plan n’est
pas l’estimation optimale quand il s’agit des formes de chausse´e plus complexes, telles que les intersections de
rues. C’est pourquoi nous proposons d’explorer une approximation avec des courbes parame´triques, par exemple
les splines ou les NURBS [124]. Ces courbes permettront a` la fois de se´lectionner les points du sol et d’estimer les
donne´es manquantes produites par les occlusions.
Un autre point important a` mentionner est la pre´cision de notre me´thode. D’abord la me´thode pre´sente´e est seule-
ment utilise´e avec les donne´es issues de syste`mes mobiles, car ceux-ci ont une haute re´solution de points au niveau
de la chausse´e. En effet, nous travaillons dans les limites de la re´solution et de la pre´cision du syste`me car l’al-
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gorithme de zones quasi plates utilise une valeur de λ de 5mm. C’est pour cela que les proble`mes d’acquisition,
comme les sauts du GPS, affecteront de manie`re conside´rable la segmentation. La me´thode est robuste par rapport
aux petits points de bruit car ils sont e´limine´s apre`s la se´lection des re´gions les plus grandes. En outre, nous avons
bien segmente´ les acce`s des pie´tons (20mm) graˆce a` leur repre´sentation sur un graphe. Toutefois, si la hauteur de
l’acce`s des pie´tons est plus basse que 20mm, une partie du trottoir peut eˆtre fusionne´e avec la route, produisant
une mauvaise segmentation et donc la production d’une mauvaise estimation du contour de sortie.
Nous avons e´galement pre´sente´ l’estimation de donne´es manquantes en utilisant l’information de la direction de
la fac¸ade. Cette estimation aide a` la de´tection finale de la ligne qui se´pare la rue du trottoir derrie`re les obstacles.
Nous avons seulement analyse´ la direction de la fac¸ade comme une seule ligne droite. Cependant, pour trouver
la direction de bouts de rues, ou` il y a plusieurs directions de fac¸ades, d’autres mode`les devront eˆtre e´tudie´s.
Finalement, la sortie de la segmentation de la chausse´e est une image du contour comme l’empreinte au sol de la
se´paration. Une vectorisation du contour serait ne´cessaire pour permettre la mode´lisation de la chausse´e
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L’objectif principal de ce travail e´tait d’e´tudier des approches morphologiques dans une e´tape de segmentation
pre´alable a` la mode´lisation d’environnements urbains. Tout au long de ce me´moire, nous avons pre´sente´ des tech-
niques de segmentation d’images et des donne´es laser afin d’alimenter une mode´lisation base´e sur des re`gles. Nous
rappellerons dans un premier temps les diffe´rents apports de cette the`se puis nous proposerons des directions de
recherche dans la continuite´ de nos travaux.
13.1 Apports de cette the`se
13.1.1 Ouverture ultime
Nous avons analyse´ de manie`re approfondie l’ope´rateur d’ouverture ultime en tant qu’ope´rateur de segmen-
tation ge´ne´rique. Il s’agit d’un puissant outil non-parame´trique, intrinse`quement multi-e´chelle, permettant de
pre´server les structures les plus contraste´es de l’image. Nous avons aussi identifie´ ses limitations dues aux struc-
tures imbrique´es et aux transitions graduelles, en produisant des proble`mes de masquage et de fuites des objets
d’inte´reˆt. Enfin nous avons analyse´ diverses pistes de re´flexion concernant ses possibles extensions et nous en avons
de´veloppe´ trois. Nous avons e´galement propose´ une mise en œuvre de ces strate´gies, base´e sur l’imple´mentation
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de l’ouverture ultime en utilisant une structure Max-Tree, pre´sente´ dans [41].
La premie`re extension de´finit un nouvel ope´rateur θΩ qui associe l’information de forme a priori, dans une appli-
cation donne´e, en utilisant une fonction de similarite´. Dans la deuxie`me strate´gie deux nouvelles de´finitions ont
e´te´ propose´es : l’ouverture ultime ge´ode´sique et l’ouverture ultime hie´rarchique. Nous avons de´crit l’ouverture
ultime hie´rarchique de manie`re ge´ne´rale ; ne´anmoins nous avons de´termine´ le niveau de hie´rarchie optimale par
rapport a` un crite`re. D’ailleurs deux crite`res hie´rarchiques ont e´te´ propose´s : surface et he´te´roge´ne´ite´ couleur. La
dernie`re extension reprend la notion d’ouverture avec l’accumulation pre´sente´e dans [129]. Cet ope´rateur combat
principalement le proble`me duˆ aux transitions graduelles de l’image, en assignant aux structures un contraste plus
repre´sentatif. Meˆme si nous avons sacrifie´ le coˆte´ non parame´trique de l’ope´rateur classique, les trois ope´rateurs
restent toutefois faciles a` parame´trer. L’efficacite´ des trois approches a e´te´ de´montre´e dans le cadre de trois ap-
plications : segmentation d’images de fac¸ade, de´tection de texte enfoui et segmentation d’images de cellules. Les
re´sultats de segmentation montrent de manie`re ge´ne´rale la diminution des proble`mes de masquage et des fuites
avec les trois strate´gies propose´es. Cette partie a donne´ lieu aux publications suivantes : [63, 64, 69].
13.1.2 Segmentation pre´alable a` la mode´lisation urbaine
Nous avons propose´ des me´thodes d’analyse d’images et des donne´es laser qui travaillent de manie`re inde´pendante.
Concernant l’analyse d’images, l’utilisation de la projection du gradient n’est pas une me´thode nouvelle, mais le
fait d’utiliser plusieurs filtres morphologiques, telle que nous l’avons introduite dans nos travaux, constitue une
manie`re originale d’utiliser la technique avec des fac¸ades haussmanniennes. De plus, la me´thode permet d’ana-
lyser les images tre`s texture´es et meˆme avec de petits obstacles. Cette technique de projection a e´te´ utilise´e dans
plusieurs e´tapes de l’analyse des images de fac¸ade. Nous avons d’abord propose´ une me´thode pour la se´paration
des fac¸ades qui composent une image. Ensuite des me´thodes pour la de´composition d’une fac¸ade en e´tages et en
trave´es sont aussi pre´sente´es. Finalement, l’analyse a e´te´ mene´e jusqu’a` la de´tection de feneˆtres et de balcons. Les
re´sultats que nous obtenons sont tre`s satisfaisants. Tous les outils que nous avons de´veloppe´s durant ce travail, ont
bien re´pondu aux attentes qu’avaient les partenaires du projet. D’ailleurs ils ont e´te´ inte´gre´s dans une plateforme
de mode´lisation proce´durale, pour la cre´ation de mode`les de fac¸ade. Cette partie a donne´ lieu aux publications
suivantes : [66, 70].
En ce qui concerne l’analyse de nuages de points, les me´thodes s’appuient sur une image de profondeur et/ou
une image d’accumulation, en utilisant une came´ra “virtuelle”. Nous avons pre´sente´ une me´thode afin de se´parer
les nuages de points en ıˆlots et puis en fac¸ades et sol. Si les me´thodes pre´sente´es peuvent se re´ve´ler efficaces,
les proce´dures imple´mente´es de´pendent encore de la pre´cision et de la “proprete´” des nuages de points. Nous
faisons les hypothe`ses que les points qui appartiennent a` la fac¸ade se trouvent principalement perpendiculaires au
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plan XY . Si cela n’est pas le cas, des me´thodes pour la correction automatique de plans de fac¸ades devront eˆtre
e´tudie´es.
Par ailleurs l’un des apports majeurs de nos travaux est la me´thode de de´tection et de classification automatique
des artefacts. Elle permet d’un coˆte´ le filtrage des artefacts afin de faciliter la segmentation de fac¸ades et de la
chausse´e, de l’autre cote´ la re´introduction des certains objets du mobilier urbain (lampadaires) afin d’incre´menter
le re´alisme visuel d’une sce`ne mode´lise´e. Bien que dans la litte´rature, des me´thodes de de´tection d’objets sur des
donne´es Lidar ae´riennes existent, nous sommes vraiment dans une autre e´chelle d’analyse car nos donne´es sont
acquises au sol et avec des pre´cisions d’environ de 20cm. Nous de´tectons de manie`re satisfaisante tous les artefacts
visibles a` partir d’un point de vue supe´rieur de la sce`ne. Seuls les artefacts “cache´s” (artefacts sous un arbre) ou en
contact avec la fac¸ade ne sont pas encore bien de´tecte´s.
Dans cette partie, nous avons aussi de´veloppe´ une me´thode de segmentation de la chausse´e. La me´thode de´tecte
les variations de hauteur entre la route et le trottoir qui correspondent aux standards de la hauteur d’un trottoir.
Cette partie a donne´ lieu aux publications suivantes : [65, 67, 68].
Enfin, l’ensemble des outils propose´s dans cette the`se sont comple`tement automatiques avec les meˆmes parame`tres,
pour l’ensemble de donne´es teste´es.
13.2 Perspectives
Cette the`se constitue le premier travail du Centre de Morphologie Mathe´matique dans le domaine de l’analyse de
donne´es comme e´tape pre´alable a` la mode´lisation d’environnements urbains. Les re´sultats probants obtenus dans
le cadre de cette the`se laissent espe´rer de nouveaux projets dans la continuite´ de ce travail.
13.2.1 Validation
Un des axes de progre`s vise a` la “validation” quantitative des performances et de la fiabilite´ des modules que
nous avons pre´sente´s dans ce manuscrit. Les me´thodes ont de´ja` e´te´ teste´es sur une base de donne´es relativement
grande, mais petite par rapport a` la dimension d’une ville comme Paris. Par exemple, dans les me´thodes d’analyse
de nuages de points, d’autres types d’artefacts pourront eˆtre identifie´s afin d’ame´liorer leur classification.
Par ailleurs, meˆme si les me´thodes d’extraction se´mantique ont e´te´ de´veloppe´es afin de diviser des fac¸ades hauss-
manniennes, il serait inte´ressant d’e´valuer leur performance avec un autre type d’architecture.
13.2.2 Chaıˆne de traitement
Le Chapitre 7 illustre les re´sultats de trois applications des extensions de l’ouverture ultime propose´es dans cette
the`se. Cependant, les re´sultats restent de simples segmentations qui pourront eˆtre utilise´es par une chaıˆne de re-
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connaissance. Ainsi, pour les trois applications, une ve´rite´ terrain est ne´cessaire. Cette ve´rite´ terrain permettrait a`
la fois de re´aliser une e´tape d’apprentissage et d’e´tablir une mesure d’e´valuation de la segmentation. Dans le cas
particulier de la de´tection de texte enfoui, nous proposons d’inte´grer les nouveaux ope´rateurs dans la chaıˆne de
traitement pre´sente´e dans [129].
13.2.3 Combinaison des approches
Une voie de recherche particulie`rement inte´ressante a` conside´rer est la combinaison des approches pre´sente´es.
Pour l’instant, les trois parties (ouverture ultime, analyse d’image de fac¸ade et analyse de nuages de points) restent
inde´pendantes. Nous pouvons seulement citer l’approche de segmentation des nuages de points en baˆtiments qui
exploite le re´sultat de segmentation obtenu sur l’image de fac¸ade.
Dans une premie`re partie nous proposons de combiner les extensions de l’ouverture ultime entre elles. Par exemple,
nous pouvons facilement imaginer l’ouverture ultime hie´rarchique par ∆−attributs, de cette manie`re le coˆte´
hie´rarchique re´duira le proble`me de masquage et le coˆte´ accumulation produira des structures plus contraste´es.
Par ailleurs, il serait particulie`rement inte´ressant de combiner les approches de l’ouverture ultime avec celles
d’analyse d’images de fac¸ade dans le but de de´tecter les feneˆtres de manie`re locale. Rappelons que la de´tection
de feneˆtres par projection du gradient est re´alise´e globalement dans l’image, tous les e´tages a` la fois. Ainsi, en
combinant ces deux me´thodes nous pourrions de´tecter les composantes connexes des feneˆtres localement. De
cette manie`re, la nouvelle me´thode combinerait la robustesse de l’approche globale et la pre´cision de l’approche
ouverture ultime.
Finalement, nous proposons d’e´tudier une segmentation multimodale des donne´es images et laser. Il faut mention-
ner que pour re´aliser ce type de segmentation, un recalage “parfait” des donne´es est indispensable. La segmentation
multimodale pre´senterait de meilleurs re´sultats lorsque nous segmenterions des e´le´ments qui posse`dent les deux
types d’information, comme c’est le cas des balcons. D’ailleurs cette combinaison permettrait une localisation de
feneˆtres plus pre´cise car le laser traverse les vitres et donc sur les nuages de points il y aurait une discontinuite´
importante a` l’inte´rieure des feneˆtres.
13.2.4 Projet : Scan 3D en milieu urbain pour la mise a` jour de plans
Actuellement, un nouveau projet est en cours de montage. Celui-ci a pour but d’ame´liorer le processus de cre´ation
et de mise a` jour de cartes de voirie urbaine, en utilisant des me´thodes de releve´ mobile et d’analyse automatique
de sce`nes. Ainsi, les me´thodes de de´tection pre´sente´es dans cette the`se pourront eˆtre utilise´es pour l’identification
automatique des objets d’inte´reˆt.
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