Topics in quantum field theory by Dams, C.J.F.
PDF hosted at the Radboud Repository of the Radboud University
Nijmegen
 
 
 
 
The following full text is a publisher's version.
 
 
For additional information about this publication click this link.
http://hdl.handle.net/2066/27449
 
 
 
Please be advised that this information was generated on 2017-12-05 and may be subject to
change.
Topics in quantum field theory
Chris Dams
Topics in quantum field theory
een wetenschappelijke proeve op het gebied van de
Natuurwetenschappen, Wiskunde en Informatica
Proefschrift
ter verkrijging van de graad van doctor
aan de Radboud Universiteit Nijmegen
op gezag van de Rector Magnificus,
prof. dr. C.W.P.M. Blom,
volgens besluit van het College van Decanen
in het openbaar te verdedigen op dinsdag 13 juni 2006
des namiddags om 3.30 uur precies
door
Christianus Johannes Franciscus Dams
geboren op 26 april 1977
te Breda
Promotor: prof. dr. R.H.P. Kleiss
Manuscriptcommissie:
Prof. dr. S.J. de Jong
Prof. dr. E.L.M.P. Laenen, Universiteit Utrecht
Prof. dr. P.J.G. Mulders, Vrije Universiteit, Amsterdam
ISBN-10: 90-9020606-X
ISBN-13: 978-90-9020606-6
Contents
1 Basic field theory 7
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3 Scalar particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.1 Klein-Gordon Lagrangian . . . . . . . . . . . . . . . . . . . . 8
1.3.2 Klein-Gordon particles . . . . . . . . . . . . . . . . . . . . . . 10
1.3.3 Complex field . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 Wave packets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4.1 Density matrix . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4.2 Quantum distribution function . . . . . . . . . . . . . . . . . 14
1.5 Interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.5.1 Interacting particles . . . . . . . . . . . . . . . . . . . . . . . 18
1.5.2 Particle collisions . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.5.3 Particle decay . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.5.4 Unitarity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.5.5 Cutting a self-energy . . . . . . . . . . . . . . . . . . . . . . . 25
1.6 Dirac field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.6.1 Dirac algebra . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.6.2 Dirac Lagrangian . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.6.3 Weyl spinors . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.7 Gauge theories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.7.1 Maxwell field . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.7.2 Axial gauge fixing . . . . . . . . . . . . . . . . . . . . . . . . 31
1.7.3 Coupling to fermions . . . . . . . . . . . . . . . . . . . . . . . 32
1.7.4 Non-Abelian gauge fields . . . . . . . . . . . . . . . . . . . . 32
1.7.5 Non-Abelian gauge particles . . . . . . . . . . . . . . . . . . . 34
2 Renormalization 35
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2 QED in the axial gauge . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.2.1 The electron self-energy . . . . . . . . . . . . . . . . . . . . . 37
2.2.2 The photon self-energy . . . . . . . . . . . . . . . . . . . . . . 42
2.2.3 A QED-process . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3
4 CONTENTS
2.3 Scheme invariance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.3.1 Beta function coefficients . . . . . . . . . . . . . . . . . . . . 48
2.3.2 Renormalization scheme invariants . . . . . . . . . . . . . . . 49
2.3.3 Expansion in 1/X1 . . . . . . . . . . . . . . . . . . . . . . . . 50
2.3.4 Resumming the logarithms . . . . . . . . . . . . . . . . . . . 52
2.3.5 Proof of the iteration . . . . . . . . . . . . . . . . . . . . . . . 54
2.3.6 Resumming LX . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.3.7 Determining ΛQCD . . . . . . . . . . . . . . . . . . . . . . . . 56
2.3.8 How invariant is invariant, really? . . . . . . . . . . . . . . . . 57
2.3.9 Hadronic-R . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.3.10 Comparison with other solutions . . . . . . . . . . . . . . . . 59
2.3.11 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3 EW SM in the axial gauge 63
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.2 The Lagrangian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.2.1 The standard model before symmetry breaking . . . . . . . . . 64
3.2.2 Symmetry breaking . . . . . . . . . . . . . . . . . . . . . . . 65
3.2.3 Massive vector bosons . . . . . . . . . . . . . . . . . . . . . . 68
3.2.4 Fermions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.3 Feynman rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.3.1 Propagators . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.3.2 Triple boson couplings without Higgs . . . . . . . . . . . . . . 72
3.3.3 Triple boson couplings with Higgs . . . . . . . . . . . . . . . . 73
3.3.4 Coupling to the Fermions . . . . . . . . . . . . . . . . . . . . 74
3.3.5 Quadruple boson couplings among B, W and φW . . . . . . . . 75
3.3.6 Quadruple boson couplings with Z, and without φZ or H . . . . 76
3.3.7 Quadruple boson couplings with one φZ and no H . . . . . . . 77
3.3.8 Quadruple boson couplings with multiple φZ and no H . . . . 78
3.3.9 Quadruple boson couplings with one H . . . . . . . . . . . . . 79
3.3.10 Quadruple boson couplings with multiple H . . . . . . . . . . 80
3.4 Unphysical particles . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.5 Outgoing massive vector bosons . . . . . . . . . . . . . . . . . . . . . 82
3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.A Another approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4 Unstable particles 85
4.1 A divergent cross section . . . . . . . . . . . . . . . . . . . . . . . . 85
4.2 Unstable particle states . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.3 The linear beam-size effect . . . . . . . . . . . . . . . . . . . . . . . 87
4.3.1 Interpretation of the linear beam-size effect . . . . . . . . . . . 89
4.3.2 Application to a process . . . . . . . . . . . . . . . . . . . . . 91
4.3.3 Monte Carlo and gauge invariance . . . . . . . . . . . . . . . 93
4.4 Other cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
4.4.1 Infinitely wide beams: the wrong way . . . . . . . . . . . . . . 95
CONTENTS 5
4.4.2 Infinitly wide beams: the right way . . . . . . . . . . . . . . . 97
4.4.3 Pancake-shaped beams . . . . . . . . . . . . . . . . . . . . . . 99
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.A The pole scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
Chapter 1
Basic field theory
1.1 Motivation
This first chapter provides the field theoretical background for the later chapters.
These later chapters are mostly based on published results. For instance, the detailed
treatment of wave packets and particle collisions is the background for the chapter
on unstable particles. Also, when considering photons we discuss the axial gauge
because the same gauge is used for the electroweak standard model, where things
are more complicated.
I have attempted to present a consistent view on quantum field theory through-
out this thesis. For instance, the path integral formalism is used everywhere and
hardly any operator gets mentioned. This is particularly the case when we consider
particles. The more usual “particle creation/annihilation operators” are replaced by
“particle creation/annihilation configurations”. I believe this is a more intuitive way
to think of particles. The adiabatic limit that is often used to justify the definition
of asymptotic in/out-fields always seemed very counter-intuitive to me. The use of
particle creation/annihilation configurations allows us to view the the factor Z that
appears in the definition of asymptotic fields simply as a normalization factor of the
creation and annihilation configurations. In this view it is unnecessary to take the
limit t → ±∞, although this limit still gives simpler Feynman rules.
It is also shown how to remove the unphysical degrees of freedom in the case of
gauge theories in the context of using particle creation/annihilation configurations in
combination with the axial gauge. In the case of QED I think this is a more natural
method than the use of the Gupta-Bleuler formalism.
1.2 Preliminaries
We will be doing quantum mechanics in this thesis. In quantum mechanics, the state
of a system is fully specified by giving for all quantities the expectation value. The
state that we will start out with is called the vacuum state. In it, expectation values
7
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are to be calculated from
〈F〉 =
∫
Dφ F[φ]eiS [φ]∫
Dφ eiS [φ]
. (1.1)
φ is or are the fundamental quantities of our theory. Integration occurs over all possi-
ble ways these fundamental quantities can behave. eiS [φ] is the probability amplitude
for a particular behaviour. Such an integral is known as a path-integral. For a correct
classical limit, S is taken to be the action as it occurs in classical Lagrangian mechan-
ics. In the special case where φ is or are co-ordinates of particles the Schro¨dinger
equation can be recovered from this.
We will see that particles arise automatically for a rather natural choice of the
action S if the fundamental quantities φ are functions of space-time. Another reason
to consider fundamental quantities that are functions of space-time is that this is a
way to look for a quantum version of a classical field theory, such as electrodynamics.
If fundamental quantities depend on space-time, locality is implemented by having
an action of the form
S [φ] =
∫
d4xL(φ(x), ∂µφ(x)), (1.2)
where L is the Lagrangian density (often inaccurately called “Lagrangian”) of the
theory. Higher order derivatives can in principle occur in Lagrangians, but we will
not need them very often.
Most of the quantities that we want to find expectation values of can be written
in terms of products for the fundamental quantities. For instance, we might want to
calculate 〈φ(x)φ(y)〉. This is called the propagator. To make such a calculation more
convenient, we introduce the generating functional Z, given by
Z[J]
Z[0]
=
∫
Dφ eiS [φ]+i
∫
d4x J(x)φ(x)∫
Dφ eiS [φ] , (1.3)
where J is a function of space-time that is known as the source. Expectation values
of products can be calculated as
〈φ(x)φ(y)〉 =
[
1
i
δ
δJ(x)
1
i
δ
δJ(y)
Z[J]
Z[0]
]
J=0
. (1.4)
Special relativity is implemented by having a Lagrangian L that is invariant under
Lorentz transformations.
1.3 Scalar particles
1.3.1 Klein-Gordon Lagrangian
A good example of a Lagrangian that is invariant in the sense of special relativity is
the Klein-Gordon Lagrangian. It is given by
L = −1
2
m2φ2 + 1
2
∂µφ ∂
µφ. (1.5)
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We are going to calculate Z[J]/Z[0] as defined in equation (1.3) for this Lagrangian.
It is convenient to define the function ∆(x) of space-time given by
∆(x) =
∫
d4k
(2π)4
ie−ik·x
k2 − m2 + iǫ , (1.6)
where ǫ is a positive infinitesimal constant. This function satisfies, up to infinitesimal
quantities of order ǫ,
(m2 + ∂µ∂µ)∆(x) = −iδ4(x). (1.7)
In the path integral expression for Z[J]/Z[0], the substitution
φ(x) → φ(x) + i
∫
d4y∆(x − y)J(y) (1.8)
is made. After some partial integrations and using equation (1.7), we find that the
effect of this substitution is that
S [φ] +
∫
d4x φ(x)J(x) → S [φ] + i
2
∫
d4x d4y J(x)∆(x − y)J(y). (1.9)
I.e., the bilinear term in φ and J has disappeared. We conclude that
Z[J]/Z[0] = e−
1
2
∫
d4x d4y J(x)∆(x−y)J(y). (1.10)
Using equation (1.4) it follows that
〈φ(x)φ(y)〉 = ∆(x − y). (1.11)
Perhaps the reader has started wondering what the infinitesimal quantity ǫ was doing
in our formulas. The point is that without it equation (1.6) would not be integrable.
A prescription is needed that specifies what to do with the poles that occur in the
integrand. Different choices give different boundary conditions to the solutions of
equation (1.7). The choice can be made on mathematical grounds. Note that the
presence of such a choice indicates that the path integral as given so-far is even more
ill-defined than the mathematicians already thought. This can be remedied by adding
a convergence term to the Lagrangian. We turn it into
L = −1
2
m2φ2 +
1
2
∂µφ ∂
µφ+
i
2
ǫφ2. (1.12)
The new term improves the behaviour of the path integral for configurations where
the action is zero. At the same time 〈φ(y)φ(x)〉 is made precisely equal to ∆(y − x).
The occurrence of an infinitesimal quantity ǫ in the propagator is actually desirable.
It makes the two-point correlation strongly peaked in Fourier transformed variables.
Because of the properties of the Fourier transformation, this is equivalent to having
long-range correlations in position space. This is to be interpreted as a particle that
can travel over arbitrary distances.
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1.3.2 Klein-Gordon particles
We can also consider expectation values of products of more than two fields. An
interesting property that can be derived is that
〈φ(x1)φ(x2)φ(x3)φ(x4)〉 = 〈φ(x1)φ(x2)〉〈φ(x3)φ(x4)〉
+〈φ(x1)φ(x3)〉〈φ(x2)φ(x4)〉+ 〈φ(x1)φ(x4)〉〈φ(x2)φ(x3)〉. (1.13)
We already remarked that the presence of long-range correlations indicates that
something (a particle?) can travel through our field. Here we see another hint.
Correlations between four points arise in all possible ways that traveling of two par-
ticles in between four points can occur. Can this be made more precise? For instance,
can we say that a particle originates at some point and travels in a straight line to
some other point? We say that a field configuration is a creation configuration if it
only has correlations with fields at later times. Also, we say that a field configuration
is an annihilation configuration if it only has correlations with fields at earlier times.
As a basis of creation configurations we take the configurations a(~k, t)∗, defined by
a(~k, t)∗ = −i
∫
d3x e−ik·x
↔
∂0φ(x), (1.14)
where the symbol
↔
∂0 is defined as A
↔
∂0B = A∂0B − (∂0A)B and where the zeroth
component of x is given by the time t. The zeroth component of k is taken to be equal
to ω~k = (|~k|2 + m2)1/2. The latter choice ensures that we indeed have the correct
linear combination of φ(x) and ∂0φ(x) such that no correlations with fields at earlier
times occur. As a basis for the annihilation configurations we choose
a(~k, t) = i
∫
d3x eik·x
↔
∂0φ(x). (1.15)
The correlation between these configurations is given by
〈a(~k′, t′)a(~k, t)∗〉 = θ(t′ − t)δ˜(k − k′). (1.16)
Readers who think that a term involving δ(t′ − t) should be present, should read the
last few sentences of this section. δ˜ is the on-shell covariant delta function given by
δ˜(k − k′) = 2ω~k(2π)3δ3(~k − ~k′). (1.17)
It is the inverse of the on-shell covariant integration element d˜k, defined by
d˜k =
d4k
(2π)3
θ(k0)δ(k2 − m2) = d
3k
2ω~k(2π)
3
. (1.18)
Four-vectors p that satisfy p2 = m2 for the mass m of a particle are said to be on the
mass shell of that particle.
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Let us now look at an example of the creation of a wave packet. We consider the
creation configuration
ψ∗ =
∫
d3k e
− (~k−~k0)2
4σ2
k
+ik·x
a(~k, t)∗, (1.19)
where x0 is taken to be equal to t. We can now find that
〈ψ∗φ(y)〉 ∼ π3/2(2σk)3e−ik0 ·(y−x)θ(y0 > t)e
−σ2
k
(
~x−~y+ ~k0ω~k0
(y0−t)
)2
. (1.20)
This expression was obtained by assuming that σk is much smaller in magnitude than
|~k0|, so that we can make a Taylor expansion of the quantity ω~k around ~k0. We see
that we have created a wave packet that originates from the space-time point (t, ~x )
and travels with speed vector ~k0/ω~k0 .
This result shows us that the expectation values of creation and annihilation
configurations in the vacuum have properties that make them suitable as transition
amplitudes that describe the movement of quantum mechanical particles. We note
that this formalism can also represent states that are superpositions of states that
have different numbers of particles. Furthermore, in the case of more complicated
Lagrangians, the formalism can describe processes where the number of particles
changes dynamically. For instance, if we start with a state at time t1 with two parti-
cles with momenta p1 and p2 and at time t2 end up with three particles with momenta
q1, q2, and q3, the probability amplitude for this transition is given by
〈q1, q2, q3|p1, p2〉 = 〈a(p1, t1)∗a(p2, t1)∗a(q1, t2)a(q2, t2)a(q3, t2)〉, (1.21)
where t2 > t1. The brackets on the left-hand side denote a quantum mechanical
transition amplitude while the brackets on the right-hand side denote a vacuum ex-
pectation value as given by the path integral formula (1.1). Often the limits t1 → −∞
and t2 → ∞ will be taken. Note that the just-given formula does not apply to the case
where t2 < t1. The way to proceed in that case is to use that
〈q1, q2, q3|p1, p2〉 = 〈p1, p2|q1, q2, q3〉∗, (1.22)
to ensure that the later time occurs in the bra and not in the ket. The different
ways of handling t2 > t1 and t1 < t2 indicate that some care has to be taken when
expectation values of time derivatives of fields are considered. This is related to the
fact that taking a time derivative does not necessarily commute with calculating an
expectation value. We will not go into these issues but simply will not use results
obtained from correlating creation and annihilation configurations at the same time.
1.3.3 Complex field
In the foregoing we had one field. It is easy to imagine that we have two. We just
write down a Lagrangian like
L = −1
2
(m2 + iǫ)φ21 − 12(m2 + iǫ)φ22 + 12 ∂µφ1 ∂µφ1 + 12 ∂µφ2 ∂µφ2, (1.23)
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and not much will change. Sometimes it is more convenient to think of two fields
as being the real an imaginary part of a single complex field. In that case we would
like to change the integration element Dφ1Dφ2 in the path integral into DφDφ∗.
We think of the integrations Dφ and Dφ∗ just like ordinary integrations over a real
variable. This is done by defining that if the complex quantity φ is increased by an
infinitesimal amount dφ, we have φ + dφ = φ1 + dφ + i(φ2 + dφ). For an increase
by the infinitesimal quantity dφ∗, we would have φ+ dφ∗ = φ1 + dφ∗ + i(φ2 − dφ∗).
Note, however, that the Jacobian of this parameterization is not unity. To obtain a
Jacobian that is equal to 1, we define φ and φ∗ as
φ =
1√
2
(φ1 + iφ2);
φ∗ =
1√
2
(φ1 − iφ2).
(1.24)
If we use this, we find the Lagrangian
L = −(m2 + iǫ)φφ∗ + ∂µφ ∂µφ∗. (1.25)
I.e., the factors 1/2 have disappeared.
The propagator of this field is given by
〈φ(x)φ(y)∗〉 = ∆(x − y), (1.26)
where ∆ is the same function, given by equation (1.6), that we had for real fields.
The correlators 〈φ(x)φ(y)〉 and 〈φ(x)∗φ(y)∗〉 are zero.
We can also write down annihilation and creation configurations for a complex
field. They are given by
a(~k, t)∗ = −i
∫
d3x e−ik·x
↔
∂0φ(x);
a(~k, t) = +i
∫
d3x eik·x
↔
∂0φ(x)
∗;
b(~k, t)∗ = −i
∫
d3x e−ik·x
↔
∂0φ(x)
∗;
b(~k, t) = +i
∫
d3x eik·x
↔
∂0φ(x).
(1.27)
The non-zero correlations between these are
〈a(~k′, t′)a(~k, t)∗〉 = δ˜(k′ − k)θ(t′ − t);
〈b(~k′, t′)b(~k, t)∗〉 = δ˜(k′ − k)θ(t′ − t).
(1.28)
We see that we have, unsurprisingly, two kinds of particles. If we are going to write
down interactions for these complex fields, we will insist that Lagrangians must be
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real. Therefore, in an interaction term that couples φ to a real field it is reasonable
to expect that φ∗ also appears. The consequence is that the two kinds of particles
of the complex field can be produced together from two real particles (for instance)
and also can annihilate each other into (say) two real particles. In this case, these
particles are said to be each others anti-particle. These two particles are often called
φ+ and φ−.
1.4 Wave packets
1.4.1 Density matrix
In the previous section, we saw how wave packets arise naturally in a theory with a
quadratic Lagrangian. We would like to be a bit more precise about this. Firstly,
the wave packet must be properly normalized. Secondly, we do not necessarily
have ∆x∆p ∼ 1, because that would imply knowing either position or momentum
very precisely. This is not realistic.
The second point is addressed by realizing that quantum states are not necessarily
represented by wave functions but, generally, by density matrices. A wave packet
with classical uncertainty σk in its momentum k and classical uncertainty σx in its
position x, could be represented by
ρ(k, σk, x, σx) =
∫
d3x
∫
d˜k′
∫
d˜k′′
2
√
ω~k ′ω~k ′′
σ3xσ
3
k
e
− (~k′−~k0)2
4σ2
k e
− (~k′′−~k0)2
4σ2
k
ei(k
′−k′′)·xe
− (~x−~x0)2
2σ2x |k′〉〈k′′|.
(1.29)
The probability for various events to occur is found by calculating Tr(Eρ), where E
is the projection operator that belongs to a particular event. The event “anything
happens” should have probability one. The projection operator of it is the identity.
Therefore the density matrix is normalized by demanding that Tr ρ = 1. The reader
can check for himself that the just-given density matrix is correctly normalized. The
projection operator that belongs to the event “the momentum of the particle is found
in a subset Vp of momentum space” is given by
E(Vp) =
∫
Vp
d˜p |p〉〈p|. (1.30)
We have
Tr(E(Vp)ρ) =
∫
Vp
d3p
(2π)3/2σ3
k
e
− (~p−~k0)2
2σ2
k . (1.31)
Because of this, one can call |p〉〈p| the momentum density operator. For the event
that a particle is found inside a subset Vy of position space, we have
E(Vy) =
∫
Vy
d3y
∫
d˜k′
∫
d˜k′′ 2
√
ω~k ′ω~k ′′ e
i(k′−k′′)·y|k′〉〈k′′|. (1.32)
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We find
Tr(E(Vy)ρ) =
∫
Vy
d3y
1
(2π)3/2
(
σ2x +
1
4σ2
k
)3/2 e− 12
(
σ2x+
1
4σ2
k
)−1
(~y−~x0)2
, (1.33)
where we took y0 = x0. We see that the standard deviation in position space is given
by
σpos-space =
√
σ2x +
1
4σ2
k
. (1.34)
The uncertainty σx that we put in by hand, is enhanced by an amount given by
the uncertainty relation. It can be checked that the normalization of E(Vy) remains
correct also on times y0 not equal to x0. In this case we expect dispersion.
1.4.2 Quantum distribution function
Another way to describe wave packets is by the quantum distribution function. This
quantity is used in [20] but our definition is different because we prefer to use a
covariant definition. It is also different from the one that we published earlier [9],
because the definition below does not have the problem that we are evaluating the
wave function away from the mass shell.
If we look at a density matrix as given in equation (1.29), we see that we have an
integral over momenta d˜k′ d˜k′′. We introduce the new integration variables k¯ and ∆
given by
k¯ = 1
2
(k′ + k′′);
∆ = k′ − k′′. (1.35)
The integration element then becomes
d˜k′ d˜k′′ =
d4k¯
(2π)3
d4∆
2(2π)3
δ(k¯ ·∆)δ(k¯2 + 1
4
∆2 − m2). (1.36)
The quantum distribution function n(k¯, r) is a function of the just introduced average
momentum k¯ and of position. It can be found from
n(k¯, r) = Tr(ρEqdf(k¯, r)), (1.37)
where
Eqdf(k¯, r) =
∫
d4∆
2(2π)3
δ(k¯ ·∆)δ(k¯2 + 1
4
∆2 − m2)e−i∆·r |k¯ − 1
2
∆〉〈k¯ + 1
2
∆|. (1.38)
This contains as much information as the original density matrix. In fact, the density
matrix can be recovered from
ρ =
∫
d4r
∫
d4k¯
(2π)3
∫
d4E
(2π)4
eiE·rn(k¯, r)|k¯ + 1
2
E〉〈k¯ − 1
2
E|. (1.39)
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It looks like this might be ill-defined because for general k¯ and E, the momenta in
the ket and bra can be off-shell. However, the properties of the quantum distribution
function make sure that these momenta are on shell after the integral over d4r has
been done. Probability densities in momentum and position space can be found from
the quantum distribution function. For the probability density in momentum space,
we have
ρ(k¯) = 2ωk¯
∫
d3r n(k¯, r). (1.40)
This follows from the fact that
2ωk¯
∫
d3r Eqdf(k¯, r) = δ(k¯
2 − m2)|k¯〉〈k¯|. (1.41)
We see that the integration measure of the density ρ(k¯) is d4k¯/(2π)3. From the for-
mulas given so-far, it is possible to derive a formula for the probability distribution
of the particle in position space. It turns our that this formula is a bit complicated.
In the approximation that the wave packet has a small width in momentum space
(much smaller than its momentum), we can use
ρ(~r ) ∼
∫
d4k¯
(2π)3
2ωk¯ n(k¯, r). (1.42)
1.5 Interactions
Until now our Lagrangians have been polynomials of degree two in the fields. This
leads to particles that do not have interaction with each other. To allow for interac-
tions, we use polynomials of higher degree. The degree should, however, not be too
high or the technique of renormalization, to be discussed in the next chapter, will not
work and we will not know what to do with integrals that turn out to diverge. For a
scalar field a degree of four turns out to be safe. Hence, we can add a term Lint given
by
Lint = − λ
24
φ4 (1.43)
to the Klein-Gordon Lagrangian, where the factor 1/24 is conventional. This fac-
tor makes numeric coefficients of quantities that we are going to consider less com-
plicated. This thesis limits itself to perturbation theory, which means that we only
consider the case that λ is a small parameter and results can be approximated by a
truncated power series in λ. It is convenient to rewrite the path integral as∫
Dφ eiS 0[φ]−i λ24
∫
φ(x)4 dx+i
∫
J(x)φ(x)dx
= e−i
λ
24
∫
(−iδ/δJ(x))4 dx
∫
Dφ eiS 0[φ]+i
∫
J(x)φ(x) dx,
(1.44)
where the original Klein-Gordon action is called S 0. From this we can conclude that
in the presence of interaction, the expectation value of a quantity F can be obtained
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from the already calculated quantity Z0[J] (i.e., the quantity Z[J] as obtained from
the action S 0) via the formula
〈F〉 =
F
[
1
i
δ
δJ
]
eiS int[−iδ/δJ]Z0[J]
eiS int[−iδ/δJ]Z0[J]

J=0
. (1.45)
Another way of writing this is as
〈F〉 =
〈
FeiS int
〉
0〈
eiS int
〉
0
, (1.46)
where the subscript 0 indicates an expectation value as can be calculated from the
action S 0. We can make drawings (generally known as Feynman graphs) that cor-
respond to the formulas that arise from this. For instance, the right-hand side of
equation (1.13) is drawn as
x1 x2
x3 x4
+
x1 x2
x3 x4
+
x1 x2
x3 x4
. (1.47)
We see that Z0 gives rise to lines between points. The interaction makes the graphs
more interesting. A factor
∫
(−iδ/δJ(x))4 dx removes four factors J evaluated at the
same point. If we draw a Feynman graph this results in a point where four lines come
together. A point in a Feynman graph where lines come together is known as a vertex.
We have, for instance,
〈φ(x1)φ(x2)〉 ∼ x1 x2 + x1 x2
= ∆(x1 − x2) − iλ
2
∫
d4y∆(x1 − y)∆(y − y)∆(y − x2).
(1.48)
In the next chapter we will address the fact that∆(y−y) = ∆(0) isn’t terribly defined.
We see that Feynman graphs are a nice and intuitive way of making clear what the
structure is of rather complicated expressions that possibly involve many integrals.
Here we wrote down such an expression in position space. Mostly, however, this is
done in momentum space. In that case the expectation value of products of particle
creation and annihilation configurations is calculated. These are represented by lines
that stick out of the Feynman graph. We will use the convention that created particles
have lines that stick out to the left, while annihilated particles have lines that stick out
to the right. In that case the creation of the particle(s) is often supposed to happen at
t → −∞ and annihilation is at t → ∞. This simplifies the process of turning Feynman
graphs into expressions. In momentum space we would, for instance, have
p1 p2
=
iλ
2
∫
d4k
(2π)4
1
k2 − m2 + iǫ , (1.49)
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where k is the momentum that runs trough the internal line. We do not see any trace
of the propagators of the external lines. This is because of the use of particle creation
and annihilation configurations. These have the property that
〈a(~k, t → −∞)∗φ(y)〉 = e−ik·y;
〈a(~k, t → ∞)φ(y)〉 = e+ik·y.
(1.50)
The exponentials disappear because of integrating over the position y of the ver-
tex. This integral yields a factor (2π)4δ4(p1 − p2), that we did not write down.
In fact, in momentum space every connected Feynman graph has an overall fac-
tor (2π)4δ4(incoming momenta−outgoing momenta) that is conventionally omitted.
Hence the Fourier transformation of the sum of Feynman graphs M up to a certain
order with external lines omitted is given by
(2π)4δ4(p1 + p2 − q1 − q2)M(p1, p2, q1, q2)
=
∫
d4x1 d
4x2 d
4y1 d
4y2 e
−ip1 ·x1e−ip2 ·x2eiq1 ·y1eiq2 ·y2M(x1, x2, y1, y2)
(1.51)
in the case of a process that involves two incoming and two outgoing particles. The δ-
function makes explicit that in position spaceM is a translation symmetric function.
What about disconnected graphs? These are not useful to consider for the purposes of
this thesis. Disconnected parts that do not have external lines disappear automatically
because of the normalization that occurs in equation (1.45). If disconnected parts do
have external lines, this indicates that subsets of particles are having interactions
among themselves but not with other particles. We will only be interested in the case
where all particles have interaction with each other. Another convention is to give
every Feynman graph an extra factor of i. After having mentioned all conventions
that apply, it should be possible to obtain precisely equation (1.49).
We see that the form of the action leads in a rather straightforward manner to a
set of rules that say how a Feynman graph is converted into a formula. These rules
are known as Feynman rules. The Feynman rules found thus far are
1. a Feynman graph has an overall factor of i;
2. in each vertex four lines meet and such a vertex has a factor −iλ(2π4)δ4(p1+ p2+
p3 + p4) (The factor −iλ is known as the vertex factor.), where the momenta pi
are the momenta associated to the four lines that come together in the vertex and
such a momentum gets a minus sign if its direction is away from the vertex;
3. each internal line contributes a factor d4q i(q2 − m2 + iǫ)−1;
4. in the end one should integrate over all the d4q that arose from the application of
the previous rule;
5. each external line contributes a factor of 11;
6. the overall factor (2π)4δ4(
∑
pi), where the pi are external momenta is omitted;
1This is admittedly not a very exiting Feynman rule, but there will be non-trivial factors for external
lines later on.
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7. graphs can also have symmetry factors that are related to the permutation of equiv-
alent vertices and/or lines2.
It is important to note that the number of sub-leading contributions that are taken into
account is equal to the number of loops in Feynman graphs. Because of this the loop
level of a calculation is often used to indicate how many sub-leading contributions
are included. The zero loop level is also known as the tree level.
1.5.1 Interacting particles
In this section we address the question whether anything needs to be changed in
the definition of the creation and annihilation field configurations in the presence of
interactions. The Feynman graphs that are of relevance to the process of a particle
traveling from one point to another yield a sum of the form
∆¯ = + M + M M + · · · . (1.52)
The quantity ∆¯ is known as the dressed propagator and M(k2) is the sum of all
Feynman graphs with two external lines. To count these fairly, we should, of course,
leave out the ones that consist of separate parts that would themselves be graphs that
occur in the expansion forM(k2). By definition factors i(k2−m2+ iǫ) for the external
lines should be included in the dressed propagator. The quantity M(k2) as it occurs
in this section is known as the self-energy. A contribution to the dressed propagator
looks like iMn/(k2 − m2 + iǫ)n+1. This contains a pole of order n + 1 and it appears
that such a contribution might result into an entirely different theory. We also note
that poor convergence of the perturbation series is to be expected near these poles.
The way to solve the problems of higher order poles and poor convergence is to sum
the geometric series. We find
∆¯(k) =
i
k2 − m2 + iǫ
∞∑
n=0
( M(k2)
k2 − m2 + iǫ
)n
=
i
k2 − m2 −M(k2) + iǫ .
(1.53)
Note that each M contributes a factor −iM because of the convention, mentioned
in the previous section, that every Feynman graph carries an overall factor i. The
result of this summation is that we have a single pole again. Because the mass of
the particle is determined by the position of the pole, summing the geometric series
generally results in a different mass. The physical mass is obtained by solving
m2phys − m2 −M(m2phys) = 0. (1.54)
2For instance the factor 1/2 that appears in equation (1.49) is a symmetry factor that is related to the
fact that if the momentum k is replaced by −k a contribution to the same graph is obtained. If one uses
equation (1.45) these factors automatically come out right.
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If we approximate
M(k2) ∼ M(m2phys) + (k2 − m2phys)M′(m2phys), (1.55)
we get
∆¯(k2) ∼ i
k2 − m2
phys
+ iǫ
1
1 +M′(m2
phys
)
. (1.56)
The quantity Z is by definition given by (1 + M′(m2
phys
))−1 and annihilation and
creation field configurations should be normalized by multiplying them by Z−1/2.
This way the result from calculating 〈aa∗〉 remains the same. When writing down
expressions for Feynman graphs, we would like that external propagators cancel
against creation/annihilation configurations. We must keep in mind that the dressed
propagator has an extra factor of Z. Combined with the normalization of the cre-
ation/annihilation configurations we find a factor of Z1/2 for external lines. Further-
more, the zeroth component of the momentum k of a created or annihilated particle
should be taken such that k2 = m2
phys
.
1.5.2 Particle collisions
In this section we discuss the expectation value of the number of collision events if
two wave packets travel through each other. The generalized definitions for the cross
section and the luminosity that we present here are based upon the ones given in [20]
with the difference that our definitions are manifestly covariant.
We assume that the collision results into two particles with momenta q1,2. The
derivation can easily be generalized to collisions that yield more particles. Adding
all Feynman graphs up to a certain order gives an approximation to the quantity
M(p1, p2, q1, q2). This is related to the transition amplitude as
〈q1, q2|p1, p2〉 = −i(2π)4δ4(p1 + p2 − q1 − q2)M(p1, p2, q1, q2), (1.57)
where we assumed that we want to know about cases where the final momenta are
different from the initial ones. Initial states are described by quantum distribution
functions. The generalization of equation (1.39) for the case of two incoming parti-
cles is
ρ =
∫
d4r1
∫
d4r2
∫
d4p1
(2π)3
∫
d4p2
(2π)3
∫
d4E1
(2π)4
∫
d4E2
(2π)4
eiE1 ·r1eiE2 ·r2
n1(p1, r1)n(p2, r2)|p1 + 12E1, p2 + 12E2〉〈p1 − 12E1, p2 − 12E2|.
(1.58)
In view of the limits taken in equation (1.50) this is supposed to be the state long
before scattering when the particles are still well separated. Asking what the momen-
tum distribution is after scattering means calculating Tr(ρ|q1, q2〉〈q1, q2|). To obtain
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the number of events W this should be integrated over q1 and q2. We obtain
W =
∫
d˜q1
∫
d˜q2
∫
d4r1
∫
d4r2
∫
d4p1
(2π)3
∫
d4p2
(2π)3
∫
d4E1
(2π)4
∫
d4E2
(2π)4
eiE1 ·r1n1(p1, r1)(2π)4δ4(p1 + 12E1 + p2 +
1
2
E2 − q1 − q2)
eiE2 ·r2n2(p2, r2)(2π)4δ4(p1 − 12E1 + p2 − 12E2 − q1 − q2)
M(p1 + 12E1, p2 + 12E2, q1, q2)M(p1 − 12E1, p2 − 12E2, q1, q2)∗.
(1.59)
The cross section σ(p1, p2,∆) is defined as
σ(p1, p2,∆) =
1
4
√
(p1 · p2)2 − p21p22
∫
d˜q1 d˜q2(2π)
4δ4(p1 + p2 − q1 − q2)
M(p1 + 12∆, p2 − 12∆, q1, q2)M(p1 − 12∆, p2 + 12∆, q1, q2)∗.
(1.60)
This is an extension of the usual definition of this quantity. Mostly a definition is
given where∆ = 0. The luminosity is defined as
dL(p1, p2, ρ) = 4
√
(p1 · p2)2 − p21p22
d4p1
(2π)3
d4p2
(2π)3
∫
d4r n1(p1, r)n2(p2, r + ρ).
(1.61)
Also this definition is an extension of the usual one in which ρ is set equal to zero.
Using these definitions it is possible to write the expression for the number of events
as
W =
∫
d4∆
(2π)4
d4ρ dL(p1, p2, ρ)e
−iρ·∆σ(p1, p2,∆). (1.62)
We can justify the usual definitions for σ and L with∆ = 0 and ρ = 0 by noting that
in collider experiments the variation of incoming momenta is often small compared
to the value of the momenta. Therefore, the result of the integral over ρ is sharply
peaked in momentum space around ∆ = 0. In that case the variation of σ as a
function of ∆ can be ignored. If the variation of σ is not important, the integrals
over ρ and ∆ are trivial and we have W = σL. In chapter 4 we will encounter a case
where σ has a pole at ∆ = 0 and consequently the approximations described in this
paragraph fail.
Perhaps the reader wonders why the factors 4((p1 · p2)2 − p21p22)1/2 occur in our
definitions. The answer is that they result in an intuitively appealing interpretation
of σ. To see this we assume that the initial state is such that the approximations ρ = 0
and ∆ = 0 can be made and we consider the case that the second beam, described
by n2, is of greater size in position space than the first beam and that the density of
the second beam is uniform over the entire size of the first beam. Furthermore, we
assume that there is one particle in the first beam3 and that it is at rest. In that case
3Looking at our definitions this always is true. However, often the normalization of n is used to describe
the number of particles in a beam.
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we have L = v2ρ2. The luminosity is equal to the velocity of the second beam times
its density. This is the intensity of the beam and it can be measured in particles per
square meter per second. The number of events per second is equal to σL and σ
is measured in square meters. This shows that σ plays the roˆle of the surface of a
target. This is the reason that it is called the cross section. In the case that we do not
go to the rest frame of one of the particles, the number of events can be written as
W = σ
∫
d4r
√
(J1(r) · J2(r))2 − J1(r)2J2(r)2, (1.63)
where J is the flux four-vector. In the rest frame of one of the particles this gives the
result dW/dt = σL and because it is a covariant expression it must yield the same
result in all frames.
1.5.3 Particle decay
A process that starts with a state where there is one particle and ends with multiple
particles is known as a decay process. A necessary condition for a decay process to
occur is that the sum of the masses of the resulting particles is smaller than the mass
of the original particle. We calculate the expected number of such events between
time t1 and time t2. This number of events W can be written as
W =
∫
d˜p′ d˜p′′ d˜q1 d˜q2 ρ(p′, p′′)
〈a1(q1, t2)a2(q2, t2)a(p′, t1)∗〉〈a1(q1, t2)a2(q2, t2)a(p′′, t1)∗〉∗,
(1.64)
where we assumed for simplicity that the particle decays into two other particles.
Generalizing this is not difficult. ρ is the density matrix of the unstable particle in
momentum space. Because in this case we cannot take the limits t1 → −∞ and
t2 → ∞, we must use that
〈a1(q1, t2)a2(q2, t2)a(p, t1)∗〉 =
− i
∫
d4x d4y1 d
4y2 e
−ip·xeiq1 ·y1eiq2 ·y2
θ(x0 > t1)θ(y
0
1 < t2)θ(y
0
2 < t2)M(x, y1, y2).
(1.65)
We use the approximation that the time scale of the decay process is much smaller
than t2 − t1. In that case the functional form ofM forces x, y1 and y2 to be very close
to each other compared to the time difference t2 − t1. Boundary effects coming from
the decay happening close to time t1 or to time t2 can be expected to be negligible
and hence it should be possible to replace y01 and y
0
2 by x
0 in the theta functions.
Furthermore, we write the matrix element in terms of momentum variables. We
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obtain
〈a1(q1, t2)a2(q2, t2)a(p, t1)∗〉
= −i
∫
d4x d4y1 d
4y2 e
−ip·xeiq1 ·y1eiq2 ·y2θ(x0 > t1)θ(x0 < t2)∫
d4p′
(2π)4
d4q′1
(2π)4
d4q′2
(2π)4
eip
′·xe−iq
′
1 ·y1e−iq
′
2 ·y2
(2π)4δ4(p′ − q′1 − q′2)M(p′, q′1, q′2).
(1.66)
The integrals over y1,2 and subsequently the integrals over q
′
1 and q
′
2 and finally p
′
are trivial. We find
〈a1(q1, t2)a2(q2, t2)a(p, t1)∗〉
= −i
∫
d4x e−i(p−q1−q2)·xθ(t1 < x0 < t2)M(q1 + q2, q1, q2).
(1.67)
Also the integral over x can be done. For the number of events we find
W =
∫
d˜p′ d˜p′′ d˜q1 d˜q2 ρ(p′, p′′)
e−i(p
′
0−q10−q20)t2 − e−i(p′0−q10−q20)t1
p′0 − q10 − q20
ei(p
′′
0−q10−q20)t2 − ei(p′′0−q10−q20)t1
p′′0 − q10 − q20
|M(q1 + q2, q1, q2)|2
(2π)3δ3(~p ′ − ~q1 − ~q2)(2π)3δ3(~p ′′ − ~q1 − ~q2).
(1.68)
The vector parts of p′ and p′′ must be equal because of the delta functions. Because
of the on-shell integrations their zeroth components must be equal too. Therefore,
we can write this equation as
W =
∫
d˜p′ d˜p′′ d˜q1 d˜q2 ρ(p′, p′′)
2 − 2 cos((p′0 − q10 − q20)(t2 − t1))
(p′0 − q10 − q20)2
|M(q1 + q2, q1, q2)|2(2π)3δ3(~p ′ − ~q1 − ~q2)(2π)3δ3(~p ′′ − ~q1 − ~q2).
(1.69)
Because the time difference t2 − t1 is much larger than reciprocal momentum compo-
nents, the main contribution to this integral comes from the part of phase space where
p′0 − q10 − q20 ∼ 0. The fraction can, in the sense of distributions, be approximated
by 2π(t2 − t1)δ(p′0 − q10 − q20). We conclude that
W = (t2 − t1)
∫
d˜p′ d˜q1 d˜q2
ρ(p′, p′)
2ω~p ′
|M(q1 + q2, q1, q2)|2(2π)4δ4(p ′ − q1 − q2).
(1.70)
The decay width Γ is defined as
Γ =
1
2m
∫
d˜q1 d˜q2 (2π)
3δ3(p − q1 − q2) |M(p, q1, q2)|2. (1.71)
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Note that as long as p is on the mass shell, Γ does actually not depend on p. Using
this definition, we can write
W = (t2 − t1)
∫
d˜p′ ρ(p′, p′)
mΓ
ω~p ′
. (1.72)
If we assume that ρ(p′, p′) is strongly peaked around some value p, we find, using
the normalization of ρ that
W = (t2 − t1)mΓ
ω~p
. (1.73)
The expected number of events is proportional to the time that one waits. However, it
would be more reasonable that the expected number of decay events converges to 1.
The reason that this does not happen is that we did not yet consider what the dressed
propagator in case of an unstable particle looks like: we used the same creation
configuration as for a stable particle. Hence, the decrease in the number of particles
is not taken into account. Therefore, the real number of decay events per unit time
is given by mΓ
ω~p
P, where P is the survival probability of the particle. We conclude that
P satisfies the differential equation dP/dt = −(m/ω~p)ΓP. The factor m/ω~p is a time
dilatation factor.
1.5.4 Unitarity
This section comes from the paper [31]. Using Feynman rules we obtain a map from
a state at t → −∞ into a state at t → ∞ This map is called S . We should have that
S †S = 1. S can be written as
S = 1 − iT (1.74)
and then T should obey
−iT + iT † + T †T = 0. (1.75)
We will check that this equation holds using properties of Feynman graphs. Because
of the presence of the combination T †T the notion of a partially complex conjugated
Feynman graph is necessary for the proof.
By contour integration it is possible to show that the propagator can be written as
∆(x − y) = θ(x0 > y0)∆+(x − y) + θ(x0 < y0)∆−(x − y), (1.76)
where
∆±(x − y) =
∫
d˜k±e−ik·(x−y) (1.77)
and where where d˜k± is given by
d˜k± =
d4k
2π3
δ(k2 − m2)θ(±k0 > 0). (1.78)
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Note that d˜k+ = d˜k. Also note that ∆+ and ∆− are each others complex conjugate.
The consequence of this is that
∆(x − y) +∆(x − y)∗ −∆+(x − y) −∆−(x − y) = 0. (1.79)
These four functions∆ allow us to define the notion of a partially complex conjugated
Feynman graph (also called a partially starred Feynman graph for short). A Feynman
graph in position space can generally be written as
F(x1, . . . , xn) =
∏
i
vi
∏
r
∆lr(xα2r − xα1r), (1.80)
where i enumerates vertices, r enumerates lines and α1r and α2r are the endpoints
of line r. vi is the vertex factor of vertex i and xi is its position. We omit external
propagators. The positions xi are to be integrated over, although we leave out these
integrations for the moment. We specify the part of the Feynman graph that is to be
starred by stating which of the points xi are considered to be starred vertices. In the
notation F(x1, . . . , xn) we underline the xes that are considered to be the positions of
starred vertices. For the functions ∆l the rules are that it is to be replaced by∆
+
l
if it
is a propagator from a normal to a conjugated vertex, by∆−
l
if it is a propagator from
a conjugated to a normal vertex, and by∆∗
l
if it is a propagator from a conjugated to
a conjugated vertex. The vertex factors vi get a minus sign when starred. To make
this clearer, we may use the notations
∆l(x2 − x1); ∆+l (x2 − x1); ∆−l (x2 − x1); ∆∗l (x2 − x1). (1.81)
From this it follows that if one changes the starredness of the vertex with the largest
time component, the Feynman graph gets a minus sign. Furthermore, if one adds up
all possibilities of starring vertices, the result is zero. This property still holds if one
integrates the position of the vertices over all space.
From now on we will assume that this integration is carried out. This results in
momentum conservation for each vertex. I.e., we have gone over to a momentum
space representation of the Feynman graph. Hence, vertex factors are assumed to
carry delta functions and lines are assumed to carry integration elements over the
momentum that flows through them. One does not need to add all of the possible
starrings of a graph to find zero. Many of the partially starred graphs will be zero
by themselves. This is because from the fact that ∆+(k) and ∆−(k) are respectively
positive and negative energy functions, it follows that the energy-flow always goes
from the unstarred part of a graph to the starred part. Thus, because of energy
conservation, one must have that a connected part of a graph consisting of starred
vertices has an outgoing line attached to it somewhere. Also, an unstarred part must
have an incoming line attached somewhere. If these conditions are not met, the
graph will yield zero. We can regard this as cutting a Feynman graph into two pieces.
One piece can be thought of containing the creation configurations and the unstarred
vertices and the other piece contains the annihilation configurations and the starred
vertices. In this way we see that the summation over all possible starrings of a graph
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is actually a summation over all possible ways to cut the graph. Two special cuttings
are the ones that come from starring all vertices or none of them. In the rest of this
section we do not include these two cuttings when we consider summation over all
possible cuttings.
Let us indicate the initial and final states of some process by i and f . We then
have
M(i, f ) +M(i, f )∗ +
∑
cuttings
M(i, f )cutted = 0. (1.82)
M is the sum of Feynman graphs for some process up to a certain order. Realizing that
propagators between a stared and an unstarred vertex are delta functions δ(k2 −m2),
we can rewrite this equation into
2(2π)4δ4(p f − pi) ImM(i, f )
= −
∑
{qi}
∫
d˜q1 · · · d˜qn (2π)4δ4
∑
i
qi − pi
M(i, {qi})
(2π)4δ4
p f −∑
i
qi
M({qi}, f )∗,
(1.83)
where summation runs over all possible states that could result from the initial state.
Because the momenta qi are on their mass shell the sum over cuttings combined with
the sum over all possible graphs runs over all states the initial state can turn into,
which is precisely what we would expect from (1.75). This shows that indeed the
Feynman rules result in a unitary quantum theory.
1.5.5 Cutting a self-energy
We now apply equation (1.83) to the case where M is the sum of all self-energy
graphs for some particle. Then the right-hand side looks like the decay width. We
conclude that
ImM = −mΓtotal, (1.84)
where Γtotal is obtained by summing over all possible states the particle can decay
into. In view of the resummation introduced in section 1.5.1 it follows that summing
self-energies into the dressed propagator will give a result that can be written as
∆¯(k) =
iZ(k2)
k2 − m2
phys
+ imphysΓ
. (1.85)
The difference with a stable particle propagator is that the peak in the propagator
at the mass shell is no longer infinitely high. In position space this corresponds to
finite range correlations instead of correlations that have an arbitrarily long range. In
deriving the Feynman rules for collision processes it was assumed that particles are
created at a time t → −∞ and annihilated at a time t → ∞. Hence, it is incorrect
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to have an unstable particle as an external line in a Feynman graph. The production
or decay process should be taken into account. Nevertheless considering unstable
particles as incoming or outgoing particles can be a good approximation.
1.6 Dirac field
1.6.1 Dirac algebra
We mentioned before that special relativity is implemented by having a Lagrangian
that is Lorentz invariant. Both the real Klein-Gordon field and the complex one trans-
form under Lorentz transformations as
φ(x) → φ(Λ−1x). (1.86)
A field that transforms this way is called a scalar field. A field is said to transform
under a representation Γ of the Lorentz group if we have
φ(x) → Γ(Λ)φ(Λ−1x), (1.87)
where φ generally has more than one component and Γ(Λ) is a representationmatrix.
If a Lorentz transformation is written as Λ = e−(i/2)M , the generators Mµν satisfy
Mµν + Mνµ = 0. (1.88)
We can define
(Mµν)στ = iδ
µ
σδ
ν
τ − iδµτ δ νσ, (1.89)
where different elements from the lie-algebra of the Lorentz group are labeled by
µ and ν and, furthermore,σ and τ enumerate rows and columns of the transformation
matrix. We find the commutation relation
[Mµν, Mστ] = −igµσMντ + igµτMνσ + igνσMµτ − igντMµσ. (1.90)
We are not going to systematically look for all representations. Instead we take
the short-cut also used in [26] of imagining that we know four different matrices γ µ
that satisfy
{γ µ, γν} = 2gµν. (1.91)
From this a representation of the lie algebra can be constructed. It is given by
Γ(Mµν) = σµν =
i
2
[γ µ, γν]. (1.92)
This satisfies the commutation relation (1.90). We need not be explicit about the
components of these matrices. It is, however, important that the smallest possible
size that the γ-matrices can have is 4 × 4. We will assume this size in the rest of this
thesis. A basis of the algebra of gamma-matrices, that is also known as the Dirac-
algebra, consists of
(1, γ µ, i
2
[γ µ, γν], γ5γ µ, γ5), (1.93)
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where γ5 is by definition given by γ5 = iγ0γ1γ2γ3.
We want to keep the hermiticity properties of the Lorentz group. This means that
Γ(Mi j) should be Hermitian and Γ(M0i) should be anti-Hermitian. In view of the
fact that (γ0)2 = 1 and (γ i)2 = −1, this can be realized if we have (γ0)† = γ0 and
(γ i)† = −γ i.
1.6.2 Dirac Lagrangian
We write ψ for a vector on which the γ-matrices can act. Such a vector is also known
as a spinor and the vector space of them is called Dirac space. We want to integrate
over a field of such spinors in the path integral. It will turn out that the resulting
particles are the relativistic analogue of spin-1/2 particles. The spin-statistics theorem
therefore tells us that the ψ should be anti-commuting quantities. We have
ψ(x)ψ(y) = −ψ(y)ψ(x);
ψ(x)ψ¯(y) = −ψ¯(y)ψ(x);
ψ(x)ψ(x) = 0.
(1.94)
I.e, the quantities that are being integrated over in the path integral are Grassmann
variables. If we were to use ordinary commuting variables, we would have found
out below that the particle creation configuration b¯ would yield states that have a
negative norm.
Now we want to write down a Lagrangian for this. Let us first try to construct a
free particle. This means that the Lagrangian should be of order two in the fields ψ.
For this purpose, we might be tempted to write down ψ†ψ as an invariant, however, it
cannot be invariant because of the remarks on hermiticity at the end of the previous
subsection. However, ψ†γ0ψ is an invariant, the point being that γ0 commutes with
σ i j but anti-commutes with σ0i. We define Dirac conjugation by
ψ¯ = ψ†γ0;
Γ¯ = γ0Γ†γ0,
(1.95)
where Γ is any matrix in Dirac space. One of the simplest possible Lagrangians is
L = ψ¯(i/∂ − m)ψ, (1.96)
where /∂ = γ µ∂µ. This is the Dirac Lagrangian. The idea that led to this Lagrangian
was to find a manifestly covariant wave equation that was first order in the deriva-
tives. This was motivated by the fact that the Schro¨dinger equation is first order in
the time derivative.
Using the same techniques as before, we can find the propagator of this field. It is
given by
〈ψ(y)ψ¯(x)〉 = S (y − x) =
∫
d4k
(2π)4
i(/k + m)
k2 − m2 + iǫ e
−ik·(y−x). (1.97)
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If we want to find the particles that arise from this, we should look for the eigen-
vectors of the matrix /k, with k2 = m2. Note that (m ± /k)/(2m) are projectors in
the sense that they are their own square and are self-conjugate under Dirac conjuga-
tion. They have trace 2, indicating that the eigenspaces with eigenvalue m and with
eigenvalue −m are both two-dimensional. We now choose a vector e with k · e = 0
and e2 = −1. Further labeling of spinors can then be done by using the projec-
tors (1 ± γ5/e)/2 that commute with (m ± /k)/(2m). We can hence define a basis of
spinors from
u±e(k)u¯±e(k) = (/k + m)
1
2
(1 ± γ5/e);
v±e(k)v¯±e(k) = (/k − m)1
2
(1 ∓ γ5/e).
(1.98)
Now particles can be constructed. We have the creation and annihilation field
configurations
a¯(~k,±e, t) =
∫
d3x ψ¯(x)γ0e−ik·xu±e(k);
a(~k,±e, t) =
∫
d3x u¯±e(k)γ0e+ik·xψ(x);
b¯(~k,±e, t) =
∫
d3x v¯±e(k)γ0e−ik·xψ(x);
b(~k,±e, t) =
∫
d3x ψ¯(x)γ0e+ik·xv±e(k).
(1.99)
With these formulas, we can derive that
〈a(~k′, e, t′)a¯(~k, e, t)〉 = δ˜(k′ − k)θ(t′ − t);
〈b(~k′, e, t′)b¯(~k, e, t)〉 = δ˜(k′ − k)θ(t′ − t).
(1.100)
It is reasonable to call a particle created by a¯(~k, e, t) or b¯(~k, e, t) a particle with its
spin aligned in the direction e. This can be checked by looking at the transformation
properties of u and v under rotations.
1.6.3 Weyl spinors
The right-handed and left-handed components of a Dirac field are by definition given
by
ψR =
1
2
(1 + γ5)ψ;
ψL =
1
2
(1 − γ5)ψ. (1.101)
Such spinors have two degrees of freedom and are known asWeyl spinors. The Dirac
Lagrangian can be written as
L = iψ¯L/∂ψL + iψ¯R/∂ψR − mψ¯LψR − mψ¯RψL. (1.102)
From this we see that if the fermion is massless, either the left- or right-handed com-
ponent can be the only one that exists.
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1.7 Gauge theories
A gauge theory is a theory where the action is symmetric under a transformation that
is parameterized by an arbitrary function of space-time. The canonical example is the
Maxwell field of classical electrodynamics. This case was later generalized to theories
that exhibit a non-Abelian gauge symmetry.
1.7.1 Maxwell field
Here we look at the quantum field theory version of classical electrodynamics. The
particles that arise from this are known as photons. The electromagnetic field has the
Lagrangian
L = −1
2
(∂µAν)(∂µAν) +
1
2
(∂µAµ)(∂
νAν). (1.103)
We might try to find a propagator from this, but that runs into trouble. In previous
examples propagators were obtained as the Green functions of differential equations.
Also in the case of the Maxwell field, we can obtain a differential operator that the
propagator should be the Green function of, however, this differential operator does
not have a Green function because it is not invertible. This happens because the
differential equation has a symmetry. The symmetry is
Aµ → Aµ + ∂µΛ (1.104)
and it is also a symmetry of the action that is obtained by integrating the just-given
Lagrangian over space-time. We will often talk about a “symmetry of the Lagrangian”
when we actually have a symmetry of the corresponding action in mind. Under such
a symmetry the Lagrangian should be the same up to a total derivative. In the just-
given symmetry, Λ can be any function. A symmetry that is parameterized by an
arbitrary function of space-time is called a gauge symmetry. This shows that there
is a large redundancy in the field configurations. In classical electrodynamics the
problem is solved by introducing, for instance, the Lorentz condition ∂µAµ = 0. In
the path integral we can do something similar, making the replacement∫
DA eiS [A] →
∫
DADQD f eiS [A]e−i λ2
∫
f (x)2 d4xδ(∂µAµ − Q − f ), (1.105)
where the δ is shorthand for a product of delta functions. One for each point of space-
time. Now the substitution Aµ → Aµ + ∂µΛ is made where ∂µ∂µΛ = Q. The result,
after doing the integral over f , is∫
DA eiS [A] →
∫
DADQ eiS [A]e−i λ2
∫
(∂µAµ)(∂
νAν) d
4x. (1.106)
The factor DQ clearly shows that we were integrating over too many degrees of
freedom. We simply drop this factor and use the Lagrangian
L = −1
2
(∂µAν)(∂µAν) +
1−λ
2
(∂µAµ)(∂
νAν) − JµAµ, (1.107)
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where we also added a term that can be used to either study what photons origi-
nate from a certain charge and current distribution or, as we have been doing before,
to write expectation values as derivatives of Z[J]/Z[0]. Physical results should not
depend on the arbitrary parameter λ. If we are going to add more terms to the
Lagrangian, whether this is still true depends on the gauge invariance of the en-
tire Lagrangian (or rather, the action). In particular, the extra term −JµAµ that we
just added to the Lagrangian should be gauge invariant. Using partial integration,
this is true provided that ∂µJµ = 0. This is charge conservation for the source J.
Only photons that come from a source that obeys charge conservation can be consid-
ered physical. After adding the gauge-fixing term (i.e., the one that involves λ) it is
straightforward to calculate the propagator of the electromagnetic field. It is given by
∆µν(y − x) = 〈Aµ(y)Aν(x)〉 =
∫
d4k
(2π)4
e−ik·(y−x)
−i
(
gµν + (1 − λ) kµkν
λk2+iǫ
)
k2 + iǫ
. (1.108)
We would like to write down the creation and annihilation configurations
a(~k, s, t)∗ = −i
∫
d3xsµe
−ik·x↔∂0Aµ(x);
a(~k, s, t) = i
∫
d3xsµe
ik·x↔∂0Aµ(x).
(1.109)
However, for arbitrary polarization vectors s the double pole in the propagator is
going to cause trouble. This is because we did not use the condition ∂µJµ = 0 and
hence the propagator does not just describe physical photons but also unphysical
ones. It is instructive to calculate 〈∂µAµ〉 in the presence of some external charge and
current distribution K. We obtain
〈∂µAµ(x)〉 =
∫
d4k
(2π)4
e−ik·x
i
k2 + iǫ
(k · K(k)). (1.110)
This expectation value is entirely due to the amount of non-conservedness in the
source. This leads to the demand that we must have 〈∂µAµ(x)a(~k, s, t)∗〉 = 0. The
reason is as follows. Imagine that we are going to compare our predictions to ex-
perimental results. In that case the creation and annihilation configurations would
correspond to photon sources and photon detectors respectively. If such a source or
detector has a non-zero correlator with ∂µA
µ, this indicates that somewhere inside
this device a violation of charge conservations occurs. This should be impossible. We
have
〈∂µAµ(x)a(~k, s, t)∗〉 = i
λ
e−ik·x(k · s)θ(x0 > t);
〈∂µAµ(x)a(~k, s, t)〉 = −i
λ
eik·x(k · s)θ(x0 < t).
(1.111)
To make sure that we only describe photons, we should restrict ourselves to polariza-
tion vectors that obey k · s = 0. The correlation for particles that obey this condition
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is given by
〈a(~k′, s′, t′)a(~k, s, t)∗〉 = −(s′ · s)δ˜(k′ − k)θ(t′ − t). (1.112)
Note, however, that a polarization vector s that is proportional to k does not con-
tribute to this, because we will have that s · s′ = 0. We can choose polarization
vectors of the form (0, ~s ) with ~s · ~k = 0. The polarization sum for photons is then
given by ∑
i
s
(i)
µ s
(i)
ν = −gµν +
kµk˜ν
k · k˜
+
k˜µkν
k · k˜
, (1.113)
where k˜ is the vector k where the space components have been given a minus sign.
The polarization sum is of importance if we want to calculate the probability for a
particular process to occur but do not care about the polarization of some outgoing
photon.
∑
s |Ms|2 then contains a factor that is equal to the polarization sum.
1.7.2 Axial gauge fixing
Using a gauge fixing ∂µAµ = f as done in the previous section is arbitrary and we
might as well use a different gauge fixing. Measurable quantities should not depend
on how the gauge is fixed nor on the parameters that occur in the gauge fixing. Here
we use nµAµ = f , for some arbitrary vector n. This vector is assumed not to depend
on space-time. The Lagrangian becomes
L = −1
2
(∂µAν)(∂µAν) +
1
2
(∂µAµ)(∂
νAν) − λ2(n · A)2 − JµAµ. (1.114)
The axial gauge is obtained by taking in the resulting expressions the limit λ → ∞.
The propagator, in momentum space, is given by
∆νµ =
−i
(
gνµ − nνkµ+nµkνn·k + kνkµ n
2+k2/λ
(n·k)2
)
k2 + iǫ
. (1.115)
Normally the contribution k2/λ would be ignored, because of the just mentioned
limit, but we first have to find out what the polarization vectors are and for that
the term proportional to 1/λ plays an important roˆle. The derivation proceeds along
more or less the same lines as the just-given one. It turns out that a non-zero value
for 〈nµAµ(x)〉 indicates that somewhere there is a source that does not obey charge
conservation. Our creation and annihilation configurations should therefore, when
creation/annihilation configurations and n · A are evaluated at different times, have
a zero correlation with n · A. This makes sure that the unphysical degrees of freedom
do not propagate through our field. This implies that the vectors s in the creation and
annihilation configurations (1.109) satisfy
s0(~n · ~k ) = n0(~s · ~k ). (1.116)
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From this we find that the correlation between creation and annihilation configura-
tions is given by
〈a(~k′, s′, t′)a(~k, s, t)∗〉 =
−
(
s′ · s − s0
n0
s′ · n − s
′
0
n0
s · n + s0s
′
0
n20
n2
)
θ(t′ > t)δ˜(k − k′). (1.117)
Note that the replacement s → n yields zero, so that we have again two physical
photon polarizations. The same choice for the vectors s as in equation (1.113) can
be made.
1.7.3 Coupling to fermions
When introducing interactions involving the Maxwell field, care should be taken that
the action remains gauge invariant. Coupling to fermions is done via
Lfermion = ψ¯(i/∂+ ge /A − m)ψ. (1.118)
The action is gauge invariant if the fields transform according to
ψ(x) → eiΛ(x)ψ(x);
ψ¯(x) → e−iΛ(x)ψ¯(x);
Aµ → Aµ + 1
ge
∂µΛ.
(1.119)
1.7.4 Non-Abelian gauge fields
The foregoing example of gauge invariance is known as U(1)-invariance. This is be-
cause the fermion fields transform as eiΛ(x), a U(1)-transformation. This can be gen-
eralized to other groups, in particular to the non-Abelian groups SU(2) and SU(3).
The Lagrangian, as far as fermions are concerned, is given by
Lfermion = ψ¯(i/∂ − g/AaT a − m)ψ, (1.120)
where T a are generators of the gauge group in a particular representation. We use
compact groups and hence the matrices T will always be Hermitian. In this case
the fermions ψ are column vectors that do not just carry a Dirac index but also an
index that makes it possible for the gauge group to act on them. This Lagrangian is
invariant under the infinitesimal gauge transformations
δψ = −i(δΛ)a(x)T aψ;
δψ¯ = iψ¯(δΛ)a(x)T a;
δAaµ =
1
g
(∂µ(δΛ)
a) + ǫ abc(δΛ)bAcµ.
(1.121)
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The ǫ abc are the structure constants of the Lie-algebra given by
[T a, T b] = iǫ abcT c. (1.122)
The combination ∂µ+igA
a
µT
a is called the covariant derivative Dµ. It has the property
that Dµψ transforms the same as ψ. Dµ by itself transforms as
Dµ → e−iΛa(x)T a DµeiΛb(x)T b . (1.123)
The Lagrangian for the gauge fields should be an invariant quantity. We use
L = − 1
N
Tr (FµνFµν) , (1.124)
where N is a normalization factor and
Fµν = − i
g
[D µ, Dν]. (1.125)
This Lagrangian is gauge invariant by construction. If we specialize to the case of
SU(2) and choose the right normalization factor N, we get
Lgauge = −12(∂νAaµ)(∂νAaµ) + 12(∂µAaµ)(∂νAaν)
+gǫ abc(∂µAaν)AbµA
c
ν
−1
4
g2AaµAaµA
bνAbν +
1
4
g2AaµAbµA
aνAbν .
(1.126)
Perturbation theory expands physical quantities in the coupling g. Of course, when
calculating the propagator the same problem occurs that we had earlier for the
Maxwell field. One might think that adding a gauge-fixing term
Lgauge-fixing = −λ
2
(∂µAaµ)(∂
νAaν) (1.127)
to the Lagrangian solves the problem as it does in the Abelian case. However, the case
of a non-Abelian gauge symmetry is a bit more difficult. This is related to the fact
that the determinant that results from path integrating an expression with a delta-
function generally depends on the field. This problem can be solved by introducing
a new field, the so-called Fadeev-Popov ghost field, but we will not need to know
this construction for the purposes of this thesis. The reason is that Feynman graphs
without loops do not involve Fadeev-Popov ghost fields. We can also make use of
the axial gauge fixing. Using this gauge fixing, the problem with the aforementioned
determinant does not occur because this determinant turns out not to depend on the
field A but only on the n and f that occur in equation (1.105). There still is the
question whether gauge transformations can turn every field configuration into one
and only one configuration that satisfies nµAaµ − f = 0, but we will not discuss this
issue. To sum up, we can handle gauge invariance by introducing the gauge fixing
Lagrangian
Lgauge-fixing = −λ
2
nµAaµA
a
νn
ν (1.128)
and taking the limit λ→ ∞ in the Feynman rules that result from this.
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1.7.5 Non-Abelian gauge particles
We can add a term
Lsource = −JaµAaµ (1.129)
to the Lagrangian for the purpose of writing expectation values in terms of derivatives
of Z[J]/Z[0], as we did before in the case of Abelian gauge fields. This term is gauge
invariant provided that we demand that ∂µJ
aµ = 0 and that the source J transforms
under gauge transformations as
δJaµ = ǫ
abc(δΛ)bJcµ. (1.130)
The demand that ∂µJ
aµ = 0 is the same as we had for Abelian gauge fields. Hence,
we find that this leads to two particles for each value that the index a can take, as we
had before in the case of an Abelian gauge symmetry.
Chapter 2
Renormalization
2.1 Introduction
The field theoretical method of finding transition amplitudes by calculating Feyn-
man graphs has the problem that quite a lot of graphs turn out to yield divergent
results. The divergences that we want to discuss in this chapter are related to the
high-momentum behaviour of loop graphs. This kind of divergence is known as an
UV-divergence. There are also IR-divergences that are related to the low-momentum
behaviour of Feynman graphs, but we will not say much about this kind of divergence.
In position-space UV-divergences are related to short-distance behaviour. The reason
that these occur is that we use point-interactions. I.e., in our interaction Lagrangians
we multiply fields evaluated at the same point. The interpretation is that we consider
particles to be point-like objects. The fact that point-particles cause problems became
clear for the first time in the context of classical electrodynamics. This led to discus-
sions about, for instance, pre-acceleration. Chapter 17 of [19] discusses these issues.
One might speculate that these problems indicate that maybe particles are not really
points but extended objects. However, without experimental evidence this and other
possible improvements to the situation are speculation. The usual solution is to use a
pragmatic approach.
The pragmatic approach is to note that although infinite results are unacceptable if
we want to calculate measurable quantities, it maybe is not so bad if the parameters of
our theory are infinite. Since the divergences occur at the loop level, divergent parts
of these parameters should have coefficients that are of higher order in the coupling
constant. To be able to handle divergent quantities in our formulas, we need to
specify a way of regularizing loop integrals. We could for instance introduce a cut-off
momentum and specify that this cut-off momentum should be an infinite quantity.
The coupling constant should then become a function of that infinite quantity. There
is, however, a way of regularizing divergences that is calculationally easier. This is by
dimensional regularization. In this method integration elements d4k are replaced by
d4−δk. I.e., we are attempting to make sense of integration in an arbitrary complex
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number of dimensions. The quantity δ will be an infinitesimal quantity. Details on
how to manipulate such integrations are discussed in [5]. Apart from specifying
how integrals are regularized, we should also specify how higher-order divergent
corrections to the coupling constant are obtained. A way to do this is to demand that
at every order they should be polynomials in the divergent quantity 1/δ. Furthermore,
for definiteness, we also specify that no terms of order zero (i.e., finite terms) should
occur in such a polynomial.
All the choices mentioned in the previous paragraph are precisely that, choices.
It is very well possible to make other choices. Also, even after the choices of the
previous paragraph have been made, results are not yet completely fixed. Let us
show why this is the case. Gathering some bits and pieces from the previous chapter,
the action of Quantum Electrodynamics (QED) looks like
S = −1
2
∫
d4−δx (∂µAν)(∂µAν) + 1−λ2
∫
d4−δx (∂µAµ)(∂νAν)
+
∫
d4−δx ψ¯(x)(i/∂ − m)ψ(x) + ge
∫
d4−δx ψ¯(x)/Aψ(x).
(2.1)
The field ψ can be used to introduce electrons to the theory and hence we will often
refer to the particles that belong to it as “electrons”, although it is very well possible
to do electrodynamics with other fields. By demanding that the action is dimen-
sionless, we can find the units of the various quantities in this formula. We use the
system of units where ~ and c are taken to be equal to 1 and energy is measured
in units of GeV. It can be found that in this system of units the dimension of the
coupling constant ge is GeV
δ/2. When calculating quantities using this action, fre-
quently Taylor expansion with respect to δ is used. As δ is an infinitesimal quantity,
this is a viable technique. However, since ge has a non-trivial dimension, a result
will generally contain some mass or momentum q raised to a non-trivial power, say,
we have q−δ/2. An expansion of this in δ would start with 1 − (δ/2) log q. Now it
appears that we are performing the doubtful operation of taking the logarithm of
a dimensionful quantity. The solution is to make explicit the δ-dependence of the
coupling constant by accompanying every factor ge with a factor µ
δ/2. Then we get
1− (δ/2) log q+(δ/2) log µ = 1+ (δ/2) log µ/q. This introduces an arbitrary unit of
mass µ, or rather, we have made the scale-dependence that was hidden in the theory
explicit.
The form of the action if we take into account that the parameters of our theory
have divergent higher order corrections is
S = −1
2
∫
d4−δx (∂µAν)(∂µAν) + 1−λ2
∫
d4−δx (∂µAµ)(∂νAν)
+
∫
d4−δx ψ¯(x)(i/∂ − m)ψ(x) + µδ/2ge
∫
d4−δx ψ¯(x)/Aψ(x) (2.2)
+
∫
d4−δx ψ¯
[
i(δZψ)/∂ − (δm) + µδ/2ge(δZψ)/A
]
ψ
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−1
2
(δZA)
∫
d4−δx
[
(∂µAν)(∂µAν) − (∂µAµ)(∂νAν)
]
.
The first four terms are the familiar action except for the extra factor µδ/2. These terms
are also known as the basic action. The other terms are called counter-terms and are
used to cancel divergences. The quantities (δ(whatever)) are a power series in ge and
are polynomials in 1/δ for every order in ge. Note that both the basic action and the
counter-terms have been chosen such that they are (apart from the gauge fixing term
that is proportional to λ) separately gauge invariant. The properties of dimensional
regularization allow us to do this in the case of an Abelian gauge symmetry. A proof is
needed to show that these counter-terms are sufficient to cancel all UV-divergences.
This proof is rather technical. It can be found in [18].
A renormalization scheme comprises the choices that we mentioned. These are
choosing a regularization, specifying how divergences are canceled by higher order
terms and choosing µ. The renormalization scheme that was described in this section
is known as the minimal subtraction scheme (MS-scheme). Another choice, leading
to the MS-scheme is to replace the combination (4πµ2e−γE )ǫ , where γE is the Eu-
ler constant, by µ¯2ǫ . This simplifies many results. For example, the result given in
equation (2.10) would be simplified by using the MS-scheme. Quantities that do not
depend on the renormalization scheme are called scheme invariants.
Scheme choices arise naturally if one realizes that it is possible to shift some fi-
nite part from the basic Lagrangian into the counter-terms and vice versa. If we do
perturbation theory a physical quantity calculated to all orders would not depend on
such choices. However, we do not know all orders and then it turns out that results
do depend on these choices. This dependency is known as renormalization scheme
dependence and the main result of this chapter will be a way to avoid the problem
of arbitrariness in our methods and at the same time obtain accurate predictions for
values of physical quantities.
2.2 QED in the axial gauge
We consider QED in the axial gauge (i.e., not with the gauge fixing term as given
in the previous section, but with the one from formula (1.114)), calculate a few
one-loop results and divergences and determine how the other parameters should
change if the mass scale µ changes. We use the axial gauge because we will also use
this gauge for the electroweak standard model and therefore feel obliged to give an
outline how the axial gauge can be used in practice. Although it seems quite likely
that the derivations presented here have been done before, I have not been able to
find them in literature.
2.2.1 The electron self-energy
Using the method outlined in section 1.5.1, allows us to obtain corrections to the
electron mass and expressions for creation and annihilation configurations for elec-
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trons. There is, however, the complication that the self-energy E is a matrix in Dirac
space. The most general form it can have is
E = E0 + /E1 +
i
2
[/k, /n]E2. (2.3)
These terms are hermitian in the sense of Dirac conjugation. This is a property that
follows from the remarks made in section 1.5.5. The electron mass is a measurable
quantity, so it should not depend on the gauge vector n, but there is no reason why
E as such is independent of n. To find the mass we sum these contributions as a
geometric series. We have
∆¯ =
i(/k + m0)
k2 − m20 + iǫ
∞∑
n=0
(E0 + /E1 + i2 [/k, /n]E2)(/k + m0)
k2 − m20 + iǫ

n
, (2.4)
where m0 is the mass that occurs in the basic Lagrangian. Generally we write mi for
the electron mass as obtained at loop level i. The sum can be done and the result is
∆¯ =
i(/k − /E1 + m0 + E0 − i2 [/k, /n]E2)
(k − E1)2 − (m0 + E0)2 + (k2n2 − (k · n)2)E22 + iǫ
. (2.5)
We find the physical mass by demanding that the denominator of this expression is
zero.
One loop correction to the electron mass
To find the physical electron mass, we demand that the denominator of equation (2.5)
is zero. To lowest non-trivial order we get the equation
m21 = m
2
0 + 2k · E1 + 2m0E0, (2.6)
where in the calculation of the right-hand side, setting k2 = m20 is allowed because
corrections to this do not contribute to the first order result.
The relevant Feynman graph is
Eself-energy =
k
k + q
q
k
= −ig2eµδ
∫
d4−δq
(2π)4−δ
γ µ
/k + /q + m0
(k + q)2 − m20 + iǫ
γν
gµν − qνnµq·n −
qµnν
q·n + qµqν
n2
(q·n)2
q2 + iǫ
.
(2.7)
We note that there is also a one-loop graph where a photon attaches a closed electron
loop to the external electron propagators. This graph does not contribute on symme-
try grounds. Normally a Feynman graph has factors u¯(k) and u(k) for the external
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lines, but here we are calculating E and this is a matrix in Dirac space. Also, because
we still have to find the creation and annihilation configurations, we do not yet know
what u¯(k) and u(k) are. The contribution of this graph to the squared physical mass
is given by
m21(Eself-energy) = 2k · E1,self-energy + 2m0E0,self-energy
= −4ig2e m20µδ
∫
d4−δq
(2π)4−δ
1
(k + q)2 − m20 + iǫ
1
q2 + iǫ
=
g2e m
2
0
8π2
(
6
δ
+ 4 + 3 log
(
4πµ2
m20
)
− 3γE
)
,
(2.8)
where γE ∼ 0.6 is the Euler constant. This result is obtained by working out the
numerators, setting k2 = m20, and using that odd functions, as well as homogeneous
functions, vanish under dimensionally regularized integration. In order not to intro-
duce new kinds of divergences, we assume that 1/(q · n) has been regularized in a
suitable way. To make use of the fact that odd functions vanish under integration,
it makes sense that this regularization should preserve the oddness of 1/(q · n). As
is clear form the just given formula, in the end the result does not depend on n and
hence it does not matter in what way 1/(q · n) was regularized. We see that this
result contains an infinite quantity. This was to be expected, because we ignored the
counter-terms. Working out the effect of counter-terms on the mass-squared correc-
tion, we find that the divergence is canceled if the counter-terms at the one loop level
(to be denoted using 1 as a subscript) satisfy
(δZψ,1) −
(δm1)
m0
=
3g2e
8π2δ
. (2.9)
For the physical mass we find
m21 = m
2
0 +
g2e m
2
0
8π2
(
4 + 3 log
(
4πµ2
m20
)
− 3γE
)
. (2.10)
This result depends on the scale mass µ. A practical way to obtain results is to choose
µ of the order of the typical energies that occur in the problem under consideration.
This way logarithms that contain µ and occur in expansion coefficients of perturba-
tively calculated quantities will not be too large and the truncated perturbation series
may give accurate results. The full perturbative series should not depend on µ. As
m1 is a physical quantity up to and including terms of order g
2
e , dependence on the
renormalization scheme should be of higher order. If we demand this, we find the
differential equation
dm0
dµ
= −3g
2
e m0
8π2µ
. (2.11)
Such an equation is called a renormalization group equation. Also ge should depend
on µ. A renormalization group equation indicates that if the typical energy that occurs
in a problem changes and the mass scale µ is adjusted accordingly, also the parameters
of the theory should be changed.
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Electron creation and annihilation
For electron creation and annihilation configurations, we write
a¯(k, t) = Z−1/2
∫
d3x ψ¯(x)γ0e−ik·xU(k);
a(k, t) = Z−1/2
∫
d3x U¯(k)γ0e+ik·xψ(x);
b¯(k, t) = Z−1/2
∫
d3x V¯(k)γ0e−ik·xψ(x);
b(k, t) = Z−1/2
∫
d3x ψ¯(x)γ0e+ik·xV(k).
(2.12)
We are going to determine what U and V are in the case of an axial gauge fixing. We
define
P±(k, n) = /k − /E1(k, n) + m0 + E0(k, n) ∓ i
2
[/k, /n]E2(k, n). (2.13)
The quantity P+(k, n) occurs in the numerator of the propagator. We want to have the
property that 〈a(k′, t′)a¯(k, t)〉 = 0 if t′ < t and the same for b and b¯. This is equivalent
to demanding that U¯(k)P+(−k, n˜)U(k) = 0 and that V¯(k)P+(k, n˜)V(k) = 0, where
a tilde on top of a four-vector means that space-components get a minus-sign. We
demand that
P+(−k, n˜)U(k) = 0;
P+(k, n˜)V(k) = 0.
(2.14)
It should be noted that the replacement k → −k results in a sign-reversal of the first
two terms in the equation for P. This must be the case on symmetry grounds. Up to
a normalization factor 1/(2m0 + 2E0) these operators P are projectors if we assume
that k2 = m2
ph
. Therefore, the polarization sum for U and V must be proportional to
1 − P/(2m0 + 2E0) with appropriate arguments for P and E0. We can define that∑
i
Ui(k)U¯i(k) = P−(k, n˜);∑
i
Vi(k)V¯i(k) = −P−(−k, n˜),
(2.15)
where we sum over the two spin directions that the fermion should have. There
should also be projectors for spin states. For spins that are perpendicular to k and n˜
we can use the same projectors (1 ± γ5/e)/2 that we had before. For the third spin
direction we use the projectors
P3(k, n˜) =
1
2
± (k
µ − Eµ1)(n˜µkν − kµn˜ν)γ5γν ∓ i(k2n˜2 − (k · n˜)2)E2γ5
2(m0 + E0)
√
(k · n˜)2 − k2n˜2
, (2.16)
where the Eis have (k, n˜) as their arguments. The ±-sign is to distinguish the two spin
states. The ∓-sign should be a minus in the case of U-spinors and a plus for V-spinors.
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This makes sure that P3 commutes with the polarization sum. The normalization
factor Z−1/2 is found by demanding that
〈a(k′, t′)a¯(k, t)〉 = θ(t′ > t)δ˜(k′ − k);
〈b(k′, t′)b¯(k, t)〉 = θ(t′ > t)δ˜(k′ − k). (2.17)
From this it follows that Z = (NL)/(2ω2
~k
), where
N = (k − E1(k, n)) · (k˜ − E1(k˜, n)) + (m0 + E0(k, n))(m0 + E0(k˜, n))
−(n2(k · k˜) − (k · n)(k˜ · n))E2(k, n)E2(k˜, n);
L = lim
k2→m2
ph
k2 − m2
ph
(k − E1)2 − (m0 + E0)2 + (k2n2 − (k · n)2)E22
.
(2.18)
The spin sums in equation (2.15) are not yet the ones that are to be used for Feynman
graphs. These need to be multiplied by the dressed propagator. The result that can
be obtained from this is denoted as
∑
i S i(k)S¯ i(k) or with S replaced by T for anti-
particles. We have
S (k)S¯ (k) =
L
2N
P+(k, n)Pspin,U(k˜, n)P−(k˜, n)P+(k, n);
T (k)T¯ (k) = − L
2N
P+(−k, n)Pspin,V(−k˜, n)P−(−k˜, n)P+(−k, n).
(2.19)
These formulas contain everything that is necessary to represent an incoming or out-
going fermion. Still, there is a problem: the spinors depend on the gauge vectors.
I.e., they are not gauge invariant. If we are going to use these spinors we are not
going to see independence of the gauge vector in amplitudes explicitly but only after
amplitudes are squared and spinors replaced by the polarization sum. We are not
going to attempt to solve this problem in general but only at the one loop level. In
that case E2 is zero. We then find for unpolarized beams at the one loop level the
polarization sums∑
i
S i(k)S¯ i(k) = LP+(k, n) =
L
M
∑
i
P+(k, n)ui(k)u¯i(k)P+(k, n)
 ;
∑
i
Ti(k)T¯i(k) = −LP+(−k, n) = L
M
∑
i
P+(−k, n)vi(k)v¯i(k)P+(−k, n)
 ,
(2.20)
where u and v are standard Dirac spinors for a fermion with mass m1 and where
M = 2k · (k − E1(k, n)) + 2m1(m0 + E0(k, n)). (2.21)
Working this out to next to leading order we find
S i(k) ∼
√
L
(
1 − /E1
2m1
)
ui(k);
Ti(k) ∼
√
L
(
1 +
/E1
2m1
)
vi(k).
(2.22)
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At the first loop level
√
L is given by
√
L ∼ 1 + lim
k2→m21
k · E1 + m0E0 − 12(m21 − m20)
k2 − m21
. (2.23)
2.2.2 The photon self-energy
The zeroth order photon mass is zero because the restriction that the Lagrangian
should be gauge invariant forbids the presence of a mass term. In this section we
show that even if loop corrections are taken into account the photon mass remains
zero. We are going to prove that
the photon self-energy is of the form (k2gµν − kµkν)Π(k2). In particular, it is gauge
invariant ( i.e., does not depend upon the gauge vector n) and the photon mass and
its corrections are zero.
This holds trivially at the tree level where there is no photon self-energy. Let us
assume that it holds at the loop level L − 1. This induction hypothesis allows us to
define doing perturbation theory at the loop level L − 1 to mean that we use the
propagators
∆L−1(p) =
i(/p + mL−1)
p2 − m2
L−1 + iǫ
;
∆µν
L−1(k) = ∆
µν
0 (k) =
−i
(
gµν − kµnν
k·n − n
µkν
k·n + k
µkν n
2
(k·n)2
)
k2 + iǫ
.
(2.24)
However, this is not completely right. Writing down all Feynman graphs includes self-
energy contributions of the electron and using mL−1 in the electron propagator also
includes part of these, so we are including some corrections twice. The right thing to
do is to introduce the vertex
. (2.25)
The vertex factor that belongs to it is i(mL−1 − m0). Because we use the physical
masses we expect higher order poles as discussed in section 1.5.1 to cancel. The
mass mL is to be calculated by doing perturbation theory at the loop level L−1. If mL
is known, it is in principle possible to do perturbation theory at the loop level L.
Gauge invariance of the photon self-energy
We are now going to prove that the L-loop photon self-energy is gauge invariant. We
note that the photon propagator consists of four terms for which we introduce the
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graphical representations
µ ν
=
−igµν
k2 + iǫ
;
µ ν
=
ikµnν/(k · n)
k2 + iǫ
;
µ ν
=
inµkν/(k · n)
k2 + iǫ
;
µ ν
=
−ikµkνn2/(k · n)2
k2 + iǫ
.
(2.26)
Imagine that a photon line attaches to a fermion line via a black square. We can then
use the identity
i(/p + /q + mL)
(p + q)2 − m2
L
+ iǫ
ige/q
i(/p + mL)
p2 − m2
L
+ iǫ
= −ge
i(/p + mL)
p2 − m2
L
+ iǫ
+ ge
i(/p + /q + mL)
(p + q)2 − m2
L
+ iǫ
(2.27)
that follows from splitting /q into /p + /q − mL and −(/p − mL). We invent a graphical
representation for this identity. It is
= + . (2.28)
The arrow that sticks out of the black square, points more or less in the direction
where a fermion propagator is canceled. Now we can see that
+ = 0, (2.29)
where the dot stands for any matrix in Dirac space (the same for both graphs, of
course). The dot could be a vertex where another photon attaches to the electron line
with or without black or white square or it could be a vertex with factor i(mL − m0).
Having introduced these notations it is now possible to prove that the photon self-
energy is gauge invariant. Imagine that we have drawn all Feynman graphs that
contribute to the photon self-energy with a maximum number of loops of L. We turn
every Feynman graph with P photon-electron vertices into 2P graphs by decorating
the photon-electron vertices with either a black or a white square. The sum of Feyn-
man graphs is turned into a sum over all these possibilities. In all graphs that contain
a black square one of the black squares is chosen and an arrow is drawn on it that
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points into either direction in which a fermion line runs. If there are B black squares,
this results in 2B possibilities. All graphs in the sum of Feynman graphs that con-
tain a black square are replaced in the sum of Feynman graphs by the 2B possible
graphs obtained by choosing a black vertex and putting an arrow on it. Furthermore,
the resulting graphs that now have an arrow are normalized by dividing them by
a factor B. This ensures that the value of the sum of graphs remains the same by
avoiding to include the same contribution multiple times. After this has been done
the identity (2.29) is used to cancel all contributions that somewhere have a black
square on a vertex. This shows that the vertices that somewhere have a black square
do not contribute to the photon self-energy. Therefore, the photon self-energy can be
calculated by drawing all Feynman graphs and giving every photon-electron vertex a
white square. This gives an expression that is manifestly independent of the gauge
vector n and hence the photon self-energy does not depend on the gauge vector n.
Masslessness of the photon
We consider the path integral expression∫
DADψDψ¯ (n · A(x))eiS [A,ψ,ψ¯]− iλ2
∫
(n·A(y))2 d4y, (2.30)
where S is the gauge invariant part of the action. We perform a transformation of
integration variables that is also a gauge transformation. I.e., a transformation of the
form given in equation (1.119). The value of the integral remains the same, as is
the case with any transformation of variables. In particular the first order terms in
Λ should be zero. From this we obtain an identity that the expectation value must
satisfy. It is
(n · ∂)Λ(x) − iλ
〈
(n · A(x))
∫
(n · A(y))(n · ∂)Λ(y)d4y
〉
= 0. (2.31)
Turning the first term into an integral expression, using partial integration and using
the fact that this holds for any function Λ, we obtain
nµ(∂µδ)
4(x − y) + iλ 〈(n · A(x))(n · ∂)(n · A(y))〉 = 0. (2.32)
This can be verified to hold for the photon propagator to lowest order. However, as
our derivation is very general, it also holds for the loop corrections to the photon
line. Substituting such a loop correction into the second term of this equation should
yield zero. This can only be the case if the self-energy contracted with the external
momentum is zero. In the previous section we already proved that the photon self-
energy is gauge invariant. These two facts imply that the photon self-energy must be
of the form
Πµν(k) = (k2gµν − kµkν)Π(k2). (2.33)
If this is contracted with the propagator the result does not contain a pole at k2=0.
This shows that even if self-energy contributions to photon lines are included, the
2.2. QED IN THE AXIAL GAUGE 45
result for a dressed photon line still contains a single pole as function of k2. Therefore,
the resummation of self-energy graphs as introduced in section 1.5.1 is not necessary
for a photon line. Because of this the photon mass will not receive corrections. That
is, unless Π(k2) itself diverges at k2 = 0. This would imply that some components
of Πµν are divergent at k2 = 0, even after renormalization is performed. In [26]
the remark is made that it is provable that this does not happen but that the proof is
non-trivial.
Creation and annihilation configurations
We just noted that resumming self-energy corrections to obtain the dressed propaga-
tor is not necessary for photons. However, this argument applies to internal photons
lines. We still have to do this resummation in order to obtain formulas for creation
and annihilation configurations. For the dressed propagator we find
∆¯ =
−i
(
gµν − kµnν
k·n − n
µkν
k·n + k
µkν n
2
(k·n)2
)
k2 + iǫ
1
1 + Π(k2)
. (2.34)
The creation and annihilation configurations as given in equation (1.109) must be
multiplied by a normalization factor Z−1/2 = (1 + Π(k2 = 0))1/2.
The Feynman rule for an external photon line is to write down the polarization
vector and a factor Z1/2. This is because we want the Feynman rule for the external
line not only to include the just-found normalization but also the self-energy contri-
butions for the external line. This implies that external photon lines should not be
given any further self-energy corrections.
We calculate the photon self-energy at the first loop level. To do this it is important
to notice that the fact that electrons are described by Grassmann variables has the
consequence that every closed electron loop contributes a minus sign. We find the
lowest order term for the renormalization constant (δZA). It is given by
(δZA,1) = −
g2e
6π2
1
δ
. (2.35)
The factor Z1/2 that occurs in the Feynman rule for an external photon line is at the
one loop level given by
Z
1/2
1 = 1 −
g2e
24π2
(
log
(
4πµ2
m21
)
− γE
)
. (2.36)
2.2.3 A QED-process
We are going to calculate the amplitude for an electron to absorb a photon. This
allows us to check that the formulas that we derived in section 2.2.1 indeed lead to a
gauge invariant amplitude. After having checked gauge invariance, we specialize to
the case where the momentum of the photon is zero and derive the renormalization
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group equation for the coupling constant ge. It should be noted that there is an
easier way to obtain renormalization group equations than the one that we use in
this section. This is explained in [5].
The matrix element is given by
M ∼ −geZ1/2(1 + (δZψ))L(p + k)1/2L(p)1/2u¯1(p + k)/ǫu1(p)
+ig3eµ
δ
∫
d4−δq
(2π)4−δ
u¯1(p + k)γ
ν /p + /k + /q + m1
(p + q + k)2 − m21 + iǫ
/ǫ
/p + /q + m1
(p + q)2 − m21 + iǫ
γ µu1(p)
gµν − qµnνq·n −
nµqν
q·n + qµqν
n2
(q·n)2
q2 + iǫ
+
ge
2m1
u¯(p + k)/E1(p + k)/ǫu(p)
+
ge
2m1
u¯(p + k)/ǫ /E1(p)u(p),
(2.37)
where we gave the factors L1/2 two different arguments to make it easier to see
that all gauge dependence cancels. This canceling is done before integrating over
d4−δq in order to avoid having to worry about integrating expressions that contain
factors 1/(q · n). We are about to describe how this matrix element is simplified. In
this calculation several steps are related to the mass of the electron. In that case only
the steps related to p2 = m21 are mentioned. However, analogous steps, related to
(p + k)2 = m21, were carried out at the same time.
The matrix element is simplified by neglecting contributions of higher order in ge
than g3e , expanding products, performing contractions, canonicalizing strings of Dirac
matrices and using that /pu(p) = m1u(p). With this latter identity one should be a
bit careful. This simplification is only allowed for terms that do not contain a factor
1/(p2 −m21). Terms that contains such a factor come one from the factors L(p)1/2. In
the end the limit p2 → m21 is to be taken but this can only be done after integrating
over d4−δq. Also denominators are canceled where this is possible. After these sim-
plifications have been done independence of the gauge vector n still is not manifest.
One has, for instance, a term proportional to∫
d4−δq
1
(p + q)2 − m21
1
q · n
1
q2 + iǫ
u¯(p + k)/ǫ/q/nu(p). (2.38)
In order to simplify this we first insert a factor /p/m1 in front of u(p). Then we rewrite
the string of Dirac matrices using that
/ǫ/q/n/p = 1
6
/ǫ[/q, /n, /p] + 5
6
/ǫ/q/n/p + 1
6
/ǫ/q/p/n + 1
6
/ǫ/n/q/p − 1
6
/ǫ/n/p/q − 1
6
/ǫ /p/q/n + 1
6
/ǫ /p/n/q, (2.39)
where [/a, /b, /c] is an extension of the notation used for a commutator. It stands for
anti-symmetrization with respect to all possible permutations of its arguments. The
point of this rewriting is that∫
d4−δq
1
(p + q)2 − m21
1
q · n
1
q2 + iǫ
[/q, /n, /p] = 0. (2.40)
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This is because we can split q into q// + q⊥ where q⊥ is taken perpendicular to p and
n. The integrand is odd in q⊥ and therefore the integration yields zero. Now the same
simplifications that we mentioned in the text just before equation (2.38) are carried
out again. After removing integrals with odd integrands we see that all dependence
on the gauge vector n has canceled.
Having shown gauge invariance in the case of electron momenta on their mass
shell but an arbitrary photon momentum, we now specialize to the case where the
photon momentum is zero. We perform the integrations over d4−δq, expand with
respect to δ and p2 − m21 and throw away terms that are of order one or higher in
either quantity. This is sufficient to get rid of the poles at p2 = m21. Then we use the
fact that u¯(p)/ǫu(p) = (p · ǫ/m1)u¯(p)u(p). At this point we observe the cancellation
of all terms proportional to 1/δ. As the result of our calculations we obtain
M ∼ − p · ǫ
m1
(
ge −
g3e
24π2
(
log
4πµ2
m21
− γE
))
u¯(p)u(p). (2.41)
This is a physical quantity approximated to next to leading order. Therefore, we
should have that dM/dµ = 0 to this order. From this it follows, using that m1 should
not depend on µ at the one loop level, that
µ
dge
dµ
=
g3e
12π2
. (2.42)
This is the renormalization group equation for ge in the case of QED with one kind
of fermion. The right-hand side of this equation is the start of an expansion in ge of
which more terms can be obtained by considering Feynman graphs with more loops.
This expansion is known as the beta function.
2.3 Scheme invariance
This section contains material from the paper [10]. In this paper the perturbative
expansion is re-expanded with respect to the scheme invariant 1/X1 that we will
define. We do this in an attempt to get rid of the renormalization scheme dependence.
Furthermore, it is investigated whether the potentially large double logarithms of µ
in such an expansion cause inaccuracy. A resummation that removes these double
logarithms is introduced.
Other attempts to remedy the problem of renormalization scheme dependence
have been proposed. They all suffer from a great deal of arbitrariness and/or the
mathematics involved is more complicated than that of simply manipulating power
series, as we will be doing.
To obtain our results, we use the simple case of a one-parameter theory. We do
not yet consider more complicated cases. When doing explicit calculations, we use
QCD with five massless quarks, as a concrete example of a one-parameter theory. This
theory is the non-Abelian gauge-theory having SU(3) as its gauge group coupled to
five massless Dirac fermions, known as quarks. The number of quarks is also known
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as the number of flavours N f . Hence if we were to write down all indices, a quark
field has three indices: a Dirac index, a SU(3)-index and a flavour index.
QCD contains, besides the UV-divergences, also IR-divergences. This latter kind
of divergence leads to factorization scheme dependence. In the example that we con-
sider, IR-divergences cancel, provided that one includes all contributions. Because of
this we can avoid having to deal with factorization scheme dependence. For future
research it would be interesting to investigate whether factorization scheme depen-
dence can be dealt with in the context of our method.
2.3.1 Beta function coefficients
Here we show that the first two beta function coefficients are renormalization scheme
independent. This argument comes from appendix B of [3]. We already noticed that
scheme dependence arises because of the possibility of shifting a finite part of the
counter terms to the basic Lagrangian. If we look at the effect of this on the basic
Lagrangian we see that this boils down to replacing the coupling constant by an ex-
pansion in the coupling constant. This is a way to parameterize scheme dependence.
We assume that we have a coupling constant a that is replaced by the expansion a′
given by
a′ = a + ρ1a2 + ρ2a3 + · · · . (2.43)
Note that what we call a here would be proportional to g2e in the notations of the
previous section. The lowest order term must indeed have a coefficient that is equal
to 1 because the same result should be obtained at the tree level. For both coupling
constants there is a beta function. We have
da
ds
= β0a
2 + β1a
3 + β2a
4 + · · · ;
da′
ds
= β′0(a
′)2 + β′1(a
′)3 + β′2(a
′)4 + · · · ,
(2.44)
where we write ds = 2dµ/µ. It is possible to relate these two beta functions to each
others by using that on the one hand we have
da′
ds
=
d
ds
(
a + ρ1a
2 + ρ2a
3 + · · ·
)
=
(
1 + 2ρ1a + 3ρ2a
2 + · · ·
)
β(a)
= β0a
2 + (β1 + 2ρ1β0)a
3 + (β2 + 2ρ1β1 + 3ρ2β0)a
4 + · · ·
(2.45)
and on the other hand we have
da′
ds
= β′0(a
′)2 + β′1(a
′)3 + β′2(a
′)4 + · · ·
= β′0a
2 + (β′1 + 2ρ1β
′
0)a
3 + (β′2 + 3ρ1β
′
1 + β
′
1 + 2β
′
0ρ2 + β
′
0ρ
2
1)a
4 + · · · .
(2.46)
Equating these two power series, we see that β0 and β1 are scheme invariant, while
the other beta function coefficients are scheme dependent.
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2.3.2 Renormalization scheme invariants
In this section we show how renormalization scheme-dependent quantities can be
combined into scheme invariant ones. This is also explained in [28] and [21]. The
idea is that the consistency of perturbation theory requires that a result up to terms
of order an should only differ from the exact answer up to terms of order an+1. If
we consider the case n = 1, we see that the µ-dependence of the coupling makes the
use of a as an expansion parameter scheme dependent. This indeed is an effect that
starts at order a2. I.e., the lowest order term in the beta function is of order a2.
The renormalization scheme can be specified by giving the renormalization scale s
and the scheme-dependent beta function coefficients β2, β3, β4, . . . . The coupling
constant depends on the scale as given in equation 2.44. The first of these differential
equations can be integrated to give
s = − 1
β0a
+
β1
β20
log
β0 + β1a
β1a
+
∫ a
0
da′
(
1
β(a′)
− 1
β0(a′)2 + β1(a′)3
)
. (2.47)
This solution implies the choice of a constant of integration. We can write s =
2dµ/µ = d log(µ2/Λ2
QCD
). The constant of integration ΛQCD must be determined ex-
perimentally. Taking the set of variables that consists of s and the scheme-dependent
beta function coefficients as independent, we can derive that
∂a
∂βi
= β(a)
∫ a
0
da′
(a′)i+2
β(a′)2
. (2.48)
As an example, we imagine that we have calculated a physical quantity R up to
fourth order. From this example, we hope, it will be clear how this can be generalized
to arbitrary order. Having calculated R up to fourth order means that we have
R ∼ r0a + r1a2 + r2a3 + r3a4. (2.49)
Consistency of perturbation theory requires that
dR
d scheme
= O(a5). (2.50)
To be more concrete, independence of s implies that(
r0 + 2r1a + 3r2a
2 + 4r3a
3
) ∂a
∂s
+
∂r1
∂s
a2 +
∂r2
∂s
a3 +
∂r3
∂s
a4 = O(a5). (2.51)
From this, equations for second, third and fourth order can be extracted. Substituting
the beta function for ∂a/∂s, we find
r0β0 +
∂r1
∂s
= 0;
2β0r1 + r0β1 +
∂r2
∂s
= 0;
3β0r2 + 2β1r1 + r0β2 +
∂r3
∂s
= 0.
(2.52)
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To obtain the equations that follow from independence of β2, we expand ∂a/∂β2 up
to fourth order. We have
∂a
∂β2
=
1
β0
a3 + O(a5). (2.53)
Using this and then demanding that the third and fourth order of ∂R/∂β2 are zero,
we get the equations
r0
β0
+
∂r2
∂β2
= 0;
2
r1
β0
+
∂r3
∂β2
= 0.
(2.54)
Finally, independence of β3 gives the equation
r0
2β0
+
∂r3
∂β3
= 0. (2.55)
Integrating the equations for r1, r2, and r3, we find
r1 = X1 − β0r0s;
r2 = X2 +
r21
r0
− r0β2
β0
+
β1r1
β0
;
r3 = X3 +
3r1X2
r0
+
5
2
β1r
2
1
β0r0
− r0β3
2β0
− 2r1β2
β0
+
r31
r20
,
(2.56)
where the quantities Xi are the renormalization scheme invariants. They arise be-
cause the values of the ri are obtained from differential equations and hence need
constants of integration. The values of the Xi can be calculated from the values of ri
and βi once these have been calculated. It should be made sure that the ri and βi have
been calculated in the same renormalization scheme, of course, and then it will turn
out that the values of Xi no longer depend on the scheme that was used to obtain ri
and βi.
The acute reader will have noticed that we actually expressed r2 and r3 into r1
instead of in s. Hence, we actually label our renormalization scheme by r1, β2, β3, . . .
rather than by the set of parameters that we mentioned earlier. The reason that we
do this is that if we are going to re-expand into the scheme invariant 1/X1 we would
rather have r1 than s in the expansion coefficients because in a suitable renormaliza-
tion scheme r1 will be a number of order unity while s is of order 1/a, which is large.
In the end it will hopefully turn out that the result will not depend on what kind of
“suitable renormalization scheme” we used, however, we are not yet at this point so
we should still make sure that we do not have large expansion coefficients.
2.3.3 Expansion in 1/X1
In this section we re-expand the perturbative expansion in the expansion parame-
ter 1/X1. For an expansion to work, we need to know that we are expanding with
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respect to a small parameter. The idea of perturbation theory is that the coupling
constant, a, is a small quantity. Equation (2.47) can be expanded in powers of a. We
have
s ∼ − 1
β0a
+
β1
β20
log
(
β0
β1a
)
+
β21a
β30
− β2a
β20
− β
3
1a
2
2β40
− β3a
2
2β20
+
β1β2a
2
β30
−β4a
3
3β20
+
β22a
3
3β30
− β2β
2
1a
3
β40
+
2β3β1a
3
3β30
+
β41a
3
3β50
.
(2.57)
From this series we see that if a is small, s must be large. Therefore, the perturbation
series can also be written as an expansion in 1/s. For this we use the inverse of the
expansion 2.57. We have
a ∼ − 1
β0s
+
β1
β30s
2
Ls +
β21
β50s
3
− β2
β40s
3
− β
2
1
β50s
3
Ls −
β21
β50s
3
L2s
− β
3
1
2β70s
4
+
β3
2β50s
4
− 2β
3
1
β70s
4
Ls +
3β2β1
β60s
4
Ls +
β31
β70s
4
L3s +
5β31
2β70s
4
L2s ,
(2.58)
where Ls = log(−β1/(β20s)).
Now we assume that a suitable renormalization scheme has been chosen, and
hope to obtain results that turn out not to depend on our “suitable renormalization
scheme” and hence might also have been calculated if we had started out with an
unsuitable renormalization scheme. In a suitable renormalization scheme, we expect
that expansion coefficients are not large. In particular r1 is expected to be of order
unity. From equation (2.56) it follows that X1 = r1 + β0r0s. We conclude that X1
must be a large quantity, because s is. Hence, the expansion
1
s
=
β0r0
X1 − r1 ∼
β0r0
X1
+
β0r0r1
X21
+
β0r0r
2
1
X31
+
β0r0r
3
1
X41
(2.59)
is a good expansion. We substitute this equation into equation (2.58) obtaining an
expansion of a in 1/X1. This expansion is substituted into equation (2.49). We
then obtain an expansion of the physical quantity R into 1/X1. Furthermore, in this
expansion, we substitute for r2, r3, r4, . . . the values as given by equation (2.56). It
should be noted that although X1 does not depend on the renormalization scheme,
it is dependent upon the physical quantity under consideration. There is, however,
nothing wrong with using a different expansion parameter for every different physical
quantity.1 The expansion that is obtained by making all these substitutions is
R ∼ − r
2
0
X1
+
r30β1
β0X
2
1
LX −
r30X2
X31
+
r40β
2
1
β20X
3
1
(1 − LX − L2X)
+
r40X3
X41
+
3r40β1X2
β0X
4
1
LX +
r50β
3
1
β30X
4
1
(
−1
2
− 2LX + 52L2X + L3X
)
,
(2.60)
1There may, however, be problems when considering quantities in which more than one energy scale
plays a role. E.g., a factorized cross section as in deep-inelastic scattering.
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where LX is given by LX = log(−r0β1/(β0X1)). We see that in this expansion all
scheme-dependent terms have canceled. These scheme-dependent terms are the ones
involving r1 and βi with i ≥ 2. Because of the cancellation of these terms, we have
obtained a scheme-independent perturbation series.
For this method to work for any order in perturbation theory, we must prove
that the cancellation of scheme-dependent terms happens at every order and not just
up to fourth order. For this purpose, note that our expansion is an expansion with
respect to the variables 1/X1, 1/β0, β1, β2, β3, . . . , r0, r1, X2, X3, X4, . . . , LX . If we refer
to the order of a term in the series, we mean the order in 1/X1. We should prove
that actually the variables r1, β2, β3, . . . do not occur in this series expansion. Let us
assume that such a variable actually does occur at some order n in the expansion.
We introduce v as an alias for one of the offending variables (there might be
several offending variables) that occurs at order n. This means that ∂R/∂v is of or-
der n. We consider what happens if we re-expand the expression for R in a again,
and then differentiate with respect to v. To do this we first have to expand 1/X1 =
1/(β0r0s + r1) in 1/s and then use equation (2.57) to expand this in a again. X1
was defined in such a way that it actually does not depend on scheme-dependent
quantities such as v. Therefore, we know that the entire series of 1/X1 in a does
not depend on v. Furthermore, we note that during re-expanding and differentiating
the order of a term in 1/X1, 1/s or a, whichever applies, never decreases. There-
fore, all the invariant terms up to order n after differentiation cause terms that are at
least of order n + 1. The only terms that can give a contribution of order n are the
scheme-dependent terms. However, the terms obtained by differentiating a, using
the chain rule, are of higher order, so this does not contribute. The conclusion is that
the derivative with respect to v up to order n is the same before re-expanding as after
re-expanding, except that 1/X1 is to be replaced by −a/r0 and LX is to be replaced
by log(β1a/β0). Hence, the physical quantity R up to order n depends on the scheme
at order n. This is a contradiction with the starting point of section 2.3.2. Therefore,
the expansion in 1/X1 must have renormalization scheme independent coefficients.
2.3.4 Resumming the logarithms
In this section, we will resum all logarithms Ls that occur in equation (2.58). We start
out by observations that have been made from computer algebra experimentation,
but in the end we will prove our results to be correct to all orders. By looking at
the expansion (2.58), we observe that the leading logarithms, i.e., terms of the order
Ln−1s /s
n can be summed into the quantity 1/s′ defined by
1
s′
=
1
s
1
1 + β1L/(β20s)
. (2.61)
After this resummation we have the expansion
a(s′, L) ∼ − 1
β0s′
− β2
β40(s
′)3
+
β21
β50(s
′)3
(1 − L) + β
3
1
β70(s
′)4
(
−1
2
+ L − 1
2
L2
)
(2.62)
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+
β3
2β50(s
′)4
+
β41
β90(s
′)5
(
−7
6
+ 2L − 1
2
L2 − 1
3
L3
)
+
3β21β2
β80(s
′)5
(1 − L) − 5β
2
2
3β70(s
′)5
+
β1β3
6β70(s
′)5
− β4
3β60(s
′)5
.
Looking at the highest order logarithms in this expansion, we recognize the expansion
of β1/(β30s
2) log(1 − β1L/(β20s′)). We therefore define a quantity L′ by
L′ = log
(
1 − β1
β20s
′ L
)
. (2.63)
It now turns out that after rewriting the expansion for a with respect to 1/s′ and L′,
we recover the original expansion where 1/s has been replaced by 1/s′ and L by L′.
Because of this we can iterate this procedure and obtain a sequence of values 1/sn
and Ln from the iteration
1
sn+1
=
1
sn
1
1 + β1
β20sn
Ln
;
Ln+1 = log
1
1 + β1
β20sn
Ln
,
(2.64)
where we have rewritten Ln+1 in terms of sn and Ln instead of in terms of sn+1 and Ln.
We note that this iteration increases the order of L with respect to 1/s. Therefore, in
the perturbative regime, the iteration should make L converge to zero. This resums
all logarithms into a new value for 1/s.
A curve can be drawn through the sequence of points (1/sn, Ln). This curve is
given by
1
s(x)
=
1
s∞
1
1 + β1
β20s∞
x
;
L(x) = log
1
1 + β1
β20s∞
x
− x,
(2.65)
where x parameterizes the curve and different curves (for different initial values of
1/s and Ls) are labeled by 1/s∞. That this is correct, can be seen by checking that
the iteration for the pair (1/s, L) is recovered if x is iterated using the prescription
xn+1 = log
1
1 + β1
β20s∞
xn
. (2.66)
We see that also for the xn the property holds that xn+1 is of higher order than xn,
hence in the perturbative regime it should converge to zero. In this case we note that
1/s(x) → 1/s∞, which explains our notation “1/s∞” to label the different curves.
We must still prove our assertion that the iteration preserves the expansion to all
orders in 1/s. It is sufficient to show that the value of a is constant along the curves
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introduced above. The infinitesimal form of the curves is
δs =
β1
β20
δx;
δLs =
(
−1 − β1
β20s
)
δx.
(2.67)
Proving that this is a symmetry of the expansion (2.58) is also sufficient to see that
the iteration works. This is what we will do in the next section.
2.3.5 Proof of the iteration
Here we will prove that the transformation (2.67) is a symmetry of the expansion
equation (2.58). This, at the same time, shows that the iteration of equation (2.64)
works to all orders and that the logarithms in the expansion can be made zero. We
introduce a quantity a¯ that is a power series in 1/s and Ls. This quantity has the
definition
∂a¯
∂(1/s)
= −
(
s2 +
β1s
β20
)
β(a¯);
∂a¯
∂Ls
=
β1
β20
β(a¯);
[sa¯(1/s, Ls = 0)]s→∞ = −1/β0.
(2.68)
We will show that this quantity a¯ is actually the same as a. First note that these dif-
ferential equations are consistent because ∂/(∂(1/s)) and ∂/∂Ls commute. Secondly,
if we confine ourselves to the surface Ls = log(−β1/(β20s)) we have, as is verifiable
by using the chain rule for differentiation, da¯/ds = β(a¯), so, also using the boundary
condition, we see that on this surface a and a¯ are the same. We now show that for
every order in 1/s, there is a finite number of terms. This ensures that also away from
the surface Ls = log(−β1/(β20s)) these functions are the same, because it is impossi-
ble to express s and Ls into each others in a finite number of terms. The pre-factors
of the expansion in 1/s and Ls of a¯ can be obtained by setting a¯s = −1/β0 in the
derivatives ∂n+ma/(∂Lms ∂(1/s)
n). At first sight, it may seem that problems could be
caused by terms of the form a¯msn where n > m. However, the fact that the differen-
tial equations have a solution that is an expansion in Lms /s
n with n > 0 and m ≥ 0,
ensures that these problematic contributions will cancel if we substitute a¯s → −1/β0.
Still, before this substitution is made, there will be terms of the form a¯p(1/s)p+q, with
p > 0 and q ≥ 0. If we consider the quantity dna¯/d(1/s)n , the maximum value of
q for which this type of monomial will occur is equal to n − 1. Differentiations with
respect to Ls increase the order in a, hence, in ∂
n+ma/(∂Lms ∂(1/s)
n), the maximum
value for q will be n − 1 − m. Hence, if m ≥ n we will only have terms containing
a¯p(1/s)q with p > q. If we substitute a¯s = −1/β0, taking s → ∞, these terms will
become zero and thus do not contribute. From this we see that the maximum order
in Ls that occurs in the coefficient of 1/sp in the expansion in s is p. Hence, this coef-
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ficient of 1/sp contains a finite number of terms, as we set out to show. We conclude
that the quantity a¯ indeed has the same expansion with respect to 1/s and Ls as a.
Furthermore, from equations (2.67) and (2.68), it follows that da/dx = 0. There-
fore, the symmetry (2.67) is indeed a symmetry of the expansion of a in 1/s and Ls,
and the iteration in equation (2.64) keeps the value of a constant to all orders in 1/s.
2.3.6 Resumming LX
The symmetry of equations (2.67) can be turned into a symmetry of the expansion of
a physical quantity in 1/X1 and LX . This will enable us to perform resummation of
logarithms in such an expansion. From X1 = r0β0s + r1, it follows that
δX1 = r0β0(δs) =
r0β1
β0
δx. (2.69)
Turning Ls into LX is done via
Ls = LX + log
X1
X1 − r1 . (2.70)
Applying δ on both sides gives(
−1 − β1
β0s
)
δx = δLX − r1
X1
δX1. (2.71)
Equation 2.69 then gives
δLX = −
(
1 +
r0β1
β0X1
)
δx. (2.72)
Using this symmetry it is possible to turn LX into zero, thereby ridding ourselves of
logarithms. The value of X1 that is obtained while turning LX to zero will be called
X˜1. Integrating equations (2.69) and (2.72), we obtain the equation
X1 = X˜1 − r0β1
β0
log
−r0β1
β0X˜1
. (2.73)
This can be expressed in the Lambert W-function. This function is by definition the
solution to W(z)eW(z) = z. We have
X˜1 =
r0β1
β0
W
(
−e
β0X1
r0β1
)
. (2.74)
Hence, the conclusion is that we turned the standard perturbation theory into an
expansion in the quantity 1/X˜1. The expansion looks as displayed in equation (2.60)
with X1 replaced by X˜1 and all terms that have an LX removed. Since this reduces
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highest order not using symmetry using symmetry
1/s 91.5 91.5
1/s2 282.2 249.0
1/s3 247.5 249.3
1/s4 248.6 249.0
Table 2.1: Values for ΛQCD in MeV obtained by solving equation (2.57) to various
orders numerically, while using or not using the symmetry in equation (2.67). We
used a number of quarks equal to five to obtain this result.
the number of terms considerably, let us display a few more. We have
R ∼ − r
2
0
X˜1
+
r40β
2
1
β20X˜
3
1
− r
3
0X2
X˜31
− r
5
0β
3
1
2 β30X˜
4
1
+
r40X3
X˜41
− 7 r
6
0β
4
1
6 β40X˜
5
1
+
3 r50β
2
1X2
β20X˜
5
1
− r
5
0X4
X˜51
+
17 r70β
5
1
12 β50X˜
6
1
− 3 r
6
0β
3
1X2
2 β30X˜
6
1
− 4 r
6
0β
2
1X3
β20X˜
6
1
+
r60X5
X˜61
.
(2.75)
2.3.7 Determining ΛQCD
In their Review of Particle Physics [25] the Particle Data Group suggests using equa-
tion (2.58) to define ΛQCD. To be fully accurate, their definition is not completely
the same. Instead of our Ls = log(−β1/(β20s)) the PDG uses Ls = − log s. This
amounts to a shift in the parameter s. A way to see this is from equation (2.47).
Adding a factor −β1/β20 inside the logarithm in this equation, turns our expansion
into the one of the PDG. This is equivalent to adding a constant to the right-hand
side of this equation. This constant can then be moved to the left-hand side, so we
see that s is indeed shifted. The consequence is that the ΛQCD that we use differs by
a multiplicative constant from the one of the PDG. We have
ΛPDGQCD = Λ
OURS
QCD
(
−β
2
0
β1
)β1/(2β20)
, (2.76)
where the beta function coefficients are given in our conventions. In the rest of this
thesis we use our conventions, hence we will be writing ΛQCD for ΛOURSQCD and never
mention ΛPDG
QCD
again. Note however, that the expansion with respect to 1/X1 and LX
becomes different if we choose a different pre-factor inside the logarithm. We will see
in the next section that using the symmetry of equations (2.69) and (2.72) resolves
this ambiguity.
The suggestion of the PDG to use equation (2.58) to define ΛQCD is not very prac-
tical. In the first place it would seem to be easier to use equation (2.47). Secondly,
if one is going to use equation (2.58), the symmetry from equation (2.67) is useful
to obtain a series that converges faster by transforming Ls to zero. The PDG gives
αs(MZ) ≈ 0.1187, where MZ is the mass of the Z-particle, i.e., 91.2 GeV. In table 2.1
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we compare the value obtained for ΛQCD using the symmetry and not using it. The
beta function coefficients that we used were calculated in [27] and recently confirmed
in [7]. The number of flavours was set to five. We indeed see faster convergence.
Below we will be using ΛQCD. The value that we use comes from equation (2.58)
to fourth order where we use our symmetry to get rid of Ls. If one uses standard per-
turbation theory, one has to pick a suitable value for µ and specify the renormalization
scheme. In that case, the consistent way to proceed is to only use the beta function up
to the loop level to which the rest of the calculation is done. The difference with our
case is that while in the standard approach αs(MZ) ≈ 0.1187 appears as a fundamen-
tal constant, in our approach ΛQCD would be the fundamental quantity. Determining
the value of a fundamental constant from another one is better done with as much
accuracy as possible. This is the reason that we use the beta function up to the four
loop level.
2.3.8 How invariant is invariant, really?
Our method attempts to remedy the arbitrariness in choosing the renormalization
prescription, so we should now ask the question to what extend this method it-
self is arbitrary. A first possible source of arbitrariness is the choice of variables
to parameterize the renormalization prescription. We choose the set of parameters
r1, β2, β3, β4, . . . to parameterize the renormalization prescription. If one chooses a
different set of variables, r¯1 = r1 + ∆1, β¯2 = β2 + ∆2, β¯3 = β3 + ∆3, where the
∆’s are constants, the integration constants Xi from section 2.3.2 also become differ-
ent. However, if we have ∆1 = 0, it turns out that in the end the final expansion
coefficients still have the same value, so this is not an arbitrariness of our method.
This shows that the small invariant quantity that we decide to use for expansion
is more important than the definition of the other invariants. The question that might
arise is what would happen if we would expand with respect to some arbitrary func-
tion of X1 instead of with respect to X1. We could, for instance, expand with respect
to the sine of X1. The possibility of expressing the coupling constant in one scheme
as a power series in the coupling constant in another scheme is a possibility that has
been mentioned in literature, for instance in [28] and also in our section 2.3.1. Our
point of view is that the possibility to use an arbitrary power series is not a funda-
mental arbitrariness of perturbation theory. Note that if it were, it would apply to
any perturbative method in any branch of physics. Small quantities that are used for
expansion should be the ones that come naturally with the problem under consider-
ation, not the ones that can be used to show that any approximation method can be
made to give wrong answers. In field theory, the situation is that no renormalization
scheme is a priori better than any other, and this ambiguity can be parameterized
by using an arbitrary power series in the coupling constant. This is the reason arbi-
trary power series of the coupling constant can be useful to consider. Considering the
fact that the first scheme invariant arises naturally from the demand that a physical
quantity should not depend on the scale, it does not make sense to consider arbitrary
functions of this, perhaps with the exception of a translation in the definition of X1.
I.e., a non-zero value of ∆1.
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If ∆1 , 0, we obtain a different invariant variable at the one loop level, namely
X′1 = X1+∆1. If we were to expand in 1/X
′
1, we would indeed obtain a different ex-
pansion. Here, it appears, we have finally found arbitrariness. However, we actually
already mentioned this. An example of this arbitrariness is given in the paragraph
that contains equation (2.76). The pre-factor that we choose inside the logarithm Ls
is equivalent to choosing a value for ∆1. Resumming the logarithms yields the same
result for X˜1 and, hence, also the same result for the physical quantity R.
2.3.9 Hadronic-R
In this section we consider massless QCD-corrections to hadronic Rhad. This quantity
is by definition given by
Rhad =
σ(e+ + e− → hadrons)
σ(e+ + e− → µ+ + µ−) , (2.77)
where electroweak corrections are neglected. The value of this quantity can be ob-
tained up to third order from the review paper [4]. The beta function coefficients can
be obtained from the same paper or from [27]. a is taken to be αs/π. For the first
renormalization scheme invariant X1, we have
X1 = r1 + β0r0s
=
365
24
− 11ζ(3) − N f
(
11
12
− 2
3
ζ(3)
)
+
(
−11
4
+
1
6
N f
)
log
 sCMΛ2
QCD
 , (2.78)
where we have written sCM for the squared center of mass energy, to avoid confusion
with the quantity log(µ2/Λ2
QCD
), that we also call s. The addition of β0r0s has resulted
in the replacement µ→ ΛQCD, in r1. Note that the value ofΛQCD is scheme dependent.
For instance, if we would use the MS-scheme (we are actually using MS), the two
values of ΛQCD would differ by a multiplicative constant. The scheme invariant is
independent of this choice. A practical way to proceed is to start from the expansion
of Rhad up to and including terms of order a
3, substitute equation (2.58) into it and
expand up to terms of order 1/s3. In this we substitute equation (2.59) and expand
again with respect to 1/X1 up to terms of order 1/X31 . Using computer algebra this
is a more or less trivial thing to do. This cancels all dependence on the scheme,
as we have argued. In particular, we observe that results no longer depend on the
renormalization mass µ.
We plot a normalized variant of hadronic R as calculated by two other methods
that have been proposed to handle the scheme dependence. The first method is the
one used by the Particle Data Group. The PDG uses MS and sets µ =
√
sCM. The
second method that we consider is the PMS-criterion. Information on this can be
obtained from [28]. We also plot the result obtained by our method of re-expanding
in 1/X1. We obtain figure 2.1. In this figure we did not yet use the symmetry of
equations (2.69) and (2.72) to remove the logarithms. If we use it, we get figure 2.2.
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Figure 2.1: hadronic R as a function of the center of mass energy for N f = 5, as
found by various methods, normalized by dividing by the PDG-one-loop result. Note
that our method gives rather different results from the PDG-method and the PMS-
method. From top to bottom we see graphs for PMS-two-loop, PDG-two-loop, [gap],
our-two-loop, PDG-three-loop, PMS-three-loop, [gap], and our-three-loop.
The normalization that we mentioned is done by dividing by the one-loop result that
can be found using the PDG-method. This prevents the graphs from being very close
to each others. We conclude that our method gives results basically equal to the two
other methods provided that it is improved by the use of the symmetry. “Basically
equal” means that the uncertainty that results from ignoring the next order is much
larger than the uncertainty that comes from the renormalization scheme dependence.
2.3.10 Comparison with other solutions
Other solutions to the problem of renormalization scheme dependence have been
proposed. The one that perhaps is most like ours, is by C.J. Maxwell [21]. In fact,
in the case where β1 = 0 the one-loop result of Maxwell is identical to ours. He
sums some of the higher order terms along with the ones that come from orders
where the full result is known. If an n-loop calculation has been performed, Xn is
known and all terms that contain Xi with i ≤ n are to be summed. This has the
problem that the definition of the Xi depends on what parameters are chosen to
parameterize the scheme. Maxwell notes this himself in [21]. As we have seen, the
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Figure 2.2: hadronic R as a function of the center of mass energy for N f = 5, as
found by various methods, normalized by dividing by the PDG-one-loop result. As
opposed to the previous graph, our method now gives very similar results to the
PDG-method and the PMS-method. From top to bottom we see graphs for improved-
our-two-loop, PMS-two-loop, PDG-two-loop, [gap], PDG-three-loop, PMS-three-loop,
improved-our-three-loop.
invariants are constants of integration, hence they depend on the boundary chosen.
Therefore, it does not make much sense to resum these, because it will inevitably lead
to arbitrariness. Our approach of expanding in the first invariant avoids this problem.
The PMS-criterion, introduced in [28] looks completely scheme and convention
independent. Still, it is possible to choose a different defintion of the notion of a
“perturbative approximation” than is done in this paper, leading to different results.
Another disadvantage is that the PMS-criterion is difficult to apply. The optimum
value, in some sense of optimal, of scheme dependent parameters is determined.
This involves solving transcendental equations containing integrals, and hence can
generally only be done numerically. If one is interested in expressing a physical quan-
tity in, say, the numbers of flavours N f , this can only be given as a set of equations.
By contrast, we have a series expansion in the parameter 1/X˜1. Only one equation
needs to be solved to obtain X˜1 from X1. Such a result can easily be expressed in, for
instance, N f .
The method of calculating hadronic R used by the Particle Data Group consists
of setting µ to a “good” value. This has the disadvantage that one has to pick this
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“good” value alongside with a “good” renormalization scheme. For hadronic R the
PDG makes µ equal to the center of mass energy and uses MS.
Another idea was put forward in [17]. Here we obtain a differential equation for
the physical quantity. We have
dR
dsCM
= f (R). (2.79)
As before, sCM is the energy squared in the center of mass, not the scale. It turns out
that the right-hand side is scheme independent, which should not come as a surprise
to the reader of this paper. The method has some disadvantages compared to ours.
Firstly, this differential equation still needs to be solved. This could be done by giving
an initial value at some reference energy, and then expanding in log(sCM/sref). This,
of course, goes wrong if the energy of an experiment starts to differ significantly
from the reference energy. Furthermore, the mere mention of a “reference energy”
indicates that we are reintroducing arbitrariness. So, presumably, we are not to solve
this differential equation by expanding with respect to this quantity. What are we
to do then? Solving the differential equation numerically, perhaps? The reader will
not find it difficult to think of disadvantages of this. Furthermore, we would want
to relate different physical quantities to each other. In this method we would give
a series expansion that expresses one into the other. However, which of all possible
physical quantities is going to appear in a listing of fundamental quantities? And at
what energy is this quantity going to be listed? This method has no preference for a
particular quantity or energy.
Yet another idea can be found in [13]. Here an equation that looks a lot like
equation (2.47) is given. In our notation it would be given by
X1 = −
r20
R
+
r0β1
β0
log
r0β0 + β1R
β1R
+
∫ R
0
dR′
(
1
Y(R′)
− 1
Y0(R′)2 + Y1(R′)3
)
, (2.80)
where Y(R) is a power series that starts with the term Y0R2. The Yi are invariants
related to the Xi but their definition is not entirely the same. If we go to a scheme
where all ri with i > 0 are zero, the just given equation and equation (2.47) are
the same. Because only renormalization scheme invariants occur in equation 2.80, it
must hold in any scheme. This could be an answer to the question that bothered us in
the previous paragraph, because this expression is a solution to the differential equa-
tion (2.79). The relation to our method is that we propose to simplify this expression
by turning it into an expansion. Numerical accuracy is then achieved by resummation
of logarithms.
The method proposed in [16] yields the same equation (2.80). The philosophy is
different though. The idea is that the coupling constant should be interpreted as an
“effective charge” that no longer receives higher order corrections.
2.3.11 Conclusions
We can get rid of the unphysical dependence of physical quantities on the renormal-
ization scheme by expanding in 1/X1 where X1, is the renormalization scheme invari-
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ant that occurs at the one loop level. Numerical accuracy is achieved by resumming
all logarithms that contain X1 into the quantity 1/X˜1.
For future research it would be interesting to look at the possibility of generalizing
our approach to the case of a theory with masses and/or multiple coupling constants.
Another thing that could be done is to try a similar approach to factorization scheme
dependence as it arises when one studies deep-inelastic scattering. In the context of
the method introduced in [21], both renormalization and factorization scale depen-
dence are discussed in [22].
Chapter 3
The electroweak standard
model in the axial gauge
3.1 Introduction
This chapter is based on the paper [11]. It discusses the standard model in the axial
gauge. The standard model is the field theoretical model that describes physics at
the smallest length scales that are currently accessible by experiment. We derive the
Feynman rules of the part of the standard model known as the electroweak standard
model. The other part of the standard model is QCD. A feature of the standard model
is that the coupling of the QCD-fermions to the electroweak bosons is largely the
same as to the fermions in the electroweak part. Therefore, we will make use of the
former couplings for our calculation in section 3.5 but only list the latter couplings.
The particles in the electroweak standard model are the bosonic particles photon, Z,
W±, and Higgs and six kinds of fermions, known as leptons, that are pairwise fitted
into three generations. Each generation couples in the same way to the bosons and
the way it couples follows, with some complications to be detailed below, from the
gauge invariance of the standard model. In each of the lepton generations one of
the leptons is know as a neutrino. As far as leptons are concerned, each generation
consists of a particle with some name and a particle with that same name followed
by “neutrino”. The particles are electron, electron neutrino, muon, muon neutrino,
tau, and tau neutrino.
At first it will appear that we will get some more particles, namely from the fields
φZ and φW . We will show that these fields do not correspond to particles. We calculate
the contribution of the fields φZ and φW in the case of a particular decay mode of the
top-quark.
The masses of the neutrinos are so small that they can be neglected for quite a
lot of purposes. We include these masses, assuming that the neutrino’s are Dirac
fermions. I.e., with a mass term as we used before. We do this not just because the
neutrino masses indeed appear to be nonzero, but mainly to make it easier to figure
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out what the Feynman rules for the quarks are.
The reason for considering the standard model in the axial gauge is that it can
provide a more severe check on gauge invariance than the more common gauges. In
chapter 4 of this thesis, an example of a gauge dependent quantity was found that
in the Rξ-gauge did not depend on the gauge parameter ξ but in the axial gauge did
depend on the gauge vector n. Another advantage of this gauge is that, as opposed
to the Rξ-gauge no Fadeev-Popov ghost fields are needed. Another commonly used
gauge, the unitary gauge, has no gauge parameter so the only practical check on the
gauge invariance of a cross section is its high energy behaviour. Furthermore, the
unitary gauge ignores Fadeev Popov ghost fields and can hence not be used for loop
graphs.
The disadvantage of the axial gauge is that one either has bilinear terms in un-
physical bosonic degrees of freedom φW,Z and W- or Z-particles or, if one diagonalizes
these, rather complicated formulas for interaction vertices (and in addition quite a
lot of different interaction vertices).
3.2 The Lagrangian
3.2.1 The standard model before symmetry breaking
The starting point for deriving the standard model is a field theory with fermions and
SU(2) × U(1) as its gauge group. The gauge field that belongs to SU(2) is called Aaµ,
with a = 1, 2, 3. The gauge field that belongs to U(1) is called Bµ. The left-handed
fermions are in the (2,−1
2
)-representation and the right-handed ones are in (1,−1).
Furthermore there are right-handed neutrino’s in the trivial representation of the
gauge group. This means that the Lagrangian for the fermions is
Lfermion = ψ¯L(i/∂ − g2 /AaT a + 12g1 /B)ψL + ψ¯R(i/∂+ g1 /B)ψR + ψ¯ν(i/∂)ψν, (3.1)
where ψν stands for the right-handed neutrino field. Note that the T
a are 2 × 2-
matrices that act on the two components of ψL. It looks as if the ψν-field is not
coupled to anything but that will change if we introduce the field φ below. The
Lagrangian for the gauge fields is the sum of the Lagrangians given in the equations
(1.103) (with A replaced by B, of course) and (1.126).
Furthermore, there is a complex scalar field φ in the (2, 1
2
) representation. The
covariant derivative D for this field is given by
D µφ = ∂µφ+ i
2
g1B
µφ+ ig2A
aµT aφ. (3.2)
The Lagrangian
Lscalar = (Dµφ)†(D µφ) − µ2φ†φ − λφ4 (φ†φ)2 (3.3)
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is manifestly gauge invariant. If we write out the covariant derivatives, we get
Lscalar = (∂µφ)†(∂µφ) + ig2Aaµ(∂µφ)†T aφ − ig2Aaµφ†T a(∂µφ)
+ 1
4
g22A
a
µA
aµφ†φ+ ig1
2
Bµ(∂µφ)
†φ − ig1
2
Bµφ†(∂µφ) (3.4)
+g1g2A
a
µB
µφ†T aφ+ g
2
1
4
B2φ†φ − µ2φ†φ − λφ
4
(φ†φ)2.
Finally, we can couple the field φ to the fermions. The Lagrangian is called the Yukawa
Lagrangian. It is given by
LYukawa = gαβψ¯αLφψβR + g†αβψ¯αRφ†ψ
β
L
+ hαβψ¯
α
Lǫφ
∗ψβν − h†αβψ¯ανφT ǫψ
β
L
. (3.5)
The indices α and β enumerate the generations of the standard model and the ma-
trices g and h contain complex numbers that can, in principle, be chosen freely. ǫ
is the two-dimensional Levi-Civita tensor. To see that these terms transform trivially
under the gauge group we use the fact that T ∗ǫ = −ǫT . The reason that it is possible
to construct an SU(2)-invariant from ψL and φ as well as from ψ¯L and φ is that the
fundamental representation of SU(2) is pseudo-real. The reality of representations
is, for instance, discussed in [6].
Furthermore, because we want to consider the axial gauge, we add the gauge
fixing terms
Lgauge-fixing = −12λnµAaµAaνnν − 12λ(n · B)2 (3.6)
to the Lagrangian.
3.2.2 Symmetry breaking
In the standard model, it is assumed that the parameter µ2 that appears in the La-
grangian for the scalar field φ is negative. This is not the normal kind of Lagrangian
for which we arrived at a particle interpretation. If we were to do perturbation theory
starting from such a Lagrangian, we would soon find particles traveling faster then
the speed of light. Even worse is that the derivation presented in section 1.5.4 will
no longer work and the theory will not be unitary. This problem is caused by the
fact that the minimum of the terms proportional to φ2 and φ4 in the Lagrangian is
not located at the point φ = 0, but instead at the sphere φ†φ = −2µ2/λφ. To derive
Feynman rules, we will make the substitution
φ→ 1√
2
(
0
v
)
+ φ, (3.7)
with v = 2
√−µ2/λφ. This will ensure that φ = 0 corresponds to the minimum of the
just mentioned terms. Before making this substitution we first derive the equation
that the sources should satisfy in order not to excite unphysical degrees of freedom.
Anticipating the just given substitution we introduce source terms for the φ-field given
by
Lφ,source = θ†
(
φ − 1√
2
(
0
v
))
+
(
φ − 1√
2
(
0
v
))†
θ. (3.8)
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The sources for the vector fields are as usual. We have
LA,B,source = −KµBµ − JaµAaµ. (3.9)
Demanding that the source terms are gauge invariant gives the equations
i
g2
∂µJ
aµ(x) +
1√
2
θ(x)†T a
(
0
v
)
− 1√
2
(
0 v
)
T aθ(x) = 0;
i
g1
∂µK
µ(x) +
1
2
√
2
θ(x)†
(
0
v
)
− 1
2
√
2
(
0 v
)
θ(x) = 0.
(3.10)
Now we perform the transformation (3.7). The different components of the φ-field
get different roˆles because of the arbitrary choice of the direction of the translation
of the φ-field. The second component of this complex field is split into two real
components according to
φ2 =
1√
2
(H + iφZ) . (3.11)
After the field translation, the fields A3 and B mix in the bilinear terms. We have
LA3B,bilinear = −12(∂νA3µ)(∂νA3µ) + 12(∂µA3µ)(∂νA3ν) + 18g22v2A3µA3µ
−1
2
λnµA3µA
3
νn
ν − 1
2
(∂νBµ)(∂νBµ) +
1
2
(∂µBµ)(∂
νBν)
+ 1
8
g21v
2BµB
µ − 1
2
λ(n · B)2 − 1
4
g1g2v
2A3µB
µ.
(3.12)
This part of the Lagrangian can be diagonalized by making the substitution
A3µ → cos θwA3µ + sin θwBµ;
Bµ → cos θwBµ − sin θwA3µ,
(3.13)
with cos θw = ge/g1 and sin θw = ge/g2. ge is by definition given by g2e = g
2
1g
2
2/(g
2
1+
g22). At this point, we introduce the masses MH and MW . These are given by
MW =
gev
2 sin θw
;
M2H =
1
2
λφv
2.
(3.14)
The field H turns out to have a mass MH, while MW is the mass of the fields A
1,2. The
field B has become massless, the mixing term containing A3 and B has disappeared,
and the field A3 has gotten a mass MZ = MW/ cos θw. At this point we change the
name of the field A3 into Z, and the components A1,2 are taken to be the real and
imaginary parts of the complex vector field W according to
A1µ =
1√
2
(
Wµ + W
∗
µ
)
;
A2µ =
1
i
√
2
(
Wµ − W∗µ
)
.
(3.15)
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The same rotation (3.13) is applied to the sources J3µ and K as they appear in equa-
tion (3.10). The result is that these sources must satisfy
∂µK
µ = 0;
∂µJ
µ
Z
+ MZθZ = 0.
(3.16)
where JZ = J3 and θZ is the imaginary part of the second component of θ. We let
the sources J1,2 be the real and imaginary components of a complex source JW . The
equations for these sources then become
MWθ
∗
1 + i∂µJ
µ
W
= 0;
MWθ1 − i∂µJµ∗W = 0.
(3.17)
It may seem strange that a complex conjugated source and an unconjugated one
appear in the same equation. This is because of the way that we chose to put the
fields A1,2 into the complex field W in equation (3.15). We chose this way, because it
gives the standard conventions in the couplings to the fermions. For convenience we
rename the field φ1 into φ
∗
W
and the source θ1 into θ
∗
W
.
After these diagonalization steps we still have a bilinear term containing the fields
φZ and Z. The bilinear terms in these fields are given by
LZφZ ,bilinear = −12(∂νZµ)(∂νZµ) + 12(∂µZµ)(∂νZν) + 12M2ZZµZµ
−1
2
λnµZµZνn
ν + 1
2
(∂µφZ)(∂µφZ) − MZZµ∂µφZ.
(3.18)
This part of the Lagrangian can be diagonalized in momentum space by substituting
φZ(k) → φZ(k) + iMZ
kµZµ(k)
k2
. (3.19)
It is inadvisable to make a substitution on Z, because of the presence of the gauge
vector n. To ensure that the coupling to the sources θZ and JZ remains of the form
given in equations (3.8) and (3.9). we also make the substitution
J
µ
Z
(k)→ Jµ
Z
(k) − iMZ
kµθ(k)
k2
. (3.20)
The charge conservation condition for the source JZ becomes
∂µJ
µ
Z
= 0. (3.21)
For the fields W and φW we have a situation similar to what we had for the fields
Z and φZ. These fields still mix. We have in the Lagrangian the bilinear terms
LWφ,bilinear = −(∂µWν)(∂µW∗ν ) + (∂µWµ)(∂νW∗ν ) + M2WWµW∗µ
−λnµWµnνW∗ν + (∂µφW)(∂µφ∗W)
+iMWW
∗
µ∂
µφW − iMWWµ∂µφ∗W .
(3.22)
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These terms are diagonalized by applying, in momentum space, the transforma-
tion
φW(k)→ φW(k) − MW
kµWµ(k)
k2
. (3.23)
Furthermore, the transformation
J
µ
W
(k)→ Jµ
W
(k) − MW
kµθW(k)
k2
(3.24)
is applied to the source JW . Using this diagonalization step we see that for this source
we get the equation
∂µJ
µ
W
= 0. (3.25)
3.2.3 Massive vector bosons
We consider the particles that arise from the Z-field. For the W-field the derivation
will be analogous. After the diagonalization process the quadratic terms in the La-
grangian for the Z-field are, in momentum space, given by
LZ2 = −12k2Z(k)µZ(−k)µ + 12kµZ(k)µkνZ(−k)ν + 12M2ZZ(k)µZ(−k)µ
−1
2
M2
Z
k2
kµZ(k)µk
νZ(−k)ν − 12λnµZ(k)µnνZ(−k)ν.
(3.26)
From this the propagator
∆νµ =
−i
(
gνµ − nνkµ+nµkνn·k + kνkµ
n2+(k2−M2
Z
)/λ
(n·k)2
)
k2 − M2
Z
+ iǫ
(3.27)
can be found. Because we redefined the Z-field using a non-local transformation, we
expect problems. Indeed, using the standard expressions for creation and annihila-
tion configurations, we only find two particle degrees of freedom. However, if we do
not use the non-local transformation, we are in the situation that is discussed in ap-
pendix 3.A and we see that we should have three particles. The solution is to define
the particle creation and annihilation configurations by
a(~k, s, t)∗ = −i
∫
d4x δ(k · x)
[
e−ik·(tk/M+x)kµ
↔
∂µsν
∂σ∂σ
M2
Zν(tk/M + x)
]
;
a(~k, s, t) = i
∫
d4x δ(k · x)
[
e+ik·(tk/M+x)kµ
↔
∂µsν
∂σ∂σ
M2
Zν(tk/M + x)
]
.
(3.28)
We see that the particles are created in a plane perpendicular to the momentum k
and that a d’Alembertian operator was added. In order to make use of these modified
creation and annihilation configurations, we redefine the on-shell covariant delta-
function. For the duration of this section we use the definition
δ˜(k − k′) = 2k2(2π)3
∫ ∞
−∞
dα δ4(k − αk′). (3.29)
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By making the substitution α → 1/α it is possible to show that δ˜(k − k′) = δ˜(k′ − k).
This distribution has the property that∫
d˜k′ δ˜(k′ − k) f (k′) = mk′|k| f (sgn(k0)mk′k/|k|) , (3.30)
where mk′ is the mass that occurs in the definition of d˜k
′. Hence, f is to be evaluated
for a momentum that is on the mass shell with mass mk′ . Note that the scale factor is
equal to unity if the momenta k and k′ happen to lie on the same mass shell. Using
these non-standard creation/annihilation configurations, we automatically have that
〈n · Z(x′)a(~k, s, t)〉 = 0. For the correlation between a creation and an annihilation
configuration we find
〈a(~k′, s′, t′)a(~k, s, t)∗〉
= −s′µsν
(
gµν − k
µnν
k · n −
nµkν
k · n + k
µkν
n2
(k · n)2
)
δ˜(k′ − k)θ(t′ > t).
(3.31)
The replacement s → n yields zero. Therefore, creation/annihilation configurations
where s is changed by adding a vector to it that is a multiple of n are equivalent.
Three independent particle degrees of freedom remain. For the first two of these
we choose two polarization vectors perpendicular to each other and perpendicular to
both k and n with s21,2 = −1. For s3 we pick
s
µ
3 =
n · k
MZ
√
(k · n)2 − k2n2
kµ. (3.32)
This is correctly normalized as can be checked by verifying that
〈a3(~k, t)∗a3(~k′, t′)〉 = δ˜(k − k′)θ(t′ − t). (3.33)
The polarization vectors ǫ j that occur in the Feynman rules are the contraction of s j
with the numerator of the propagator. We have
ǫ jµ = −
(
gµν −
nνkµ
n · k −
nµkν
n · k + kνkµ
n2
(n · k)2
)
sνj . (3.34)
From this it can be found that the polarization sum is given by
∑
j=1,2,3
ǫ
µ
j
ǫνj = −gµν +
nνkµ
n · k +
nµkν
n · k − k
νkµ
n2
(n · k)2 . (3.35)
In practice, only the −gµν term plays a role, because it is a feature of the way we
are treat the axial gauge that if we have a vector boson (B, W or Z) as an incom-
ing/outgoing particle, the matrix element becomes zero if a polarization vector is
replaced by the momentum of the external particle the polarization vector belongs
to. This is a check on gauge invariance.
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3.2.4 Fermions
Also the fermions can be diagonalized. This proceeds in exactly the same way as
for more common gauges. The result is that there are six different fermion masses
and that the coupling to the W-boson can change a fermion of one generation into a
fermion of another.
3.3 Feynman rules
Below we list the Feynman rules of the standard model in the axial gauge. A few
remarks are in order
1. For every Feynman rule that involves fermions, there is another one with all
generation labels changed. This involves the changes e ↔ µ, νe ↔ νµ, me ↔ mµ
and mνe ↔ mνµ . Furthermore, in subscripts of the neutrino mixing matrix V the
exchange 1 ↔ 2 should be carried out. Also one of the generations involved
can be changed into the third generation (i.e., the τ-fermion). Of Feynman
rules related in this way, only one is shown below
2. Particles that have an antiparticle, have an arrow on their lines in a Feynman
graph. In this case, momentum flows in the direction of the arrow. If particles
do not have an arrow on them, momentum flows towards the vertex.
3. We use the following abbreviations
gw =
ge
sin θw
;
gz =
ge
sin θw cos θw
;
pl =
1
2
(1 − γ5);
pr =
1
2
(1 + γ5).
(3.36)
4. If reversing all arrows on a vertex yields a different vertex, that vertex is also
a vertex of the theory. To find the vertex factor that belongs to it, the vertex
factor of the original vertex should be complex conjugated, except for one factor
of i, and all momenta that belong to particles that do not carry an arrow on
their line should get a minus sign. Of a pair of vertices that is related in this
way, only one is shown below. As an example, consider the vertex with an
incoming electron neutrino, an outgoing muon and an incoming φW , that is
shown below. The “conjugate vertex factor” is found by exchanging pr and pl
and changing V
†
21 into V12. Another example is the vertex with an incoming
Higgs, an incoming φW and an outgoing W (see below). To obtain the vertex
that belongs to an incoming Higgs, an incoming W and an outgoing φW , the
only change necessary in the vertex factor is k1 → −k1.
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5. The algebra necessary to find all the vertex factors was done using the C++ com-
puter algebra library GiNaC, see [2]. Because other symbolic calculations will
be easier to perform starting from the Lagrangian calculated here, the program
that was written for this calculation can be downloaded at my homepage [8].
3.3.1 Propagators
B(k)
−i
(
gνµ − nνkµ+nµkνn·k + kνkµ n
2
(n·k)2
)
k2 + iǫ
W(k)
−i
(
gνµ − nνkµ+nµkνn·k + kνkµ n
2
(n·k)2
)
k2 − M2
W
+ iǫ
φW (k) i
k2
Z(k)
−i
(
gνµ − nνkµ+nµkνn·k + kνkµ n
2
(n·k)2
)
k2 − M2
Z
+ iǫ
φZ (k)
i
k2
H(k) i
k2 − M2
H
+ iǫ
e(k) i(/k + me)
k2 − m2e + iǫ
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νe(k) i(/k + mνe)
k2 − m2νe + iǫ
3.3.2 Triple boson couplings without Higgs
W(k1)
µ
W(k2)
ν
B(k3)
σ
ige
[
gνσ(kµ2 + k
µ
3 ) + g
µσ(kν1 − kν3) − gµν(kσ1 + kσ2 )
−M2W
(
gνσ
k
µ
1
k21
+ gµσ
kν2
k22
− (kσ1 + kσ2 )
k
µ
1
k21
kν2
k22
)]
φW (k1)
W(k2)
µ
B(k3)
ν
igeMW
(
gµν − (k
ν
1 + k
ν
2)k
µ
2
k22
)
φW (k1)
φW (k2)
B(k3)
µ
ige(k
µ
1 + k
µ
2 )
W(k2)
ν
W(k3)
σ
Z(k1)
µ
igw cos θw
[
− gνσ(kµ2 + kµ3 ) − gµν(kσ1 − kσ2 ) + gµσ(kν1 + kν3)
+ M2Z sin
2 θw
(
gµσ
kν2
k22
+ gµν
kσ3
k23
)
+
1
2
M2Z
(
−(kσ1 − kσ2 )
k
µ
1
k21
kν2
k22
− (kν1 + kν3)
k
µ
1
k21
kσ3
k23
)
+M2Z
(
1
2
− sin2 θw
)
(kµ2 + k
µ
3 )
kν2
k22
kσ3
k23
]
φW (k2)
W(k3)
ν
Z(k1)
µ −igzMW
(
sin2 θwg
µν − 1
2
(kν1 + k
ν
2)k
µ
1
k21
+
(
cos2 θw − 1
2
)
(kµ2 + k
µ
3 )k
ν
3
k23
)
φW (k2)
φW (k3)
Z(k1)
µ
igw (k
µ
2 + k
µ
3 )
(
cos θw − 1
2 cos θw
)
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W(k2)
µ
W(k3)
ν
φZ(k1)
1
2
gwMW
(
(kν2 − kν1)kµ2
k22
− (k
µ
1 + k
µ
3 )k
ν
3
k23
)
φW (k2)
W(k3)
µ
φZ(k1)
1
2
gw (k
µ
1 + k
µ
2 )
3.3.3 Triple boson couplings with Higgs
W(k2)
µ
W(k3)
ν
H(k1)
i
2
gwMW
(
2gµν − k
ν
3(k
µ
1 + k
µ
3 )
k23
+
k
µ
2 (k
ν
1 − kν2)
k22
− M2H
k
µ
2
k22
kν3
k23
)
φW (k2)
W(k3)
µ
H(k1)
i
2
gw
(
k
µ
2 − kµ1 +
M2
H
k23
k
µ
3
)
φW (k2)
φW (k3)
H(k1) − i
2
gw
M2
H
MW
Z(k2)
µ
Z(k3)
ν
H(k1) igzMZ
(
gµν +
1
2
(kν1 − kν2)
k
µ
2
k22
+
1
2
(kµ1 − kµ3 )
kν3
k23
+
1
2
M2H
k
µ
2
k22
kν3
k23
)
φZ(k2)
Z(k3)
µ
H(k1)
1
2
gz
(
k
µ
1 − kµ2 + M2H
k
µ
3
k23
)
φZ(k2)
φZ(k3)
H(k1) − i
2
gz
M2
H
MZ
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H(k2)
H(k3)
H(k1) −3i
2
gw
M2
H
MW
3.3.4 Coupling to the Fermions
e(k1)
e(k2)
B(k3)
µ
igeγ
µ
e(k1)
e(k2)
Z(k3)
µ
igz
(
1
2
γ µpl − γ µ sin2 θw + 1
2
me
k23
k
µ
3γ
5
)
e(k1)
e(k2)
φZ(k3)
1
2
gz
me
MZ
γ5
e(k1)
e(k2)
H(k3) − i
2
gw
me
MW
e(k1)
νe(k2)
W(k3)
µ − igw√
2
V11
(
γ µpl + (mνe pl − me pr)
k
µ
3
k23
)
e(k1)
νe(k2)
φW (k3)
i√
2
gw
MW
V11 (mνe pl − me pr)
νe(k1)
νe(k2)
Z(k3)
µ − i
2
gz
(
γ µpl + mνeγ
5
k
µ
3
k23
)
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νe(k1)
νe(k2)
φZ(k3) −1
2
gw
mνe
MW
γ5
νe(k1)
νe(k2)
H(k3) − i
2
gw
mνe
MW
µ(k1)
νe(k2)
W(k3)
µ − igw√
2
V
†
21
(
γ µpl − (mµpl − mνe pr)
k
µ
3
k23
)
µ(k1)
νe(k2)
φW (k3) − i√
2
gw
MW
V
†
21 (mµpl − mνe pr)
3.3.5 Quadruple boson couplings among B, W and φW
W(k1)
µ
W(k2)
ν
B(k3)
σ
B(k4)
τ
ig2e
(
−2gµνgστ + gµσgντ + gµτgνσ + 2M2Wgστ
k
µ
1
k21
kν2
k22
)
W(k1)
µ
W(k2)
ν
W(k3)
σ
W(k4)
τ
ig2w
[
2gµνgστ − gµσgντ − gµτgνσ
+
1
2
M2W
(
gντ
k
µ
1
k21
kσ3
k23
+ gνσ
k
µ
1
k21
kτ4
k24
+ gµτ
kν2
k22
kσ3
k23
+ gµσ
kν2
k22
kτ4
k24
)
−1
2
M2W M
2
H
k
µ
1
k21
kν2
k22
kσ3
k23
kτ4
k24
]
φW (k1)
W(k2)
µ
B(k3)
ν
B(k4)
σ
−2ig2e MWgνσ
k
µ
2
k22
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φW (k1)
W(k2)
µ
W(k3)
ν
W(k4)
σ
i
2
g2wMW
(
−gνσ k
µ
2
k22
− gµσ k
ν
3
k23
+ M2H
k
µ
2
k22
kν3
k23
kσ4
k24
)
φW (k1)
φW (k2)
W(k3)
µ
W(k4)
ν
− i
2
g2wM
2
H
k
µ
3
k23
kν4
k24
φW (k1)
φW (k2)
B(k3)
µ
B(k4)
ν
2ig2e g
µν
φW (k1)
φW (k2)
W(k3)
µ
W(k4)
ν
i
2
g2w
(
gµν − M2H
k
µ
3
k23
kν4
k24
)
φW (k1)
φW (k2)
φW (k3)
W(k4)
µ
i
2
g2w
M2
H
MW
k
µ
4
k24
φW (k1)
φW (k2)
φW (k3)
φW (k4)
− i
2
g2w
M2
H
M2
W
3.3.6 Quadruple boson couplings with Z, and without φZ or H
Z(k1)
µ
W(k2)
ν
W(k3)
σ
B(k4)
τ
igegw cos θw
[
−2gµτgνσ + gµνgστ + gµσgντ + M2Z
(
1
2
gστ
k
µ
1
k21
kν2
k22
−1
2
gντ
k
µ
1
k21
kσ3
k23
+ gµτ(2 cos θ2w − 1)
kν2
k22
kσ3
k23
)]
Z(k1)
µ
φW (k2)
W(k3)
ν
B(k4)
σ
igegzMW
(
1
2
gνσ
k
µ
1
k21
+ gµσ(1 − 2 cos2 θw)
kν3
k23
)
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Z(k1)
µ
φW (k2)
φW (k3)
B(k4)
ν
igegz(2 cos
2 θw − 1)gµν
Z(k1)
µ
Z(k2)
ν
W(k3)
σ
W(k4)
τ
−ig2w
[
cos2 θw (2g
µνgστ − gµσgντ − gµτgνσ)
+
1
2
M2Z sin
2 θw
(
1
sin2 θw
gστ
k
µ
1
k21
kν2
k22
+ gντ
k
µ
1
k21
kσ3
k23
− gνσ k
µ
1
k21
kτ4
k24
+ gµτ
kν2
k22
kσ3
k23
− gµσ k
ν
2
k22
kτ4
k24
+
(
4 cos2 θw − 1
sin2 θw
)
gµν
kσ3
k23
kτ4
k24
− M
2
H
2 sin2 θw
k
µ
1
k21
kν2
k22
kσ3
k23
kτ4
k24
)]
Z(k1)
µ
Z(k2)
ν
φW (k3)
W(k4)
σ
− i
2
g2e MW
cos2 θw
[
gνσ
k
µ
1
k21
+ gµσ
kν2
k22
+
(
1
sin2 θw
− 4 cos2 θw
)
gµν
kσ4
k24
+
1
2 sin2 θw
M2H
k
µ
1
k21
kν2
k22
kσ4
k24
]
Z(k1)
µ
Z(k2)
ν
φW (k3)
φW (k4)
ig2z
((
1
2
− 2 cos2 θw sin2 θw
)
gµν +
1
4
M2H
k
µ
1
k21
kν2
k22
)
Z(k1)
µ
Z(k2)
ν
Z(k3)
σ
Z(k4)
τ
− i
2
g2z M
2
Z
(
gµν
kσ3
k23
kτ4
k24
+ gµσ
kν2
k22
kτ4
k24
+ gµτ
kν2
k22
kσ3
k23
+ gνσ
k
µ
1
k21
kτ4
k24
+gντ
k
µ
1
k21
kσ3
k23
+ gστ
k
µ
1
k21
kν2
k22
+
3
2
M2H
k
µ
1
k21
kν2
k22
kσ3
k23
kτ4
k24
)
3.3.7 Quadruple boson couplings with one φZ and no H
φZ (k1)
W(k2)
µ
W(k3)
ν
B(k4)
σ 1
2
gegwMW
(
gνσ
k
µ
2
k22
− gµσ k
ν
3
k23
)
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φZ(k1)
φW (k2)
W(k3)
µ
B(k4)
ν 1
2
gegwg
µν
φZ(k1)
Z(k2)
µ
W(k3)
ν
W(k4)
σ 1
2
g2e MZ
(
− g
νσ
sin2 θw
k
µ
2
k22
− gµσ k
ν
3
k23
+ gµν
kσ4
k24
+
1
2
M2
H
sin2 θw
k
µ
2
k22
kν3
k23
kσ4
k24
)
φZ(k1)
Z(k2)
µ
φW (k3)
W(k4)
ν
−g2e
(
1
2 cos θw
gµν +
M2
H
4 sin2 θw cos θw
k
µ
2
k22
kν4
k24
)
φZ(k1)
Z(k2)
µ
φW (k3)
φW (k4) 1
4
g2z
M2
H
MZ
k
µ
2
k22
φZ(k1)
Z(k2)
µ
Z(k3)
ν
Z(k4)
σ
−1
2
g2z MZ
(
gνσ
k
µ
2
k22
+ gµσ
kν3
k23
+ gµν
kσ4
k24
+
3
2
M2H
k
µ
2
k22
kν3
k23
kσ4
k24
)
3.3.8 Quadruple boson couplings with multiple φZ and no H
φZ(k1)
φZ(k2)
W(k3)
µ
W(k4)
ν
ig2w
(
1
2
gµν − 1
4
M2H
k
µ
3
k23
kν4
k24
)
φZ(k1)
φZ(k2)
φW (k3)
W(k4)
µ
i
4
g2w
M2
H
MW
k
µ
4
k24
φZ(k1)
φZ(k2)
φW (k3)
φW (k4)
− i
4
g2w
M2
H
M2
W
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φZ (k1)
φZ (k2)
Z(k3)
µ
Z(k4)
ν
i
2
g2z
(
gµν +
3
2
M2H
k
µ
3
k23
kν4
k24
)
φZ (k1)
φZ (k2)
φZ (k3)
Z(k4)
µ 3
4
g2z
M2
H
MZ
k
µ
4
k24
φZ (k1)
φZ (k2)
φZ (k3)
φZ (k4)
−3
4
ig2z
M2
H
M2
Z
3.3.9 Quadruple boson couplings with one H
H(k1)
W(k2)
µ
W(k3)
ν
B(k4)
σ
− i
2
gegwMW
(
gνσ
k
µ
2
k22
+ gµσ
kν3
k23
)
H(k1)
φW (k2)
W(k3)
µ
B(k4)
ν
i
2
gegwg
µν
H(k1)
Z(k2)
µ
W(k3)
ν
W(k4)
σ
i
2
g2e MZ
(
gµσ
kν3
k23
+ gµν
kσ4
k24
)
H(k1)
Z(k2)
µ
φW (k3)
W(k4)
ν
− i
2
g2e
cos θw
gµν
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3.3.10 Quadruple boson couplings with multiple H
H(k1)
H(k2)
W(k3)
µ
W(k4)
ν
ig2w
(
1
2
gµν − 1
4
M2H
k
µ
3
k23
kν4
k24
)
H(k1)
H(k2)
φW (k3)
W(k4)
µ
i
4
g2w
M2
H
MW
k
µ
4
k24
H(k1)
H(k2)
φW (k3)
φW (k4)
− i
4
g2w
M2
H
M2
W
H(k1)
H(k2)
Z(k3)
µ
Z(k4)
ν
i
2
g2z
(
gµν +
1
2
M2H
k
µ
3
k23
kν4
k24
)
H(k1)
H(k2)
φZ (k3)
Z(k4)
µ 1
4
g2z
M2
H
MZ
k
µ
4
k24
H(k1)
H(k2)
φZ (k3)
φZ (k4)
− i
4
g2w
M2
H
M2
W
H(k1)
H(k2)
H(k3)
H(k4)
−3
4
ig2w
M2
H
M2
W
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3.4 Unphysical particles
The fields φW and φZ do not result in massless particles. This is clear if we look at the
propagators that are derived in the appendix 3.A. Here we show how it can be seen
from the Feynman rules that we listed in the previous section. We show that the pole
at k2 = 0 that occurs in the propagators of the fields φW and φZ is canceled by the
poles in the interaction vertices that the W- and Z-particles have. The consequence
is that these particles cannot travel over macroscopic distances. As an example, we
show how this cancellation arises in a particular case. Consider the combination
M =
e(k1)
νe(k2)
W(q)
νe(k3)
e(k4)
+
e(k1)
νe(k2)
φW (q)
νe(k3)
e(k4)
. (3.37)
We do not assume anything about the external lines here, hence our conclusions are
valid even if all lines in the above graphs are internal lines of some bigger graph. For
M we find
M = ig
2
w
2
[
pr
(
γ µ − me
q2
qµ
)]
1
gµν − qµnν+qνnµq·n + qµqν n
2
(q·n)2
q2 − M2
W
+ iǫ[(
γν − me
q2
qν
)
pl
]
2
− ig
2
w
2
m2e
M2
W
[pr]1
1
q2
[pl]2 .
(3.38)
Here we have made the approximation that the neutrino’s are massless and conse-
quently the mixing matrix V can be taken diagonal. This is just for brevity and does
not change much in the proof below. The [· · · ]1,2 are used to distinguish matrices in
spinor space for the two different spin lines. Working out the brackets for the spin
lines, we find
M = + ig
2
w
2
[prγ
µ]1
gµν − qµnν+qνnµq·n + qµqν n
2
(q·n)2
q2 − M2
W
+ iǫ
[γνpl]2
+
ig2wme
2
[prγ
µ]1
nµ
q·n − qµ n
2
(q·n)2
q2 − M2
W
+ iǫ
[pl]2
+
ig2wme
2
[pr]1
nν
q·n − qν n
2
(q·n)2
q2 − M2
W
+ iǫ
[γνpl]2 (3.39)
− ig
2
w
2
m2e
q2
[pr]1
1 − q2n2
(q·n)2
q2 − M2
W
+ iǫ
[pl]2
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− ig
2
w
2
m2e
M2
W
[pr]1
1
q2
[pl]2 .
Using the identity
1
q2
1
q2 − M2
W
+ iǫ
=
1
M2
W
1
q2 − M2
W
+ iǫ
− 1
M2
W
1
q2
, (3.40)
we see that in equation (3.39) no pole remains at q2 = 0.
The general property that we need so that this always works out is that the com-
bination
∂Linteraction
∂Wµ
∆W(q)µν
∂Linteraction
∂W∗ν
+
∂Linteraction
∂φW
∆φW (q)
∂Linteraction
∂φ∗
W
(3.41)
has no pole at q2 = 0. This property can be checked to hold. In the same way, it can
also be shown that there is no φZ-particle.
3.5 Outgoing massive vector bosons
The parameters of the Standard Model are such that the massive vector bosons can
decay. Hence, strictly speaking, if such a particle is produced in some process, we
cannot take the limit t → ∞ that we was used to derive the Feynman rules in the first
chapter. To treat this situation correctly we should take the decay of the unstable par-
ticles into account. However, not doing so may be a rather accurate approximation.
In this section we calculate the contribution of the φW -field. We consider a particular
decay mode of the top quark, namely t → b + b¯ + c. We compare the result that can
be obtained from the full tree-level matrix element to the result that we get if we use
the W-boson as an on-shell particle and to the result that we get if we ignore the φW -
field. Notice that the φW -contribution is itself independent of the gauge vector n, and
might therefore be overlooked. If we consider the W-boson as an on-shell particle,
we find the decay width
Γon-shell W = Γt→b+W+
ΓW+→b¯c
ΓW
. (3.42)
The full tree-level matrix element is given by
M = t(p)
b(q1)
W(k)
b¯(q3)
c(q2)
+
t(p)
b(q1)
φW (k)
b¯(q3)
c(q2)
. (3.43)
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We find the following relative errors.
Γon shell W − Γboth graphs
Γon shell W
=
ΓW
πMW
(
6M4
W
m4t + m
2
t M
2
W
− 2M4
W
log
(
m2t − M2W
M2
W
)
+
m6t + 3m
4
t M
2
W
− 6m2t M4W
m6t − 3m2t M4W + 2M6W
)
∼ 0.016; (3.44)
Γwithout φW − Γboth graphs
Γon shell W
=
3
2π
ΓW
MW
m2
b
+ m2c
M2
W
m6t
m6t − 3m2t M4W + 2M6W(
3 + log
(
mc + mb
mt
))
∼ −2 · 10−5. (3.45)
In these expressions we restricted ourselves in both numerator and denominator to
the lowest non-trivial order in ΓW , mb and mc. What can be learned from this is that
because the φW -field couples to the fermions proportional to their mass we expect
this not to be important if either of the fermions the φW couples to has a mass that
can be ignored.
3.6 Conclusions
The electroweak standard model can be considered in the axial gauge. In this gauge
there are no Fadeev-Popov ghost fields. There are, however, the unphysical boson
fields φW and φZ . These boson fields cannot appear as particles. The 1/k2-poles in
their propagators cancel against the 1/k2-factors in the vertices of the vector bosons.
The coupling of the fermions to the unphysical fields and to the 1/k2 terms in the ver-
tex factors are proportional to the mass of the fermions. Consequently, ignoring these
masses can be an important simplification, depending on the amplitude considered.
3.A Another approach
In this chapter the bilinear part of the Lagrangian was diagonalized by applying the
non-local transformations (3.19) and (3.23). This led to non-standard expressions
for creation and annihilation configurations. Here we show that it is also possible to
keep the non-diagonal terms and that this leads to the same conclusion, namely that
each of the massive vector fields corresponds to three particle degrees of freedom.
We show this for the Z-particle. In that case we can find the propagators
〈Zµ(x)Zν(y)〉 =
∫
d4k
(2π)4
e−ik·(x−y)
−i
(
gµν − kµnν+nµkν
k·n + k
µkν
n2+(k2−M2
Z
)/λ
(k·n)2
)
k2 − M2
Z
+ iǫ
;
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〈Zµ(x)φZ(y)〉 = MZ
∫
d4k
(2π)4
e−ik·(x−y)
(
nµ
k·n − kµ
n2+(k2−M2
Z
)/λ
(k·n)2
)
k2 − M2
Z
+ iǫ
; (3.46)
〈φZ(x)φZ(y)〉 =
∫
d4k
(2π)4
e−ik·(x−y)
i
(
1 − M2
Z
n2+(k2−M2
Z
)/λ
(k·n)2
)
k2 − M2
Z
+ iǫ
,
where contributions proportional to ǫ were ignored where possible. In this case, the
source of the Z-field should satisfy the second equation of (3.16) as this is what we
found just before applying the non-local transformation. The expectation value 〈n ·Z〉
turns out to be proportional to the left-hand side of this source-conservation criterion
and hence we will demand that the correlation of n ·Z with creation and annihilation
configurations has no poles in k-space. This way we ensure that no unphysical degrees
of freedom are exited when particles are created or annihilated. We find〈
n · Z(x′)
(
aZ(~k, s, t)
∗ − iβaφZ (~k, t)∗
)〉
= − i
λ
∫
dl0
2π
ei(l0−k0)te−il0 x
′
0+i
~k·~x′(l0 + k0)
s0l0 − ~s · ~k − βMZ
n0l0 − ~n · ~k
.
(3.47)
To ensure that we only have physical particles we demand that
s0
n0
~n · ~k − ~s · ~k − βMZ = 0. (3.48)
Calculating the correlation of n·Z and aZ+iβaφZ leads to the same condition. Creation
and annihilation configurations that satisfy this condition have the correlation〈(
aZ(~k
′, s′, t′) + iβ′aφZ (~k
′, t′)
) (
aZ(~k, s, t)
∗ − iβaφZ(~k, t)∗
)〉
= θ(x′0 − x0)δ˜(k′ − k)
(
−s · s′ + s
′
0
n0
n · s + s0
n0
n · s′ − s0s
′
0
n20
n2 + ββ′
)
.
(3.49)
If s is taken equal to n and β = 0 we have a configuration that obeys the de-
mand (3.48) and that has a correlator equal to zero with the other physical cre-
ation/annihilation configurations. Hence, adding a multiple of n to a polarization
vector s does not change the particle. The demand (3.48) together with this sym-
metry reduces the number of particles to three. We can assume that the polarization
vector is such that s0 = 0. In that case β = −~k · ~s/MZ . If ~k = 0 then β = 0 and any
orthonormal basis suffices to construct three particle creation/annihilation configura-
tions. If ~k , 0 we choose two orthonormal vectors perpendicular to ~k for the first two
creation/annihilation configurations. The third creation/annihilation configuration
then has
~s =
MZ√
|~k|2 + M2
Z
~k
|~k|
; β = − |
~k|√
|~k|2 + M2
Z
. (3.50)
Chapter 4
Unstable particles
This chapter is based on the papers [9] and [12]. These papers discuss a problem that
arises when one tries to calculate cross sections for processes where unstable particles
collide. If calculated the same way as is done for stable particles, it is found that the
cross sections diverge. We will investigate the origin of this divergence and see how
these can be regularized in particular cases. One of these cases is of relevance if a
muon collider would be built.
4.1 A divergent cross section
An example of a contribution to the diverging cross section is the Feynman graph
µ−(p1) W−
e−(q1)
ν¯e(q2)
νµ(k)
µ+(p2) W+(q3)
. (4.1)
The lower half of this graph is the same as the graph for the decay of the muon. The
consequence is that the momentum k can be on its mass shell. After all, that is what
one gets from a decay: decay products on their mass shell. The propagator of this
muon neutrino contains a factor
∆(k) =
i
k2 + iǫ
. (4.2)
The usual procedure is to square the matrix element and to integrate over final mo-
menta. Because the neutrino can be on its mass shell, we find that in lowest order
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in ǫ the result will go as ǫ−1. This is a divergent quantity since ǫ is taken to be in-
finitesimal. This problem is of relevance for muon colliders as was already noted
in [14].
The question that naturally poses itself is if the cross section really diverges, and if
so, how this can be regularized, and if not, how we can compute it. In general we can
say that there are two possibilities to solve the question of the divergent cross section.
The first is that one takes into account that unstable particles cannot really be in- or
out-states. C.f. section 1.5.5. This can be done by considering Feynman graphs that
include the production process of the unstable particle. The second possibility is that
one realizes that the incoming wave packets are not really sharp momentum states
but that we always have interference between states with the same total momentum
but with some of the momentum moved from one incoming particle to the other.
This is of importance if the peak structure of the matrix element is sharper than the
size of the incoming wave packet in momentum space. We indeed have this in the
case of the unstable particle, since the propagator that causes the divergence has no
particular size attribute, except for the ǫ, which is taken to be infinitesimal. In this
case the approximation∆ ∼ 0 that was mentioned in section 1.5.2 is no longer valid.
4.2 Unstable particle states
When considering collisions processes of unstable particles, we should in principle
take their production process into account. We showed this in section 1.5.5. Here we
derive that not doing this gives accurate results in the case that the wave packets of
the unstable particles are much smaller in size than the decay length of the unstable
particle. A complete amplitude for the production and collision of two muons looks
like
A = i
∫
d4p′1
(2π)4
d4p′2
(2π)4
e−iτ1 p
′
1 ·p1/mµe−iτ2 p
′
2·p2/mµ(2π)4δ4(p′1 + p
′
2 − q1 − q2)
ψp2(p
′
2)
i(−/p′2 + mµ)
(p′2)2 − m2µ + imµΓµ
Mcoll
i(/p′1 + mµ)
(p′1)2 − m2µ + imµΓµ
ψp1(p
′
1)
(4.3)
where
ψp1(p
′
1) =
∫
d˜p′a d˜p
′
b φpa(p
′
a)φpb(p
′
b)(2π)
4δ4(p′a + p
′
b − p′1)Mprod (4.4)
may be viewed as the wave function of the unstable particle. Notations like φpa(p
′
a)
stand for the wave function of a particle that is peaked in momentum space around
the value pa evaluated at p
′
a The above expression for the wave function of an unsta-
ble particles assumes that the unstable particle is produced in a two-to-one process.
We assume this only for the sake of simplicity of notations. If there are other out-
going or incoming particles their wave functions can easily be added. Also note the
factors e−iτi p
′
i
·p
i
/mµ . These factors are translations of the wave function. The point
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of these translations is that they make sure that the unstable particles are produced
away from the spot where they collide. The invariant distance that the unstable par-
ticle travels before colliding is τi.
Now we are going to use the assumption that the wave packets are much smaller
than the decay length. This has as a consequence that in momentum space the wave
packets are much broader than the decay width. Because of this we may assume that
they are constant functions of (p′1)
2 resp. (p′2)
2 over a range of several times mµΓµ.
Therefore, it is possible to integrate the expression for A over the values of (p′1)2
and (p′2)
2. We only have to integrate the factors contained in the quantity F that is
defined to be given by
F = e−iτ1 p
′
1·p1/mµe−iτ2 p
′
2·p2/mµ 1
[(p′2)2 − m2µ + imµΓµ]
1
[(p′1)2 − m2µ + imµΓµ]
. (4.5)
We integrate along a path parameterized as p′1,2(t). This parameterization is done
according to
p′1(t) = p
′
1(0) + tc;
k′(t) = k′(0) + tc;
p′2(t) = p
′
2(0) − tc.
(4.6)
If we want to integrate over the value of (p′1)
2 we choose c to be a four-vector that
is a linear combination of p1, p2 and k such that it is orthogonal to the latter two
vectors but not to p1. This parameterization is chosen this way to satisfy momentum
conservation and furthermore to be on a constant k2-plane in order not to get diffi-
culties with the singularity at k2 = 0. After doing this integral and an analogous one
over the value of (p′2)
2, we find the result
A = (2π)4i
∫
d˜p′1 d˜p
′
2 e
−iτ1 p′1·p1/mµe−Γµτ1/2e−iτ2 p
′
2·p2/mµe−Γµτ2/2
δ4(p′1 + p
′
2 − q1 − q2)ψp2(p′2)ui(p′2)u¯i(p′2)Mcollu j(p′1)u¯ j(p′1)ψp1(p′1).
(4.7)
This is (except for the decay factors e−Γµτi/2) exactly the same as if we had started
with incoming stable particles. The conclusion is that if we have wave packets that
are much smaller than the decay length of the unstable particles, we may treat them
as if they were particles coming in from t → −∞.
4.3 The linear beam-size effect
The content of this section comes from the paper [20]. In the previous section we
saw that we can treat an incoming unstable particle as if its momentum was confined
to its mass shell provided that the size of its wave packet is much smaller than the
decay length. This means that we can use the formulas derived in section 1.5.2. We
should, however, realize that the approximations made just after equation (1.62) fail
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in view of the divergence described in section 4.1. The formula for the number of
events is
W =
∫
L(ρ)
d4∆
(2π)4
d4ρ e−iρ·∆dσred(p1, p2)
1
(k + 1
2
∆)2 − m2 + iǫ
1
(k − 1
2
∆)2 − m2 − iǫ .
(4.8)
dσ stands for the cross section with integration signs removed so that it is an integra-
tion element integrating over outgoing momenta. The internal momentum k depends
on these outgoing momenta. The subscript “red” stands for “reduced” and means that
the offending propagators (k2 −m2 ± iǫ)−1 are not included. We now assume that the
peak as a function of k2 that comes from the factors (k2 − m2 ± iǫ)−1 has the conse-
quence that in the rest of the expression the approximation k2 = m2 can be made.
In section 4.3.2 we will see what happens if this approximation is not valid. Because
of this approximation, we can perform the integration over k2. The result is that the
propagators (k2 − m2 ± iǫ)−1 should be replaced by
δ(k2 − m2) iπ
k ·∆+ iǫ . (4.9)
I.e., the integral over the strongly peaked function (assuming that the components
of ∆ are small compared to the ones of k) times a delta function at the location of
the peak. Now the representation
i
∆ · k + iǫ =
∫ ∞
0
dα eiα(∆·k+iǫ) (4.10)
is used. This makes it possible to do the integrals over∆ and ρ. We find
W = π
∫ ∞
0
dα L(αk) dσred(p1, p2) δ(k
2 − m2). (4.11)
In a collider the beams generally have a cylindrical shape. Therefore, we can assume
that the dependence of L on k is actually on k⊥. The quantity k⊥ is by definition
k + αp1 + βp2 with α and β chosen such that k⊥ is perpendicular to p1,2. The beam
size a is defined by the equation∫ ∞
0
dr L(rk⊥) = aL. (4.12)
The conclusion is that we have an effective cross section given by
σeff = aπ
∫
dσred(p1, p2)
1
|k⊥|
δ(k2 − m2). (4.13)
Note that although this can effectively be seen as a cross section it not really is. A
cross section is related to the limit of infinite beam size and here this limit clearly
cannot be taken. The result that the “cross section” is proportional to the size of the
beam is called the linear beam-size effect.
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4.3.1 Interpretation of the linear beam-size effect
We show that the linear beam size effect can be interpreted as a conditional probabil-
ity: the number of event is the number of events as would be expected from a collision
of the decay product measured over the probability distribution of the momentum of
the decay product. This was also shown in the paper [23]. We use equation (4.11)
and substitute for L the definition. We obtain
W = π
∫ ∞
0
dα
∫
dσ(p1, p2)red
∫
d4p1
(2π)3
∫
d4p2
(2π)3
∫
d4r δ(k2 − m2)
4
√
(p1 · p2)2 − p21p22 n1(p1, r)n2(p2, r + αk).
(4.14)
We assume that the quantum distribution functions are strongly peaked with respect
to p1 and p2. Consequently, in all other factors in this equation we replace these
momenta by their typical value. By abuse of notation we denote these typical values
by p1 and p2. Using equation (1.42) gives the probability densities of the incoming
particles in position space. We have
W = π
∫ ∞
0
dα
∫
dσ(p1, p2)red
∫
d4r δ(k2 − m2)√
(p1 · p2)2 − p21p22
ω~p1ω~p2
ρ1(r)ρ2(r + αk).
(4.15)
Now we write the cross section dσ(p1, p2)red in terms of matrix elements and split
the matrix elements into a factor that describes the decay and a factor that describes
the collision. We obtain
W = π
∫ ∞
0
dα
∫
d4r
d4k
(2π)4
δ(k2 − m2) 1
4ω~p1ω~p2
ρ1(r)ρ2(r + αk)∫
d˜q1 d˜q2(2π)
4δ4(p2 + k − q2)(2π)4δ4(p1 − q1 − k)
|M1(p1, q1, k)|2|M2(p2, k, q2)|2.
(4.16)
We can write this expression in terms of the cross section of the decay product with
the particle with momentum p2 and the probability distribution of the momentum of
the decay product. This probability distribution is given by
f (k|p1) = 1
2m1Γ
∫
d˜q1 |M1(p1, q1, k)|2(2π)4δ(p1 − q1 − k). (4.17)
It is normalized such that ∫
d˜k f (k|p1) = 1. (4.18)
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For the number of events we find
W = 2m1Γ1π
∫ ∞
0
dα
∫
d4r
d4k
(2π)4
δ(k2 − m2)
√
(k · p2)2 − k2p22
ω~p1ω~p2
ρ1(r)ρ2(r + αk) f (k|p1)σ(p2, k).
(4.19)
Using that the flux four-vector Jµ is equal to pµρ/ω and substituting r → r − αk, we
can write this as
W = 2
m1
ω~p1
Γ1π
∫ ∞
0
dα
∫
d4r
d4k
(2π)4
δ(k2 − m2)
√
(k · J2(r))2 − k2J2(r)2
ρ1(r − αk) f (k|p1)σ(p2, k).
(4.20)
We write the density of decay product as ρ(r, k). The integration element that belongs
to this density is d˜k d3r. Note that this density is a classical notion. We expect the
production rate of decay product to be
dρ
dt
(r, k) =
m1
ω~p1
Γ1ρ1(r) f (k|p1). (4.21)
From this we find that
W =
∫ ∞
0
dα
∫
d4r d˜k
√
(k · J2(r))2 − k2J2(r)2 dρ
dt
(r − αk, k)σ(p2, k). (4.22)
Now substituting α → t′/k0, we see that
W =
∫ ∞
0
dt′
∫
d4r
d˜k
k0
√
(k · J2(r))2 − k2J2(r)2
dρ
dt
((
r0 − t′
~r − ~vt′
)
, k
)
σ(p2, k).
(4.23)
The integral over t′ yields the amount of decay product at position~r at time r0. Hence,
W is equal to
W =
∫
d4r
∫
d˜k
k0
√
(k · J2(r))2 − k2J2(r)2 ρ(r, k)σ(p2, k). (4.24)
Introducing the flux of decay product into this equation gives
W =
∫
d4r
∫
d˜k
√
(Jk(r) · J2(r))2 − Jk(r)2J2(r)2 σ(p2, k). (4.25)
We see that this is precisely what we would get from equation (1.63).
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Figure 4.1: dσ/dk2 (fb/GeV2) vs. k2 (GeV2) for
√
s = 100GeV
4.3.2 Application to a process
As in [24], we consider the process µ− + µ+ → W+ + e− + ν¯e. For dσ/dk2 at
100GeV we find the graph in figure 4.1. The infinite spike at k2 = 0 is caused by
the instability. Figure 4.2 shows a detail of the same graph. Now the singularity is
prominently present. The reader can compare the numbers on the axes of both graphs
to get an idea how narrow the singularity is. The singularity is appropriately handled
by the linear beam size effect. However, the rest of the graph is not. We solve this
issue by using a cut at k2 = −m2µ. Note that this value is more or less the location of
the minimum in the graph of dσ/dk2. To the part of the graph left from the cut we
apply the usual formula for the cross section. We call the value that is obtained from
this the regular cross section. For the singularity we use the formula for the linear
beam size effect. This part of the cross section is called the pseudo-singular part.
The pseudo-singular and regular cross sections are plotted in figure 4.3. For the
regular cross section we find the same graph as in [24], but for the semi-singular
cross section our graph is about a factor 1.7 higher. The reason for this difference
appears to be twofold. In the first place, we did our calculations from standard model
coupling constants, while [24] expresses the cross section in other decay widths and
cross sections. If we take this into account, the factor 1.7 becomes a factor 2. This
factor 2 is then due to an error in equation (46) in [24]. This equation should have
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Figure 4.2: dσ/dk2 (fb/GeV2) vs. k2 (GeV2) for
√
s = 100GeV around k2 = 0. This
is a detail of the previous plot.
an extra factor 2 on the right-hand side.
Consequently we find that the semi-singular cross section dominates up to about
113GeV. [24] has 105GeV. Furthermore it should be noted that at about 90GeV the
semi-singular and regular cross sections are of the same order of magnitude because
the regular one has a peak there, caused by the Z-particle. For
√
s a bit above thresh-
old the semi-singular cross section dominates strongly. At about, say,
√
s ∼ 85GeV
one can safely forget about the regular part. Above
√
s ∼ 150GeV the pseudo-
singular cross section does not play any role anymore. This is the case up to arbi-
trary high energies because asymptotically the semi-singular cross section goes down
as 1/(s
√
s), while the regular one goes down as 1/s.
To calculate these cross sections, six graphs involving γ, W± and Z as fundamental
bosons were added. The algebra necessary was done by the C++ computer algebra
library GiNaC which is described in [2]. After that the integrations were carried
out by adaptive Simpson integration. In the graph in equation (4.1) it is, if the
energy of the colliding particles is large enough, possible for the momentum that
flows through the W-line in the lower half of the graphs to be on its mass shell.
Therefore it is essential to take into account that, as was shown in section 1.5.5, the
pole in the propagator is not infinitesimally close to the real axis. To take this into
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Figure 4.3: σ (fb) vs.
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s (GeV). The solid line is the regular cross section and the
dashed one is the pseudo-singular cross section. a =
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π · 10 µm.
account we make, in the propagators of the massive vector bosons, the replacement
(k2 −M2+ iǫ)−1 → (k2 −M2+ iMΓ)−1. If this replacement is used, gauge invariance
may not necessarily hold. In [1] it was shown that using this iMΓ-prescription may
lead to grossly inaccurate results. To ensure that our results are gauge invariant, we
used the pole scheme. Details on this can be found in appendix 4.A.
In practice one does not need the cut-off k2 < −m2µ. This is because this cut-off is
already implied by the cut-offs imposed by measurability. If we take
√
s = 100GeV
and demand that the energy of the outgoing electron is at least 1GeV and that the
angle under which this electron appears is at least 2◦ we have made it impossible for
the muon neutrino to be on its mass shell (actually we then find that k2 is always
negative and has an upper limit of about −5m2µ).
4.3.3 Monte Carlo and gauge invariance
In the foregoing we have split the cross section in a part that is proportional to the
beam size and a part that is not. It would be more convenient if the linear beam size
effect could be incorporated in the usual Monte Carlo integration procedure. This
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can indeed be done by making the substitution
1
k2 − m2 ± iǫ →
1
k2 − m2 ± i|k⊥|/a
. (4.26)
If we use the approximation
1
(k2 − m2)2 + |k⊥|2/a2
∼ aπ|k⊥|δ(k
2 − m2), (4.27)
these two expressions become equal. This approximation is good in the sense of
distributions if σred does not vary much in an interval around k
2 = m2 of the size of
several times |k⊥|/a. Outside this interval the approximation is good numerically.
The above prescription breaks gauge invariance. We want to see if this gauge
breaking effect leads to wrong results. As we already mentioned, we use the pole
scheme for the massive bosons. Therefore, these do not break the gauge and the
only gauge breaking is due to our Monte Carlo prescription. It turns out that in the
Rξ-gauge, no gauge dependence due to the i|k⊥|/a-prescription is found, although we
actually broke gauge invariance. I.e., the results do not depend on the gauge param-
eter ξ. This can be understood from the Feynman graph displayed in equation (4.1).
The gauge dependence comes from terms proportional to (q1 + q2)µ(q1 + q2)ν. This
combination occurs in the W-propagator. However, these term disappear because
one of the factors q1 + q2 is to be contracted with the lines describing the outgoing
fermions. These are to be taken massless, so consequently this does not contribute,
regardless of the gauge breaking that may occur at the other side of the W-propagator.
To see that our prescription actually breaks gauge invariance we used the axial gauge.
The expression for the squared matrix element can be rewritten in such a way that
all gauge breaking terms are proportional to |k⊥|/a or the square of this quantity. To
find the gauge breaking terms in the unitary gauge we calculate the difference
|M|2gauge-break = |M|2unitary gauge − |M|2gauge invariant. (4.28)
The gauge invariant quantity is calculated by using the axial gauge and the gauge
invariant prescription
Mgauge invariant =
Res
k2=m2
M
k2 − m2 + i|k⊥|/a
+Mregular (4.29)
that gives a gauge invariant quantity in the spirit of the pole scheme. This calculation
was done in the axial gauge to check that we actually get a quantity that does not
depend on the gauge vector n. We find that the quantity |M|2
gauge-break
is, compared to
the rest of the cross section, a factor |k⊥|/(as) ∼ 1/(a
√
s) smaller. Numerically that
is a factor 7 · 10−14 for √s = 150GeV and a = √π · 10 µm (which is a reasonable
value). In ref [1] it was shown that gauge breaking effects can get enhanced by a
factor as large as s/m2e , but even if this would happen, the gauge breaking due to our
handling of the linear beam size effect remains negligible (note that in the context of
muon colliders one would actually expect a factor s/m2µ for the case discussed in [1]).
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4.4 Other cases
In this section we discuss situations that are not of interest for colliders but that
have nevertheless been mentioned in literature. This may not be a purely academic
exercise as it is imaginable that there are astrophysical applications. For the astro-
physicists this section will be redeeming: results can be interpreted in ways similar to
what was done in section 4.3.1.
4.4.1 Infinitely wide beams: the wrong way
The method of calculation introduced in [15] (to be called Ginzburgs method in the
rest of this section) starts by observing that the propagator of an unstable particle is
given by (p2−m2+ imΓ)−1. We then “conclude” that the mass of the unstable particle
has acquired an imaginary part. The four-momentum-squared of this particle should
be complex too. In its rest frame it is given by
p1 = (m − iΓ/2, ~0 ). (4.30)
For the so-called “new” value of k2, that is the value that takes the complex momen-
tum components into account, we find
k2new = (p1 − q)2 = m2 − imΓ + q2 − 2(m − iΓ)q0, (4.31)
where q = q1 + q2 with momenta as in the graph in equation (4.1). For some
unclear reason we take the same values for the components of q but only change the
components of p1 and k. Normally (i.e., without complex momentum components),
the value of q0 is given by
q0 =
m2 + q2 − k2
2m
. (4.32)
After substituting this, and neglecting the small quantity proportional to k2Γ, we
obtain
k2new = k
2
old − i
Γ
2m
(m2 − q2). (4.33)
This complex value then replaces the one given in equation (4.2), and a finite result
is obtained.
The problem with all this is, of course, that it is not terribly difficult to think of a
process where one of the outgoing/incoming particles involved is unstable and then
an incoming complex momentum component has, by momentum conservation, no
place to go. Significantly, we never hear about momentum conservation for the other
vertex in the graph.
In [23] it is shown that the result obtained by this method is exactly what one
would expect for a muon that decays in a medium of anti-muons. This result is
σ =
∫
(1 − cos θ)w(ω) dωsin θ dθ dφ
4π
σνµ→W(sνµ). (4.34)
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The factor w(ω) dω sin θ dθ dφ/4π is the probability measure of finding a muon neu-
trino with a certain momentum. This calculation is done in the rest frame of the
decaying muon. However, three remarks are in order here1
1. To obtain this result, the definition of the quantity cross section has to be modified.
2. The same modification of definition can be applied to our result (equation (4.45),
to be derived in the next section) and the result will be the same.
3. It is a bit of a coincidence that the modified cross section of [23] turns out to have
the same value as Ginzburgs method.
Let us discuss these points in this order.
Firstly (1), the number of events W is related to the cross section via
W = V4
√
(J1 · J2)2 − J21 J22 σµµ, (4.35)
where V4 is the four-volume in which the beams overlap and J1,2 denotes the four-
flux of the two beams. The space integral over J1 is the number-of-particles four-
vector N
µ
1 , defined by
Nµ = Nuµ, (4.36)
with N the number of particles. We thus have
dW
dt
=
√
(N1 · J2)2 − N21 J22 σµµ. (4.37)
On the other hand, we expect to be able to calculate the number of events from
considering collisions between muon neutrino’s and muons, taking the momentum
distribution of the muon neutrino’s into account. Doing so we find
dW
dt
=
∫
w(ω) dω
sin θ dθ dφ
4π
√
(Nν(ω) · J2)2 − Nν(ω)2J22 σνµ(s(ω)). (4.38)
After specializing to the rest frame of the µ− we see that the division of the two
flux factors gives the 1 − cos θ (For this one has to assume that k2 = p22 = 0.) so
that we indeed find back equation (4.34). The modification to the definition of the
cross section is that one equates these two dW/dt’s. The first dt refers to the time
the µ− track spends in the µ+ cloud while the second dt refers to the time the decay
product spends in this cloud. In a µ+ cloud of infinite size equating these two indeed
would seem to be the only thing that could give a finite result. However, one should
realize that for any cloud of finite size the standard definition of the cross section
involves and integral over time and then the quotient of the two just mentioned
times will appear in the result. This will depend on beam shapes.
Secondly (2), also our result (i.e., equation (4.45)), to be derived in the next
section, contains a factor d4r. One could also pull a factor dt out of this and obtain
exactly the same result as by Ginzburgs method. So, whether or not one likes the
equating of dW/dt’s mentioned in the foregoing point, one does not need complex
momentum conservation to obtain the result that belongs to it.
1An email discussion with V.G. Serbo was helpful for getting these points completely clear.
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Thirdly (3), the matrix element, as seen in position space, used in Ginzburgs
method, is not as advertised in [23]. To see this, we should realize that the method
of Ginzburg only modifies the propagator of the muon neutrino. In particular, nothing
is altered in the prescription of removing external propagators. The consequence of
this is that the number of muons does not decrease. After all, this prescription was
designed to describe a stable particle that comes in from infinity. This means that the
production rate of neutrino’s inside the µ+ cloud is given (in the rest frame of the µ−)
by
dNνµ
dt
= NµΓµ. (4.39)
Thus, every muon produces a large number of neutrino’s. Because of the conserva-
tion of complex momenta, the muon neutrino gets a decay time equal to the decay
time one would expect for the muon. The consequence is that the number of muon
neutrino’s at a particular time is given by
Nνµ(t) =
∫
dt′ θ(t − t′) e−Γµ(t−t′) dNνµ
dt′
= Nµ. (4.40)
So in the method of Ginzburg the number of neutrino’s is equal to the number
of muons not because every muon decays into a single muon neutrino but because
the decay constant of the muon neutrino is artificially made equal to its production
constant. That this gives the same result as equating the two dW/dt’s as discussed
under point (1) can be easily understood because the muon neutrino’s now only exist
near the path of the µ−, so the two dt’s now both refer to the time the µ− spends in
the µ+ cloud.
4.4.2 Infinitly wide beams: the right way
To consider the problem of large beams in an understandable way, we must take
the production process into account. Thus the unstable particle becomes an internal
line of a larger Feynman graph. Consequently its momentum has four independent
components. Of course, we really do not want to include much information about
the production process of the unstable particle in our calculations. For this reason we
define the wave function of the unstable particle to be given by
ψ(p) =
√
2
m1Γ
∫
d˜pa d˜pb φa(pa)φb(pb) (2π)
4δ4(pa + pb − p)M(pa, pb, p), (4.41)
whereM is the matrix element (or perhaps the sum of matrix elements) that describe
the production process. This definition assumes that the unstable particle is produced
in a two-to-one collision. It is, however, possible to include terms where the produc-
tion process has as many in- or outgoing particles as one would like. The outgoing
particles are represented by complex conjugates of the wave functions that they are
measured to be in. Such a measurement should be carried out in order to make sure
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that the momentum of the unstable particle is fixed very accurately. When doing cal-
culations we have to include the propagator of the unstable particle. The just given
wave function only replaces the part of the matrix element that describes the produc-
tion process, not the propagation of the unstable particle. For this propagator, the
replacement
i
p2 − m2 + imΓ →
1
mΓ
(4.42)
should be used, since the momentum of the unstable particle is assumed to be fixed—
by the just-described measurement procedure—on its mass shell so accurately that a
function of which the width is of the order Γ (as the propagator is) cannot notice the
difference.
The normalization of this wave function, as it occurs in its just-given definition,
was obtained by considering the production process followed by the decay process.
The number of events in this is demanded to be unity because we choose our wave
function to describe one unstable particle.
In this case the definition of the quantum distribution function should be modified
a bit. It becomes
n(p, r) =
1
2mΓ
∫
d4∆
(2π)4
e−i∆·rψ(p + 1
2
∆)ψ(p − 1
2
∆). (4.43)
Probability densities in momentum and position space can be obtained from this.
They are given by
ρ(p) =
∫
d4r n(p, r); ρ(r) =
∫
d4p
(2π)4
n(p, r). (4.44)
The definition for the luminosity is the same as in equation (1.61) except that if
an unstable particle collides with a stable one, one factor 1/(2π) should be removed
and if two unstable particles collide, two of these factors should be removed. The
cross section is defined in exactly the same way as in section 1.5.2. Furthermore, also
the number of events has the same formula. I.e., equation (1.62).
After having introduced this, the calculation of the number of events proceeds the
as in section 4.3. The result is
W =
1
m2
∫
d4p1
(2π)4
d˜p2 d˜k d
4r
∫ ∞
0
dα n1(p1, r)n2(p2, r + αk) f (k|p1)√
(k · p2)2 − k2p22 σ(k, p2).
(4.45)
Interpreting the above formula can be done along the same lines as was done in
section 4.3.1. If we specialize to the case where the longitudinal beam size is much
larger than the transversal one, we find back formula (4.13). The densities that occur
here should be considered to be densities of decay events. It is perfectly natural that
decay events are characterized by four co-ordinates.
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4.4.3 Pancake-shaped beams
In this section we will show that it is possible to transfer some of the imΓ from the
muon propagator to the muon neutrino one while keeping a clear conscience. This is
in the context of pancake-shaped beams. In this case, we assume that the transversal
beam size is much larger than the decay length 1/Γ, while the longitudinal beam
size is much smaller than the decay length. We do this by using momenta that have
a large width in the longitudinal direction and a small width in the transversal di-
rection. We assume that the unstable particle is produced at a position away from
the position where it collides. We do this by translating the particle having momen-
tum p2 in equation (4.1) an invariant distance s (as seen by the p1-particle) away
from the origin. This is done by a adding factor eisp1 ·p
′
2/m1 in the matrix element. The
complex conjugated matrix element gets a factor e−isp1 ·p
′′
2/m1 . The variables p′2 and
p′′2 are integration variables in momentum space. They integrate over the momentum
distribution.
We consider the quantity F which contains the factors of the matrix element that
play a role in making the cross section finite. These are the factors that are peaked
sharp enough to notice that p′1 (and p
′
2, of course) do not have a definite value but
are peaked around the value p1. It is given by
F =
eisp
′
2 ·p1/m1
(p′1)2 − m21 + im1Γ
1
(q2 − p′2)2 − M2 + iǫ
. (4.46)
We now integrate over the value of (p′1)
2. The integration path is chosen such that
outgoing momenta are kept fixed, while the change ∆µ of the incoming momenta
is taken to be a linear combination of these momenta. We do this because of the
pancake shape. Only these momenta have a large spread in momentum space in the
longitudinal direction, so this direction should be chosen for the integration path.
Thus momenta are parameterized by
(p′1)
µ(t) = (p′1)
µ(0) + t∆µ;
(p′2)
µ(t) = (p′2)
µ(0) − t∆µ;
(k′)µ(t) = (k′)µ(0) + t∆µ.
(4.47)
We should demand that the value of (p′2)
2 is kept fixed. It is not very difficult to think
of a scatter setup where the particle with momentum p2 is a stable one, so we had
indeed better not vary this quantity. These demands are satisfied by taking
∆µ =
1
2
(p1 · p2)pµ2 − p22pµ1
(p1 · p2)2 − p21p22
. (4.48)
Filling this into equation (4.46) and using contour integration over t,we find that for
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the matrix element this integration boils down to the substitution
F → − 2πi e
isp2 ·p1/m1−sΓ/2
k2 − M2 − iαm1Γ
δ(p21 − m21)
− 2πi e
isp2 ·p1/m1
p21 − m21 + im1Γ
θ(α)δ
(
α−1(k2 − M2)
)
,
(4.49)
where α = 2∆ · q2.
We see that this no longer causes a divergence, so we will square this and use it to
find the cross section. The square of both terms contains a sharply peaked function of
which the square can be approximated, in the sense of distributions by a δ-function.
However, before we do this, we should discuss the meaning of the two terms. In
the first term we first integrate over the width of the unstable particle and then over
the width of the decay product. In the second term it is the other way around.
The interpretation is that the first width that is integrated over corresponds to the
smallest virtuality (this corresponds to the largest distance scale). Thus, the first
term describes events where the unstable particle does not decay or decays nearby
the spot where the collision happens. The second term describes events where the
unstable particle decays long before the decay product collides. We interpret this as
the case where the unstable particle is far off shell and is never really produced but
already decays during the production process. We decide to drop the second term
and keep the first one. If we square the term that we decided to keep, we get the
familiar decay law (i.e., the e−Γs).
The consequence of the just described procedure is that our squared matrix ele-
ment contains a factor
1
(k2 − M2)2 + α2m21Γ21
∼ π
αm1Γ
δ(k2 − M2). (4.50)
For the cross section, we find
σ(p1, p2) =
∫
d˜k
√
(p2 · k)2 − p22k2√
(p1 · p2)2 − p21p22
e−sΓ
α
σ(p2, k) f (k|p1). (4.51)
The quotient of square roots is the generalization of the 1 − cos θ in equation (4.34).
The only factor that we might not have expected is the 1/α.
We can shed light on this factor 1/α in the rest frame of the stable particle (the
one with momentum p2). In that frame we have, writing out all inner products,
σ(p1, p2) =
∫
d˜k
e−sΓ
| cos θ|σ(p2, k) f (k|p1). (4.52)
We see that the square roots together with the 1/α turn into a factor 1/ cos θ. This is
because we are describing the collision of two pancake-shaped beams. We are in the
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rest frame of the particle with momentum p2, so its wavefunction should be imagined
to be a pancake that does not move. The decay product that collides with a particle
in the pancake emerges under an angle θ. Because of this, it sees the thickness of the
pancake enlarged by a factor 1/ cos θ.
4.5 Conclusions
The divergence in the cross section in the case of colliding unstable particles can be
handled in various ways, depending on the situation. If beam sizes are bigger than
the decay length, the production process of the unstable particle should be taken into
account. In general, it is a problem that the unstable particle can decay in flight and
that the standard approximations do not handle this well. Careful consideration of
these approximations leads to the conclusion that the cross section is proportional
to the size of the colliding beams. This is the so-called linear beam size effect. We
proposed a method for including this effect in the normal Monte Carlo integration
and showed that the gauge breaking terms that this method may cause are generally
very small. If necessary this breaking of gauge invariance can be avoided.
In the case of infinitely wide beams the use of complex momentum components
was proposed in the literature. We show that by taking into account the production
process it is possible to obtain the same results without using this bizarre method. I
am not aware of the existence of a law of conservation of decay width. Also in the
case of pancake-shaped beams taking into account the production process leads to a
reasonable result.
4.A The pole scheme
If W and/or Z-particles appear as internal lines in a Feynman graph this results, as
was shown in section 1.5.5, into poles of the form (p2 − M2 + iMΓ)−1. The problem
with this is that it breaks gauge invariance, which means that observable quantities
depend on the gauge choice. The pole scheme (c.f., [30] and [29]) is one of the ways
to handle this. To use it, we observe that both the position of the pole and its residue
are gauge invariant quantities. They must be because they can be determined by
experiment. The consequence is that every matrix element that involves such a pole
can be written as
M = F(p
2 = M2 − iMΓ)
p2 − M2 + iMΓ −
F(p2) − F(p2 = M2 − iMΓ)
p2 − M2 + iMΓ +Mrest, (4.53)
where the first term is gauge invariant, as are the second and third together. If we do
a calculation at the three level, we do not take into account the terms proportional to
Γ in the numerators.
In practice things are a bit more involved than sketched in the previous paragraph.
A matrix element generally depends on more that just p2 and thus a prescription is
needed to tell us what happens to all the other quantities that occur in the matrix
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element if we put p2 equal to M2 − iMΓ. We follow the method outlined in [30].
Our matrix element contains strings of gamma matrices with spinors at the beginning
and end. These are canonicalized with regard to their order to ensure that all strings
of gamma matrices are linearly independent. The anti-commutation relations for
gamma matrices are used to do this. Also the relations /pu(p) = mu(p) and /pv(p) =
−mv(p) are used whenever applicable.
After this has been done, the strings of gamma matrices that remain are linearly
independent. They are said to form a set of independent covariants. If the matrix
element is going to be gauge invariant, each coefficient of such a string of gamma
matrices must separately be gauge invariant. So equation (4.53) is not used for the
full matrix element but for the invariant coefficient that occur in front of the different
products of strings of gamma matrices. In order to do this, it is also necessary to
eliminate one of the outgoing/incoming momenta by using momentum conservation
for the entire matrix element. All inner products between in- or outgoing momenta
in the matrix element are expressed in a smallest complete set of Lorentz invariant
variables. In the case of the outgoing momenta shown in the graph in equation (4.1)
the set consisting of
s = (p1 + p2)
2;
t = (p1 − q1 − q2)2;
x = (q1 + q2)
2;
y = (p1 + p2 − q2)2;
z = (p1 − q1)2
(4.54)
can be chosen. If one uses that the squares of incoming and outgoing momenta are
given by the appropriate masses squared, all inner products between momenta are
determined by specifying the variables (s, t, x, y, z). Now setting the square of some
internal momentum in some Feynman graph equal to some value is a well-defined
operation, except for some caveats that we discuss next.
The caveats are
1. If we have outgoing or incoming vector bosons, we should also treat inner products
of the form p · ǫ with ǫ the polarization vector as linearly independent covariant
quantities. Some elements in the set of independent covariants contain a factor p ·
ǫ. If we use the axial gauge this set furthermore includes factors that are inner
products with the gauge vector n.
2. In the unitary gauge, the inner product of a polarization vector with the momen-
tum of the particle to which the polarization vector belongs is zero. For this reason,
these inner products should not appear in the set of independent covariants, nor
in the coefficients that multiply them. The same applies to the inner product of
polarization vectors with the gauge vector n in the axial gauge.
3. Because of the way we treat the axial gauge (c.f., chapter 3) the property holds
that if we have outgoing or incoming vector boson the matrix element becomes
zero if the polarization vector of a vector boson is replaced by its momentum. I.e.,
this not only happens for massless gauge bosons but also for massive ones. This
shows that the set of covariants that we had is not really linearly independent. To
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see how this can be solved, consider a matrix element of the form
M = ǫ · p1F1 + ǫ · p2F2 + ǫ · p3F3. (4.55)
Here the inner products ǫ · pi are the covariants and the Fi are the invariant func-
tions. If we know that the relation
q · p1F1 + q · p2F2 + q · p3F3 = 0 (4.56)
holds, we can eliminate F1 from the matrix element. We get
M =
(
ǫ · p2 − ǫ · p1 q · p2
q · p1
)
F2 +
(
ǫ · p3 − ǫ · p1 q · p3
q · p1
)
F3. (4.57)
Thus we have actually reduced the set of covariants from three to two in this
example. This boils down to doing the substitution
ǫ → ǫ − ǫ · p1 q
q · p1
. (4.58)
In this substitution the vector p1 can be chosen to be any linear combination of
incoming and outgoing momenta. It is advisable to choose one that does not yield
a singularity in the physical phase space due to dividing by q · p1. In the unitary
gauge a similar reduction can be carried out. In our calculation we chose to get
(q1 + q2) · q3 in the denominator. This is equal to s − x − M2W . This quantity has
no poles in the physical phase space.
4. One has to be careful about the set of invariant variables. Actually, the set (s, t, x, y,
z) has a problem. To see this, consider the Feynman graph
µ−(p1)
µ+(p2)
Z
W+(q3)
e+
e−(q1)
ν¯e(q2) . (4.59)
The internal electron propagator is given by
S =
−i(/q2 + /q3)
s − x − y + M2
W
. (4.60)
In the pole scheme we should determine the residue for the Z-pole. This means
that we put s = M2
Z
to lowest order. The maximum value of x + y is s and
occurs in the limit that the outgoing electron is produced at rest. We see that the
quantity 1/(s − x − y + M2
W
) does not have a pole in the physical phase space but
if we put s = M2
Z
it does develop a pole. For this reason we did not use the set of
parameters (s, t, x, y, z) but instead the set (s, t, ξ, η, z) where ξ = x/s and η = y/s.
This set causes no trouble with spurious singularities.
104 CHAPTER 4. UNSTABLE PARTICLES
The problem with spurious singularities, that we encountered in item 3 and 4 can
be looked upon as follows. Formula (4.53) tells us to split the invariant functions.
However, we have some freedom in making this split-up. This makes it possible that
the pole-term has a singularity that is canceled by the regular term. A sensible choice
of such a split-up takes care not to introduce new singularities in the physical phase
space.
Summary
In this PhD-thesis some topics in quantum field theory are considered. The first chap-
ter gives a background to these topics.
The second chapter discusses renormalization. In particular it is shown how loop
calculations can be performed when using the axial gauge fixing. Fermion creation
and annihilation configurations for the one loop level are obtained and an example
calculations was done to check that these lead to gauge invariant amplitudes.
The next topic in the second chapter is renormalization prescriptions. The scheme-
dependence that these prescriptions lead to is discussed and we come up with a re-
expanded perturbative series that turns the scheme-dependent series into a scheme-
independent one. We check that numerical results are similar to the ones obtained
from some often-used renormalization presecriptions.
The third chapter considers the electroweak standard model in the axial gauge.
The Feynman rules are derived and particle creation and annihilation configurations
are defined. Using these two ingredients it is, in principle, possible to do tree-level
calculations.
The fourth chapter is concerned with unstable particles. The problem that cross
sections diverge when the colliding particles are unstable is discussed. We derive
that an effective cross section that is proportional to the size of the incoming wave
packets can be defined. This is the linear beam size effect. This derivation is done
in a manifestly Lorentz invariant manner. Furthermore, a Monte Carlo prescription is
given that incorporates this effect into the usual integration procedure. This chapter
also goes into the case of incoming wave packets that are very large. A very strange
prescription, involving complex momentum components, was proposed in the liter-
ature. We replace this prescription by a more reasonable one. We also consider the
case where the incoming unstable particle is in a pancake-shaped wave packet.
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Samenvatting
In dit proefschrift komen enkele onderwerpen uit de quantumveldentheorie aan de
orde. Het eerste hoofdstuk geeft de achtergrond van deze onderwerpen.
Het tweede hoofdstuk behandelt renormalizatie. In het bijzonder wordt getoond
hoe lusberekeningen in de axiale ijk gedaan kunnen worden. Creatie- en annihi-
latieconfiguraties voor fermionen voor het een-lusniveau worden gevonden en er
wordt een voorbeeldberekening gedaan om te laten zien dat deze tot ijk-invariante
amplitudes leiden.
Het andere onderwerp van het tweede hoofdstuk is renormalizatievoorschriften.
De schema-afhankelijkheid waartoe deze voorschriften leiden, wordt behandeld en
we geven een herexpansie van de storingsreeks die de schema-afhankelijke reeks
verandert in een schema-onafhankelijke. We controleren dat numerieke resultaten
overeenkomstig zijn met de resultaten die gevonden kunnen worden met enkele veel
gebruikte renormalizatie-voorschriften.
Het derde hoofdstuk beschouwt het electrozwakke standaardmodel in de axi-
ale ijk. De Feynmanregels van dit model worden afgeleid en deeltjes creatie- en
annihilatie-configuraties worden gevonden. Met deze twee ingredie¨nten is het in
principe mogelijk om berekeningen op laagste orde te doen.
Het vierde hoofdstuk houdt zich bezig met instabiele deeltjes. Het probleem dat
botsingsdoorsneden divergeren wanneer de botsende deeltjes instabiel zijn, wordt be-
handeld. We leiden af dat er een effectieve botsingsdoorsnede gegeven kan worden
die evenredig is met de afmeting van de inkomende golfpakketjes. Dit is het lin-
eaire bundelgrootte-effect. Deze afleiding wordt op een manifest Lorentz-invariante
manier gedaan. We geven een Monte Carlo-voorschrift dat dit effect opneemt in
de gebruikelijke integratieprocedure. Dit hoofdstuk beschouwt ook het geval dat
de inkomende golfpakketjes erg groot zijn. Een voorschrift waarin complexe mo-
mentum componenten voorkomen is voorgesteld in de literatuur. Wij vervangen
dit voorschrift door een redelijker voorschrift. Tenslotte bekijken we ook het geval
waarin het inkomende instabiele deeltje zich in een pannekoek-vormig golfpakket
bevindt.
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(advertisement)
GiNaC is an iterated and recursive acronym for GiNaC is Not a CAS,
where CAS stands for Computer Algebra System. It is designed to al-
low the creation of integrated systems that embed symbolic manipu-
lations together with more established areas of computer science (like
computation-intense numeric applications, graphical interfaces, etc.)
under one roof. It is distributed under the terms and conditions of the
GNU general public license (GPL).
Its design is revolutionary in a sense that contrary to other CAS it does
not try to provide extensive algebraic capabilities and a simple pro-
gramming language but instead accepts a given language (C++) and
extends it by a set of algebraic capabilities.
Perplexed? Feel free visit www.ginac.de or to read [2] which describes
the philosophy behind GiNaC in more detail. It also addresses some
design principles and questions of efficiency, although some implemen-
tation details have changed since it was written.
