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ON MATRIX PRODUCT ANSATZ FOR ASYMMETRIC SIMPLE EXCLUSION PROCESS
WITH OPEN BOUNDARY IN THE SINGULAR CASE
W LODZIMIERZ BRYC AND MARCIN S´WIECA
Asymmetric simple exclusion process with open boundary; Askey-Wilson polynomials; matrix product ansatz
Abstract. We study a substitute for the matrix product ansatz for Asymmetric Simple Exclusion Process with open
boundary in the “singular case” αβ = qNγδ, when the standard form of the matrix product ansatz of Derrida, Evans,
Hakim and Pasquier [J. Phys. A 26(1993)] does not apply. In our approach, the matrix product ansatz is replaced
with a pair of linear functionals on an abstract algebra. One of the functionals, ϕ1, is defined on the entire algebra,
and determines stationary probabilities for large systems on L ≥ N+1 sites. The other functional, ϕ0, is defined only
on a finite-dimensional linear subspace of the algebra, and determines stationary probabilities for small systems on
L < N+1 sites. Functional ϕ0 vanishes on non-constant Askey-Wilson polynomials and in non-singular case becomes
an orthogonality functional for the Askey-Wilson polynomials.
This is an expanded version of the paper. It includes additional material that is typeset differently from the main body of the
paper.
1. Introduction and main results
The Asymmetric Simple Exclusion Process (ASEP) with open boundary on sites {1, . . . , L} is a continuous time
Markov chain with state space {0, 1}L. Informally, see Fig. 1, particles may arrive at the left boundary at rate α > 0
and leave at rate γ ≥ 0. A particle may move to the right at rate 1 or to the left at rate q < 1. It may leave at the
right boundary at rate β > 0 or a new particle may arrive there at rate δ ≥ 0. At most one particle is allowed at
each site. More formal description of the evolution is given as Kolmogorov’s equations (1.1) below.
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Figure 1. Asymmetric simple exclusion process (ASEP) on {1, . . . , L} with open boundaries, with
parameters α, β > 0, γ, δ ≥ 0, and 0 ≤ q < 1. Filled in disks represent occupied sites.
We are interested in the steady state of the ASEP, so we focus on the stationary distribution of the Markov chain.
The standard method relies on Kolmogorov’s prospective equations. Denoting by Pt(τ1, . . . , τL) the probability that
Markov chain is in configuration (τ1, . . . , τL) ∈ {0, 1}L at time t, we have
(1.1)
d
dt
Pt(τ1, . . . , τL) = δτ1=1 [αPt(0, τ2, . . . , τL)− γPt(1, τ2, . . . , τL)] + δτ1=0 [γPt(1, τ2, . . . , τL)− αPt(0, τ2, . . . , τL)]
+
L−1∑
k=1
δτk=1,τk+1=0
[
qPt(τ1, . . . , τk−1, 0, 1, τk+2, . . . , τL)− Pt(τ1, . . . , τk−1, 1, 0, τk+2, . . . , τL)
]
+
L−1∑
k=1
δτk=0,τk+1=1
[
Pt(τ1, . . . , τk−1, 1, 0, τk+2, . . . , τL)− qPt(τ1, . . . , τk−1, 0, 1, τk+2, . . . , τL)
]
+ δτL=0 [βPt(τ1, . . . , τL−1, 1)− δPt(τ1, . . . , τL−1, 0)] + δτL=1 [δPt(τ1, . . . , τL−1, 0)− βPt(τ1, . . . , τL−1, 1)] .
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The stationary distribution P (τ1, . . . , τL) of this Markov chain satisfies
d
dt
Pt(τ1, . . . , τL) = 0
so it solves the system of linear equations on the right hand side of (1.1). An ingenious method of determining the
stationary probabilities for all L was introduced by Derrida, Evans, Hakim and Pasquier in [11], who consider infinite
matrices and vectors that satisfy relations
DE− qED = D+E,(1.2)
〈W |(αE − γD) = 〈W |,(1.3)
(βD− δE)|V 〉 = |V 〉.(1.4)
The stationary probabilities are then computed as
(1.5) P (τ1, . . . , τL) =
〈W |∏Lj=1(τjD+ (1− τj)E)|V 〉
〈W |(D+E)L|V 〉 .
It has been noted in the literature that the above approach may fail: Essler and Rittenberg [15, page 3384] point
out that matrix representation (1.5) runs into problems when αβ = γδ, and they point out the importance of a more
general condition that αβ − qnγδ 6= 0 for n = 0, 1, . . . . We will call this a non-singular case.
The singular case when αβ = qNγδ, is discussed by Mallick and Sandow [27, Appendix A] in the context of finite
matrix representations. Of course, this is a singular case for the matrix product ansatz, not for the actual Markov
chain. To avoid singularity, Lazarescu [24] presents a perturbative generalization of the matrix product ansatz, which
was used in [19] to derive exact current statistics for all values of parameters. Continuity of the ASEP with respect
to its parameters is also used to derive recursion for stationary probabilities in [26, proof of Theorem 2.3].
1.1. Solution for the singular case. Our goal is to analyze the singular case αβ = qNγδ directly. We consider
an abstract noncommutative algebra M with identity I and two generators D,E that satisfy relation (1.2). The
algebra consists of linear combinations of monomials X = Dn1Em1 . . .DnkEmk . It turns out that monomials in
normal order, EmDn, form a basis for M as a vector space. We introduce increasing subspaces Mk of M that are
spanned by the monomials in normal order of degree at most k, i.e., Mk is the span of {EmDn : m + n ≤ k}. The
abstract version of the matrix product ansatz for the singular case uses a pair of linear functionals ϕ0 : MN → C
and ϕ1 :M→ C.
Theorem 1. Suppose α, β, γ, δ > 0 satisfy αβ = qNγδ for some N = 0, 1, . . . . Then there exists a pair of linear
functionals ϕ0 :MN → C and ϕ1 :M→ C such that stationary probabilities for the ASEP are
(1.6) P (τ1, . . . , τL) =
ϕ
[∏L
j=1(τjD+ (1− τj)E)
]
ϕ [(D+E)L]
,
where ϕ = ϕ0 if 1 ≤ L < N +1 and ϕ = ϕ1 if L ≥ N +1. Furthermore, if L = N +1 then the stationary distribution
is the product of Bernoulli measures
P (τ1, . . . , τN+1) =
N+1∏
j=1
p
τj
j q
1−τj
j
with pj =
α
α+γqj−1 and qj = 1− pj.
If α, β > 0, γ, δ ≥ 0 are such that αβ 6= qnγδ for all n = 0, 1, . . . , then ϕ0 is defined on M∞ = M, and (1.6)
holds with ϕ = ϕ0 for all L.
We remark that part of the conclusion of the theorem is the assertion that the denominators in (1.6) are non-zero
for all L. Proposition 3 below determines their signs, which according to Remark 3 may vary also in the non-singular
case. The signs determine the direction of the current J through the bond between adjacent sites, which is defined
as J = Pr(τk = 1, τk+1 = 0)− qPr(τk = 0, τk+1 = 1). When L 6= N +1, we have J = ϕ[(E+D)L−1]/ϕ[(E+D)L], so
the current is negative for 2 ≤ L ≤ N , and positive for L > N + 1. As noted in [2, Section 3], the current vanishes
for L = N + 1 due to the detailed balance condition satisfied by the product measure.
The proof of Theorem 1 is given in Section 2 and consist of recursive construction of the pair of functionals.
In the construction, the left and right eigenvectors in (1.3) and (1.4) are replaced by the left and right invariance
requirements:
(1.7) ϕ [(αE− γD)A] = ϕ[A],
(1.8) ϕ [A(βD − δE)] = ϕ[A],
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for all A ∈ M when ϕ = ϕ1 and for all A ∈ MN−1 if ϕ = ϕ0. By an adaptation of the argument from [11],
functionals that satisfy (1.7) and (1.8) give stationary probabilities, see Theorem 3 for precise statement. Similar
modification of (1.3) and (1.4) in the matrix formulation appears in [9, Theorem 5.2]. After the paper was submitted,
we learned that the idea of working with an abstract algebra and defining a linear functional by using normal order
can be traced back to [12, Section 3] who consider periodic ASEPs, so constraints (1.7) and (1.8) do not appear.
In the singular case functional ϕ0 is defined on N(N + 1)/2-dimensional space MN . However, MN is not an
algebra, so this is different from the finite dimensional representations of the matrix algebra which were studied by
Essler and Rittenberg [15] and Mallick and Sandow [27]. In Appendix C we present a “matrix model” for all α, β, γ, δ
with 0 < q < 1 that was inspired by Mallick and Sandow [27]. The model reproduces their finite matrix model when
the parameters are chosen like in their paper, but cannot be used for general parameters due to lack of associativity.
1.2. Relation to Askey-Wilson polynomials. Ref. [33] shows that the stationary distribution of the open ASEP
is intimately related to the Askey-Wilson polynomials. Here we extend this relation to cover also the singular case,
when the Askey-Wilson polynomials do not have the Jacobi matrix, see discussion below.
In the context of ASEP, the Askey-Wilson polynomials depend on parameter q, and on four real parameters
a, b, c, d which are related to parameters of ASEP by the equations
(1.9) α =
1− q
(1 + c)(1 + d)
, β =
1− q
(1 + a)(1 + b)
, γ = − (1− q)cd
(1 + c)(1 + d)
, δ = − ab(1− q)
(1 + a)(1 + b)
,
see [7], [15, (74)], [33], and [27]. In this parametrization, the singularity condition becomes abcdqN = 1.
Since α, β > 0 and γ, δ ≥ 0, when solving the resulting quadratic equations without loss of generality we can choose
a, c > 0, and then b, d ∈ (−1, 0]. The explicit expressions are a = κ+(β, δ), b = κ−(β, δ), c = κ+(α, γ), d = κ−(α, γ),
where
κ±(u, v) =
1− q − u+ v ±
√
(1 − q − u+ v)2 + 4uv
2u
.
Recall the q-hypergeometric function notation
r+1φr
(
a1, . . . , ar+1
b1, . . . , br
∣∣∣∣q; z) = ∞∑
k=0
(a1, a2, . . . , ar+1; q)k
(q, b1, b2, . . . , br; q)k
zk.
Here we use the usual Pochhammer notation:
(a1, a2, . . . , ar; q)n = (a1; q)n(a2; q)n . . . (ar; q)n
and (a; q)n+1 = (1 − aqn)(a; q)n with (a; q)0 = 1. Later, we will also need the q-numbers [n]q = 1 + q + · · · + qn−1
with the convention [0]q = 0, q-factorials [n]q! = [1]q . . . [n]q = (1− q)−n(q; q)n with the convention [0]q! = 1, and the
q-binomial coefficients [
n
k
]
q
=
[n]q!
[k]q![n− k]q! .
We define the n-th Askey-Wilson polynomial using the 4φ3-hypergeometric function, which in the second expression
we write more explicitly for all x rather than for x = cosψ.
(1.10) pn(x; a, b, c, d|q) = a−n(ab, ac, ad; q)n4ϕ3
(
q−n, qn−1abcd, aeiψ, ae−iψ
ab, ac, ad
∣∣∣∣q; q)
= a−n(ab, ac, ad; q)n
n∑
k=0
qk
(q−n, abcdqn−1; q)k
(q, ab, ac, ad; q)k
k−1∏
j=0
(1 + a2q2j − 2axqj).
Although this is not obvious from (1.10), it is known that pn(x; a, b, c, d|q) is invariant under permutations of param-
eters a, b, c, d, and that the polynomial is well defined for all a, b, c, d ∈ C. However, in the singular case the degree
of the polynomial varies with n somewhat unexpectedly. It is easy to see from the last expression in (1.10) that if
abcdqN = 1, then for 0 ≤ n ≤ N + 1 the degree of polynomial pn(x; a, b, c, d|q) is min{n,N + 1− n}. In particular,
the degrees may decrease and hence there is no three step recursion, or a Jacobi matrix.
Indeed, pn(x; a, b, c, d|q) = a−n(ab, ac, ad; q)nQn(x) with
Qn(cosψ) =4ϕ3
(
q−n, qn−N−1, aeiψ , ae−iψ
ab, ac, ad
∣∣∣∣q; q
)
,
and Qn(x) = QN+1−n(x) for 0 ≤ n ≤ N + 1.
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The relation of ϕ0 to Askey-Wilson polynomials is more conveniently expressed using a different pair of generators
of algebra M. Instead of E,D, we consider elements d and e given by
(1.11) D = θ2I+ θd, E = θ2I+ θe, θ = 1/
√
1− q.
(Similar transformation was used by several authors, including [33] and [7].)
In this notation, M is then an algebra with identity and two generators d, e that satisfy relation
(1.12) de− qed = I.
According to Theorem 1, functional ϕ0 is defined on MN in the singular case, and on all of M in the non-singular
case. We include non-singular case in the conclusion below by setting N = ∞. The action of ϕ0 on Askey-Wilson
polynomials can now be described as follows.
Theorem 2. With x = 12θ (e + d), for 1 ≤ n < N + 1 we have
ϕ0 [pn(x ; a, b, c, d |q)] = 0.
More generally, for any non-zero t ∈ C let
(1.13) xt =
1
2θ
(
1
t e + td
)
.
Then
(1.14) ϕ0
[
pn(xt ; at, bt,
c
t ,
d
t |q)
]
= 0 for 1 ≤ n < N + 1.
The proof of Theorem 2 appears in Section 3 and is fairly involved. It relies on evaluation of ϕ0 on the family
of continuous q-Hermite polynomials, on explicit formula for the connection coefficients between the q-Hermite
polynomials and the Askey-Wilson polynomials which we did not find in the literature, and to complete the proof
we need some non-obvious q-hypergeometric identities. In Appendix B we discuss action of ϕ0 and ϕ1 on the
Askey-Wilson polynomials in the much simpler case of the Totaly Asymmetric Exclusion process where q = 0.
1.3. Relation to orthogonality functional for the Askey Wilson polynomials. In the non-singular case when
qnabcd 6= 1 for all n = 0, 1, . . . , the Askey-Wilson polynomials {pn}n=0,1,... are of increasing degrees and satisfy the
three step recursion [3, (1.24)]. According to Theorem 1 functional ϕ0 is then defined on all of M and determines
stationary probabilities (2.1) for all L ≥ 0. Theorem 2 implies that ϕ0 is an orthogonality functional for the Askey-
Wilson polynomials, which encodes the relation between ASEP and Askey-Wilson polynomials that was discovered
by Uchiyama, Sasamoto and Wadati [33]. In particular, (1.14) corresponds to [33, formula (6.2)] with ξ = t.
Orthogonality can be seen as follows. Theorem 2 says that
ϕ0 [pn(x ; a, b, c, d |q)] = 0
for all n ≥ 1, and it is easy to check, see e.g. [8, Proof of Favard’s theorem], that the latter property together with
the three-step recursion for the Askey-Wilson polynomials implies orthogonality:
ϕ0 [pm(x ; a, b, c, d|q)pn(x ; a, b, c, d |q)] = 0
for all m 6= n. This orthogonality relation holds without additional conditions on a, b, c, d that appear when orthog-
onality of polynomials {pn} is considered on the real line [3, Theorem 2.4], or on a complex curve [3, Theorem 2.3].
Since ϕ0 [pn(x ; a, b, c, d |q)] 6= 0 only for n = 0, linearization formulas [16] give the value of
ϕ0
[
p2n(x ; a, b, c, d |q)
]
=
(ab, ac, ad; q)2n
a2n
2n∑
L=0
qL (ab, ac, ad; q)L
(abcd; q)L
×
min(n,L)∑
j=max(0,L−n)
qj(j−L)
(
q−n, abcdqn−1; q
)
j
(q, ab, ac, ad; q)j(q; q)L−j
×
min(j,j−L+n)∑
k=0
qk
(
q−j , a2qL+r; q
)
k
(
q−n, abcdqn−1; q
)
k+L−j
(q)k(ab, ac, ad; q)k+L−j
,
which may fail to be positive when abcd > 1.
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Somewhat more generally, in the notation of [16] we have
ϕ0 [pm(x ; a, b, c, d |q)pn(x ; a, b, c, d |q)] = L0(m, n),
where
Lr(m,n) =
q
1
2
r(r+1)(ab, ac, ad; q)m(ab, ac, ad; q)n
(−1)ram+n−r (abcdqr−1; q)r
m+n+r∑
L=0
[
L+ r
r
]
q
qL (abqr , acqr, adqr ; q)L
(abcdq2r ; q)L
×
min(n,L+r)∑
j=max(0,L−m+r)
qj(j−L−r)
(
q−n, abcdqn−1; q
)
j
(q, ab, ac, ad; q)j(q; q)L+r−j
×
min(j,j−L+m−r)∑
k=0
qk
(
q−j , a2qL+r; q
)
k
(
q−m, abcdqm−1; q
)
k+L+r−j
(q)k(ab, ac, ad; q)k+L+r−j
.
Numerical experiments suggest that L0(m,n) = 0 if pn, pm have different degrees which, if true, would strengthen the conclusion of
Theorem 2 to the assertion of full orthogonality.
Remark 1. After this paper was submitted, we learned about Ref. [25] which introduces nonstandard truncation
condition for the Askey-Wilson polynomials in the singular case abcdqN = 1. Their q-para-Racah polynomials are
obtained by taking a limit for special choices of positive parameters b, d which do not arise from ASEP. Finite
dimensional representations of the Askey-Wilson algebra in the singular case are discussed in [1, Section 7], [2, page
15] and [32, Section 4].
2. Proof of Theorem 1
We begin with two observations from the literature. The first observation is that the proof of Derrida, Evans,
Hakim and Pasquier in [11] is non-recursive, so it implies that an invariant functional on the finite-dimensional
subspace ML determines stationary probabilities for ASEP of size L.
Theorem 3 ([11]). Fix L ∈ N. Suppose that ϕ is a linear functional on ML such that ϕ
[
(E+D)L
] 6= 0. If
invariance equations (1.7) and (1.8) hold for all A ∈ML−1, then the stationary probabilities for the ASEP of length
L are
(2.1) P (τ1, . . . , τL) =
ϕ
[∏L
j=1(τjD+ (1− τj)E)
]
ϕ [(D+E)L]
.
Proof. The argument here is the same as the proof in [11, Section 11.1] for the matrix version, see also [29, Section
III]. The important aspect of that proof is that it works with fixed L, i.e., that we do not need to use a recurrence
that lowers the value of L as in [10, formula (8)] or in [26, Theorem 3.2]. We reproduce a version of argument from
[11] for completeness and clarity.
For L = 1 it is easily seen that the stationary distribution is P (1) = α+δα+β+γ+δ with P (0) = 1−P (1). On the other
hand, equations (1.7) and (1.8) give αϕ[E]− γϕ[D] = ϕ[I] and βϕ[D]− δϕ[E] = ϕ[I]. The solution is:
ϕ[E] =
{
β+γ
αβ−γδϕ[I] if αβ 6= γδ
γ
α+γ if αβ = γδ
, ϕ[D] =
{
α+δ
αβ−γδϕ[I] if αβ 6= γδ
α
α+γ if αβ = γδ
,
where we note that ϕ[I] = 0 when αβ = γδ and in this case we also used the normalization ϕ[E+D] = 1 to determine
the values. In both cases, a calculation shows that
ϕ[D]
ϕ[E] + ϕ[D]
=
α+ δ
α+ β + γ + δ
giving the correct value of P (1).
Suppose that L ≥ 2. Denote by p(τ1, . . . , τL) = ϕ
[∏L
j=1(τjD+ (1− τj)E)
]
the un-normalized probabilities. Since
by assumption the denominator in (2.1) is non-zero, it is enough to verify that the right hand side of (1.1) vanishes
on p(τ1, . . . , τL). That is, we want to show that
(2.2) (δτ1=1 − δτ1=0) [αp(0, τ2, . . . , τL)− γp(1, τ2, . . . , τL)]
+
L−1∑
k=1
(δτk=0,τk+1=1 − δτk=1,τk+1=0)
[
p(τ1, . . . , τk−1, 1, 0, τk+2, . . . , τL)
− qp(τ1, . . . , τk−1, 0, 1, τk+2, . . . , τL)
]
+ (δτL=0 − δτL=1) [βp(τ1, . . . , τL−1, 1)− δp(τ1, . . . , τL−1, 0)] = 0.
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Denote
Xk =
k∏
j=1
(τjD+ (1− τj)E) and Yk =
L∏
j=k
(τjD+ (1− τj)E)
with the usual convention that empty products are I. Relation (1.2) implies that
p(τ1, . . . , τk−1, 1, 0, τk+2, . . . , τL)− qp(τ1, . . . , τk−1, 0, 1, τk+2, . . . , τL)
= ϕ[Xk−1(DE− qED)Yk+2] = ϕ[Xk−1(D+E)Yk+2].
Noting that
δτk=0,τk+1=1 − δτk=1,τk+1=0 = (1 − τk)τk+1 − τk(1− τk+1) = τk+1 − τk,
the sum in (2.2) becomes
L−1∑
k=1
(τk+1 − τk)ϕ[Xk(D+E)Yk+2].
Since τk, τk+1 ∈ {0, 1}, the difference τk+1 − τk can take only three values 0,±1. Considering all four possible cases,
we get
(τk+1 − τk)ϕ[Xk−1(D+E)Yk+2] = (τk+1 − τk)
(
ϕ[Xk−1(τk+1D+ (1− τk+1)E)Yk+2]
+ ϕ[Xk−1(τkD+ (1− τk)E)Yk+2]
)
= (τk+1 − τk) (ϕ[XkYk+2] + ϕ[Xk−1Yk+1])
= εkϕ[Xk−1Yk+1]− εk+1ϕ[XkYk+2],
where εk = δτk=1−δτk=0 = ±1. (For the last equality we need to notice that Xk−1Yk+1 = XkYk+2 when τk = τk+1.)
Thus
L−1∑
k=1
(τk+1 − τk)ϕ[Xk(D + E)Yk+2] =
L−1∑
k=1
(εkϕ[Xk−1Yk+1] − εk+1ϕ[XkYk+2]) = ε1ϕ[Y2] − εLϕ[XL−1].
By invariance we have
[αp(0, τ2, . . . , τL)− γp(1, τ2, . . . , τL)] = ϕ[(αE− γD)Y2] = ϕ[Y2]
[βp(τ1, . . . , τL−1, 1)− δp(τ1, . . . , τL−1, 0)] = ϕ[XL−1(βD− δE)] = ϕ[XL−1].
So the left hand side of (2.2) becomes
−ε1ϕ[Y2] + ε1ϕ[Y2]− εLϕ[XL−1] + εLϕ[XL−1] = 0
proving (2.2). 
The second observation is that stationary distribution for ASEP of length L = N+1 is given as an explicit product
of Bernoulli measures. This fact has been explicitly noted in [14, Section 5.2], see also [13, Section 4.6.2] and [2,
Section 3]. The proof consists of verification of detailed balance equations so that individual terms on the right hand
side of (1.1) vanish.
Proposition 1 (Enaud and Derrida [14]). Suppose αβ = qNγδ. If L = N +1 then the stationary distribution of the
ASEP is the product of Bernoulli measures
P (τ1, . . . , τL) =
L∏
j=1
p
τj
j q
1−τj
j
with pj =
α
α+γqj−1 and qj = 1− pj.
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Proof. The stationary distribution for L = 1 is p1 =
α+δ
α+β+γ+δ
. When αβ = γδ this answer matches p1 =
α
α+γ
.
For L ≥ 2 we can use (1.1). Inserting the product measure into the right hand side of (1.1), we get:
αPt(0, τ2, . . . , τL)− γPt(1, τ2, . . . , τL) = α
γ
α+ γ
∏
k>1
p
τk
k q
1−τk
k − γ
α
α+ γ
∏
k>1
p
τk
k q
1−τk
k = 0,
[Pt(τ1, . . . , τk−1, 1, 0, τk+2 . . . )− qPt(τ1, . . . , τk−1, 0, 1, τk+2 . . . )]
=
∏
i≤k−1
pτii q
1−τi
i
α
α+ qk−1γ
γqk
α+ qkγ
∏
j≥k+2
p
τj
j q
1−τj
j
− q
∏
i≤k−1
p
τi
i q
1−τi
i
γqk−1
α+ qk−1γ
α
α+ qkγ
∏
j≥k+2
p
τj
j q
1−τj
j = 0.
Finally,
[βPt(τ1, . . . , τL−1, 1)− δPt(τ1, . . . , τL−1, 0)] =
∏
i≤L−1
p
τi
i q
1−τi
i
(
β
α
α+ qL−1γ
− δ
γqL−1
α+ qL−1γ
)
= 0,
as L = N + 1 and αβ = qNγδ. This shows that the right hand side of (1.1) is zero, i.e. the product measure is stationary. 
2.1. Construction of the pair of invariant functionals. The construction starts with choosing a convenient
basis for M, consisting of monomials in normal order, with all factors e occurring before d. Such monomials appear
in many references, see e.g. Frisch and Bourret [17, pg 368], Boz˙ejko et al. [6, page 137], Mallick and Sandow [27,
page 4524], or [12, Eq. (19)].
Proposition 2. Monomials in normal order {emdn : m,n = 0, 1, . . . } are a basis of M considered as a vector space.
In this basis Mk is the span of {emdn : m+ n ≤ k}.
Proof. It is easy to check by induction that q-commutation relation (1.12) gives explicit expressions for “swaps” that
recursively convert all monomials into linear combinations of monomials in normal order. We have
(2.3) demdn = qmemdn+1 + [m]qe
m−1
d
n.
Indeed, dem = qmemd+[m]qem−1 holds for m = 0, 1. For the induction step we use (1.12) and get dem+1 = qmemde+[m]qem =
qmem(qed + I) + [m]qem = qm+1em+1d + (qm + [m]q)em = qm+1em+1d + [m + 1]qem. To get the general case of (2.3) we just
right-multiply the formula dem = qmemd + [m]qem−1 by d
n.
Similarly, we get
(2.4) emdne = qnem+1dn + [n]qe
m
d
n−1.
As before, we only need to prove dne = qned + [n]qd
n−1. The induction step is dn+1e = dn(de) = dn(qed + I) = qn+1edn+1 +
(q[n]q + 1)d
n = qn+1edn+1 + [n+ 1]qd
n.
(Formulas (2.3) and (2.4) holds also for m = 0 or n = 0 after omitting the term with [0]q = 0.)
The formulas imply that any monomial is a linear combination of monomials in normal order:
(2.5) dn1em1 . . .dnkemk = qIemdn +
∑
i+j≤m+n−1
ai,je
i
d
j ,
where m = m1 + . . .mk, n = n1 + · · · + nk and I =
∑k
i=1
∑i
j=1minj is the minimal number of inversions (length)
of a permutation that maps emdn into dn1em1 . . . dnkemk , see e.g. [4]. Compare [27, Appendix A].
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Formula (2.5) shows that monomials in normal order span M. To verify that they are linearly independent we
consider a pair of linear mappings (endomorphism) Dq and Z acting on polynomials C[z] which are the q-derivative
and the multiplication mappings:
(Dqp)(z) =
p(z)− p(qz)
(1− q)z , (Zp)(z) = zp(z).
The mapping d 7→ Dq and e 7→ Z extends to homomorphism of algebra C〈d, e〉 of polynomials in noncommuting
variables e, d to the algebra End(C[z]). It is well known that DqZ − qZDq is the identity, so we get an induced
homomorphism of algebras
M = C〈d, e〉/I → End(C[z]),
where I is the two sided ideal generated by de − qed − I. Therefore, it is enough to prove linear independence of
{ZmDnq }.
To prove the latter, consider a finite sum S =
∑
m,n≥0 am,nZ
m
D
n
q = 0 and suppose that some of the coefficients
am,n are non-zero. Let n∗ ≥ 0 be the smallest value of index n among the non-zero coefficient am,n. We note that
Z
m
D
n
q (z
n∗) =
{
0, n > n∗
[n∗]q!zm, n = n∗
Therefore, applying S to the monomial zn∗ ∈ C[z] we get∑
m∈M
am,n∗ [n∗]q!z
m = 0,
i.e., all {am,n∗ : m ∈M} are zero, in contradiction to our choice of n∗. The contradiction shows that all coefficients
must be zero, proving linear independence. 
Using (1.11) we remark that invariance conditions (1.7) and (1.8) with A ∈ Mk can be written equivalently in
our basis of monomials in normal order as
αϕ[em+1dn]− γϕ[demdn] = ∆(γ − α)ϕ[emdn],(2.6)
−δϕ[emdne] + βϕ[emdn+1] = ∆(δ − β)ϕ[emdn],(2.7)
where m+ n ≤ k and ∆(x) = θ−1 + θx.
2.2. Recursive construction of the functionals. We define linear functional ϕ = ϕ0 or ϕ = ϕ1 by assigning its
values on all elements of the basis {emdn} and then extending it to MN or M by linearity. On the basis, we define
ϕ recursively, extending it from Mk to Mk+1 in such a way that the invariance properties (1.7) and (1.8) hold.
2.2.1. Initial values. We set ϕ0[I] = 1. We set
(2.8) ϕ1[e
m
d
n] =
{
0 if m+ n ≤ N
Π−1αnγmqm(m−1)/2 if m+ n = N + 1,
where the normalizing constant Π = θN+1
∏N+1
j=1 (α+ q
j−1γ) is chosen so that ϕ1
[
(e + d)N+1
]
= 1/θN+1.
Clearly, ϕ1 ≡ 0 onMN . We need to check that our initialization of ϕ1 has the properties we need for the recursive
construction: that invariance conditions hold for A ∈MN , and that ϕ1 determines the stationary measure of ASEP
with L = N + 1.
Lemma 1. For monomials of degree N + 1 we have
(2.9) ϕ1[D
τ1E1−τ1 . . .DτN+1E1−τN+1] =
N+1∏
j=1
p
τj
j q
1−τj
j ,
where the weights {pj} come from stationary product measure in Proposition 1. Furthermore, (1.7) and (1.8) hold
for A ∈MN .
Proof. Since ϕ1 vanishes on polynomials of lower degree, from (1.11) it is easy to see that
ϕ1[D
τ1E1−τ1 . . .DτN+1E1−τN+1] = θN+1ϕ1[d
τ1
e
1−τ1 . . .dτN+1e1−τN+1].
So we only need to show that
(2.10) ϕ1[d
τ1
e
1−τ1 . . . dτN+1e1−τN+1] =
N+1∏
j=1
p
τj
j q
1−τj
j /θ
N+1.
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It is easy to see that this formula holds true for ϕ1[e
md
N+1−m]. (In fact, this is how we defined ϕ1[emd
n] when
m+ n = N + 1.) All monomials of the form dτ1e1−τ1 . . .dτN+1e1−τN+1 can be obtained from monomials emdN+1−m
in normal order by applying a finite number of adjacent transpositions, i.e., by swapping pairs of adjacent factors
ed or de. (Adjacent transpositions are Coxeter generators for the permutation group, see e.g. [4].) So to complete
the proof we check that if formula (2.10) holds for some monomial, then it also holds after we swap the entries at
adjacent locations k, k + 1. Suppose that
θN+1ϕ1[XedY] = qkpk+1Π
′ =
αγqk−1
(α+ qk−1γ)(α+ qkγ)
Π′,
with X = dτ1e1−τ1 . . . dτk−1e1−τk−1 , Y = e1−τk+2 . . . dτN+1e1−τN+1 and Π′ =
∏
j 6=k,k+1 p
τj
j q
1−τj
j . Multiplying this by
q and replacing qed by de− I, we get
θN+1ϕ1[XdeY] =
αγqk
(α+ qk−1γ)(α+ qkγ)
Π′ = pkqk+1Π′,
as ϕ1 vanishes on lower degree monomials. So the swap preserves the expression on the right hand side of (2.10).
The case when the factors at the adjacent locations are de is handled similarly.
To verify that (1.7) and (1.8) hold for A ∈ MN we show that (2.6) and (2.7) hold for m+ n ≤ N . Indeed, both
sides are zero if m+ n ≤ N − 1, and if m+ n = N then the right hand sides are still zero. By (2.10), the left hand
side of (2.6) is
αn+1γm+1
(
qm(m+1)/2 − qmqm(m−1)/2
)
/Π = 0.
The left hand side of (2.7) is
αnγmqm(m−1)/2
(
αβ − qn+mγδ) /Π = 0
by singularity assumption. 
2.2.2. Recursive step for ϕ = ϕ0 or ϕ1. Suppose ϕ is defined on Mk and that invariance conditions hold for
A ∈ Mk−1. If m+ n = k with 1 ≤ k < N (case of ϕ0) or k ≥ N + 1 (case of ϕ1). Define
(2.11) ϕ[em+1dn] =
1
(qN − qm+n)γδ
[
(β∆(γ − α) + γ∆(δ − β)qm)ϕ[emdn]
+ γδ[n]qq
mϕ[emdn−1] + βγ[m]qϕ[em−1d
n]
]
,
(2.12) ϕ[emdn+1] =
1
(qN − qm+n)γδ
[
(α∆(δ − β) + δ∆(γ − α)qn)ϕ[emdn]
+ αδ[n]qϕ[e
m
d
n−1] + γδqn[m]qϕ[em−1d
n]
]
,
where ∆(x) = θ−1 + θx comes from (2.6) and (2.7).
Remark 2. If αβ − qnγδ 6= 0 for all n, we define ϕ0 on M, replacing the above recursion with
(2.13) ϕ0[e
m+1
d
n] =
1
αβ − qm+nγδ
[
(β∆(γ − α) + γ∆(δ − β)qm)ϕ0[emdn]
+ γδ[n]qq
mϕ0[e
m
d
n−1] + βγ[m]qϕ0[em−1d
n]
]
,
(2.14) ϕ0[e
m
d
n+1] =
1
αβ − qm+nγδ
[
(α∆(δ − β) + δ∆(γ − α)qn)ϕ0[emdn]
+ αδ[n]qϕ0[e
m
d
n−1] + γδqn[m]qϕ0[em−1d
n]
]
.
We need to make sure that this expression is well defined.
Lemma 2. Fix k 6= N . Suppose m′ + n′ = k + 1. Then ϕ[em′dn′ ] is well defined: both formulas give the same
answer when (m′, n′) can be represented as (m′, n′) = (m+ 1, n) and as (m′, n′) = (m,n+ 1).
Proof. We proceed by contradiction. Suppose that m,n is a pair of smallest degree m + n where consistency fails.
This means that (2.6) and (2.7) still hold for all pairs of lower degree but the solution (2.12) with m replaced by
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m+1 and n replaced by n− 1 does not match the solution in (2.11). We show that this cannot be true by verifying
that the numerators are the same,
(2.15) (β∆(γ − α) + γ∆(δ − β)qm)ϕ[emdn] + γδ[n]qqmϕ[emdn−1] + βγ[m]qϕ[em−1dn]
=
(
α∆(δ − β) + δ∆(γ − α)qn−1)ϕ[em+1dn−1]
+ αδ[n− 1]qϕ[em+1dn−2] + γδqn−1[m+ 1]qϕ[emdn−1].
(Formally, the term with the factor [n − 1]q should be omitted when n = 1.) The difference between the left hand
side and the right hand side of (2.15) is
∆(γ − α)
(
βϕ[emdn]− δqn−1ϕ[em+1dn−1]
)
+∆(δ − β)
(
γqmϕ[emdn]− αϕ[em+1dn−1]
)
+
(
γδ[n]qq
mϕ[emdn−1]− αδ[n− 1]qϕ[em+1dn−2]
)
+
(
βγ[m]qϕ[e
m−1
d
n]− δγqn−1[m+ 1]qϕ[emdn−1]
)
.
Since qm[n]q = q
m[n− 1]q+ qmqn−1 and qn−1[m+1]q = qn−1[m]q+ qmqn−1, canceling the terms with factor qmqn−1
we rewrite the above as
∆(γ − α)
(
βϕ[emdn]− δqn−1ϕ[em+1dn−1]
)
+∆(δ − β)
(
γqmϕ[emdn]− αϕ[em+1dn−1]
)
+ δ[n− 1]q
(
γqmϕ[emdn−1]− αϕ[em+1dn−2]
)
+ γ[m]q
(
βϕ[em−1dn]− δqn−1ϕ[emdn−1]
)
.
We now use (2.3) and (2.4). We get
∆(γ − α)
(
βϕ[emdn]− δϕ[emdn−1e]
)
+∆(γ − α)δ[n− 1]qϕ[emdn−2]
+ ∆(δ − β)
(
γϕ[demdn−1]− αϕ[em+1dn−1]
)
−∆(δ − β)γ[m]qϕ[em−1dn−1]
+ δ[n− 1]q
(
γϕ[demdn−2]− αϕ[em+1dn−2]
)
− γδ[n− 1]q[m]qϕ[em−1dn−2]
+ γ[m]q
(
βϕ[em−1dn]− δϕ[em−1dn−1e]
)
+ γδ[m]q[n− 1]qϕ[em−1dn−2].
After canceling γδ[m]q[n− 1]qϕ[em−1dn−2] we re-group the expression into the sum S1 + S2 + S3 with
S1 = ∆(γ − α)
(
βϕ[emdn]− δϕ[emdn−1e]
)
−∆(δ − β)
(
αϕ[em+1dn−1]− γϕ[demdn−1]
)
,
S2 = δ[n− 1]q
[
∆(γ − α)ϕ[emdn−2]−
(
αϕ[em+1dn−2]− γϕ[demdn−2]
)]
,
S3 = γ[m]q
[(
βϕ[em−1dn]− δϕ[em−1dn−1e]
)
−∆(δ − β)ϕ[em−1dn−1]
]
.
From (2.6) and (2.7) we see that S1, S2, S3 are zero, proving (2.15). 
Formulas (2.11) and (2.12) extend ϕ from Mk to Mk+1.
Lemma 3. Invariance conditions (1.7) and (1.8) hold for A ∈ Mk.
Proof. We verify (2.6) and (2.7) with m+ n ≤ k. By inductive assumption (2.6) and (2.7) hold when m+ n < k, so
we only need to consider m+ n = k.
Using “swap identities” (2.3) and (2.4) we rewrite these relations as
(2.16) αϕ[em+1dn]− qmγϕ[emdn+1] = ∆(γ − α)ϕ[emdn] + γ[m]qϕ[em−1dn]
and
(2.17) − qnδϕ[em+1dn] + βϕ[emdn+1] = ∆(δ − β)ϕ[emdn] + δ[n]qϕ[emdn−1],
with the solution given in (2.11) and (2.12). By linearity this establishes invariance conditions for all A ∈Mk. 
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2.3. Signs of ϕ on monomials. To verify that ϕ[(E +D)L] 6= 0, we will need the following version of a formula
discussed in [27, Appendix A].
Lemma 4. If X = Em1 . . .DnkEmkDnk is a monomial of degree m+n with m = m1+ · · ·+mk, n = n1+ · · ·+nk,
then there exist non-negative integers bj , cj and monomials Yj ,Zj of degree m+ n such that
(2.18) XE = qnEX+
∑
j
bjYj and DX = q
mXD+
∑
j
cjZj .
Proof. Denote S = E +D. Suppose that formulas hold for X with k ≥ 0 factors. Then for n = nk+1 and m = m0
by repeated applications of (1.2) we get
(2.19) DnE = qDn−1ED+Dn−1S = q2Dn−2ED2 +Dn−2SD+Dn−1S = . . . = qnEDn +
n−1∑
j=0
Dn−1−jSDj
and
(2.20) DEm = qEDEm−1 + SEm−1 = q2E2DEm−2 +ESEm−2 + SEm−1 = . . . = qmEmD+
m−1∑
j=0
EjSEm−1−j .
Clearly, Dn−1−jSDj = Dn−j−1EDj+Dn is the sum of monomials of degree n and EjSEm−1−j = Em+EjDEm−1−j
is the sum of monomials of degree m. We now multiply (2.19) by XEmk+1 from the left and use the induction
assumption. Similarly, we multiply (2.20) byDn0X from the right and use the induction assumption. This establishes
(2.18) by induction. 
Proposition 3. If αβ = qNγδ then
(1) (−1)Lϕ0[(E+D)L] > 0 for L = 0, . . . , N
(2) ϕ1[(E+D)
L] > 0 for L ≥ N + 1.
Remark 3. An inspection of our argument shows that in the non-singular case with αβ 6= qnγδ for all n, we have
ϕ0[(E+D)
L] 6= 0 for all L. More precisely, define M = min{n ≥ 0 : αβ > qnγδ}, with M = 0 when αβ > γδ. Then
(1) (−1)Lϕ0[(E+D)L] > 0 for 0 ≤ L ≤M
(2) (−1)Mϕ0[(E+D)L] > 0 for L ≥M + 1.
In particular, the current J = ϕ0[(E+D)
L−1]/ϕ0[(E+D)L] undergoes reversal as the system size increases: J < 0
for 1 ≤ L ≤M and J > 0 for L ≥M + 1.
Proof. Both proofs are similar and consist of showing that for ϕ = ϕ0 and for ϕ = ϕ1 the value ϕ[X] on a monomial
X = Em1Dn1 . . .EmkDnk is real, and that for all monomialsX of the same degree L = m+n with m = m1+· · ·+mk,
n = n1 + · · ·+ nk, the sign of ϕ[X] is the same. We begin with the recursive proof for functional ϕ = ϕ0 where the
signs alternate with L. Then we will indicate how to modify the proof for ϕ = ϕ1 where the signs are all positive.
For L = 0 we have (−1)Lϕ[X] = 1 > 0 by the initialization of ϕ0. Suppose that (−1)Lϕ[X] > 0 holds for all
monomials X = Em1Dn1 . . .EmkDnk with m = m1+ · · ·+mk = m, n = n1+ · · ·+nk = n of degree L = m+n < N .
A monomial Y of degree L + 1 arises from a monomial X of degree L in one of the following ways: Y = EX,
Y = XD, Y = DX, or Y = XE. Our goal is to show that in each of these cases ϕ[Y] is a real number of the
opposite sign than ϕ[X].
Cases Y = EX and Y = XD are handled together, and are needed for the other two cases. From (1.7) and (1.8)
applied with A = X we get
αϕ[EX] − γϕ[DX] = ϕ[X] and − δϕ[XE] + βϕ[XD] = ϕ[X].
Applying (2.18) to DX and to XE we get
αϕ[EX]− qmγϕ[XD] = d1
−qnδϕ[EX] + βϕ[XD] = d2,
where by inductive assumption d1 = ϕ[X]+γ
∑
j cjϕ[Zj ] is the sum of non-zero real numbers of the same sign (−1)L,
and similarly d2 is real and has the sign (−1)L. The solution of this system is
(2.21) ϕ[EX] =
∣∣∣∣d1 −qmγd2 β
∣∣∣∣∣∣∣∣ α −qmγ−qnδ β
∣∣∣∣ and ϕ[XD] =
∣∣∣∣ α d1γ−qnδ d2
∣∣∣∣∣∣∣∣ α −qmγ−qnδ β
∣∣∣∣ .
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Since the numerators have sign (−1)L and the denominator αβ − qLγδ = γδ(qN − qL) < 0, this establishes the
conclusion for all monomialsY = Em1+1Dn1 . . .EmkDnk andY = Em1Dn1 . . .EmkDnk+1 of degreem+n+1 = L+1.
To handle the case Y = DX, we use already established information about the sign of monomial ϕ[EX]. Using
(1.7), we see that the sign of γϕ[DX] = αϕ[EX] − ϕ[X] is (−1)L+1, and similarly (1.8) determines the sign of
δϕ[XE] = βϕ[XD] − ϕ[X] as (−1)L+1.
The proof for ϕ = ϕ1 is similar, starting with formula (2.9) which establishes positivity for L = N + 1. We then
use (2.21) to prove that ϕ1[EX] > 0 and ϕ1[XD] > 0, noting that in the case of ϕ1 we have d1, d2 > 0 and that the
denominator αβ − qLγδ = γδ(qN − qL) > 0 as L ≥ N + 1. Finally, applying ϕ1 to (2.18) we see that ϕ1[DX] > 0
and ϕ1[XE] > 0. 
Conclusion of proof of Theorem 1. Functional ϕ0 satisfies invariance conditions (1.8) and (1.7), and ϕ0
[
(E+D)L
] 6=
0 for L ≤ N by Proposition 3. Therefore, by Theorem 3 we get (1.6) for L ≤ N . In the non-singular case, by Remark
2 functional ϕ0 is defined on M and by Remark 3 we have ϕ0[(E+D)L] 6= 0 for all L, so Theorem 3 applies.
Functional ϕ1 satisfies invariance conditions (1.8) and (1.7) by Lemma 1 and construction. Proposition 3 states
that ϕ1
[
(E+D)L
]
> 0 for L ≥ N +1. Therefore, by Theorem 3 we get (1.6) for all L ≥ N +2. Proposition 1 gives
the stationary distribution for L = N + 1, and Lemma 1 shows that this case also arises from (1.6).

3. Proof of Theorem 2
Denote ϕk,n = ϕ[e
kd
n], where ϕ is either ϕ0 or ϕ1. (The latter is needed only for the second part of Theorem 4.)
We first rewrite (2.13) and (2.14) using Askey-Wilson parameters (1.9). After a calculation we get
(3.1) ϕm+1,n =
1
1− abcdqm+n
(
θ (c+ d− cd(a+ b)qm)ϕm,n − cd[m]qϕm−1,n + abcdqm[n]qϕm,n−1
)
,
(3.2) ϕm,n+1 =
1
1− abcdqm+n
(
θ (a+ b− ab(c+ d)qn)ϕm,n − ab[n]qϕm,n−1 + abcdqn[m]qϕm−1,n
)
.
In fact, it might be simpler to use (1.9) to rewrite (2.16) and (2.17) and then solve the system of equations.
Notice that with (1.9) equations (2.6) and (2.7) become
ϕ[em+1dn] + cdϕ[demdn] = θ(c+ d)ϕ[emdn],
abϕ[emdne] + ϕ[emdn+1] = θ(a + b)ϕ[emdn].
Our proof relies heavily on monic continuous q-Hermite polynomials defined by the three step recurrence
(3.3) xHn(x) = Hn+1(x) + [n]qHn−1(x)
with initial values H0(x) = 1 and H−1(x) = 0. These polynomials are convenient because when evaluated at e + d
they have explicit expansion in the basis of monomials in normal order.
Somewhat more generally, for t ∈ C we consider polynomials Hn(x; t) defined by the three step recurrence
(3.4) xHn(x; t) = Hn+1(x; t) + t[n]qHn−1(x; t)
with initial values H0(x; t) = 1 and H−1(x; t) = 0. For t 6= 0 these two families of polynomials are related by a simple
formula Hn(x; t
2) = tnHn(x/t).
The following version of [6, Corollary 2.8] follows from (3.4).
Lemma 5.
Hn(te + d ; t) =
n∑
k=0
[
n
k
]
q
tkekdn−k.
Proof. Since H0(te+ d; t) = I and H1(te+ d; t) = ted
0 + e0d, we only need to verify that the right hand side of the
formula satisfies recursion (3.4). That is, we have to show that
(te + d)
n∑
k=0
[
n
k
]
q
tkekdn−k − t[n]q
n−1∑
k=0
[
n− 1
k
]
q
tkekdn−k =
n+1∑
k=0
[
n+ 1
k
]
q
tkekdn+1−k.
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Using (2.3), the left hand side is
n∑
k=0
[
n
k
]
q
tk+1ek+1dn−k +
n∑
k=0
[
n
k
]
q
tkdekdn−k − t[n]q
n−1∑
k=0
[
n− 1
k
]
q
tkekdn−1−k
= tn+1en+1 +
n−1∑
k=0
[
n
k
]
q
tk+1ek+1dn−k +
n∑
k=1
qk
[
n
k
]
q
tkekdn+1−k + dN+1
+ [n]q
n∑
k=1
[
n− 1
k − 1
]
q
tkek−1dn−k − [n]q
n∑
k=1
[
n− 1
k − 1
]
q
tkek−1dn−k
= tn+1en+1 +
n∑
k=1
([
n
k − 1
]
q
+ qk
[
n
k
]
q
)
tkekdn+1−k + dN+1 + 0 =
n+1∑
k=0
[
n+ 1
k
]
q
tkekdn+1−k,
as [
n
k − 1
]
q
+ qk
[
n
k
]
q
=
[
n+ 1
k
]
q
.

We now introduce two sequences of functions:
(3.5) Gn(t) := ϕ0 [Hn(te + d ; t)] ,
where 0 ≤ n < N + 1 (we include here non-singular case by allowing N =∞), and
Fn(t) := ϕ1 [Hn+N (te + d ; t)] , n ≥ 1.
It turns out that these sequences satisfy similar recursions.
Theorem 4. For 0 ≤ n < N we have
(3.6) Gn+1(t) =
θ
1− abcdqn ((a+ b)(1− tcd)Gn(qt) + (c+ d)(t− q
nab)Gn(t))
− θ2 1− q
n
1− abcdqn (ab(1− tcd)Gn−1(qt) + tcd(t− abq
n)Gn−1(t))
with G0(t) = 1 and G−1(t) = 0.
For n ≥ 1 we have
(3.7) Fn+1(t) =
θ
1− qn
(
(a+ b)(1− tcd)Fn(qt) + (c+ d)(t− qn+Nab)Fn(t)
)
− θ2 1− q
n+N
1− qn
(
ab(1− tcd)Fn−1(qt) + tcd(t− abqn+N )Fn−1(t)
)
with
F1(t) =
1
θN+1
N∏
j=0
1− cdtqj
1− cdqj =
(tcd; q)N+1
θN+1(cd; q)N+1
and F0(t) = 0.
Proof. Using the identity
[
n+ 1
k
]
q
= qk
[
n
k
]
q
+
[
n
k − 1
]
q
we write
Gn+1(t) =
n+1∑
k=0
[
n+ 1
k
]
q
ϕk,n+1−ktk = ϕ0,n+1 +
n∑
k=1
[
n+ 1
k
]
q
ϕk,n+1−ktk + ϕn+1,0tn+1
=
n∑
k=0
[
n
k
]
q
qkϕk,n+1−k + t
n∑
k=0
[
n
k
]
q
ϕk+1,n−ktk = A+B (say).
Applying (3.2) to expression A we get
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(1− abcdqn)A =
n∑
k=0
[
n
k
]
q
qktkθ(a+ b)ϕk,n−k −
n∑
k=0
[
n
k
]
q
qktkθab(c+ d)qn−kϕk,n−k
− ab
n∑
k=0
[
n
k
]
q
[n− k]qqktkϕk,n−1−k + abcd
n∑
k=0
[
n
k
]
q
[k]qq
ktkqn−kϕk−1,n−k
= θ(a+ b)Gn(qt)− θab(c+ d)qnGn(t)− ab[n]qGn−1(qt) + abcd[n]qqntGn−1(t).
Similarly applying (3.1) to expression B we get
(1− abcdqn)B = tθ(c+ d)
n∑
k=0
[
n
k
]
q
tkϕk,n−k − cd(a+ b)θt
n∑
k=0
[
n
k
]
q
qktkϕk,n−k
− tcd
n∑
k=0
[
n
k
]
q
[k]qt
kϕk−1,n−k + tabcd
n∑
k=0
[
n
k
]
q
[n− k]qtkqkϕk,n−1−k
= θt(c+ d)Gn(t)− θtcd(a+ b)Gn(qt)− tcd[n]qGn−1(t) + tabcd[n]qGn−1(qt).
Since [n]q = θ
2(1− qn), we get (3.6).
To determine the initial F1(t) we apply Lemma 5 and formula (2.8) which in parameters (1.9) becomes
ϕk,N+1−k =
(−cd)kq k(k−1)2
θN+1
∏N
j=0(1− cdqj)
=
1
θN+1(cd; q)N+1
(−cd)kq k(k−1)2 .
We have
F1(t) = ϕ1[HN+1(te + d; t)] =
N+1∑
k=0
[
N + 1
k
]
q
tkϕk,N+1−k
=
1
θN+1(cd; q)N+1
N+1∑
k=0
[
N + 1
k
]
q
tk(−cd)kq k(k−1)2 = (tcd; q)N+1
θN+1(cd; q)N+1
,
where we used Cauchy’s q-binomial formula (A.1). The remaining steps of the proof are similar to the proof of
recursion (3.6) and are omitted.

For completeness, we include the omitted steps.
Fn+1(t) =
N+n+1∑
k=0
[N + n+ 1
k
]
q
ϕk,N+n+1−kt
k
= ϕ0,N+n+1 +
N+n∑
k=1
[N + n+ 1
k
]
q
ϕk,N+n+1−kt
k + ϕN+n+1,0t
N+n+1
= ϕ0,N+n+1 +
N+n∑
k=1
([N + n
k
]
q
qk +
[N + n
k − 1
]
q
)
ϕk,N+n+1−kt
k + ϕN+n+1,0t
N+n+1
=
N+n∑
k=0
[N + n
k
]
q
qkϕk,N+n−k+1t
k + t
N+n∑
k=0
[N + n
k
]
q
ϕk+1,N+n−kt
k = A′ + B′ (say).
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Applying (3.2) to expression A′ we get
(1− qn)A′ =
n+N∑
k=0
[
n+N
k
]
q
qktkθ(a+ b)ϕk,n+N−k −
n+N∑
k=0
[
n+N
k
]
q
qktkθab(c+ d)qn+N−kϕk,n+N−k
− ab
n+N∑
k=0
[
n+N
k
]
q
[n+N − k]qq
ktkϕk,n+N−1−k + abcd
n+N∑
k=0
[
n+N
k
]
q
[k]qq
ktkqn+N−kϕk−1,n+N−k
= θ(a + b)Fn(qt) − θab(c + d)q
n+NFn(t) − ab[n+N ]qFn−1(qt) + abcd[n+N ]qq
n+N tFn−1(t)
Similarly applying (3.1) to expression B′ we get
(1− qn)B′ = tθ(c+ d)
n+N∑
k=0
[
n+N
k
]
q
tkϕk,n+N−k − cd(a + b)θt
n+N∑
k=0
[
n+N
k
]
q
qktkϕk,n+N−k
− tcd
n+N∑
k=0
[
n+N
k
]
q
[k]qt
kϕk−1,n+N−k + tabcd
n∑
k=0
[
n+N
k
]
q
[n+N − k]qt
kqkϕk,n+N−1−k
= θt(c+ d)Fn(t) − θtcd(a + b)Fn(qt) − tcd[n+N ]qFn−1(t) + tabcd[n+N ]qFn−1(qt).
Since [n+N ]q = θ2(1 − qn+N ), we get (3.7).
We now want to express the q-Hermite polynomials as linear combinations of the Askey-Wilson polynomials. We
will start with the following two explicit formulas for the connection coefficients, relating q-Hermite polynomials with
Al-Salam-Chihara polynomials in the first step, and then with Askey-Wilson polynomials in the second step. (This
topic is well studied, see e.g. [16, 31] and the references therein, so both formulas should be known; but we were not
able to locate them in the literature.)
Proposition 4. For a, b ∈ C, the connection coefficients in the expansion
(3.8) pn(x; 0, 0, 0, 0|q) =
n∑
k=0
cn,kpk(x; a, b, 0, 0|q)
are
(3.9) cn,k =
n∑
ℓ=k
[
n
ℓ
]
q
[
ℓ
k
]
q
an−ℓbℓ−k.
If a 6= 0, the connection coefficients in the expansion
pn(x; 0, 0, 0, 0|q) =
n∑
ℓ=0
en,ℓ(a, b, c, d)pℓ(x; a, b, c, d|q)
are
en,ℓ(a, b, c, d) =
n∑
k=ℓ
cn,k
[
k
ℓ
]
q
qℓ(ℓ−k)(abqℓ; q)k−ℓ
ak−ℓ(abcdqℓ−1; q)ℓ
3φ2
(
qℓ−k, acqℓ, adqℓ
0, abcdq2ℓ
∣∣∣∣q; q) .
Proof. Since (3.8) holds trivially when a = b = 0, by symmetry of pk(x; a, b, 0, 0|q) in parameters a, b, we can assume
a 6= 0. From (A.3) we see that
(3.10) pn(x; a, 0, 0, 0|q) =
n∑
k=0
Cn,kpk(x; a, b, 0, 0|q),
where
Cn,k =
qk(k−n)
an−k
[
n
k
]
q
2φ1
(
qk−n, abqk
0
∣∣∣∣q; q) = qk(k−n)an−k
[
n
k
]
q
(abqk)n−k
=
[
n
k
]
q
bn−k
(we used formula (A.2).) In particular (3.10) is valid also for a = 0. Setting a = 0 in (3.10), using symmetry again,
and renaming b as a we get
(3.11) pn(x; 0, 0, 0, 0|q) =
n∑
k=0
[
n
k
]
q
an−kpk(x; a, 0, 0, 0|q).
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Combining (3.11) with (3.10) proves that
pn(x; 0, 0, 0, 0|q) =
n∑
k=0
cn,kpk(x; a, b, 0, 0|q),
where cn,k is given by (3.9). This formula holds for all a, b.
Next we prove the second connection formula for a 6= 0. From (A.3) follows that the coefficient C′k,ℓ in the
expansion
pk(x; a, b, 0, 0|q) =
n∑
ℓ=0
C′k,ℓpℓ(x; a, b, c, d|q)
is equal to [
k
ℓ
]
q
qℓ(ℓ−k)(abqℓ; q)k−ℓ
ak−ℓ(abcdqℓ−1; q)ℓ
3φ2
(
qℓ−k, acqℓ, adqℓ
0, abcdq2ℓ
∣∣∣∣q; q) .
This ends the proof, since en,ℓ(a, b, c, d) =
∑n
k=ℓ cn,kC
′
k,ℓ. 
Suppose that the degrees of polynomials pk are k for k = 0, 1, . . . , n. (Recall that this fails for large n if q
Nabcd = 1
for some N = 0, 1, . . . .) Denote by {an,k(a, b, c, d)} the coefficients in the expansion
(3.12) Hn(x) =
n∑
k=0
an,k(a, b, c, d)pk
( x
2θ
; a, b, c, d
∣∣∣q) ,
where Hn(x) = Hn(x; 1) is given by (3.3).
We will need explicit formula for the coefficient An(a, b, c, d) := an,0(a, b, c, d). Since an,k(a, b, c, d) are invariant
under permutations of a, b, c, d, without loss of generality we assume a 6= 0. This is enough for our purposes, as we
have a, c > 0 for the parameters arising from ASEP.
Proposition 5.
An(a, b, c, d) = θ
n
n∑
k=0
cn,k
(ab; q)k
ak
3φ2
(
q−k, ac, ad
0, abcd
∣∣∣∣q; q) ,
with cn,k given by (3.9).
Proof. By comparing the three step recursions, it is clear that Hn(x) = θ
npn(
x
2θ ; 0, 0, 0, 0|q). Hence, by Proposition
4, An(a, b, c, d) = θ
nen,0(a, b, c, d). 
It turns out that An(a, b, c, d) is related to the moment of the n-th q-Hermite polynomial introduced in (3.5).
Proposition 6. For 0 ≤ n < N , a, c > 0 and t 6= 0 we have
tnGn(1/t
2) = An(at, bt, c/t, d/t).
For the proof, we need to rewrite both sides of this equation.
For the next lemma, we write Gn(z) as Gn(z; a, b, c, d) with explicitly written Askey-Wilson parameters. In this
notation, Proposition 6 says
tnGn(1/t
2; a, b, c, d) = An(at, bt, c/t, d/t),
which is the same as tnGn(1/t
2; a/t, b/t, ct, dt) = An(a, b, c, d).
Lemma 6. Expression
(3.13) Bn(a, b, c, d) := (abcd; q)n
Gn(t
2; at, bt, c/t, d/t)
θntn
does not depend on t and satisfies the following recursion for 0 ≤ n < N :
(3.14) Bn+1(a, b, c, d) = (a+ b)(1− cd)qn/2Bn(a/√q, b/√q, c√q, d√q) + (c+ d)(1 − qnab)Bn(a, b, c, d)
− (1− qn)(1− abcdqn−1)
(
ab(1− cd)q(n−1)/2Bn−1(a/√q, b/√q, c√q, d√q)
+ cd(1− abqn)Bn−1(a, b, c, d)
)
with the initial value B0(a, b, c, d) = 1, and B−1(a, b, c, d) = 0.
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Proof. Denote by G˜n(t
2; a, b, c, d) the right hand side of (3.13). Inserting this expression into (3.6) we get recursion
(3.15) G˜n+1(t
2; a, b, c, d) = (a+ b)(1− cd)G˜n(qt2; a, b, c, d) + (c+ d)(1 − qnab)G˜n(t2; a, b, c, d)
− (1 − qn)(1− abcdqn−1)
(
ab(1− cd)G˜n−1(qt2; a, b, c, d) + cd(1 − abqn)G˜n−1(t2; a, b, c, d)
)
with the coefficients that do not depend on t. Since the initial condition G˜−1 = 0 and G˜0 = 1 does not depend
on t, therefore the solution of the recursion does not depend on t. We check this by induction, assuming that this
assertion holds for G˜0, . . . , G˜n. Denoting t˜ = t
√
q we have
G˜n(qt
2; a, b, c, d) = (abcd; q)n
Gn(qt
2; at, bt, c/t, d/t)
θntn
=
= qn/2(abcd; q)n
Gn(t˜
2; a√q t˜,
b√
q t˜,
√
qc/t˜,
√
qd/t˜)
θnt˜n
= qn/2Bn(a/
√
q, b/
√
q, c
√
q, d
√
q).
Thus (3.15) shows that G˜n+1(t
2; a, b, c, d) does not depend on t, and recursion (3.14) follows. 
Next we rewrite the right hand side of the equation in Proposition 6. Denote
A˜n(a, b, c, d) = (abcd; q)nAn(a, b, c, d)/θ
n = (abcd; q)n
n∑
k=0
cn,k
(ab; q)k
ak
3φ2
(
q−k, ac, ad
0, abcd
∣∣∣∣q; q) .
We rewrite this as
A˜n(a, b, c, d) = (abcd; q)n
n∑
k=0
(ab; q)kcn,kβk
with
βk(a, b, c, d) =
1
ak
3φ2
(
q−k, ad, ac
0, abcd
∣∣∣∣q; q) = 1ak
k∑
j=0
(q−k, ad, ac; q)j
(q, abcd; q)j
qj .
In order to prove Proposition 6 it is enough to show that A˜n(a, b, c, d) = Bn(a, b, c, d). Since both expressions are
1 when n = 0, we only need to verify that A˜n(a, b, c, d) satisfies recursion (3.14). To accomplish this goal, we need
auxiliary recursions for the coefficients cn,k and βk.
Lemma 7. With the usual convention that cn,k = 0 if k > n or k < 0, for all n ≥ 0 and all k, we have
(3.16) cn+1,k = cn,k−1 + qk(a+ b)cn,k − qk(1 − qn)ab · cn−1,k.
Furthermore, for n ≥ 1 and 0 ≤ k ≤ n we have
(3.17) (1 − qk+1)cn,k+1 = (1− qn)cn−1,k.
Proof. Let hn(x) = pn(x; 0, 0, 0, 0|q) and Qn(x) = pn(x; a, b, 0, 0|q). Then (3.8) is
hn(x) =
n∑
k=0
cn,kQk(x), n ≥ 0.
Comparing the three step recursions
2xhn(x) = hn+1(x) + (1− qn)hn−1(x)
and
(3.18) 2xQn(x) = Qn+1(x) + q
n(a+ b)Qn(x) + (1− qn)(1 − qn−1ab)Qn−1(x),
see, e.g., [22, (3.8.4)], we get
(3.19) cn+1,k = cn,k−1 + qk(a + b)cn,k + (1 − qk+1)(1 − qkab)cn,k+1 − (1 − qn)cn−1,k.
Indeed, expanding both sides of 2xhn(x) = hn+1(x) + (1 − qn)hn−1(x) and applying (3.18) to the expansion on left
hand side we get
n∑
k=0
cn,k
(
Qk+1(x) + q
k(a+ b)Qk(x) + (1 − qk)(1 − qk−1ab)Qk−1(x)
)
=
n+1∑
k=0
cn+1,kQk(x) + (1 − qn)
n−1∑
k=0
cn−1,kQk(x).
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The formula follows by comparing the coefficients at Qk(x).
Since cn,k = cn,k(a, b) is a homogeneous polynomial of degree n − k in variables a and b, we can separate the
components of recursion (3.19) into the pair of recursions. The terms of degree n− k − 1 give (3.17). The terms of
degree n+1−k give cn+1,k = cn,k−1+qk(a+b)cn,k− (1−qk+1)qkab ·cn,k+1, which gives (3.16) after using (3.17). 
Corollary 1.
(ab; q)kcn+1,k − (1− qnab)(ab; q)k−1cn,k−1 = (a+ b)
(
ab
q
; q
)
k
qkcn,k − (1− qn)ab
(
ab
q
; q
)
k
qkcn−1,k.
Proof. It is enough to prove that
(1− abqk−1)cn+1,k = (a+ b)
(
1− ab
q
)
qkcn,k + (1− qnab)cn,k−1 − (1− qn)ab
(
1− ab
q
)
qkcn−1,k.
Since cn,k is a homogeneous polynomial of degree n− k in variables a and b this is equivalent to a pair of identities
(3.20) cn+1,k = q
k(a+ b)cn,k + cn,k−1 − qk(1 − qn)ab · cn−1,k,
which is (3.16), and
(3.21) − abqk−1cn+1,k = −ab(a+ b)qk−1cn,k − qnab · cn,k−1 + (1− qn)a2b2qk−1cn−1,k.
To prove (3.21) it is enough to verify that
qkcn+1,k = q
k(a+ b)cn,k + q
n+1cn,k−1 − qk(1 − qn)ab · cn−1,k.
To do this, we subtract this expression from (3.20) and use (3.17).
We get (1− qk)cn+1,k = (1 − q
n+1)cn,k−1.

We also need the following recursion which was discovered by Mathematica package qZeil [28], but for which we
have a standard proof.
Lemma 8. For 0 ≤ n < N , a 6= 0 and b, c, d ∈ C we have
(3.22) (1 − abcdqn)βn+1(a, b, c, d) = (c+ d− cd(a+ b)qn)βn(a, b, c, d) − cd (1− qn)βn−1(a, b, c, d).
The initial condition for this recursion is β0 = 1, β−1 = 0.
Proof. For a 6= 0, consider the Al-Salam–Chihara polynomials
(3.23) Q˜n(x; a, b) =
an
(ab; q)n
pn(x; a, b, 0, 0|q) = 3φ2
(
q−n, aeiψ, ae−iψ
0, ab
∣∣∣∣q; q) ,
where x = cosψ. The three step recursion for polynomials Q˜n(x) is
(3.24) 2xQ˜n(x; a, b) = a
−1(1 − abqn)Q˜n+1(x; a, b) + (a + b)qnQ˜n(x; a, b) + a(1 − qn)Q˜n−1(x; a, b)
with Q˜0(x; a, b) = 1 and Q˜−1(x; a, b) = 0. (This is a version of (3.18) under different normalization.) For c, d > 0 let
x∗ = 12
(√
c
d +
√
d
c
)
. It is easy to see that
Q˜n
(
x∗; a
√
cd, b
√
cd
)
= 3φ2
(
q−n, ac, ad
0, abcd
∣∣∣∣q; q) = anβn(a, b, c, d).
Indeed, to extend polynomial Q˜n(x) from x = cosψ ∈ [−1, 1] to x > 1 we replace e±iψ in (3.23) by x ±
√
x2 − 1.
These expressions evaluate to
√
c/d and
√
d/c at x = x∗.
Recursion (3.24) implies that(√
c
d +
√
d
c
)
anβn =
1
a
√
cd
(1 − abcdqn)an+1βn+1 +
(
a
√
cd+ b
√
cd
)
qnanβn + a
√
cd(1 − qn)an−1βn−1.
This implies (3.22) for a 6= 0 and c, d > 0. We now use the fact that βn(a, b, c, d) is a rational function of a, b, c, d,
with the denominator that has factors ak and 1 − abcdqk, 0 ≤ k ≤ n < N . Thus recursion (3.22) extends to all
a, b, c, d within the domain of βn(a, b, c, d). 
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Proof of Proposition 6. We will show that
A˜n(a, b, c, d) := (abcd; q)n
n∑
k=0
(ab; q)kcn,kβk
satisfies recursion (3.14). We first note that
cn,k(a/
√
q, b/
√
q) = q(k−n)/2cn,k(a, b)
and
βk(a/
√
q, b/
√
q, c
√
q, d
√
q) = qk/2βk(a, b, c, d).
We therefore want to show that
A˜n+1(a, b, c, d)
(abcd; q)n
= (a+ b)(1− cd)
n∑
k=0
(
ab
q
; q
)
k
qkcn,kβk
+(c+ d)(1 − qnab)
n∑
k=0
(ab; q)k cn,kβk
−(1− qn)ab(1− cd)
n−1∑
k=0
(
ab
q
; q
)
k
qkcn−1,kβk
−(1− qn)cd(1 − abqn)
n∑
k=0
(ab; q)k cn−1,kβk.
We will be working with the right hand side of this equation. The sum of the first and the third term is equal to
(1− cd)
n∑
k=0
[
(a+ b)
(
ab
q
; q
)
k
qkcn,k − (1− qn)ab
(
ab
q
; q
)
k
qkcn−1,k
]
βk.
By Corollary 1 this is equal
(1− cd)
n∑
k=0
(ab; q)k cn+1,kβk − (1− cd)(1 − abqn)
n∑
k=0
(ab; q)k−1 cn,k−1βk =
= (1− abcdqn)
n∑
k=0
(ab; q)k cn+1,kβk − cd(1− abqn)
n∑
k=0
(ab; q)k cn+1,kβk
−(1− cd)(1− abqn)
n∑
k=0
(ab; q)k−1 cn,k−1βk,
since (1 − cd) = (1− abcdqn)− cd(1− abqn).
It follows that what we want to show is
A˜n+1(a, b, c, d)
(abcd; q)n
= (1− abcdqn)
n∑
k=0
(ab; q)k cn+1,kβk + (1− abqn)S,
where
S = S1 − S2 − S3 − S4 =
S1︷ ︸︸ ︷
(c+ d)
n∑
k=0
(ab; q)k cn,kβk −
S2︷ ︸︸ ︷
(1− qn)cd
n∑
k=0
(ab; q)k cn−1,kβk
−
S3︷ ︸︸ ︷
cd
n∑
k=0
(ab; q)k cn+1,kβk −
S4︷ ︸︸ ︷
(1− cd)
n∑
k=0
(ab; q)k−1 cn,k−1βk .
We will finish the proof by showing that S is equal to (1− abcdqn) (ab; q)n cn+1,n+1βn+1.
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By Lemma 7
S3 = cd
n∑
k=0
(ab; q)k cn+1,kβk = S
′
3 + S
′′
3 − S′′′3 =
S′3︷ ︸︸ ︷
cd(a+ b)
n∑
k=0
(ab; q)k q
kcn,kβk+
S′′3︷ ︸︸ ︷
cd
n∑
k=0
(ab; q)k cn,k−1βk
−
S′′′3︷ ︸︸ ︷
cd
n∑
k=0
(ab; q)k q
k(1 − qn)ab · cn−1,kβk .
Since cd (ab; q)k = cd (ab; q)k−1 − abcdqk−1 (ab; q)k−1 = −(1− cd) (ab; q)k−1 + (1− abcdqk−1) (ab; q)k−1 we see that
S′′3 = −
S4︷ ︸︸ ︷
(1− cd)
n∑
k=0
(ab; q)k−1 cn,k−1βk +
I︷ ︸︸ ︷
n∑
k=0
(1 − abcdqk−1) (ab; q)k−1 cn,k−1βk = −S4 + I.
Writing abqk = −(1− abqk) + 1 we can rewrite S′′′3 as
S′′′3 = −cd
n∑
k=0
(ab; q)k+1 (1− qn)cn−1,k︸ ︷︷ ︸
Lemma 7
βk + (1 − qn)cd
n∑
k=0
(ab; q)k βk
= −
J︷ ︸︸ ︷
cd
n∑
k=0
(ab; q)k+1 (1 − qk+1)cn,k+1βk+
S2︷ ︸︸ ︷
(1− qn)cd
n∑
k=0
(ab; q)k cn−1,kβk = −J + S2.
Combining all the expressions together we obtain
S = (S1 − S′3 − J)− I.
The first expression is equal
S1 − S′3 − J =
S1−S′3︷ ︸︸ ︷
n∑
k=0
(ab; q)k cn,k
[
c+ d− cd(a+ b)qk]βk −
J︷ ︸︸ ︷
cd
n∑
k=0
(ab; q)k (1− qk)cn,kβk−1
=
n∑
k=0
(ab; q)k cn,k
{[
c+ d− cd(a+ b)qk]βk − cd(1− qk)βk−1}︸ ︷︷ ︸
RHS of (3.22)
=
n∑
k=0
(ab; q)k cn,k(1− abcdqk)βk+1.
Hence
S =
S1−S′3−J︷ ︸︸ ︷
n∑
k=0
(ab; q)k cn,k(1 − abcdqk)βk+1−
I︷ ︸︸ ︷
n∑
k=0
(1 − abcdqk−1) (ab; q)k−1 cn,k−1βk = (ab; q)ncn,n(1 − abcdqn)βn+1.
This ends the proof, as cn+1,n+1 = cn,n = 1. 
Proof of Theorem 2. The proof does not use explicitly singularity condition qNabcd = 1, except for the constraints
that it implies on the domain of ϕ0 and on the degrees of the polynomials {pk : k = 1, . . . , N}.
For n = 1 this is a calculation, which is also covered by the induction step. Suppose that pk is of degree k and
ϕ0 [pk (xt; at, bt, c/t, d/t|q)] = 0 for k = 1, . . . , n.
Suppose that polynomial pn+1 is of degree n+ 1. Then, recalling (1.13), we have
Hn+1(e/t
2 + d ; 1/t2) = Hn+1(2θxt/t; 1/t
2) =
1
tn+1
Hn+1(2θxt)
=
1
tn+1
n+1∑
k=0
an+1,k(at, bt, c/t, d/t)pk (xt; at, bt, c/t, d/t|q)
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by (3.12). Since p0 = 1, by inductive assumption we have
ϕ0
[
Hn+1(e/t
2 + d ; 1/t2)
]
=
1
tn+1
an+1,0(at, bt, c/t, d/t) +
1
tn+1
an+1,n+1ϕ0 [pn+1 (xt; at, bt, c/t, d/t|q)] .
This shows that ϕ0[pn+1 (xt; at, bt, c/t, d/t|q)] = 0, provided that an+1,n+1 6= 0, which holds true due to the assump-
tion on the degree of pn+1, and provided that
an+1,0(at, bt, c/t, d/t) = t
n+1Gn+1(1/t
2),
which holds true by Proposition 6.
Since the degree of polynomial pn is n for n ≤ ⌊(N + 1)/2⌋, this establishes the conclusion such n. For n >
⌊(N + 1)/2⌋, polynomial pn is a constant multiple of polynomial pN+1−n, so the conclusion also holds. 
4. Conclusions
In this paper we construct a functional ϕ0, or a pair of functionals ϕ0, ϕ1, on an abstract algebra that give
stationary probabilities for an ASEP of length L with arbitrary parameters. Formula (2.1) for the probabilities
extends the celebrated matrix product ansatz [11] to the singular case with αβ = qNγδ. Our approach avoids an
associativity pitfall that may arise in matrix product models. In Appendix C we exhibit an example of such a matrix
model that satisfies the usual conditions (1.2) (1.3) (1.4), yet it cannot be used to compute stationary probabilities.
While verifying that our functionals give non-zero answers for un-normalized probabilities, we noted an interesting
phenomenon of current reversal as the system size L increases when αβ < γδ and 0 < q < 1 .
In the non-singular case, we prove that functional ϕ0 may serve as an orthogonality functional for the Askey-
Wilson polynomials with fairly general parameters. Part of this connection persists in the singular case αβ = qNγδ
when the degrees of the first N Askey-Wilson polynomials do not exceed (N +1)/2. In Appendix B we give explicit
formulas for the (formal) Cauchy-Stieltjes transforms of both functionals when q = 0.
Acknowledgements. The authors thank Peter Paule for sharing mathematica software packages qZeil and qMultiSum
developed in Research Institute for Symbolic Computation at the University of Linz. They thank Daniel Tcheutia
for helpful comments on the early draft of the paper and Alexei Zhedanov for references. Finally the authors thank
the referees for the thorough and informative reviews that helped us to improve the paper.
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Appendix A. Auxiliary identities
Here we collect q-hypergeometric formulas used in this paper. Cauchy’s q-binomial formula is
(A.1) (x; q)n =
n∑
k=0
[
n
k
]
q
(−1)kq k(k−1)2 xk.
Heine’s summation formula [18, (1.5.3)] reads
(A.2) 2φ1
(
q−n, b
c
∣∣∣∣q; q) = (c/b; q)n(c; q)n bn.
We also need the connection coefficients of the Askey-Wilson polynomials.
Theorem 5 ([3]). If a4 6= 0 then
pn(x; b1, b2, b3, a4|q) =
n∑
k=0
cn,kpk(x; a1, a2, a3, a4|q),
where
(A.3) cn,k = (b1b2b3a4; q)k
qk(k−n)(q; q)n(b1a4qk, b2a4qk, b3a4qk; q)n−k
an−k4 (q; q)n−k(q, a1a2a3a4qk−1; q)k
× 5φ4
(
qk−n, b1b2b3a4qn+k−1, a1a4qk, a2a4qk, a3a4qk
b1a4q
k, b2a4q
k, b3a4q
k, a1a2a3a4q
2k
∣∣∣∣q; q) .
22 W LODZIMIERZ BRYC AND MARCIN S´WIECA
Appendix B. Totally asymmetric case
Our recursions simplify when q = 0, i.e., the case of Totaly Asymmetric Exclusion Process. Then the conclusion
of Theorem 2 can be derived more directly, and there is also additional information about ϕ1 in the singular case
abcd = 1.
For q = 0, Ref. [3] relates Askey-Wilson polynomials pn to the Chebyshev polynomials Un of second kind.
Denote by sj(a, b, c, d) the j-th symmetric function, i.e. s1 = a + b + c + d, s2 = ab + ac + ad + bc + bd + cd,
s3 = abc+ abd+ acd+ bcd, s4 = abcd. Then with U−1 = 0 we have
p0 = U0
p1 = (1− s4)U1 + (s3 − s1)U0
p2 = U2 − s1U1 + (s2 − s4)U0
pn = Un − s1Un−1 + s2Un−2 − s3Un−3 + s4Un−4 for n ≥ 3.
Recall that Gn(1) = ϕ0[Hn(e + d)] = ϕ0[Un(x)]. So in the non-singular case the conclusion of Theorem 2 follows
from the following relations between Gn(1).
(1− s4)G1(1) + (s3 − s1)G0(1) = 0(B.1)
G2(1)− s1G1(1) + (s2 − s4)G0(1) = 0(B.2)
Gn(1)− s1Gn−1(1) + s2Gn−2(1)− s3Gn−3(1) + s4Gn−4(1) = 0, n ≥ 3.(B.3)
These relations can be established by analyzing explicit solutions of recursion (3.6). We first determine the initial
(irregular) solutions
G1(t) =
(c+ d)(t − ab) + (a+ b)(1− cdt)
1− abcd
and
G2(t) = t(c+ d)G1(t) +
(a+ b)(1− cdt)(a+ b− ab(c+ d))
1− abcd − ab(1− cdt)− cdt
2
which we use with t = 1 to verify (B.1) and (B.2). Next, we use (3.6) with t = 0 and n ≥ 1 to determine αn = Gn(0)
from the recursion of order 2,
(B.4) αn+1(0) = (a+ b)αn − abαn−1.
Since in our setting arising from ASEP parameters b ≤ 0 < a are not equal, the general solution is
αn = C1a
n + C2b
n.
The constants C1, C2 are determined from the initial values of G0(0) = 1 and G1(0) =
a+b−ab(c+d)
1−abcd . We get
αn =
(1− bc)(1− bd)
(a− b)(1− abcd)a
n+1 +
(1− ac)(1− ad)
(b− a)(1 − abcd)b
n+1.
Next we solve the recursion for zn = Gn(1). This is now a non-homogeneous recursion
zn+1 = (1− cd)((a + b)αn − abαn−1) + (c+ d)zn − cdzn−1,
which we simplify using (B.4) into
zn+1 = (1 − cd)αn+1 + (c+ d)zn − cdzn−1.
Since d ≤ 0 < c, the general solution of this recursion is
Gn(1) = zn = B1a
n+3 +B2b
n+3 +K1c
n+3 +K2d
n+3, n ≥ 0
where
B1 =
(1 − bc)(1− bd)(1− cd)
(a− b)(a− c)(a− d)(1 − abcd) , B2 =
(1 − ac)(1− ad)(1 − cd)
(b− a)(b − c)(b− d)(1 − abcd)
come from the undetermined coefficients method and
K1 =
(1− ab)(1− ad)(1 − bd)
(c− a)(c− b)(c− d)(1− abcd) , K2 =
(1− ab)(1− ac)(1− bc)
(d− a)(d− b)(d− c)(1− abcd)
come from matching the initial values. It turns out that the explicit values of the constants are only needed for
verification of the initial equations, as equation (B.3) holds for any linear combination of an, bn, cn, dn.
Proceeding in similar way we can also derive a version of Theorem 2 that relates functional ϕ1 to Askey-Wilson
polynomials. We have
F0(t) = 0, F1(t) =
1− cdt
1− cd .
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The recursion for αn = Fn(0) is (B.4), so using the above initial values we get the solution
Fn(0) =
an − bn
(a− b)(1− cd) , n ≥ 0.
The recursion for Fn(1) is
Fn+1(1) = (c+ d)Fn(1)− cdFn−1(1) + a
n − bn
a− b , n ≥ 1.
Here the constants are simpler and a calculation gives
(B.5) Fn(1) =
an+2
(a− b)(a− c)(a− d) +
bn+2
(b − a)(b− c)(b − d) +
cn+2
(c− a)(c− b)(c− d)
+
dn+2
(d− a)(d− b)(d− c) , n ≥ 0.
Noting that in the singular case p1 is a constant, we have ϕ1[pn(x)] = 0 for all n = 0, 1, . . . .
To avoid the irregularity with p1 in the singular case, we can also consider the following family of polynomials:
q0(x) = U0(x)
q1(x) = U1(x) + (s3 − s1)U0(x)
q2(x) = U2(x) − s1U1(x) + (s2 − s4)U0(x)
qn(x) = Un(x) − s1Un−1(x) + s2Un−2(x)− s3Un−3(x) + s4Un−4(x), n ≥ 3.
Since 2xUn = Un+1 + Un−2, polynomials qn satisfy the following finite perturbation of the constant three step recursion:
2xq0 = q1 + (s1 − s3)q0
2xq1 = q2 + s3q1 + (s4 − s2 + s3(s1 − s3))q0
2xq2 = q3 + q1
2xqn = qn+1 + qn−1, n ≥ 2.
As previously, (B.5) implies that ϕ1[q1(x)] = 1 and ϕ1[qn(x)] = 0 for n ≥ 2. Since xkqn is a linear combination of
gn−k, gn−k+1, . . . , gn+k this implies that
ϕ1[qk(x)qn(x)] = 0 for |n− k| ≥ 2.
Motivated by the generating function
∑∞
n=0Hn(x)z
n = 1/(1 + z2 − xz) lets denote by ϕ[(1 + z2 − (e + d)z)−1]
the power series
∑∞
n=0 ϕ[Hn(e + d)]z
n. We can now summarize the above formulas more concisely.
Proposition 7. If abcd 6= 1 then for |z| small enough
ϕ0[(1 + z
2 − (e + d)z)−1] = 1 + z2abcd+ zabcd(a+ b+ c+ d− (1/a+ 1/b+ 1/c+ 1/d))
(1− az)(1− bz)(1− cz)(1− dz) .
If abcd = 1 then for |z| small enough
ϕ1[(1 + z
2 − (e + d)z)−1] = z
(1− az)(1− bz)(1− cz)(1− dz) .
The first expression matches the formula from [30, Theorem 4.1] who computed the integral of 1/(1+z2−xz) with
respect to the Askey-Wilson measure with q = 0 under the assumptions which in our setting boil down to ac ≤ 1
and abcd < 1.
Appendix C. A matrix model
According to Mallick and Sandow [27] stationary probabilities for ASEP with large L can be computed from a
finite matrix model when the parameters satisfy condition qmac = 1 for some m ≥ 0. Here we present a version of
this model, together with a caution about a subtle issue that may affect some infinite matrix models.
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Recalling that in (1.9) we chose a > 0, for q > 0 we consider two infinite matrices
(C.1) E = θ2

1 + 1a 0 0 . . . 0 . . .
1 1 + 1aq 0 . . .
0 1
. . .
...
. . .
. . .
...
0 0 . . . 0 1 1 + 1aqn−1
...
. . .
. . .

D = θ2

1 + a 0 0 . . .
0 1 + aq 0 . . .
...
...
. . .
0 0 . . . 1 + aqn−1
...
...
. . .

It is straightforward to verify that identity (1.2) is satisfied. Conditions (1.3) and (1.4) become recursions for the
components of the vectors
〈W | = [w1, w2, . . . ] and |V 〉 = [v1, v2, . . . ]T .
In parametrization (1.9), conditions (1.3) and (1.4) become (C.5) and (C.6), and the resulting recursions are
1
aqk−1
wk + wk+1 = (c+ d)wk − acdqk−1wk,
ab
(
vk−1 +
1
aqk−1
vk
)
= (a+ b)vk − aqk−1vk.
Conditions (1.3) and (1.4) are (1− q)〈W |(E+ cdD) = (1 + c)(1 + d)〈W | and (1 − q)(abE +D)|V 〉 = (1 + a)(1 + b)|V 〉.
To derive (C.5) and (C.6), we insert (1.11) into the above equations, and simplify the expressions.
To derive the recursions as written above, we compute
d = θ


a 0 0 . . .
0 aq 0 . . .
0 0 aq2
...
. . .
. . .
0 0 . . . 0 aqk−1
...
. . .
. . .


, e = θ


1
a
0 0 . . .
1 1
aq
0 . . .
0 1 1
aq2
..
.
. . .
. . .
0 0 . . . 0 1 1
aqk−1
...
. . .
. . .


.
With w1 = v1 = 1, the solutions are explicit
(C.2) wn =
n−1∏
k=1
(
c+ d− acdqk−1 − 1
aqk−1
)
=
(ac, ad; q)n−1
(−a)n−1q(n−1)(n−2)/2 ,
(C.3) vn =
an−1bn−1∏n−1
k=1 (a(1− qk) + b(1− 1/qk))
=
(−a)n−1qn(n−1)/2
(q, qa/b; q)n−1
.
We remark that since a > 0 and b ≤ 0 the second expression for vn is well defined only if b < 0, i.e,. when δ > 0, see (1.9). When
b = 0, from the first expression we get V = [1, 0, 0, . . . ]T , and the formulas we discuss below are not valid.
We therefore get explicit formula
〈W |I|V 〉 =
∞∑
k=1
vkwk =
∞∑
k=1
qk−1
(ac, ad; q)k−1
(q, aq/b; q)k−1
= 2φ1
(
ac, ad
qa/b
∣∣∣∣q; q) ,
valid for 0 < q < 1. Somewhat more generally, since d in (1.11) becomes a diagonal matrix with the sequence
{θaqk−1} on the diagonal, we get
(C.4) 〈W |dL|V 〉 = aLθL2φ1
(
ac, ad
qa/b
∣∣∣∣q; qL+1) .
(We will use this formula for L = 0, 1 in Section C.1.)
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We now consider the case when parameters a, c are such that acqm = 1 for some integer m ≥ 0. In this case the
infinite series terminate as formula (C.2) gives wn = 0 for all n ≥ m+2. Since each monomial X is a lower-triangular
matrix, in this case components vk with k ≥ m + 2 do not enter the calculation of 〈W |X|V 〉, so we can truncate
e, d, I to their m + 1 by m + 1 upper left corners, recovering a version of the finite matrix model from Mallick and
Sandow [27].
Using (A.2) one can show that
2φ1
(
q−m, ad
qa/b
∣∣∣∣q; q) = (bdq−m; q)m(bc; q)m .
Applying transformation (A.2) we rewrite 2φ1
(
q−m, ad
qa/b
∣∣∣∣q; q
)
as
(ad)m
(q/(bd); q)m
(aq/b; q)m
= q−m
2 (q − bd)(q2 − bd) . . . (qm − bd)
(1 − bc)(q−1 − bc) . . . (q1−m − bc)
= q−m
2 qm(m+1)/2(1 − bd/q)(1 − bd/q2) . . . (1− bd/qm)
q−m(m−1)/2(1− bc)(1 − qbc) . . . (1− qm−1bc)
=
(bdq−m; q)m
(bc; q)m
.
Thus, in agreement with findings in Mallick and Sandow [27],
〈W |I|V 〉 = (bdq
−m; q)m
(bc; q)m
vanishes if and only if bd ∈ {q, q2, . . . , qm}, i.e., in the singular case when qNabcd = 1 for some N = 0, . . . ,m − 1.
One would expect that in this case the matrix model should be related to functional ϕ1 by a simple renormalization
but we have not verified the details.
In the non-singular case (but still with qmac = 1) the relation is straightforward. Due to shared recursion and
initialization at I, it is clear that functional ϕ0 is indeed related to the matrix model by
〈W |X|V 〉 = (bdq
−m; q)m
(bc; q)m
ϕ0[X].
Remark 4. From the reviewer report we learned that Refs. [23] and [20] relate the finite-dimensional representations
from Mallick and Sandow [27] to convex combinations of Bernoulli shock measures with m shocks. It would be
interesting to see how this is reflected in the structure of functional ϕ.
A natural question then arises how the functionals ϕ0, or ϕ1, are related to this matrix model for more general
parameters a, b, c, d. The surprising answer is that there is no such relation, as we explain next.
C.1. A caution about matrix models. It is known, [5, 21], but perhaps this is not appreciated enough, that
multiplication of infinite matrices may fail to be associative for other reasons than divergence. And precisely this
difficulty afflicts the above matrix model when acqn 6= 1 for all n. To see the source of the difficulty, we rewrite (1.3)
and (1.4) as
(C.5) 〈W |e = θ(c+ d)〈W | − cd〈W |d,
(C.6) abe|V 〉 = θ(a+ b)|V 〉 − d|V 〉.
To indicate clearly the order of matrix multiplications, lets denote vector 〈W |e by 〈W˜ | and vector e|V 〉 by |V˜ 〉. Using
(C.5) and (C.6), we could compute the product 〈W |e|V 〉 of three matrices either as 〈W˜ |V 〉, or as 〈W |V˜ 〉. From the
first calculation we get
〈W˜ |V 〉 = θ(c+ d)2φ1
(
q−m, ad
qa/b
∣∣∣∣q; q)− acdθ2φ1 (q−m, adqa/b
∣∣∣∣q; q2)
where we used (C.4) with L = 0 and L = 1 on the right hand side. The second calculation gives a different answer
ab〈W |V˜ 〉 = θ(a+ b)2φ1
(
ac, ad
qa/b
∣∣∣∣q; q)− aθ2φ1 (ac, adqa/b
∣∣∣∣q; q2) .
In fact, we have
〈W˜ |V 〉 = θ
∞∑
k=1
(
1
aqk−1
wk + wk+1
)
vk
26 W LODZIMIERZ BRYC AND MARCIN S´WIECA
〈W |V˜ 〉 = θ
∞∑
k=1
wk
(
vk−1 +
1
aqk−1
vk
)
with v−1 = 0.
So from (C.2) and (C.3) we get
〈W˜ |V 〉 − 〈W |V˜ 〉 = lim
n→∞
n∑
k=1
(wk+1vk − wkvk−1) = lim
n→∞
wn+1vn = −θ
a
(ac, ad; q)∞
(q, qa/b; q)∞
.
This shows that in general multiplication of matrices 〈W |, e and |V 〉 is not associative. Since d ≤ 0, the two answers
match only when qmac = 1 for some m, i.e., in the terminating case. This is precisely the case considered by [27],
and of course multiplication of finite dimensional matrices is associative.
This established the following hypergeometric function identity
a(1 − abcd)2φ1
(
ac, ad
qa/b
∣∣∣∣q; q2
)
= (a+ b− ab(c + d))2φ1
(
ac, ad
qa/b
∣∣∣∣q; q
)
+ b
(ac, ad; q)∞
(q, qa/b; q)∞
.
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