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ABSTRACT
We use a sample of 14 massive, dynamically relaxed galaxy clusters to constrain the Hubble Constant, 𝐻0, by combining
X-ray and Sunyaev-Zel’dovich (SZ) effect signals measured with Chandra, Planck and Bolocam. This is the first such analysis
to marginalize over an empirical, data-driven prior on the overall accuracy of X-ray temperature measurements, while our
restriction to the most relaxed, massive clusters also minimizes astrophysical systematics. For a cosmological-constant model
withΩm = 0.3 andΩΛ = 0.7, we find𝐻0 = 67.3+21.3−13.3 km s
−1Mpc−1, limited by the temperature calibration uncertainty (compared
to the statistically limited constraint of 𝐻0 = 72.3+7.6−7.6 km s
−1Mpc−1). The intrinsic scatter in the X-ray/SZ pressure ratio is found
to be 13 ± 4 per cent (10 ± 3 per cent when two clusters with significant galactic dust emission are removed from the sample),
consistent with being primarily due to triaxiality and projection. We discuss the prospects for reducing the dominant systematic
limitation to this analysis, with improved X-ray calibration and/or precise measurements of the relativistic SZ effect providing a
plausible route to per cent level constraints on 𝐻0.
Key words: cosmological parameters – cosmology: observations – distance scale – galaxies: clusters: general – X-rays: galaxies:
clusters
1 INTRODUCTION
The universe is expanding. The present day rate of this expansion is
known as the Hubble Constant, 𝐻0, and its value has been debated
for the past century (e.g., Livio & Riess 2013; You et al. 2017). Re-
cent measurements based on the primary Cosmic Microwave Back-
ground (CMB) anisotropies observed by Planck indicate a value of
𝐻0 = 67.66± 0.42 km s−1Mpc−1 (Planck Collaboration 2020). This
precise constraint follows from the assumption of a cosmological-
constant model and global spatial flatness (flat ΛCDM), but holds
with slightly larger uncertainties (∼ 1 km s−1Mpc−1) for more flex-
ible cosmological models when combined with independent con-
straints on the cosmic expansion history. Combinations of Baryon
Acoustic Oscillation (BAO) data with external priors tend to produce
consistent values (e.g., Aubourg et al. 2015; Addison et al. 2018).
Since the BAO scale is determined by the sound horizon at recombi-
nation, BAO and CMB data have frequently been described as “early
Universe” probes of 𝐻0, in contrast to “late Universe” probes. Most
salient among the latter is the classic distance-ladder method, cal-
ibrated via the Cepheid period–luminosity relation, which yields a
significantly higher value of 𝐻0 = 74.22±1.82 km s−1Mpc−1(Riess
et al. 2019). Estimates from other “late” probes, including alternative
calibration of the distance ladder using the tip of the red giant branch
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(Freedman et al. 2020), gravitational lensing time delays (e.g., Birrer
et al. 2020), distance measurements based on megamasers (Pesce
et al. 2020), gravitational wave sirens (Abbott et al. 2017), and com-
bination of the gas mass fraction of massive clusters with the cosmic
baryon fraction from the CMB (e.g., Mantz et al. 2014), tend to fall
between these extremes (and are frequently consistent with both).
Because an unambiguous early-late dichotomy in the inferred value
of 𝐻0 could be an indication of new physics (e.g., Poulin et al. 2019),
the current state of the field motivates careful consideration of many
independent techniques.
The combination of X-ray imaging spectroscopy and mm-
wavelength observations of galaxy clusters provides one such in-
dependent avenue to probe the expansion of the Universe (e.g., Silk
& White 1978). The inverse-Compton scattering of CMB photons
by thermal electrons in the hot intracluster medium (ICM) leads to a
small (∼ 1mK)distortion of theCMBspectrumalong the line of sight
through a cluster, known as the thermal Sunyaev-Zel’dovich (SZ) ef-
fect (Sunyaev & Zeldovich 1972). The magnitude of the SZ effect is
quantified by the Compton 𝑦 parameter, which is proportional to the
line-of-sight integral of the electron pressure. The same hot ICM ra-
diates X-rays through a combination of thermal bremsstrahlung and
line emission, which can be used to independently probe the ICM
pressure. The combination of X-ray and SZ measurements, along
with a model of the cluster gas geometry, enables a direct determi-
nation of the distance to a cluster, independent of the extragalactic
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distance ladder (e.g., Silk & White 1978; Birkinshaw 1979; Birkin-
shaw et al. 1991; Reese et al. 2000).
Interest in this technique grew when the requisite SZ effect and
X-ray data became available for modest samples of clusters in the
late 1990’s and early 2000’s (Mason et al. 2001; Reese et al. 2002;
Schmidt et al. 2004; Jones et al. 2005; Bonamente et al. 2006). How-
ever, several important systematic effects have limited the precision
of𝐻0 estimates from these data. Foremost among these is the need for
an accurate absolute calibration of ICM temperatures measured from
X-ray data, a challenging prospect (Nevalainen et al. 2010; Schellen-
berger et al. 2015). Kozmanyan et al. (2019) recently performed an
analysis that did not account for this critical source of uncertainty,
reporting a tight constraint on 𝐻0 at the ±3 km s−1Mpc−1 level,
demonstrating the statistical power currently available if systemat-
ics can be controlled. Another challenge, particularly for analyses
where the clusters are unresolved, is the presence of complex ther-
modynamic structure in merging clusters, as well as the possibility
of biases in X-ray measurements of gas density at large radii due to
clumping (e.g., Simionescu et al. 2011; Urban et al. 2014; Eckert
et al. 2015).
In this work, we provide an updated constraint on 𝐻0 from X-ray
and SZ cluster data, for the first time marginalizing over an empir-
ical, data-driven prior on the overall accuracy of X-ray temperature
measurements. We minimize the impact of other systematics by re-
stricting the analysis to the most dynamically relaxed, and hence ge-
ometrically simple, clusters known, for which high-quality, resolved
X-ray and SZ data are available. This choice allows us to make mea-
surements at intermediate cluster radii, with minimal sensitivity to
feedback from Active Galactic Nuclei (AGN) near the clusters’ cen-
ters or ongoing accretion and gas clumping in the clusters’ outskirts.
The structure of this paper is as follows. In Section 2,we present the
X-ray and SZ data used for this analysis. We describe our methods
for measuring the ICM pressure using these data, and extracting
cosmological constraints, in Section 3. Section 4 presents our results
and compares them to others in the literature, and Section 5 discusses
the prospects for improvements in the future. We summarize our
conclusions in Section 6.
2 DATA/OBSERVATIONS
2.1 Cluster sample
We initially consider the sample of 40 hot (𝑘𝑇 >∼ 5 keV), dynamically
relaxed clusters identified by Mantz et al. (2014, 2015) using their
Symmetry-Peakiness-Alignment (SPA) criterion. While dynamical
relaxation is not per se a requirement for this analysis, the morpho-
logical regularity and absence of thermodynamic substructure that
are features of relaxed clusters minimize systematic scatter associ-
ated with the estimation of 3-dimensional thermodynamic profiles
from projected X-ray and SZ effect data. Note that the SPA selection
algorithm does not advantage clusters that appear circular as opposed
to ellipsoidal in projection, an important consideration in the present
context, as even themost relaxed clusters are expected to be triaxial in
general (e.g., Jing & Suto 2002). Hence, those presenting the small-
est ellipticities in the plane of the sky may well have a significantly
different extent along the line of sight (see Section 3.4.1.1).
The SPA-selected sample uniformly has adequate Chandra X-ray
data for the determination of gas density and temperature profiles
(Mantz et al. 2016). A further selection is made based on the avail-
ability of SZ effect data. In order to perform the deprojection analysis
described in Section 3.2, we require SZ effect images that resolve an-
gular scales comparable to 𝑟2500, defined as the radius within which
the mean enclosed density is 2500 times the critical density at the
cluster’s redshift.1 Based on the publicly available data described
in Section 2.3, this reduces the sample size to 15. However, the SZ
data for one of these clusters (RX J1524.2−3154) is significantly
contaminated by nearby galactic dust emission (see Section 3.4.1),
necessitating its removal from our study and resulting in a final sam-
ple of 14. The cluster sample and available data are summarized in
Table 1.
2.2 Chandra X-ray data
Our procedure for reducing and cleaning the Chandra data is de-
scribed in detail by Mantz et al. (2014, 2015). We depart from this
only by using a more recent version of theChandra analysis software
and calibration files (respectively, versions 4.9 and 4.7.4). A direct
comparisonwith ciao 4.6.1/caldb 4.6.2, as employed byMantz et al.
(2016), reveals negligible changes in the derived gas densities and
temperatures.
Our methods for determining deprojected (3-dimensional) density
and temperature profiles from the X-ray data are also described in
earlier work (Mantz et al. 2014, 2016). In brief, using the projct
model in xspec,2 the ICM is modeled as a series of concentric,
spherical and (individually) isothermal shells. No assumptions about
the underlyingmass profile are required. The gas density, temperature
and metallicity as a function of radius are fitted simultaneously, with
covariances among the different quantities at different radii fully
accounted for.
The centers of the X-ray thermodynamic profiles are chosen to
reflect symmetry at radii near 𝑟2500, typically ∼ 500 kpc for this
sample (Mantz et al. 2014), rather than at small scales. As a result,
density determinations near the cluster centers may be inaccurate
simply because the profile center does not sit on the peak of the X-
ray brightness. In addition, genuine small-scale variations in density
and temperature due to, e.g., AGN feedback, are commonly seen
within the central few tens of kpc in even the most relaxed clusters.
We therefore inflate the uncertainties for pressures at the small radii
where such disturbances are observed, as identified by Mantz et al.
(2014), to 50 per cent of the nominal measured values. We verified
that our joint X-ray/SZ profile fits (Section 3.2) are insensitive to
this choice (e.g., inflating the uncertainties to 25 per cent instead of
50 per cent changes the best-fitting X-ray/SZ pressure ratio by only
∼ 0.5 per cent), as one might expect, given that the impacted scales
are unresolved in the SZ data.
2.3 Sunyaev-Zel’dovich effect data
We use two separate publicly available SZ effect data sets for this
analysis: the R2.00 all-sky Planck 𝑦 map produced using the MILCA
algorithm (Planck Collaboration 2016b)3 and the "filtered_image"
targeted Bolocam maps (Sayers et al. 2013b).4 As demonstrated by
Sayers et al. (2016), these two data sets provide a consistent measure-
ment of the SZ effect signal within the calibration uncertainties, and
they can thus be combined to probe a wide range of angular scales.
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Table 1. Clusters in our data set, and basic parameters of the X-ray and SZ data. Column [1] name; [2], [3] J2000 coordinates of the cluster center, from Mantz
et al. (2014); [4] clean Chandra exposure time; [5] signal-to-noise ratio of the Bolocam SZ effect detection, from Sayers et al. (2016); [6] signal-to-noise ratio
of the Planck SZ effect detection, from the Planck Collaboration (2016b) and Sayers et al. (2016).
Cluster RA Dec Chandra exp. Bolocam S/N Planck S/N
(ks)
Abell 2029 15:10:55.9 +05:44:41.2 118.9 — 23.2
Abell 478 04:13:25.2 +10:27:58.6 129.4 — 15.8
PKS 0745−191 07:47:31.7 −19:17:45.0 148.8 — 21.3
Abell 2204 16:32:47.1 +05:34:31.4 90.1 22.3 16.3
RX J2129.6+0005 21:29:39.9 +00:05:18.3 36.7 8.0 4.8
Abell 1835 14:01:02.0 +02:52:39.0 183.6 15.7 14.4
MS 2137.3−2353 21:40:15.2 −23:39:40.0 50.9 6.5 2.9
MACS J1931.8−2634 19:31:49.6 −26:34:32.7 104.0 10.1 6.1
MACS J1115.8+0129 11:15:51.9 +01:29:54.3 44.3 10.9 7.1
MACS J1532.8+3021 15:32:53.8 +30:20:58.9 102.4 8.0 1.8
MACS J1720.2+3536 17:20:16.8 +35:36:27.0 51.7 10.6 6.5
MACS J0429.6−0253 04:29:36.1 −02:53:07.5 19.3 8.9 4.1
RX J1347.5−1145 13:47:30.6 −11:45:10.0 206.5 36.6 11.2
MACS J1423.8+2404 14:23:47.9 +24:04:42.3 123.7 9.4 1.8
The Planck 𝑦 map has an effective point spread function (PSF) with
a full width at half maximum (FHWM) of 10′, a flux calibration
uncertainty of better than 0.1 per cent in the most sensitive SZ effect
bands at 100 and 143GHz (Planck Collaboration 2016a), and fidelity
on the SZ effect signal on all angular scales. The Bolocammaps have
a size of 14′ square, a PSF with a FWHM of 58′′, and high-pass fil-
tering that limits their fidelity on angular scales larger than ∼ 10′. As
found by Sayers et al. (2019), the flux calibration uncertainty when
referenced to the planetary model of the Planck Collaboration (2017)
is 1.6 per cent, due to a combination of measurement uncertainty in
the calibration observations, variations in the atmospheric transmis-
sion, and variations in the PSF. To good approximation, this 1.6 per
cent uncertainty should be random between clusters. Furthermore,
it is likely a slight overestimate of the true variation in our analysis,
since some of the PSF variation noted by Sayers et al. (2019) is due
to differences in spectral response to the thermal and kinematic SZ
effects, while this work is focused solely on the thermal SZ effect.
While the SZ effect data have been processed to remove and/or
account for all of the relevant sources of astrophysical contamina-
tion, we find some spurious signals in the Planck 𝑦 maps. This is
particularly true for low-redshift clusters that subtend large angular
sizes, and those located in regions of significant galactic dust emis-
sion. To mitigate the impact of these unwanted signals, we remove
some regions of the 𝑦 maps from our study. First, we search for any
pixels in the radial range 2 ≤ 𝑟/𝑟500 ≤ 6 with a signal-to-noise
ratio (S/N) ≥ 5. Within this radial range, the SZ effect signal falls
below this threshold, so any such pixels are due to spurious signals.
Such flagging occurs for the three lowest-redshift clusters in our sam-
ple (Abell 2029, Abell 478, and PKS 0745−191). All pixels inside
that radial range and within 2 FWHM (20′) of these high S/N pix-
els are then removed. In addition, we search for any known clusters
from the MCXC catalog (Piffaretti et al. 2011) within a projected
distance of 6 𝑟500 from the target cluster. Two such interlopers are
identified; MCXC J1511.3+0619 is ≈ 37′ NE of Abell 2029 and
MCXC J2139.0−2333 is ≈ 17′ NW of MS 2137.3−2353. All pixels
within circular apertures centered on the positions of the interlopers
were removed. Given the locations of these objects, and the desire to
retain the SZ signal from the cluster of interest, a 20′ diameter aper-
ture was used for the Abell 2029 image, and a 10′ diameter aperture
for the MS 2137.3−2353 image.
3 METHODS
In this section, we detail the procedure we followed to derive the
value of 𝐻0 with the combination of X-ray and SZ observations.
3.1 Mitigating observer bias
As noted in the introduction, the precise value of theHubble Constant
is currently the subject of some controversy.While our estimate of the
systematic uncertainty indicates that we will not have the precision
to distinguish between the values preferred by CMB and distance
ladder data, we nevertheless felt it was a useful exercise to take
steps to prevent observer bias from influencing our results. This is
straightforwardly accomplished, given that 𝐻0 appears strictly as a
multiplicative term in the model fitted to the data (Section 3.3).
To be precise, our analysis proceeded in 3 phases. In the first phase,
before being input to the joint X-ray and SZ fitting procedure (Section
3.2), theX-ray pressure data for all clustersweremultiplied by a single
random and unknown factor obtained from a uniform distribution
between 0.5 and 1.5 (i.e., analogous to an overall shift in calibration).
In addition, the X-ray pressure data for each cluster were multiplied
by different random and unknown factors obtained from a normal
distribution with a mean of 1 and a standard deviation itself obtained
from a uniform distribution between 0.1 and 0.5 (i.e., analogous to
an intrinsic cluster-to-cluster scatter with an unknown magnitude).
This allowed the joint fitting procedure to be vetted and decisions
about the modeling of measurement uncertainties to bemade without
revealing, for example, which clusters were likely to be outliers in
their X-ray/SZ pressure ratios. We also converged on expectations
from the literature for various potential systematic effects during this
phase, while the true cluster-to-cluster scatter was still hidden. In
the second phase, the individual unknown factors were removed, but
the overall scaling remained in place. The average X-ray/SZ ratio
thus remained hidden, while possible systematic trends of this ratio
with, for example, dust emission, were investigated (Section 3.4.1).
Only after finalizing decisions about the treatment of systematics
and the associated priors on nuisance parameters, and testing the
performance of our likelihood function (Section 3.5) on mock data,
did we proceed with the third phase of analysis with the input data
unaltered. No changes to the analysis methods were implemented
during this third phase; therefore all of the decisions made while the
MNRAS 000, 1–15 (2020)
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X-ray/SZ ratio was hidden were retained in determining our final
results.
3.2 Joint deprojection of pressure profiles
We assumed spherical symmetry and fit a single pressure profile
model to the X-ray and SZ data for a single cluster simultaneously.
Our fitting algorithm is based on the technique developed by Sayers
et al. (2016), which we briefly summarize. The radial pressure profile
is assumed to have a set of values 𝑃e ,𝑖 at discrete, logarithmically
spaced radii 𝑅𝑖 . Between 𝑅𝑖 , the pressure is modeled as a power
law with a constant exponent. The pressure is assumed to be zero
beyond 6 𝑟500. For comparison to the SZ effect maps, the model was
projected and convolved with the appropriate PSF shape. In the case
of Bolocam, the effective high-pass filter of the data processing was
also applied. Furthermore, radially dependent relativistic corrections
to the SZ effect signal were computed, based on the deprojected
temperature profile obtained from the X-ray analysis, using SZpack
(Chluba et al. 2012, 2013). Following the empirically demonstrated
results of Sayers et al. (2016), we assumed an effective band center of
143 GHz when computing the relativistic corrections to the Planck 𝑦
maps. For the Chandra X-ray data, the model was directly compared
with the deprojected pressures obtained from that analysis. To allow
for a difference in the X-ray-derived and SZ effect-derived pressures,
which is what we aimed to measure in order to constrain our cosmo-
logical model (Section 3.3), the values of 𝑃e ,𝑖 were multiplied by a
constant factor, R, prior to comparison with the deprojected X-ray
profile.
One advantage of using this method to constrain R is that the fit
naturally up-weights the angular scales probed by both the X-ray and
SZ effect data while down-weighting other angular scales. Specifi-
cally, at small radii unresolved by the PSF of the SZ effect maps, the
values of 𝑃e ,𝑖 are constrained almost entirely by the X-ray data, while
at large radii beyond the extent of the X-ray deprojections, the values
of 𝑃e ,𝑖 are determined exclusively by the SZ effect data. Therefore,
the value of R is determined almost entirely from the intermediate
radii probed by both observables, corresponding to approximately
0.1–1.0 𝑟500 (see Figure 1). This radial range is largely outside of the
influence of the central AGN (e.g., McNamara & Nulsen 2007), and
interior to the regions strongly impacted by active accretion (e.g.,
Lau et al. 2015). As a result, it is also the region where the pressure
profiles demonstrate the least amount of intrinsic cluster-to-cluster
scatter (e.g., Arnaud et al. 2010; Sayers et al. 2013b; Planelles et al.
2017), and the region most likely to be free from biases due to gas
clumping (e.g., Urban et al. 2014; Eckert et al. 2015; Battaglia et al.
2015; Planelles et al. 2017). Therefore, while this radial range is
dictated by the properties of the observational data, it is also close to
optimal for our study based on physical considerations.
It is not possible to accurately determine the small amount of
correlated pixel-to-pixel noise in the Bolocam maps from either the
data themselves or from models of the instrument and atmospheric
noise fluctuations. We therefore followed the technique described
by Sayers et al. (2016), and assumed that the map-space noise is
described by a diagonal covariance matrix in order to determine the
best-fitting values of 𝑃e ,𝑖 andR. For simplicity, we treated thePlanck
and X-ray data in an analogous manner, neglecting correlations and
any other non-idealities in those measurements. To determine the
best-fitting values of 𝑃e ,𝑖 and R, we used a generalized least squares
(GLS) fitting algorithm (Markwardt 2009).
Because the diagonal noise covariance matrices are an imperfect
description of the data, we again followed the technique of Sayers
et al. (2016) to quantify both the biases and the uncertainties on the
fitted parameter values. Random realizations of Bolocam noise maps
are included as part of the public data release, and the best-fitting
pressure model was added to 1000 such realizations. An analogous
procedure was used for Planck, based on noise realizations gener-
ated from both the homogeneous and inhomogeneous noise spectra
included in the public data release. For the X-ray data, 1000 random
samples from theMarkov chainMonte Carlo analysis originally used
to constrain the profiles were used. Each of these 1000 data realiza-
tions was then fit using the same (diagonal) noise covariance matrix
as the real data. In the case of the Bolocam data, a Gaussian random
flux scaling with a root mean square (rms) of 1.6 per cent was applied
to each noise realization (see Section 2.3).
Empirically, the distribution of best-fitting values of R from
these data realizations often displayed both significant skewness and
heavier-than-Gaussian tails. We therefore described the distributions
of lnR for each cluster using the more flexible non-central 𝑡 distribu-
tion (Appendix A; see Fig. 2 for an example). Table 2 shows the best-
fitting parameter values for each cluster. A Kolmogorov-Smirnov test
verified that this model provides an accurate description in each case.
In addition, for each cluster, we compared the median value obtained
from the 1000 data realizations to the best-fitting value of R obtained
from the real data. We found no outliers, and an average difference of
Δ lnR = 0.024 ± 0.026. This bias, which is likely a result of the di-
agonal noise covariance approximation used in the fits, was assumed
to be identical for every cluster and is accounted for as an overall
systematic effect in our final analysis (Section 3.4.2.3).
3.3 Cosmological Model
TheX-ray and SZ signals predicted for a given cluster pressuremodel
have different dependences on the cosmic distance to the cluster’s
redshift; this is the origin of the cosmological sensitivity of R. In
the case of X-ray data, measurements of temperature depend on the
shape of the observed spectrum, and have no dependence on the
distance to the source. However, the X-ray density determination
follows from relating the observed flux to the ICM emissivity, and
thus involves factors of the luminosity distance, 𝑑L (𝑧), and (via the
volume element) the angular diameter distance, 𝑑A (𝑧). In detail, the
density of electrons and protons, 𝑛e and 𝑛H, inferred from X-ray
data depend on cosmic distances as 𝑛e𝑛H ∝ 𝑑L (𝑧)2/𝑑A (𝑧)3 (see,
e.g., discussion in Mantz et al. 2014). We assume a canonical ratio of
𝑛e/𝑛H = 1.2 throughout, though we note that, in principle, this factor
has a small sensitivity to the primordial helium abundance. Thus, the
physical electron pressure inferred for a cluster at redshift 𝑧, given
the X-ray data, follows the relation 𝑛e𝑘𝑇 ∝ 𝑑L (𝑧)/𝑑A (𝑧)3/2. The
projected Compton 𝑦 parameter is straightforwardly proportional to
a line-of-sight integral of the electron pressure, where the integration
element includes a factor of the angular diameter distance. Hence, the
pressure we would infer from the SZ data is proportional to 𝑑A (𝑧)−1.
Combining thiswith theX-ray pressure dependence, the inferred ratio
of X-ray to SZ pressure, R, is proportional to 𝑑L (𝑧)/𝑑A (𝑧)1/2. This
is conventionally simplified to R ∝ 𝑑A (𝑧)1/2, using the distance-
duality relation.
In practice, both the X-ray pressure profiles and the joint fitting
were performed assuming distances given by a reference flat ΛCDM
model with Ωm = 0.3 and 𝐻0 = 70 km s−1Mpc−1. In our analysis,
wewill therefore need to predict the values ofR thatwould be inferred
under that assumption, given some possibly different trial cosmology.
In this case, we have that the predicted R ∝
√︃
𝑑refA (𝑧)/𝑑A (𝑧), where
𝑑refA (𝑧) is the distance to a cluster’s redshift according to the reference
model, and 𝑑A (𝑧) is the distance in the trial model. This is the
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Figure 1. Deprojected electron pressure profiles of Abell 2029 (left) and MACS J1115.8+0129 (right) comparing fits using only X-ray data, only SZ data, and
both X-ray and SZ data. The fitted value of R in general results in a slight multiplicative offset between the X-ray only profiles and the joint profiles. The data
were normalized assuming a reference cosmology of 𝐻0 = 70 km s−1Mpc−1, Ωm = 0.3, and ΩΛ = 0.7 (this choice has no impact on the cosmological results
obtained; see Section 3.3).
Figure 2. Normalized distributions of measured ln R values from 1000 realizations of the observational noise, relative to the median, for two example clusters.
Curves show the best-fitting non-central 𝑡 distributions.
dependence that appears in the complete likelihood for our data
(Section 3.5). Note that the proportionality above captures exactly the
impact of this assumed reference model, such that our cosmological
results are not sensitive to it.We have verified explicitly thatwe obtain
statistically identical results when the entire analysis is repeated using
a different reference cosmology.
3.4 Potential systematics
Our selection of dynamically relaxed clusters, and the radial range to
which the data are sensitive, minimizes a number of the systematic ef-
fects discussed in the literature for similar analyses (e.g., Bonamente
et al. 2006; Kozmanyan et al. 2019). In this section, we describe
various potential systematic effects and their expected impacts.
We can consider two distinct effects on our results: cluster-to-
cluster scatter in the value of 𝐻0 inferred from a single system,
and bias in the average value of 𝐻0 from clusters in the sample.
The former is addressed by including an intrinsic scatter term in
the model and fitting for it simultaneously with other parameters.
The latter, an overall bias, is thus of primary concern in the sections
below. In general, our approach is to account for potential sources
of systematic bias and their uncertainty when they can be rigorously
MNRAS 000, 1–15 (2020)
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Table 2. Results of the joint fit to the X-ray and SZ data for our sample of clusters, along with redshifts. Column [1] name; [2] redshift; [3] best-fitting R values
and standard deviations based on 1000 noise realizations (these provide a simple estimate of the precision, while the measurement error distribution is more
accurately given by the next columns); [4–7] non-central 𝑡 distribution parameters describing the sampling distribution of ln R (see Appendix A); [8] the linear
slope relating the estimate of R with the temperature calibration bias (see Section 3.4.2.1); [9] the angular diameter distance (in Mpc) estimated from the R
value of each cluster as a function of redshift, assuming a flat ΛCDM cosmology with Ωm = 0.3.
Cluster Redshift R a 𝑐 ` 𝜎 𝛼 𝑑𝐴 (𝑧) (Mpc)
Abell 2029 0.078 1.264 ± 0.073 340.00 0.066 −0.0044 0.054 0.897 237.5+17.2−16.0
Abell 478 0.088 1.229 ± 0.086 340.00 0.156 −0.0060 0.066 0.861 278.3+22.2−20.6
PKS 0745−191 0.103 1.400 ± 0.106 16.80 −3.873 0.2276 0.059 0.933 249.8+37.9−32.9
Abell 2204 0.152 0.909 ± 0.051 4.16 1.056 −0.0410 0.037 0.850 815.1+57.1−53.4
RX J2129.6+0005 0.235 1.148 ± 0.128 3.94 0.825 −0.0617 0.076 0.988 740.4+93.6−83.1
Abell 1835 0.252 1.071 ± 0.090 4.09 0.338 −0.0208 0.059 0.934 887.6+142.0−122.4
MS 2137.3−2353 0.313 1.042 ± 0.112 2.06 0.256 −0.0157 0.053 0.789 1064.8+223.8−185.0
MACS J1931.8−2634 0.352 0.925 ± 0.093 3.82 0.574 −0.0357 0.066 0.855 1477.1+415.4−324.2
MACS J1115.8+0129 0.355 1.225 ± 0.135 4.48 0.748 −0.0580 0.076 0.932 859.1+205.0−165.5
MACS J1532.8+3021 0.363 1.300 ± 0.126 4.04 0.449 −0.0251 0.072 0.928 773.3+195.0−155.7
MACS J1720.2+3536 0.391 1.141 ± 0.215 9.04 0.365 −0.0395 0.151 0.890 1044.9+349.5−261.9
MACS J0429.6−0253 0.399 0.940 ± 0.167 4.94 0.451 −0.0565 0.124 0.964 1579.6+768.8−517.1
RX J1347.5−1145 0.450 1.132 ± 0.065 13.22 0.319 −0.0147 0.048 0.763 1127.7+273.8−220.3
MACS J1423.8+2404 0.543 1.105 ± 0.116 3.39 1.153 −0.0691 0.059 0.719 1296.8+724.7−464.9
quantified, even if they are not large enough to impact the overall
error budget.
3.4.1 Astrophysical uncertainties
3.4.1.1 Asphericity: Our deprojection analysis assumes spherical
symmetry, while the bulk geometry of clusters is better described
by a triaxial ellipse (Jing & Suto 2002; Bonamigo et al. 2015; Lau
et al. 2020). This is expected to result in a non-zero cluster-to-cluster
scatter in the measured value of R, due to the differing density
dependences of theX-ray and SZ signals. Quantitatively, the resultant
scatter in 𝐻0 inferred from a given cluster is expected to be ' 10–15
per cent, with a potential bias in the average value of𝐻0 derived from
a large sample of randomly oriented clusters as large as ∼ 3 per cent
due to asymmetries in this scatter (Sulkanen 1999; Kawahara et al.
2008; Kozmanyan et al. 2019). However, for a sample of rounder
clusters, corresponding to 3-D axial ratios of 0.9:0.9:1.0, Kawahara
et al. (2008) found that the scatter and bias can be lower than these
nominal values; while our selection is not biased towards rounder
clusters in projection, it does provide a more spherical sample than
the complete population. Interestingly, while we might still expect
to see some trend in the measured R values with projected cluster
ellipticity (as measured by Mantz et al. 2015), the data are consistent
with a constant value (top-left panel of Figure 3). This suggests that
any residual variance inR is not due to asphericity on the intermediate
scales probed by these particular ellipticity measurements (typically
∼ 0.5–1 𝑟2500), consistent with the expectation that the cluster gas is
more spherical at ∼ 𝑟2500 than at larger scales (𝑟 >∼ 𝑟500). The model
fit in Section 3.5 includes a free parameter accounting for residual
intrinsic scatter, irrespective of its origin.
3.4.1.2 Gas clumping: Realistic gas distributions that include
clumping, which enhances the X-ray emission, can result in scat-
ter and biases in the value of R comparable in magnitude to those
produced by asphericity (Kawahara et al. 2008; Kozmanyan et al.
2019). As noted above, our fits are constrained almost entirely from
data probing the radial range 0.1–1.0 𝑟500, where such clumping is
expected to be at a minimum from both simulations (e.g., Battaglia
et al. 2015; Planelles et al. 2017) and observations (e.g., Simionescu
et al. 2011; Urban et al. 2014; Eckert et al. 2015). For these radii,
simulations place the expected bias due to clumping at ∼ 3–5 per
cent in R (Roncarelli et al. 2013; Ansarifard et al. 2020). Obser-
vational limits on the combined impact of clumping and turbulent
density fluctuations in comparable regions of the Coma cluster are
at the ∼ 4± 1 per cent level at scales of tens of kpc (Zhuravleva et al.
2019); since Coma is a merging system, this suggests that clumping
in relaxed clusters may be somewhat smaller than the predictions
from simulations. A potential bias at this level is small compared
with other systematic effects, and therefore has not been explicitly
included in our analysis.
3.4.1.3 Helium sedimentation: The relationship between electron
density and X-ray emissivity depends on the chemical composition
of the gas, with hydrogen and helium comprising the overwhelm-
ing majority of nucleons present. In principle, over cosmological
timescales, the heavier helium nuclei may sink within the cluster po-
tential, with the effects on density determination being strongest in
the inner regions (e.g. Ettori & Fabian 2006, and references therein).
However, this process can be suppressed substantially in the presence
of magnetic fields, especially when temperature gradients cause the
fields to become arranged azimuthally (Parrish et al. 2009). Mix-
ing, driven by bulk and turbulent motions in the ICM, sourced by
galaxy motions and merger activity and AGN feedback (McNamara
& Nulsen 2007; Fabian 2012; Zhuravleva et al. 2014; Hitomi Collab-
oration 2016; Lau et al. 2017), will also act to suppress sedimentation.
While transport processes within the ICM remain a subject of active
research (e.g. Berlok et al. 2020; Drake et al. 2020; and references
therein), given the magnetic field strengths of tens of `G typically
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Figure 3. Natural log of the X-ray/SZ pressure ratio as a function of observable proxies for various potential systematics that might be expected to impact the
measurement. Shaded regions show the uncertainties on a linear fit to the data, accounting for intrinsic scatter. Formally, each of these trends is consistent with
a constant. The plotted values are provided in Tables 2 and B1.
observed in relaxed cluster cores (Carilli & Taylor 2002) and the
down-weighting of the smallest radii in our analysis, we expect the
effects of helium sedimentation on the measurements to be minimal.
3.4.1.4 Galactic absorption: Our X-ray analysis assumes Galac-
tic equivalent hydrogen absorbing column densities given by the
LAB H i survey (Kalberla et al. 2005) when those values are
𝑁H < 1021 cm−2. For larger column densities, the values based on
only H i measurements are known to be inaccurate, and we instead
make 𝑁H as a free parameter in the fit. For Abell 478 specifically, the
column density varies spatially over the cluster field, andwe addition-
ally restrict the energy range of our analysis to minimize the impact
of this effect (see Mantz et al. 2014 for details). With these measures,
we expect any residual systematics related to Galactic absorption to
be negligible.
3.4.1.5 X-ray foregrounds/backgrounds: Our analysis models
non-cluster X-ray signal as a combination of emission from un-
resolved AGN, activations due to non-X-ray particles hitting the
detector, and foreground emission from the Galactic halo and lo-
cal hot bubble. The background components are accounted for in
the standard way via rescaled “blank-sky” observations, while the
foregrounds are fitted simultaneously with the cluster model when
statistically required by the data (see Mantz et al. 2014 for details).
Any systematic inadequacies in this procedure may be empirically
considered contributors to the “X-ray calibration” uncertainty (be-
low).
3.4.1.6 Radio galaxies: The central cluster galaxy often hosts an
AGN with bright synchrotron emission that can contaminate the SZ
effect signal. Planck’s multi-frequency coverage efficiently removes
this contamination, and a combination of measurements at 1.4 and
30GHz were used to model and subtract this signal from the Bolo-
cam images (see Sayers et al. 2013a). Uncertainties in the removal of
these sources are included in the noise realizations used when fitting
the pressure profiles, and are generally negligible in the overall error
budget. To further search for any residual AGN contamination in the
SZ effect data, we examined the recovered values of R as a function
of AGN flux density near 150 GHz (Sayers et al. 2013a, see the top-
right panel of Fig. 3). For clusters in the sample with both Planck and
Bolocam data, this AGN flux density was the predicted flux density
near 150 GHz extrapolated from lower-frequency measurements by
Sayers et al. (2013a). For the three clusters without Bolocam data
(Abell 2029, Abell 478 and PKS 0745−191), this flux density was
estimated by fitting a power law to photometric measurements avail-
able in the literature between 1 GHz and ∼25 GHz (Kellermann &
Pauliny-Toth 1973; Wright & Otrupcek 1990; Becker et al. 1991;
Gregory & Condon 1991; Griffith et al. 1994, 1995; Condon et al.
1998; Jetha et al. 2006; Coble et al. 2007; Lin et al. 2009; Allison
et al. 2014). We found no correlation between the value of R and the
flux density of the central AGN, indicating there are no significant
un-modeled biases. Furthermore, as found by Sayers et al. (2013a),
contamination from non-central AGN and unassociated field radio
galaxies is much less common, and has been removed from our data
according to the measurements in that work.
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3.4.1.7 Kinematic SZ effect: The radial motion of the clusters with
respect to the rest frame of the CMB imparts a Doppler shift to the
scattered photons that results in the signal known as the kinematic
SZ effect (Sunyaev & Zeldovich 1972, 1980). We account for the
variations in the measured SZ effect signal due to this Doppler shift
as part of the noise realizations fitted in our deprojection analysis.
Specifically, we follow the approach of Mueller et al. (2015), as-
suming a 300 km s−1 rms scatter in the line-of-sight velocity of each
cluster based on the simulations of Sheth & Diaferio (2001). The
kinematic SZ effect signal resulting from random velocities drawn
from a Gaussian distribution with this rms scatter is added to each
noise realization of the Bolocam data. Because the Planck 𝑦 map is
constructed in a manner that removes the kinematic SZ effect signal,
we do not add any such signal to those noise realizations. Given
the ICM temperatures of the clusters in our sample, this velocity
scatter corresponds to approximately 5 per cent of the total thermal
SZ signal, comparable to the typical measurement noise. We find,
however, that this has a negligible impact on the derived values of
R, likely because the overall signal level is largely constrained by the
Planck data, which have sufficient spectral coverage to distinguish
the kinematic and thermal SZ effects.
3.4.1.8 Primary CMB anisotropies: The primary CMB
anisotropy signal is largely removed from the Planck 𝑦 map. For
Bolocam, random realizations of these anisotropies are included in
the noise realizations (e.g., see Sayers et al. 2013b). The resulting
parameter uncertainties due to the CMB anisotropies are generally
small, but non-negligible, compared with those due to instrument
noise.
3.4.1.9 Cosmic infrared background: Analogous to primary
CMB anisotropies, fluctuations due to emission from the cosmic
infrared background are included in the Bolocam noise realizations
(see Sayers et al. 2013b) and removed from the Planck 𝑦 map.
3.4.1.10 Diffuse radio emission: The typical spectrum of diffuse
radio emission renders it negligible at the observing frequencies
relevant to Planck and Bolocam (e.g., van Weeren et al. 2019).
3.4.1.11 Galactic dust emission: While the Planck algorithm used
to create the 𝑦maps largely removes contamination from galactic dust
emission, a non-negligible residual can remain. As detailed in Sec-
tion 2.3, we identified regions of the map with likely contamination
and removed them from our analysis. This was based on a search
for pixels with a S/N ≥ 5, excluding the clusters’ central regions. To
characterize the potential impact of residual dust emission that was
not removed via this procedure, we searched for trends between the
measured values of R and the expected level of overall dust contam-
ination towards each cluster. As a proxy for the latter, we considered
both the galactic latitude and the 100 `m IRAS surface brightness
towards the center of each cluster (Miville-Deschênes & Lagache
2005, see the bottom two panels of Figure 3). There is no trend be-
tween R and galactic latitude. There is also no trend of R and IRAS
surface brightness; however, two of the clusters – Abell 478 and
PKS 0745−191 – are notable outliers in their IRAS surface bright-
ness. Removing these two clusters from our cosmological analysis
has a negligible impact on the results (Section 4.1).
We performed an additional test to determine if the results depend
on the exact algorithm used to identify and remove potential contami-
nation. For the three low-redshift clusters where pixels were removed,
we re-ran the analysis using S/N thresholds of 4 and 6 (compared to
our baseline of 5). The only cluster with a non-negligible change in
the best-fittingR wasAbell 478, which varied by approximately 4 per
cent based on the S/N choice. We verified that this difference is due
to an extended feature with multiple pixels near the S/N threshold.
In order to account for this, we increased the measurement error for
this cluster by including additional Gaussian noise with a standard
deviation of 4 per cent.
3.4.1.12 Projected clusters: The probability of another massive
cluster falling within a projected radius of 6 𝑟500 of a given target
cluster is small but non-zero, particularly for the lowest-redshift ob-
jects in our sample. As noted in Section 2.3, we searched for nearby
clusters using the MCXC catalog of Piffaretti et al. (2011), find-
ing two such examples. Regions centered on these two objects were
removed from the 𝑦 maps used in our analysis. The value of R de-
creased by ∼ 9 per cent in Abell 2029 and by ∼ 0.7 per cent in
MS 2137.3−2353 following the removal of these regions. Further-
more, any potential clusters not in the MCXC with bright SZ effect
signals will be excluded from our analysis based on our removal of
pixels away from the clusters’ centers with a S/N ≥ 5.
3.4.2 Calibration uncertainties
3.4.2.1 X-ray measurements: We consider the Chandra calibra-
tion to consist of two distinct components: the accuracy of the in-
strument response model at soft energies ( <∼ 2 keV, the primary
determinant of gas density measurements for clusters in the relevant
temperature range for this work) and the accuracy of temperature
determinations from spectral fits of the bremsstrahlung continuum.
Compared with the response as a function of energy, this simplifi-
cation is much more amenable to being characterized using on-orbit
observations of celestial sources. In particular, the soft response of
Chandra and XMM-Newton are known to agree at the per cent level
(Nevalainen et al. 2010; Schellenberger et al. 2015); correspondingly,
gas density determinations from the two telescopes are in good agree-
ment (Rozo et al. 2014). Taking this as the scale of the overall flux
calibration uncertainty results in an estimated bias in R at the <∼ 1
per cent level, which is negligible compared with other systematics.
In contrast, temperaturesmeasured byChandra andXMM-Newton
are known to be discrepant, particularly for hot clusters like those
used in this work (Nevalainen et al. 2010; Schellenberger et al. 2015).
While the existence of a discrepancy does not inform us about the
correct absolute calibration, we can construct a prior for the temper-
ature calibration by combining X-ray observations with information
from simulations and weak gravitational lensing measurements, as
follows. Cluster total masses estimated from X-ray measurements
of gas density and temperature, assuming hydrostatic equilibrium
(HSE), may be biased for two principal reasons: violations of HSE
and bias in the adopted temperature calibration (with mass directly
proportional to temperature in the hydrostatic equation). The former
is minimized by measuring masses of the most dynamically relaxed
clusters at intermediate radii (though it will still be present at some
level), while the second is precisely what we aim to quantify. With
careful control of systematics, weak lensing masses are expected to
be unbiased at the per cent level (e.g., Applegate et al. 2014). Thus,
an expectation for the mass bias due to departures from HSE in re-
laxed clusters from hydrodynamic simulations can be combined with
comparisons of biased X-ray and unbiased weak lensing mass esti-
mates to constrain the X-ray temperature calibration. To be explicit,
we have
1 + 𝑏T =
1
𝑅wl−x (1 + 𝑏HSE)
, (1)
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where 𝑅wl−x is the ratio of weak lensing to X-ray mass, 𝑏HSE is the
X-ray hydrostatic mass bias, and 𝑏T is the temperature bias.
We adopt a uniform prior between −0.1 to 0.0 for 𝑏HSE, a range
comfortably including the predictions of hydrodynamical simula-
tions specifically of massive, relaxed clusters at radii ∼ 𝑟2500 (Nagai
et al. 2007; Ansarifard et al. 2020). The ratio of weak lensing to X-ray
masses at the same radius for clusters satisfying the same relaxation
criterion as our sample was measured to be 𝑅wl−x = 0.96 ± 0.12,
accounting for both statistical and lensing systematic uncertainties
(Applegate et al. 2016).5 Straightforwardly combining this informa-
tion leads to an estimated X-ray temperature bias of 𝑏T = 0.09±0.13,
where the positive sense implies an overestimate. Our cosmological
analysis marginalizes over this uncertainty, which dominates the final
error budget for the 𝐻0 measurement.
We emphasize that the nominal value of 0.09 for hot (𝑘𝑇 >∼ 5 keV)
clusters is specific to Chandra (and caldb versions that produce
temperatures consistent with ours), but the uncertainty is not. Indeed,
the width of 13 per cent is likely to be the highest precision possible at
the present time, given that our restriction tomassive, relaxed clusters
minimizes both the expected hydrostatic bias and its uncertainty from
simulations, while the weak lensing to X-ray mass ratio constraint
was obtained for exactly this class of clusters. There are, however,
several routes to improving the precision in the future, which we
discuss in Section 5.
An additional subtlety is that our X-ray temperature estimates were
used to account for the relativistic corrections to the SZ spectral
distortion while jointly fitting the pressure profiles (see Section 3.2).
We found that the net impact onR of adjusting the gas temperature by
an overall multiplicative factor is well described by a linear function.
The precise slope varies from cluster to cluster with the shape of the
temperature and pressure profiles and the radial dependence of the
X-ray and SZ pressure measurement uncertainties. This dependence,
which slightly reduces the impact of the temperature calibration on
the inferred value of 𝐻0, was also accounted for in our cosmological
fit (see Section 3.5).
3.4.2.2 SZ measurements: As detailed in Section 2.3, the Planck
absolute calibration uncertainty is 0.1 per cent. The Bolocam data are
referenced to the Planck-calibrated planetary model, which has an
absolute calibration uncertainty of 0.6 per cent. These uncertainties
are negligible compared with other systematics discussed above. The
random 1.6 per cent variation in the Bolocam calibration relative to
the absolute standard is included in the noise realizations during our
pressure profile fits.
3.4.2.3 Fitting procedure: As discussed in Section 3.2, approxi-
mations made in our pressure profile fitting procedure result in an
overall bias of 0.024 ± 0.026 in lnR.
3.5 Complete Likelihood
In addition to cosmological parameters, our model contains 3 nui-
sance parameters: a log-normal intrinsic scatter, 𝜎int, accounting for
cluster-to-cluster variations in R; an overall bias in X-ray tempera-
ture measurements, 𝑏T; and an overall bias (excluding that due to 𝑏T)
impacting measurements of lnR, 𝑏f . The latter two are parametrized
separately because 𝑏T impacts both the X-ray and SZ signals in such
5 Applegate et al. (2016) employed X-ray temperatures and masses from
Mantz et al. (2016), which are nearly identical to those in this work (Sec-
tion 2.2).
Figure 4. Angular diameter distance estimated from each cluster as a function
of redshift. The dashed, black line represents the relation between 𝑑A and
𝑧 predicted by a concordance model (𝐻0 = 70 km s−1Mpc−1, Ωm = 0.3,
ΩΛ = 0.7), with the shaded gray region indicating our best-fitting intrinsic
scatter.
a way that a given bias in temperature does not translate directly
to the same bias in R (see Section 3.4.2.1). Our baseline analysis
assumes a flat ΛCDM cosmology with Ωm = 0.3, ΩΛ = 0.7 and
𝐻0 as a free parameter (our sensitivity to Ωm is small enough that
the precise value assumed is unimportant). We employ a uniform
prior on 𝐻0 between 0 and 200 km s−1Mpc−1, a minimally infor-
mative Jeffreys prior on the intrinsic scatter (∝ 𝜎−1int ), and Gaussian
priors 𝑏T = 0.09 ± 0.13 (Section 3.4.2.1) and 𝑏f = 0.024 ± 0.026
(Section 3.4.2.3). Extensions to this baseline model, using different
priors, will be investigated in Section 4.
The likelihood function can be written as




𝑑𝑠 𝑝𝑖 (lnR𝑖 |𝑠)𝑝(𝑠 |lnR𝑖 , 𝜎int), (2)
where the product is over clusters in the data set, 𝑝𝑖 (lnR𝑖 |𝑠) is the
non-central 𝑡 distribution describing themeasurement uncertainty for
the 𝑖th cluster (Section 3.2), and 𝑝(𝑠 |lnR𝑖 , 𝜎int) is the log-normal
density for the given mean and standard deviation. The expectation









+ ln(1 + 𝛼𝑖𝑏T) + 𝑏f , (3)
where 𝑑 (𝑧) is the angular diameter distance as a function of redshift,
𝑑refA (𝑧) is the distance as estimated in the reference cosmology as-
sumed when measuring R from the X-ray and SZ data (Section 3.3),
and 𝛼𝑖 is the linear slope relating the estimate of R with the temper-
ature calibration bias for the 𝑖th cluster. Figure 4 shows the angular
diameter distances estimated for each cluster by inverting Equation 3
and propagating the statistical uncertainties in R, for nominal values
of 𝑏T and 𝑏f (below), and compares them with predictions from a
concordance ΛCDM model.
Our constraints were obtained using the emcee Markov chain
Monte Carlo code (Foreman-Mackey et al. 2013).
4 RESULTS
In this section, we report and discuss our constraints on cosmological
parameters and intrinsic scatter using the baseline priors defined in
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Figure 5. Parameter constraints from our baseline analysis. Panels on the
diagonal show 1-dimensional, marginalized posteriors for each parameter,
while off-diagonal panels show joint, marginalized 68.3 and 95.4 per cent
credible regions for each parameter pair.
Section 3.5 (summarized in Table 3), and, conversely, implications
for the X-ray temperature bias obtained from external priors on 𝐻0.
4.1 Hubble parameter
Figure 5 shows constraints on themodel parameters fromour baseline
analysis, which yields 𝐻0 = 67.3+21.3−13.3 km s
−1Mpc−1. As the figure
indicates, there is a strong degeneracy between 𝐻0 and 𝑏T, with un-
certainty in the X-ray temperature calibration limiting the precision
of the 𝐻0 determination from this method. Our results do not change
appreciably when excluding Abell 478 and PKS 0745−191, the clus-
ters with the largest potential dust contamination, from the analysis
(65.7+16.8−13.3 km s
−1Mpc−1), nor when marginalizing over flat ΛCDM
models with Ωm as a free parameter (66.5+21.1−13.4 km s
−1Mpc−1; in
this case we also obtain the upper limit Ωm < 0.55 at 68.3 per cent
confidence).
In Figure 6 (left panel), we show our 𝐻0 measurement along-
side a selection of previous measurements made using X-ray and
SZ observations of clusters. The error bars for these works reflect
the total statistical+systematic uncertainty reported by the authors,
but we note that estimates of the applicable systematic uncertainties,
and even what effects are included, vary greatly. In particular, the
relatively precise results of Kozmanyan et al. (2019) do not account
for any systematic uncertainty in X-ray temperature measurements,
while earlier works typically use optimistic estimates based on dis-
crepancies between Chandra and XMM-Newton, or between differ-
ent versions of their respective calibration files; the present study
is the first to employ empirically determined limits on this key sys-
tematic effect. It is also worth noting that the majority of previous
works were not restricted to the most dynamically relaxed systems,
increasing systematic uncertainties related to dynamical activity such
as mergers and departures from ellipsoidal symmetry.
The right panel of Figure 6 compares our results with those of in-
dependent cosmological probes, which we conventionally organize
into groups sensitive to “early Universe” and “late Universe” physics.
Amongst the former are analyses of CMB primary anisotropy and
lensing data, for which precise constraints on 𝐻0 are possible only
when assuming a flat ΛCDM model (Planck Collaboration 2020);
and BAO combined with external information on either the cosmic
baryon density (from primordial deuterium abundances, BAO+D/H;
Addison et al. 2018), or the acoustic scale at recombination and
the cosmic expansion history (BAO+CMB+SNeIa; Aubourg et al.
2015). The late-Universe probes shown include traditional 𝐻0 esti-
mates from the distance ladder, calibrated using Cepheid variables
(Riess et al. 2019) or the tip of the red giant branch (TRGB; Freed-
man et al. 2020); gravitational lensing time delays (Birrer et al.
2020); gravitational wave sirens (Abbott et al. 2017); and distance
measurements to megamaser-hosting galaxies (Pesce et al. 2020).
The dominant limitation of our constraint on 𝐻0 is the systematic
uncertainty in X-ray temperature measurements. Section 5 discusses
the possibilities for reducing this uncertainty, and the corresponding
prospects for improvement in cosmological constraints. For now, we
note, as points of reference, the constraints fromour analysiswhen the
temperature calibration parameter is held fixed at either 𝑏T = 0.09
(the center of our prior) or 𝑏T = 0.0 (perfectly calibrated data).
Respectively, these assumptions yield 𝐻0 = 72.3+7.6−7.6 km s
−1Mpc−1
and 𝐻0 = 84.7+8.9−9.1 km s
−1Mpc−1 (Figure 7), where the uncertain-
ties are now primarily statistical (limited by the sample size given
the intrinsic cluster-to-cluster scatter) rather than systematic. Look-
ing at this another way, the precise measurements of 𝐻0 available
from some other techniques, in order to be consistent with the SZ
data, imply a calibration bias resulting in overestimates of the X-ray
temperature at the ∼ 5–15 per cent level. We explore the implications
for the temperature calibration based on using this kind of approach
in more detail in Section 4.3.
4.2 Intrinsic scatter
Our baseline analysis constrains the intrinsic scatter in lnR to be
𝜎int = 0.13 ± 0.04, corresponding to a 26 ± 8 per cent scatter in the
value of 𝐻0 inferred from a single cluster (Equation 3). This parame-
ter subsumes any systematic scatter due to effects listed in Section 3.4
that were not incorporated into the noise realizations used to quantify
our measurement errors, but we expect the dominant contributor to
𝜎int to be variation in the viewing angle of non-spherical clusters.
Semi-analytic estimates of the scatter due to asphericity by Sulka-
nen (1999) and Kozmanyan et al. (2019) are broadly consistent with
our findings. As noted previously, additional scatter due to, e.g.,
gas clumping (Kozmanyan et al. 2019), is likely to be minimized
due to our sample selection and the primary sensitivity of our mea-
surements to intermediate radii where such astrophysical effects are
small. When Abell 478 and PKS 0745−191, the clusters with the
largest expected dust contamination, are excluded, we find a scatter
of 𝜎int = 0.10 ± 0.03.
4.3 X-ray temperature and HSE biases
In this section, we explore the implications for the X-ray temperature
calibration and HSEmass bias if we adopt priors on𝐻0 from external
data. We specifically consider the constraints reported by Riess et al.
(2019, 𝐻0 = (74.03 ± 1.42) km s−1Mpc−1) and the Planck Collab-
oration (2020, 𝐻0 = (67.4 ± 0.5) km s−1Mpc−1). Figure 8 shows
the joint constraints on the X-ray temperature calibration parameter
and the hydrostatic mass bias, the two being related via the mea-
sured X-ray mass to weak lensing mass ratio from Applegate et al.
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Table 3. Marginalized 68.3 per cent confidence intervals on 𝐻0 and the intrinsic scatter parameter of our model. We employ a uniform prior on 𝐻0 between 0
and 200 km s−1Mpc−1, a minimally informative Jeffreys prior on the intrinsic scatter (∝ 𝜎−1int ), and Gaussian priors 𝑏T = 0.09 ± 13 (except where noted) and
𝑏f = 0.024 ± 0.026. Ωm is fixed to 0.3 by default, and marginalized over a uniform prior from 0 to 1 when free.
𝐻0 (km s−1Mpc−1) 𝜎int
Baseline analysis 67.3+21.3−13.3 0.13 ± 0.04
Excluding A478 & PKS 0745 65.7+16.8−13.3 0.10 ± 0.03
With Ωm free 66.5+21.1−13.4 0.13 ± 0.04
Fixing 𝑏T = 0.09 72.3+7.6−7.6 0.12 ± 0.04
Fixing 𝑏T = 0.0 84.7+8.9−9.1 0.13 ± 0.04
Figure 6. Comparison of the result in this work with previous measurements of 𝐻0 using clusters as a probe (left) and other cosmological probes (right).
Error bars reflect the statistical+systematic uncertainty as reported in each work. In the right panel, the 𝐻0 values are split by early Universe (CMB, Planck
Collaboration 2020; BAO+D/H, Addison et al. 2018; BAO+CMB+SNeIa, Aubourg et al. 2015) and late Universe (this work; GW sirens, Abbott et al. 2017;
lensing, Birrer et al. 2020; Cepheids, Riess et al. 2019; TRGB, Freedman et al. 2020; megamasers, Pesce et al. 2020) measurements.
Figure 7. Posterior distributions of𝐻0 for a flatΛCDMuniverse with varying
values of X-ray temperature calibration bias 𝑏T. Dark and light shaded regions
show the marginalized 68.3 per cent and 95.4 per cent confidence intervals
when marginalizing over a Gaussian prior 𝑏T = 0.09 ± 0.13. In the other
cases shown, 𝑏T is fixed at the indicated values.
(2016, see Equation 1 in Section 3.4.2.1). Using the 𝐻0 prior based
on Riess et al. (2019), the individual, marginalized constraints are
𝑏T = 0.08 ± 0.06 and 𝑏HSE = −0.04 ± 0.13. Employing the Planck
prior instead, we find 𝑏T = 0.13±0.07 and 𝑏HSE = −0.09±0.13. As
mentioned in Section 4.1, values of 𝐻0 consistent with external data
favor an overestimated temperature calibration at modest confidence;
the implied values of the HSE mass bias are in good agreement with
predictions from hydrodynamical simulations (Section 3.4.2.1). We
note that these results are specific to Chandra and the version of the
calibration files used in this analysis. The modest degeneracy of the
2-dimensional constraints in Figure 8 indicates that the precision of
our results on 𝑏HSE is limited by the precision on the weak lensing
to X-ray hydrostatic mass ratio, rather than the precision of the 𝑏T
constraint (which itself follows from 𝐻0 for the analysis described in
this section).
5 FUTURE PROSPECTS
While constraints on 𝐻0 from the method employed here are system-
atically limited to lower precision than many published constraints
from other probes, there is reason to be optimistic that the primary
systematic uncertainty, due to X-ray temperature calibration, can be
greatly reduced. Presently the temperature calibration is constrained
to 13 per cent; recall that the resultant fractional uncertainty on 𝐻0
is approximately doubled (when other cosmological parameters are
held fixed; Equation 3) to 26 per cent.
In the near term, constraints on the temperature calibration, using
our method of combining a simulation prior on the X-ray hydrostatic
mass bias with weak lensing mass measurements, can be straight-
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Figure 8. Constraints on the X-ray temperature bias, 𝑏T, and the implied
HSE mass bias, 𝑏HSE, using 𝐻0 priors derived from Riess et al. (2019) and
the Planck Collaboration (2020). The dark and light shaded regions show the
marginalized 68.3 per cent and 95.4 per cent confidence regions. Red dashed
lines indicate the central values of the priors used for each parameter in the
baseline analysis.
forwardly tightened by a factor of ∼ 2 by expanding the amount of
high-quality lensing data (with sufficient color coverage to obtain
robust photometric redshifts) for the relaxed cluster sample. A more
ambitious, but entirely feasible, approach is to enable more direct
in-situ calibration by launching a well calibrated X-ray source into
orbit. For example, the Cal X-1 mission concept, consisting of a
source-telescope pair of CubeSats, could provide the basis for ro-
bust on-orbit calibration of X-ray detectors as a function of energy,
yielding an effective temperature calibration at the ∼ 3 per cent level
(Jahoda et al. 2019).
Another option is to calibrate temperatures measured from X-ray
observations to temperature measurements based on the relativis-
tic corrections to the thermal SZ effect sourced by the same gas.
The challenge of this approach is that the relativistic corrections are
generally small, and are most easily observed at higher frequencies
(& 300GHz). At these frequencies, Doppler-broadened line emis-
sion from water vapor in the atmosphere presents a challenge to
ground-based observations. In addition, the thermal dust emission
from individual background galaxies typically dwarfs the SZ effect
signal, and sufficient angular resolution and spectral coverage are
required to subtract this emission (see, e.g., Sayers et al. 2019).
High quality space-based data that address these challenges are
available from Herschel-SPIRE for a sample of approximately 50
clusters (Egami et al. 2010; Oliver et al. 2012), and work is currently
underway to measure ICM temperatures with the SZ effect using
these data. We estimate that the resulting temperature calibration
will have a statistical uncertainty of ' 3 per cent over the range ∼ 8–
12 keV. Outside of this range, statistical uncertainties of . 5 per cent
should be achievable down to temperatures as low as ∼ 6 keV. Such a
measurement would also include systematic uncertainties related to
the SPIRE calibration (' 4 per cent, see Bertincourt et al. 2016), and
potential systematics due to non-uniform and non-isothermal ICM
distributions (' 1–5 per cent based on simulations, e.g. Biffi et al.
2014; Morandi et al. 2013). In sum, this calibration scheme could
potentially result in a temperature calibration accurate to 5 per cent.
In the longer term, future large-aperture, multi-band observations
have the potential to provide deprojected density profiles from SZ
data alone, by simultaneously constraining both pressure and tem-
perature using the relativistic corrections to the thermal SZ effect
(Morandi et al. 2013; Klaassen et al. 2020). Such data would obviate
the measurement of X-ray temperatures in the first place: given the
insensitivity of X-ray densities to temperature (for the temperature
range of interest), Hubble parameter constraints could then be ob-
tained by comparing estimates of ICM density rather than pressure.
As noted in Section 3.4.2, X-ray and SZ effect data have already
achieved (sub) per cent level flux calibration, and so percent-level
𝐻0 constraints may be possible with such data. However, we note
that, while the South Pole Telescope and the Atacama Cosmology
Telescope have demonstrated ground-based absolute flux calibration
uncertainties of . 0.5 per cent at 90 and 150 GHz (Hou et al. 2018;
Choi et al. 2020), it is more difficult to obtain such precision at the
higher frequencies necessary to measure the relativistic corrections
to the SZ effect (e.g., Louis et al. 2014; Sayers et al. 2019).
While our current constraints on 𝐻0 are essentially unchanged
whenmore freedom is allowed in the cosmologicalmodel (in the form
of leavingΩm free), this will not be the case for future measurements
with reduced temperature calibration uncertainty. Figure 9 shows
joint constraints on 𝐻0 and Ωm (for flat ΛCDM models) forecasted
for two benchmark analyses, following the procedure of Allen et al.
(2013). In both scenarios, we assume an intrinsic scatter based on
our best estimate, 𝜎int = 0.13, along with measurement uncertainties
subordinate to the intrinsic scatter. Clusters in each mock data set
were distributed in redshift according to the halo mass function, with
an additional restriction to average temperatures 𝑘𝑇 > 5 keV (as for
the present data set). In the first case (blue contours), we assume a
sample of 100 clusters, with a temperature calibration accurate to 5
per cent, corresponding to the near-term expectation. Gray contours
show constraints from 500 clusters with a longer-term temperature
calibration accurate to 1 per cent. We find improved constraints on
Ωm from these forecasts compared with those of Allen et al. (2013),
due to their assumption of a larger intrinsic scatter (𝜎int = 0.2) than
we find. However, we note that a sample as large as 500 may require
loosening the selection criteria, and the extent to which that can be
done without increasing the intrinsic scatter will need to be studied.
The forecasted constraints from both scenarios display a degener-
acy between 𝐻0 and Ωm, reflecting the lack of clusters at extremely
low redshifts where 𝑑 (𝑧) is approximately linear. In practice, the
cosmological parameters describing the shape of 𝑑 (𝑧), such as Ωm,
are efficiently constrained using other methods. In particular, we note
the synergy with cosmological tests based on the cluster gas mass
fraction (Mantz et al. 2014), which employ exactly the same X-ray
data set (imaging spectroscopy of hot, dynamically relaxed clusters).
These data are sensitive to relative distances as 𝑑 (𝑧)3/2, as well as
the combination 𝐻3/20 Ωb/Ωm through the absolute value of the gas
mass fraction, the latter providing a route to tight constraints on Ωm
even in general dark energy models. Along with independent rela-
tive distance proxies (Kim et al. 2013), we can expect such data to
break degeneracies like that shown in Figure 9, meaning that the
simple relation Δ𝐻0 ' 2Δ𝑏T provides a good estimate of potential
future constraints on 𝐻0 from X-ray and SZ cluster data. The various
possibilities discussed above thus correspond to precisions of ∼ 12
per cent on 𝐻0 in the near term (from improved weak lensing data)
to ∼ 1 per cent in the longer term (from resolved relativistic SZ
measurements).
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Figure 9. Forecasted constraints on Ωm and 𝐻0 from mock cluster data (see
Section 5).
6 CONCLUSION
We obtained constraints on the Hubble parameter from the com-
bination of Chandra X-ray and Bolocam and/or Planck SZ effect
observations of 14 massive, dynamically relaxed clusters. Our con-
straints arise from the relative normalization of the ICM pressure
profiles inferred from X-ray and SZ data, along with X-ray pressure
estimates depending on distance as 𝑑 (𝑧)−1/2. We fit these data at
intermediate radii where astrophysical uncertainties due to feedback
(at small radii) and clumping/accretion (at large radii) are minimized.
Our model includes the intrinsic scatter in this X-ray/SZ pressure ra-
tio as a free parameter, and marginalizes over systematic uncertain-
ties due to calibration and other sources. The dominant uncertainty
impacting our constraint on 𝐻0 is that of the accuracy of ICM tem-
peratures determined from X-ray data, for which we derive a prior by
combining weak lensing and X-ray hydrostatic mass estimates with
the simulation expectation for the mass bias in the latter. This marks
the first time that the primary systematic uncertainty impacting this
cosmological test has been fully and empirically accounted for. Our
findings can be summarized as follows.
(i) Assuming a flat ΛCDM model with Ωm = 0.3 and ΩΛ = 0.7,
we find 𝐻0 = 67.3+21.3−13.3 km s
−1Mpc−1. The quoted errors are domi-
nated by the systematic uncertainty in X-ray temperature estimates;
neglecting this effect (fixing the associated nuisance parameter to
its nominal value), we would obtain a statistically limited constraint
of 𝐻0 = 72.3+7.6−7.6 km s
−1Mpc−1. Our results are in good agreement
with previous estimates using this technique, and with independent
cosmological probes.
(ii) The log-normal scatter of the X-ray/SZ pressure ratio is found
to be 𝜎int = 0.13± 0.04, corresponding to a 26± 8 per cent scatter in
the distance estimated from a single cluster. This is broadly consistent
with the expected impact of cluster asphericity, which is likely to be
the primary source of scatter for the data set employed here (relaxed
clusters, resolved in both the X-ray and SZ data and constrained at
intermediate radii). Excluding the two clusters whose SZ data are
most likely to suffer from residual dust contamination, the scatter is
𝜎int = 0.10 ± 0.03.
(iii) When adopting an external prior on 𝐻0, our data can be used
along with measurements of the weak lensing to X-ray hydrostatic
mass ratio to infer both the overall calibration of the X-ray tem-
perature measurements and the intrinsic bias in X-ray masses due
to departures from equilibrium (for relaxed clusters). Using an 𝐻0
prior from the CMB, we find a temperature calibration parameter of
𝑏T = 0.13± 0.07. With an 𝐻0 prior based on the Cepheid-calibrated
distance ladder, we find 𝑏T = 0.08 ± 0.06. Put differently, for values
of 𝐻0 in the commonly accepted range, the SZ data imply that the
X-ray temperatures of hot (𝑘𝑇 >∼ 5 keV) clusters are overestimated
at the ∼ 10 per cent level (specifically for Chandra at the caldb
version we used), albeit only at 1–2𝜎 confidence. The corresponding
estimates for the hydrostatic mass bias are, respectively, −9± 13 and
−4 ± 13 per cent, in good agreement with simulations.
(iv) Several approaches can potentially reduce the systematic un-
certainties currently limiting constraints on 𝐻0 using X-ray and SZ
cluster data, including more precise measurements of the weak lens-
ing to X-ray hydrostatic mass ratio for relaxed clusters, calibration
of X-ray temperature measurements using known on-orbit sources,
or independent temperature estimates from the relativistic SZ effect.
Improvements by a factor of ∼ 2 on 𝐻0 constraints resulting from
these updated calibrations are possible on timescales of one to a few
years based on in-progress work. In the longer term, on timescales
closer to ten or more years, improvements by an order of magnitude
are possible, thus providing per cent level constraints on 𝐻0 from
this method.
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APPENDIX A: NON-CENTRAL t DISTRIBUTION





where 𝑍 follows the standard normal distribution and𝑉 the 𝜒2 distri-
bution with a degrees of freedom. The corresponding density func-
tion is nontrivial to write in closed form, and is generally evaluated
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via a relationship with the cumulative distribution function, itself
evaluated recursively (Lenth 1989). We use the scipy8 implemen-
tation of this distribution, which also introduces generic “location”
and “scale” parameters, ` and 𝜎, such that 𝑡 = (𝑥 − `)/𝜎 follows
the non-central 𝑡 distribution. In practice, we take 𝑥 to be the differ-
ence between lnR and its median from fitting a model cluster profile
plus 1000 noise realizations. Thus, the non-central 𝑡 parameters in
Table 2 describe the sampling distributions of our measurements,
i.e. the statistical departure of measured values from a model predic-
tion (Equation 2). Note that the limit 𝑐 → 0 provides a symmetric
distribution (the central 𝑡), while a  1 approaches the normal dis-
tribution (e.g., the distributions for Abell 2029 and Abell 478 are
close to normal in lnR).
APPENDIX B: TABULATED PROXIES FOR
SYSTEMATICS
Table B1 contains the values displayed in Figure 3 and discussed in
Section 3.4.
This paper has been typeset from a TEX/LATEX file prepared by the author.
8 https://scipy.org/
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Table B1. Various observable signatures that might be expected to systematically impact the measurement of R. Column [1] cluster name; [2] projected cluster
ellipticity (measured by Mantz et al. 2015); [3] predicted 150GHz AGN flux density near 150 GHz extrapolated from lower-frequency measurements (see
Section 3.4.1.6); [4] galactic latitude; [5] 100 `m IRAS surface brightness towards each cluster.
Cluster Ellipticity AGN flux density Galactic latitude IRAS surface brightness
(mJy) (deg) (MJy sr−1)
Abell 2029 0.198 ± 0.014 0.06 50.5457 3.0
Abell 478 0.177 ± 0.009 0.45 −28.2897 18.1
PKS 0745−191 0.163 ± 0.007 4.47 3.0299 15.4
Abell 2204 0.179 ± 0.006 2.65 33.2374 6.6
RX J2129.6+0005 0.249 ± 0.015 0.71 −34.4761 3.0
Abell 1835 0.122 ± 0.007 0.77 60.5860 2.4
MS 2137.3−2353 0.128 ± 0.013 0.06 −46.9371 3.6
MACS J1931.8−2634 0.279 ± 0.010 8.81 −20.0933 5.8
MACS J1115.8+0129 0.244 ± 0.015 0.42 55.6256 3.4
MACS J1532.8+3021 0.196 ± 0.017 1.19 54.6451 2.3
MACS J1720.2+3536 0.185 ± 0.017 0.15 33.0773 2.8
MACS J0429.6−0253 0.205 ± 0.027 6.70 −32.5885 3.8
RX J1347.5−1145 0.205 ± 0.013 4.39 48.8076 4.1
MACS J1423.8+2404 0.168 ± 0.017 0.76 68.9856 2.3
MNRAS 000, 1–15 (2020)
