Objectives: Auditory brainstem responses (ABRs) are commonly generated using simple, transient stimuli (e.g., clicks or tone bursts). While resulting waveforms are undeniably valuable clinical tools, they are unlikely to be representative of responses to more complex, behaviorally relevant sounds such as speech. There has been interest in the use of more complex stimuli to elicit the ABR, with considerable work focusing on the use of synthetically generated consonant-vowel (CV) stimuli. Such responses may be sensitive to a range of clinical conditions and to the effects of auditory training. Several ABR features have been documented in response to CV stimuli; however, an important issue is how robust such features are. In the current research, we use time-and frequency-domain objective measures of quality to compare the reliability of Wave V of the click-evoked ABR to that of waves elicited by the CV stimulus /da/.
INTRODUCTION
The auditory brainstem response (ABR) is a short-latency, scalp-recorded, 5 to 7 peak electrical response, arising from auditory nerve and brainstem structures in response to the onset of an auditory stimulus. The ABR is sensitive to disorders of the ear and brainstem and is widely clinically applied during hearing screening, threshold estimation, and site-of-lesion testing.
Measurements are most often centered on Wave V, typically the largest positive peak, and therefore most easily distinguished from background EEG activity. It is thought that this peak is primarily generated at the termination of lateral lemniscus fibers as they enter the inferior colliculus (Møller & Jannetta 1983; Møller et al. 1995) .
ABRs are most commonly clinically generated using transient stimuli to promote synchronous firing of numerous auditory neurons. However, while brainstem responses evoked by clicks and tone bursts are well-characterized and represent valuable clinical tools, they may provide limited information about brainstem representations of complex sounds, such as speech.
This issue has sparked interest surrounding how the temporal and spectral features of more complex sounds are represented within the ABR and other evoked responses. Neural responses to a wide range of complex stimuli have been characterized, though this is an expanding area of research and a full review of approaches is beyond the scope of this article. For ABR, the largest volume of research has focused upon consonant-vowel (CV) constructions (e.g., Russo et al. 2004; Song et al. 2011a; Skoe et al. 2015) , although other approaches include the study of fundamental following responses to various Mandarin syllables with differing pitch contours (e.g., Krishnan et al. 2004; Xu et al. 2006; Bidelman et al. 2011) and "steady state" responses to stimuli designed to approximate temporal and spectral speech characteristics (e.g., Dimitrijevic et al. 2004) or to common features in speech (Aiken & Picton 2008; Easwar et al. 2015) . Broadly speaking, neural responses may be classified as either "transient" or "steady state"; on the one hand, "transient" speech-evoked responses reflect neural activity occurring in response to specific, brief speech events (e.g., sound onsets/ offsets). On-going steady state responses, meanwhile, reflect activity that is time-locked to periodic stimulus modulations. The rest of this article concerns transient ABR methods only.
When using CV diphone stimuli, various studies have noted that the short-latency activity following the transient stimulus onset appears to include a consistent positive peak (Wave V), likely equivalent to the Wave V elicited by click stimuli. This is immediately followed by a negative trough (Wave A) (Russo et al. 2004) . Within the next 10 to 40 ms, a complex "sustained" waveform has been described, proposed to follow the stimulus frequency information and contain two more stable peaks: Peak C (perhaps a response to the onset of the vowel; Kraus & Nicol 2005) and Peak F, occurring at latencies of 18 and 40 ms, respectively (Russo et al. 2004) . Less consistently, sequential response peaks have been proposed at 22 ms (Peak D) and 31 ms (Peak E), each suggested to correspond to prominent peaks at certain harmonics of the fundamental frequency (the formants of the stimulus), the relative spacing of which is unique to the vowel portion of the /da/ syllable in particular (Kraus & Nicol 2005) . Neurophysiological timing differences at the level of the brainstem in response to speech stimuli have been suggested to disrupt encoding of temporal features in the auditory cortex (Johnson et al. 2007; Parbery-Clark et al. 2011) , potentially demonstrating a link between low-level auditory pathway encoding and broad perceptual difficulties. In particular, the significance of abnormal brainstem timing has been highlighted with respect to various higher-level language processes, including reading and speech-in noise perception (Banai et al. 2009; Hornickel et al. 2009b; Anderson et al. 2011 Anderson et al. , 2013 Song et al. 2011b ). The speech-ABR has therefore been proposed as an objective clinical tool, potentially facilitating the early identification of various auditory processing deficits that lead to learning or literacy disorders (Cunningham et al. 2001; King et al. 2002; Wible et al. 2004) , including dyslexia (Chandrasekaran et al. 2009 ) and autism (Russo et al. 2008 (Russo et al. , 2009 . A link between brainstem encoding and higher-order cognitive processes has also been inferred based on changes in evoked responses following musical or linguistic auditory training (Song et al 2008; Kraus et al. 2009 ).
Overall, the morphology of the brainstem response elicited by this CV speech syllable has been suggested to reflect acoustic parameters of the stimulus itself, in theory providing specific information relating to the structural encoding of specific speech syllables by the central nervous system (Kraus & Nicol 2005; Banai et al. 2007) . It is also claimed that the majority of morphological and spectral features of these responses are largely consistent between different subjects, as well as highly replicable within individuals (Russo et al. 2004; Banai et al. 2007; Song et al. 2011a; Hornickel et al. 2012) .
Early analysis of speech-ABRs, particularly with respect to CV syllables, often relied on subjective waveform interpretation methods (e.g. Russo et al. 2004) . Indeed, although objective assessment approaches for the ABR have been available for some time (e.g. Don et al. 1984) , clinical interpretation of responses is still often predominantly based on subjective judgment of waveform presence. To determine whether an ABR is present, repetition of data acquisition runs is typically carried out on the assumption that replicable peaks and troughs in the waveform represent time-locked activity evoked by the stimulus . However, visual interpretation may be complicated by poor signal to noise ratios (SNRs; small responses and/or high levels of physiological background noise). Background noise, often varying between runs, can result in poor replicability of waveform peaks and troughs, leading to considerable inconsistency in hearing-threshold judgments made by different clinicians Arnold 1985; Vidler & Parkert 2004; Lv et al. 2007) .
Various methods for automated ABR detection have been developed with the aim of reducing the subjective aspects of response interpretation. Such techniques typically employ statistical response detection algorithms to objectively assess the probability of response presence, either within the frequency or time domain (e.g. Lv et al. 2007) .
One well-established time-domain objective approach, the "F sp " detection statistic (described by ), is widely available within clinical measurement systems. Derived from a ratio of the variance of the averaged response to the estimated variance of the background noise , the F sp offers an objective means by which to assess response quality based on statistical quantification of the ABR SNR. Sininger & Hyde 2009 demonstrated that it is possible to calculate the degrees of freedom of the background noise to establish such confidence intervals.
Bootstrap analysis methods (Efron 1979 ) provide a means to estimate the confidence interval of a parameter based on resampling the data and have previously been applied to evoked responses (Lv et al. 2007 ). For evoked response data, confidence intervals are inferred by estimating the distribution of a given parameter (e.g., F sp or peak to peak amplitude) in a number of noncoherent averages generated by taking arrays of epochs from the original data with random starting points (noncoherent to the stimulus). This process is repeated many times to buildup the distribution of the parameter in noncoherent averages, and this parameter is compared to the value obtained from the coherent average. Lv et al. (2007) applied the bootstrap approach to time-and frequencydomain parameters estimated from the coherent average of ABR data.
With findings of speech-ABR research broadly suggestive of their potential as a clinical tool, efforts are now being made to encourage incorporation of speech-evoked responses (with particular emphasis upon CV syllables) into clinical practice (e.g. Skoe & Kraus 2010 ). However, in order for features to be clinically useful, they must be able to be reliably detected and measured. There has been relatively little analysis of the reliability of individual features of the speech-evoked ABR using objective analysis approaches. Indeed, while objective analysis methods have more recently been applied with respect to CVsyllable responses, these have tended to consider the response as a whole, rather than examining individual peaks (Skoe et al. 2011; Song et al. 2011a) . The aim of the current research was therefore to use objective methods to compare the consistency of specific ABR features elicited using speech stimuli in both time and frequency domains.
To this end, ABRs to a 40 ms /da/ syllable were recorded in normally hearing young adults. The statistical significance of ABR features was assessed using objective analysis approaches. Response analysis in the time domain was centered around the F sp statistic and bootstrap statistical analysis, as proposed by Lv et al. (2007) . The bootstrap analysis was also extended to the spectral domain to explore the reliability of time-frequency ABR features.
Further, as a means of inferring their respective potential clinical value, characteristics of consistent speech-evoked features were compared with those of Wave V of participants' click-evoked responses. Given that Wave V is well-characterized and widely clinically applied, it was hoped that comparison with this feature would provide an indication of how easily individual speech-evoked response peaks could be used in a clinical setting.
A 40 ms /da/ syllable was chosen as the focus of this investigation based on its application as the primary stimulus within a large body of previous research (Skoe & Kraus 2010) . Proposed to elicit clear, replicable, well-characterized ABRs, the /da/ stimulus consists of a transient segment followed by a sustained periodic segment. Indeed, the response to the stimulus onset has already been suggested to be analogous to clickevoked Wave V (Russo et al. 2004) , supporting comparison between /da/ and click-evoked responses within the current investigation.
In each subject, we aimed to explore which features elicited by each stimulus type (speech or click) objective analysis indicated were statistically significant and examine which of these could be consistently objectively identified across different participants (intersubject reliability). Furthermore, both click and /da/ stimuli were presented to each participant twice to establish whether features were replicable within individuals (intrasubject reliability). Both measures were considered relevant given that various potential clinical applications of the speech-evoked ABR have been proposed. On the one hand, intersubject reliability is most important for threshold-seeking or neurodiagnostic purposes, where waveform features are likely to be compared with normative data (e.g., King et al. 2002) . By contrast, intrasubject reliability within subjects is essential if speech-ABRs are to be effectively used to measure auditory training effects for subjects over a period of time (e.g. Song et al. 2008 ).
MATERIALS AND METHODS

Participants
Subjects with normal hearing, displaying pure-tone hearing thresholds of less than 20 dB HL at 250, 500, 1000, 2000, 4000, and 8000 Hz, were recruited for the study. Participants' eligibility for inclusion was assessed via a series of audiometric screening procedures: otoscopy, pure-tone audiometry, and tympanometry, each carried out according to the relevant British Society of Audiology-recommended procedures. Participants also completed a brief screening questionnaire designed to assess various aspects of their otological history including previous noise exposure (particularly within the last 48 hr), ear surgery, family history of hearing loss, etc. Based on the results of the screening procedure, a total of 16 volunteers with normal hearing (3 male and 13 female), ranging in age from 22 to 30 years, were considered appropriate for inclusion. As musical training has been suggested to enhance temporal and frequency encoding in the auditory brainstem (Musacchia et al. 2007 ), participants were also asked to provide details of any previous musical experience. Seven of 16 participants (44%) had received previous, formal musical training (ranging from UK Grade 2 to 8), while the remaining 56% disclosed no particular previous experience, giving a reasonably balanced representation of musical versus nonmusical training among subjects. Ethical approval was sought prior to initiation of the study via the University of Southampton's Ethics and Research Governance Online system.
Stimulus and Recording Parameters
Stimulus/recording parameters aimed to replicate those applied by previous related research (Skoe & Kraus 2010 ). ABRs were elicited by two different acoustic stimuli presented at 70 dB nHL: a 40-ms-duration synthesized /da/ syllable and a 100-μs-duration broadband click. Peak equivalent sound pressure levels (p.e.SPL), established using a Wavetek oscilloscope, were 105.6 dB p.e.SPL (for the voiced region of the /da/ stimulus), 81.9 dB p.e.SPL (for the /da/ onset burst), and 113.5 dB p.e.SPL (click). Stimuli were generated by a Cambridge Electronic Design µ1401 laboratory interface system, connected to a laptop via USB. The /da/ stimulus consisted of the first 40 ms of a five-formant synthetic speech syllable digitally synthesized using a Klatt cascade parallel formant synthesizer (Klatt 1980 ; at a sampling rate of 10 kHz).
All stimuli were delivered monaurally (into the participant's right ear) in alternating polarities, via 3M EAR-tone 5a insert phones at a rate of 11.1/second. A constant rate, rather than a constant off-time, was chosen to ensure the same rate-adaptation effects for the two stimuli (with an assumption that adaptation is due to the rate, although it could be debated that off-time is more important). A 90 ms analysis window was utilized, with stimulation starting at 10 ms to allow a baseline measurement. The analysis window was intended to be long enough to allow the response to the 40 ms /da/ stimulus to conclude/return to baseline before initiation of a subsequent stimulus presentation.
Stimuli were presented in quiet, with a repetition carried out to examine the test-retest variability of specific response characteristics. A "no-stimulus" condition was additionally included (involving electrophysiological recording in the absence of acoustic stimulus presentation) as a means of quantifying levels of residual, background activity and to check the false-positive rates of the statistical methods used. The sequence of stimulus presentation was randomized for each individual using a Latin Square technique, aiming to reduce the influence of varying participant state.
Responses were recorded differentially between scalp electrodes placed on the midline of the forehead at the hairline (active) and nape of the neck (reference), with a further electrode, placed on the midline of the lower forehead, serving as the common ground. All impedances, as measured between each electrode pair, were maintained below 5 kΩ for all participants throughout recording. Data was sampled at 10 kHz, and filters were 100 to 3000 Hz. A total of 6000 sweeps (3000 of each polarity) were collected, as recommended by Skoe & Kraus (2010) .
Bootstrap Analysis
In general, bootstrap statistical techniques offer a means by which a particular parameter's confidence intervals may be estimated (Lv et al. 2007 ). For the purposes of standard ABR recording, an array of epochs is created, with the start of each row corresponding to the initiation of the stimulus. The ABR is thereby a "coherent" average of epochs, from which certain parameters (e.g., peak amplitude) may be calculated. The aim of bootstrap analysis is to calculate the distribution of the same parameter (e.g., peak amplitude) for averages of random epochs (from the same set of data) that are not coherent with the initiation of the stimulus. By repeating this process multiple times, it is possible to calculate the percentage of random data that will have a value of the parameter above a certain value (e.g., the upper 5% or 1% confidence intervals for a parameter in random data). As this calculation is from the same data set as the coherent average, the statistical properties of the noise on the random averages will be the same as that of the noise on the coherent average.
For each stimulus condition, a "coherent average" waveform was initially generated through averaging responses to 6000 stimulus presentations (epochs containing artifacts were not included in this array). Peak amplitudes were calculated from the final average.
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NOVIS AND BELL / EAR & HEARING, VOL. 40, NO. 3, [447] [448] [449] [450] [451] [452] [453] [454] [455] [456] [457] Each epoch in the array of data was then randomly rotated to yield a new series of noncoherent epochs, the "incoherent average" of which was therefore no longer synchronized with the timing of the stimulus. This process of random rotation and subsequent "incoherent" averaging was repeated a total of 499 times (for a resolution of p > 0.002) to buildup a distribution of (499) peak amplitudes for noncoherent averages (effectively estimating the sampling distribution if no response had been present). Based upon this bootstrap distribution, the upper 1% and lower 1% of amplitude data could be inferred; points across the coherent average exceeding/falling below these confidence intervals could be classified as coherent activity (as opposed to random background EEG "noise") with 99% confidence, p < 0.01.
Bootstrap analysis was also applied in the time-frequency domain. Spectrograms of the (coherent) click and speech ABR averages were initially calculated using Blackman windows of 256 sample length, with the MATLAB "spectrogram" function, using 6 sample overlaps between data and covering the whole 90 ms of the response time window. The data was zero padded at each end with 128 samples to ensure that the resulting spectrogram had the same length as the original ABR (0.09 s). Next the spectrograms of 499 noncoherent bootstrap averages were also calculated. For each point in the time-frequency plot, the distribution of amplitude points was calculated across the 499 spectrograms. If the amplitude of the same point in the spectrogram of the coherent average exceeded the upper 99% value of the noncoherent amplitude distributions, significant coherent spectral activity was indicated.
To identify consistent spectral features across subjects, the plots of significant spectral activity were summed over subjects. For each subject, a time-frequency point was assigned a value of 1 (significant spectral activity) or 0 (nonsignificant activity). When summed over subjects, each point could have a value from 0 (no subjects have significant activity at that time-frequency point) to 16 (all subjects have significant activity at that time frequency point).
Discrete Peak Identification/Measures (Time Domain)
We aimed to find analysis windows in the speech-evoked ABR that were most likely to contain features. Because of possible differences between our recording system and those used in other speech-evoked response research, we could not be sure that the latencies in our data would be exactly the same as those previously reported in the literature. As a first step toward identifying consistent features of the speechevoked response, speech-evoked recordings were initially divided into discrete 5 ms time-windows. Within each time window, features of each response exceeding the 99% amplitude confidence intervals specified by bootstrap analysis were noted.
For each 5-ms time window, the proportion of participants in which a feature was evident was calculated. It should be noted that the 1% criteria applies to each sample point in time. If an ABR average waveform is viewed over many samples, there is an issue that effectively repeated comparisons are being made for each sample in the waveform. In this case, a 90-ms analysis window contains 900 samples, although the samples are not independent from each other (the data is not white noise). It is challenging to estimate the effective number of repeated comparisons that are being carried out if all samples in time are compared to the 1% criterion. The actual false-positive rate for a 1% cutoff was therefore tested using no stimulus data. Across 16 subjects and with 10 analysis time windows (160 total analysis windows), significant activity was seen in 11 out of 160 (6.88%) windows for no stimulation data. This suggests that if a 1% criterion is applied across 10 blocks of 5 ms (so that within each window, a response is taken as significant if any point in the waveform exceeds the upper or lower 1% criterion), a false-positive rate close to 5% is obtained.
Five 5-ms time windows containing features with the highest detection percentages across participants were identified for further investigation (5 to 9.9 ms; 10 to 14.9 ms; 20 to 24.9 ms; 30 to 34.9 ms; 40 to 44.9 ms; Table 1 ). Measures of both timing and amplitude were subsequently obtained for all speech-evoked response peaks exceeding the 99% bootstrap confidence intervals within each of these time windows of interest, as well as for Wave V of the click-evoked response.
With respect to the click-evoked response, analysis was focused upon the well-characterized Wave V complex, occurring within the 5-to 9.9-ms time window and known to represent a robust, reliable, and commonly used ABR feature. Precise latency/amplitude values obtained for Wave V thereby served as a control; comparison with corresponding measures of various speech-evoked features was anticipated to infer the relative reliability and clinical validity of aspects of the /da/-associated ABR. 
RESULTS
Time-Domain Analysis Latencies and Amplitudes of Features in Speech-and ClickEvoked ABRs
• Based on the results of the bootstrap statistical technique, six features were identified within the /da/-evoked response, each objectively detected within at least 62.5% of participants' responses. These have been denoted 1a-4b (Fig. 1) . Figure 1 shows recordings to speech (LHS) and click (RHS) stimuli from two example subjects. The upper panels are from a subject with a strong speech-evoked response (containing all peaks) and the lower panel from a subject with a weaker response. Both subjects show clear click-evoked responses. This demonstrates the variability of speech-evoked responses in the current study. Figure 2 shows the amplitude of the most consistent peaks identified to click and /da/ stimuli. In general, the amplitudes of speech-evoked peaks were lower than those evoked by click stimulation. The majority of the data was normally distributed. Repeated measured analysis of variance (ANOVA) showed a significant effect of wave type on amplitude (F = 24.343, p < 0.001). Post hoc comparisons were made between the amplitude of wave V and the other waves using paired t tests. All waves evoked by the /da/ stimulus were highly significantly lower in amplitude than wave V of the click-evoked response (p < 0.001). Mean latencies of response features are summarized in analysis window (40 to 45 ms) were seen to exceed 3.1 in the majority of participants (13 of the total 16). Test-Retest Reliability • To determine whether discrete aspects of the speech-evoked response described were replicable, click and /da/ stimuli were presented to each participant twice. For each analysis window (as used in Table 1 ), the percentage of participants that showed a statistically significant response on the bootstrap analysis in each recording was calculated.
As a means of ruling out any influence of variation due to underlying subject noise between recordings, comparison was drawn between prestimulus noise levels for each of the four sets of recordings under consideration. Since data corresponding to click presentation two was found to be non-normally distributed (W(16) = 0.78, p < 0.05), a Freidman's ANOVA was conducted. There was no significant difference in prestimulus noise level between recordings one and two for click or speech stimulation. Figure 4 shows the consistency of peaks in the ABR responses to click and speech sounds, displaying the percentage of participants in which features were objectively detected within two replications. While Wave V of the click-evoked response was present in 100% of participants for both stimulus repetitions, the consistency of speech-evoked peaks varied considerably (Fig. 4) . Peak 2 was replicable in only 37.5% of subjects, meanwhile Peak 4b appeared most reliable (detected on both occasions within 87.5% of participants).
Paired t tests were used to check for significant differences between the first and second repeats for wave latency and amplitude. The analysis excluded features where less than 10 of the 16 recordings had waves present on both repetitions (which occurred only for waves 1a and 2). None of the amplitudes or latencies were significantly different between the first and second repeats (p > 0.05), suggesting good reproducibility.
Wave V latency and amplitude, wave 1a amplitude, wave 1b amplitude, wave 3a amplitude, wave 4a amplitude, and wave 4b latency and amplitude showed significant Pearson correlations (p < 0.05) between the first and second repetition. For the features with the highest numbers of detections (waves V and 4b), both amplitude and latency were significantly correlated across repetitions.
It is worth noting that intrasubject reliability was measured during a single testing session within the current investigation, while previous research has often completed retesting after a longer time period. Nevertheless, despite test-retest intervals of up to 12 months, most brainstem measures have not been found to change significantly (Song et al. 2011a; Hornickel et al. 2012) , though one notable exception within one study was the amplitude of the stimulus onset response (Russo et al. 2004 ). Figure 5 shows grand average waveforms for click, speech, and no stimulation data. It also shows the results of bootstrapping the spectra of the ABRs to identify which significant time-frequency features were consistent across subjects. For the click-evoked ABR, a total of 19 time-frequency points consistently exceeded the upper 99% value of the bootstrap amplitude distribution across all participants' recordings (denoted by dark red regions of the summed frequency spectrogram). By contrast, there were no consistent time-frequency points found to be significant across all 16 participants' speech-evoked ABRs (demonstrated by the Fig. 4 . Test-retest reliability. Percentage of participants in which discrete click-and /da/-evoked features were detected within both stimulus replications. absence of dark red regions within the summed speech-evoked spectrogram). A single time-frequency point was significant across 94% of participants for speech-evoked ABR, while 9 points were significant across 84% of bootstrap spectrograms. A possible increase in "noise" amplitude over a 50 to 60 ms time period (from 25 to 80 ms) was noted within the "no stimulus" grand average waveform (Fig. 5) . It is unclear whether this represents a true increase in noise or simply random fluctuation. Despite this, for the no stimulus condition, consistent significant time-frequency points (considered "false positives") were only seen across a maximum of 2 out of the 16 recordings.
Frequency-Domain Analysis
DISCUSSION
Previous research has documented features in the waveforms of speech-evoked ABRs. However, the clinical utility of such features depends upon the ease with which they can be reliably detected. Using bootstrap statistical detection in the time domain, we identified four, readily detectable waves within the /da/-evoked response, which in most subjects were of sufficient amplitude to be confidently distinguished from underlying background noise. While Wave V of the click-evoked response was detected within all participants' responses, the presence of speech-evoked features varied. No single component of the speech-evoked response was identified within 100% of participants within the time domain, with detection instead ranging from 93.75% (Peak 4b) to 62.5% (Peaks 1a, 1b and 2; Table 1 ). Furthermore, no consistently significant spectral features were evident across 100% of participants' speech-evoked responses when viewed within the frequency domain; however, 9 significant time-frequency points were consistently present across all participants' click-evoked responses.
This issue of varying morphology in the speech-evoked ABR is illustrated by Figure 1 , displaying click and corresponding /da/ responses obtained from two separate participants. On the one hand, Wave V is clearly evident within both participants' click-evoked responses (exceeding 99% bootstrap confidence intervals), with both sets of click-associated data also inferred to be of similar quality based upon comparable Wave V F sp values (13.22 and 17.19 for participants A and B, respectively). However, despite this Wave V detection consistency, differences are apparent with respect to speech-evoked peak presence; while peaks 1a-4b are all present within the response recording for participant A, only three (1a, 4a, and 4b) of the six components are of sufficient amplitude to be reliably distinguished from background noise in participant B. This is a particularly interesting observation given that prestimulus noise levels corresponding to each of these recordings appear relatively similar (0.08 and 0.09 μV, respectively), with peaks therefore unlikely to be significantly more obscured by noise for one participant than for the other. Indeed, this particular example serves to broadly illustrate the degree of variability encountered with respect to speech-evoked response features throughout this investigation, with a full set of peaks (1a-4b) objectively detected within less than half the participants' responses (6/16). From the data of the current study, it appears that the "Wave 4" complex (particularly its negative component, Peak 4b), occurring between 40 and 45 ms following stimulus onset, may represent the most reliable aspect of the /da/-evoked ABR. In particular, Wave 4 components proved to be of greatest amplitude, highly replicable from test to retest, no more variable in terms of latency or amplitude than Wave V, and associated with highest F sp values (comparable to those obtained for Wave V).
Previous research has identified seven characteristic peaks within the /da/-evoked response, termed V, A, C, D, E, F, and O, each proposed to relate to various major acoustic landmarks of the stimulus (Skoe & Kraus, 2010) . Of these, onset response peaks (V and A) have repeatedly been detected across 100% of normal hearing participants' responses in quiet (Russo et al. 2004; Hornickel et al. 2009a; Song et al. 2011a) . By contrast, the apparent onset response within the current investigation (consisting of Peaks 1a and 1b) was objectively detected across no more than 62.5% of participants. Indeed, while the negative component of the onset response (Wave A) has appeared largest in amplitude within previous research (Russo et al. 2004 ), the first negative response feature within the current study (1b) had the second smallest average amplitude and was therefore less likely to consistently exceed the amplitude of general background noise and be identified based on bootstrap analysis.
The most consistent response feature (4b), identified within 93.75% of subjects' responses, is closest in latency to previously defined Peak F (Russo et al. 2004) . However, there is still a noticeable difference between their respective average latencies; while "Peak F" has been reported to occur at an average latency of 39.73 ms (Russo et al. 2004) , this investigation showed "Peak 4b" to exhibit a comparative delay, instead appearing at 43.71 ms. A similar latency shift may exist across other response features recorded within the current investigation, given that the negative component of the apparent onset response complex (Peak 1b), the possible counterpart of which (Wave A) is suggested to occur at a mean latency of 7.51 ms, appears similarly delayed, recorded at an average latency of 10.92 ms within the current investigation (a delay of 3.4 ms). A possible explanation for this approximate 4 ms latency shift may be differences between our recording system and those used in other speech-evoked response research, such as the filter roll-off slopes in the amplifiers used.
While conclusions of early research examining CV response features appeared to be based around peaks subjectively detected by "experienced raters" (Russo et al. 2004) , various objective waveform analysis techniques have more recently been applied. In particular, Song et al (2011a) used a correlation between the entire stimulus waveform and the evoked response as a measure of response quality. Measures of SNR are also mentioned, but appear to refer to the SNR of the response as a whole. By contrast, within the current research, bootstrap analysis was used to identify the statistical significance of individual response features and for individual recordings. Furthermore, F sp values were used to indicate the quality of specific time windows within the speech-evoked response. As F sp generates a value indicating response strength, but does not directly indicate if the response is significant or not (as the degrees of freedom of the noise is not known), bootstrapping was used to convert F sp values to significance values for individual recordings. This allowed assessment of the statistical significance of specific peaks or time windows for individual recordings and subsequent exploration of the percentage of significant responses across individuals (which, to our knowledge, has not previously been carried out). It should be noted that detecting a response over a wider window (e.g., to state that over the whole window the response is present) is easier than detecting individual peaks, however the focus within the current investigation is on individual peaks.
A "Phaseogram" approach has also previously been applied to objectively measure features of the ABR, exploring how the phase of components of speech-evoked responses may vary for different stimuli (Skoe et al. 2011a ). This method uses the cross-power spectral density between responses to two stimuli to calculate phase differences over time and frequency. Application of an alternative bootstrapping approach to spectral data (testing whether time-frequency features in individual recordings were statistically different from background noise) was considered more robust within the current investigation, given concerns that phase measurements are sensitive to background noise, which generally increases when responses are combined. Furthermore, "Cross-Phaseograms" include frequencies that are not harmonics of the fundamental frequency, calculating phase at frequencies where no response would be expected, and potentially introducing difficulty in interpretation.
In the current study, stimuli were calibrated in dB nHL, with 0 nHL initially established for a group of subjects with normal hearing. The two stimuli were then each presented at 70 dB nHL. However, there are various options for the calibration of short speech stimuli including measuring the peak level, the rms level, and using either dB A or dB SPL. For clicks, peak equivalent SPL is commonly used, although this is not appropriate for /da/ as the stimulus is longer in duration, so a /da/ with the same peak level as a click would be louder. Some papers suggest measuring the SPL of a stimulus (e.g., Song et al. 2011a) , although the details of the SPL measurement are sometimes a little unclear. If the rms level of the stimulus is measured including gaps in the stimulus between /da/ presentations, then the peak level of the stimuli would be higher than when no gaps are included. We note that using a higher stimulus level or more averages may well improve the quality compared to the measurements we made, but our aim was to find a level that was comfortable for subjects to listen to for a prolonged time. It is possible that other papers exploring the /da/ response have used higher stimulus levels than we did, and this may explain why other studies report higher presence of response features than we found. Increasing the number of averages will on average improve SNR with the root of the number of sweeps taken, but for clinical work having a large number of averages may make recording durations problematic.
One issue with the use of the Bootstrap technique to find points in the response that are significant at the 1% level is that multiple time (or time-frequency) points may be compared. The process of conducting multiple statistical tests upon the same set of experimental data may inflate the probability of obtaining false-positive results. We therefore used a no-stimulus experimental condition to assess the false-positive rate arising from bootstrap analysis. For the "no stimulation" condition, points exceeding the upper and lower 1% bootstrap confidence intervals were considered to represent false positives. In the time domain, for 16 participants and 10 analysis time windows (160 windows), significant activity was observed within only 11 of 160 (i.e., 6.88%) of possible analysis windows. It therefore appears that by using the upper and lower 1% bootstrap confidence intervals, the overall probability of making a Type 1 error is close to the 5% (0.05) criterion typically applied in scientific statistical analysis.
CONCLUSIONS
This article explores the use of objective detection techniques to assess the reliability of features in the click-and speech-evoked ABR across 16 adult participants with normal hearing. F sp and bootstrapping approaches were used to assess the reliability of ABR features in the time domain, and bootstrapping was also applied to spectral time-frequency features.
The amplitude of features in speech-evoked responses was generally lower than the amplitude of click-evoked Wave V. Wave V of the click-evoked ABR was present in 100% of recordings on time-domain bootstrap analysis. Time-domain analysis identified four distinct regions within the /da/-evoked speech ABR, each associated with a reasonably high frequency of detection (>60%). However, none of the features were present in 100% of participants. The repeatability of Wave V of the click-evoked ABR was higher than that of the speech-evoked ABR.
Using bootstrap analysis of spectral information, some time-frequency features of the click-evoked ABR were present in 100% of participants, but for the speech-evoked ABR, time-frequency features were only present in a maximum of 94% of participants. For "no stimulation" data, no consistent time-frequency features were found.
Using brainstem encoding to explore higher-level cognitive processes in clinical practice will only be possible if individual speech-evoked response features can be reliably detected and measured (wave presence should ideally be at or near 100%). The objective analysis methods proposed in the current article appear a useful tool to identify how consistent peaks in the ABR are. Using this approach, features in the speech-evoked ABR are not as consistent as those to click-evoked ABR. Increasing stimulation level, increased numbers of averages, or the use of advanced noise reduction methods may increase wave presence. However, for the protocol used here, it does not appear that the presence of individual waves in the speechevoked ABR is sufficiently high for them to be relied on in clinical assessment.
