Abstract. In this paper, we propose a new efficient algorithm for the inexact matching problem. The algorithm decomposes the matching process into K phases, each exploiting a different part of solution space. With most plausible parts being searched first, only a small number of phases is required in order to produce very good matching (most of them optimal). A Content-based image retrieval application using the new matching algorithm is described in the second part of this paper.
Introduction
With advances in the computer technologies and the advent of the Internet domain, the task of finding visual information is increasingly important and complex. Many attempts have been reported in the literature using low-level features such as colour, texture, shape and size. We are interested in the use of graph representation and graph matching [1] [2] for content-based image retrieval. The graph allows representation of image content by taking advantage of object/region features and their interrelationships. Graph matching [3] makes it possible to compute similarity between images. Given a database of images, retrieving images similar to a query image amounts to determining the similarity between graphs. Many algorithms have been proposed for computing similarity between graphs by finding graph isomorphism or sub-graph isomorphism [4] . However, the algorithms for optimal matching are combinatorial in nature and difficult to use when the size of the graphs is large. The goal of this work is to develop a general and efficient algorithm that can be used easily to solve practical graph matching problems. The proposed algorithm is based on an application independent search strategy and can be run in a time-efficient way and, under some very general conditions, provides even optimal matching between graphs. We will show that the new algorithm can be effectively applied to content-based image retrieving. More importantly, this algorithm could help in alleviating the complexity problem in graph clustering, which is a very important step towards bridging the cap between structural pattern recognition and statistical pattern recognition [11] .
The New Graph Matching Algorithm
In this section, we present a new algorithm for the graph-matching problem. Given two graphs, the goal is to find the best mapping between their nodes that leads to the smallest matching error. The matching error between the two graphs is a function of the dissimilarity between each pair of matched nodes and the dissimilarity between the corresponding edges. It can be viewed as the distance between the two graphs [5] . The basic idea of the new algorithm is iterative exploration of the best possible node mappings and selection of the best mapping at each iteration phase by considering both the error caused by node matching as well as that caused by corresponding edge mapping. The underlying hypothesis of this algorithm is that a good mapping between two graphs likely match similar nodes. The advantage of this algorithm is that this iterative process often allows finding the optimal mapping within a few iterations by searching only the most plausible regions of solution space. In the first phase, the algorithm selects the best possible mapping(s) that minimize the error induced by node matching only. Of these mappings, those that also give the smallest error in terms of edge matching are retained. In the second phase, the algorithm examines the mappings that contain at least one second-best mapping between nodes and then again computes those mappings that give rise to the smallest error in terms of edge matching. This process continues through a predefined number of phases.
Algorithm Description
We suppose that distance measures associated with the basic graph edit operations have been defined; i.e. costs have already been associated with substitution of nodes and edges, deletion of nodes and edges, etc. The technique proposed here is inspired by both Ullman's [1] algorithm and the error-correcting sub-graph isomorphism procedure [4] , [6] , [9] , [10] . The new algorithm is designed for substitution operations only. It can easily be extended to deal with deletion and insertion operations by considering some special cases. For example, matching a node to a special (non-) node can perform deletion of the node. The algorithm is designed to find a graph isomorphism when both graphs have the same number of nodes and a sub-graph isomorphism when one has fewer nodes than the other. Given two graphs ) , , , (
is introduced, where n and m are the numbers of nodes in the first and the second graph, respectively. Each element ij p in P denotes the dissimilarity between node i in G 1 and node j in G 2 . We also use a second
The first step is to initialize matrix P by setting )) ( ), ( ( , the algorithm will set the value to 1 those elements of B corresponding to the second-smallest elements in each row of matrix P. The algorithm will extract the mappings from matrix B that contain at least one node-to-node mapping added to matrix B at this phase. Of these mappings and the mappings obtained in the first phase, those with the smallest cost are retained. The algorithm then proceeds to the next phase, and so on. A direct implementation of the above ideas would result in redundant extraction and testing of mappings, since any mapping extracted from matrix B at a given time will also be extracted from any subsequent matrix B. To solve this problem, a smart procedure has been designed. First, a matrix B' is introduced to contain all the possible node-to-node mappings considered by the algorithm so far. B is used as a 'temporary' matrix. At each phase (except the first), each of the n rows of B is examined successively. For each row i of B, all of the previous rows of B will contain all of the possible node-to-node mappings examined so far. The row i contains only the possible node-to-node mapping in the present phase. Finally, all of the following rows of B will contain only the possible node-to-node mappings examined in the previous phases. Such a matrix B guarantees that the mappings extracted as the algorithm progresses will never be the same and that all of the mappings that need to be extracted at each phase will indeed be extracted. To illustrate the algorithm, we present a detailed example. Fig. 1 shows the weights attributed to nodes and edges in the input and the model graphs respectively. The first step in the proposed algorithm computes a P matrix. Each row in P represents a node in the model graph and the columns represent nodes in the input graph. The P matrix is given in . Next the algorithm enters its second phase, exploring mappings containing at least one node-to-node matching which corresponds to the second-smallest value in a row of the matrix P. Table 4 illustrates the possible mappings extracted from the current B. 
2. Initialize B as follows: 
Matching_Nodes(B)
For each valid mapping in B 1. Compute the matching error induced by nodes. 2. Add the error induced by the corresponding edges to the matching error. 3. Save the actual matching if the matching error is minimal. The major parameter K defines the number of phases to be performed in order to find the best matching. Suppose, without loss of generality, that the size of the two graphs satisfies the following condition
, then the worst case complexity of the new algorithm is ) (
. This is to compare with ) ( 2 n m n O , the complexity for Ullman's algorithm [1] and the A*-based error-correcting sub-graph isomorphism algorithm [4] , [6] . In general, the new algorithm reduces the number of steps in the error-correcting algorithm by the factor of about
. This can be very significant when matching large graphs. Table 5 shows a comparison with the A*-based error-correcting algorithm over 1000 pairs of graphs generated randomly. The size of each graph is between 2 and 10 nodes. The experiment was run on a Sun Ultra 60 workstation (450 MHz CPUs). From the table, one can notice that the new algorithm performs extremely well in computing the optimal matching while maintaining very low average CPU times. For instance, when using 4 = K , the algorithm finds the optimal matching in 971 cases while using only 11 seconds in average. The A*-based algorithm needs 186 seconds in average although it guarantees to find the optimal matching. It is to be remarked that due to its complexity, the A*-based algorithm is generally not usable when the graphs to be matched have more than 10 nodes. The new algorithm does not suffer this limit. For example, matching two graphs of 11 and 30 nodes with 5 = K takes about 100 seconds. Details about the deduction of the complexity and about the performance of the algorithm can be found in our technical report [8] . The new algorithm does not require the use of heuristics. It can be used to find good matchings (usually optimal) in a short time. In this sense, it can be categorised in the class of approximate algorithms. 
Image Retrieval Based On the New Graph Matching Algorithm
The aim of this section is to show how graph matching contributes to image retrieval. In particular, we would like to show how the new matching algorithm could be used. For this purpose, we have generated an artificial image database so that extraction of objects and representation of the content by a graph are simplified. Our work is divided into two parts. First, we build an image database and define a graph model to represent images. Second, we make use of the new matching algorithm to derive a retrieval algorithm for retrieving similar images. The advantage of using a generated database is that it allows us to evaluate a retrieval algorithm in a more systematic way. We suppose that each image in the database contains regular shapes such as rectangles, squares, triangles, etc. An algorithm has been developed to build such a database. Only the number of images needs to be given by the user. The algorithm randomly generates all the other parameters. These random parameters define the number of object, the shape, color, size and position of each object in the image.
For easy manipulation of the database, only the description of the image is stored in a text file and a subroutine is created to save an image from and restore it to this text file. The description includes following variables: the numerical index of each image, the number of objects in the image, the shape of an object represented by a value between 1 and 5 (a square is represented by 1, a rectangle by 2, etc.), the size of the object; its color; its position; and its dimension. The second step in the process is to use graphs to represent the contents of images. Each node represents an object in an image and an edge represents the relation between two objects. In our work, three features describe a node: the shape, size and color of the object. Two features describe an edge: the distance between two objects and their relative position. These features are represented, respectively, using S, Z, C, D, and RP. The values of the first three features figure in the database. The Hausdorff distance [7] is computed for D. The relative position RP is a discrete value describing the location of objects with respect to each other [8] .
The retrieval algorithm
In this section, we adapt the matching algorithm described in Section 2 for retrieving images by content using graphs. Given a query image, the algorithm computes a matching error for each image in the data base, finds the best matching between the query image and any of the images in the database and extracts the similar images from the database. Fig.2 gives the schema of the retrieval algorithm. Obviously, if the database is very large, such a retrieval algorithm may not be appropriate. Organization of the database indices would be required so that the matching process will be done only on those images that are most likely similar to the query image. Graph clustering is one of the issues that we plan to investigate in the near future. Fig. 2 . The flow diagram of the retrieval algorithm The retrieval algorithm has six steps. The construction of the input and model graphs from the query and database images is done in the first and the second steps respectively. The new matching algorithm is then called in the third step to compute the matching error. To perform this task, the algorithm should compute n f , the error induced by the node-to-node matching, and e f , the error induced by the edge-to-edge 
Where I and B represent the input and the database graph respectively, and α, β, γ are the weighting coefficients for the shape, color and size. Similarly, f e is defined as:
The error related to the shape e s is set to zero if the two objects have the same shape; otherwise it is set to 1. Similarly, the error related to the relative position e p is set to zero if the pair of objects have the same value according to this feature; otherwise the error is set to 1. The respective errors related to the size, the color and the distance between two objects, e z , e c and e d , are defined by the following formulas:
In the fourth step, the retrieval algorithm computes a configuration error f c associated to the image that does not have the same number of objects or of edges as the query image. This error is effectively added to the matching error if the coefficient c is greater than zero.
) (
Here
are the number of objects and edges in the query and the database images respectively. In the next step, the algorithm saves the matching error and the corresponding mappings into a matching list. This process will be repeated for each image in the database. Finally, the algorithm sorts the matching list and outputs the most similar images. The different parameters α, β, γ, δ, ε, and c provide a variety of possibilities for the users to control the query.
The experimental results
In this section, we present some image retrieval experiments performed using the new retrieval algorithm. The aim of these experiments is to show that the algorithm can indeed retrieve expected images similar to the query image and that such retrieval can be performed according to various needs of the user. We have conducted the retrieval with the generated database containing 1000 images. The number of objects in each image varies between 2 and 9. For each experiment, the specification of the query will be detailed and the first three similar images will be showed. For these experiments, the query image itself is not a member of the database.
3.2.1
Image retrieval by shape In this experiment, the user is searching for images that contain three objects. Only the shape (two triangles and a square) is important to the user. For this purpose, the parameters in the two dissimilarity functions should be set as follows:
and all other parameters are set to zero. The image 528 has exactly the same objects as the query image according to the shape. In the second image only two objects can be matched and thus the error is not null. The third image has four objects and only two objects can be matched.
3.2.2
Image retrieval by shape and relative position In this experiment, the same query image is used. The user is searching for images that contain objects having the same shape and relative position as in the query image. For this purpose, the parameters in the two dissimilarity functions should be set as follows: 5 . 0 = α The algorithm is able to find the similar images considering both criteria. The image 7 is one of the two closest ones to the query image. The result is appealing visually. The (minimum) error of 1 is caused by two factors. One is the presence of a square object in the image 7 instead a triangle in the query image. The other one is the difference between the relative position square-triangle(big) in the query image and relative position Square-Square in the image 7.
The new graph-matching algorithm presented in this paper performs the search process in K phases. The promising mappings are examined in early phases. This allows computation of good matching with a small number of phases and increased computational efficiency. The new algorithm compares extremely well to the A*-based error correcting algorithm on randomly generated graphs. The new matching algorithm will be part of our content-based image retrieval system. A preliminary retrieval algorithm based on the new graph-matching algorithm has been reported here. Investigation is underway to discover cluster structures in the graphs so that the retrieval process can be focused on a reduced set of model graphs.
