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WEAK EQUIVALENCE TO BERNOULLI SHIFTS FOR SOME ALGEBRAIC
ACTIONS
BEN HAYES
Abstract. Let G be a countable, discrete group and f ∈ Mn(Z(G)). We continue our study of the con-
nections between operator theoretic properties of f as a convolution operator on ℓ2(G)⊕n and the ergodic
theoretic properties of the action of G on the Pontryagin dual of (Z(G)⊕n/Z(G)⊕nf), (denoted Xf ). Namely,
we prove that if G is a countable, discrete group and f ∈ Mn(Z(G)) is invertible on ℓ2(G)⊕n, but f is not
invertible in Mn(Z(G)), then the measure-preserving action of G on Xf equipped with the Haar measure is
weakly equivalent to a Bernoulli action. This explains some of the “Bernoulli-like” properties that GyXf
has. We shall in fact prove this weak equivalence in the case that f has a “formal inverse in ℓ2”.
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1. Introduction
Let G be a countable, discrete group. An algebraic action of G is an action GyX by continuous auto-
morphisms, where X is a compact, metrizable, abelian group. We often consider this action as a probability
measure-preserving action, giving X the Haar measure mX . The goal of this paper is to give examples
of algebraic actions which are, in a precise sense, similar to Bernoulli shifts. In particular, we shall give
examples related to invertible convolution operators. Given f ∈Mm,n(C(G)), write flk =
∑
h∈G f̂lk(h)h for
1 ≤ l ≤ m, 1 ≤ k ≤ n. We define operators λ(f) : c0(G)
⊕n → c0(G)
⊕m, and r(f) : co(G)
⊕m → c0(G)
⊕n by
(λ(f)ξ)(l)(g) =
n∑
k=1
∑
h∈G
f̂lk(h)ξ(k)(h
−1g), for g ∈ G, 1 ≤ l ≤ m, ξ ∈ c0(G)
⊕n
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(r(f)ξ)(l)(g) =
m∑
k=1
∑
h∈G
ξ(k)(h)f̂kl(h
−1g), for g ∈ G, 1 ≤ l ≤ n, ξ ∈ c0(G)
⊕m.
Note that λ(f)(ℓp(G)⊕n) ⊆ ℓp(G)⊕m for every 1 ≤ p ≤ ∞, so we may also regard λ(f) as an operator
ℓp(G)⊕n → ℓp(G)⊕m. Similar remarks apply to r(f). We also define r(f) : C(G)⊕m → C(G)⊕n by
(r(f)α)(l) =
m∑
k=1
αkfkl.
We let Xf be the Pontryagin dual of Z(G)
⊕n/r(f)(Z(G)⊕m), i.e. Xf is the space of group homomorphisms
from Z(G)⊕n/r(f)(Z(G)⊕m) to T = R/Z. We then have a natural action of G on Xf by
(gθ)(a) = θ(g−1a), for a ∈ Z(G)⊕n/r(f)(Z(G)⊕m), θ ∈ Xf , g ∈ G.
When m = n = 1, this is called a principal algebraic action and has been studied by many authors (see
[2],[6],[7],[12],[14],[15],[16],[17]). We will call the case of m = n (but not necessarily m = n = 1) a balanced
algebraic action, essentially all of what can be said about principal algebraic actions can be said for balanced
algebraic actions (see e.g. [8],[9],[10],[12]). A principal theme through much of the recent work studying
algebraic actions is that ergodic theoretic properties of G y (Xf ,mXf ) (e.g. ergodicity, complete positive
entropy when G, expansiveness) translate into operator theoretic properties of λ(f). For example, when
m = n and λ(f) is invertible as an operator ℓ2(G)⊕n → ℓ2(G)⊕n the action G y (Xf ,mXf ) shares many
properties with Bernoulli shifts: it is ergodic ([14]), in fact mixing ([4]), the Koopman representation is
isomorphic to an infinite direct sum of the left regular representation, and it has completely positive entropy
when G is assumed to be sofic ([8]). We remark that if m 6= n and f ∈Mm,n(Z(G)), then it is not possible
that λ(f) is invertible ℓ2(G)⊕n → ℓ2(G)⊕m (this follows e.g. from [18] Lemma 1.13 (5)).
The goal of this paper is to give a precise statement of the similarity of these actions to Bernoulli shifts:
namely we show that they are weakly equivalent to Bernoulli shifts. Weak equivalence is related to the notion
of weak containment introduced by Kechris (see Chapter II.10 of [11]). Suppose we are given a probability
measure-preserving action Gy(X,µ) and a measurable map φ : X → A where A is finite. For a finite F ⊆ G,
define φF : X → AF by φF (x)(g) = φ(g−1x). We say that Gy(X,µ) is weakly contained in another action
Gy(Y, ν) if for every finite set A, every measurable φ : X → A, every finite F ⊆ G, and every ε > 0, there
is a measurable ψ : Y → A so that
‖φF∗ (µ)− ψ
F
∗ (ν)‖ < ε,
where the norm in question is the total variation norm. Intuitively, any “finitary piece” of Gy(X,µ) can
be approximated arbitrarily well by some “finitary piece” of Gy(Y, ν) (in many ways, this definition is
analogous to weak containment of representations or finite representability of Banach spaces). We then
say Gy(X,µ), Gy(Y, ν) are weakly equivalent if Gy(X,µ) is weakly contained in Gy(Y, ν) and Gy(Y, ν)
is weakly contained in Gy(X,µ). We mention that much of the interest of this problem comes from the
question of whether or not Gy(Xf ,mXf ) is isomorphic to a Bernoulli shift when f is invertible in ℓ
1(G)
(see Conjecture 6.8 in [17] where this is conjectured when G = Zd). As mentioned before, many works have
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already shown that Gy(Xf ,mXf ) shares many properties of Bernoulli shift actions when λ(f) is invertible
as an operator ℓ2(G)⊕n → ℓ2(G)⊕n (which is weaker than f being invertible in ℓ1(G)).
We will actually prove something more general than just saying that Gy(Xf ,mXf ) is weakly contained
in Bernoulli shifts if λ(f) is invertible, we will prove this weak containment when λ(f) just has an “ℓ2 formal
inverse.” Given ξ ∈Mn(ℓ
2(G)), α ∈Mn(C(G)) we define αξ, ξα ∈Mn(ℓ
2(G)) by
(αξ)ij =
n∑
k=1
λ(α)ikξkj , (ξα)ij =
n∑
k=1
r(α)kjξik.
We say that x ∈Mn(C(G)) has an ℓ
2 formal inverse if there is a ξ ∈Mn(ℓ
2(G))) so that
(1) (xξ)ij = δi=jδe, (ξx)ij = δi=jδe,
The concept of an ℓ2 formal inverse is related to the concept of a c0 formal inverse that appears in [3, Example
4.7]. To the best of our knowledge, this is the first time this has appeared in the literature. As discussed in
Section 2, it is related to the algebra of measurable operators affiliated to the group von Neumann algebra
defined, for example, in [22] IX.2 . This algebra is often used in functional analysis, but we will not need
it for this paper. In Section 2, we will show that if ξ ∈ Mn(ℓ
2(G)) and either one of the equations in (1)
hold, then ξ is an ℓ2 formal inverse to x. From this, it follows that x has an ℓ2 formal inverse if and only if
x(ℓ2(G)⊕n) ⊇ cc(G)
⊕n. It is also true that if an ℓ2 formal inverse exists, then it is unique (see Section 2).
Our main theorem is the following.
Theorem 1.1. Let G be a countably infinite, discrete group and let f ∈ Mn(Z(G)). Suppose that f has an
ℓ2 formal inverse, but that f /∈ GLn(Z(G)). Then Gy(Xf ,mXf ) is weakly equivalent to a Bernoulli shift.
Note that this covers the case when λ(f) is invertible in B(ℓ2(G)⊕n). One direction of the proof of Theorem
1.1 relies on a result of Abe´rt-Weiss in [1], as well as the fact that the action is free modulo its kernel (which
is a finite group). This last fact follows from the fact that these actions are mixing (essentially following from
[4] Lemma 5.4 or [3] Theorem 4.1) as well as a stunning theorem of Tucker-Drob (see [23]), which ultimately
relies on the Feit-Thompson thoerem. In an earlier draft of this paper, we wrote an elementary proof of the
fact that if f ∈Mn(Z(G)) has an ℓ
2 formal inverse, then Gy (Xf ,mXf ) is free modulo its kernel. We have
elected not to include this proof so as to not introduce too many technalities that may distract from the
main result of the paper.
To illustrate the breadth of our results, we mention a few examples of f ∈ Z(G) which have λ(f) invertible.
This is the case if f is invertible in ℓ1(G), which, by standard Banach algebra techniques, applies if f =
b−
∑
x axx with
∑
x |ax| < |b|. For examples where λ(f) is invertible, but f is not invertible in ℓ
1(G), suppose
that G is nonamenable and again consider f = b −
∑
x axx, but now suppose that {y
−1x : x, y ∈ G, ax 6=
0, ay 6= 0} generates a nonamenable subgroup of G, and that
∑
x |ax| = b. In this case, it is well known that∥∥∥∥∥
∑
x
axλ(x)
∥∥∥∥∥ < b
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and this again implies that λ(f) is invertible. In general it is not clear if f is invertible in ℓ1 or not. However,
if we additionally assume that ax ≥ 0 for all x ∈ G, then consideration of the homomorphism ℓ
1(G) → C
defined by α 7→
∑
g αg shows that f is not invertible in ℓ
1(G). This example is called the Harmonic model,
since Xf may be regarded as the space of Harmonic functions f : G→ R/Z. The Harmonic model was studied
in [3] and it is related to Wired Spanning Forests and tree entropy as defined by Lyons in [19]. Another
example can be given as follows: assume there are g, h ∈ G so that g, h such that the semigroup generated
by g, h (but not necessarily the group generated by g, h) is a free semigroup. It then follows from Example
A.1 of [13] that
f = 3e+ (e− g − g2)h
has the property that λ(f) is invertible, but f is not invertible in ℓ1(G).
Acknowledgments. I thank the anonymous referee for their comments and suggestions, which improved
the paper. I thank Lewis Bowen for interesting discusssions related to this problem. I thank Brandon Seward
for suggesting that it may be interesting to find new examples of algebraic actions weakly equivalent to
Bernoulli shifts.
2. Preliminaries on ℓ2 formal inverses
We start by introducing some notation. For any vector space V, we wil think of V ⊕n as all functions
{1, . . . , n} → V. For f ∈ Mn(C(G)), we let λ(f), r(f) ∈ B(ℓ
2(G)⊕n) be defined as in the introduction. For
v ∈ V and an integer n, we let v ⊗ idn ∈ Mn(V ) be defined by (v ⊗ idn)ij = δi=jv for 1 ≤ i, j ≤ n. If the
integer n is clear from context, we will often write id instead of idn .
We let L(G) be the closure of λ(C(G)) in the strong operator topology. Define J : ℓ2(G) → ℓ2(G)
by (Jξ)(g) = ξ(g−1). Given x ∈ L(G), ξ ∈ ℓ2(G), we set ξx = J(xJξ). Note that if f ∈ C(G), then
ξλ(f) = r(f)(ξ), and so this agrees with right multiplication by f. For x ∈Mn(ℓ
2(G)), we let x̂ = x ·(δe⊗ id).
Note that (x̂)ij = x̂ij . We extend this notation to Mn(C(G)) by setting α̂ = λ̂(α) for α ∈ Mn(C(G)). For
α ∈ C(G)⊕n, we define α̂ ∈ ℓ2(G)⊕n by α̂(j) = α̂(j). Given ξ ∈ Mn(ℓ
2(G)), α ∈ Mn(L(G)) we define
ξα ∈Mn(ℓ
2(G)), αξ ∈Mn(ℓ
2(G)) by
(ξα)ij =
n∑
k=1
ξikαkj , (αξ)ij =
n∑
k=1
αikξkj for 1 ≤ i, j ≤ n.
We define ‖ · ‖2 on Mn(ℓ
2(G)) by ‖ξ‖22 =
∑
1≤i,j≤n ‖ξij‖
2
2. For ξ ∈Mn(ℓ
2(G)), we define ξ∗ ∈Mn(ℓ
2(G)) by
(ξ∗)ij(g) = ξji(g−1).
For ξ ∈Mn(ℓ
2(G)) we define r(ξ) : C(G)⊕n → ℓ2(G)⊕n by
(r(ξ)α)(l) =
n∑
k=1
λ(α(k))ξkl .
It is straightforward to see that r(f)r(ξ) = r(ξλ(f)) and r(ξ)r(f) = r(λ(f)ξ) for ξ ∈ Mn(c0(G)), f ∈
Mn(C(G)). It is easy to see that if α ∈ C(G), f ∈Mm,n(C(G)), then
r(f)(λ(α)ξ) = λ(α)(ξλ(f)), λ(f)(ξα) = (λ(f)ξ)α
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and that if f1 ∈Mm,n(Z(G)), f2 ∈Mn,k(Z(G)), then
λ(f1f2) = λ(f1)λ(f2), r(f1f2) = r(f2)r(f1).
We let Xf be the Pontryagin dual of Z(G)
⊕n/r(f)(Z(G)⊕m). For α ∈ Z(G)⊕n and θ ∈ (TG)⊕n we define
〈θ, α〉T =
∑
1≤l≤n
∑
g∈G
α̂(l)(g)θ(l)(g).
This duality identifies (TG)⊕n with the Pontryagin dual of Z(G)⊕n.
We now prove some basic properties of ℓ2 formal inverses. One of our crucial results is that if λ(f) ∈
Mn(C(G)), ξ ∈ Mn(ℓ
2(G)) and λ(f)ξ = δe ⊗ id, then automatically ξλ(f) = δe ⊗ id . We remark that
essentially all of this can be proved by working in the algebra of measurable operators affiliated to L(G)
(see [22] IX.2 for the necessary definition). Indeed, having an ℓ2 formal inverse is equivalent to saying that
λ(f) is injective and that its inverse (as an unbounded operator) is in the noncommutative L2-space of L(G)
with respect to the trace. To avoid this (somewhat technical) background, we will reprove some known facts
about ℓ2 inverses in a more elementary way (in particular, both Propositions 2.2 and 2.1 can be derived from
known properties of the algebra of measurable operators).
Proposition 2.1. Let G be a countable, discrete group.
(i) For any α, β ∈Mn(L(G)) we have that α̂β = α̂β = αβ̂.
(ii) If we have a sequence xn ∈Mn(L(G)) and xn → x in the strong operator topology, then ‖x̂n− x̂‖2 → 0.
(iii) If x ∈Mn(L(G)) and x̂ = 0, then x = 0.
(iv) For ξ ∈Mn(ℓ
2(G)), α, β ∈ C(G)⊕n we have 〈r(ξ)α, β̂〉 = 〈α̂, r(ξ∗)β〉.
Proof. (i): The fact that αβ̂ = α̂β is tautological, so we only present the proof that α̂β = α̂β. First observe
that δeλ(f) = λ̂(f) for any f ∈ C(G). It follows that δex̂ = x̂ for any x ∈ L(G) by approximating x in the
strong operator topology by elements of C(G). This implies (i) when α, β ∈ L(G). The general case reduces
to the case α, β ∈ L(G) by a direct calculation.
(ii): This is automatic from the fact that if Tn is a sequence in Mn(B(ℓ
2(G)) and T is any element of
Mn(B(ℓ
2(G))), then Tn → T in the strong operator topology if and only if (Tn)ij → Tij in the strong
operator topology for all 1 ≤ i, j ≤ n.
(iii): Since x̂ij = x̂ij , it is enough to handle the case n = 1. In this case, ‖x̂‖
2
2 = τ(x
∗x), where τ : L(G)→ C
is defined by τ(x) = 〈xδe, δe〉. By ([18], Theorem 1.9 (3)), we see that ‖x̂‖
2
2 = 0 if and only if x = 0.
(iv): By a direct calculation, the case of general n reduces to the case n = 1, so we assume that n = 1. It
is straightforward to see that for any c ∈ C(G) we have that 〈ξ, ĉ〉 = 〈ĉ∗, ξ∗〉. Thus,
〈r(ξ)α, β̂〉 = 〈λ(α)ξ, λ(β)δe〉 = 〈ξ, λ(α
∗β)δe〉 = 〈λ(β
∗α)δe, ξ
∗〉 = 〈λ(α)δe, λ(β)ξ
∗〉 = 〈α̂, r(ξ∗)β〉.

We present some basic properties of ℓ2 formal inverses. If T ∈ B(ℓ2(G)⊕n) is a normal operator and φ
is a bounded Borel function, we let φ(T ) be the operator defined by Borel functional calculus (see [5] IX.2
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for the necessary background). If T ∈ B(ℓ2(G)⊕n) is an arbitrary operator, we let |T | = (T ∗T )1/2. Note
that these comments apply to elements of Mn(L(G)), since we may view B(ℓ
2(G)⊕n) ∼= Mn(B(ℓ
2(G))) in a
natural way.
Proposition 2.2. Let G be a countable, discrete, group and f ∈ Mn(C(G)). Suppose that ξ ∈ Mn(ℓ
2(G))
and λ(f)ξ = δe ⊗ id . Then
(i) λ(f) is injective as an operator ℓ2(G)⊕n → ℓ2(G)⊕n,
(ii) The operator Lλ(f) : Mn(ℓ
2(G))→Mn(ℓ
2(G)) given by Lλ(f)(ζ) = λ(f)ζ is injective,
(iii) ξλ(f) = δ ⊗ id,
(iv) ξ ∈Mn(ℓ
2(G,R)).
Proof. (i): Suppose that λ(f) is not injective. By the rank-nullity theorem for von Neumann dimension
([18] Theorem 1.12 (2)), and the fact that f is a square matrix, we know that dimL(G)(Imλ(f))
⊥) =
dimL(G)(kerλ(f)) > 0. So if we let p ∈Mn(L(G)) be the projection onto the orthogonal complement of the
image of λ(f), we then have that p 6= 0. Since pλ(f) = 0,
p̂ = p(δe ⊗ id) = pλ(f)ξ = (pλ(f))ξ = 0.
Thus p̂ = 0, so p = 0 by Proposition 2.1 (iii) and we have a contradiction.
(ii): Define Φ: (ℓ2(G)⊕n)⊕n →Mn(ℓ
2(G)) by
Φ(ξ)ij = ξ(j)(i) for 1 ≤ i, j ≤ n
It is straightforward to check that Φ is a unitary and that
Φλ(f)⊕n = λ(f)⊕nΦ.
So this follows from (i).
(iii): Let λ(f) = u|λ(f)| be the polar decomposition (see [5] Proposition VIII.3.11), as is well known (see
[21] Proposition 3.14) we have that u, |λ(f)| ∈Mn(L(G)). Note u
∣∣
ker(λ(f)
induces an isometry (kerλ(f))⊥ →
Imλ(f) and hence, by part (i), we know that u is a unitary operator on ℓ2(G)⊕n. Let pk be a sequence of
real polynomials with |pk(t)| ≤
1
t for t ∈ [−‖λ(f)‖, ‖λ(f)‖] and so that pk(t) →
1
t uniformly on compact
subsets of [−‖λ(f)‖, ‖λ(f)‖] \ {0}. Let φk = pk(|λ(f)|)u
∗. Observe that φkλ(f) = pk(|λ(f)|)|λ(f)|, λ(f)φk =
upk(|λ(f)|)|λ(f)|u
∗. Since λ(f) is injective, we know that χ{0}(|λ(f)|) = Projker(λ(f)) = 0, so by the spectral
theorem we have that χ(0,∞)(|λ(f)|) = 1. Another application of the spectral theorem shows that (with
limits being taken in the strong operator topology):
lim
k→∞
λ(f)φk = lim
k→∞
pk(|λ(f)|)|λ(f)| = χ(0,∞)(|λ(f)|) = 1, lim
k→∞
λ(f)φk = uχ(0,∞)(|λ(f)|)u
∗ = 1,
with the last equality following because u is a unitary.
Now set ξk = φk(δe ⊗ id). By the above limiting formulas, we have that:
‖ξk − ξ‖ = ‖φk(δe ⊗ id)− ξ‖ = ‖(φkλ(f)− id)ξ‖ →k→∞ 0.
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So by Proposition 2.1 (i),
ξλ(f) = lim
k→∞
ξkλ(f) = lim
k→∞
φ̂kλ(f) = lim
k→∞
φ̂kλ(f) = δe ⊗ id,
the last equality following because φkλ(f)→k→∞ id in the strong operator topology.
(iv): Define a conjugate-linear map C : Mn(ℓ
2(G)) → Mn(ℓ
2(G)) by (Cζ)ij = ζij for 1 ≤ i, j ≤ n. Since
f ∈Mn(Z(G)) ⊆Mn(R(G)), we have that Lλ(f)C = CLλ(f) So,
Lλ(f)(Cξ) = CLλ(f)ξ = Cλ(f)ξ = C(δe ⊗ id) = δe ⊗ id = Lλ(f)(ξ).
Hence, by (ii), we know that Cξ = ξ, i.e. ξ ∈Mn(ℓ
2(G,R)).

We close with a proposition which says that the actions we are considering are mixing. This argument is
well known (see e.g. [4] Lemma 5.4 or [3] Theorem 4.1) and we only present it for completeness. Recall that
if Gy X is an algebraic action, then the homoclinic group of X, denoted ∆(X), is defined by
∆(X) = {x ∈ X : lim
g→∞
gx = 1}.
Proposition 2.3. Let G be a countable, discrete group and suppose that f ∈ Mn(Z(G)) has an ℓ
2 formal
inverse. Then Xf has a dense homoclinic subgroup and, in particular, the action Gy(Xf ,mXf ) is mixing.
Proof. Once we show that ∆(Xf ) is dense, the fact that the action is mixing is well-known, see e.g. [3]
Proposition 4.6. Define q : ℓ2(G)⊕n → (TG)⊕n by (q(ζ))(l)(g) = ζ(l)(g)+Z for 1 ≤ l ≤ n, g ∈ G. Let ξ be an
ℓ2 formal inverse to f. We claim that q(r(ξ∗)Z(G)⊕n) is a dense subgroup of Xf . Clearly, q(r(ξ
∗)Z(G)⊕n) is
a subgroup of (TG)⊕n. By Proposition 2.1 (iv), for every α, β ∈ Z(G)⊕n we have
〈r(f)α, q(r(ξ∗)b)〉T = 〈r̂(f)α, r(ξ
∗)β〉 = 〈r(ξ)r̂(f)α, β̂〉 = 〈r(λ(f)ξ)α̂, β̂〉+ Z = 〈α̂, β̂〉+ Z = Z.
This shows that q(r(ξ∗)Z(G)⊕n) ⊆ Xf . Since r(ξ
∗)C(G)⊕n ⊆ ℓ2(G)⊕n ⊆ c0(G)
⊕n, it is clear that
q(r(ξ∗)Z(G))⊕n) ⊆ ∆(Xf ).
To see that q(r(ξ∗)Z(G))⊕n) is dense in Xf , suppose that α ∈ Z(G)
⊕n and 〈α, r(ξ∗)β〉T = 0 for all
β ∈ Z(G)⊕n. By the same computations as above, we have 〈r(ξ)α, β̂〉 ∈ Z for all β ∈ Z(G)⊕n. Applying this
observation to β = e ⊗ ej for j = 1, . . . , n we see that r(ξ)α ∈ cc(G,Z)
⊕n. So we may write r(ξ)α = q̂ for
some q ∈ Z(G)⊕n, and thus
α̂ = r(f)r(ξ)α̂ = r̂(f)q.
This implies that α = r(f)q ∈ r(f)(Z(G)⊕n).

We remark that this proof in fact show that Gy (Xf ,mXf ) is mixing if f has a “c0 formal inverse” (the
definition of a “c0 formal inverse” being an obvious modification of the definition of ℓ
2 formal inverse, see
for example [3, Example 4.7]).
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3. Weak Equivalence
In this section, we present the proof of Theorem 1.1. By Section 2, we know that the actions we are
concerned with are all mixing actions. Hence, by [23] these actions are free (modulo their kernels, which are
finite). By Abe´rt-Weiss’ theorem (see [1]) we can focus on showing that Gy(Xf ,mXf ) is weakly contained in
a Bernoulli action. Our proof is a small modification of the strategy of Bowen in [2]: we start by embedding
Xf ⊆ (T
G)⊕n and regarding mXf as a measure on (T
G)⊕n. Following the method in [2], we will write mXf
as a weak∗-limit of measures on (TG)⊕n which are factors of Bernoulli measures. Unfortunately we cannot
directly follow the methods in [2], because we are not assuming that f is invertible in Mn(ℓ
1(G)), and so
we cannot directly convolve an element in ℓ∞(G)⊕n with the adjoint of the inverse of f. We will instead
convolve with the adjoints of “approximate inverses” of f and write the Haar measure as a weak∗-limit of
such measures.
We start by proving a lemma that will do most of the heavy lifting in our prof of weak containment. If
A is a countable abelian group, we define eva : Â→ C by eva(x) = exp(2πix(a)). Given µ ∈ Prob(Â), recall
that the Fourier transform of µ is a function µ̂ : A→ C defined by:
µ̂(a) =
∫
eva dµ.
Given a finite set E, we let uE be the uniform probability measure on E.
Lemma 3.1. Let G be a countable group and fix natural numbers m,n. Then there is a unique function
Φm : Mn(ℓ
2(G,R))→ ProbG((T
G)⊕n),
such that, denoting µm,ξ = Φm(ξ), we have
µ̂m,ξ(α) =
∏
g∈G,
1≤l≤n
sin((2m+ 1)π(r(ξ)α)(l)(g))
(2m+ 1) sin(π(r(ξ)α)(l)(g))
, for all α ∈ Z(G)⊕n.
Moreover:
(i) Φm is continuous if we give ℓ
2(G)⊕n the norm topology and ProbG((T
G)⊕n) the weak∗ topology,
(ii) if ξ ∈Mn(cc(G,R)), then there is a G-equivariant map ρ : ({−m, . . . ,m}
G)n → (TG)⊕n so that
ρ∗((u
G
{−m,...,m})
n) = µm,ξ.
Remark: It is part of the statement of the Lemma that the product on the right hand side converges.
Proof. Define Ψ: ℓ2(G,R)⊕n → R by
Ψ(ξ) =
∏
g∈G,
1≤l≤n
sin((2m+ 1)πξ(l)(g))
(2m+ 1) sin(πξ(l)(g))
.
We make the following three claims:
Claim 1: for every ξ ∈ ℓ2(G,R)⊕n, the product defining Ψ(ξ) converges,
Claim 2: Ψ is continuous if we give ℓ2(G,R)⊕n the norm topology,
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Claim 3: for every ξ ∈ Mn(cc(G,R)), there is a µm,ξ ∈ ProbG((T
G)⊕n) with µ̂m,ξ(α) = Ψ(r(ξ)α) for
every α ∈ Z(G)⊕n, and so that µm,ξ is a factor of the Bernoulli shift measure on ({−m, . . . ,m}
G)n
Suppose we grant these three claims. Define a function Ψ˜ : Mn(ℓ
2(G))→ RZ(G)
⊕n
by Ψ˜(ξ)(α) = Ψ(r(ξ)α).
By continuity of Ψ, the map Ψ˜ is continuous if we give RZ(G)
⊕n
the product topology. By abstract Fourier
analysis, the map F : Prob((TG)⊕n) → CZ(G)
⊕n
sending each measure to its Fourier transform is a home-
omorphism onto its image (giving Prob((TG)⊕n) the weak∗ topology and CZ(G)
⊕n
the product topology).
By Claim 3, we know that F(Prob((TG)⊕n)) ⊇ Ψ˜(Mn(cc(G,R))). By continuity of Ψ˜, and the fact that
F(Prob((TG)⊕n)) is closed, we find that Ψ˜(Mn(ℓ
2(G,R))) ⊆ F(Prob((TG)⊕n). The fact that F is a homeo-
morphism onto its image, the inclusion Ψ˜(Mn(ℓ
2(G,R))) ⊆ F(Prob((TG)⊕n)), and the continuity of Ψ˜ easily
imply the lemma. So we focus on proving Claims 1-3.
To prove Claim 1, fix a ξ ∈ ℓ2(G,R)⊕n and set
f(x) =
sin((2m+ 1)πx)
(2m+ 1) sin(πx)
.
By standard real analysis, to prove Claim 1 it is enough to show that
∑
g∈G,
1≤l≤n
|1− f(ξ(l)(g))| <∞.
Writing out the first three terms in the power series expansion of f, we see that there is a constant C > 0
so that |1− f(x)| ≤ Cx2. So
∑
g∈G,
1≤l≤n
|1− f(ξ(l)(g))| ≤ C
∑
g∈G,
1≤l≤n
|ξ(l)(g)|2 <∞,
as ξ ∈ ℓ2(G,R)⊕n. This proves Claim 1.
We now prove Claim 2, we only need a slightly more sophisticated argument than that of Claim 1 to
prove Claim 2. Choose a B > 0 so that for any x, y ∈ R with |1− x|, |1− y| < 12 we have | log(x)− log(y)| ≤
B|x − y|. Note that f is an even function, so it follows by expanding f in a power series that we may find
A, δ > 0 with |f(x) − f(y)| ≤ A|x2 − y2|, if |x|, |y| ≤ δ. We may assume that δ > 0 is small enough so
that |1 − f(x)| < 12 for all x ∈ (−δ, δ). Now suppose that we are given a sequence ξk ∈ ℓ
2(G,R)⊕n and a
ξ ∈ ℓ2(G,R)⊕n with ‖ξk − ξ‖2 → 0. Without loss of generality, we may assume that ‖ξk − ξ‖2 <
δ
2 for all k.
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Let E =
{
(l, g) ∈ {1, . . . , n} ×G : |ξ(l)(g)| ≥ δ2
}
. Then E is a finite set, and∣∣∣∣∣∣
∑
(l,g)∈Ec
log(f(ξ(l)(g)))−
∑
(l,g)∈Ec
log(f(ξk(l)(g)))
∣∣∣∣∣∣ ≤ B
∑
((l,g)∈Ec
|f(ξ(l)(g))− f(ξk(l)(g))|
≤ AB
∑
((l,g)∈Ec
|ξ(l)(g)2 − ξk(l)(g)
2|
≤ AB‖ξ − ξk‖2‖ξ + ξk‖2
≤ AB
(
‖ξ‖2 +
δ
2
)
‖ξ − ξk‖2
→k→∞ 0.
Exponentiating, we have:
lim
k→∞
∏
(l,g)∈Ec
f(ξk(l)(g)) =
∏
(l,g)∈Ec
f(ξ(l)(g)).
As E is finite,
lim
k→∞
∏
(l,g)∈E
f(ξk(l)(g)) =
∏
(l,g)∈E
f(ξ(l)(g))
and this proves that Ψ is continuous.
It thus remains to prove Claim 3. Let q : cc(G,R)
⊕n → (TG)⊕n be defined by q(ξ)(l)(g) = ξ(l)(g) + Z,
for all 1 ≤ l ≤ n, g ∈ G, and define ρ : ({−m, . . . ,m}G)n → (TG)⊕n by ρ(x)(l)(g) = (q(r(ξ∗)x))(l)(g). Set
µm,ξ = ρ∗((u
G
{−m,...,m})
n). For any t ∈ R we have, by a direction computation, that∫
{−m,...,m}
e2piitj du{−m,...,m}(j) =
sin((2m+ 1)πt)
(2m+ 1) sin(πt)
,
(see e.g [20] section 8.13). Thus∫
(TG)⊕n
evα dµm,ξ =
∫
({−m,...,m}G)n
e2pii〈r(ξ
∗)x,α̂〉 d(uG{−m,...,m})
n(x)
=
∫
({−m,...,m}G)n
e2pii〈x̂,r(ξ)α〉 d(uG{−m,...,m})
n(x)
=
∏
1≤l≤n
∏
g∈G
sin((2m+ 1)π(r(ξ)α)(l)(g)))
(2m+ 1) sin(π(r(ξ)α)(l)(g))
.

Theorem 3.2. Let G be a countable, discrete, group and suppose that f ∈ Mn(Z(G)) has an ℓ
2 formal
inverse. Then Gy(Xf ,mXf ) is weakly equivalent to a Bernoulli shift.
Proof. By Theorem 1.4 of [23], and Proposition 2.3, we know that Gy (Xf ,mXf ) is free modulo its kernel,
and that this kernel is finite. It thus follows from [1] that Gy(Xf ,mXf ) weakly contains any Bernoulli
shift. So we only present the proof that G y (Xf ,mXf ) is weakly contained in any Bernoulli shift. We
adopt notation as in Lemma 3.1. Let ξ be an ℓ2 formal inverse to f. By Proposition 2.2 (iv), we may
find a seqeuence ξk ∈ Mn(cc(G,R)) so that ‖ξk − ξ‖2 → 0. By part (ii) of Lemma 3.1, we know that each
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Gy ((TG)⊕n, µm,ξk) is weakly contained in any Bernoulli shift. So by Proposition 5.2 of [2] and Lemma 3.1
(i), it is enough to show that
(2) lim
m→∞
µm,ξ = mXf weak
∗.
Using Lemma 3.1 and the fact that {evα : α ∈ Z(G)
⊕n} spans a norm dense subset of (TG)⊕n, to prove (2)
we simply have to show that
lim
m→∞
∏
1≤l≤n
∏
g∈G
sin((2m+ 1)π(r(ξ)α)(l)(g)))
(2m+ 1) sin(π(r(ξ)α)(l)(g))
=


1, if α ∈ r(f)(Z(G)⊕n),
0, if α /∈ r(f)(Z(G)⊕n).
Suppose that α ∈ r(f)(Z(G)⊕n) and write α = r(f)β with β ∈ Z(G)⊕n. Then r(ξ)α = r(ξ)r(f)β =
r(λ(f)ξ)β = β̂, so r(ξ)α ∈ cc(G,Z)
⊕n, and∏
1≤l≤n
∏
g∈G
(
sin((2m+ 1)π(r(ξ)α)(l)(g))
(2m+ 1) sin(π(r(ξ)α)(l)(g))
)
= 1
for every m.
Suppose that α /∈ r(f)(Z(G)⊕n). By Proposition 2.2 (iv) we have r(f)r(ξ)α = α̂, and since α /∈
r(f)(Z(G)⊕n), we must have that r(ξ)α /∈ cc(G,Z)
⊕n . Hence we can find an integer 1 ≤ l0 ≤ n, and
a g0 ∈ G so that (r(ξ)α)(l0)(g0) /∈ Z. As∫
e2piij(r(ξ)α)(l)(g) du{−m,...,m}(j) =
sin((2m+ 1)π(r(ξ)α)(l)(g))
(2m+ 1) sin(π(r(ξ)α)(l)(g))
we have that ∣∣∣∣ sin((2m+ 1)π(r(ξ)α)(l)(g))(2m+ 1) sin(π(r(ξ)α)(l)(g)))
∣∣∣∣ ≤ 1,
for every 1 ≤ l ≤ n, g ∈ G,m ∈ N. So∣∣∣∣∣∣
∏
1≤l≤n
∏
g∈G
(
sin((2m+ 1)π(r(ξ)α)(l)(g))
(2m+ 1) sin(π(r(ξ)α)(g))
)∣∣∣∣∣∣ ≤
∣∣∣∣ sin((2m+ 1)π(r(ξ)α)(l0)(g0))(2m+ 1) sin(π(r(ξ)α)(l0)(g0))
∣∣∣∣→m→∞ 0,
the last step following as (r(ξ)α)(l0)(g0) /∈ Z. This completes the proof.

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