Nickel is a vital strategic metal resource with commodity and financial attributes simultaneously, whose price fluctuation will affect the decision-making of stakeholders. erefore, an effective trend forecast of nickel price is of great reference for the risk management of the nickel market's participants; yet, traditional forecast methods are defective in prediction accuracy and applicability. erefore, a prediction model of nickel metal price is proposed based on improved particle swarm optimization algorithm (PSO) combined with long-short-term memory (LSTM) neural networks, for higher reliability. is article introduces a nonlinear decreasing assignment method and sine function to improve the inertia weight and learning factor of PSO, respectively, and then uses the improved PSO algorithm to optimize the parameters of LSTM. Nickel metal's closing prices in London Metal Exchange are sampled for empirical analysis, and the improved PSO-LSTM model is compared with the conventional LSTM and the integrated moving average autoregressive model (ARIMA). e results show that compared with the standard PSO, the improved PSO has a faster convergence rate and can improve the prediction accuracy of the LSTM model effectively. In addition, compared with the conventional LSTM model and the integrated moving average autoregressive (ARIMA) model, the prediction error of the LSTM model optimized by the improved PSO is reduced by 9% and 13%, respectively, which has high reliability and can provide valuable guidance for relevant managers.
Introduction
Nickel is a rare metal with outstanding physical and chemical properties. It is known as the "vitamin of the steel industry" and is also the raw material of green batteries. In recent years, nickel metal plays an increasingly important role in the fields of high-tech industry and military industry and is a strategic metal resource for many countries. However, China's nickel resources are relatively small, and its reserves only account for 3.93% of the world [1] . Besides, China's nickel mining and smelting technology are relatively backward, and the annual average nickel output is less than 5% of global nickel production. e contradiction between supply and demand makes China need to import a large number of nickel resources every year. e price of nickel metal is susceptible to many factors such as supply and demand, national policy [2, 3] , and the WTO environment.
So the nickel price time series presents the characteristics of highly unstable, complex, and unpredictable, making it difficult for nickel market participants such as related companies, investors, and consumers to grasp business opportunities and conduct normal production, operation, and consumption accurately. erefore, it is of great significance to predict the price of nickel metal effectively.
In recent years, many scholars have conducted a series of studies on the price forecast of commodities. Research objects involve energy [4, 5] , metals [6, 7] , and agricultural products [8, 9] . e research methods can be divided into two categories: qualitative and quantitative forecasting. e qualitative prediction primarily analyzes the influencing factors and fluctuation characteristics of prices [5, 10] , and the quantitative prediction mainly uses statistical methods [11] , shallow learning [12] , and deep learning methods [13] to construct prediction models. Although the existing literature on price predicting covers a wide range of research subjects, there are few studies on the prediction of nickel prices at home and abroad. And most studies focus on the development of nickel [14] and explore the influencing factors of nickel price fluctuations [15] [16] [17] , but there is no formal, highly reliable quantitative prediction model of nickel prices. In addition, although there are many quantitative prediction methods, the commonly used statistical methods and the shallow learning methods still have certain defects, and there are certain conditions for use. For example, the integrated moving average autoregressive model (ARIMA) and the gray prediction model are generally suitable for processing linear or stationary sequences, but they are difficult to obtain the nonlinear characteristics of the data. Although artificial neural networks have self-organizing and self-adjusting capabilities to deal with complex nonlinear problems, their ability to predict long-term sequences is limited. e long-short-term memory neural network (LSTM) has memory cells, which can extract deep features from a small number of samples. It is suitable for processing time series and has achieved sound application effects in many fields [18, 19] . However, the parameters of the LSTM model are usually determined by experience, so the subjectivity is strong and will affect the fitting ability of the model. Given the above problems, Feng and Zi-Jun [20] constructed a BP neural network with chaotic PSO optimization to predict carbon price. e results show that the prediction accuracy and stability of the model are better than the traditional BP neural network and the model optimized by standard PSO. Catalao et al. [21] and other scholars proposed a hybrid method based on wavelet transform (WT), particle swarm optimization (PSO), and adaptive network fuzzy inference system (ANFIS) for short-term electricity price forecasting and applied to the short-term electricity price prediction in the Spanish electricity market. By comparing with ARIMA, NN, wavelet-ARIMA, FNN, and other models, it is found that the hybrid model WPA is perfect in both prediction accuracy and calculation time.
To explore a more reasonable and efficient method to predict nickel metal price, the LSTM neural network optimized by the improved particle swarm optimization (PSO) algorithm is proposed to predict the price of nickel metal. Nonlinear decreasing assignment method and sine function are introduced to improve the inertia weight and the learning factors of the PSO algorithm, respectively. en, the improved PSO algorithm is used to optimize the parameters of the LSTM, and the nickel price of the London Metal Exchange is used as a sample to predict the nickel price. en, the model is compared with the conventional LSTM model and the time-predictive model ARIMA with high prediction accuracy to verify the validity and reliability of the model.
Related Research Theory
e LSTM neural network can learn the complex association between features and tags, but its learning process is highly susceptible to time step, the number of hidden layers, and the number of nodes in each hidden layer. However, these parameters are usually determined by manual adjustment, which not only increases the complexity of the operation process but also may result in lower prediction accuracy [22] . e PSO algorithm is simple in operation and fast in convergence and has a significant effect in solving complex optimization problems. erefore, the PSO algorithm is adopted in this article to optimize the three parameters of the LSTM model. According to the root mean square error of prediction results of the LSTM model corresponding to different parameters, the PSO algorithm adaptively adjusts the position and velocity of particles to find the optimal parameter combination of the LSTM model.
LSTM Model.
e long-short-term memory (LSTM) model is a variant of the recurrent neural network, which was proposed and improved based on the recurrent neural network [23] . LSTM changes the weight of the self-loop by adding input gate, forgetting gate, and output gate, which can ease the problem of gradient disappearance and gradient explosion in model training, and make up the defects of traditional RNN model. In addition, LSTM has excellent advantages in dealing with nonlinear time-series data with associated relationships for the particular memory function. e basic unit structure of LSTM is shown in Figure 1 .
In Figure 1 , the LSTM is a four-layer structure with interactions between structures, where h t− 1 and h t represent the output of the previous cell and the current cell, x t represents the input of the current unit, the box represents the neural network layer, the content in the box is the activation function, and the circles represent the arithmetic rules between vectors. C t represents the state of the neuron at time t and f t represents the forgetting threshold, which controls the probability of forgetting the state of the last unit neuron through the sigmoid activation function. i t represents the input threshold, which determines the information that needs to be updated by the sigmoid function, and then uses the tanh activation function to generate a new memory C t ′ , and ultimately controls how much new information will be added to the neuron state. And o t represents the output threshold, which determines which parts of the neuron state are output by the sigmoid function, and uses the tanh activation function to process the neuron state to get the final output. e input layer of the LSTM neural network contains three parameters: sample, time step, and feature dimension, where the time step can be understood as the length of the sliding window. e value of the time step determines how many previous consecutive input data will affect the current input data; that is, how many historical data will be used to predict the data of the next time. e setting of this parameter helps the LSTM neural network to learn long-term dependency information within the time-series data to improve the accuracy of the prediction results. e hidden layer has one parameter: the number of hidden layer nodes, that is, the number of neurons contained in the hidden layer. In an LSTM unit, the physical implementation of each gate is essentially a gate function implemented by several hiddenlayer neurons. e hidden-layer neurons are fully connected with the input vector, and the input vectors are weighted and summed by the weight coefficient matrix, and then the offset matrix is added to obtain the output of the hidden layer through the excitation function. e output layer contains two parameters: the number of hidden layer nodes and the output dimension. e calculation process of the LSTM memory unit can be expressed as follows:
where w f , w i , w o , and w C represent the weight coefficient matrix corresponding to the forgetting gate, the input gate, the output gate, and the neuron state matrix, respectively; and, b f , b i , b o , and b C represent corresponding offset constants, respectively. According to the above formula, the state C t and the output h t of the neuron can be further calculated as shown in the following equations:
is is the forward calculation process of the LSTM neural network model. e particular structure enables it to learn long-term dependencies and has been widely used in text analysis [24] , time-series prediction [25] , and other fields.
Standard PSO Algorithm.
Particle swarm optimization (PSO) is a global optimization algorithm with simple rules and fast convergence [26] . It has been widely used in neural network training and structural optimization design [20] .
When solving the optimization problem, PSO updates the velocity and position of the particle by tracking the individual optimal particle and the group optimal particle. It can be described as follows: In the D-dimensional search space, there are m particles forming a group. In the t-th iteration, the position and velocity of the i-th particle are X i,t and V i,t , respectively. e particle updates its position and speed by supervising the individual's optimal fitness value pbest i and the group's current optimal fitness value gbest t . e specific evolution formula is shown in the following equations:
where w is the inertia weight, c 1 and c 2 are the learning factors, rand is the random number between [0, 1], and λ is the velocity coefficient, λ � 1. e particle's velocity update formula consists of three parts. e first part is w * V i,t , which indicates that the particle maintains its previous speed trend and plays the role of balancing global search and local search. Among them, the inertia weight w will affect the performance of the algorithm to a large extent. If the weight is set too large, it is not conducive to the local search in the later stage of the algorithm. If the setting is too small, it is not conducive to the global search in the early stage of the algorithm, which will slow down the convergence speed of the population. e second part is c 1 * rand * (pbest i − X i,t ), which indicates the ability of the particle to tend to the best position in its history. Among them, the learning factor c 1 reflects the preference degree of the particle learning to the extreme value of the individual, and its value will affect the global searching ability of the algorithm, which will affect the convergence speed of the algorithm. e third part is c 2 * rand * (gbest t − X i,t ), which indicates the ability of the particle to tend to the best position in the history of the population. Among them, the learning factor c 2 reflects the preference degree of the particle learning to the global extremum, and its value will affect the local search ability of the algorithm, which may cause local optimal.
ARIMA Model.
e ARIMA model is called autoregressive integrated moving average model, which consists of autoregressive and moving average. Its expression is ARIMA(p, d, and q), where p is the autoregressive order, d is the difference order, and q is the moving average order. ARIMA is a linear time-series prediction method with high accuracy commonly used in statistics, which can well describe the linear characteristics of time series when dealing with complex time series. erefore, it is widely used in the field of price prediction research. e expression of the ARIMA model is as follows:
where φ 1 , φ 2 , . . . , φ p are autoregressive coefficients, p is the autoregressive order, θ 1 , θ 2 , . . . , θ q are moving average coefficients, q is the moving average order, and ε t is the white noise sequence. e process of constructing ARIMA model for timeseries prediction is shown in Figure 2 . e premise of constructing the ARIMA model is that the sequence is stationary, so the first step is to verify the smoothness of the data. In this article, the ADF (Augmented Figure 1 : e structure diagram of the LSTM unit.
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Dickey-Fuller test) method is used to test the stability of the sequence. In addition, it is necessary to verify whether the data are a white noise sequence because the white noise sequence is randomly perturbed and cannot be predicted. In the model identification stage, the parameters' range of the ARIMA model can be roughly determined by plotting the autocorrelation graph and the partial autocorrelation graph, and then the parameters of the model are finally determined according to the information criterion. e Akaike Information Criterion (AIC) is a commonly used information criterion. To avoid overfitting, the model with the smallest AIC value is generally preferred. After determining the parameters of the model, it is necessary to verify whether the model is appropriate. In this stage, we mainly test whether the residual sequence of the model is white noise. If the residual sequence is not white noise, it indicates that the currently constructed model does not fit all the valuable information in the sequence, and the parameters of the model need to be redetermined until the residual sequence is classified as white noise.
Construction of LSTM Prediction Model
Optimized by Improved PSO Although PSO has a significant effect in solving complex optimization problems, it lacks effective parameter control when dealing with optimization problems. ere are problems such as slow convergence, easy to fall into local optimum, and low precision in the later iteration [27] . rough the analysis of particle swarm evolution formula in Section 2.2, this article improves the inertia weight and learning factor of PSO algorithm and uses the improved PSO algorithm to optimize the parameters of LSTM model to reduce the subjective influence of artificially selected parameters.
Improved PSO Algorithm

Improvement of Inertia Weight.
e inertia weight w is mainly used to control the influence of the migration velocity on the current particle velocity, which is manifested as the performance of the PSO. e commonly used inertia weight assignment strategy is a linear decrement assignment; that is, the weight w decreases linearly with the number of iterations. Although this strategy can improve the performance of the PSO algorithm to a certain extent, as the number of iterations decreases linearly, the local search ability of the PSO will be worse. erefore, in order to improve the overall optimization level of PSO, based on the previous research [28] , the nonlinear decrement assignment method is adopted, as shown in the following equation:
where w max and w min are the maximum inertia weight and the minimum inertia weight, respectively. i is the current iteration number and item_max is the maximum iteration number.
Improvement of Learning Factors.
e learning factors c 1 and c 2 are mainly used to adjust the step size of the particle moving to the individual optimal position and the global optimal position. In practical applications, with the advance of the iteration process, it is usually required that the value of c 1 changes from large to small to accelerate the search speed in the early iteration and improve the global search ability. And the value of c 2 is required to be changed from small to large to facilitate the local refinement search at the later stage of the iteration and improve the accuracy, simultaneously. However, the standard PSO usually sets c 1 � c 2 � 2, which cannot meet the demands of practical applications. erefore, the sine function is introduced to improve the learning factor, as shown in the following equation: 
Implementation
Process of the LSTM Optimized by the Improved PSO. In this article, the LSTM neural network model optimized by the improved PSO algorithm is used to predict the price of nickel. e specific implementation process is shown in Figure 3 . e specific implementation steps of the forecast model of nickel price are as follows:
(1) Preprocess the sample data: to better fit the regularity contained in the time series and avoid the influence of the data on the gradient descent method, the nickel price data need to be smoothed and normalized. e specific calculation methods are shown in the following equations:
where x t and x t+1 are sample data corresponding to time t and time t + 1, respectively, and Δx t is a first-order difference corresponding to sample x t .
Δx is the sample data after the difference, Δx min and Δx max are the minimum and maximum values of the sample data after the difference, respectively, and y is the value obtained by normalizing the Δx. (2) Initialize the parameters: determine the population size, particle dimension, the number of iterations, learning factor, inertia weight, and the defined interval of the parameter to be optimized. (3) Initialize the particles: initialize the position and velocity of the particle, and randomly generate a particle X i,0 (node1, node2, look_back), where node1 represents the number of neurons in the first hidden layer, node2 represents the number of neurons in the second hidden layer, and look_back represents the time step.
(4) Set the fitness function of the particle: the sample data are divided into training data, verification data, and test data. In this article, the training data are input to the neural network for training. e root mean square error (RMSE) of the verification data of the LSTM model obtained after reaching the limit of the training times is selected as the individual fitness function, and the minimum fitness value is taken as the iterative target of the PSO algorithm. en, the improved PSO was used to find the best parameters to be optimized to determine the optimal prediction model for nickel price. e fitness value (fitness) is calculated as follows:
fitness � RMSE(LSTM(node1, node2, look_back)),
where N is the number of verification samples and x t and x t are the real and fitted values of the verification sample, respectively. (5) Update the speed and position of the particles:
calculate the fitness value of each particle and determine the individual optimal fitness value and the group optimal fitness value. In the iterative process, the velocity and position of the particle are continuously updated according to the two optimal values. (6) Complete the prediction and analyze the results: the parameter values obtained when the end condition of the improved PSO algorithm is satisfied are substituted into the LSTM neural network model, and then the test samples are input into the model for prediction, and finally, the prediction results are analyzed. 
Case Analysis
In order to verify the effectiveness of the LSTM neural network model with improved PSO optimization, five prediction models are constructed based on the deep learning library Keras. ey are as follows:
(1) LSTM model with only one hidden layer optimized by standard PSO algorithm (PSO-LSTM11), (2) LSTM model with only one hidden layer optimized by improved PSO algorithm (PSO-LSTM12), (3) LSTM model with two hidden layers optimized by standard PSO algorithm (PSO-LSTM21), (4) LSTM model with two hidden layers optimized by improved PSO algorithm (PSO-LSTM22), and (5) conventional LSTM model. In addition, the autoregressive integrated moving average model (ARIMA) for processing time-series prediction is constructed as a control experiment. For the same sample data, the above six models are used to predict nickel prices.
Selection of Evaluation Indicators.
To show the prediction effect of each model, the three indicators of root mean square error (RMSE), mean absolute deviation (MAE), and mean absolute percentage error (MAPE) are used to measure the performance of each model. RMSE is sensitive to the large deviation between the predicted value and the real value, which can reflect the accuracy of the prediction result well. MAE can avoid the problem that the positive and negative errors cancel each other out. MAPE considers the deviation between the predicted value and the actual value as well as the relationship between the error and the real value, which can better reflect the accuracy of the prediction result. e calculation formulas for the three indicators are as follows:
where N is the number of samples and x t and x t are the true and predicted values of the sample, respectively.
Data Preprocessing.
As the largest nonferrous metals exchange in the world, London Metal Exchange's trading price is regarded as the benchmark of the world metal trade, which has an important impact on the production and sales of nonferrous metals in various countries. erefore, this article uses the monthly average closing price of LME nickel on the London Metal Exchange from June 2006 to July 2018 as the research sample, as shown in Figure 4 (a). Figure 4 (a), it can be found that the price fluctuation of nickel metal is frequent and extensive. In order to reduce the influence of other factors on the prediction results, the article makes a smooth treatment of nickel price according to equation (9) . en, this article normalizes the differential data to avoid numerical problems and make the network converge quickly, and the normalized form is shown in equation (10). e final preprocessed data are shown in Figure 4(b) .
Data Preprocessing of the LSTM Model. From
After data processing, the data set is divided into three parts. e data of 2006.06-2013.07 are used as training data, the data of 2017.08-2015.12 are used as verification data, and the data of 2016.01-2018.07 are used as test data.
Data Preprocessing of the ARIMA Model.
Since the validation set is not needed when constructing an ARIMA model for prediction, the data set is divided into two parts. In order to ensure the fairness of the model performance comparison, the data of 2006.06-2015.12 are used as training data and the data of 2016.01-2018.07 are used as test data.
Since the ARIMA model requires the sequence to be stable, the article firstly performs the ADF test on the nickel metal price series. As shown in Table 1 , it is found that the p-value is much larger than the significance level of 0.05, so the sequence is considered to have a unit root and is nonstationary. e original sequence needs to be smoothed. In addition, the fluctuation of nickel metal price is large, so in order to alleviate the influence of heteroscedasticity on the model, this article performs the logarithmic operation on the original sequence and performs first-order differential processing on the logarithmic sequence. e ADF test is then performed on the first-order difference sequence, as shown in Table 1 . From Table 1 , it is found that the p-value of the first-order difference sequence is much smaller than the significance level of 0.05, so the first-order difference sequence is considered to be a stationary sequence. erefore, the first-order difference sequence of the LME nickel metal price is selected for analysis.
To verify the applicability of the model, the Ljung-Box test is performed on the first-order difference sequence. e Ljung-Box test is a test of pure randomness to verify whether the sequence is a white noise sequence. e results of the Ljung-Box test are shown in Table 2 .
From Table 2 , it can be found that the p-value of the Q statistic are far less than the significance level of 0.05, so the first-order difference sequence is a nonwhite noise sequence. In summary, the ARIMA model can be constructed to analyze the sequence.
Prediction of Nickel Prices Based on LSTM.
In this article, the adaptive moment estimation (Adam) algorithm is used as the optimization algorithm to train the internal parameters of LSTM. To prevent the overfitting phenomenon in the LSTM training process, use dropout for regularization and set dropout � 0.1. e number of LSTM training is 50. e parameters of the PSO are set as follows: the population number is 20, the number of iterations is 50, the minimum value of the parameter to be optimized is 1, and the maximum value is 15. And the learning factor of the standard PSO is set to c 1 c 2 2, and the inertia weight is set to w 0.6; the maximum inertia weight of the improved PSO is set to 0.8, and the minimum inertia weight is set to 0.2.
Prediction of Nickel Prices Based on Conventional LSTM.
In order to determine the parameters of the model when constructing the LSTM model for prediction, 1000 groups of integers in the range of [1, 15] are randomly generated as the value of the time step and the number of nodes in each hidden layer for the LSTM model with only one LSTM layer and two LSTM layers. en, the LSTM models corresponding to di erent parameter combinations are used for nickel metal price prediction, respectively, and the RMSE of the veri cation set of each model is compared. Some results are shown in Table 3 .
In Table 3 , look_back is the time step, node is the number of nodes contained in the hidden layer in the LSTM model with a single hidden layer, node1 and node2 are, respectively, the numbers of nodes included in each hidden layer in the LSTM model with two hidden layers, and the layer is the number of hidden layers of the LSTM model. Observing the data in Table 3 , it can be found that the setting of the numbers of hidden layers, the number of nodes included in the hidden layer, and the time step have a deep in uence on the tting e ect of the LSTM. e model LSTM2 (look_back 15, node 3, layer 1) with the smallest RMSE of the veri cation set is selected as the representative of the traditional LSTM model in the comparative experiment.
Prediction of Nickel Prices Based on the LSTM Model
Optimized by Improved PSO. e standard PSO algorithm and the improved PSO algorithm are used to optimize the LSTM model with one hidden layer and two hidden layers, respectively. In the process of optimizing the LSTM by PSO, the change of the tness value is shown in Figure 5 .
From Figure 5 , tness11, tness21, tness12, and t-ness22 are the tness values corresponding to the models Mathematical Problems in Engineering 7 PSO-LSTM11, PSO-LSTM21, PSO-LSTM12, and PSO-LSTM22, respectively. e following can be seen from Figure 5 :
(1) e nal convergence value of tness21 is smaller than that of tness11, and its convergence speed is faster than that of tness11. Fitness22's nal convergence value is smaller than that of tness12, and its convergence speed is faster than that of tness12. It indicates that the tness value of the LSTM with two hidden layers optimized by PSO is smaller than that of the LSTM with one hidden layer optimized by PSO, and the convergence speed is faster.
(2) e nal convergence value of tness12 is smaller than that of tness11, and the convergence speed is faster than that of tness11. e nal convergence value of tness22 is smaller than that of tness21, and the convergence speed is faster than that of tness21. It shows that the tness value of LSTM optimized by improved PSO is smaller than that of LSTM optimized by standard PSO, and the convergence speed of improved PSO is faster than that of standard PSO.
From the above, it can be seen that the improved PSO algorithm can e ectively improve the prediction accuracy of the LSTM neural network and the convergence speed of the PSO algorithm.
e prediction e ect of the LSTM model optimized by the improved PSO algorithm is signi cantly better than that of the LSTM model optimized by standard PSO, and the prediction e ect of the PSO-LSTM22 is the best.
To verify the rationality and e ectiveness of the LSTM optimized by the improved PSO algorithm in this article, the following control experiments were set up: (1) the LSTM model with two hidden layers optimized by PSO with improved inertia weight w according to equation (7) (PSO-LSTM-W) and (2) the LSTM model with two hidden layers optimized by PSO with improved inertia weight w according to equation (7) and learning factors according to the literature [28] (PSO-LSTM-WC). e changes in tness values for each model during the iterative process are shown in Figure 6 .
Fitness21, tness22, tnessW, and tnessWC are tness values corresponding to the models PSO-LSTM21, PSO-LSTM22, PSO-LSTM-W, and PSO-LSTM-WC, respectively. e following can be seen from Figure 6 :
(1) e convergence speed of tnessW is faster than that of tness21, but the nal convergence values of the two are close. It shows that the improved inertia weight method shown in equation (7) can accelerate the convergence speed of PSO, but the accuracy is not improved.
(2) e nal convergence value of tnessWC is smaller than that of tness21 and tnessW, and the convergence speed is faster than that of tness21 and tnessW. It shows that the improved method of PSO-LSTM-WC model can e ectively improve the search accuracy and speed of the PSO algorithm. (3) e nal convergence value of tness22 is signicantly smaller than that of tnessWC, and the convergence speed is slightly faster than that of tnessWC. It indicates that the improved method of PSO-LSTM22 model can signi cantly improve the convergence speed of the PSO algorithm and the prediction accuracy of the LSTM model, and its performance is better than that of PSO-LSTM-WC model.
In conclusion, the PSO-LSTM22 nickel price prediction model proposed in this article is reasonable and e cient.
In addition, to present the optimal parameter values of the LSTM model determined by the improved PSO algorithm, Figures 7 and 8 , respectively, show the changes in the number of the nodes and the time step in the PSO-LSTM22 model's optimization process.
It can be seen from Figures 7 and 8 that the optimal parameter of the PSO-LSTM22 model is set to node1 4, node2 2, and look_kack 15. Mathematical Problems in Engineering
Prediction of Nickel Prices Based on ARIMA.
In order to determine the order of the ARIMA model, this article first draws the first-order difference sequence and its autocorrelation graph and partial autocorrelation graph, as shown in Figure 9 . en, the order range of the model was identified by observing the autocorrelation graph and the partial autocorrelation graph, and then the p and q of the model were determined according to the AIC criterion. When determining the order of the model according to the AIC criterion, the order range of p and q are selected as [0, 5], and the heat map corresponding to the AIC value of each model in the range is drawn, as shown in Figure 10 .
Five models were selected by observing the heat map and the autocorrelation and partial autocorrelation plot of the first-order difference sequence in the original manuscript: ARIMA(3, 1, 2), ARIMA(3, 1, 3), ARIMA(0, 1, 2), ARIMA(1, 1, 2), and ARIMA(1, 1, 1) to predict nickel metal prices, respectively.
After determining the order of the model, in order to verify the rationality of the model, this article takes the ARIMA(1, 1, 2) model as an example and carries out the Ljung-Box test on the residual sequence.
e results are shown in Table 4 . Meanwhile, the autocorrelation graph, partial autocorrelation graph, and QQ graph of the residual sequence are drawn, as shown in Figure 11 .
From Table 4 , it can be found that the p-value of the Q statistic is far greater than the significance level of 0.05, so the residual sequence is considered to be a white noise sequence. It can be seen from Figure 11 that the autocorrelation coefficient and the partial autocorrelation coefficient are mostly within the confidence interval, so the residual is considered to not correlate. In addition, the residuals in the QQ graph are basically concentrated on a straight line, indicating that the residuals obey the normal distribution. It can be considered that the model has a good fitting effect. en, in order to test whether the residual is heteroscedastic, an autocorrelation test on the residual square sequence was performed. e results are shown in Table 5 .
From Table 5 , it can be found that the p-value of lag 1-12 are all greater than the significance level of 0.05, so it can be considered that the residual sequence does not have autocorrelation; that is, the residual sequence does not have the ARCH effect. In summary, it is reasonable to construct an ARIMA(1, 1, 2) model to analyze the sequence. e verification processes of the other 4 models are the same as above. Finally, the errors corresponding to the test sets of the five models are compared, as shown in Table 6 .
From Table 6 , it can be found that the RMSE, MAE, and MAPE of the model ARIMA(1, 1, 2) are smaller than those of the other four models, and the prediction effect is better. So the ARIMA(1, 1, 2) model is finally constructed to predict the price of nickel metal.
Result Analysis
To evaluate the prediction performance of the improved LSTM model optimized by the PSO algorithm, the test samples are used for verification. In this article, the LSTM model optimized by the standard PSO algorithm, the conventional LSTM model, and the ARIMA model are compared with the model. Since the time steps of the five LSTM models all have a value of 15, Figure 12 shows the relative error of each model for the prediction results of the last 15 test data. In addition, the maximum and minimum values of the relative errors are listed in Table 7 .
As can be seen from Table 7 , the maximum and minimum relative errors of the PSO-LSTM12 model are reduced by 1% and 28%, respectively, compared with the PSO-LSTM11 model. Moreover, the maximum and minimum relative errors of the PSO-LSTM22 model are reduced by 1% and 44%, respectively, compared with the PSO-LSTM21 model. It shows that, compared with the standard PSO algorithm, the improved PSO algorithm can effectively improve the prediction accuracy of the LSTM model. e maximum and minimum relative errors of the LSTM model optimized by PSO are lower than those of the conventional LSTM model and the ARIMA model, indicating that using the PSO algorithm to optimize the LSTM model can effectively improve the prediction accuracy of the LSTM model.
In order to more intuitively display the prediction effects of each model, the predicted performance evaluation index values of each model are calculated, as shown in Table 8 .
From Table 8 , it can be found that compared with the PSO-LSTM21 model, the RMSE, MAE, and MAPE of the PSO-LSTM22 model are reduced by 3%, 7%, and 6%, respectively. And the RMSE, MAE, and MAPE of the PSO-LSTM12 model are all smaller than those of PSO-LSTM11. It shows that compared with the standard PSO algorithm, using the improved PSO algorithm to optimize the LSTM model can improve the accuracy of the optimization results. Comparing the prediction error of PSO-LSTM11 and PSO-LSTM21, PSO-LSTM12, and PSO-LSTM22, it can be found that the prediction effect of the LSTM with two hidden layers is better than that of the LSTM with one hidden layer. Comparing the prediction error of the PSO-LSTM series model and the standard LSTM model, it can be found that the evaluation index values of the PSO-LSTM model are smaller than those of the LSTM model. In particular, compared with the LSTM model, the RMSE, MAE, and MAPE of the PSO-LSTM22 model are reduced by 9%, 9%, and 10%, respectively. It shows that the PSO algorithm can effectively improve the prediction performance of the LSTM model. e evaluation index values of the PSO-LSTM model and the LSTM model are smaller than those of the ARIMA model, which indicates that the prediction effect of the LSTM model is better than that of the shallow structure model, and the LSTM model is more suitable for dealing with complex nonlinear problems. Also, compared with the ARIMA model, the accuracy of the PSO-LSTM22 model is improved by 13%. In conclusion, the LSTM optimized by the improved PSO constructed in this article has better prediction effect and higher reliability. 
Conclusions
In this article, PSO is improved by nonlinear decrement assignment and sine function, and the improved PSO algorithm is used to optimize the parameters of LSTM. en, the LSTM neural network model optimized by the improved PSO algorithm is applied to LME nickel metal price prediction and compared with the standard PSO-optimized Empirical results show that the LSTM neural network model optimized by the improved PSO algorithm can effectively complement the defects of the standard PSO algorithm with poor robustness and solve the problems that are difficult to be determined by LSTM network structure. Furthermore, it can effectively improve the convergence speed of PSO and the prediction accuracy of the LSTM model. is article uses the improved LSTM neural network to predict the price of nickel metal, which has excellent prediction performance and strong reliability and can provide technical support for the establishment of a good nickel price prediction mechanism. In addition, effective price prediction facilitates nickel market participants to deeply dig into the law of nickel price fluctuations, timely grasp the trend of nickel market price fluctuations, and make reasonable production, purchase, and investment plans in advance, so as to better deal with the impact of nickel price fluctuations.
is article studies the medium-term forecast of nickel metal price, and it is necessary to further verify whether the model constructed here has the same sound effect on shortterm nickel metal price forecast. In addition, based on the existing research, further research is in need about how to comprehensively grasp the influencing factors of nickel metal price and accurately measure the contribution rate of each influencing factor in nickel metal price fluctuation to improve the prediction accuracy.
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