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Objetivos – El objetivo fundamental de este trabajo es la revisio´n bibliogra´fica de los
algoritmos para la medida del determinismo de una sen˜al, tanto a nivel general como a
nivel espec´ıfico de la aplicacio´n que nos ocupa: la medida de la porosidad de probetas de
cemento. Este objetivo principal abarca otras tareas secundarias como son la adquisicio´n
de conocimientos profundos acerca del funcionamiento de estos algoritmos, bajo que con-
diciones son capaces de proporcionar una indicacio´n correcta del nivel de determinismo y
la propuesta de una nueva variante. Todo ello vinculado a la adquisicio´n de las destrezas
suficientes para aplicarlos posteriormente en otras aplicaciones.
Metodolog´ıa – El trabajo que nos ocupa se ha dividido fundamentalmente en tres
partes bien diferenciadas. La primera se basa en la recopilacio´n, estudio e implementacio´n
de los algoritmos para la medida del determinismo disponibles en la literatura, as´ı como
en la implementacio´n de un me´todo alternativo basado en estad´ısticos de orden superior.
Para su mejor comprensio´n se ha empleado una amplia bater´ıa de sen˜ales vinculadas a la
teor´ıa del caos. La segunda parte consiste en la aplicacio´n de los me´todos estudiados sobre
un modelo teo´rico de ultrasonidos para verificar la viabilidad del ana´lisis teo´ricamente. Y
por u´ltimo, la tercera parte se basa en el empleo de los algoritmos en una aplicacio´n real:
la medida de la porosidad de probetas de cemento en funcio´n del nivel de determinismo.
Desarrollos teo´ricos realizados – Como se detalla en la Seccio´n 2 de teor´ıa del
presente trabajo, se ha estudiado en profundidad la forma habitual de representacio´n de
las sen˜ales deterministas: “phase space” o espacio de fases. Sobre esta nueva dimensio´n
se han aplicado las distintas metodolog´ıas para la medida del determinismo en funcio´n
de la bu´squeda de los puntos ma´s cercanos, a´ngulos consecutivos y trayectorias. Adema´s
se ha profundizado en la teor´ıa de estad´ısticos de orden superior planteando una nueva
alternativa a los me´todos anteriores. Para verificar el funcionamiento y entender las ven-
tajas e inconvenientes de cada una de las te´cnicas se han evaluado una serie de sen˜ales
cao´ticas y aleatorias. Adema´s, en la Seccio´n 5.1 se evalu´an estos me´todos haciendo uso
de un modelo teo´rico que representa una inspeccio´n ultraso´nica de forma no destructiva.
Se ha implementado este modelo, as´ı como analizado los para´metros que intervienen y en
que´ medida.
Desarrollo de prototipos y trabajo de laboratorio – El estudio y la implementacio´n
de los algoritmos revisados han sido los puntos clave de trabajo. En la Seccio´n 5.2 se han
empleado sen˜ales reales de inspeccio´n ultraso´nicas medidas en el laboratorio como objeto
de un proyecto anterior en colaboracio´n con la empresa de construccio´n AIDICO.
Resultados – En este trabajo se ha demostrado como la medida del nivel de deter-
minismo puede servir como caracter´ıstica a la hora de clasificar sen˜ales que provienen
de inspecciones ultraso´nicas de materiales dispersivos. En particular en la aplicacio´n que
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aqu´ı se propone intervienen diferentes fuentes de ruido: ruido de grano, ruido te´rmico,
cuantificacio´n... A partir del estudio de la combinacio´n de estas se puede extraer infor-
macio´n acerca de la estructura interna de los materiales. En la teor´ıa y en la pra´ctica se
ha demostrado que las sen˜ales resultantes de materiales mas porosos presentan niveles de
aleatoriedad ma´s elevados. Adema´s de cuantificar los niveles de porosidad para diferentes
tipos de cementos y con distintos procesos de fabricacio´n se ha demostrado que se puede
establecer una relacio´n lineal entre las variables determinismo y porosidad.
L´ıneas futuras – Se propone la incorporacio´n de los distintos me´todos estudiados
en algoritmos de clasificacio´n ma´s complejos. Esta te´cnica puede ayudar a identificar
distintas fuentes de produccio´n como por ejemplo en el a´mbito de la sen˜al de voz entre
los sonidos sordos y sonoros. Se pretende ir un paso ma´s alla´ y emplear esta te´cnica
en la clasificacio´n de sonidos de monitorizacio´n acu´stica pasiva (submarina) producidos
por mamı´feros cuyas vocalizaciones se pueden clasificar en varios grupos atendiendo al
mecanismo de produccio´n empleado.
Publicaciones – El trabajo que aqu´ı se expone esta´ publicado en la revista Ultrasonics
(Elsevier) con referencia:
A. Carrio´n, R. Miralles, G. Lara, “Measuring predictability in ultrasonic signals: An
application to scattering material characterization,” Ultrasonics, In Press (2014), DOI:
10.1016/j.ultras.2014.05.008
Abstract – In this work, we present a novel and completely different approach to the pro-
blem of scattering material characterization: measuring the degree of determinism of the
time series. Measuring determinism can provide information of the signal strength of the
deterministic component of the time series in relation to the whole time series acquired.
This relationship can provide information about coherent reflections in material grains
with respect to the rest of incoherent noises that typically appear in non-destructive
testing using ultrasonics. This is a non-parametric technique commonly used in chaos
theory that does not require making any kind of assumptions about attenuation profiles.
In highly scattering media (low SNR), it has been shown theoretically that the degree of
predictability allows material characterization. The experimental results obtained in this
work with 32 cement probes of 4 different porosities demonstrate the ability of this tech-
nique to do classification. It has also been shown that, in this particular application, the
measurement of predictability can be used as an indicator of the percentages of porosity
of the test samples with great accuracy.
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1. Introduccio´n
La caracterizacio´n de la modalidad de la sen˜al es un nuevo concepto objeto de recientes
trabajos de investigacio´n cuyo principal propo´sito es identificar cambios en la naturaleza
de sen˜ales reales. Con el te´rmino naturaleza de las sen˜ales se hace referencia al modelo
subyacente que genera las sen˜ales desde el punto de vista de tres caracter´ısticas principales:
linealidad, estacionariedad y determinismo.
El estudio de la modalidad de la sen˜al pretende cuantificar estas tres caracter´ısticas
para cualquier sen˜al real y as´ı tratar de identificar las distintas regiones del hipote´tico
espacio tridimensional que los tres ejes definir´ıan. El intervalo de sen˜ales definidas hasta
la fecha en funcio´n de sus niveles de linealidad y determinismo se resumen en la Figura
1. En dicho esquema hay pequen˜as regiones ampliamente conocidas que tienden a ser los
extremos de la naturaleza, como ocurre con las sen˜ales deterministas puramente no lineales
(caos), o las sen˜ales aleatorias y lineales representadas por los modelos autoregresivos de
media mo´vil (ARMA). Sin embargo, estos extremos no cubren la mayor´ıa de las sen˜ales del
mundo real, y quedan horizontes desconocidos. La presencia de factores como las distintas
fuentes de ruido llevan a que la mayor parte de las sen˜ales del mundo real se presenten
en las zonas de la Figura 1 au´n desconocidas.
Las aplicaciones de este nuevo concepto van siendo cada vez mas relevantes en a´mbitos
del procesado de sen˜al y el aprendizaje automa´tico. El hecho de conocer este tipo de
informacio´n puede facilitar la seleccio´n de modelos apropiados as´ı como evitar el empleo
de te´cnicas ma´s complejas de lo necesario. Hasta la fecha, el estudio de la naturaleza de la
sen˜al ha proporcionado grandes avances en aplicaciones biome´dicas mediante el ana´lisis
de sen˜ales electroencefalogra´ficas (EEG) y en aplicaciones relacionadas con la informacio´n
meteorolo´gica. Sin embargo, este nuevo paradigma no es habitual en te´cnicas de inspeccio´n
ultraso´nica.
Determinismo Aleatoriedad
Linealidad
No Linealidad
ARMA
NARMA
Caos
(a)
(b)
(c)
?
??
?
?
Figura 1: Distribucio´n de sen˜ales del mundo real en funcio´n de su naturaleza determinista
vs. aleatoria y lineal vs. no lineal.
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1.1. Aplicacio´n a la caracterizacio´n ultraso´nica
Cuando un material dispersivo es sometido a un ana´lisis ultraso´nico no destructivo
(NDT), el pulso de ultrasonido sufre variaciones relacionadas con la microestructura gra-
nular interna de la muestra analizada. Cada grano se comporta como un nu´cleo dispersor
produciendo una sen˜al de eco. Esta sen˜al, superpuesta con el resto de ecos procedentes
de otros granos, pueden incluso enmascarar el eco producido por un posible defecto. Si-
tuaciones similares se pueden encontrar en otros a´mbitos relacionados como los B-scans
de ultrasonidos (donde al ruido de grano se le llama speckle) y en radar con el ruido de
clutter [1].
En la literatura es sencillo encontrar soluciones que tratan de potenciar la deteccio´n
de pequen˜as grietas o defectos y de reducir (incluso eliminar) el efecto del ruido de grano.
Algunas de estas soluciones son el promediado de sen˜ales, la autocorrelacion y/o la corre-
lacio´n cruzada, los filtros adaptados, el ana´lisis en frecuencia [2], la correlacio´n espectral
[3] y las transformaciones wavelet [4]. Todas estas te´cnicas tratan de eliminar el ruido
de grano y con ello descartan la informacio´n contenida en el mismo. Sin embargo, esta
informacio´n puede ser empleada para reconocer diferencias potenciales entre materiales,
tejidos o superficies. Este enfoque es el seguido para la caracterizacio´n de materiales me-
diante el ana´lisis de estad´ısticos de la sen˜al temporal [1], de la frecuencia de resonancia [5],
e incluso de la profundidad de penetracio´n [6]. El trabajo que aqu´ı se presenta continua
con en esta l´ınea y propone el estudio de la naturaleza de la sen˜al mediante el ana´lisis de
su modalidad y en particular de su grado de determinismo.
Con el propo´sito de emplear los algoritmos de modalidad de la sen˜al en ultrasonidos
es necesario hacer un breve repaso sobre las fuentes de ruido habituales en una inspeccio´n
ultraso´nica. La gran mayor´ıa de fuentes de ruido corresponden con procesos aleatorios
independientes a la medida realizada (ruido te´rmico, ruido de cuantificacio´n, etc.), pero
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Material dispersivo
Σ
Ruido de observación (ON):
x(n)
• Ruido térmico.
• Ruido de cuantificación.
Ruido de grano (GN)
• Etc.
Figura 2: Esquema t´ıpico de inspeccio´non ultraso´nica de un material dispersivo en modo
pulso-eco junto a las distintas fuentes de ruido que intervienen.
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algunas otras fuentes presentan patrones deterministas estrechamente vinculados al ob-
jeto bajo ana´lisis (vibraciones, ruido de grano, speckle). La Figura 2 muestra un ana´lisis
t´ıpico de ultrasonidos y co´mo los distintos ruidos coherentes e incoherentes se combinan
en funcio´n de la estructura interna del material dispersivo. La configuracio´n habitual de
trabajo es pulso-eco. El transductor se coloca directamente sobre la muestra bajo ana´lisis
y actu´a como emisor de la sen˜al de ultrasonido y como receptor de la sen˜al reflejada. En
este trabajo se pretende medir el grado de determinismo de estas sen˜ales resultantes para
obtener informacio´n acerca de esta mezcla de ruidos, y por lo tanto, de las caracter´ısticas
del material.
La estructura de este trabajo se divide en cinco partes. En la Seccio´n 2 se introduce
el concepto espacio de fase, y se describen y formulan matema´ticamente tres algoritmos
empleados habitualmente en el estudio del determinismo en el a´mbito de la teor´ıa del caos.
En la Seccio´n 3 se propone un ı´ndice alternativo basado en estad´ısticos de orden superior
cuya implementacio´n evita algunas de las desventajas de la medida del determinismo
en sen˜ales de ultrasonidos. En total, estos cuatro ı´ndices son analizados y comparados
entre s´ı haciendo uso de sen˜ales teo´ricas en la Seccio´n 4. En la Seccio´n 5 se presentan los
resultados divididos en dos partes. En la Seccio´n 5.1 se presentan los resultados obtenidos
al aplicar los algoritmos para la medida del determinismo sobre sen˜ales de ultrasonidos
logradas a partir de un modelo teo´rico. En la Seccio´n 5.2 se analiza en profundidad una
aplicacio´n real de inspeccio´n ultraso´nica, donde el objetivo es clasificar los distintos tipos
de materiales dispersivos en funcio´n de sus niveles de porosidad a trave´s de los ı´ndices
de determinismo obtenidos. Finalmente, se plantean las conclusiones as´ı como las l´ıneas
futuras de trabajo.
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2. Algoritmos para la medida de determinismo
Son muchos los campos de la ciencia aplicada tales como la biolog´ıa, la f´ısica e incluso
en economı´a donde han aparecido muy distintas y sorprendentes estructuras matema´ticas
conocidas como sistemas cao´ticos. Este tipo de sistemas presentan sen˜ales temporales con
anomal´ıas y un incre´ıble comportamiento irregular. La u´nica justificacio´n de la aparicio´n
de este tipo de estructuras de caos determistico esta´ relacionada con la dina´mica no lineal.
El hecho de saber ma´s acerca del modelo subyacente de una sen˜al temporal nos permite
averiguar y distinguir entre sen˜ales estoca´sticas y las puramente deterministas. Las sen˜ales
de inspeccio´n ultraso´nica no presentan este tipo de estructuras cao´ticas propias de los
sistemas fractales, pero los algoritmos desarrollados para la medida del determinismo en
fractales tambie´n pueden emplearse en sen˜ales de ultrasonidos para obtener informacio´n
acerca de los materiales que representan.
En esta seccio´n se van a introducir y formular algunos de los principales algoritmos para
el estudio del determinismo de una sen˜al. Todos ellos basados en la reconstruccio´n del
espacio de fases, concepto que se define a continuacio´n.
2.1. Concepto de espacio de fases
Son muchas las te´cnicas que pretenden estudiar los proceso dina´micos subyacentes de
una sen˜al temporal, sin embargo, la corriente mas extensa esta´ ligada al concepto “phase
space” o en castellano, “espacio de fases”. Este concepto fue inicialmente formulado por
Packard et al. [7] y probado matema´ticamente por [8]. Se define como “espacio de fases”
el espacio vectorial que recoge todos los posibles estados del sistema que determinan la
evolucio´n futura de una sen˜al. Para una sen˜al temporal x(n), el espacio de fases viene
dado por la expresio´n
~Xn = [x(n), x(n+ L), . . . , x(n+ (E − 1) · L)],
n = 1, . . . , N − (E − 1) · L (1)
donde N es el nu´mero total de muestras de la sen˜al, L es el retardo entre muestras, y E
es la dimensio´n incrustada.
Se dice que la sen˜al x(n) es determinista si su espacio de fases puede ser modelado
como una funcio´n continua. Esta definicio´n de determinismo supone la eleccio´n apropiada
de los para´metros L y E, crucial para distinguir entre sen˜ales deterministas y aleatorias.
Para elegir dichos para´metros de forma apropiada, algunos autores proponen el empleo
de la dimensio´n de correlacio´n [9], los exponentes de Lyapunov [10], o diferentes medidas
de entrop´ıa [11]. Pese a ello, au´n no se ha alcanzado una conclusio´n u´nica para todos los
casos.
Para facilitar la comprensio´n de los conceptos que se van a ir desarrollando a lo largo
del texto se van a ir aplicando sobre distintas sen˜ales, deterministas y aleatorias. En
primer lugar, se presenta el sistema de ecuaciones de Lorenz que modela el movimiento
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Figura 3: (a) Sen˜al temporal de Lorenz de 2000 muestras. (b) Espacio de fases de la
sen˜al de Lorenz siendo E = 2 y L = 8.
de corrientes de convencio´n de la atmo´sfera terrestre. La sen˜al a estudiar se ha extra´ıdo
de la componente x del siguiente sistema de ecuaciones:
x˙ = σ(y − x)
y˙ = −xz + ρx− y
z˙ = xy − βz
con los para´metros σ = 10, ρ = 28 y β = 8/3 [12]. El sistema se ha integrado emplean-
do el algoritmo Runge-Kutta de cuarto orden con un paso de integracio´n de 0.01. Para
obtener una sen˜al de 2000 puntos, se genera una sen˜al de 7000 puntos y se descartan los
primeros 5000 evitando as´ı los transitorios iniciales. La Figura 3a representa la evolucio´n
de la sen˜al temporal y la Figura 3b representa el espacio de fases de la misma empleando
como para´metros E = 2 y L = 8. Se puede comprobar que el espacio vectorial logrado
para esta sen˜al determinista a partir de la Ecuacio´n (1) representa una funcio´n continua
y una trayectoria definida que se va repitiendo a medida que avanza la sen˜al.
En los siguientes apartados de esta seccio´n se van a formular tres algoritmos para
la medida del grado de determinismo basados en el espacio de fases. Cada uno de ellos
explota una caracter´ıstica distinta para la cuantificacio´n del concepto de determinismo.
2.2. Me´todo de Kaplan-Glass modificado
Wayland et al. [13] desarrollaron un me´todo para el ana´lisis del espacio de fases re-
construido basado en un test emp´ırico de continuidad. La premisa de partida de este
algoritmo es que en el espacio de fases de una sen˜al determinista puntos cercanos avanzan
hacia puntos a su vez cercanos. El resultado de determinismo pondera cuan similar es la
trayectoria de puntos vecinos.
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Sea ~Xn0 un vector fijo que se calcula empleando la Ecuacio´n (1), y sean ~Xn1 , ~Xn2 , . . . , ~XnK
sus K vecinos ma´s cercanos. Se definen los vectores de desplazamiento entre los K puntos
ma´s cercanos y sus puntos consecutivos como
~Vnk =
~Xnk+1 − ~Xnk (2)
Si la sen˜al temporal bajo estudio es determinista se espera que sus vectores de des-
plazamiento sean pra´cticamente iguales ya que ira´ avanzando de forma repetitiva a lo
largo de la serie de estados que la definen. Sin embargo, en el caso de que la sen˜al no lo
sea los vectores ~Xn0 seguira´n trayectorias aleatorias. Llegados a este punto es importante
sen˜alar que en el proceso de bu´squeda de los vecinos ma´s cercanos es importante evitar
la correlacio´n temporal entre los puntos para no falsear la medida.
La medida de la dispersio´n de los vectores se calcula a partir de la media definida
como
〈
~V
〉
=
1
K + 1
K∑
k=0
~Vnk (3)
La dispersio´n de los vectores vendra´ dada por el error de traslacio´n calculado siguiendo
la Ecuacio´n (4)
DMKGn0 =
1
K + 1
K∑
k=0
∥∥∥ ~Vnk − 〈~V 〉∥∥∥2∥∥∥〈~V 〉∥∥∥2 (4)
donde ‖·‖ es la norma Euclidea. Este ca´lculo es extendido a un conjunto ~Xp ∈ ~Xn de Nres
puntos del espacio de fases escogidos aleatoriamente (un cuarto del total del nu´mero total
de muestras es un valor comu´nmente empleado).
La mediana de estos valores se va a llamar DMKG (Determinism based on Modified
Kaplan-Glass Method) y proporciona una medida robusta de la continuidad del espacio
de fases.
DMKG = median
~Xn0∈ ~Xp
[DMKGn0 ] (5)
Este algoritmo permite cuantificar la extensio´n de los puntos que conforman el espa-
cio de fases basa´ndose en la traslacio´n de los vectores. Si la sen˜al temporal es predecible
(determinista), los vectores ~Vnk seran pra´cticamente iguales y su varianza sera´ muy pe-
quen˜a. De cualquier otra forma, los vectores ~Vnk sera´n distintos y su varianza resultante
sera´ elevada.
En la Figura 4a se representa la evolucio´n temporal de una sen˜al de Hennon simulada.
Esta sen˜al determinista se calcula a partir del conocido mapa cao´tico de Hennon definido
por el sistema: {
x(n+ 1) = 1− ax(n)2 + y(n)
y(n+ 1) = bx(n)
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con los para´metros a = 1,4 y b = 0,3.
En la Figura 4b se representa el espacio de fases obtenido para L = 1 y E = 2. En
la ilustracio´n se han sen˜alado los elementos que participan en este algoritmo: en color
rojo esta´n marcados los Nres = 10 puntos escogidos de forma aleatoria para evaluar la
continuidad de la sen˜al, en color verde aparecen los k = 4 vecinos ma´s cercanos de cada
uno de los puntos anteriores, y adema´s se han representado los vectores ~Vnk entre puntos
consecutivos en el dominio temporal. Dado que la sen˜al es determinista cada subgrupo de
vectores presenta trayectorias similares y por tanto, el valor del ı´ndice DMKG es pro´ximo
a 0.
Este algoritmo presenta como principal inconveniente el coste computacional que su-
pone la bu´squeda de los K vecinos ma´s cercanos para los Nres puntos, as´ı como la cantidad
de puntos que hacen falta para estimar bien el determinismo sin tomar muestras que este´n
correladas temporalmente.
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Figura 4: (a) Sen˜al temporal de Hennon. (b) Espacio de fases de la sen˜al de Hennon
(E = 2, L = 1) donde las marcas rojas indican los Nres = 10 puntos aleatorios donde
se ha evaluado el determinismo y en color verde los k = 4 vecinos ma´s cercanos de
cada punto. No´tese la evolucio´n de los vectores de desplazamiento ~Vnk en el espacio
de fases.
2.3. Me´todo de Jeong et al.
Jeong et al. [14] proponen una nueva medida de determinismo basada en el estudio de
los a´ngulos entre vectores de desplazamiento consecutivos en el espacio de fases, evitando
as´ı la necesidad de buscar los puntos vecinos.
A partir de los puntos del espacio vectorial calculados mediante la Ecuacio´n (1) se
puede obtener la tangente de la trayectoria en el espacio de fases como
~Vn = ~Xn+1 − ~Xn, (6)
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y el coseno del a´ngulo entre dos tangentes consecutivas como
cos(θn) =
~Vn+1 · ~Vn∥∥∥~Vn+1∥∥∥∥∥∥~Vn∥∥∥ (7)
donde ~Vn+1 · ~Vn es el producto escalar de los vectores ~Vn+1 y ~Vn. Se propone el empleo
de la funcio´n coseno porque es menos sensible que el valor de los a´ngulos como tal. El
ı´ndice de predictibilidad propuesto se logra promediando los a´ngulos calculados en todo
el espacio fases:
DJM =
1
S
S∑
n=1
cos(θn) (8)
donde S = (N − (E − 1) · L)− 2.
Si la sen˜al es determinista, la trayectoria en el espacio de fases es suave y la mayor
parte de los valores del coseno son pro´ximos a 1 (o mayores que 0.7). En cambio, si la
sen˜al es estoca´stica, el valor del coseno del a´ngulo estara´ cerca de 0 (o menor que 0.3).
En el caso intermedio (0.3-0.7), se dice que la serie temporal tiene diferentes grados de
predictibilidad.
La principal ventaja de este algoritmo es su sencilla implementacio´n as´ı como la asig-
nacio´n de un determinado valor de predictibilidad a cada a´ngulo, lo que se traduce en un
valor de determinismo para cada instante de tiempo. Esto permite tener un ı´ndice tem-
poral de determinismo. Sin embargo, esta ventaja tambie´n puede ser un inconveniente. El
hecho de que el algoritmo estime el determinismo solo a partir del a´ngulo entre vectores
consecutivos puede resultar erro´neo en el caso de que las sen˜ales este´n sobremuestreadas
o filtradas.
En la Figura 5 se representa la sen˜al de Lorenz as´ı como el valor del a´ngulo del espacio
de fases para cada instante de tiempo. Se puede comprobar que los valores del a´ngulo ma´s
pequen˜os coinciden con los cambios de fase de la sen˜al, pero al ser una sen˜al determinista,
predominan los a´ngulos superiores a 45o.
2.4. Representaciones Recurrentes
Eckmann et al. [15] presentan una nueva herramienta conocida como Representaciones
Recurrentes (Recurrence Plots, RP) la cual nos permite observar los estados ~Xn que se van
repitiendo en el espacio de fases. Una de las principales ventajas de las RP es que permiten
investigar la trayectoria E-dimensional del espacio de fases a trave´s de una representacio´n
binaria bidimensional de los estados recurrentes. Adema´s, la cuantificacio´n del nu´mero y
la duracio´n de los estados recurrentes nos permite estudiar el grado de predictibilidad [16]
as´ı como otras caracter´ısticas de los sistemas dina´micos subyacentes: fases laminares [17],
o´rbitas perio´dicas inestables [18], etc.
Entre las diferentes variantes de ca´lculo de las RP, la manera ma´s comu´n es empleando
la Ecuacio´n (9),
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Figura 5: Sen˜al temporal de Lorenz simulada de 2000 muestras y el ı´ndice de determi-
nismo DJM obtenido para cada instante de tiempo a partir de su espacio de fases
correspondiente logrado para los para´metros E = 2 y L = 8.
Rn1,n2 = Θ(ε− || ~Xn1 − ~Xn2||∞), n1, n2 = 1, . . . , Ns (9)
donde Ns es el nu´mero de estados considerados ~Xn, ε es la distancia umbral, || · ||∞ es la
norma ma´xima, y Θ(·) es la funcio´n de Heaviside.
Θ(x) =
{
0 si x < 0
1 si x ≥ 0 (10)
Cuando un segmento de la trayectoria avanza de forma paralela a otro segmento ob-
tendremos una linea diagonal en las RP. La longitud de esta diagonal esta´ determinada
por el tiempo que las dos trayectorias avanzan de forma similar. Como resultado, la pre-
sencia de lineas diagonales paralelas a la diagonal principal de la representacio´n (l´ınea
de identidad) indican que la evolucio´n de los estados es similar en distintos instantes de
tiempo, y por tanto, el proceso puede ser considerado determinista.
El porcentaje de puntos recurrentes que forman una l´ınea diagonal puede ser empleado
como medida de determinismo. Este porcentaje se calcula de la siguiente manera:
DRP =
∑Ns
j=jmin
j · P (j)∑Ns
n1,n2=1
Rn1,n2
(11)
donde P (j) es el nu´mero de l´ıneas diagonales de longitud j y jmin es el nu´mero mı´nimo
de puntos considerados como l´ınea diagonal (en este trabajo se ha empleado jmin = 2).
En la Figura 6 se representan dos ejemplos de representaciones recurrentes logradas
para dos sen˜ales simuladas, una aleatoria y otra determinista, respectivamente. En el
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primer caso se analiza una sen˜al de ruido correlado generado a partir de un proceso
AR(1) definido por:
x(n) = 0,95x(n− 1) + η(n)
donde η(n) es una sen˜al de ruido blanco Gaussiano de media nula y varianza unidad. En
el segundo caso se estudia una sen˜al lograda a partir de la componente x del atractor de
Rossler empleado para el modelado del equilibrio en reacciones qu´ımicas y definido por el
siguiente sistema: 
x˙ = −(y + z)
y˙ = x+ ay
z˙ = b+ (x− c)z
donde a = 0, 2, b = 0, 2 and c = 5, 7 [19]. En este caso, el sistema tambie´n ha sido integrado
empleando el algoritmo Runge-Kutta de cuarto orden cuyo paso de integracio´n es 0.01.
Para eliminar los transitorios iniciales se han descartado los primeros 5000 puntos. A
simple vista se puede comprobar que en la RP aparecen l´ıneas diagonales que corresponden
con los estados consecutivos que sigue la sen˜al representada, sin embargo, en el caso de la
sen˜al aleatoria no aparecen dichas trayectorias y el aspecto es similar al de ruido blanco
bidimensional. Ponderando la longitud y la tasa de ocurrencia de las l´ıneas diagonales se
extrae el para´metro DRP .
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Figura 6: a) Representacio´n recurrente lograda para una sen˜al de ruido correlado (E = 2,
L = 1). b) Representacio´n recurrente lograda para la sen˜al de Rossler (E = 2,
L = 1).
Pese a ser una herramienta muy potente para el estudio del determinismo de una sen˜al
presenta como principales inconvenientes la dependencia respecto a la reconstruccio´n del
espacio de fase (eleccio´n de L y E) y su elevado coste computacional. Para cada punto
de la sen˜al se tiene que evaluar la distancia con respecto al todo el resto de puntos del
espacio de fases y comprobar si dicha distancia es mayor o menos que el umbral escogido.
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Siendo esto u´ltimo, la eleccio´n de ε tambie´n un factor cr´ıtico. En la Seccio´n 4 se presentan
los tiempos de co´mputo de este algoritmo en funcio´n del taman˜o de ventana.
Hasta aqu´ı se ha hecho un repaso de los me´todos para la medida del determinismo
disponibles en la literatura. En la siguiente seccio´n se propone un nuevo algoritmo basado
en la estad´ıstica de orden superior de la sen˜al bajo estudio.
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3. Medida de determinismo basada en estad´ısticos de
orden superior
Cualquier tipo de sen˜al, y en particular las sen˜ales de ultrasonidos, no pueden ser
consideradas puramente deterministas o aleatorias, sino una combinacio´n de ambas [20].
La predictibilidad de una sen˜al puede ser entendida como el peso de la componente de-
terminista respecto al resto de la sen˜al. De modo que una alternativa razonable para el
estudio del determinismo de una sen˜al es el empleo de la correlacio´n entre las muestras
que la conforman. La correlacio´n de segundo orden (autocorrelacio´n) no proporciona in-
formacio´n acerca de las interacciones de ordenes superiores de los para´metros que definen
el modelo que genera la sen˜al. Dadas las interacciones f´ısicas tan complejas que pueden
darse en algunos modelos, en este trabajo se propone el empleo de estad´ısticos de orden
superior para la medida de la predictibilidad y/o el determinismo en las series temporales.
Si modelamos cualquier sen˜al como un proceso estoca´stico discreto y estacionario
{x˜(n)}, podemos definir lo que se va a considerar una secuencia de desplazamiento como
{S˜m(n)} = {x˜(n)} − {x˜(n+m)} = {x˜(n)} ∗ h(n) (12)
donde ∗ denota la convolucio´n discreta de un proceso estoca´stico {x˜(n)} con un sistema
lineal e invariante en el tiempo (LTI) h(n) = δ(n)− δ(n+m), δ(n) es la funcio´n discreta
delta de Dirac, y m es un valor de retardo cualquiera.
Las propiedades estad´ısticas de la sen˜al filtrada {S˜m(n)} se pueden analizar en funcio´n
de los estad´ısticos del proceso de entrada {x˜(n)} y de la respuesta al impulso del filtro h(n).
Se puede calcular el cumulante de 4o orden de {S˜m(n)} (cSm4 (k1, k2, k3) = E[Sm(n)Sm(n+
k1)Sm(n+k2)Sm(n+k3)]) empleando las relaciones de filtrado del proceso coloreado [21]:
cSm4 (k1, k2, k3) =
∑
m1
∑
m2
∑
m3
cx4(k1 −m1, k2 −m2, k3 −m3) · ch4(m1,m2,m3) (13)
donde
ch4(m1,m2,m3) =
∑
l
h(l)h(l +m1)h(l +m2)h(l +m3) (14)
Si la Ecuacio´n (13) se particulariza para k1 = k2 = k3 = 0, el resultado logrado
corresponde con la curtosis de la secuencia de desplazamiento (γSm4 ).
cSm4 (0, 0, 0) = γ
Sm
4 =
∑
m1
∑
m2
∑
m3
cx4(−m1,−m2,−m3) · ch4(m1,m2,m3) (15)
Los cumulantes de 4o orden de ch4(m1,m2,m3) solamente son distintos de cero para
determinados retardos, en funcio´n de m, representados en la Figura 7. Empleando esta
propiedad y teniendo en cuenta las propiedades de simetr´ıa de los cumulantes de 4o orden,
la Ecuacio´n (15) se puede simplificar a la Ecuacio´n (16).
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Figura 7: Representacio´n gra´fica de los cumulantes de 4o orden de h(n). Los puntos
negros representan los valores donde ch4(m1,m2,m3) es distinto de cero (los nu´meros
azules junto a los puntos indican la amplitud de los cumulantes en dichos retardos).
γSm4 = 2 ·
(
cx4(0, 0, 0)− cx4(m, 0, 0)− cx4(0, 0,m)− cx4(0,m, 0)+
cx4(m,m, 0) + c
x
4(m, 0,m) + c
x
4(0,m,m)− cx4(m,m,m)
)
= 2 ·
(
cx4(0, 0, 0)− cx4(m,m,m) + 3 · cx4(m,m, 0)− 3 · cx4(m, 0, 0)
) (16)
Por lo tanto, el momento central de 4o orden (curtosis) de la secuencia de despla-
zamiento {S˜m(n)} proporciona una manera simple de medir co´mo los cumulantes de 4o
orden de {x˜(n)} cambian en funcio´n del retardo m. Este retardo define el lado del cubo
cuyos ve´rtices son los puntos donde se esta´ evaluando la funcio´n cx4(k1, k2, k3). Con el ob-
jetivo de obtener un indicador de como las correlaciones de o´rdenes elevados evolucionan
con el aumento de dicho retardo, los ve´rtices del cubo deben aumentar. En este trabajo se
propone el ca´lculo de la curtosis media de la secuencia de desplazamiento obtenida para
diferentes retardos temporales m como un estimador de determinismo:
DAKDS =
1
M
M∑
m=1
γSm4 (17)
donde M es el ma´ximo retardo temporal cuya eleccio´n depende de la frecuencia de mues-
treo as´ı como de la ventana de observacio´n, aunque su valor no es un para´metro cr´ıtico.
DAKDS son las siglas de Determinismo basado en la curtosis media de la secuencia de
desplazamiento (Determinism based on the Average Kurtosis of the Displacement Sequen-
ce). Cabe destacar que no se ha empleado el momento de 3rd orden (skewness) dado que
su expresio´n equivalente a la Ecuacio´n (16) ser´ıa nula para todo tipo de sen˜ales, fuesen
deterministas o aleatorias. El cumulante de 4th orden es el estad´ıstico de menor orden
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que permite la medida del determinismo teniendo en cuenta las interacciones de orden
superior.
La manera habitual de medida de la curtosis consiste en asumir ergodicidad y calcular
la media temporal de E[(Sm(n)−µ)
4]
σ4
− 3, donde µ es la media y σ es la desviacio´n t´ıpica
de {S˜m(n)}. La curtosis se puede interpretar como la medida de la dispersio´n de una
distribucio´n alrededor de los valores µ±σ, la cual puede ser elevada cuando la funcio´n de
probabilidad esta´ concentrada tanto cerca de la media como en las colas de la distribucio´n.
Para solucionar esto, en [22] se propone una alternativa robusta para la estima de la
curtosis basada en los octiles de la distribucio´n:
RK(Sm(n)) =
(E7 − E5) + E3 − E1
E6 − E2 − 1,23 (18)
donde Ej es el octil j de la distribucio´n de la realizacio´n Sm(n). El estimador RK es
consistente e insesgado. Un ana´lisis detallado del comportamiento de este estimador para
distintos tipos de distribuciones se lleva a cabo en [23]. Ademas, el estimador RK no se
ve influido por la presencia de outliers dado que se basa en octiles, los cuales convergen a
los valores reales razonablemente ra´pido.
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4. Evaluacio´n de sen˜ales teo´ricas
En esta seccio´n se va a llevar a cabo la evaluacio´n de los cuatro me´todos anteriores
sobre algunas de las sen˜ales teo´ricas introducidas en el trabajo hasta ahora, as´ı como
algunas otras habituales en este tipo de ana´lisis con el propo´sito de comprender y valorar
las ventajas e inconvenientes de cada uno de ellos. La bater´ıa de sen˜ales estara´ conformada
por un total de cinco sen˜ales deterministas y cinco sen˜ales aleatorias.
Las sen˜ales deterministas analizadas son: la sen˜al de Lorenz (Seccio´n 2.1), y la sen˜al
de Rossler (Seccio´n 2.4). Ademas de las sen˜ales de Ikeda, Log´ıstica y de Van der Pol. La
sen˜al temporal de Ikeda se ha logrado a partir de la componente x del atractor de Ikeda
definido por {
x(n+ 1) = a+R(x(n)cos(t)− y(n)sin(t))
y(n+ 1) = R(x(n)sin(t) + y(n)cos(t))
donde t = φ − p/(1 + x(n)2 + y(n)2), y los para´metros a = 1, R = 0,7, φ = 0,4 y p = 6
[24]. Este atractor modela el comportamiento de la luz alrededor de un resonador o´ptico
no lineal (diele´ctrico no lineal) en su forma ma´s general.
La funcio´n Log´ıstica viene descrita por la expresio´n
x(n+ 1) = ax(n)(1− x(n))
donde el para´metro a = 3,8 y el valor inicial x(0) = 0,23 [25]. Esta expresio´n resulta
de un modelo demogra´fico sencillo que explica que la dina´mica de una poblacio´n tiene
un crecimiento cada vez ma´s lento a medida que se acerca a una cantidad de individuos
considerada como l´ımite.
La u´ltima sen˜al determinista que se va a analizar es el oscilador con amortiguamiento
no lineal de Van der Pol [26]. Su evolucio´n temporal obedece a una ecuacio´n diferencial
de segundo orden: 
x˙ = y
y˙ = 5y(1− x2)− 5x
z˙ = 1
El sistema se ha integrado empleando un algoritmo Runge-Kutta de cuarto orden cuyo
paso de integracio´n es pi/100, y la sen˜al a analizar sera´ la componente x resultante.
Las sen˜ales aleatorias empleadas son una sen˜al de ruido blanco Gaussiano (WGN), una
sen˜al de ruido correlado (Seccio´n 2.4), una sen˜al de ruido aleatorio con una no linealidad
esta´tica y una sen˜al de ruido filtrado. La sen˜al WGN ha sido generada por un proceso
estoca´stico incorrelado de media nula y distribucio´n Gaussiana normalizada. La sen˜al
aleatoria no lineal se ha logrado a partir de un modelo no lineal definido por
x(n+ 1) =
x(n− 1)2(x(n− 1) + 2,5)
1 + x(n− 1)2 + x(n− 2)2 + η(n)
donde η(n) es tambie´n una sen˜al WGN con media nula y desviacio´n t´ıpica igual a 1. El
objetivo de trabajar con esta sen˜al es que presenta una no linealidad esta´tica, a diferencia
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de las sen˜ales cao´ticas cuya naturaleza es no lineal dina´mica. Adema´s, se ha trabajado
con una sen˜al aleatoria filtrada por un filtro paso bajo (fd = 0,2) de 100 coeficientes para
comprobar la robustez de los algoritmos frente a las sen˜ales filtradas.
Para cada uno de los algoritmos se ha evaluado el comportamiento de los ı´ndices en
funcio´n del taman˜o de la ventana de observacio´n y la relacio´n Sen˜al a Ruido (SNR),
particularizando para sen˜ales con una longitud igual a 2000 muestras. Cada simulacio´n
se ha ponderado empleando 100 realizaciones de MonteCarlo y empleando los para´metros
de cada me´todo indicados en cada caso.
En la Tabla 1 se presentan los resultados logrados para el me´todo de Kaplan-Glass
empleando como para´metros del algoritmo: Nres igual a 100 puntos escogidos de forma
aleatoria y k = 4 vecinos ma´s cercanos para cada punto. En la parte superior de la tabla
se puede comprobar que a medida que el taman˜o de las sen˜ales aumenta los resultados
decrecen, ya que el algoritmo dispone de mayor nu´mero de puntos donde buscar los vecinos
ma´s cercanos. De esta forma, los vectores de traslacio´n empleados para el ca´lculo son ma´s
parecidos y el ı´ndice menor. Adema´s es fa´cil comprobar que para las sen˜ales deterministas
se obtienen valores ma´s pequen˜os que para las sen˜ales aleatorias. El hecho de aumentar
la ventana tambie´n hace que la varianza de los ı´ndices decrezca. Las sen˜ales se podr´ıan
clasificar correctamente empleando una ventana igual o mayor a 2000 muestras.
Los peores casos son la sen˜al determinista de Lorenz y la sen˜al de ruido filtrado. En el
primer caso, el espacio de fases de la sen˜al (Figura 3b) demuestra que pese a que las
o´rbitas sean similares en trayectoria algunas quedan lejos de otras, lo que implica que
para un ana´lisis ma´s riguroso habr´ıa que aumentar la dimensio´n incrustrada, E. Adema´s
este resultado tambie´n depende mucho de los Nres puntos escogidos para llevar a cabo la
simulacio´n como demuestra el valor de desviacio´n t´ıpica asociado, muy elevado respecto al
resto de simulaciones deterministas. En el segundo caso se obtiene un valor relativamente
elevado respecto a las dema´s sen˜ales aleatorias. Esto se debe a que la sen˜al pese a ser
aleatoria se ha filtrado empleando un nu´mero elevado de coeficientes, lo que introduce
cierta correlacio´n entre las muestras.
Respecto a la SNR de las sen˜ales, este algoritmo presenta una elevada sensibilidad al
ruido. En la tabla adjunta se puede comprobar que el ı´ndice no clasifica correctamente
las sen˜ales para valores de SNR inferiores a 30 dB. E´sta es una importante limitacio´n
pra´ctica a tener en cuenta en futuras aplicaciones.
Los resultados obtenidos de la simulacio´n empleando el me´todo de Jeong esta´n recogi-
dos en la Tabla 2. Como se explicaba en la Seccio´n 2.3 las sen˜ales deterministas presentan
valores de DJM superiores a cos(45o) = 0,7071, y las aleatorias, valores inferiores. A
diferencia del algoritmo anterior, el resultado no depende del taman˜o de ventana ni de-
pende de puntos aleatorios donde evaluar los vectores de desplazamiento por lo que la
varianza de la medida es nula en el caso de sen˜ales deterministas. El hecho de poder tener
un valor de determinismo en cada instante de tiempo permite lograr un ı´ndice temporal
u´til en aplicaciones reales donde la sen˜al va cambiando a lo largo del tiempo. El principal
inconveniente de este algoritmo es su poca robustez frente a sen˜ales aleatorias filtradas.
Cuando la sen˜al se filtra su aspecto temporal se suaviza, de modo que los a´ngulos entre
los puntos del espacio de fases se hacen ma´s grandes, y el resultado del algoritmo equivale
al de una sen˜al determinista erro´neamente.
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Me´todo de Kaplan-Glass modificado
Taman˜o de ventana
500 1000 2000 3000
Deterministas
Ikeda 0.049 ± 0.006 0.028 ± 0.004 0.017 ± 0.004 0.011 ± 0.002
Lorenz 0.202 ± 0.020 0.218 ± 0.010 0.138 ± 0.008 0.114 ± 0.008
Rossler 0.048 ± 0.011 0.053 ± 0.008 0.045 ± 0.006 0.034 ± 0.004
Logistic 0.008 ± 0.001 0.004 ± 0.001 0.002 ± 0 0.001 ± 0
Van der Pol 0.039 ± 0.004 0.016 ± 0.002 0.007 ± 0.001 0.005 ± 0.001
Aleatorias
AWGN 0.587 ± 0.168 0.575 ± 0.167 0.558 ± 0.169 0.540 ± 0.162
Uniforme 0.424 ± 0.045 0.417 ± 0.035 0.411 ± 0.036 0.423 ± 0.033
Correlado 0.496 ± 0.049 0.474 ± 0.052 0.466 ± 0.041 0.470 ± 0.047
No Lineal 0.480 ± 0.057 0.447 ± 0.042 0.441 ± 0.041 0.446 ± 0.049
Filtrado 0.349 ± 0.047 0.275 ± 0.034 0.238 ± 0.025 0.222 ± 0.025
SNR (dB)
0 10 20 30
Deterministas
Ikeda 0.416 ± 0.037 0.344 ± 0.036 0.071 ± 0.009 0.015 ± 0.003
Lorenz 0.917 ± 0.092 1.038 ± 0.086 1.046 ± 0.099 0.138 ± 0.007
Rossler 1.085 ± 0.097 1.340 ± 0.112 0.855 ± 0.064 0.044 ± 0.006
Logistic 0.406 ± 0.038 0.288 ± 0.030 0.038 ± 0.003 0.002 ± 0
Van der Pol 1.113 ± 0.103 1.055 ± 0.089 0.546 ± 0.047 0.007 ± 0
Aleatorias
AWGN 0.562 ± 0.162 0.581 ± 0.166 0.562 ± 0.173 0.578 ± 0.165
Uniforme 0.417 ± 0.033 0.414 ± 0.039 0.421 ± 0.038 0.414 ± 0.032
Correlado 0.516 ± 0.049 0.539 ± 0.048 0.465 ± 0.044 0.468 ± 0.043
No Lineal 0.486 ± 0.047 0.550 ± 0.057 0.451 ± 0.050 0.447 ± 0.049
Filtrado 0.535 ± 0.045 0.651 ± 0.067 0.272 ± 0.035 0.247 ± 0.031
Tabla 1: Comparativa de los valores de determinismo obtenidos empleando el me´todo de
Kaplan-Glass modificado. Arriba: ana´lisis en funcio´n del taman˜o de ventana. Abajo:
ana´lisis en funcio´n de la SNR (dB).
Pese a ser un algoritmo de fa´cil implementacio´n y u´til en situaciones pra´cticas, no es
robusto frente a bajas SNR. Como se puede comprobar en la parte inferior de la tabla
este me´todo de medida no permite la clasificacio´n de las sen˜ales deterministas como tales
en presencia de ruido. El l´ımite para un funcionamiento apropiado esta´ en los 30 dB de
SNR.
En la Tabla 3 esta´n recogidos los resultados de determinismo obtenidos empleando
las representaciones recurrentes. Esta herramienta de estudio permite la clasificacio´n de
las sen˜ales en funcio´n de su grado de determinismo incluso con taman˜os de ventana
pequen˜os. Adema´s la varianza de este ı´ndice es pequen˜a y disminuye considerablemente
a medida que aumenta la longitud de la sen˜al. Este me´todo es un algoritmo muy potente
que permite incluso la identificacio´n de las sen˜ales para SNR del orden de los 10 dB.
Su robustez frente al taman˜o de ventana y al ruido se debe al proceso de binarizacio´n
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Me´todo de Jeong
Taman˜o de ventana
500 1000 2000 3000
Deterministas
Ikeda 0.734 0.734 0.737 0.739
Lorenz 0.995 0.994 0.994 0.994
Rossler 0.999 0.999 0.999 0.999
Logistic 0.808 0.798 0.800 0.797
Van der Pol 0.985 0.986 0.986 0.986
Aleatorias
AWGN 0.616 ± 0.058 0.627 ± 0.061 0.611 ± 0.059 0.626 ± 0.061
Uniforme 0.558 ± 0.018 0.557 ± 0.014 0.557 ± 0.009 0.558 ± 0.007
Correlado 0.436 ± 0.022 0.436 ± 0.013 0.435 ± 0.009 0.436 ± 0.007
No Lineal 0.542 ± 0.012 0.545 ± 0.009 0.544 ± 0.007 0.544 ± 0.005
Filtrado 0.798 ± 0.012 0.800 ± 0.008 0.803 ± 0.005 0.804 ± 0.004
SNR (dB)
0 10 20 30
Deterministas
Ikeda 0.574 ± 0.009 0.622 ± 0.008 0.730 ± 0.002 0.737 ± 0
Lorenz 0.694 ± 0.008 0.690 ± 0.009 0.677 ± 0.007 0.994 ± 0
Rossler 0.694 ± 0.008 0.691 ± 0.008 0.627 ± 0.008 0.999 ± 0
Logistic 0.580 ± 0.008 0.669 ± 0.007 0.790 ± 0.002 0.800 ± 0
Van der Pol 0.693 ± 0.007 0.686 ± 0.008 0.695 ± 0.008 0.986 ± 0
Aleatorias
AWGN 0.624 ± 0.060 0.635 ± 0.061 0.621 ± 0.061 0.624 ± 0.061
Uniforme 0.557 ± 0.010 0.558 ± 0.009 0.557 ± 0.008 0.557 ± 0.009
Correlado 0.523 ± 0.009 0.457 ± 0.008 0.435 ± 0.009 0.434 ± 0.010
No Lineal 0.551 ± 0.008 0.524 ± 0.006 0.542 ± 0.007 0.544 ± 0.008
Filtrado 0.558 ± 0.009 0.559 ± 0.006 0.766 ± 0.004 0.804 ± 0.005
Tabla 2: Comparativa de los valores de determinismo obtenidos empleando el me´todo de
Jeong. Arriba: ana´lisis en funcio´n del taman˜o de ventana. Abajo: ana´lisis en funcio´n
de la SNR (dB).
que lleva a cabo la funcio´n de Heaviside. El u´nico inconveniente que ello supone es la
eleccio´n del umbral para llevar a cabo dicho proceso. En este trabajo se ha empleado el
60 % de la media de la distancia Eucl´ıdea de los vectores del espacio de fases. No´tese que
este algoritmo presenta valores algo ma´s elevados para las sen˜ales aleatorias con elevada
correlacio´n entre las muestras, ruido no lineal y ruido filtrado. No todo son ventajas, y
la robustez del algoritmo se ve justificada a cambio del elevado coste computacional que
este supone como se vera´ ma´s adelante.
Finalmente se han repetido las simulaciones empleando el algoritmo propuesto basado
en estad´ısticos de orden superior (Tabla 4), empleando como retardo ma´ximo M = 400.
Este algoritmo que pondera las relaciones de ordenes superiores entre muestras permite
identificar las sen˜ales deterministas y las sen˜ales aleatorias a partir de un taman˜o de
ventana igual a 1000 muestras dado que es necesario estimar correctamente la distribucio´n
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Representaciones Recurrentes
Taman˜o de ventana
500 1000 2000 3000
Deterministas
Ikeda 0.943 0.973 0.981 0.983
Lorenz 0.915 0.898 0.896 0.921
Rossler 0.966 0.963 0.952 0.945
Logistic 0.746 0.719 0.716 0.723
Van der Pol 0.876 0.882 0.880 0.883
Aleatorias
AWGN 0.001 ± 0.001 0.001 ± 0 0.001 ± 0 0.001 ± 0
Uniforme 0.002 ± 0.001 0.002 ± 0 0.002 ± 0 0.002 ± 0
Correlado 0.035 ± 0.007 0.034 ± 0.004 0.034 ± 0.003 0.034 ± 0.002
No Lineal 0.138 ± 0.023 0.138 ± 0.014 0.141 ± 0.010 0.141 ± 0.008
Filtrado 0.238 ± 0.032 0.225 ± 0.018 0.221 ± 0.010 0.220 ± 0.008
SNR (dB)
0 10 20 30
Deterministas
Ikeda 0.028 ± 0.004 0.703 ± 0.022 0.977 ± 0.002 0.981 ± 0
Lorenz 0.001 ± 0.001 0.521 ± 0.018 0.879 ± 0.002 0.896 ± 0
Rossler 0.001 ± 0.001 0.318 ± 0.012 0.816 ± 0.004 0.952 ± 0
Logistic 0.024 ± 0.004 0.517 ± 0.022 0.727 ± 0.004 0.716 ± 0
Van der Pol 0.001 ± 0.001 0.494 ± 0.015 0.879 ± 0.002 0.880 ± 0
Aleatorias
AWGN 0.002 ± 0.001 0.001 ± 0.001 0.002 ± 0.001 0.002 ± 0.001
Uniforme 0.002 ± 0.001 0.002 ± 0.001 0.002 ± 0.001 0.002 ± 0.001
Correlado 0.004 ± 0.001 0.018 ± 0.002 0.034 ± 0.003 0.034 ± 0.003
No Lineal 0.008 ± 0.001 0.067 ± 0.006 0.139 ± 0.012 0.141 ± 0.012
Filtrado 0.006 ± 0.001 0.096 ± 0.006 0.221 ± 0.009 0.221 ± 0.009
Tabla 3: Comparativa de los valores de determinismo obtenidos empleando el me´todo de
las Representaciones Recurrentes. Arriba: ana´lisis en funcio´n del taman˜o de ventana.
Abajo: ana´lisis en funcio´n de la SNR (dB).
de los vectores de traslacio´n en funcio´n de cada valor de retardo. Ve´ase que la varianza
del ı´ndice se va reduciendo a medida que aumenta la longitud de la sen˜al en los casos
aleatorios. En el ana´lisis en funcio´n de la SNR, la clasificacio´n ser´ıa correcta a partir
de los 20 dB, aunque para 10 dB solo falla para Ikeda. De modo que frente al ruido el
algoritmo es ma´s robusto que los dos primeros algoritmos pero menos que el algoritmo
DRP. La principal ventaja de este algoritmo es que evita la reconstruccio´n del espacio de
fases y con ello la estimacio´n de los para´metros, L y E, tan tedioso en algunos casos.
Para finalizar, y sin intentar realizar un estudio detallado del coste computacional,
se ha medido el tiempo de ca´lculo de cada uno de los me´todos. La idea es la de obtener
una indicacio´n aproximada de la complejidad sin tener en cuenta las diferencias en la
implementacio´n de los diferentes algoritmos.
Antes de acabar este apartado se ha querido analizar de forma breve el coste compu-
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Metodo de la Curtosis
Taman˜o de ventana
500 1000 2000 3000
Deterministas
Ikeda 0.185 0.159 0.152 0.150
Lorenz 0.294 0.918 1.081 0.650
Rossler 0.431 0.376 0.329 0.313
Logistic 0.200 0.166 0.156 0.160
Van der Pol 0.599 0.545 0.542 0.542
Aleatorias
AWGN 0.087 ± 0.003 0.051 ± 0.002 0.0338 ± 0.001 0.027 ± 0.001
Uniforme 0.091 ± 0.007 0.054 ± 0.004 0.0377 ± 0.004 0.032 ± 0.004
Correlado 0.093 ± 0.005 0.053 ± 0.003 0.0351 ± 0.002 0.028 ± 0.001
No Lineal 0.098 ± 0.008 0.057 ± 0.006 0.0392 ± 0.005 0.034 ± 0.004
Filtrado 0.135 ± 0.019 0.074 ± 0.007 0.0476 ± 0.004 0.038 ± 0.004
SNR (dB)
0 10 20 30
Deterministas
Ikeda 0.034 ± 0.001 0.034 ± 0.001 0.138 ± 0.005 0.152 ± 0
Lorenz 0.038 ± 0.003 0.307 ± 0.023 1.037 ± 0.008 1.081 ± 0
Rossler 0.061 ± 0.006 0.215 ± 0.005 0.323 ± 0.002 0.329 ± 0
Logistic 0.034 ± 0.001 0.034 ± 0.001 0.155 ± 0.007 0.156 ± 0
Van der Pol 0.085 ± 0.006 0.288 ± 0.008 0.489 ± 0.005 0.542 ± 0
Aleatorias
AWGN 0.033 ± 0.001 0.034 ± 0.001 0.034 ± 0.001 0.033 ± 0.001
Uniforme 0.038 ± 0.005 0.038 ± 0.004 0.038 ± 0.004 0.037 ± 0.004
Correlado 0.033 ± 0.001 0.035 ± 0.002 0.035 ± 0.001 0.035 ± 0.002
No Lineal 0.034 ± 0.001 0.035 ± 0.002 0.039 ± 0.004 0.040 ± 0.004
Filtrado 0.034 ± 0.002 0.041 ± 0.003 0.048 ± 0.003 0.048 ± 0.004
Tabla 4: Comparativa de los valores de determinismo obtenidos empleando el me´todo
basado en la curtosis. Arriba: ana´lisis en funcio´n del taman˜o de ventana. Abajo:
ana´lisis en funcio´n de la SNR (dB).
tacional de cada uno de los me´todos para ayudar al lector a comprender la complejidad
Taman˜o de ventana
500 1000 2000 3000
Kaplan-Glass 0.18 0.24 0.38 0.43
Jeong 0.01 0.02 0.03 0.05
RP 0.25 0.77 3.08 6.98
Curtosis 0.59 0.72 0.98 1.31
Tabla 5: Tiempo (segundos) de ejecucio´n de cada algoritmo en funcio´n del taman˜o de
ventana.
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de cada uno de ellos. En la Tabla 5 se recogen los valores medios del tiempo que cada
algoritmo tarda en llevar a cabo el ca´lculo de cada medida en funcio´n del taman˜o de la
ventana. Tanto en el caso del me´todo de Kaplan-Glass como en el me´todo de Jeong la
relacio´n entre el taman˜o de la ventana y el tiempo de ca´lculo es lineal, aunque el segundo
caso es ma´s ra´pido ya que evita la bu´squeda de puntos. En el caso de las representaciones
recurrentes y el me´todo de la curtosis, los tiempos computacionales son ma´s elevados. En
el primer caso, el coste aumenta exponencialmente con el taman˜o de la ventana ya que
para lograr la representacio´n recurrente es necesario comparar cada punto del espacio de
fases (N) con los (N-1) puntos restantes. En el caso de la curtosis, se ponderan M = 400
valores independientemente del taman˜o de la ventana, pero el co´mputo de la curtosis de
la secuencia de desplazamiento si que depende del taman˜o de la ventana de modo que hay
un coste constante y otro variable. En cualquier caso, el algoritmo de la curtosis es ma´s
ra´pido que el de las representaciones recurrentes.
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5. Resultados
En esta seccio´n se van a analizar los resultados obtenidos al aplicar los cuatro me´todos
descritos en sen˜ales de inspeccio´n ultraso´nica. En primer lugar se evalu´a un modelo teo´rico
de ultrasonidos, y a continuacio´n se pasa a analizar una aplicacio´n real de ultrasonidos
para el ana´lisis de probetas de cemento.
5.1. Aplicacio´n al modelo teo´rico de inspeccio´n ultraso´nica
La simulacio´n de sen˜ales de ultrasonidos se ha llevado a cabo empleando el modelo
presentado en [1] y descrito en la Ecuacio´n (19). Esta expresio´n modela una sen˜al resul-
tante de un ana´lisis de ultrasonidos en configuracio´n pulso-eco, tomada en un instante de
tiempo t por un transductor situado en una posicio´n z.
x(t, z) =
Ne(z)∑
i=1
Ai(z) · p(t− τi(z)) · cos(w0(t− τi(z))) + {n˜(t)} (19)
donde
p(t− τi(z)) = p0(t− τi(z)) · e−α·τi(z) (20)
La Ecuacio´n (19) calcula la sen˜al reflejada (A-scan) como la suma de todas las contri-
buciones procedentes de los Ne(z) reflectores o pequen˜os granos que forman el material
agregado. Dichos reflectores se caracterizan por su valor de reflectividad Ai(z) y esta´n
emplazados aleatoriamente en la muestra bajo estudio, τi(z). p0(t) es la envolvente del
pulso de ultrasonidos a la frecuencia f0. Se ha supuesto una ley de atenuacio´n exponencial
con la posicio´n de para´metro α.
Debido a la atenuacio´n del material, la amplitud del pulso p(t) decrece exponencial-
mente a medida que la onda ultraso´nica se propaga por el material. Adema´s, el modelo
0 0.5 1 1.5 2 2.5 3
x 10−3
−1
−0.5
0
0.5
1
Ultrasound A−Scan
Time (mseg)
x
(t)
0 0.5 1 1.5 2 2.5 3
x 10−3
−1
−0.5
0
0.5
1
Normalized Ultrasound A−Scan
Time (mseg)
x
(t)
Figura 8: Ejemplo de sen˜al de ultrasonidos lograda a partir del modelo de la Ecuacio´n
(20) y sen˜al ajustada en amplitud.
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recoge el Ruido de Observacio´n (ON) como un proceso estoca´stico {n˜(t)}. Este ruido de
observacio´n modela cualquier feno´meno aleatorio que no esta´ relacionado con las propie-
dades del material (ve´ase Figura 2). Por lo tanto, las sen˜ales simuladas obtenidas son el
resultado de la suma del ruido de grano (GN) dependiente del material (primer te´rmino
de la Ecuacio´n (19)), ma´s un ruido de observacio´n (ON).
Debido a los distintos ecos procedentes del material as´ı como a la atenuacio´n con la
profundidad, los A-scans que resultan presentan una forma de onda caracter´ıstica cuya
amplitud decae hasta que el GN desaparece por debajo del nivel del ON. Como resulta-
do, las sen˜ales presentan una GOR (Grain-to-Noise Ratio) [5] caracter´ıstica del material
analizado (Figura 8). Cuando comparamos dos materiales con diferente cantidad de re-
flectores, la naturaleza de la sen˜al reflejada es distinta. En el caso de un menor nu´mero
de ecos de grano, las reflexiones sera´n ma´s parecidas a la sen˜al incidente. Sin embargo, en
presencia de un mayor nu´mero de reflectores, la energ´ıa se va a dispersar ma´s y habra´ un
mayor nu´mero de contribuciones que dara´n lugar a una sen˜al total con un valor de de-
terminismo distinto al caso anterior. Con el propo´sito de evitar que los resultados de los
ı´ndices de determinismo dependan de la curva de atenuacio´n y los cambios de amplitud,
las sen˜ales resultantes del modelo sera´n compensadas en amplitud, sin variar el resto de
propiedades de la sen˜al (Figura 8).
A continuacio´n se muestran los resultados del ca´lculo de determinismo logrados a partir
de los algoritmos descritos en la Seccio´n 2 aplicados sobre el modelo descrito previamente.
En particular, la longitud de los vectores de datos es de 1500 puntos, y se han calculado 50
realizaciones de Monte Carlo para cada nivel de atenuacio´n y cada me´todo. Los para´metros
empleados para el modelo en la simulacio´n son: w0 = 2pi10 MHz, atenuacio´n 10 dB/cm,
porcentaje de reflectores 40 %, y la amplitud de los reflectores sigue una distribucio´n de
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Figura 9: Resultados del nivel de determinismo en funcio´n de los valores de atenuacio´n
(dB/cm) para el modelo de ultrasonidos y los cuatro me´todos estudiados. a) DMKG
(izquierda) y DJM (derecha), b) DRP (izquierda) y DAKDS (derecha).
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tipo K, con para´metro de forma K = 0,5. El valor del para´metro DAKDS estimado se
calcula siguiendo las Ecuaciones (17) y (18) empleando como ma´ximo retardo temporal
un valor M = 400.
La Figura 9 analiza el comportamiento de los ı´ndices de determinismo frente a los
distintos valores de atenuacio´n. La Figura 9a muestra como los ı´ndices DMKG (Ecuacio´n
(5)) y DJM (Ecuacio´n (8)) no permiten identificar el valor de la atenuacio´n de la sen˜al
en funcio´n del determinismo a partir de ciertos valores de atenuacio´n (1 dB/cm and
4.5 dB/cm, respectivamente) ya que las curvas alcanzan valores constantes. Cuando la
atenuacio´n aumenta lo suficiente, el ma´ximo de la GOR decrece; por tanto, ambos me´todos
fallan a la hora de caracterizar sen˜ales con elevados niveles de ruido. Este comportamiento
ya se pod´ıa predecir a partir de las conclusiones extra´ıdas de la evaluacio´n teo´rica hecha
en la Seccio´n 4
La Figura 9b presenta las curvas resultantes para los ı´ndices DRP (Ecuacio´n (11)) y
DAKDS (Ecuacio´n (17)). Al contrario que en los casos anteriores, las curvas obtenidas
permiten obtener el valor de la atenuacio´n en funcio´n del determinismo, incluso a pesar de
que las sen˜ales tengan baja SNR. La justificacio´n de estos resultados es distinta en cada
caso: en el caso de las Representaciones Recurrentes se debe al proceso de binarizacio´n
que lleva a cabo la funcio´n de Heaviside, y en el caso del para´metro DAKDS se debe a la
insensibilidad de los estad´ısticos de orden superior frente al ruido Gaussiano.
A la vista de la aplicacio´n de los me´todos de medida de determinismo sobre sen˜ales
simuladas se observa la validez de esta te´cnica para identificar las caracter´ısticas de los
materiales.
5.2. Aplicacio´n a la caracterizacio´n de pastas de cemento
En este apartado se presentan los resultados de medir los niveles de determinismo sobre
muestras reales de probetas de cemento. Para este trabajo hemos considerado que la pasta
de cemento esta´ compuesta de una matriz de gel hidratado con cavidades porosas. La
porosidad de los materiales depende del ratio de agua/cemento (a/c) y de la composicio´n
de cemento empleados en el procesado de fabricacio´n. En este estudio, se han elegido dos
tipos de cemento con la misma composicio´n mineral e ide´ntico porcentaje de piedra caliza
(17 % aproximadamente), pero con distinta cantidad de grano. Por lo tanto, las muestran
de trabajo van a presentar dos tipos de resistencias de compresio´n meca´nica distintas:
32.5 y 42.5 MPa. A partir de ahora se empleara´ la notacio´n CEM 32.5 y CEM 42.5 para
referirnos a cada una de ellas. Si para cada clase adema´s consideramos dos relaciones de
a/c (0.4 y 0.5), en total tendremos cuatro tipos de pasta de cemento.
Se han construido 32 muestras (8 para cada tipo de cemento) con forma de prismas
de taman˜o 16 × 4 × 4 (cm). Cuatro de ellas se han empleado para medir (de manera
destructiva) la porosidad de cada tipo de cemento siguiendo el me´todo descrito en [27]. La
Tabla 6 recoge los valores de porosidad media obtenidos (la media de las cuatro muestras
analizadas) para cada uno de los cuatro tipos. Las otras cuatro muestras se han empleado
para llevar a cabo la inspeccio´n ultraso´nica no destructiva.
En cada muestra, se han medido 20 A-scans de sen˜al reflejada a lo largo de dos de los
lados del prisma en posiciones equiespaciadas. El equipamiento de ultrasonidos empleado
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Tabla 6: Valores de porosidad media para cada tipo de pasta de cemento.
Tipo de cemento Agua/Cemento
(MPa) 0.4 0.5
32.5 30.73% 37.63%
42.5 27.36% 33.65%
y algunos de los datos de adquisicio´n ma´s importantes son:
Tarjeta de ultrasonidos pulso-eco: IPR-100, Physical Acoustics, Princeton (USA).
Transductor: Krautkramer KBA-10 MHz, Huerth (Germany).
Digitalizacion: Osciloscopio Tektronix TDS-3012, Wilsonville (USA).
Frecuencia de muestreo: 250 MHz.
Filtro analo´gico paso-banda: [6-28 MHz].
La seleccio´n de un transductor de 10 MHz esta´ justificada por la necesidad de obtener
suficiente ruido de grano en las sen˜ales medidas para la caracterizacio´n de los distintos
materiales. La dispersio´n de los materiales se clasifica en funcio´n de la relacio´n entre
la longitud de onda de trabajo (λ), y el valor medio del dia´metro de los dispersores,
E[D]. En la Figura 10 se representan las tres regiones de clasificacio´n. Cuando λ >
E[D] (Regio´n de Rayleigh) la dispersio´n depende del volumen de grano del material y
la frecuencia de ultrasonido. Sin embargo, cuando la longitud de onda es del orden del
taman˜o de grano (Regio´n Estoca´stica) o inferior (Regio´n de Difusio´n) la dispersio´n es
menos susceptible al taman˜o del grano y/o la frecuencia. De modo que la Regio´n de
Rayleigh es la que mayor sensibilidad presenta a la variacio´n del taman˜o de grano [28].
Empleando el me´todo de intrusio´n de mercurio se puede verificar que a 10 MHz, E[D]/λ
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Figura 10: Comportamiento del coeficiente de dispersio´n en ultrasonidos en funcio´n del
diametro de grano normalizado (E[D]/λ).
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var´ıa entre 0.026 y 0.071 para los distintos tipos de pasta de cemento considerados. Por
lo tanto, a dicha frecuencia se esta´ trabajando en la regio´n de Rayleigh, y tendremos una
cantidad moderada, pero suficiente de ruido de grano. Cuando aumentamos la frecuencia
se produce una atenuacio´n demasiado grande, y cuando la disminuimos se reduce el nivel
de GN (el pulso de ultrasonido se propaga mejor, pero no habra´ ecos de la microestructura
interna). Tener suficiente informacio´n sobre la composicio´n interna de las probetas es
primordial a la hora de clasificar las muestras en funcio´n del determinismo medido en los
pulsos reflejados (pulso-eco).
Como se ha razonado en la Seccio´n 5.1, el grado de determinismo medido sobre la sen˜al
reflejada representara´ un ı´ndice relacionado con la porosidad del material. La Figura 11
compara el espacio de fases definido en la Ecuacio´n (1) de dos sen˜ales de ultrasonido
medidas en distintas probetas. Se debe destacar que pese a que ambas trayectorias siguen
un patro´n similar, la representacio´n que corresponde con una relacio´n agua/cemento igual
a 0.4 sigue un recorrido ma´s suave que la representacio´n obtenida de una muestra con
relacio´n agua/cemento igual a 0.5. Si la muestra bajo estudio es ma´s porosa, la sen˜al
sera´ ma´s irregular, un claro signo de aleatoriedad.
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Figura 11: a) “Espacio de fases”de una sen˜al de ultrasonido medida en una probeta
con una relacio´n a/c de 0.4 (E=2 y L=11). b) “Espacio de fases”de una sen˜al de
ultrasonido medida en una probeta con una relacio´n a/c 0.5 (E=2 y L=12).
De acuerdo con la ilustracio´n anterior, empleando los algoritmos revisados en los apar-
tados anteriores se debe poder estimar el porcentaje de porosidad en cada una de las
probetas fabricadas con distintos materiales y/o diferentes procesos de fabricacio´n. Con
este objetivo, se han aplicado los cuatro algoritmos en las 20 sen˜ales medidas en cada
probeta. Para cada sen˜al, se ha considerado un intervalo de 1300 muestras, prescindiendo
del transitorio inicial y las largas colas finales, el cual se ha normalizado en amplitud. Este
intervalo de la sen˜al equivale a una profundidad de 2 cm en el material considerando una
velocidad de propagacio´n media de 3500 m/s para la conversio´n espacio-tiempo. Siendo
este u´ltimo dato la media de las velocidades de propagacio´n medidas en cada una de las
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probetas.
Para cada me´todo, los para´metros empleados en la formulacio´n matema´tica son los
siguientes. Para los me´todos revisados (´ındices DMKG, DRP y DJM), la dimensio´n
incrustada E es igual a 2 y el retardo temporal L es igual al primer nulo de la funcio´n
de autocorrelacio´n (sin media) de la sen˜al [29]. Adema´s, para el ı´ndice DMKG, K = 5
vecinos y Nres = 100. En DRP , ε es igual al 60 % de la media de la distancia Eucl´ıdea
de los vectores del espacio de fases [30]. De lo anterior se puede deducir que me´todos
revisados requieren un mayor nu´mero de para´metros de entrada que el me´todo propuesto,
el cual elimina la necesidad de calcular la autocorrelacio´n para reconstruir el espacio de
fases, y el resultado es ponderado para una retardo temporal ma´ximo de 400 puntos.
La Figura 12 muestra los resultados obtenidos para cada probeta analizada y para
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Figura 12: Representacio´n de los valores de determinismo frente a los tipos de cemento.
Las marcas rojas representan la mediana de los valores obtenidos y los l´ımites de las
cajas azules son los percentiles 25o y 75o. a) DMKG, b) DRP, c) DJM, d) DAKDS.
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cada me´todo. Destacar que se han analizado 4 probetas de cada tipo, valor indicado en el
eje de abscisas. Las marcas rojas representan la mediana de las 20 medidas, y los l´ımites
de las cajas azules son los percentiles 25o y 75o. A primera vista se puede comprobar
que los cuatro me´todos agrupan las muestras de cada tipo de manera que un cluster se
puede identificar para cada clase de material. Si comparamos los valores de determinismo
obtenidos y los resultados logrados en el apartado teo´rico (Figura 9), se puede concluir
que todas sen˜ales medidas tienen valores de bajos de atenuacio´n (por debajo de 5 dB/cm),
y por lo tanto, buenas relaciones de GOR. Por lo tanto, las muestras analizadas se situ´an
en un intervalo de trabajo en cuanto a GOR que nos permiten que se puedan clasificar
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Figura 13: Representacio´n de los valores de determinismo frente a la porosidad de cada
tipo de pasta de cemento. Las marcas azules representan la mediana de los resultados
para cada muestra, las marcas verdes representan la mediana para cada clase, y las
lineas rojas representan las aproximaciones lineales calculadas para cada me´todo.
a)DMKG, b) DRP, c) DJM, d) DAKDS.
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empleando cualquiera de los cuatro me´todos estudiados. Adema´s, la tendencia de los
resultados coincide en los cuatro me´todos e indica que las probetas fabricadas con relacio´n
a/c igual a 0.4 son ma´s deterministas que las fabricadas con relacio´n a/c igual a 0.5. Esta
tendencia esta´ correlada con los porcentajes de porosidad vistos en la Tabla 6.
Con el objetivo de analizar en detalle la relacio´n entre determinismo y el porcentaje de
porosidad, los resultados se han ajustado mediante una regresio´n lineal representada en la
Figura 13. Las representaciones muestran las aproximaciones lineales obtenidas as´ı como la
mediana de los valores de determinismo para cada probeta de cada clase (marcas azules).
Adema´s, la mediana de cada clase (diamantes verdes) tambie´n se representa.
Una forma de comparar las prestaciones de los cuatro algoritmos presentados para la
estimacio´n de la porosidad en funcio´n del ı´ndice de determinismo es calculando el error
de regresio´n de cada aproximacio´n. La Tabla 7 recoge los valores de error obtenidos para
cada me´todo entre la mediana del valor de determinismo de cada probeta (marcas azules)
y el ajuste lineal (l´ıneas rojas). Para calcular esta medida, las aproximaciones lineales
resultantes se han normalizado en el intervalo entre 0 y 1. El algoritmo propuesto DAKDS
obtiene un resultado comparable a los obtenidos con el resto de me´todos publicados.
Tabla 7: Error de regresio´n de las aproximaciones lineales de los cuatro algoritmos estu-
diados.
DMKG DRP DJM DAKDS
Error 0.3559 0.1378 0.2978 0.2875
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6. Conclusiones
En este trabajo se ha tratado el problema de la caracterizacio´n de materiales disper-
sivos mediante ultrasonidos desde un punto de vista distinto de los vistos hasta la fecha.
Se ha propuesto el estudio de la naturaleza de las sen˜ales en funcio´n del determinismo y
empleo de este para´metro como fuente de informacio´n acerca de la estructura interna del
material.
Para llevar a cabo este ana´lisis se han revisado e implementado algunos de los me´todos
disponibles en la literatura para medir el determinismo. A partir de estudio se ha planteado
un algoritmo alternativo basado en estad´ısticos de orden superior, el cual resulta sencillo
de aplicar logrando resultados equivalentes. Se ha profundizado en cada uno de los me´todos
comparando las ventajas e inconvenientes de cada uno de ellos mediante el ana´lisis de una
amplia bater´ıa de sen˜ales tanto de naturaleza determinista como aleatoria habituales en
el a´mbito de la teor´ıa del caos.
Todo el trabajo previo se ha extrapolado al a´mbito de la caracterizacio´n de materia-
les mediante te´cnicas no destructivas basadas en ultrasonidos. En primer lugar, se han
empleado los ı´ndices de determinismo para evaluar un modelo teo´rico de ultrasonidos de-
mostrando la viabilidad del estudio. En segundo lugar, se ha logrado estimar la porosidad
de distintas muestras de cemento real logradas a partir de distintos procedimientos de fa-
bricacio´n. Los resultados teo´ricos demuestran que el algoritmo propuesto es ma´s robusto
en sen˜ales con bajas relaciones sen˜al a ruido (SNR) que dos de los me´todos propuestos y
comparable a otro de ellos, pero menos dependiente de los para´metros de entrada. A partir
de los resultados reales se ha demostrado que la medida del determinismo en sen˜ales de
ultrasonidos esta estrechamente relacionada con la composicio´n interna del material. De
hecho, se ha comprobado que una relacio´n lineal puede ser una excelente aproximacio´n
para calcular la porosidad del cemento basado en la medida del determinismo. Este nuevo
enfoque puede complementar e incluso ser empleado como una alternativa a otras te´cnicas
ma´s complejas que tratan de extraer informacio´n sobre la estructura interna de materiales
dispersivos.
Como l´ıneas futuras de investigacio´n se propone el empleo del algoritmo propuesto
en otras aplicaciones de caracterizacio´n de materiales por ultrasonido. Esta te´cnica debe
funcionar satisfactoriamente en hormigo´n e incluso en mortero siempre y cuando la fre-
cuencia de trabajo sea lo suficientemente baja como para mantener la relacio´n E[D]/λ.
Adema´s este nuevo paradigma de clasificacio´n se ha empezado a aplicar en la clasificacio´n
de vocalizaciones de mamı´feros submarinos los cuales presentan una amplia riqueza de
sonidos. De forma ana´loga a la distincio´n entre sonidos sordos y sonoros que se lleva a
cabo en el estudio de la produccio´n de voz humana se pretende estudiar la naturaleza de
la fuente de produccio´n en los animales submarinos.
Este trabajo se enmarca dentro de otro ma´s ambicioso en el que se pretenden ana-
lizar caracter´ısticas de modalidad adicionales como la linealidad y la estacionariedad, y
emplearlas para la extraccio´n de conocimiento.
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