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Abstract 
We compare two approaches for building a statistical proxy model (metamodel) for CO2 geologic sequestration from the results 
of full-physics compositional simulations. The first approach involves a classical Box-Behnken experimental design with a 
quadratic polynomial response surface. The second approach used a space-filling maxmin Latin Hypercube sampling design with 
the choice of four different meta-modeling techniques: quadratic polynomial, kriging, multivariate adaptive regression spline 
(MARS) and additivity and variance stabilization (AVAS). Simulations results for CO2 injection into a reservoir-caprock system 
with 9 design variables (and 97 samples) were used to generate the data for developing the proxy models. The fitted models were 
validated with an independent data set for three different performance metrics: total storage efficiency, CO2 plume radius and 
average reservoir pressure. The Box-Behnken–quadratic polynomial metamodel performed the best, followed closely by the 
maximin LHS–kriging metamodel.  
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1. Introduction 
One problem often encountered in CO2 geologic sequestration is predicting how much CO2 can be stored in a 
deep saline reservoir [1]. To understand this problem, full physics simulation models have been developed to 
describe the interactions between the CO2 injection rate and the geology, which includes information about the 
porosity, permeability, and thickness of the reservoir and cap rock. These models are able to predict a range of 
responses over time, including the pressure at the injection site, the extent of the infiltration of the CO2 plume into 
the reservoir, and the storage efficiency within the contacted pore volume. A drawback to such models is that the 
time and resources used to complete a single model run may be high. In feasibility studies and risk assessment work, 
it is often desirable to explore the ranges of values given by the various input parameters and better understand how 
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they work together to control the model responses. Exploring and optimizing this space with respect to one or more 
responses can involve a large number of model evaluations, which may be too costly in terms of available resources. 
Proxy modeling, also called a metamodeling or response surface modeling, is one approach to ameliorating this 
situation [2]. In this approach, an affordable sample of input settings is chosen, and the full physics model is run at 
those settings to obtain responses of interest. A proxy model is then fit to these data. The proxy model is a function 
that approximates the response of the full physics model for a given set of input values. The benefit of the proxy 
model is that it typically takes a fraction of the time to run as compared to the full physics model. Therefore, a trade-
off is made between cost and accuracy. When the response in the full physics model is well behaved and does not 
change erratically with respect to the input settings, proxy models can be quite accurate. When the response is less 
well behaved, the approximation could be poorer, at least in certain parts of the input space. However, even in these 
cases the proxy model can be useful for discovering the general parts of the input space that produce the most 
desirable response, at which time a more detailed study could be performed with the full physics model using only a 
small set of runs. 
In the reservoir modeling literature, metamodels are often used as proxies for the underlying simulation models, 
especially for optimization and uncertainty quantification studies. [3], [4], [5] provide overall guidance on sampling 
and metamodeling strategy for reservoir simulations. In particular, Osterloh [3] examines Latin hypercube sampling 
(LHS) designs and compares polynomial and kriging metamodels, Ekeoma and Appah [4] focus specifically on LHS 
designs, and Zubarev [5] compares polynomial, kriging, thin plate spline, and artificial neural network metamodels. 
Kalla and White [6] compared a second order polynomial model and kriging model using an orthogonal array (OA) 
sample design in a gas coning case study. In this case, the second order polynomial outperformed kriging with a 36-
run design in 14 variables. Anbar [7] settled on first order polynomial models for fitting outputs of a CMG STARS 
simulation for CO2 sequestration in deep saline carbonate aquifers. The models were fit using LHS designs of size 
100 over 16 variables. Finally,Wriedt et al.[8] used a Box-Behnken design and a stepwise quadratic regression 
model to develop probability distributions for responses related to CO2 injection into deep saline reservoirs. 
The goal of this study was to compare several different methods of sampling and proxy modeling for CO2 
sequestration where a compositional simulator, CMG-GEM, is used as the full-physics model. Running a simulation 
requires the specification of nine input parameters, and results in a host of responses over a 30-year period. Of these 
responses, three were chosen for the proxy model comparison. The first is the average pressure in the reservoir, the 
second is the radius of the CO2 plume, and the third is the total storage efficiency of the reservoir. All responses 
were selected at the end of the 30-year period.  
2. Methodology 
2.1. Classical Proxy Modeling 
One of the standard proxy modeling approaches used in the reservoir modeling literature is quadratic 
polynomial modeling with a classical experimental design. A popular design for this purpose is the Box-
Behnken design [2], which assigns a “Low” (-1), “Medium” (0), and “High” (+1) level to each input variable . 
Levels of the inputs are judiciously chosen in such a way that linear and quadratic terms of the polynomial 
surface can be estimated with the smallest number of runs possible . This corresponds to sampling points 
along the edges of a hypercube in the input space (see Figure 1). 
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Figure 1. A Box-Behnken Design for three inputs (left) and its representation in the input space (right). 
The quadratic polynomial model fits a model to the response that is the analogue of the parabola in p dimensions, 
where p is the number of inputs. It is defined as a sum of all linear, quadratic, and pair-wise cross-product terms 
between the predictors. That is, the approximating function መ݂ሺܠሻ is given by the equation below. 
መ݂ሺ࢞ሻ ൌ ܾ଴ ൅෍ܾ௜ݔ௜
௣
௜ୀଵ
൅෍ܾ௜௜ሺݔ௜ሻଶ ൅෍෍ܾ௜௝ݔ௜ݔ௝
௝வ௜
௣
௜ୀଵ
௣
௜ୀଵ
 
For responses that have smooth, well-defined behavior over the input space, a quadratic polynomial model based 
on a classical experimental design like the Box-Behnken design would be appropriate. However, in some cases this 
may not be a valid assumption. Additionally, interesting behavior in the response could be occurring somewhere 
between the “Low” and “Medium” input settings, or between the “Medium” and “High” settings. A design which 
only considers those three input levels may be oversimplifying. 
2.2. Alternate Models 
2.2.1. Maximin Latin Hypercube Sampling 
An alternate approach is to use a sampling-based design, which is not restricted to three input levels. Such a 
design generates a sample that is intended to satisfy a particular criterion. In some cases, these designs are even 
determined through numerical optimization of that criterion. Typically, the criteria capture information about the 
“space-filling” nature of the design. That is, they measure how well dispersed the sample points are across the input 
space. Intuitively, the better spaced the points are throughout the space, the fewer “gaps” or “holes” there will be for 
which no sampled observations were collected at a similar set of input values. 
These designs come in many flavors, but the one discussed in the context of this study is a maximin Latin 
Hypercube sample (LHS) [2]. A LHS is a design that is intended to fill the input space by randomly selecting 
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observations in equal probability bins across the range of the inputs. These designs sample values in [0, 1] for each 
of the inputs at each design point. The sampling is done in such a way that for a sample of size n, there will be 
exactly one observation in each of the intervals [0, 1/n), [1/n, 2/n), …, [(n-1)/n, 1] for each of the inputs. A maximin 
LHS is created by generating a large number (e.g., thousands) of LHS designs and selecting the design that has the 
largest value of the function  
 ܯሺ࢞ଵǡ ࢞ଶǡ ǥ ǡ ࢞௡ሻ ൌ ݉݅݊௜ǡ௝ฮ࢞௜ െ ࢞௝ฮ, 
where ܠଵǡ ܠଶǡ ǥ ǡ ܠ௡ are the n sampled observations and ฮܠ௜ െ ܠ௝ฮ is the Euclidean distance between observations i 
and j. In other words, the maximin LHS design is the one that maximizes the minimum distance between any pair of 
observations in the sample. Examples of LHS and maximin LHS designs are shown in Figure 2. 
 
 
 
Figure 2. Examples of LHS designs (red) and maximin LHS designs (green) using 20 observations for two inputs. 
2.2.2. Metamodels for LHS 
In addition to sampling designs, there are also alternative proxy models that can be used in place of a quadratic 
polynomial. Three such alternatives are described below. 
2.2.2.1. Kriging Models 
The first alternative is called a kriging model [9-11], which has an approximation function መ݂ሺܠሻ that is composed 
of a trend term and an autocorrelation term. That is, 
 መ݂ሺܠሻ ൌ ߤሺܠሻ ൅ ܼሺܠሻ, 
where ߤሺܠሻ is the overall trend and Zሺܠሻ is the autocorrelation term. Zሺܠሻ is treated as the realization of a mean zero 
stochastic process with a covariance structure given by ܥ݋ݒ൫ܼሺܠሻ൯ ൌ ߪଶ܀, where R is an nun matrix whose ሺ݅ǡ ݆ሻ୲୦ 
element is the correlation function ܴሺܠ௜ǡ ܠ௝ሻ between any two of the sampled observations ܠ௜ and ܠ௝. One choice is 
the Matérn (5/2, T) correlation, which is given by the equation below, where ݀௞ ൌ ൫ݔ௞௜ െ ݔ௞௝൯. 
 ܴሺ࢞௜ǡ ࢞௝ሻ ൌ ς ൤ͳ ൅ ௗೖξହఏೖ ൅
ହௗೖమ
ఏೖమ
൨ ݁ݔ݌ ቀെ ௗೖξହఏೖ ቁ
௣
௞ୀଵ  
Two different variants of the kriging model were investigated in this study. Ordinary kriging assumes a scalar 
trend ሺܠሻ ൌ ߤ଴, whereas universal kriging uses a parametric trend term. In this case, a quadratic polynomial was 
used for the universal kriging model: 
 ߤሺ࢞ሻ ൌ ܾ଴ ൅ σ ܾ௜ݔ௜௣௜ୀଵ ൅ σ ܾ௜௜ሺݔ௜ሻଶ ൅ σ σ ܾ௜௝ݔ௜ݔ௝௝வ௜௣௜ୀଵ௣௜ୀଵ  . 
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Multivariate Adaptive Regression Spline Models 
Multivariate adaptive regression spline (MARS) models [12] approximate the response surface using a collection 
of simple step and hinge functions. Each function is only defined over a particular region of the input space, and all 
of the functions collectively form a single piecewise function over the full input space. The model is defined by: 
 መ݂ሺ࢞ሻ ൌ σ ܿ௜ܤ௜ሺ࢞ሻ௞௜ୀଵ , 
where each Bi is a basis function that is constant, a hinge function, or a product of two or more hinge functions. 
Hinge functions are flat at zero over a portion of the space and linear elsewhere. In the case of a single variable x, a 
hinge function takes the form ሺͲǡ ݔ െ ݍሻ or ሺͲǡ ݍ െ ݔሻ for a constant q. Here, q is the location of the hinge, 
also called a knot. 
 
Additivity and Variance Stabilization Models 
The additivity and variance stabilization (AVAS) model [13,14] uses a non-parametric, iterative procedure to 
find some transformation of the response that can be represented as a sum of transformed predictors. That is, it finds 
functions g0, g1, …, gp such that: 
 ݃଴൫݂ሺ࢞ሻ൯ ൌ σ ݃௜ሺ࢞௜ሻ௣௜ୀଵ  
This model is similar to the alternating conditional expectations (ACE) model developed in Breiman and 
Friedman [13], but was designed to address some potential concerns with ACE, which include the fact that it may 
not always reproduce model transformations and could be sensitive to the marginal distributions of the predictors. 
3. Study Description 
The system being studied represents a single-well injecting supercritical CO2 into a bounded 2-D radial-
cylindrical formation (storage reservoir) initially filled with brine. The model domain consists of a porous and 
permeable heterogeneous reservoir, overlain by a low-permeability cap rock. The top of the cap rock, the bottom of 
the reservoir and the lateral boundary are all assumed to be no-flow boundaries. The simulations are executed in the 
numerical simulator Generalized Equation of state Model GEM® developed by the Computer Modeling Group 
(CMG). GEM is a robust, multidimensional and fully compositional reservoir simulator that is widely used as one of 
the standard simulators to model the flow of three-phase, multicomponent fluids in the oil and gas industry.  
Table 1 shows the nine independent variables, and the reference (0), low (-1) and high (+1) values used to set up 
the Box-Behnken designs. Table 2 shows the distributions used to sample these variables for the LHS design. Here, 
T denotes a triangular distribution, and lnT denotes a log-triangular distribution. 
In this study, proxy models were trained for each of three responses generated by the GEM reservoir simulator. A 
list of these models is given in Table 3. Each of the sampling designs contained n = 97 runs with different values for 
the nine input variables. The selection of 97 runs was made because the Box-Behnken design for p = 9 input 
variables has n = 97 unique observations. To avoid any bias that could be attributed to unequal sample sizes, all of 
the maximin LHS designs were restricted to the same number of runs as the Box-Behnken design. 
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Table 1. Summary of test cases explored with parameter values for the reference case and the two variants 
 Parameter Description Units 
Reference 
Value 
Low  
Value 
High  
Value Comments 
1 hR Thickness of reservoir m 150 50 250  
2 hCR Thickness of caprock m 150 100 200  
3 kavg,R Average horizontal 
permeability of reservoir 
mD 46 12 220  
 VDP Dykstra-Parson’s 
coefficient 
– 0.55 0.35 0.75 Correlated 
with kavg,R 
4 kavg,CR Average horizontal 
permeability of caprock 
mD 0.02 0.002 0.2  
5 kV/kH Anisotropy ratio – 0.1 0.01 1  
6 q CO2 Injection rate MMT/yr 0.83 0.33 1.33  
 L Outer radius of reservoir km 10 5 7 Correlated 
with q 
7 ϕR Porosity of reservoir – 0.12 0.08 0.18  
8 ϕCR Porosity of caprock – 0.07 0.05 0.1  
9 Ik Permeability layering – random Increasing 
from top 
Increasing 
from bottom 
 
Table 2. Input Distributions used with LHS Sampling 
Input Description Distribution 
HR Thickness of the reservoir, m T(50,150,250) 
HCR Thickness of the caprock, m T(100,150,200) 
PLNKR 
VDP 
Log-mean reservoir permeability (mD), Dykstra-
Parson’s coefficient (perfectly correlated) 
Pln_KR ~ T(2.45, 3.56, 4.67) 
VDP ~ T(0.35, 0.55, 0.75) 
KCR Average horizontal permeability of the caprock, mD lnT(0.002,0.02,0.2) 
KV/KH Anisotropy ratio lnT(0.01,0.1,1) 
Q CO2 injection rate, MMT/yr discrete with equal probability – {0.33, 0.83, 1.33} 
MR Porosity of the reservoir T(0.08,0.12,0.18) 
MCR Porosity of the caprock T(0.05,0.07,0.10) 
IV Order of permeability layering Discrete w/equal probability, 
IV  {“random”, ” increasing”, ”decreasing”} 
Table 3. Proxy Models Compared in this Study 
Sampling Design Proxy Model 
Box-Behnken Quadratic 
Maximin LHS 
Quadratic 
Ordinary Kriging 
Universal Kriging 
MARS 
AVAS 
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To compare the models, a set of m = 194 independent validation observations were also collected. The design 
used for this validation set was a combination of an independent LHS design and a maximum entropy design, which 
a competitor of the maximin LHS in terms of space-filling characteristics. This is somewhat different from the 
common approach of characterizing the goodness-of-fit based on the training data set. Since kriging is an exact 
interpolator, it will always provide a perfect fit for the training data set – but not necessarily the same predictive 
ability for a blind validation data set. Hence, the performance of each proxy model is presented below only with 
respect to validation data sets.  
Each proxy model was used to predict the three responses at all locations in the validation set. The accuracy of 
each model was then captured using three different related measures. The first is the root mean squared error 
(RMSE), which is defined as the square root of the average squared difference between predictions ݕො௜ ൌ መ݂ሺܠ௜ሻand 
true response values ݕ௜ ൌ ݂ሺܠ௜ሻ over the set of validation observations ሼܠଵǡ ܠଶǡ ǥ ǡ ܠ௡ሽ. The RMSE may also be 
divided by the median response to produce a scaled RMSE (SRMSE) that facilitates easier comparison 
between responses. The final statistic used in model evaluation was a pseudo-R2 value, which measures the 
amount of variation in the response that can be attributed to the predictors . Note that in this definition of the 
R2 value, negative values are possible and indicate a model that is less useful in prediction than simply using 
the mean response. Formulas for the three performance measures are given in Table 4.  
Table 4. Performance Measures for Model Evaluation 
Root Mean Squared Error 
(RMSE) ܴܯܵܧ ൌ ඩͳ݉෍ሺݕ௜ െ ݕො௜ሻ
ଶ
௠
௜ୀଵ
 
Scaled Root Mean Squared 
Error (SRMSE) ࡿࡾࡹࡿࡱ ൌ
ࡾࡹࡿࡱ
࢓ࢋࢊ࢏ࢇ࢔࢏ሺݕ௜ሻ 
Pseudo-R2 ܴ௣ଶ ൌ ͳ െ
σ ሺݕ௜ െ ݕො௜ሻଶ௠௜ୀଵ
σ ሺݕ௜ െ ݕത௜ሻଶ௠௜ୀଵ
 
4. Results 
The results of the validation study are shown in Table 5. Cells shaded green indicate better performance, and 
those in red indicate worse performance. The standard Box-Behnken design with a quadratic fit is clearly the best 
overall performer. It was the most accurate model for two of the three responses (total storage efficiency and 
average pressure), and it is competitive in the third (plume radius). The ordinary kriging model seems the most 
robust across the three responses for the maximin LHS design. Among the other models for the maximin design, the 
quadratic variants (quadratic polynomial, universal kriging) do well for two of the three responses. However, for the 
third (total storage efficiency), the design appears to result in poorer estimates of the coefficients, resulting in worse 
prediction. 
Scatterplots comparing actual and predicted responses are shown in Figures 3, 4, and 5. These plots can 
give some insight into why some models predict better or worse than others . For example, it is clear from the 
bottom right plot in Figure 4 that the maximin LHS AVAS model was not able to successfully predict 
observations with low plume radii. As another example, the plots in Figure 5 show that all of the models 
tended to underestimate the magnitude of the largest average pressures in the validation set .  
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Table 5. Model Performance Comparison 
Response Design Model RMSE SRMSE RSq 
Total Storage 
Efficiency 
Box-Behnken Quadratic 0.0176 0.0897 0.7976 
Maximin LHS 
Quadratic 0.0255 0.1300 0.5754 
Ordinary Kriging 0.0224 0.1142 0.6724 
Universal Kriging 0.0255 0.1300 0.5754 
MARS 0.0204 0.1040 0.7280 
AVAS 0.0215 0.1095 0.6989 
Response Design Model RMSE SRMSE RSq 
Plume Radius 
Box-Behnken Quadratic 99.0846 0.0671 0.9374 
Maximin LHS 
Quadratic 97.6847 0.0662 0.9392 
Ordinary Kriging 98.8668 0.0670 0.9377 
Universal Kriging 97.6847 0.0662 0.9392 
MARS 128.1901 0.0868 0.8952 
AVAS 146.1965 0.0990 0.8638 
 
Response Design Model RMSE SRMSE RSq 
Average Pressure 
Box-Behnken Quadratic 666.1420 0.0353 0.9488 
Maximin LHS 
Quadratic 694.1810 0.0367 0.9444 
Ordinary Kriging 713.0292 0.0377 0.9414 
Universal Kriging 689.1944 0.0365 0.9452 
MARS 2350.2325 0.1244 0.3632 
AVAS 762.1734 0.0403 0.9330 
 
5. Concluding Remarks 
The results of this particular case study showed that the traditional experimental design approach with a quadratic 
polynomial proxy model outperformed several maximin LHS proxy models in the prediction of three responses of 
interest. Specifically, a GEM reservoir simulator with nine inputs and three responses was approximated using six 
different proxy models. The first was a Box-Behnken experimental design with a quadratic polynomial fit. The 
others all used a maximin LHS design paired with one of the following models: quadratic polynomial, ordinary 
kriging, universal kriging, MARS, and AVAS. Both designs used n = 97 observations drawn over the nine inputs. 
The proxy models were compared over a validation set of size m = 194 using three evaluation metrics: RMSE, 
scaled RMSE, and pseudo-R2. The Box-Behnken quadratic model was the top performer in predicting total storage 
efficiency and average pressure, and was competitive for the top spot in plume radius prediction, as well. 
Space-filling designs are intended to reduce the number of gaps in the input space and provide better overall 
information about the shape of the response surface function. However, the maximin LHS proxy models did not 
perform better than the traditional model. One possible explanation is that the response surfaces explored here are 
relatively smooth and well-behaved over the input space. If this were true, effort would be best spent assigning 
observations at the edges of the space, as the Box-Behnken design does, to allow the best estimation of quadratic 
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coefficients. Another possibility is that the sample size of n = 97 is not sufficient to characterize the entire input 
space. Under this regime, each input is sampled a single time across each of 97 probability bins that span values 
across the nine inputs, which the Box-Behnken design is optimally chosen to do. From the scatterplots, it is clear 
that when these models predict poorly, it tends to happen at extremely low and high response values. These extreme 
responses may be associated with boundary conditions in the input space, where the maximin LHS might be 
expected to have worse performance without sufficient numbers of observations in those regions. 
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Figure 3. Scatterplots comparing actual values and predicted values for Total Storage Efficiency across the six models. 
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Figure 4. Scatterplots comparing actual values and predicted values for Plume Radius across the six models. 
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Figure 5. Scatterplots comparing actual values and predicted values for Average Pressure across the six models. 
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