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LOWER BOUND IN THE ROTH THEOREM FOR AMENABLE GROUPS
QING CHU AND PAVEL ZORIN-KRANICH
ABSTRACT. Let T1 and T2 be two commuting probability measure-preserving actions of a
countable amenable group such that the group spanned by these actions acts ergodically.
We show that µ(A∩ T
g
1 A∩ T
g
1 T
g
2 A) > µ(A)
4 − ε on a syndetic set for any measurable set A
and any ε > 0. The proof uses the concept of a sated system introduced by Austin.
INTRODUCTION
In this article we are concerned with the correlation sequence cg = µ(A∩ T
g
1 A∩ T
g
1 T
g
2 A),
where A is a positive measure subset of a regular probability space (X ,µ) and T1, T2 are
measure-preserving actions of a countable amenable group G that commute in the sense
that T
g
1 T
h
2
= T h
2
T
g
1 a.e. for any g,h ∈ G. In the case G = Z, T1 = T2, the ergodic theoretic
version [Fur77] of the Roth theorem [Rot53] states that cg is positive on a syndetic set.
The ergodic theoretic version of the corners theorem [AS74] says that the same continues
to hold without the assumption T1 = T2. This has been extended to general countable
amenable groups in [BMZ97].
In the ergodic case, namely if the only sets that are both T1- and T2-invariant are those
with measure 0 or 1, one can say more. If G = Z and T1 = T2, it is known the correlation
function cg is not only positive on a syndetic set, but in fact bounded below by µ(A)
3 − ε
on a syndetic set for any ε > 0 [BHK05, Theorem 1.2]. If G = Z but T1 and T2 are not
necessarily equal, then the best result up to date is that cg is bounded below by µ(A)
4−ε on a
syndetic set for any ε > 0 [Chu11, Theorem 1.1]. The exponent 4 in the latter result cannot
be improved to 3, see Theorem B.1. Our purpose is to obtain a similar lower bound for
general countable amenable groups (in fact a similar result holds for locally compact second
countable amenable groups, although its formulation is more involved, see Theorem 4.7).
Theorem 0.1. Let G be a countable amenable group and T1, T2 be commuting measure-
preserving left G-actions on a probability space (X ,µ). Suppose that the group spanned by
T1 and T2 acts ergodically on (X ,µ). Then for every measurable set A⊂ X and every ε > 0 the
set
Rε := {g ∈ G : µ(A∩ T
g
1 A∩ T
g
1 T
g
2 A) > µ(A)
4 − ε}
is both left and right syndetic.
By a version of the Furstenberg correspondence principle [Ber00, Theorem 4.17] this
result has a combinatorial interpretation. Recall that the upper Banach density of a subset
A⊂ G is defined by d(A) := supF limsupN |A∩ FN |/|FN |, where the supremum is taken over
all left Følner sequences in G.
Theorem 0.2. Let G be a countable amenable group and let E ⊂ G×G. Then for every ε > 0
the set
{g ∈ G : d(E ∩ (g, id)E ∩ (g, g)E) ≥ d(E)4 − ε}
is both left and right syndetic.
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It is known that no result similar to Theorem 0.1 can hold for four commuting measure-
preserving actions [BHK05, Theorem 1.3]. The question as to whether a power lower bound
exists for three commuting actions remains open even for G = Z. A proof that the corre-
sponding Cesàro limit is positive has been recently made available by Austin [Aus13].
At a first glance it might appear that at least non-triviality of Rε in Theorem 0.1 would
follow from the previously known case G = Z upon restriction to a suitable cyclic subgroup
of G. However, there are at least two obstructions to such reasoning. Firstly, G can be a
torsion group. Secondly, even if there exist copies of Z in G, the restrictions of (T1, T2) to
these copies can be non-ergodic, preventing one from applying the G = Z case.
Our arguments rely on a magic extension of the system (X ,µ, T1, T2) obtained as a sated
extension in the sense of Austin [Aus10b]. The concept of a magic extension was introduced
by Host [Hos09]. In course of the proof we obtain new proofs of two further results about
commuting actions of amenable groups. The first result is an extension to arbitrary left
Følner sequences of the convergence theorem for cubic averages due to Griesmer [Gri08]
(Corollary 2.8). This has been previously shown by Bergelson and Leibman (private com-
munication). The second result is the k = 3 case of the convergence theorem for multiple
ergodic averages [ZK14, Theorem 1.1(2)] (Proposition A.1). Another proof (for arbitrary
k) using sated extensions appeared after the completion of this work in [Aus13, Theorem
A].
1. PRELIMINARIES
1.1. Følner and Reiter sequences. Let G be a locally compact σ-compact (lcsc) group
with a left Haar measure m. If the group G is amenable, then by [Pat88, Theorem 4.16] it
admits a left Følner sequence, that is, a sequence of non-null compact sets FN ⊂ G such that
m(gFN∆FN)/m(FN)→ 0 uniformly for g in compact subsets of G.
The space M(G) of complex Radon measures on G is a Banach ∗-algebra with the convo-
lution
∫
f d(µ ∗ ν) =
∫
g ,h
f (gh)dµ(g)dν(h), the involution
∫
f dµ∗ =
∫
f (g−1)dµ¯(g), and
the total variation norm (see [Fol95] for more details). Let P (G) ⊂ M(G) be the set of
probability Radon measures. A sequence (FN) ⊂ P (G) is called a left Reiter sequence if
‖h ∗ FN − FN‖ → 0 as N → ∞ for every h ∈ P (G). Right and two-sided Reiter sequences
are defined analogously. If (FN) is a left Reiter sequence and h ∈ P (G), (F
′
N
) ⊂ P (G),
then (h ∗ FN) and (FN ∗ F
′
N
) are again left Reiter sequences, as follows from associativity of
convolution. Note that (FN) is a left Reiter sequence if and only if (F
∗
N
) is a right Reiter
sequence.
Given a left Følner sequence F = (FN), the sequence (m(FN)
−11FNm) is a left Reiter
sequence, which will be denoted by the same symbol F . The main conceptual reason to
work with Reiter sequences rather than Følner sequences is that two-sided Reiter sequences
also exist in non-unimodular groups, as opposed to two-sided Følner sequences. Since for
our purposes both concepts work equally well, we chose to stick with the more general one.
For a fixed Reiter sequence F we write C− limg ug := limN
∫
ugdFN(g) for the Cesàro
limit along F if this limit exists. If the Cesàro limit exists for every Reiter sequence, then
it does not depend on the Reiter sequence. In this case we call it the uniform Cesàro limit
and denote it by UC− limg ug . Recall the van der Corput lemma.
Lemma 1.1 ([BMZ97, Lemma 4.2]). Let G be a lcsc group with a left Reiter sequence F.
Suppose that g 7→ ug is a bounded measurable function to a Hilbert space. Then
limsup
m
∫
g
ugdFm(g)
2 ≤ inf
H∈P (G)
limsup
m
∫
g
∫
l
∫
h
¬
uhg ,ul g
¶
dH(h)dH(l)dFm(g).
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Proof. By definition of a Reiter sequence we have for every H ∈ P (G)
lim
m
∫
g
ugd(Fm−H ∗ Fm)(g)
= 0.
Hence it suffices to estimate
limsup
m
∫
g
∫
h
uhgdH(h)dFm(g)
2 ≤ limsup
m
 ∫
g
∫
h
uhgdH(h)
dFm(g)2
≤ limsup
m
∫
g
∫
h
uhgdH(h)
2dFm(g) = limsup
m
∫
g
∫
l
∫
h
¬
uhg ,ul g
¶
dH(h)dH(l)dFm(g),
where we used the triangle and the Cauchy–Schwarz inequalities. 
Corollary 1.2. Under the assumptions of Lemma 1.1 we have
limsup
m
∫
g
ugdFm(g)
2 ≤ inf
n
limsup
m
∫
g
∫
h
¬
ug ,uhg
¶
dF ′
n
(h)dFm(g)
for some two-sided Reiter sequence F ′.
Proof. Substitute H = Fn in Lemma 1.1. By the Fubini theorem and the Reiter property we
have
limsup
m
∫∫∫ ¬
uhg ,ul g
¶
dFn(h)dFn(l)dFm(g)
= limsup
m
∫∫∫ ¬
uhg ,ul g
¶
d(δh−1 ∗ Fm)(g)dFn(h)dFn(l)
= limsup
m
∫
g
∫∫ ¬
ug ,ulh−1g
¶
dFn(h)dFn(l)dFm(g).
The inner integrand can be written as∫∫ ¬
ug ,ulh−1g
¶
dFn(l)dFn(h) =
∫∫ ¬
ug ,ulhg
¶
dFn(l)dF
∗
n
(h) =
∫ ¬
ug ,uhg
¶
d(Fn∗F
∗
n
)(h),
and we obtain the conclusion with F ′
n
= Fn ∗ F
∗
n
. 
1.2. Category of measure-preserving systems. From now on let G be a lcsc amenable
group with a left Reiter sequence FN .
Definition 1.3. The category Ck of k-tuples of commuting measure-preserving actions con-
sists of the following data. The objects are the tuples (X ,X ,µ, T1, . . . , Tk), where (X ,X ,µ)
is a regular Borel probability space and T1, . . . , Tk are continuous commuting measure-
preserving G-actions. The morphisms are the continuous factor maps, that is, continuous
measure-preserving maps that intertwine the respective G-actions.
The restriction to continuous actions on regular Borel spaces is not substantial. Indeed,
suppose that we are given a measurable measure-preserving G-action on a separable mea-
sure space X . The associated unitary antirepresentation on L2(X ) is weakly measurable,
and therefore strongly continuous by [HR79, 22.20(b)]. In view of [Ped79, Theorem 7.5.5]
this implies that the action admits a topological model on a compact metric space.
Measure-preserving actions on X induce anti-actions on the spaces Lp(X ) that are de-
noted by the same symbol.
4 QING CHU AND PAVEL ZORIN-KRANICH
1.3. Conditionally almost periodic and weakly mixing functions. The following result
is folklore and goes back to Furstenberg in the case G = Z. A proof for Følner sequences in
general lcsc amenable groups will appear in [Rob14]; the same proof works without further
changes for Reiter sequences. The very last assertion is a pure Hilbert space result whose
proof may be found in [Dye65].
Theorem 1.4. Let G be a lcsc amenable group, T be a measure-preserving G-action on a
regular Borel probability space X and X → Y be a factor map. Then we have
L2(X ) = A(X |Y, T )⊕W (X |Y, T ),
where
(1) the space A(X |Y, T ) is spanned by the finite rank T-invariant L∞(Y )-submodules of
L∞(X ),1 and
(2) the space W (X |Y, T ) consists of the functions f such that every h ∈ L∞(X ) and
some/every left Reiter sequence F we have
lim
n
∫
g
‖E(hT g f |Y )‖2dFn(g) = 0.
Moreover, for any two factor maps X1 → Y and X2 → Y we have
A(X1 ×Y X2|Y, T ) = A(X1|Y, T )⊗Y A(X2|Y, T ).
Finally, if Y is the trivial factor, then A(X |Y, T ) is the closed linear span of the finite-dimensional
T -invariant subspaces.
1.4. Couplings of measure spaces. We recall how to construct couplings of regular mea-
sure spaces.
Lemma 1.5. Let (X i,Xi,µi)i∈I be (inner and outer) regular Borel probability spaces and let
µ be a finitely additive positive function on the semiring of the sets of the form
∏
i∈I Ai, where
Ai ∈ Xi and Ai 6= X i only for finitely many i ∈ I . Suppose that µ(
∏
i∈I Ai) ≤ mini µi(Ai)
for any Ai as above. Then µ admits a unique extension to a Borel probability measure on
(X ,X ) := (
∏
i∈I X i ,
⊗
i∈IXi).
Proof. Wewill show that µ is in factσ-additive. To this end suppose that
∏
i
Ai = ⊎m∈N
∏
i
Am,i
is a disjoint union with Ai,Am,i ∈ Xi. By finite additivity we have µ(
∏
i
Ai)≥
∑
m∈Nµ(
∏
i
Am,i).
In order to prove the converse inequality we use the regularity of the measures µi. Let
δ > 0. By inner regularity there exist compact subsets Ci ⊂ Ai such that Ci = X i if Ai = X i
and
∑
i∈I µ(Ci)>
∑
i
µ(Ai)−δ. It follows that µ(
∏
i
Ci) > µ(
∏
i
Ai)−δ. By outer regularity
there exist open subsets Um,i ⊃ Am,i such that
∑
i
µ(Um,i) <
∑
i
µ(Am,i) + δ/2
m. It follows
that µ(
∏
i
Um,i)< µ(
∏
i
Am,i) +δ/2
m.
By construction the compact set
∏
i
Ci is covered by the open sets
∏
i
Um,i. Hence there
exists a finite subset M ⊂ N such that the corresponding open sets cover the whole compact
set. By additivity of µ this implies
µ(
∏
i
Ai)< µ(
∏
i
Ci) +δ ≤
∑
m∈M
µ(
∏
i
Um,i) +δ ≤
∑
m∈N
µ(
∏
i
Um,i) +δ
≤
∑
m∈N
(µ(
∏
i
Am,i) +δ/2
m) +δ =
∑
m∈N
µ(
∏
i
Am,i) + 2δ.
Since δ was arbitrary, this shows that µ is σ-subadditive. By the Carathéodory theorem the
function µ has a unique extension to a probability measure on the space (X ,X ). 
1All that we need to know is that both the Y -measurable and the T -invariant functions are in A(X |Y, T ).
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2. SATED SYSTEMS AND CUBIC AVERAGES
We will use notation and vocabulary from Austin’s thesis [Aus10b]. A subclass of Ck
is called idempotent if it contains the trivial system and is closed under measure-theoretic
isomorphisms, inverse limits, and joinings.
Lemma 2.1 ([Aus10b, Definition 2.2.3]). Let Ik be an idempotent subclass of Ck. Then we
have a functor on Ck, which we denote by the same symbol Ik, such that for each object X
of Ck the object IkX is the maximal factor of X contained in Ik (in particular, such maximal
factor exists).
Let (X ,X ,µ) be a measure space and B ⊂ X be a sub-σ-algebra. Two sub-σ-algebras
B ⊂B1,B2 ⊂X are called relatively independent overB if for every f ∈ L
2(B1) such that
f ⊥B we have f ⊥B2. The notion of relative independence is in fact symmetric inB1 and
B2; we refer to [Tao07, Appendix] for an exposition of several further characterizations of
relative independence.
Suppose that C is a subclass of Ck and Ik is an idempotent class. A system X in C is
called Ik-sated in C if for every extension X
′ → X with X ′ in C the factors X and IkX
′ are
relatively independent over IkX . Note that Austin considers satedness only with C = Ck;
we will have to work with a subclass in order to preserve ergodicity. Recall that the inverse
limit of a sequence (X i∈N) in Ck with factor maps πi+1,i : X i+1 → X i is a system X in Ck with
factor maps πi : X → X i such that πi+1,i ◦πi+1 = πi and X = ∨i∈Nπ
−1
i
(Xi). The next result
is a variant of [Aus10b, Theorem 2.3.2].
Theorem 2.2. Suppose that C is a subclass of Ck that is closed under inverse limits of se-
quences and Ik is an idempotent subclass ofCk. Then for every X inC there exists an extension
X ′ that is Ik-sated in C .
Here and later denote by Ii the σ-algebra of Ti-invariant sets. We will use Theorem 2.2
with the subclass Ik of Ck consisting of systems X such thatX = I1∨· · ·∨ Ik and either with
C =Ck or with the subclass C
erg
k
of jointly ergodic tuples of measure-preserving actions. It
is clear that the class Ik is idempotent.
The starting point of our investigation is a weak convergence result for cubic averages of
dimension 2. For brevity we will write T g
ε
=
∏
i∈ε T
g
i and T
~g
ε
=
∏
i∈ε T
gi
i for ε ⊆ {1, . . . , k}
and g ∈ G, ~g = (g1, . . . , gk) ∈ G
k. Thus for instance T
g
{1,2}
= T
g
1 T
g
2 and T
~g
{1,2}
= T
g1
1 T
g2
2 . We
will omit braces from subscripts if no confusion is possible, for example T
g
{1,2}
= T
g
1,2.
Lemma 2.3. Suppose that X ∈ C2. Then for any fε ∈ L
∞(X ), ε ⊆ {1,2}, and any left Reiter
sequences Φ,Ψ the limit
(2.4) lim
n
∫∫∫ ∏
ε
T ~gε fεdµdΦn(g1)dΨn(g2)
exists, and in particular it does not depend on Φ,Ψ. If in addition X is I2-sated, then the limit
vanishes provided that f1,2 ⊥ I2X .
Proof. Suppose first that X is I2-sated and recall that we assume the underlying measure
space (X ,X ,µ) to be regular. Let B be a countable dense subalgebra of X and pick a
subsequence of Φ×Ψ, which we denote by the same symbol, such that
µ(
∏
ε
Aε) := lim
n
∫∫∫ ∏
ε
T ~g
ε
1AεdµdΦn(g1)dΨn(g2)
exists for any Aε ∈ B. The limit on the right-hand side of the above display is bounded by
minεµ(Aε), and it follows that µ
 extends to a function on the semiring of sets of the form∏
ε Aε, Aε ∈ X , by the same formula. It is easy to see that µ
 is finitely additive.
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By Lemma 1.5 the function µ has a unique extension to a probability measure on X 4.
Since µ is clearly invariant under the side transformations T,1 and T,2 given by
T,i =×ε⊆{1,2}Tε∩{i},
the uniqueness implies that the extension, which we again denote by the symbol µ, is in-
variant with respect to these transformations. Thus (X 4,X ⊗4,µ, T,1, T,2) is an extension
of X under the projection π1,2. Moreover,
∫
⊗ε fεdµ
 is given by the formula (2.4).
Suppose now that f1,2 ⊥ I2X . By the satedness assumption the function f1,2 ◦π1,2 on the
cube extension is orthogonal to I,1 ∨ I,2 under µ
. On the over hand, if ε ( {1,2}, then
fε ◦πε is I,i-measurable for any i 6∈ ε, so that
0=
∫ ∏
ε
fε ◦πεdµ
 = lim
n
∫∫∫ ∏
ε
T ~gε fεdµdΦn(g1)dΨn(g2).
Since this limit does not depend on the subsequence of Φ × Ψ that was chosen at the
beginning, a subsubsequence argument shows that this limit in fact exists and vanishes for
the original Reiter sequences.
On the other hand, in the case that f1,2 is I2X -measurable by density and linearity it
suffices to consider f1,2 = h1h2, where each hi is Ti-invariant. In this case we obtain
lim
n
∫∫∫ ∏
ε
T ~gε fεdµdΦn(g1)dΨn(g2)
= lim
n
∫∫∫
T
g1
1 ( f1h2)T
g2
2 ( f2h1) f;dµdΦn(g1)dΨn(g2)
=
∫
E( f1h2|I1)E( f2h1|I2) f;dµ
by the mean ergodic theorem. This limit is manifestly independent of the Reiter sequences.
In the general case of a not necessarily I2-sated system X we use Theorem 2.2 to pass
to a sated extension and note that the existence of the limit (2.4) for functions on this
extension implies the existence of that limit for functions on X . 
Thus we obtain a measure µ on X 4 and two measure-preserving G-actions on (X 4,µ)
such that the resulting measure-preserving system is an extension of X . This explicitly
constructed extension allows us to exploit satedness. Specifically, we aim at obtaining
systems with the following property.
Definition 2.5. We call a system X ∈ C2 magic if A(X |I2, T1) = I1∨ I2 (recall that A(X |I2, T1)
was defined in Theorem 1.4).
An equivalent notion has been first introduced by Host [Hos09] for commutative G (in
fact he introduced a corresponding notion for k-tuples of commuting Z-actions for every
k ∈ N). The next proposition is our main tool for exploiting information about characteristic
factors.
Proposition 2.6. Suppose that X ∈ C2 is I2-sated. Then X is magic.
Proof. The inclusion A(X |I2, T1) ⊇ I1 ∨ I2 holds in any measure-preserving system. For the
converse consider f1 ⊥ I1 ∨ I2. Then for every f2 ∈ L
∞(X ) we have
limsup
n
∫
h
‖E( f2T
h
1
f1|I2)‖
2dFn(h) = limsup
n
∫
h
lim
m
∫
g
∫
f2T
h
1
f1 · T
g
2 ( f2T
h
1
f1)dµdFm(g)dFn(h).
This vanishes by Lemma 2.3. Thus f1 ⊥ A(X |I2, T1). 
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In the remaining part of this section we extend Griesmer’s cubic convergence result
[Gri08, Theorem 1.4(1)] to arbitrary left Reiter sequences.
Lemma 2.7. Let X ∈ C2 and fε ∈ L
∞(X ), ε ⊆ {1,2}. Suppose that f1 ⊥ A(X |I2, T1) or
f2 ⊥ A(X |I1, T2). Then for any left Reiter sequences Φ,Ψ on G we have
lim
n
∫∫ ∏
ε⊆{1,2}
T ~gε fεdΦn(g1)dΨn(g2) = 0 in L
2(X ).
Proof. Since the ε = ; term is a bounded function that does not depend on g1, g2, we
may discard it. We apply Corollary 1.2 to the map (g1, g2) 7→
∏
ε6=; T
~g
ε
fε. To show that it
converges to zero in the Cesàro sense along Φ×Ψ it thus suffices to show that
lim inf
n
limsup
m
∫∫∫ ∏
ε6=;
T ~gε ( fεT
~h
ε fε)dµd(Φm×Ψm)(g1, g2)d(Φ
′
n
×Ψ′
n
)(h1,h2) = 0.
By Lemma 2.3 the limit superior in m is actually a limit and it does not depend on Φ,Ψ.
Thus we may replace Φ,Ψ by two-sided Reiter sequences (this is how we remove the two-
sidedness assumption from Griesmer’s convergence result). The double limit equals
lim inf
n
lim
m
∫∫∫
T
g−11
1 T
g−12
2
∏
ε6=;
T ~gε ( fεT
~h
ε fε)dµd(Φm×Ψm)(g1, g2)d(Φ
′
n
×Ψ′
n
)(h1,h2),
and by the mean ergodic theorem this equals
lim inf
n
∫∫
E( f1T
h1
1 f1|I2)E( f2T
h2
2 f2|I1) f1,2T
~h
1,2
f1,2dµd(Φ
′
n
×Ψ′
n
)(h1,h2).
By the Cauchy–Schwarz inequality this is bounded by
lim inf
n
‖ f1,2‖
2
∞
∫
‖E( f1T
h1
1 f1|I2)‖2dΦ
′
n
(h1)
∫
‖E( f2T
h2
2 f2|I1)‖2dΨ
′
n
(h2),
and this vanishes by the assumption. 
Corollary 2.8. Suppose that X ∈ C2. Then for any fε ∈ L
∞(X ), ε ⊆ {1,2}, and any left Reiter
sequences Φ,Ψ the limit
lim
n
∫∫ ∏
ε⊆{1,2}
T ~gε fεdΦn(g1)dΨn(g2)
exists in L2(X ) and does not depend on Φ,Ψ.
Proof. By Theorem 2.2 wemay assume that X isI2-sated. Then also the system (X ,µ, T2, T1)
(in which the roles of the two actions were interchanged) is I2-sated. By Proposition 2.6
it follows that I1 ∨ I2 = A(X |I1, T2) = A(X |I2, T1). By Lemma 2.7 we may assume that the
functions f1 and f2 are measurable with respect to the σ-algebra I1 ∨ I2. By density and
linearity we may assume that f2 = h
1
2
h2
2
and f1 = h
1
1
h2
1
with hiε being Ti-invariant. In this
case we have∫∫ ∏
ε⊆{1,2}
T ~g
ε
fεdΦn(g1)dΨn(g2) =
∫∫
f;h
1
1
h2
2
T
~g
1,2( f1,2h
2
1
h1
2
)dΦn(g1)dΨn(g2),
and the conclusion follows from the mean ergodic theorem. 
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3. FURSTENBERG AVERAGES WITH ALMOST PERIODIC WEIGHTS
Recall that the right shift of a function f on G by an element g is defined by Rg f (h) :=
f (hg) and the left shift by Lg f (h) := f (g
−1h). The left and the right shifts are commuting
G-actions. A continuous function f : G → C is called almost periodic if the set LGRG f =
{LgRg ′ f : g, g
′ ∈ G} is totally bounded with respect to the metric induced by the supremum
norm. The set of continuous almost periodic functions is denoted by AP(G), it is a closed
conjugation invariant subalgebra of the space of bounded continuous functions on G.
Lemma 3.1. The left and the right shift are jointly continuous on G ×AP(G).
Proof. Wewill show that R is jointly continuous at every point (g0, f0) ∈ G×AP(G), the proof
for L is nearly identical. Let ε > 0. By definition of AP(G) there exists a finite ε-dense subset
F ⊂ LG f0. Since F ⊂ C(X ), there exists a neighborhood U of g0 such that | f (g)− f (g0)|< ε
for every g ∈ U and every f ∈ F . Let f ′ ∈ AP(G) be such that ‖ f ′ − f0‖∞ < ε. Then for
every g ′ ∈ G and g ∈ U we have
|Rg f
′(g ′)− Rg0 f0(g
′)| ≤ |Rg f
′(g ′)− Rg f0(g
′)|+ |Rg f0(g
′)− Rg0 f0(g
′)|
≤ ε+ |L(g ′)−1 f0(g)− L(g ′)−1 f0(g0)| ≤ 3ε+ | f (g)− f (g0)| ≤ 4ε
for some f ∈ F . 
We recall a consequence of the Peter–Weyl theorem.
Theorem 3.2. Let f ∈ C(G). Then the following conditions are equivalent.
(1) f ∈ AP(G).
(2) There exists a compact group K and a continuous homomorphism ι : G→ K such that
f = f ′ ◦ ι for some f ′ ∈ C(K).
(3) f is a uniform limit of matrix coefficients, that is, functions of the form g 7→


π(g)v,w

,
where π : G→ U(d) is a continuous finite-dimensional representation and v,w ∈ Cd.
(4) f is a uniform limit of functions of the form χ(g) =


w,π(g)v

, where π : G→ U(d)
is a measurable antihomomorphsm and v,w ∈ Cd .
Proof. If (2) holds, then LGRG f is totally bounded as an isometric image of a subset of
LKRK f
′, and this shows (1). Conversely, if (1) holds, then X := RG f ⊂ AP(G) is a compact
metric space, and by Lemma 3.1 the G-action R is jointly continuous on X . Since Rg is
isometric for each g ∈ G and by [Aus88, §3, Theorem 2] we obtain a compactification
ι : G → K and a K-action R′ on X such that Rg = R
′
ι(g)
for all g ∈ G. Let e : X → C be the
evaluation at the identity. Then f ′(k) := e(R′
k
f ) is a continuous function on K that extends
f .
Suppose now that f is a matrix coefficient associated to a representation π. Then f ∈
AP(G) since (2) is satisfied with ι = π. Since AP(G) is closed, this shows that (3) implies
(1). Conversely, suppose that (2) holds. Then f ′ is a uniform limit of matrix coefficients on
K by [Fol95, Theorem 5.11]. On the other hand, if χ is a matrix coefficient on K , then χ ◦ ι
is a matrix coefficient on G, so we obtain (3).
Finally, it is clear that (3) implies (4). Conversely, every measurable homomorphism
G→ U(d) is continuous [HR79, Theorem 22.18], so that (4) implies (3). 
Corollary 3.3. For every χ ∈ AP(G) the uniform Cesàro limit UC− limg χ(g) exists. If χ is
positive and not identically zero, then UC− limg χ(g) > 0.
Proof. By Theorem 3.2 we have χ = f ◦ ι for some compactification ι : G → K and some
f ∈ C(K). Since ι(G) is dense in K , the only G-invariant measure on K is the Haar measure
ν . Hence UC− limg χg = UC− limg f ◦ ι(g) exists and equals
∫
K
f dν by the ergodic theorem
for uniquely ergodic actions.
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If χ is positive and not identically zero, then the same is true of f , so
∫
X
f dν > 0 since ν
has full support. 
Proposition 3.4. Let X ∈ C2, f1, f2 ∈ L
∞(X ), and let χ ∈ AP(G). Assume that f1 ⊥
A(X |I2, T1). Then we have
UC− lim
g
χ(g)T
g
1 f1T
g
1,2 f2 = 0 in norm of L
2(X ).
Proof. Fix a left Reiter sequence F . By Theorem 3.2 we may assume that χ(g) =


w,π(g)v

,
where π : G → U(d) is a measurable antihomomorphism and v,w ∈ Cd. In this case it
suffices to prove C− limg π(g)v⊗ug = 0 in C
d ⊗ L2(X ), where ug := T
g
1 f1T
g
1,2 f2. By the van
der Corput inequality (Corollary 1.2) it suffices to show that
lim inf
H
∫
h
limsup
N
∫
g


π(g)v,π(hg)v
∫
uguhgdµdFN(g)dF
′
H
(h) = 0
for a certain two-sided Reiter sequence F ′. Since π is an antihomomorphism this can be
written as
lim inf
H
∫
h
limsup
N
∫
g
〈v,π(h)v〉
∫
f1T
g
2 f2T
h
1
f1T
g
2 T
h
1,2
f2dµdFN(g)dF
′
H
(h)
≤ ‖v‖2 lim inf
H
∫
h
limsup
N
∫
g
∫
f1T
g
2 f2T
h
1
f1T
g
2 T
h
1,2
f2dµdFN(g)dF
′
H
(h)
= ‖v‖2 lim inf
H
∫
h
∫
f1T
h
1
f1E( f2T
h
1,2
f2|I2)dµdF
′
H
(h).
Since the conditional expectation is an orthogonal projection, this is bounded by
‖v‖2‖ f2‖
2
∞ lim infH
∫
h
‖E( f1T
h
1
f1|I2)‖2dF
′
H
(h).
This vanishes by the assumption. 
Corollary 3.5. Let X ∈ C2, f1, f2 ∈ L
∞(X ), and let χ ∈ AP(G). Then
UC− lim
g
χ(g)T
g
1 f1T
g
1,2 f2 exists in norm of L
2(X ).
Proof. By Theorem 2.2 and Proposition 2.6 we may assume that X is magic. By Proposi-
tion 3.4 the above limit vanishes if f1 ⊥ I1 ∨ I2. Hence by density and linearity it suffices to
consider f1 = h1h2, where hi is Ti-invariant. In this case we have
χ(g)T
g
1 f1T
g
1,2 f2 = h1χ(g)T
g
1,2( f2h2).
By Theorem 3.2 we may assume that χ(g) =


w,π(g)v

for a measurable antihomomor-
phism π : G → U(d). The conclusion follows because the map g 7→ π(g)v ⊗ T
g
1,2( f2h2)
converges in the uniform Cesàro sense in Cd ⊗ L2(X ) by the mean ergodic theorem applied
to the antirepresentation π⊗ T1,2. 
Here and later write Kε = K(Tε) = A(X |trivial, Tε) for the factor spanned by the finite-
dimensional Tε-invariant subspaces of L
2(X ) for ε ⊆ {1,2}. These factors are used as
building blocks for characteristic factors for weighted Furstenberg averages.
Corollary 3.6. Let X ∈ C2, f0, f1, f2 ∈ L
∞(X ), and χ ∈ AP(G). Suppose that X is magic. Then
UC− lim
g
χ(g) f0T
g
1 f1T
g
1,2 f2 = UC− limg
χ(g)E( f0|I1 ∨ K1,2)T
g
1 E( f1|I1 ∨ I2)T
g
1,2E( f2|I2 ∨ K1,2).
10 QING CHU AND PAVEL ZORIN-KRANICH
Proof. By Corollary 3.5 the uniform Cesàro limits on both sides exist in L2(X ). By Propo-
sition 3.4 we may assume that f1 is A(X |I1, T2)-measurable, and hence I1 ∨ I2-measurable
by definition of a magic system. By density and linearity it suffices to consider f1 = h1h2,
where h j is T j-invariant. In this case we have
χ(g) f0T
g
1 (h1h2)T
g
1,2 f2 = χ(g) f0h1T
g
1,2( f2h2).
Suppose now that f2 ⊥ I2 ∨ K1,2, so that f2h2 ⊥ K1,2 and fix a left Reiter sequence F . By
Theorem 3.2 we have χ(g) = κ(ι(g)) for some compactification ι : G → K and some
κ ∈ C(K). We have a G-action on K by left translation by ι. By Theorem 1.4 we obtain
κ⊗ f2h2 ⊥ A(K × X |trivial, ι× T1,2). In particular,
C− lim
g
κ(ι(g)·)T
g
1,2( f2h2) = 0
in L2(K × X ). Passing to a subsequence of our Reiter sequence we obtain
C− lim
g
κ(ι(g)k)T
g
1,2( f2h2) = 0
in L2(X ) for a.e. k ∈ K . By uniform continuity the same actually holds for every k ∈ K , and
substituting k = idK we obtain C− limg χ(g)T
g
1,2( f2h2) = 0. Since this limit does not depend
on the subsequence, a subsubsequence argument shows that UC− limg χ(g)T
g
1,2( f2h2) = 0.
The remaining case f0 ⊥ I1 ∨ K1,2 can be handled similarly. 
4. AN ALMOST PERIODIC CORRELATION FUNCTION AND THE RECURRENCE THEOREM
Before embarking on the proof of our recurrence theorem we state two lemmas that
facilitate calculation of integrals. The first of them concerns relative independence, while
the second deals with a certain trilinear form.
Lemma 4.1. Suppose that X ∈ C2. Then the σ-algebras I1, I2 are relatively independent over
I1 ∧ I2.
Proof. Let fi be Ti-invariant and fix a left Reiter sequence F . By the mean ergodic theorem
for the G× G-action (T1, T2) we have
E( f1 f2|I1 ∧ I2) = lim
n
∫∫
T
g
1 T
h
2
f1 f2dFn(g)dFn(h)
= lim
n
∫
T h
2
f1dFn(h)
∫
T
g
1 f2dFn(g) = E( f1|I2)E( f2|I1).
Since T1 and T2 commute, the conditional expectation operators onto I1 and I2 commute
as well, so the above conditional expectations equal those on I1 ∧ I2. 
Similarly, one can show relative independence over I1 ∧ I2 for the pairs I1, I1,2 and I2, I1,2.
For instance for the first pair we obtain
E( f1 f1,2|I1∧I2) = lim
n,m
∫∫
T
g
1 T
h
2
f1 f1,2dFn(g)dFm(h) = lim
n,m
∫
T h
2
f1
∫
T
g
1 T
h
2
T h
−1
1,2
f1,2dFm(g)dFn(h)
= lim
n,m
∫
T h
2
f1
∫
T
h−1g
1 f1,2dFm(g)dFn(h) = limn
∫
T h
2
f1E( f1,2|I1)dFn(h) = E( f1|I2)E( f1,2|I1).
Definition 4.2. The subcategory C
erg
k
of Ck consists of ergodic systems, that is, systems for
which the σ-algebra I1 ∧ · · · ∧ Ik is trivial.
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Lemma 4.3. Let X ∈ C
erg
2 and f0, f1, f2 ∈ L
∞(X ). Suppose that f0 ∈ L
∞(K1,2), f1 ∈ L
∞(I1),
and f2 ∈ L
∞(I2). Then∫
f0 f1 f2dµ =
∫
f0E( f1|I1 ∧ K2)E( f2|I2 ∧ K1)dµ
Proof. We can clearly replace f0 by E( f0|I1 ∨ I2) on both sides. Since I1 ∨ I2 is T1,2-invariant,
the conditional expectation E(·, I1 ∨ I2) commutes with T1,2. Therefore this conditional ex-
pectationmaps finite-dimensional T1,2-invariant subspaces to finite-dimensional T1,2-invariant
subspaces. It follows that E( f0|I1 ∨ I2) is K1,2-measurable, so we may assume that the func-
tion f0 is measurable with respect to the σ-algebra (I1 ∨ I2)∧ K1,2 = A(I1 ∨ I2|trivial, T1,2).
Since I1 and I2 are independent by Lemma 4.1 we have
(X , I1 ∨ I2, T1,2)
∼= (X , I1, T1,2)× (X , I2, T1,2) = (X , I1, T2)× (X , I2, T1),
so that
A(I1 ∨ I2|trivial, T1,2) = A(I1|trivial, T2)⊗ A(I2|trivial, T1)
by Theorem 1.4. Therefore we obtain
∫
f0 f1 f2dµ = 0 if f1 ⊥ I1 ∧ K2 = A(I1|trivial, T2) or
f2 ⊥ I2 ∧ K1 = A(I2|trivial, T1). 
The next result is central to our approach of establishing a lower bound for weighted
ergodic averages. This is the place where the almost periodic function that will be used to
construct the appropriate weight first arises.
Lemma 4.4. Let X ∈ C
erg
2 and f0, f1, f2 ∈ L
∞(X ). Suppose f0 ∈ L
∞(I1∨K1,2), f1 ∈ L
∞(I1∨ I2),
and f2 ∈ L
∞(I2 ∨ K1,2). Then the function
g 7→
∫
f0T
g
1 f1T
g
1,2 f2dµ
is almost periodic.
Proof. By density and linearity we may assume that f0 = r1r1,2, f1 = s1s2, f2 = t2t1,2, where
r1, s1 ∈ L
∞(I1), s2, t2 ∈ L
∞(I2), and r1,2, t1,2 ∈ L
∞(K1,2). We have∫
r1r1,2T
g
1 (s1s2)T
g
1,2(t2t1,2)dµ=
∫
r1s1T
g
1 (s2 t2) · r1,2T
g
1,2(t1,2)dµ
By Lemma 4.3 this equals∫
E(r1s1|I1 ∧ K2) · T
g
1 E(s2 t2|I2 ∧ K1) · r1,2T
g
1,2(t1,2)dµ=
∫
h0T
g
1 h1T
g
1,2h2dµ
for some h0 ∈ L
∞(X ), h1 ∈ L
∞(K1), and h2 ∈ L
∞(K1,2). In view of Theorem 1.4, by density
and linearity we may assume that h1 ∈ H1 and h2 ∈ H1,2, where Hi are finite-dimensional
Ti-invariant subspaces of L
2(X ). Let {b
j
i } j be orthonormal bases of Hi. Then we have
T
g
i b
j
i =
∑
l
πi(g)
j
l
bl
i
with measurable antihomomorphisms πi : G → U(dimHi). Writing
hi =
∑
j
a
j
i b
j
i we obtain∫
h0T
g
1 h1T
g
1,2h2dµ=
∫
h0
∑
l , j
π1(g)
j
l
a
j
1b
l
1
∑
l ′, j′
π1,2(g)
j′
l ′
a
j′
1,2b
l ′
1,2
dµ
=
∑
l , j,l ′, j′
π1(g)
j
l
π1,2(g)
j′
l ′
a
j
1a
j′
1,2
∫
h0b
l
1
bl
′
1,2
dµ,
and this is a matrix coefficient function. 
12 QING CHU AND PAVEL ZORIN-KRANICH
Finally, we need to ensure existence of ergodic magic extensions.
Lemma 4.5. Suppose that X ∈ C
erg
k
is Ik-sated in C
erg
k
. Then X is also Ik-sated in Ck.
Proof. Let (Y,ν) → (X ,µ) be an extension and let f ′ ∈ L∞(IkY ), f ∈ L
∞(X ) be bounded.
Let also ν =
∫
νydν(y) be the ergodic decomposition of ν . We have f
′ = limn→∞ f
′
n
in
L2(ν), where each f ′
n
is a finite linear combination of products of bounded Ti-invariant
functions for i = 1, . . . , k. Passing to a subsequence we may assume that the same is true in
L2(νy) for almost every y, so that f
′ ∈ L∞(Ik(Y,νy)) for almost every y.
Since almost every (Y,νy) is an (ergodic) extension of (X ,µ) and by satedness of X in
C
erg
k
this implies that ∫
f ′ f dνy =
∫
f ′E( f |IkX )dνy .
Integrating over y ∈ Y we obtain∫
f ′ f dν =
∫
f ′E( f |IkX )dν ,
and, since f ′ and f were arbitrary, this shows that IkY and X are relatively independent
over IkX . 
Corollary 4.6. Every X ∈ C
erg
2 admits an ergodic magic extension.
Proof. The class C
erg
2 is clearly closed under inverse limits, so we may apply Theorem 2.2
with C = C
erg
2 . The resulting system is I2-sated by Lemma 4.5, so it is magic by Proposi-
tion 2.6. 
Now all the tools required for the proof of our main result have been made available. We
proceed with its formulation and proof.
Theorem 4.7. Let X ∈ C
erg
2 and let f : X → [0,1] be a measurable function. Then for every
ε > 0 there exists an almost periodic function χ : G→ R≥0 such that UC− limg χ(g) = 1 and
UC− lim
g
χ(g)
∫
f T
g
1 f T
g
1,2 f dµ≥
 ∫
f dµ
4
− ε.
The idea to use an almost periodic weight in order to obtain a lower bound for multiple
ergodic averages first appeared in the work of Frantzikinakis [Fra08]. Since the almost peri-
odic function χ is necessarily bounded, Theorem 4.7 implies in particular that the uniform
Cesàro limit of
∫
f T
g
1 f T
g
1,2 f dµ is positive if f 6≡ 0.
Proof. By Corollary 4.6 we may assume that X is magic. Let ε > 0 be arbitrary. By
Lemma 4.4 the function
κ(g) :=
∫
E( f |I1 ∨ K1,2)T
g
1 E( f |I1 ∨ I2)T
g
1,2E( f |I2 ∨ K1,2)dµ
is almost periodic. Note that we have
κ(idG) ≥
∫
f E( f |I1 ∨ K1,2)E( f |I1 ∨ I2)E( f |I2 ∨ K1,2)dµ ≥
 ∫
f dµ
4
=: B
by [Chu11, Lemma 1.6]. Let φ : R → R≥0 be a continuous function such that φ(x) = 0
if x ≤ B − ε and φ(x) = 1 if x ≥ B. Since AP(G) is a closed algebra and by the Weier-
straß approximation theorem the function φ ◦ κ is in AP(G). Moreover this function is
positive and equals 1 at the identity, so UC− limg φ(κ(g)) > 0 by Corollary 3.3. Let
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χ := (UC− limg φ(κ(g)))
−1φ ◦ κ. Note that χ · κ ≥ χ · (B − ε). By Corollary 3.6 this
implies
UC− lim
g
χ(g)
∫
f T
g
1 f T
g
1,2 f dµ= UC− limg
χ(g)κ(g) ≥ UC− lim
g
χ(g)(B − ε) = B− ε. 
We note that the above proof also yields a generalization of [Chu11, Theorem 1.3] to
actions of amenable groups. Indeed, if X = I1∨ I2 and f ∈ L
∞(X ), then E( f |I1∨ I2) = f on
any extension of X . Therefore [Chu11, Lemma 1.6] in fact gives κ(id) ≥ (
∫
f dµ)3 in that
case.
Proof of Theorem 0.1. Suppose first that for some ε > 0 the set Rε is not left syndetic. Then
there exists a left Følner sequence F in G none of whose members intersects Rε. Consider
the matrix coefficient function χ given by Theorem 4.7 with f = 1A and ε/2 in place of ε.
By the assumption we have
χ(g)
∫
f T
g
1 f T
g
1,2 f ≤ χ(g)
  ∫
f dµ
4
− ε

for every g ∈ FN for every N , contradicting the conclusion of Theorem 4.7.
In order to see that Rε is also right syndetic it suffices to notice that
R−1ε = {g : µ(A∩ T
g−1
1 A∩ T
g−1
1,2 A) ≥ µ(A)
4 − ε}= {g : µ(T
g
1,2A∩ T
g
2 A∩ A)≥ µ(A)
4− ε},
and this set is left syndetic by the above argument with the roles of T1 and T2 reversed. 
5. COMBINATORIAL APPLICATION
Since the lower bound in our multiple recurrence theorem only holds for ergodic systems,
we need an appropriate version of the Furstenberg correspondence principle.
Recall that a point x of a compact metric space X is called quasi-generic with respect to
a probability measure µ for a continuous action T of G on X if there exists a left Følner
sequence such that for every f ∈ C(X ) we have
∫
f dµ = limN
∫
f (T g x)dFN(g). It follows
from the mean ergodic theorem that if µ is ergodic, then µ-a.e. point is quasi-generic. As
pointed out by Furstenberg, this implies the following version of [Fur81, Proposition 3.9]
with identical proof.
Proposition 5.1. Let X be a compact metric space and T a continuous G-action. Then every
point x0 ∈ X such that T
Gx0 = X is quasi-generic for every ergodic invariant probability
measure on X .
This can be used to prove a version of the Furstenberg correspondence principle [Ber00,
Theorem 4.17] that provides an ergodic measure-preserving system.
Lemma 5.2. Let G be a countable amenable group and E ⊂ G. Then there exists an ergodic
measure-preserving system (X ,µ, T ) and a measurable subset A ⊂ X with µ(A) ≥ d(E) such
that
µ(T g1A∩ · · · ∩ T gkA) ≤ d(g1E ∩ · · · ∩ gkE)
for any k ∈ N and g1, . . . , gk ∈ G.
The G = Z case of Lemma 5.2 was first used by Bergelson, Host, and Kra [BHK05,
Proposition 3.1], who got the idea from Lesigne.
Proof. If d(E) = 0, then we can consider a one-point system X and take A to be the empty
set. Thus we may assume that E has positive upper Banach density.
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Consider X ′ = {0,1}G with the product topology and the left G-action (T g x)h = xhg . Let
e ∈ X ′ be the indicator function of E and set X := T Ge. Set also A := {x ∈ X : x id = 1}. Let
F be a left Følner sequence in G such that limN
|E∩FN |
|FN |
= d(E). Passing to a subsequence we
may assume that the sequence of measures (
∫
δT g edFN(g))N converges weakly. Its limit ν
is a T -invariant probability measure supported on X such that ν(A) = d(E). By the ergodic
decomposition there exists an ergodic T -invariant probability measure µ on X such that
µ(A)≥ ν(A).
By Proposition 5.1 the point e is quasi-generic for µ. Let Φ be a left Følner sequence that
witnesses the quasi-genericity. Since the set T g1A∩ · · · ∩ T gkA is clopen, we have
µ(T g1A∩ · · · ∩ T gkA) = lim
N
∫
1T g1A∩···∩T gkA(T
ge)dΦN (g) = lim
N
∫ k∏
i=1
1A(T
g−1
i
ge)dΦN (g)
= lim
N
|ΦN |
−1|{g ∈ ΦN : g
−1
i
g ∈ E, i ≤ k}| = lim
N
|ΦN |
−1|ΦN∩g1E∩· · ·∩gkE| ≤ d(g1E∩· · ·∩gkE).

Proof of Theorem 0.2. Let (X ,µ, T ) and A ⊂ X be the ergodic system and the measurable
subset obtained by applying Lemma 5.2 to E ⊂ G×G. Writing T
g
1 := T
(g ,id) and T
g
2 := T
(id,g)
we have d(E∩(g, id)E∩(g, g)E) ≥ µ(A∩T
g
1 A∩T
g
1,2A). By Theorem 0.1 the latter quantity is
bounded below by µ(A)4− ε for a set of g that is both left and right syndetic. On the other
hand, µ(A)4− ε ≥ d(E)4 − ε, and we obtain the claim. 
APPENDIX A. MEAN CONVERGENCE FOR k = 3
In this appendix we give a new proof of the k = 3 case of [ZK14, Theorem 1.1(2)] using
the machinery of sated extensions.
Proposition A.1. Suppose that X ∈ C3 and f1, f2, f3 ∈ L
∞(X ). Then the limit
UC− lim
g
T
g
1 f1T
g
1,2 f2T
g
1,2,3 f3
exists in L2(X ).
In order to use a satedness argument we have to construct an interesting extension of a
system X ∈ C3. We consider the Furstenberg coupling X
F , which consists of the following
data. The base space is X 3 and the measure is given by∫
f0⊗ f1 ⊗ f2dµ
F := UC− lim
g
∫
f0T
g
2 f1T
g
2,3 f2dµ.
This limit exists by Corollary 3.5, and Lemma 1.5 shows that this does determine a unique
measure on X k+1. We have the following G-actions on X F :
TF1 = T1× T1× T1, TF2 = Id× T2× T2,3, TF3 = T2,3× T3× Id.
The action TF1 preserves the measure µ
F since T1 commutes with T2 and T3. The action
TF2 preserves the measure µ
F by left invariance of the uniform Cesàro limit and the action
TF3 by right invariance of the uniform Cesàro limit. Moreover, these actions clearly com-
mute. Hence we see that X F is an extension of X under the projection π onto the second
coordinate.
We also need a special case of a lemma from [Rob14] which in turn generalizes [Aus10a,
Lemma 4.7].
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Lemma A.2. Let X ∈ C3 and f1, f2, f3 be bounded functions on X . Suppose that
EµF ( f1 ⊗ f2 ⊗ f3|IF1,F2) = 0.
Then
UC− lim
g
T
g
1 f1T
g
1,2 f2T
g
1,2,3 f3 = 0 in norm of L
2(X ).
Proof. Fix a left Reiter sequence F . By Corollary 1.2 it suffices to show that
0= lim inf
n
limsup
m
∫∫∫
T
g
1 f1T
g
1,2T
g
1,2,3 f3 · T
hg
1 f1T
hg
1,2 f2T
hg
1,2,3 f3dµdF
′
n
(h)dFm(g).
This expression equals
lim inf
n
limsup
m
∫∫∫
T
g
1 f1T
g
1,2 f2T
g
1,2,3 f3 · T
g
1 T
h
1
f1T
g
1,2T
h
1,2
f2T
g
1,2,3T
h
1,2,3
f3dµdF
′
n
(h)dFm(g)
= lim inf
n
limsup
m
∫∫∫
f1T
g
2 f2T
g
2,3 f3 · T
h
1
f1T
g
2 T
h
1,2
f2T
g
2,3T
h
1,2,3
f3dµdF
′
n
(h)dFm(g)
= lim inf
n
∫∫
f1T
h
1
f1 ⊗ f2T
h
1,2
f2⊗ f3T
h
1,2,3
f3dµ
FdF ′
n
(h).
By the mean ergodic theorem this equals
‖EµF ( f1⊗ f2⊗ f3|IF1,F2)‖
2
L2(µF )
= 0. 
Proof of Proposition A.1. Consider the idempotent subclass J of C3 that consists of the sys-
tems withX = I2∨ I3∨ I1,2. By Theorem 2.2 we may assume that X is J -sated. Assume now
that X ∈ C3 isJ -sated and f2 ⊥ I2∨I3∨I1,2. By satedness we have 1⊗ f2⊗1 ⊥ IF2∨IF3∨IF1,F2.
Moreover, for any f1, f3 ∈ L
∞(X ) the function f1⊗ 1⊗ 1 is IF2-measurable and the function
1⊗ 1⊗ f3 is IF3-measurable. Therefore f1 ⊗ f2 ⊗ f3 ⊥ IF1,F2. By Lemma A.2 this implies
UC− lim
g
T
g
1 f1T
g
1,2 f2T
g
1,2,3 f3 = 0.
Hence we may assume that f2 is I2∨ I3∨ I1,2-measurable. By density and linearity it suffices
to consider f2 = h2h3h1,2, where hi is Ti-invariant. In this case we have
T
g
1 f1T
g
1,2 f2T
g
1,2,3 f3 = h1,2T
g
1 ( f1h2)T
g
1,2,3( f3h3),
and this converges in the uniform Cesàro sense by Corollary 3.5 applied to the actions T1
and T2,3. 
The main difficulty in extending this approach to the multiple ergodic theorem to k > 3
commuting actions consists in explicitly constructing a suitable extension, which can be
used to exploit satedness, of a given action. Note that for discrete groups a new tool for
constructing such extensions appeared in Austin’s proof, see [Aus13, Theorem 2.1].
APPENDIX B. SMALL CORRELATION SEQUENCES
The lower bound in the ergodic Roth theorem [BHK05, Theorem 1.2] might suggest that
C− limnµ(A∩ T
nA∩ T 2nA) ≥ µ(A)3 for any measure-preserving transformation (X , T ) and
any A⊂ X . The following counterexample shows that this is not the case.
Consider an irrational rotation T by α on the circle X = R mod 1 and let B ⊂ X be an
interval of length δ ≤ 1/3. Then the function m(x) := µ(B− x∪B∪B+ x) has the following
form.
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x
m(x)
δ 1−δ
2
1
2
1+δ
2
1−δ 1
0
δ
2δ
3δ
Let now A := X \ B. Then
lim
N
1
N
N∑
n=1
µ(A∩ T nA∩ T 2nA) = lim
N
1
N
N∑
n=1
(1−m(nα)) = 1−
∫ 1
0
m
= 1− (3δ−
5
2
δ2) = (1− δ)3−δ2/2+δ3 < µ(A)3.
We will now describe an example that shows that the exponent in Theorem 4.7 cannot be
improved to 3. The construction is based on [Chu11, Theorem 1.2], but the function f that
appears in the proof has been optimized numerically to maximize the exponent (however,
we do not claim that this exponent is the best possible). As a pleasant side effect the optimal
function has a particularly simple form.
Theorem B.1. For every countable amenable group G there exist a system X ∈ C
erg
2 such
that the group generated by T1 and T2 acts weakly mixingly and a measurable set A with
0< µ(A) < 1 such that
µ(A∩ T
g
1 A∩ T
g
1,2A) < µ(A)
3.19
for all g 6= idG.
Proof. Consider Y := {0,1,2}G and denote the (1
3
, 1
3
, 1
3
)-Bernoulli measure on Y by ν . The
two natural left G-actions on Y are the right Bernoulli shift (Rg y)h = yhg and the left
Bernoulli shift (L g y)h = yg−1h. Note that these actions preserve ν and commute. Therefore
(X ,µ, T1, T2) := (Y × Y × Y,ν × ν × ν ,R× Id× R, L × R× Id)
is a system in C2. Since the actions L and R are weakly mixing, it follows that T1 and T2
span a weakly mixing group action on X , and in particular we obtain X ∈ C
erg
2 .
For i, j, k ∈ {0,1,2} let
f (i, j, k) :=
¨
1 if i, j, k are pairwise different,
0 otherwise.
Let F be the function on X defined by F(y, z,w) = f (yidG , zidG ,widG ). The function F is the
indicator function of a measurable subset A⊂ X with µ(A) = 3!/33. For every g 6= idG we
have
µ(A∩ T
g
1 A∩ T
g
1,2A) =
∫
F · T
g−1
1 F · T
g−1
1,2 F dµ
=
∫
F(y, z,w) · F(Rg
−1
y, z,Rg
−1
w) · F(Rg
−1
L g
−1
y,Rg
−1
z,Rg
−1
w)dµ(y, z,w)
=
∫
f (yidG , zidG ,widG) · f (yg−1, zidG ,wg−1) · f (yidG , zg−1,wg−1)dν(y)dν(z)dν(w).
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Since ν is a product measure, this equals
1
36
∑
i, j,k,i′, j′k′
f (i, j, k′) f (i′, j, k) f (i, j′, k)
=
1
36
∑
i, j,k
(
∑
k′:{i, j,k′}={0,1,2}
1)(
∑
i′:{i′, j,k}={0,1,2}
1)(
∑
j′:{i, j′,k}={0,1,2}
1)
=
1
36
∑
i, j,k
δi 6= jδ j 6=kδi 6=k =
3!
36
<

3!
33
3.19
= µ(A)3.19. 
REFERENCES
[AS74] M. Ajtai and E. Szemerédi. “Sets of lattice points that form no squares”. In: Stud. Sci. Math. Hungar.
9 (1974), 9–11 (1975). ISSN: 0081-6906 (cit. on p. 1).
[Aus10a] T. Austin. “On the norm convergence of non-conventional ergodic averages”. In: Ergodic Theory Dy-
nam. Systems 30.2 (2010), pp. 321–338. ISSN: 0143-3857. DOI: 10.1017/S014338570900011X.
arXiv:1103.0223 [math.DS] (cit. on p. 14).
[Aus10b] T. D. Austin. “Multiple recurrence and the structure of probability-preserving systems”. PhD thesis.
University of California, Los Angeles, 2010. ISBN: 978-1124-50452-0. arXiv:1006.0491 [math.DS]
(cit. on pp. 2, 5).
[Aus88] J. Auslander.Minimal flows and their extensions. Vol. 153. North-Holland Mathematics Studies. No-
tas de Matemática [Mathematical Notes], 122. Amsterdam: North-Holland Publishing Co., 1988,
pp. xii+265. ISBN: 0-444-70453-1 (cit. on p. 8).
[Ber00] V. Bergelson. “Ergodic theory and Diophantine problems”. In: Topics in symbolic dynamics and ap-
plications (Temuco, 1997). Vol. 279. London Math. Soc. Lecture Note Ser. Cambridge: Cambridge
Univ. Press, 2000, pp. 167–205 (cit. on pp. 1, 13).
[BHK05] V. Bergelson, B. Host, and B. Kra. “Multiple recurrence and nilsequences”. In: Invent. Math. 160.2
(2005). With an appendix by Imre Ruzsa, pp. 261–303. ISSN: 0020-9910. DOI: 10.1007/s00222-004-0428-6
(cit. on pp. 1, 2, 13, 15).
[BMZ97] V. Bergelson, R. McCutcheon, and Q. Zhang. “A Roth theorem for amenable groups”. In: Amer. J.
Math. 119.6 (1997), pp. 1173–1211. ISSN: 0002-9327 (cit. on pp. 1, 2).
[Chu11] Q. Chu. “Multiple recurrence for two commuting transformations”. In: Ergodic Theory Dynam. Sys-
tems 31.3 (2011), pp. 771–792. ISSN: 0143-3857. DOI: 10.1017/S0143385710000258. arXiv:0912.3381 [math.DS]
(cit. on pp. 1, 12, 13, 16).
[Dye65] H. A. Dye. “On the ergodic mixing theorem”. In: Trans. Amer. Math. Soc. 118 (1965), pp. 123–130.
ISSN: 0002-9947 (cit. on p. 4).
[Fol95] G. B. Folland. A course in abstract harmonic analysis. Studies in Advanced Mathematics. Boca
Raton, FL: CRC Press, 1995, pp. x+276. ISBN: 0-8493-8490-7 (cit. on pp. 2, 8).
[Fra08] N. Frantzikinakis. “Multiple ergodic averages for three polynomials and applications”. In: Trans.
Amer. Math. Soc. 360.10 (2008), pp. 5435–5475. ISSN: 0002-9947. DOI: 10.1090/S0002-9947-08-04591-1.
arXiv:math/0606567 [math.DS] (cit. on p. 12).
[Fur77] H. Furstenberg. “Ergodic behavior of diagonal measures and a theorem of Szemerédi on arith-
metic progressions”. In: J. Analyse Math. 31 (1977), pp. 204–256. ISSN: 0021-7670 (cit. on p. 1).
[Fur81] H. Furstenberg. Recurrence in ergodic theory and combinatorial number theory. M. B. Porter Lec-
tures. Princeton, N.J.: Princeton University Press, 1981, pp. xi+203. ISBN: 0-691-08269-3 (cit. on
p. 13).
[Hos09] B. Host. “Ergodic seminorms for commuting transformations and applications”. In: Studia Math.
195.1 (2009), pp. 31–49. ISSN: 0039-3223. DOI: 10.4064/sm195-1-3. arXiv:0811.3703 [math.DS]
(cit. on pp. 2, 6).
[HR79] E. Hewitt and K. A. Ross. Abstract harmonic analysis. Vol. I. Second. Vol. 115. Grundlehren der
Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]. Structure
of topological groups, integration theory, group representations. Berlin: Springer-Verlag, 1979,
pp. ix+519. ISBN: 3-540-09434-2 (cit. on pp. 3, 8).
[Pat88] A. L. T. Paterson. Amenability. Vol. 29. Mathematical Surveys and Monographs. Providence, RI:
American Mathematical Society, 1988, pp. xx+452. ISBN: 0-8218-1529-6 (cit. on p. 2).
18 REFERENCES
[Ped79] G. K. Pedersen. C∗-algebras and their automorphism groups. Vol. 14. London Mathematical So-
ciety Monographs. London: Academic Press Inc. [Harcourt Brace Jovanovich Publishers], 1979,
pp. ix+416. ISBN: 0-12-549450-5 (cit. on p. 3).
[Rob14] D. Robertson. “Characteristic factors for commuting actions of amenable groups”. In: J. Analyse
Math. (2014). to appear (cit. on pp. 4, 14).
[Rot53] K. F. Roth. “On certain sets of integers”. In: J. London Math. Soc. 28 (1953), pp. 104–109. ISSN:
0024-6107 (cit. on p. 1).
[Tao07] T. Tao. “A correspondence principle between (hyper)graph theory and probability theory, and the
(hyper)graph removal lemma”. In: J. Anal. Math. 103 (2007), pp. 1–45. ISSN: 0021-7670. DOI:
10.1007/s11854-008-0001-0 (cit. on p. 5).
[ZK14] P. Zorin-Kranich. “Norm convergence of multiple ergodic averages on amenable groups”. In: J.
Analyse Math. (2014). to appear. arXiv:1111.7292 [math.DS] (cit. on pp. 2, 14).
[Aus13] T. Austin. Non-conventional ergodic averages for several commuting actions of an amenable group.
Preprint. Sept. 2013. arXiv:1309.4315 [math.DS] (cit. on pp. 2, 15).
[Gri08] J. T. Griesmer. Multiparameter ergodic averages for two commuting actions of an amenable group.
Preprint. 2008. arXiv:0812.1968 [math.DS] (cit. on pp. 2, 7).
(Qing Chu) DEPARTMENT OF MATHEMATICS, THE OHIO STATE UNIVERSITY, 100 MATH TOWER, 231 WEST 18TH
AVENUE, COLUMBUS, OH 43210-1174, USA
E-mail address: chu.270@math.osu.edu
(Pavel Zorin-Kranich) INSTITUTE OF MATHEMATICS, HEBREW UNIVERSITY, GIVAT RAM, JERUSALEM, 91904, IS-
RAEL
E-mail address: pzorin@math.huji.ac.il
URL: http://math.huji.ac.il/~pzorin/
