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ANOTACE 
Obsah této práce je zaměřen na neuronové sítě při klasifikaci mluvčích. Pojednává 
o problematice zpracování řečového signálu a jsou zde uvedeny i některé typy 
neuronových sítí. Součástí práce bylo sestavení databáze nahrávek od řečníků různého 
pohlaví a věku. Z této databáze pak byla sestavena trénovací a testovací skupina.   
Dále byly navrženy čtyři klasifikátory. Jeden na bázi směsi Gaussových hustotních 
funkcí a tři neuronové klasifikátory. Tyto systémy byly testovány a analyzovány podle 
věku, pohlaví a na závěr pro obě tyto kritéria. Současně je věnována pozornost i volbě 
vhodných příznaků v každé této úloze klasifikace.  
Na konci práce jsou uvedeny výsledky analýz pro jednotlivé skupiny i příznaky. 
Z těchto výsledků jsou stanoveny nejvhodnější příznaky, pro danou úlohu klasifikace a 
také nejúspěšnější klasifikátory. 
Klíčová slova: klasifikace mluvčích, neuronová síť, GMM, pohlaví, věk 
 
ABSTRACT 
The content of this work is focused on the neural network per speaker recognition. 
The work deals with problems of processing speech signal and there are introduction some 
types of neural network. The part of work was made database of records from speakers 
with have various sex and ages. The train and test group was made from the database. 
For classifier were suggested afterwards. One of them was nominated on base 
Gaussian mixture model and three of them were nominated on neural. This system was 
tested and analyzed on the basis of age, gender and both criterions each other at the end. 
Attention is focused on choice suitable feature in each mission of classification at the same 
time. 
At the end of work are introduced results of analysis for individual groups and 
features. The most suitable features are diagnosed from given mission of classification and 
the most prosperous classifier. 









Prohlašuji, že svou diplomovou práci na téma „Neuronové sítě při klasifikaci 
mluvčích“ jsem vypracoval samostatně pod vedením vedoucího diplomové práce a s 
použitím odborné literatury a dalších informačních zdrojů, které jsou všechny citovány v 
práci a uvedeny v seznamu literatury na konci práce. 
Jako autor uvedené diplomové práce dále prohlašuji, že v souvislosti s vytvořením 
této diplomové práce jsem neporušil autorská práva třetích osob, zejména jsem nezasáhl 
nedovoleným způsobem do cizích autorských práv osobnostních a jsem si plně vědom 
následků porušení ustanovení § 11 a následujících autorského zákona č. 121/2000 Sb., 
včetně možných trestněprávních důsledků vyplývajících z ustanovení § 152 trestního 
zákona č. 140/1961 Sb.  
 
V Brně dne ........................                                                       ............................................  
















Děkuji vedoucímu diplomové práce Ing. Ivanovi Míčovi, za velmi užitečnou metodickou 
pomoc a cenné rady při zpracování diplomové práce.  










Seznam použitých zkratek, symbolů a veličin 
F0 .................. frekvence základního tónu[Hz] 
T0 .................. perioda základního tónu[s] 
I…….. ………akustická intenzita [W/m2] 
I0……. .……...referenční akustická intenzita [W/m2] 
LI …… ………hladina akustické intezity[dB] 
p……. ……... akustický tlak [Pa] 
p0…… ……... referenční akustický tlak [Pa] 
Lp …... ……... hladina akustického tlaku[dB] 
s[n]…. …….. posloupnost vzorků 
w[n]………… časové okno 
sv[n] ……….. váhovaná posloupnost 
λs ................... pravděpodobnostní model pro s-tého řečníka 
X ……………posloupost příznaků 
 P(λs|X)…….. aposteriorní pravděpodobnost modelu λs pro danou reprezentaci X 
s*…………….řečník s největší aposteriorní pravděpodobností 
S …………… je počet referenčních řečníků 
 P(X| λs)……. je pravděpodobnost, že reprezentace X je generována modelem λs  
P(λs)... …….. je apriorní pravděpodobnost modelu λs 
P(o|λs)……… vážená lineární kombinace hustotních funkcí normálního rozdělení 
 M s ………… udává počet složek směsi řečníka s 
wis….. ……... váhy jednotlivých složek směsi řečníka s příznaku i 
Pis(o)...……. hustota pravděpodobnosti jednotlivých složek směsi GMM 
μis ………….. střední hodnota příznaku i řečníka s  
Cis …............. kovarianční matice příznaků řečníka s  
X1,..., Xn ….... reálné vstupy neuronu synaptickými váhami   
W1,..., Wn…… synaptické váhy neuronu 
y…………… výstup neuronu 
W0………….. práh neuronu 
f (x) ............... je obecná nelineární přenosová funkce neuronu 
Δwi….……… změna hodnoty váhy neuronu i 
α……………. koeficient rychlosti učení 
ei …............... chybová hodnota i-tého výstupu 
xi ................... hodnota vstupu neuronu 
Yk …............... k-tý neuron výstupní vrstvy 
Zj…………… j-tý neuron vnitřní vrstvy 
δk …………. část chyby, která se šíří zpětně z neuronu Yk 
δj ….……… část chyby, která se šíří zpětně z neuronu Zj 
E …… …….. míra naučenosti neuronové sítě 
D ….............. aritmetická střední hodnota vzdálenosti  
Q (xi).............. kritérium kvality příznaku xi 
HMM………. (Hidden Markov Model) skryté Markovovy modely 
UNS...............umělá neuronová síť 
GMM……… (Gaussian Mixture Model) směs Gaussových hustotních funkcí 
ML…………. (Maximum Likelihood) kritérium maximální věrohodnosti 
EM…. …….. Expectation-Maximization 
HNR.............. harmonicita 
BP………….. navržená třívrstvá dopředná neuronová síť 
EL …………. navržená dvouvrstvá Elmanova síť 
CAS ... ……... navržená dvouvrstvá kaskádní síť   
































































V této práci se zabývám problematikou spojenou s využitím neuronových sítí při 
klasifikaci mluvčích.  
Úvodní část je věnována základním pojmům z oblasti zpracování řečového signálu. 
Jsou popsány základní pojmy z fonetiky, princip tvorby řeči, úvod do analýzy a rozpoznání 
řeči společně se seznámením s oblastí klasifikace mluvčích. 
V další části je přehledný úvod do problematiky neuronových sítí. Je popsán 
základní model neuronu společně s nejčastěji se vyskytujícími sítěmi. V dnešní době se NS 
s oblibou simulují na počítačích, což umožnil rychlý rozvoj počítačové techniky a rozšíření 
dostupného softwaru, např. MATLAB s NN-Toolboxem. Při studiu neuronových sítí je 
třeba kombinovat znalosti z matematiky, techniky, fyziologie, medicíny, fonetiky, 
fonologie, lingvistiky i sociálních věd. Jsou oblasti výzkumu a aplikací, kde jsou našimi 
dobrými pomocníky a často jsou výsledky získané jejich aplikováním kvalitnější, než při 
použití klasických metod. Jsou však také oblasti výzkumu a aplikací, v nichž klasické 
metody dávají výsledky lepší. 
V dalších částech jsou popsány analyzované parametry s řečovým korpusem. Je zde 
uvedena struktura korpusu v závislosti na věku a pohlaví mluvčích. Tento korpus je 
rozdělen do dvou částí, z nichž jedna je použita na trénování klasifikátorů a druhá na 
testování. 
 Následuje návrh klasifikátorů s popisem postupu při výběru vhodných příznaků. 
Celkově byly navrženy 4 typy klasifikátorů. Jeden využívající směsi Gaussových 
hustotních funkcí a tři na bázi neuronových sítí.  
Závěrečný oddíl této práce je věnován analýze těchto navržených klasifikátorů. 
Nejprve byly analyzovány systémy sestaveny za účelem klasifikace pouze dle pohlaví, 
poté pouze dle věku a nakonec pro kombinaci obou předcházejících možností. V každé 
takovéto úloze byl vyhodnocen celkově nejlepší klasifikátor a následně nejlepší 
klasifikátor postavený na bázi neuronových sítí. 
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2 Řečový signál 
Přenos informace mezi lidmi je možné provádět různými způsoby. Mezi základní 
způsoby patří verbální a neverbální komunikace. Verbální (slovní, ústní) komunikace je 
prováděna řečí, která se přenáší prostřednictvím změn tlaku vzduchu od mluvčího k 
posluchači. Neverbální komunikace zařazujeme je například mimika obličeje, pohyby 
hlavou, gesta rukou nebo postoj celého těla. Čeština existuje ve dvou základních formách a 
to mluvené a psané. Mluvená podoba je historicky starší a je velmi rozmanitá. 
Přenos informace mezi lidmi zkoumají různé přírodní a společenské vědy. Mezi 
společenské vědy, které vychází při svých zkoumáních ze zvukové podoby řeči, patří 
fonetika a fonologie. Oba obory vycházejí ze stejné zvukové podoby, ale každý ji zkoumá 
z různých zorných úhlů. 
Fonetika se zabývá celým zvukovým projevem řeči, tj. nejen způsobem tvoření hlásek, 
ale i jejich spojováním, modulací souvislé řeči (prozodií) apod. 
Fonologie je nauka o způsobech vytváření zvukového materiálu v jazyce.  Zabývá se 
jen těmi zvuky, které slouží k rozlišení významu. Základní jednotkou fonologie je foném. 
 Hláska je konkrétní zvuková realizace řeči, která má konkrétní akusticko-artikulační 
vlastnosti. Foném je naproti tomu jednotka jazyková, u které záleží, na jakém místě se 
mezi ostatními fonémy nachází. Foném se mění vlivem svého umístění mezi ostatními 
fonémy. Tomuto jevu se říká koartikulace. Vliv předcházejícího a následujícího fonému na 
foném, který nás zajímá, závisí na trvání a tempu řeči a na její intonaci. Zvuková varianta 
fonému se nazývá alofón. Čeština má 36 fonémů. Alofón vyjadřuje různé zvukové podoby 
fonému podle toho, mezi kterými sousedními fonémy leží. Počet alofónu bývá 100 - 300. 
Čeština patří k jazykům, kde se věta vyznačuje jasnými melodickými vlastnostmi a 
představuje ucelenou zvukovou jednotku. Čeština je jazyk se stálým přízvukem, pozičně 
vázaným na první slabiku rytmického celku [6].  
Artikulací rozumíme koordinovanou činnost mluvidel vedoucí k vyslovení, vytvoření 
zvuku. Souhra artikulačních pohybů je charakteristická pro jednotlivé jazyky. Pro 
artikulační bázi češtiny je charakteristické především méně intenzivní činnost rtů a 
soustředění artikulace k dásním. Za charakteristické hlásky češtiny se pokládají ˝ř˝ a znělé 
˝h˝, jež se v jiných jazycích takřka nevyskytují. 
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2.1 Princip tvorby řeči 
  Zjednodušené blokové schéma hlasového ústrojí člověka je znázorněno na obr. 2.1. 
Bránice se roztahuje a smršťuje za pomocí plic a vytváří proud vzduchu, který prochází 
průdušnicí přes hlasivky do nosní a ústní dutiny. Proud vzduchu pokračuje jednak přes 
jazyk, rty a zuby ústy a jednak nosními dírkami. Fyziologické dýchání se při řeči mění [6].  
Mluvní projev se realizuje při výdechu.  
Hlasové ústrojí je uloženo v hrtanu. Jeho funkcí je vytvářet základní hlas, jehož 
úpravami vzniká řeč. Základem hlasového ústrojí jsou dva hlasové valy pokryté sliznici, 
tzv. hlasivky. Hlasivky vibrují a vytváří tlakové pulzy, které se střídavě šíří ústní nebo 
nosní dutinou. Buzení můžeme rozdělit na znělé a neznělé. Při přerušování výdechového 
proudu vzduchu kmitajícími hlasivkami vzniká kvaziperiodický budicí signál, který má 
tónový charakter. Znělým buzením jsou tvořeny zvláště samohlásky a dále částečně i 
některé další hlásky. Kmitočet kvaziperiodického signálu buzení se označuje jako základní 
kmitočet F0 (pitch frequency) a jemu odpovídající časový interval se nazývá základní 
perioda T0 (pitch period). Tento kvaziperiodický signál se nazývá základní tón (pitch). 
Stálý tok vzduchu šumového charakteru (hlasivky nekmitají) je typický pro neznělé 
buzení. 
 
Obr.  2.1: Blokové schéma hlasového ústrojí 
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Hlas vycházející z hlasivek nemá barvu lidského hlasu. Charakteristické znění, 
individuální pro jednotlivce, získává hlas až průchodem nadhrtanovými dutinami 
(rezonátory). Tyto dutiny jsou tři: hrdelní, nosní a ústní dutina. Dutina hrdelní se rozkládá 
bezprostředně nad hlasivkami. Její objem je proměnlivý pohybem kořene jazyka a činností 
svalu hrdla. Změny objemu hrdelní dutiny se uplatňují zvláště při tvoření samohlásek. 
Nosní dutina je také rezonančním prostorem, který se však využívá jen u části hlásek. Při 
většině hlásek je průchod do nosní dutiny uzavřen. Dutina ústní je vpředu ohraničena rty, 
vzadu přechází do dutiny hrdelní. Hranice mezi oběma dutinami je přibližně v místech, kde 
se jazyk nejvíce přibližuje k patru. Ústní dutina se při řeči uplatňuje jako rezonanční 
prostor, který je přítomen u každé hlásky. Úseku od hlasivek až po rty a nosní dírky se říká 
hlasový trakt. Na konečném efektu se podílí i rezonance celé lebeční dutiny [6]. Rezonance 
vzduchu v dutinách jsou umístěny na různých kmitočtech a jsou nazývány formanty, 
naopak místa, kde žádné rezonance nenastávají, nazýváme antiformanty.  
 
2.2 Vnímání řeči 
Lidský sluch reaguje na mechanické vlnění v rozmezí určitého kmitočtu a intenzity. 
Soubor hodnot, které mají za následek, že podnět muže být člověkem vnímán jako zvuk, se 
nazývá sluchové pole [6]. Sluchové pole na Obr. 2.2.  je ve svislém směru vymezeno 
prahem slyšení a prahem bolestivosti a ve vodorovném směru horní a dolní sluchovou 
mezí. 
 
Obr.  2.2: Sluchové pole 
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Práh slyšení je minimální průměrný akustický tlak (resp. jeho intenzita), který vyvolá 
u člověka s průměrným sluchem zvukový vjem. Pro sluchový dojem intenzity (síly) zvuku 
se používá termín hlasitost. Nadprahové hodnoty hlasitosti lze vyjádřit hladinou intenzity 
Ll v decibelech: 
  [dB].                                                   (2.1) 
Hodnota I je daná intenzita zvuku a I0 je referenční intenzita 10−12 W/m2, která je 
definována pro kmitočet 1 kHz. Podobně hladina akustického tlaku Lp v decibelech: 
 [dB],                                                  (2.2) 
kde p je daný akustický tlak a p0 je referenční akustický tlak 2.10−5 Pa při kmitočtu 1 kHz. 
Největší citlivost lidského sluchu je v oblasti 3 kHz až 4 kHz. Za dolní sluchovou mez 
je považován kmitočet 16 Hz. Na rozdíl od dolní meze je horní mez velmi proměnná 
především v závislosti na věku. Pro mladé osoby bývá tato mez až kolem 20 kHz. Se 
zvyšujícím se věkem se horní mez postupně snižuje. 
Postupným zvyšováním akustické intenzity nad sluchovým prahem se zvuk stává 
hlasitější, až vjem dosáhne individuálního prahu nepříjemnosti. Nad hladinou 120 dB 
přejde sluchový vjem v pocit svědění a lechtání. Další zvýšení intenzity kolem hodnoty 
hladiny 140 dB vede k dosažení prahu bolestivosti. Zde již delší působení muže být 
příčinou trvalé poruchy sluchu. 
 
2.3 Zpracování řeči 
Zpracováním řeči se rozumí analýza řečového signálu, jeho klasifikace, rozpoznání 
řeči (jednotlivých hlásek, izolovaných slov, plynulé řeči). Samostatnými úlohami jsou 
identifikace řečníka a syntéza řeči. 
Řečový signál je ve své podstatě analogový, z matematického hlediska lze hovořit o 
spojitém náhodném a nestacionárním procesu. Proto je nezbytné pro počítačové zpracování 
tento signál spektrálně omezit, vzorkovat a kvantovat. Vzorkování a kvantování slouží k 
získání číslicového signálu z analogového. Všechny tyto transformace vnesou do 
zpracovávaného signálu určité odchylky. Proto analogový signál, který dostaneme 
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rekonstrukcí kvantovaného diskrétního signálu, se více či méně liší od původního 
analogového signálu. Řeč ale nelze chápat jen jako čistě technický signál. Je naopak velmi 
komplexní, kromě matematicko-technických informací obsahuje také informace fonetické, 
fonologické, obecně lingvistické, vypovídá o způsobu artikulace (různý přízvuk, barva 
hlasu, tempo řeči), závisí také na fyziologických vlastnostech mluvícího člověka (tvar 
dutiny hrdelní, ústní a nosní), vypovídá o mentálním a emocionálním stavu mluvčího. Na 
základě promluv lze určit pohlaví, odhadnout věk i sociálně-ekonomické zázemí [2]. 
Řečový signál tvoří přibližně z 75% vyslovená zpráva, 15% identita mluvčího a 10% stav 
mluvčího, z celkové informace v řečovém signálu [5]. Zpracování řeči je tedy 
interdisciplinární úloha. 
Číslicové zpracování řečových signálů se dělí na mnoho odvětví. Podle historického 
vývoje bychom mohli vidět čtyři hlavní směry. Dnes nejvíce rozvinutou a zároveň 
historicky nejstarší oblastí je syntéza řeči [5]. 
 
Obr.  2.3: Oblasti zpracování řeči 
 
2.4 Analýza řeči 
Při komunikaci člověka s počítačem i v mnoha dalších aplikacích je nutné řečový 
signál analyzovat a rozpoznat jeho části. Analýzu a rozpoznání dělíme do několika etap, 
které jsou schematicky znázorněny obr 2.4. Na vstup řetězce je přiváděn analogový řečový 
18 
 
signál. První tři bloky představují předzpracování řeči. Další tři bloky tvoří akustický 
procesor. Závěr řetězce je tvořen blokem pro klasifikaci a rozpoznání. Tento poslední blok 
bývá obvykle realizován buď některou standardní metodou, např. metodou založenou na 
trénování modelů skrytých Markovových řetězců (HMM), nebo umělou neuronovou sítí. 
 
Obr.  2.4: Blokové schéma rozpoznání řeči 
V řečovém signálu je možné nalézt krátké úseky, které lze považovat za téměř 
stacionární. Nazývají se kvazistacionární úseky. Z nich jsou odhadovány statistické 
parametry. Proces rozdělení signálu na kvazistacionární úseky se nazývá segmentace. 
Obvykle se předpokládá, že doba, po kterou jsou parametry konstantní, je 10 - 20 ms. 
Předpokládá se, že řečový signál je rozdělen na stejně dlouhé posloupnosti vzorků s[n]. 
Platí: 
                                                  ,                                                (2.3) 
kde w[n] se nazývá časové okno. Zvolené okno se posouvá po posloupnosti vzorků a 






Nejpoužívanější metody při analýze řečových signálů: 
• krátkodobá Fourierova transformace 
• vlnková (waveletová) transformace 
• subpásmová analýza pomocí banky číslicových filtrů typu QMF 
• nelineární metody analýzy (komplexní a reálné kepstrum) 
• lineární predikční analýza (dopředná a zpětná) 
• statistické metody (Hidden Markov Model - HMM) 
• neuronové sítě, umělá inteligence 
 
2.5 Rozpoznání řeči 
Rozpoznávání řeči je jednou z nejobtížnějších úloh, která je při zpracování řeči 
realizována[8]. To je dáno několika důvody: 
• Promluva jednoho mluvčího se liší od promluv jiných osob. Je to způsobeno jinými 
fyziologickými parametry hlasového ústrojí a jiným způsobem artikulace tzn. 
každý člověk má obvykle jinou barvu hlasu, jiný přízvuk, tempo řeči. 
• Hlas jednoho řečníka se muže lišit v různých situacích. Řečový signál se mění, 
když člověk vysloví stejnou promluvu potichu, nahlas, když je nachlazen, nebo 
když je v afektu, má radost nebo je smutný apod. Ve skutečnosti je v podstatě 
nemožné, aby jeden člověk řekl ve dvou různých situacích stejné slovo nebo větu 
stejným způsobem. 
• Značné problémy nastanou, když je řečový signál znehodnocen šumem nebo 
rušením. 
Pod pojmem klasifikace rozumíme postup, kdy porovnáváme obraz testované 
promluvy s referenčními obrazy uloženými ve slovníku s následnou klasifikací 
(rozpoznáním). Zařízení, program, který provádí klasifikaci, se nazývá klasifikátor. 
Jednotlivé číselné parametry jsou nazývány příznaky. 
Klasifikátor pracuje ve dvou stupních. Nejprve jsou při trénování na základě trénovací 
množiny vytvářeny a ukládány referenční obrazy od jednotlivých mluvčích. Při klasifikaci 
je porovnán testovaný obraz s referenčními obrazy uloženými ve slovníku a určeno ke 
kterému referenčnímu obrazu patří.  
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3 Klasifikace mluvčích 
Rozpoznání, neboli klasifikace řečníka (speaker classification, speaker recognition), se 
dělí na dvě základní skupiny a to na verifikaci řečníka a identifikaci řečníka. 
 
3.1 Úlohy rozpoznávání řečníka 
Verifikace řečníka spočívá v tom, že máme záznam hlasu nějaká neznámé osoby a 
víme, za koho se tato osoba vydává. Naším úkolem je ověřit, zda hlas neznámé osoby je 
dostatečně podobný hlasu člověka, za kterého se neznámá osoba vydává. Verifikační 
systém se používá např. jako hlasový zámek. Oprávněné osoby pro vstup do systému se 
nazývají referenční řečníci, jejichž reprezentace hlasů jsou uloženy v databázi referenčních 
řečníků. Pro vstup do systému musí nejprve žadatel zadat svou totožnost a poté vyslovit 
určitou promluvu. Řečový signál se zpracuje a vypočtou se příznaky, které se použijí 
k porovnání s příznaky reprezentujícími hlas řečníka, za něhož se žadatel vydává. Při tom 
se určí tzv. verifikační míra. Jestliže je získaná míra větší či menší než předem zvolený 
verifikační práh, je žadatel do systému buď vpuštěn či nikoliv. 
Při identifikaci řečníka je naším úkolem zjistit, kterému ze skupiny známých řečníků 
je hlas neznámé osoby nejpodobnější. Budeme-li předpokládat, že hlas neznámého řečníka 
patří někomu ze skupiny referenčních řečníků, jedná se o identifikaci v uzavřené množině 
a porovnáváme reprezentaci hlasu neznámého řečníka se všemi reprezentacemi hlasů 
referenčních řečníků. Neznámý řečník je pak identifikován jako referenční řečník, jehož 
reprezentace je reprezentaci neznámého řečníka nejvíce podobná. Jestliže budeme 
předpokládat, že hlas neznámého řečníka nikomu ze skupiny referenčních řečníků nepatří, 
jedná se o identifikaci v otevřené množině. Rozpoznávání pak probíhá ve dvou fázích. 
Nejprve se provede identifikace stejně jako v uzavřené skupině. Totožnost řečníka se 
považuje za prohlašovanou totožnost neznámého řečníka a poté následuje verifikace[7].   
 
3.2 Používané charakteristiky řeči 
Vnitřní charakteristiky souvisí s anatomií hlasového ústrojí člověka. Jsou určeny 
vlastnostmi hlasivkového zdroje i velikostí a tvarem hlasového traktu. Rozdíly 
v anatomické stavbě artikulačních orgánů různých lidí mají vliv na akustické vlastnosti 
řečového signálu a projevují se odchylkami frekvence základního tónu a odchylkami 
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frekvence a šířky pásma formantů. Informace o řečníkovi je také obsažena v poloze 
rezonančních kmitočtů nosovek, sykavek a ve frekvenčním spektru hlasivkového zdroje. 
Nevýhodou vnitřních charakteristik je citlivost na zdravotní stav člověka, např. změna 
charakteristiky nosní dutiny při i jen mírném nachlazení. 
Získané (naučené) charakteristiky vyplývají z dynamiky pohybů částí hlasivkového 
traktu a jsou určeny prostředím, ve kterém se člověk učil používat svůj řečový 
mechanizmus. Patří sem tempo řeči, dialekt a dále prozodie, kterou lze reprezentovat 
průběhem základního tónu a energie v čase. 
V systémech rozpoznávání řečníka se dříve používaly především příznaky vyjadřující 
spektrální vlastnosti řečového signálu zejména hodnoty hlasivkového základního tónu a 
frekvence formantů. V současnosti se k nim přidávají další charakteristiky, např. 
koeficienty LPC, PLP, kepstrální LPC nebo melovské kepstrální koeficienty.   
 
3.3 Typy klasifikátorů 
Přístupy k automatickému rozpoznání řečníka lze rozdělit na metody využívající 
vzorové reprezentace a metody využívající pravděpodobnostních modelů. 
Metody využívající vzorové reprezentace předpokládají, že hlas referenčního řečníka 
je reprezentován nějakým vzorem vytvořeným při trénování systému. Reprezentace hlasu 
neznámého řečníka se pak považuje za určitou repliku takovýchto vzorů a při rozpoznávání 
se vychází ze vzdálenosti mezi reprezentací hlasu neznámého řečníka a referenčními 
vzory. Mezi tyto metody patří rozpoznávání na základě časových funkcí příznakových 
vektorů a rozpoznávání s využitím vektorové kvantizace. 
Metody využívající pravděpodobnostních modelů předpokládají, že hlas s-tého řečníka 
je reprezentován vhodným pravděpodobnostním modelem λs vytvořeným na základě 
trénovacích dat a že promluva neznámého řečníka je reprezentována posloupností vektorů 
příznaků X. Pak P(λs|X) je aposteriorní pravděpodobnost modelu λs pro danou reprezentaci 
X. Při identifikaci v uzavřené skupině můžeme neznámého řečníka identifikovat, jako 
řečníka s největší aposteriorní pravděpodobností tzn. jako referenčního řečníka s* , pro 
kterého platí   
                                      (3.1) 
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kde S je počet referenčních řečníků, P(X| λs) je pravděpodobnost, že reprezentace X je 
generována modelem λs, a P(λs) je apriorní pravděpodobnost modelu λs. Jestliže budeme 
uvažovat, že všichni řečníci promluvili se stejnou pravděpodobností, tzn. P(λs)=1/S, pro 
kterékoliv s z množiny S referenčních řečníků, lze neznámého řečníka identifikovat podle 
vztahu 
                                      (3.2) 
Při rozpoznávání se velmi často používá logaritmus pravděpodobnosti 
                                      (3.3) 
V současných systémech se užívá metoda rozpoznání řečníka na základě směsi 
Gaussových hustotních funkcí a metoda využívající skryté Markovovy modely [7]. 
 
3.3.1 Rozpoznávání řečníka na základě směsi Gaussových hustotních funkcí 
Motivace pro využití směsi Gaussových hustotních funkcí (Gaussian Mixture Model, 
zkr. GMM) pro reprezentaci hlasu člověka spočívá v intuitivní představě, že akustický 
prostor odpovídající hlasovým možnostem daného řečníka je tvořen množinou 
nepřekrývajících se akustických tříd. Tyto třídy jsou reprezentovány spojitým, normálním 
rozdělením pravděpodobnosti [7]. Rozdělení pravděpodobnosti příznakových vektorů se 
pak může popsat směsí GMM, to znamená váženou lineární kombinací hustotních funkcí 
normálního rozdělení P(o|λs) jednotlivých akustických tříd ve tvaru 
                                                (3.4) 
Hodnota M s udává počet složek směsi řečníka s, wis, i=1, …, M s, jsou váhy jednotlivých 
složek vyhovující podmínce  
                                                         (3.5) 
a Pis(o), i=1, …, M s, značí hustoty pravděpodobnosti jednotlivých složek reprezentované 
n-rozměrnou normální hustotou pravděpodobnosti se střední hodnotou μis a kovarianční 
maticí Cis, tj. 
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                               (3.6) 
kde n je dimenze příznakových vektorů. Směs GMM je tak zcela určena vektory středních 
hodnot, kovariančními maticemi a váhami jednotlivých složek. Pak můžeme model řečníka 
s vyjádřit takto 
                                               (3.7) 
Hodnoty vah, středních hodnot a kovariančních matic jednotlivých složek modelu se určují 
v průběhu trénování systému rozpoznání s využitím kritéria maximální věrohodnosti 
(Maximum Likelihood, zkr. ML). Pro maximální věrohodnostní funkce se využívá 
iterativní procedura tzv. Baum-Welchův algoritmus, která je speciálním případem 
algoritmu EM (Expectation-Maximization, zkr. EM). 
Klíčovou otázkou algoritmu EM je volba počtu složek směsi GMM a volba 
startovacího bodu algoritmu. Pro reprezentaci hlasu jednotlivých řečníků se obvykle volí 
8÷256 složek. Konkrétní hodnota je přitom silně závislá na množství trénovacích dat. 
Kovarianční matice se většinou používají jen diagonální [7].  
Model řečníka reprezentovaný směsí GMM je vlastně speciálním případem skrytého 
Markovova modelu s jedním stavem a výstupní pravděpodobností reprezentovanou směsí 










4 Neuronové sítě 
Začaly se zkoumat možnosti zpracování řeči pomocí UNS - umělé neuronové sítě. 
Jejich základní vlastnost - schopnost učit se - jim umožní zpracovávat matematicky obtížně 
algoritmizovatelné fonetické vlastnosti jazyka, gramatická pravidla, ale také 
biofyziologické vlastnosti mluvčího. 
 
4.1 Biologický neuron 
Základním stavebním funkčním prvkem nervové soustavy je nervová buňka, neuron. 
Neurony jsou samostatné specializované buňky, určené k přenosu, zpracování a uchování 
informací, které jsou nutné pro realizaci životních funkcí organismu. Struktura neuronu je 
schematicky znázorněna na obr. 4.1.  
 
Obr.  4.1: Biologický neuron 
  Neuron je přizpůsoben pro přenos signálů tak, že kromě vlastního těla (somatu), má 
i vstupní a výstupní přenosové kanály: dendrity a axon. Z axonu odbočuje řada větví 
(terminálů), zakončených blánou, která se převážně stýká s výběžky (trny), dendritů jiných 
neuronů. K přenosu informace pak slouží unikátní mezineuronové rozhraní, synapse. Míra 
synaptické propustnosti je nositelem všech význačných informací během celého života 
organismu [3]. Z funkčního hlediska lze synapse rozdělit na excitační, které umožňují 
rozšíření vzruchu v nervové soustavě a na inhibiční, které způsobují jeho útlum. Šíření 
informace je umožněno tím, že soma i axon jsou obaleny membránou, která má schopnost 
za jistých okolností generovat elektrické impulsy. Tyto impulsy jsou z axonu přenášeny na 
dendrity jiných neuronů synaptickými branami, které svojí propustností určují intenzitu 
podráždění dalších neuronů. Takto podrážděné neurony při dosažení určité hraniční meze, 
tzv. prahu, samy generují impuls a zajišťují tak šíření příslušné informace. Po každém 
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průchodu signálu se synaptická propustnost mění, což je předpokladem paměťové 
schopnosti neuronů. Také propojení neuronů prodělává během života organismu svůj 
vývoj: v průběhu učení se vytváří nové paměťové stopy nebo při zapomínání se synaptické 
spoje přerušují.  
 
4.2 Formální neuron 
  Základem matematického modelu neuronové sítě je formální neuron. Jeho struktura 
je schematicky zobrazena na obrázku 4.2.  Formální neuron (dále jen neuron) má obecně n 
reálných vstupů  X1,..., Xn, které modelují dendrity. Vstupy jsou ohodnoceny reálnými 
synaptickými váhami  W1,..., Wn , které určují jejich propustnost. Ve shodě s 
neurofyziologickou motivací mohou být synaptické váhy i záporné, čímž se vyjadřuje 
jejich inhibiční charakter. Výstup y neuronu je dán rovnicí  
                                            ,                                                     (4.1) 
kde W0 je práh neuronu a f (x) je obecná nelineární přenosová funkce neuronu někdy 
označovaná jako aktivační funkce neuronu. Příklad některých typických přenosových 
funkcí je uveden na obrázku 4.3. 
 





Obr.  4.3: Přenosové funkce umělých neuronů - převzato z [4] 
 
4.3 Výhody, nevýhody a dělení umělých neuronových sítí 
Mezi výhody patří zejména dvě charakteristické vlastnosti UNS, a to: 
• získávání znalostí učením pomocí množiny vzorů (známých hodnot vstupních a 
výstupních parametru), bez nutnosti explicitní znalosti algoritmu řešení. Schopnost 
učit se, adaptovat se, je spolu se schopností generalizace tou nejdůležitější 
vlastností UNS. 
• schopnost generalizace, kdy do správných tříd jsou klasifikovány i vstupní vzory, 
které nejsou součástí tréninkové neboli učící množiny. Jestliže jsou např. v 
tréninkové množině obsaženy vybrané vzory a tato tréninková množina obsahuje 
10% všech možných vzorů a  UNS klasifikuje správně i zbylých 90% vzoru, lze 
konstatovat, že UNS správně generalizuje. 
Mezi nevýhody můžeme počítat: 
• obtížnou volbu optimální struktury (topologie) sítě 
• velikost a složitost sítí 
• dobu potřebnou k natrénování 
• obtížné zjištění, zda síť správně generalizuje 
Neuronové sítě se s úspěchem používají tam, kde chceme aproximovat požadované 
funkční hodnoty, při kontrole a řízení různých fyzikálních veličin, při neznalosti algoritmu 
řešení, při složitém matematickém popisu, při nepřesných, neurčitých, neúplných a 
rozporuplných informacích. Ukazuje se, že je vhodné používat UNS tam, kde metody 
založené na existujících pravidlech nedávají uspokojivé výsledky. Je to především všude 
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tam, kde do hry vstupuje člověk a jeho individuální vlastnosti. Používají se samostatně 
nebo v kombinaci s klasickými metodami. 
NS se dělí podle několika kritérií. 
• Podle počtu vrstev na: jednovrstvou (Hopfieldova síť, Kohonenova síť), 
vícevrstvou (Perceptron, ART síť) 
• Podle algoritmu učení: s učitelem (síť s algoritmem Backpropagation), bez učitele 
(Hopfieldova síť) 
• Podle stylu učení na sítě s učením: deterministickým, stochastickým  
 
4.4 Modely neuronových sítí 
 
4.4.1 Perceptron 
Perceptronové neuronové sítě patří mezi nejznámější a v praxi nejpoužívanější 
neuronové sítě. Topologie může být tvořena buď jedním výkonným prvkem – neuronem 
(jednoduchý perceptron) nebo více neurony (vícevrstvý perceptron viz obr. 4.4). 
Základním výkonným prvkem perceptronových sítí je model neuronu s lineárně váženou 
agregační funkcí a skokovou aktivační funkcí [3]. Učení perceptronu probíhá s učitelem. 
Požadovaná funkce neuronové sítě je zadána trénovací množinou ve tvaru dvojic vektorů – 
vektoru vstupních vzorů a vektoru požadovaných (cílových) hodnot. Jeho prostřednictvím 
lze realizovat pouze některé jednoduché logické funkce. Důležitou podmínkou pro 
správnou funkci perceptronu je, že vstupní data musí být lineárně separabilní. 
 




Výstup z perceptronu je počítán podle následujících rovnic 
                                 (3.2) 
K modifikaci vah spojení Δwi během procesu učení se využívá tzv. učícího zákona 
perceptronu 
 ,                                                            (3.3) 
kde α je koeficient rychlosti učení, ei je chybová hodnota aktuálního výstupu (rozdíl mezi 
skutečnou a požadovanou výstupní hodnotou) a konečně xi je hodnota vstupní proměnné. 
Pomocí jednoho perceptronu je možné klasifikovat pouze do dvou tříd. Pro klasifikaci do 
více tříd je třeba použít více perceptronů nebo vrstevnatou síť. 
 
4.4.2 Backpropagation 
Tato síť je vícevrstvá, kde učení probíhá zpětným šířením chyby. Vychází ze 
základní neuronové sítě a to z perceptronu. 
 
Obr.  4.5: Schéma NS Backpropagation 
Algoritmus backpropagation obsahuje tři etapy: dopředné (feedforward) šíření 
vstupního signálu tréninkového vzoru, zpětné šíření chyby a aktualizace váhových hodnot 
na spojeních. Během dopředného šíření signálu obdrží každý neuron ve vstupní vrstvě (Xi , 
i = 1,…, n) vstupní signál (xi) a zprostředkuje jeho přenos ke všem neuronům vnitřní 
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vrstvy. Každý neuron ve vnitřní vrstvě vypočítá svou aktivaci a pošle tento signál všem 
neuronům ve výstupní vrstvě. Každý neuron ve výstupní vrstvě vypočítá svou aktivaci (yk), 
která odpovídá jeho skutečnému výstupu po předložení vstupního vzoru. Tak získáme 
odezvu neuronové sítě na vstupní podnět daný excitací neuronů vstupní vrstvy. Během 
adaptace neuronové sítě metodou backpropagation jsou srovnávány vypočítané aktivace yk 
s definovanými výstupními hodnotami pro každý neuron ve výstupní vrstvě a pro každý 
tréninkový vzor. Na základě tohoto srovnání je definována chyba neuronové sítě, pro 
kterou je vypočítán faktor δk (k = 1, ..., m). δk  je částí chyby, která se šíří zpětně z 
neuronu Yk  ke všem neuronům předcházející vrstvy, jenž mají s tímto neuronem 
definované spojení. Podobně lze definovat i faktor δj (j = 1, ..., p) který je částí chyby 
šířené zpětně z neuronu Zj (neurony skryté vrstvy) ke všem neuronům vstupní vrstvy, jež 
mají s tímto neuronem definované spojení.  
Úprava váhových hodnot wjk na spojeních mezi neurony vnitřní a výstupní vrstvy 
závisí na faktoru δk a aktivacích zj neuronů Zj ve vnitřní vrstvě. Úprava váhových hodnot 
wij na spojeních mezi neurony vstupní a vnitřní vrstvy závisí na faktoru δj a aktivacích xi 
neuronů Xi ve vstupní vrstvě. Aktivační funkce pro neuronové sítě s adaptační metodou 
backpropagation musí být spojitá, diferencovatelná a monotónně neklesající [3]. Nejčastěji 
používanou aktivační funkcí je standardní (logická) sigmoida a hyperbolický tangens. 
Algoritmus backpropagation je založen na minimalizaci energie neuronové sítě. Energie E 
je zde myšlena jako míra naučenosti neuronové sítě, tedy odchylka mezi skutečnou 
hodnotou a hodnotou získanou z výstupu neuronové sítě pro danou trénovací množinu. 
,                                                     (3.4) 
kde m je počet neuronů výstupní vrstvy, yi i-tý výstup a di i-tý požadovaný výstup. 
Algoritmus řešení se v základním modelu používá nejjednodušší variantu gradientní 
metody, která vyžaduje diferencovatelnost chybové funkce. K lepšímu pochopení nám 
pomůže geometrická představa. Na obrázku 4.6 je schematicky znázorněna chybová 




Obr.  4.6: Gradientní metoda backpropagation – převzato z [3] 
Při adaptaci sítě hledáme takovou konfiguraci, pro kterou je chybová funkce minimální. I 
když při vhodné volbě koeficientu učení α tato metoda vždy konverguje k nějakému 
lokálnímu minimu z libovolné počáteční konfigurace, není vůbec zaručeno, že se tak stane 
v reálném čase. Hlavním problémem gradientní metody je, že pokud již nalezne lokální 
minimum, pak toto minimum nemusí být globální. Uvedený postup adaptace se v takovém 
minimu zastaví (nulový gradient) a chyba sítě se již dále nesnižuje.  
 
4.4.3 Elmanova síť 
Elmanova síť patří do skupiny sítí rekurentních. Rekurentní dopředné sítě jsou 
dopředné UNS se zpětnými vazbami s výstupních vrstev směrem ke vstupním. Rekurentní 
sítě, které se využívají v oblasti identifikace a řízení systémů. 
Elmanova síť je obvykle dvouvrstvá síť se zpětnou vazbou od výstupu první vrstvy ke 
vstupu první vrstvy (obr. 4.7). Tato síť má sigmoidní aktivační funkci ve své skryté 
(rekurentní) vrstvě a lineární aktivační funkci ve výstupní vrstvě. Tato kombinace je 
jedinečná v tom, že dvouvrstvá síť s těmito aktivačními funkcemi může aproximovat 
jakoukoli funkci (s konečným počtem nespojitostí) s libovolnou přesností. Jediným 
požadavkem je dostatečné množství neuronů ve skryté hladině, což vede ke složitosti sítě a 
její časové náročnosti na výpočet. Při trénování rekurentní Elmanovy sítě se využívá 
některého z algoritmu zpětného šíření, který je přizpůsoben použitému typu rekurentní sítě. 





Obr.  4.7: Elmanova síť 
 
4.5 Využití neuronových sítí při zpracování řečových signálů 
Umělé neuronové sítě umožní postihnout při řešení úloh zpracování řeči vliv 
matematicky obtížně algoritmizovatelných vlastností, jako jsou fonetické vlastnosti jazyka, 
gramatická pravidla, ale i biofyziologické vlastnosti mluvčího. V současné době totiž stále 
neznáme způsob, jakým člověk řeč vnímá, které složky zvukového signálu jsou pro 
posluchače hlavní a nezbytné a naopak, které je možné potlačit bez újmy na kvalitě a 
srozumitelnosti. Na základě prováděných výzkumů se ukazuje, že pro jednoduché úlohy 
lze použít velmi úspěšně UNS samostatně, u složitějších úloh je vhodné tyto metody použít 
spíše jen ve fázi předzpracování a kombinovat je s klasickými metodami. 
Při rozpoznání využíváme UNS převážně jako kvantizér. Můžeme použít např. 
Kohonenovy mapy, LVQ nebo vícevrstvé sítě s některou variantou učení zpětného šíření 
chyby. Obvykle je používáme pro identifikaci mluvčího (klasifikace podle pohlaví, 
odlišení mluvčího od ostatních) nebo pro klasifikaci do tříd (oddělení samohlásek a 
souhlásek, rozpoznání číslovek, rozpoznání povelů). 
 
4.6 Rozpoznání vícevrstvou sítí s učitelem 
Nejčastější způsob aplikace vícevrstvé UNS při rozpoznávání řeči je přivedení 
všech akustických vektorů řečových jednotek na vstup sítě a určení nejpravděpodobnější 
řečové jednotky na výstupu, projevující se jako neuron s největší aktivitou. Algoritmus 
učení může být některá z variant algoritmu BPG, kdy je posílen nejen korektní výstup pro 
odpovídající sekvenci akustických vektorů, ale zároveň jsou špatné výstupy zeslabeny. Je 
však třeba velkého počtu parametrů a velké databáze. To je důvod, proč je tento způsob 
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vhodný pouze pro malé kódové knihy (tvořené z izolovaných slov). Takto nelze řešit 
rozpoznávání souvislé řeči [2].  
U klasifikátorů založených na UNS může architektura sítí a použitý způsob učení 
značně ovlivnit odpověď na otázku vlivu snižování počtu příznaků. Důležitou otázkou je, 
které vstupní parametry (příznaky) zvolit a jaký je jejich optimální počet, což je zejména 
při zpracování řeči velmi obtížné. 
Často se vyskytují hybridní systémy rozpoznávání, které jsou tvořeny kombinací 
klasického a neuronového přístupu, nejčastěji je používán blok UNS pro předzpracování a 
HMM pro vlastní rozpoznání. 
Při studiu problematiky spojené s klasifikací mluvčích, jsem narazil na řadu 
pramenů a publikací, uvádějící skutečnost, že se v současnosti začínají více využívat 
pravděpodobnostní modely klasifikátorů. Proto jsem se rozhodnul zahrnout tyto poznatky 
do své práce a navrhnout i jeden klasifikátor využívající směsi Gaussovských hustotních 














5 Analyzované parametry 
 
5.1 Program Praat 
Všechny příznaky použité v této práci byly získány a vypočteny v programu Praat. 
Tento program dělá fonetickou transkripci na počítači. Je to multiplatformní program pro 
fonetickou transkripci na počítači napsaný v jazyce C.  
 
Obr.  5.1: Základní okno programu 
Program byl použit pro výpočty střední hodnoty, minima, maxima a směrodatné odchylky 
pro tyto příznaky:  
• základní tón 
• intenzitu 
• harmonicitu. 
Dále pro výpočet počtu znělých úseků, celkového trvání řečového signálu a střední 
hodnoty a šířku prvních 4 formantů. Kompletní seznam analyzovaných parametrů je 
zobrazen v tabulce 5.1. 
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Tabulka 5.1: Seznam získaných příznaků 
T [s] celkový čas nahrávky 
Tmp [slabik/s] tempo řeči 
Zp [-] Počet znělých úseků 
F0 min [Hz] minimální hodnota základního  tónu 
F0max [Hz] maximální hodnota základního  tónu 
F0str  [Hz] střední hodnota základního tónu 
F0std [Hz] standardní výchylka základního tónu 
f0sk  [Semitóny/s] strmost klesání (slope without octave jumps) 
H min [dB] minimální hodnota harmonicity 
H max [dB] maximální hodnota harmonicity 
H str  [dB] střední hodnota harmonicity 
H std [dB] standardní výchylka harmonicity 
I min [dB] minimální hodnota intenzity 
I max [dB] maximální hodnota intenzity 
I str  [dB] střední hodnota intenzity 
I std [dB] standardní výchylka intenzity 
F1 str [Hz] strední frekvence 1. formantu 
F1 sp [Hz] šírka pásma 1. formantu 
F2 str [Hz] strední frekvence 2. formantu 
F2 sp [Hz] šírka pásma 2. formantu 
F3 str [Hz] strední frekvence 3. formantu 
F3 sp [Hz] šírka pásma 3. formantu 
F4 str [Hz] strední frekvence 4. formantu 
F4 sp [Hz] šírka pásma 4. formantu 
 
5.2 Základní tón F0 
Základní tón řeči je základním parametrem řečového signálu v kmitočtové oblasti. 
Průběh základního tónu se v promluvě jeví jako melodie řeči. Pomocí průměrné hodnoty 
základního tónu se dá odhadnout pohlaví mluvčího či hrubě jeho věk. Výška hlasivkového 
tónu nikdy nebývá konstantní. Její kolísání (jitter) závisí na duševním (emocionálním) 
stavu mluvčího. Udává se, že základní kmitočet má rozsah asi 60-400 Hz. Tento kmitočet 
je různý u dětí, dospělých a samozřejmě u žen a mužů [2]. Při normální řeči se u mužů 
hodnota F0 pohybuje kolem 120 Hz, u žen kolem 220 Hz a děti mají kmitočet základního 
tónu ještě vyšší [7]. 
 
5.3 Formanty F1, F2, F3, F4  
V průběhu kmitočtového spektra samohlásek jsou zřetelně pozorovatelné jednotlivé 
rezonanční kmitočty tzv. formanty. K rozpoznání určité samohlásky postačí pouze první 
dva formanty F1, F2. Pokud jsou samohlásky tvořeny více než dvěma formanty, pak 
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vzrůstá přirozenost, nikoliv srozumitelnost. První tři formanty jsou považovány za 
rezonanční kmitočty největších dutin hlasivkového traktu s přiřazením: F1 - dutina hrdelní, 
F2 - dutina ústní,  F3 - dutina nosní. 
 
 
Obr.  5.2: První tři formanty ve spektru samohlásek 
 
5.4 Akustická intenzita 
Intenzita, je fyzikální veličina, vyjadřující množství akustické energie, které projde 
jednotkovou plochou za jednotku času viz. kap. 2.2. 
 
5.5 Harmonicita 
Harmonicita reprezentuje stupeň akustické pravidelnosti, také pro ni bývá používána 
zkratka HNR (Harmonics - to - Noise Ratio). Je vyjádřená v dB. A je dána poměrem 
energie signálu v periodické části k výkonu energie signálu v šumové části.  
5.6 Tempo řeči 
Tempo neboli rychlost řeči se váže na celkovou rychlost vyslovené promluvy. 
Vyjadřuje počtem slov nebo slabik za minutu. Tempo mluvení záleží na mnoha různých 
faktorech: stylu mluvení, emocionálním stavu řečníka, způsobu artikulace, nebo rytmu 
řeči. Tempo řeči se váže i na konkrétního mluvčího. Výzkumy ukazují, že existuje tzv. 





6 Řečový korpus 
Kompletní řečový korpus i se získanými příznaky byl převzat od studenta třetího 
ročníku bakalářského programu Teleinformatika Josefa Báni, který píše bakalářskou práci 
na téma „ Porovnání analýz řečového signálu na věku a pohlaví mluvčího‘‘. 
6.1 Technické parametry nahrávek 
Nahrávky jsou všechny monofonní. 
Vzorkovací kmitočet:  44100 Hz. 
Počet bitů na jeden vzorek:16 
Zvukový formát nahrávek je PCM wave file (*.wav). 
Pro záznam nahrávek byl použitý software GoldWave. 
Použité záznamové zařízení: počítačový mikrofon s elektretovou vložkou. 
 
6.2 Rozčlenění na věkové skupiny 
 
Předškolní věk  0-7 let 
Školní věk:   7-12 let 
Pubescence:   12-14 let 
Adolescence:   15-20 let 
Mladá dospělost:  20-30 let 
Střední dospělost:  30-45 (50) let 
Pozdní dospělost:  50-60 let 
Stáří:   nad 60 let 
Poté byl výběr věkových skupin uzpůsoben technické realizaci. Například kojenci 
ještě nemluví a dítě se do 7. roku života ještě vyvíjí, takže se může věková skupinu 0÷7 let 
vypustit, protože pro nás statisticky nebude směrodatná. S velmi starými lidmi by se 
komplikovaně získávaly nahrávky a tato věková skupina nás ani z hlediska aplikací příliš 
nezajímá, takže byla vypuštěna. 
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Aby se daly vzorky mezi sebou porovnávat je zapotřebí mít v každé věkové skupině 
dost mluvčích, což s sebou nese velkou časovou náročnost. Vzhledem k tomu, že nebylo 
k dispozici nějaké mobilní zařízení pro nahrávání, musely být použity stolních PC, které 
byly zapůjčeny v dané lokalitě.  Po získání dostatečného počtu nahrávek byly poupraveny 
hranice skupin s přihlédnutím na změny řeči vlivem věku. 
Výsledné rozdělení věkových skupin vypadá takto: 
1. 7 – 12 let. 
2. 13 – 15 let. 
3. 16 – 20 let. 
4. 21 – 30 let. 
5. 30 – 50 let. 
6. nad 50 let. 
 
6.3 Použité věty 
Nahrávky byly získány od 72 mluvčích. Od každého mluvčího pak 6 nahrávek, každá 
pro níže uvedené věty. 
1. Hana tam nebude. 
2. Vlak už pojede. 
3. Včera jsem přišel pozdě. 
4. Operace se jim nepovedla 
5. Tak dlouho se chodí se džbánem pro vodu, až se ucho utrhne. 
6. Kdo chce, hledá způsoby, kdo nechce, hledá důvody. 
6.4 Počet vzorků 
Celkový počet vytvořených nahrávek je 432. Tabulka 6.1 udává rozložení počtu 
mluvčích v jednotlivých věkových skupinách pro muže a ženy. Tabulka 6.2 udává počet 





Tabulka 6.1: Počet vytvořených nahrávek v jednotlivých věkových skupinách 
Číslo 
skupiny 
Věk Ženy Muži Celkem 
1. 7 – 12 60 18 78 
2. 13 – 15 18 42 60 
3. 16 – 20 18 96 114 
4. 21 – 30 42 48 90 
5. 30 – 50 36 30 66 
6. nad 50 18 6 24 
∑  192 240 432 
 
 
Tabulka 6.2: Počet mluvčích v jednotlivých věkových skupinách 
Číslo 
skupiny 
Věk Ženy Muži Celkem 
1. 7 – 12 10 3 13 
2. 13 – 15 3 7 10 
3. 16 – 20 3 16 19 
4. 21 – 30 7 8 15 
5. 30 – 50 6 5 11 
6. nad 50 3 1 4 
∑  32 40 72 
 
 
6.5 Trénovací a testovací skupina 
Z celkového počtu použitých nahrávek (432) jsem vytvořil dvě skupiny, kdy jsem 
původní počet nahrávek v každé skupině rozdělil v poměru 5:1. První, rozsáhlejší, byla 
použita jako trénovací skupina s celkovým počtem 360 nahrávek, viz. tabulka 6.3. Druhá, 
menšinová, jako testovací množina s počtem 72 nahrávek, viz. tabulka 6.4. Z tohoto 
rozdělení je zřejmé, že klasifikátor bude pracovat v textově závislém režimu. 
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Tabulka 6.3: Rozložení trénovací skupiny 
Číslo 
skupiny 
Věk Ženy Muži Celkem 
1. 7 – 12 50 15 65 
2. 13 – 15 15 35 50 
3. 16 – 20 15 80 95 
4. 21 – 30 35 40 75 
5. 30 – 50 30 25 55 
6. nad 50 15 5 20 
∑  160 200 360 
 
 
Tabulka 6.4: Rozložení testovací skupiny 
Číslo 
skupiny 
Věk Ženy Muži Celkem 
1. 7 – 12 10 3 13 
2. 13 – 15 3 7 10 
3. 16 – 20 3 16 19 
4. 21 – 30 7 8 15 
5. 30 – 50 6 5 11 
6. nad 50 3 1 4 
∑  32 40 72 
 
6.6 Střední hodnoty příznaků  
V tabulce 6.5 jsou uvedeny střední hodnoty příznaků u žen pro zvolené věkové 






Tabulka 6.5: Střední hodnoty příznaků v dílčích věkových skupinách pro ženy 
Věkové skupiny 7-12 13-15 16-20 21-30 30-50 nad 50 
T [s] 2,4475 1,8280 2,0075 1,9092 2,0152 2,4925 
Tmp [slabik/s] 4,5592 5,6605 5,3479 5,5593 5,3117 4,3310 
Zp [-] 168 132 132 125 150 158 
F0 min [Hz] 187 166 144 139 150 124 
F0max [Hz] 462 429 434 386 396 422 
F0str  [Hz] 257 235 221 209 221 198 
F0std [Hz] 49 47 53 43 49 57 
f0sk  [Semitóny/s] 22 26 28 25 29 28 
H min [dB] -227 -227 -227 -227 -227 -227 
H max [dB] 42 43 40 39 37 38 
H str  [dB] 13 13 11 11 10 10 
H std [dB] 7 7 7 7 6 6 
I min [dB] 40 50 46 36 40 41 
I max [dB] 74 84 83 69 68 77 
I str  [dB] 64 74 73 60 60 67 
I std [dB] 7 7 8 7 7 8 
F1 str [Hz] 771 649 666 822 806 776 
F1 sp [Hz] 288 186 269 312 401 328 
F2 str [Hz] 1906 1741 1717 1938 1877 1855 
F2 sp [Hz] 423 305 272 456 367 298 
F3 str [Hz] 3209 2993 3009 3151 3180 3206 
F3 sp [Hz] 540 573 586 638 630 532 
F4 str [Hz] 4321 4093 4162 4275 4217 4307 















Tabulka 6.6: Střední hodnoty příznaků v dílčích věkových skupinách pro muže 
Věkové skupiny 7-12 13-15 16-20 21-30 30-50 nad 50 
T [s] 3,3148 1,7560 1,7314 1,9107 1,9537 2,2177 
Tmp [slabik/s] 3,7272 5,8898 6,1311 5,7184 5,4527 4,6925 
Zp [-] 209 121 114 118 138 149 
F0 min [Hz] 190 123 90 96 87 92 
F0max [Hz] 478 400 353 377 345 243 
F0str  [Hz] 262 171 126 136 130 136 
F0std [Hz] 52 45 46 54 45 37 
f0sk  [Semitóny/s] 25 26 29 29 32 34 
H min [dB] -227 -227 -227 -227 -227 -227 
H max [dB] 43 41 39 41 39 39 
H str  [dB] 13 11 10 9 10 9 
H std [dB] 7 7 6 6 6 6 
I min [dB] 38 49 41 40 43 49 
I max [dB] 74 82 78 73 76 82 
I str  [dB] 63 74 69 64 67 73 
I std [dB] 8 7 8 7 7 7 
F1 str [Hz] 834 638 658 849 763 692 
F1 sp [Hz] 318 206 261 372 344 272 
F2 str [Hz] 1937 1685 1648 1913 1822 1720 
F2 sp [Hz] 420 274 279 454 322 273 
F3 str [Hz] 3240 2963 2878 3141 3086 3092 
F3 sp [Hz] 560 513 466 597 532 678 
F4 str [Hz] 4300 4013 3918 4131 3963 4104 
F4 sp [Hz] 585 467 421 490 454 543 
 
 
7 Navržené klasifikátory 
Všechny klasifikátory byly navrženy v programovém prostředí MATLAB. Celkově 
jsem navrhnul tři klasifikátory na bázi neuronových sítí a jeden klasifikátor využívající 
směsi Gaussových hustotních funkcí. Jak již bylo uvedeno, klasifikátory pracují v textově 
závislém režimu. Klasifikátory provádí úlohu přiřazení řečníka ke skupině řečníků, na 
základě podobnosti, kdy se neznámý řečník přiřadí ke skupině s největší podobností. Jedná 




7.1 Klasifikátor na bázi GMM 
Pro tento klasifikátor jsem v MATLABU napsal skript, který slouží jak pro sestavení, 
tak i pro testování klasifikátoru. V tomto skriptu používám pro mne vhodné funkce ze 
Statistics Toolboxu, které zcela postačily a tudíž jsem nemusel použít žádný ze 
specializovaných programů, či sad skriptů, sloužících pro modelování a simulaci HMM. 
Pro dané úlohy byl z trénovací skupiny vytvořen požadovaný počet referenčních 
modelů. Při vytváření modelů jsem zvolil diagonální kovarianční matici. Klasifikace 
probíhala následovně. Pro každý vzor z testovací množiny bylo vypočteno kritérium 
maximální věrohodnosti pro každý vytvořený referenční model. Pomocí tohoto kritéria byl 
stanoven nejpravděpodobnější referenční model a neznámý řečník zařazen do příslušné 
skupiny řečníků. Na obrázku 7.1 je znázorněn model GMM pro střední hodnoty intenzity a 
harmonicity pro skupinu muži 21÷30 let. 
 





7.2 Klasifikátory na bázi neuronové sítě 
V prostředí MATLAB jsem navrhnul tři neuronové sítě. Pro návrh sítí jsem použil 
grafické rozhraní NNTOOL, které je součástí Neural Network Toolboxu. Všechny tyto sítě 
využívají algoritmus zpětného šíření chyb back-propagation. Všechny sítě používají ve 
vnitřních vrstvách přenosovou funkci tansig a jen ve výstupní vrstvě funkci purelin. 
Kromě toho také všechny používají trénovací funkci trainlm a adaptační učící funkci 
learngdm. 
Pro natrénování sítě jsem použil trénovací skupinu příznaků. K této skupině bylo 
potřeba sestavit výstupní skupinu. Ta určuje požadovaný výstup klasifikátoru na 
předložený referenční vzor patřící do dané skupiny. Tedy pokud vzor do dané skupiny 
patří, je ve výstupní vrstvě na výstupu neuronu náležícího dané skupině jednička. Pokud ne 
je na výstupu toho neuronu -1. Počet výstupních neuronů je vždy roven počtu 
požadovaných skupin, do kterých má klasifikátor rozřazovat neznámé řečníky. Počet 
neuronů ve skrytých vrstvách jsem zvolil podle pravidla 3*(počet tříd do kterých chci 
klasifikovat) + 2. Dva neurony se přidávají jako rezerva. Pouze pro klasifikátor dle pohlaví 
jsem zvolil jako rezervu 4 neurony. 
Samotná klasifikace pak probíhá následovně. Natrénované síti je předložen neznámý 
vzor a jsou sledovány výstupní stavy neuronů u všech skupin. Předložený vzor je pak 
přiřazen ke skupině, u které byla hodnota výstupu neuronu nejvyšší. 
První neuronový klasifikátor je klasická třívrstvá dopředná síť. Její schéma je na obr. 
7.2. Dále tuto síť budu označovat BP. 
 
Obr.  7.2: Klasická třívrstvá neuronová síť 
 
Jako druhý klasifikátor jsem zvolil Elmanovu dvouvrstvou síť znázorněnou na obr. 4.7 
a budu ji následně značit EL. 
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Třetím klasifikátorem je dvouvrstvá kaskádní neuronová síť, jejíž schéma je na obr. 
7.3. Tuto síť budu značit CAS. 
 




8 Výběr vhodných příznaků 
Jednoduché kritérium Q(xi) pro vyjádření kvality příznaku xi vznikne pozorováním 
rozložení hodnot příznaku xi v příznakovém prostoru. Příznak je považován za kvalitní, 
pokud se na jedné straně prvky stejné třídy vyskytují blízko kolem střední hodnoty a na 
straně druhé, se střední hodnoty jednotlivých tříd liší pro různé třídy co možná nejvíc[5]. 
Nejprve jsem určil aritmetickou střední hodnotu vzdáleností D mezi všemi třídami 
                                         (8.1) 
kde V značí celkový počet tříd a μ střední hodnotu dané třídy u a v. Poté jsem vypočetl 
aritmetickou střední hodnotu S kvadrátu rozptylu třídy v kolem střední hodnoty 
.                                              (8.2) 
A z těchto dvou hodnot jsem stanovil kritérium kvality Q (x) podle vzorce 
                                                       (8.3) 
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Toto kritérium jsem použil jako prvotní při testování klasifikátorů. Po analýze 
výsledků jsem ale zjistil, že se při postupném přidávání příznaků úspěšnost klasifikace 
dosti měnila. Přírůstek úspěšnosti se značně vychyloval jak do kladných tak do záporných 
hodnot. Jednak z tohoto důvodu a jednak z důvodu toho, že toto kritérium žádným 
způsobem nebere do úvahy korelaci mezi příznaky, jsem považoval toto kritérium za 
nevhodné. 
 Výběr příznaků jsem se rozhodnul provést následujícím postupem. V prvním kroku 
jsem zjistil, jakou úspěšnost vykazuje klasifikátor pro samostatné příznaky. Jako prvý 
příznak jsem zvolil příznak s největší úspěšností. V druhém kroku jsem zjistil jednotlivé 
úspěšnosti pro ještě nepoužitý příznak společně s již použitými. Zaměřil jsem se na 
příznaky, které přinesly největší zvýšení úspěšnosti. Jako vhodný příznak byl pak přidán 
ten, který vykazoval malou korelaci s již zvolenými příznaky. Je pravděpodobné, že 
neustálým přidáváním příznaků se úspěšnost nemůže zvětšovat donekonečna a měl by 
nastat bod, kdy úspěšnost začne klesat, či se již nebude zvětšovat. V tomto bodě můžeme 
považovat zvolené příznaky za optimální. Pokud tedy chceme v tuto chvíli přidat další 
příznak, pak volíme příznak, který přinese nejmenší snížení úspěšnosti a současně není 
značně korelován s již zvolenými příznaky.  
9 Analýza 
Bylo zadáno navrhnout klasifikátor, který bude klasifikovat dle pohlaví. A dále tento 
klasifikátor rozšířit za účelem odhadu věku mluvčího. Nejprve jsem navrhnul klasifikátor 
pouze podle pohlaví a určil jsem nejvhodnější příznaky. Dále jsem sestavil klasifikátor, 
jehož funkcí bylo přiřazení neznámého mluvčího do některé z věkových kategorií. Opět 
jsem se při tom zaměřil na volbu vhodných příznaků. V poslední fázi jsem navrhnul 
klasifikátor kombinující oba předchozí úkoly, tedy klasifikace dle pohlaví i věku. Vybrané 
vhodné příznaky byly povětšinou kombinací příznaků stanovených v předchozích 
případech. Výsledky úspěšností v následujících tabulkách jsou vypočteny jako průměry 
pro pět realizací. 
 
9.1 Klasifikace dle pohlaví 
Tento klasifikátor slouží pouze na základní dělení mluvčích do dvou skupin podle 
pohlaví. Z čehož vyplývá, že u klasifikátoru GMM  jsou 2 referenční modely a u 
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klasifikátorů na bázi neuronových sítí jsou ve výstupní vrstvě také pouze 2 neurony. Počet 
neuronů ve skrytých vrstvách jsem zvolil 10. V tabulce 9.1 je zaznamenaná celková 
úspěšnost pro navržené klasifikátory. Kompletní tabulka i s úspěšnostmi pro každé pohlaví 
je uvedena v příloze 1. 
Tabulka 9.1: Celková úspěšnost klasifikátoru dle pohlaví 
příznaky Celková úspěšnost klasifikátoru dle pohlaví 
počet přidaný BP EL CAS GMM 
1 F0str  [Hz] 91,7 91,7 93,1 90,3 
2 Tmp [slab./s] 95,8 93,1 94,4 94,4 
3 F1 sp [Hz] 94,4 95,8 95,8 95,5 
4 F4 sp [Hz] 94,4 95,8 93,1 97,2 
5 I str  [dB] 94,4 94,4 94,4 97,2 
6 H str  [dB] 95,8 94,4 94,4 100,0 
7 F3 sp [Hz] 95,8 93,1 93,1 98,6 
8 F4 str [Hz] 97,2 90,3 94,4 98,6 
9 F2 sp [Hz] 94,4 94,4 95,8 97,2 
10 H max [dB] 94,4 94,4 91,7 95,8 
11 F0 min [Hz] 91,7 91,7 95,8 94,4 
12 I min [dB] 87,5 94,4 93,1 94,4 
 
 




Z obr. 9.1 je patrné, že nejvyšší úspěšnosti dosáhl klasifikátor sestavený na bázi 
GMM, kdy bylo dosaženo nejvyšší úspěšnosti 100% při 6 příznacích. Nejvyšší úspěšnosti 
v kategorii neuronových klasifikátorů dosáhl klasifikátor s klasickou třívrstvou dopřednou 
neuronovou sítí označovanou BP. Tato síť dosáhla svého maxima 97,2% při 8 
předložených příznacích. Ostatní dva neuronové klasifikátory dosáhly svého prvního 
maxima 95,8% pouze při třech příznacích.  
  
9.2   Klasifikace dle věku 
Tento klasifikátor slouží pouze na základní dělení mluvčích do šesti skupin podle 
věku. Z čehož vyplývá, že u klasifikátoru GMM  je 6 referenčních modelů a u klasifikátorů 
na bázi neuronových sítí je ve výstupní vrstvě 6 neuronů. Počet neuronů ve skrytých 
vrstvách jsem zvolil 20. V tabulce 9.2 je zaznamenaná celková úspěšnost pro navržené 
klasifikátory. Kompletní tabulka s úspěšnostmi pro každou skupinu je uvedena v příloze 1.  
 
Tabulka 9.2: Celková úspěšnost klasifikátoru dle věku 
příznaky Celková úspěšnost klasifikátorů dle věku 
počet přidaný BP EL CAS GMM 
1 I str  [dB] 40,3 41,7 34,7 52,8 
2 F0str  [Hz] 56,9 61,1 52,8 62,5 
3 F4 str [Hz] 63,9 75,0 75,0 75,0 
4 F3 sp [Hz] 70,8 73,6 77,8 80,6 
5 I min [dB] 72,2 73,6 76,4 83,3 
6 F2 str [Hz] 75,0 80,6 79,2 86,1 
7 H str  [dB] 70,8 72,2 73,6 83,3 
8 Tmp [slab./s]  66,7 73,6 66,7 80,6 
9 F1 sp [Hz] 68,1 76,4 68,1 80,6 
10 H max [dB] 68,1 73,6 63,9 79,2 
11 F4 sp [Hz] 72,2 70,8 69,4 75,0 





Obr.  9.2: Závislost úspěšnosti klasifikátorů dle věku na počtu zvolených příznaků 
 
Z obr. 9.2 můžeme pozorovat, že všechny testované klasifikátory dosáhly nejvyšší 
úspěšnosti při 6 příznacích. Klasifikátor sestavený na bázi GMM dosáhl nejvyšší 
úspěšnosti 86,1%. Nejvyšší úspěšnosti v kategorii neuronových klasifikátorů dosáhl 
klasifikátor s Elmanovou dvouvrstvou sítí EL, kdy hodnota úspěšnosti činila 80,6%. 
Druhou nejvyšší úspěšnost v kategorii neuronových klasifikátorů dosáhla kaskádní 
dvouvrstvá síť CAS s hodnotou 79,2%. Nejhůře se jevila třívrstvá dopředná síť BP 
s hodnotou úspěšnosti 75%.  
 
9.3 Klasifikace pohlaví i věku 
V zadání práce bylo požadováno navrhnout klasifikátor, jenž je schopen klasifikovat 
podle pohlaví a současně zařadit řečníka do věkové skupiny. Na základě tohoto požadavku 
jsem navrhnul klasifikátor, jenž bude zařazovat neznámého mluvčího do jedné z 12 
referenčních skupin. Tyto skupiny byly vytvořeny následovně. Vytvořil jsem 6 
samostatných skupin pro ženy a 6 pro muže. Počet referenčních modelů u klasifikátoru 
GMM je tedy 12 a počet neuronů ve výstupních vrstvách neuronových klasifikátorů je také 
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12. Ve vnitřních vrstvách používám 38 neuronů. Kompletní tabulka i s úspěšnostmi pro 
každou skupinu je uvedena v příloze 3.  
Klasifikaci bylo tedy nutno rozdělit do dvou částí. První klasifikace dle pohlaví a 
druhá dle věku. Úspěšnost se pak testovala následovně. Při klasifikaci dle pohlaví bylo 
rozhodující, zda se daný mluvčí zařadil do jakékoliv mužské kategorie, jednalo-li se o 
muže, a jednalo-li se o ženu tak do jakékoliv ženské kategorie. Při klasifikaci dle věku bylo 
směrodatné, zda se daný mluvčí zařadil do správné mužské či ženské věkové skupiny. 
Příznaky se stanovili pro oba typy klasifikace stejné, aby bylo možno následně srovnat a 
vybrat ten nejvhodnější klasifikátor.  
 
9.3.1 Klasifikace pohlaví 
Nejprve budu analyzovat klasifikaci dle pohlaví. Tabulka 9.3 udává celkovou 
úspěšnost klasifikátorů pouze pro pohlaví.  
 
Tabulka 9.3: Celková úspěšnost klasifikátorů pouze pro pohlaví 
příznaky 
Celková úspěšnost klasifikátoru dle 
pohlaví 
počet přidaný BP EL CAS GMM 
1 F0str  [Hz] 70,8 86,1 81,9 88,9 
2 I str  [dB] 88,9 88,9 88,9 90,3 
3 F4 str [Hz] 86,1 88,9 86,1 94,4 
4 F3 sp [Hz] 88,9 88,9 87,5 100,0 
5 F1 sp [Hz] 88,9 94,4 94,4 98,6 
6 F4 sp [Hz] 87,5 93,1 93,1 97,2 
7 H str  [dB] 87,5 93,1 94,4 97,2 
8 F2 sp [Hz] 91,7 93,1 90,3 97,2 
9 H max [dB] 84,7 93,1 83,3 97,2 
10 F2 str [Hz] 88,9 93,1 86,1 97,2 
11 F0max [Hz] 88,9 88,9 84,7 91,7 





Obr.  9.3: Závislost úspěšnosti klasifikace pouze pro pohlaví na počtu příznaků 
 
Z obr. 9.3 je patrné, že nejvyšší úspěšnosti dosáhl klasifikátor sestavený na bázi 
GMM, kdy bylo dosaženo nejvyšší úspěšnosti 100% při 4 příznacích. Nejvyšší úspěšnost 
94,4% v kategorii neuronových klasifikátorů dosáhl klasifikátor s Elmanovou dvouvrstvou 
neuronovou sítí označovanou EL společně s kaskádní dvouvrstvou sítí CAS, při počtu 5 
příznaků. Poslední neuronový klasifikátor BP dosáhl svého maxima 91,7% při předložení 8 
příznaků.  
 
9.3.2 Klasifikace věku 
Dále jsem analyzoval klasifikaci dle věkových skupin. Tabulka 9.3 udává celkovou 






Tabulka 9.4:Celková úspěšnost klasifikátorů pouze pro věk 
příznaky Celková úspěšnost klasifikátorů dle věku 
počet přidaný BP EL CAS GMM 
1 F0str  [Hz] 37,5 38,9 34,7 33,3 
2 I str  [dB] 48,6 52,8 52,8 61,1 
3 F4 str [Hz] 62,5 61,1 69,4 75,0 
4 F3 sp [Hz] 58,3 70,8 72,2 79,2 
5 F1 sp [Hz] 66,7 79,2 70,8 80,6 
6 F4 sp [Hz] 62,5 73,6 66,7 81,9 
7 H str  [dB] 58,3 69,4 73,6 83,3 
8 F2 sp [Hz] 69,4 72,2 65,3 84,7 
9 H max [dB] 56,9 63,9 66,7 83,3 
10 F2 str [Hz] 56,9 73,6 55,6 79,2 
11 F0max [Hz] 58,3 66,7 58,3 69,4 
12 Tmp [slab./s] 51,4 62,5 55,6 65,3 
 
 




Z obr. 9.4 můžeme pozorovat, že nejvyšší úspěšnosti 94,7% dosáhl klasifikátor 
sestavený na bázi GMM a to při 8 příznacích. Nejvyšší úspěšnosti v kategorii neuronových 
klasifikátorů dosáhl klasifikátor s Elmanovou dvouvrstvou sítí EL, kdy hodnota úspěšnosti 
činila 79,2% s pěti příznaky. Druhou nejvyšší úspěšnost v kategorii neuronových 
klasifikátorů dosáhla kaskádní dvouvrstvá síť CAS s hodnotou 73,6% při 7 příznacích. 
Nejhůře se jevila třívrstvá dopředná síť BP s hodnotou úspěšnosti 69,4%, které dosáhla při 
8 příznacích.  
 
9.3.3 Zhodnocení klasifikace pohlaví i věku 
Pokud budu srovnávat celkový výsledek úspěšnosti klasifikace pohlaví i věku, pak se 
jako nejlepší jeví klasifikátor na bázi směsi Gaussových hustotních funkcí. Při použití 
tohoto klasifikátoru je optimální použít prvních 8 příznaků z tabulky 9.4. či z tabulky 9.3. 
Jako nejlepší neuronový klasifikátor jsem stanovil dvouvrstvou Elmanovu síť, jejíž 
výsledky byly nejlepší pro obě klasifikační úlohy s pěti použitými příznaky.  
 
10  Závěr 
Tato práce byla zaměřena na klasifikaci mluvčích, využití neuronových sítí v této 
oblasti zpracování řeči a na výběr vhodných příznaků. Byl navržen jeden klasifikátor 
využívající směsi Gaussovských hustotních funkcí a dále pak tři neuronové klasifikátory 
využívající algoritmus zpětného šíření chyby back-propagation. První neuronový 
klasifikátor je klasická třívrstvá dopředná síť, druhý Elmanova dvouvrstvou síť a třetí 
dvouvrstvá kaskádní neuronová síť. 
Nejprve bylo nutné pořídit potřebný řečový korpus. Tento korpus byl rozdělen na dvě 
skupiny. Prví trénovací, pomocí něhož byly natrénovány navržené klasifikátory a druhá, 
testovací, která posloužila pro ověření funkčnosti a pro výpočet úspěšnosti navržených 
klasifikátorů. Tyto klasifikátory pracují v textově závislém režimu. Dále byly z pořízených 
nahrávek získány vhodné parametry a sestaveny pro každého řečníka vektory příznaků.  
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Nejprve byly navrženy klasifikátory za účelem určení pohlaví. Celkově nejlepší 
úspěšnost 100% měl klasifikátor na bázi GMM pro prvních 6 následně uvedených 
příznaků. Mezi neuronovými klasifikátory vykazoval nejlepší účinnost třívrstvý dopředný 
klasifikátor 97,2% pro následující příznaky: střední hodnota frekvence základního tónu, 
tempo řeči, šířka pásma prvního formantu, šířka pásma čtvrtého formantu, střední hodnota 
intenzity, střední hodnota harmonicity, šířka pásma třetího formantu a střední hodnota 
frekvence čtvrtého formantu. 
V dalším kroku byly navrženy systémy za účelem stanovení věku mluvčího. Zde se 
opět nejúspěšnějším jevil klasifikátor GMM s úspěšností 81,6%. Z kategorie neuronových 
klasifikátorů dosáhla nejvyšší úspěšnosti Elmanova dvouvrstvá síť a to 80,6%. Těchto 
úspěšností u obou uvedených klasifikátorů bylo dosaženo při použití následujících 
příznaků: střední hodnota intenzity, střední hodnota frekvence základního tónu, střední 
hodnota frekvence čtvrtého formantu, šířka pásma třetího formantu, minimální hodnota 
intenzity a střední hodnota frekvence druhého formantu. 
Poslední krok spočíval v návrhu a testování systému, jehož výstupem je kombinace 
funkcí výše uvedených klasifikátorů. Tento systém byl analyzován samostatně za účelem 
stanovení věku a pak pohlaví. Při obou analýzách byl, jako v předešlých případech, 
stanoven jako nejúspěšnější klasifikátor GMM s úspěšností klasifikace 97,2% pro pohlaví 
a 94,7% pro věk při použití osmi dále uvedených příznaků. Ze skupiny neuronových 
klasifikátorů se rovněž při obou analýzách jevila nejúspěšněji Elmanova dvouvrstvá 
neuronová síť, která dosáhla úspěšnosti 94,4% pro pohlaví a 79,2% pro věk při použití 
prvních pěti ze skupiny příznaků: střední hodnota frekvence základního tónu, střední 
hodnota intenzity, střední hodnota frekvence čtvrtého formantu, šířka pásma třetího 
formantu, šířka pásma prvního formantu, šířka pásma čtvrtého formantu, střední hodnota 
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Příloha 1:Úspěšnost klasifikátorů dle pohlaví 
příznaky 
Úspěšnost klasifikátorů dle pohlaví 
BP EL CAS GMM 
počet přidaný Ženy Muži Celkem Ženy Muži Celkem Ženy Muži Celkem Ženy Muži Celkem
1 F0str  [Hz] 93,8 90,0 91,7 93,8 90,0 91,7 100,0 87,5 93,1 93,8 87,5 90,3 
2 Tmp [slab./s] 100,0 92,5 95,8 96,9 90,0 93,1 100,0 90,0 94,4 96,9 92,5 94,4 
3 F1 sp [Hz] 93,8 95,0 94,4 100,0 92,5 95,8 100,0 92,5 95,8 100,0 92,5 95,5 
4 F4 sp [Hz] 96,9 92,5 94,4 100,0 92,5 95,8 93,8 92,5 93,1 100,0 95,0 97,2 
5 I str  [dB] 100,0 90,0 94,4 96,9 92,5 94,4 90,6 97,5 94,4 100,0 95,0 97,2 
6 H str  [dB] 100,0 92,5 95,8 90,6 97,5 94,4 96,9 92,5 94,4 100,0 100,0 100,0 
7 F3 sp [Hz] 90,6 100,0 95,8 96,9 90,0 93,1 96,9 90,0 93,1 96,9 100,0 98,6 
8 F4 str [Hz] 100,0 95,0 97,2 100,0 82,5 90,3 100,0 90,0 94,4 96,9 100,0 98,6 
9 F2 sp [Hz] 96,9 92,5 94,4 96,9 92,5 94,4 100,0 92,5 95,8 96,9 97,5 97,2 
10 H max [dB] 96,9 92,5 94,4 96,9 92,5 94,4 90,6 92,5 91,7 100,0 92,5 95,8 
11 F0 min [Hz] 90,6 92,5 91,7 96,9 87,5 91,7 96,9 95,0 95,8 100,0 90,0 94,4 










Příloha 2:Úspěšnost klasifikátorů dle věku 
počet přidaný 1. sk 2. sk 3. sk 4. sk 5. sk 6. sk Celkem 1. sk 2. sk 3. sk 4. sk 5. sk 6. sk Celkem 1. sk 2. sk 3. sk 4. sk 5. sk 6. sk Celkem 1. sk 2. sk 3. sk 4. sk 5. sk 6. sk Celkem
1 I  str  [dB] 7,7 20,0 94,7 40,0 18,2 0,0 40,3 30,8 30,0 73,7 60,0 0,0 0,0 41,7 7,7 30,0 63,2 46,7 18,2 0,0 34,7 0,0 70,0 68,4 100,0 27,3 0,0 52,8
2 F 0str  [Hz] 69,2 40,0 84,2 53,3 27,3 25,0 56,9 76,9 70,0 84,2 60,0 18,2 0,0 61,1 76,9 40,0 78,9 46,7 18,2 0,0 52,8 84,6 40,0 84,2 66,7 18,2 50,0 62,5
3 F 4 str [Hz] 76,9 40,0 84,2 53,3 54,5 50,0 63,9 92,3 80,0 84,2 86,7 45,5 0,0 75,0 84,6 60,0 84,2 93,3 45,5 50,0 75,0 84,6 40,0 84,2 86,7 54,5 100,0 75,0
4 F 3 sp [Hz] 84,6 60,0 78,9 80,0 54,5 25,0 70,8 92,3 40,0 100,0 86,7 45,5 0,0 73,6 84,6 60,0 100,0 80,0 45,5 75,0 77,8 84,6 60,0 94,7 86,7 63,6 75,0 80,6
5 I  min [dB] 61,5 80,0 73,7 86,7 72,7 25,0 72,2 84,6 80,0 94,7 73,3 45,5 0,0 73,6 84,6 70,0 84,2 86,7 54,5 50,0 76,4 84,6 70,0 94,7 86,7 63,6 100,0 83,3
6 F 2 str [Hz] 92,3 40,0 78,9 93,3 54,5 75,0 75,0 84,6 80,0 94,7 80,0 72,7 25,0 80,6 92,3 80,0 94,7 80,0 63,6 0,0 79,2 92,3 80,0 89,5 86,7 72,7 100,0 86,1
7 H  str  [dB] 92,3 70,0 84,2 86,7 27,3 0,0 70,8 92,3 90,0 73,7 80,0 36,4 25,0 72,2 84,6 60,0 89,5 86,7 54,5 0,0 73,6 92,3 80,0 89,5 80,0 63,6 100,0 83,3
8 Tmp  [slab./s] 69,2 40,0 84,2 80,0 45,5 50,0 66,7 92,3 60,0 84,2 86,7 36,4 50,0 73,6 84,6 70,0 78,9 53,3 63,6 0,0 66,7 84,6 80,0 84,2 80,0 81,8 50,0 80,6
9 F 1 sp [Hz] 69,2 60,0 73,7 100,0 45,5 0,0 68,1 84,6 80,0 78,9 86,7 63,6 25,0 76,4 84,6 80,0 84,2 60,0 45,5 0,0 68,1 92,3 70,0 89,5 73,3 72,7 75,0 80,6
10 H  max [dB] 84,6 60,0 84,2 80,0 18,2 50,0 68,1 76,9 50,0 84,2 93,3 63,6 25,0 73,6 61,5 80,0 73,7 93,3 0,0 50,0 63,9 92,3 50,0 84,2 86,7 72,7 75,0 79,2
11 F 4 sp [Hz] 84,6 70,0 68,4 73,3 72,7 50,0 72,2 84,6 60,0 84,2 86,7 27,3 50,0 70,8 92,3 60,0 84,2 73,3 27,3 50,0 69,4 84,6 50,0 84,2 80,0 72,7 50,0 75,0
12 F 0max [Hz] 100,0 30,0 68,4 80,0 36,4 50,0 65,3 61,5 80,0 68,4 80,0 27,3 0,0 61,1 84,6 60,0 78,9 73,3 36,4 25,0 66,7 84,6 60,0 78,9 86,7 54,5 25,0 72,2
příznaky







Příloha 3:Úspěšnost klasifikátorů dle věku i pohlaví 
Věk
počet přidaný 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 celkem žen mužů celkem
BP 40,0 0,0 33,3 42,9 16,7 0,0 0,0 28,6 75,0 37,5 20,0 0,0 30,8 20,0 68,4 40,0 18,2 0,0 37,5 65,6 75,0 70,8
EL 80,0 0,0 0,0 42,9 0,0 0,0 0,0 14,3 100,0 0,0 0,0 0,0 61,5 10,0 84,2 20,0 0,0 0,0 38,9 81,3 90,0 86,1
CAS 50,0 0,0 0,0 14,3 16,7 66,7 0,0 14,3 62,5 62,5 0,0 0,0 38,5 10,0 52,6 40,0 9,1 50,0 34,7 78,1 85,0 81,9
GMM 20,0 66,7 33,3 0,0 50,0 66,7 66,7 0,0 50,0 12,5 60,0 0,0 30,8 20,0 47,4 6,7 54,5 50,0 33,3 87,5 90,0 88,9
BP 50,0 66,7 33,3 42,9 16,7 33,3 100,0 28,6 75,0 50,0 20,0 0,0 61,5 40,0 68,4 46,7 18,2 25,0 48,6 81,3 95,0 88,9
EL 80,0 33,3 0,0 71,4 66,7 0,0 33,3 14,3 100,0 0,0 40,0 0,0 69,2 20,0 84,2 33,3 54,5 0,0 52,8 81,3 95,0 88,9
CAS 80,0 33,3 0,0 71,4 66,7 0,0 33,3 14,3 100,0 0,0 40,0 0,0 69,2 20,0 84,2 33,3 54,5 0,0 52,8 81,3 95,0 88,9
GMM 30,0 100,0 100,0 57,1 33,3 66,7 66,7 42,9 81,3 75,0 40,0 100,0 38,5 60,0 84,2 66,7 36,4 75,0 61,1 87,5 92,5 90,3
BP 70,0 66,7 33,3 100,0 83,3 33,3 100,0 0,0 93,8 37,5 20,0 0,0 76,9 20,0 84,2 66,7 54,5 25,0 62,5 81,3 90,0 86,1
EL 90,0 66,7 0,0 42,9 83,3 33,3 0,0 14,3 100,0 62,5 40,0 0,0 69,2 30,0 84,2 53,3 63,6 25,0 61,1 84,4 92,5 88,9
CAS 100,0 66,7 0,0 85,7 66,7 66,7 0,0 28,6 100,0 87,5 20,0 0,0 76,9 40,0 84,2 86,7 45,5 50,0 69,4 84,4 87,5 86,1
GMM 50,0 100,0 100,0 85,7 83,3 100,0 66,7 42,9 100,0 62,5 40,0 100,0 53,8 60,0 100,0 73,3 63,6 100,0 75,0 96,9 92,5 94,4
BP 50,0 0,0 66,7 85,7 83,3 33,3 100,0 28,6 81,3 25,0 40,0 100,0 61,5 20,0 78,9 53,3 63,6 50,0 58,3 84,4 92,5 88,9
EL 80,0 66,7 100,0 85,7 66,7 66,7 0,0 42,9 100,0 75,0 20,0 0,0 61,5 50,0 100,0 80,0 45,5 50,0 70,8 87,5 90,0 88,9
CAS 100,0 0,0 66,7 100,0 66,7 100,0 0,0 14,3 93,8 87,5 40,0 100,0 76,9 10,0 89,5 93,3 54,5 100,0 72,2 84,4 90,0 87,5
GMM 60,0 100,0 66,7 100,0 100,0 66,7 100,0 57,1 93,8 75,0 40,0 100,0 69,2 70,0 89,5 86,7 72,7 75,0 79,2 100,0 100,0 100,0
BP 80,0 33,3 66,7 85,7 50,0 66,7 66,7 57,1 68,8 75,0 40,0 100,0 76,9 50,0 68,4 80,0 45,5 75,0 66,7 84,4 92,5 88,9
EL 100,0 66,7 100,0 100,0 100,0 66,7 0,0 42,9 100,0 75,0 20,0 100,0 76,9 50,0 100,0 86,7 63,6 75,0 79,2 96,9 92,5 94,4
CAS 70,0 66,7 66,7 100,0 100,0 66,7 33,3 57,1 87,5 50,0 20,0 100,0 61,5 60,0 84,2 73,3 63,6 75,0 70,8 93,8 95,0 94,4
GMM 70,0 100,0 66,7 100,0 100,0 100,0 66,7 57,1 87,5 87,5 40,0 100,0 69,2 70,0 84,2 93,3 72,7 100,0 80,6 100,0 97,5 98,6
BP 40,0 66,7 66,7 71,4 100,0 33,3 66,7 57,1 75,0 62,5 20,0 100,0 46,2 60,0 73,7 66,7 63,6 50,0 62,5 78,1 95,0 87,5
EL 80,0 100,0 33,3 85,7 100,0 66,7 0,0 28,6 100,0 87,5 20,0 100,0 61,5 50,0 89,5 86,7 63,6 75,0 73,6 96,9 90,0 93,1
CAS 60,0 66,7 100,0 85,7 66,7 33,3 66,7 42,9 87,5 75,0 20,0 0,0 61,5 50,0 89,5 80,0 45,5 25,0 66,7 90,6 95,0 93,1
GMM 80,0 100,0 66,7 100,0 100,0 66,7 100,0 71,4 93,8 62,5 40,0 100,0 84,6 80,0 89,5 80,0 72,7 75,0 81,9 93,8 100,0 97,2
BP 40,0 66,7 0,0 57,1 83,3 33,3 0,0 71,4 75,0 62,5 60,0 100,0 30,8 70,0 63,2 60,0 72,7 50,0 58,3 87,5 87,5 87,5
EL 90,0 0,0 66,7 85,7 83,3 0,0 33,3 57,1 100,0 62,5 20,0 100,0 76,9 40,0 94,7 73,3 54,5 25,0 69,4 90,6 95,0 93,1
CAS 70,0 100,0 33,3 85,7 100,0 66,7 100,0 42,9 87,5 87,5 20,0 0,0 76,9 60,0 78,9 86,7 63,6 50,0 73,6 87,5 100,0 94,4
GMM 100,0 66,7 66,7 100,0 100,0 100,0 66,7 71,4 87,5 75,0 40,0 100,0 92,3 70,0 84,2 86,7 72,7 100,0 83,3 96,9 97,5 97,2
BP 90,0 0,0 33,3 100,0 66,7 66,7 33,3 57,1 87,5 75,0 40,0 0,0 76,9 40,0 78,9 86,7 54,5 50,0 69,4 90,6 92,5 91,7
EL 80,0 66,7 33,3 85,7 100,0 100,0 33,3 42,9 87,5 75,0 20,0 100,0 69,2 50,0 78,9 80,0 63,6 100,0 72,2 93,8 92,5 93,1
CAS 90,0 33,3 66,7 100,0 100,0 0,0 0,0 57,1 81,3 50,0 20,0 0,0 69,2 50,0 78,9 73,3 63,6 0,0 65,3 90,6 90,0 90,3
GMM 100,0 66,7 66,7 100,0 100,0 100,0 66,7 71,4 93,8 87,5 40,0 0,0 92,3 70,0 89,5 93,3 72,7 75,0 84,7 96,9 97,5 97,2
BP 70,0 33,3 66,7 71,4 33,3 66,7 100,0 57,1 75,0 37,5 0,0 0,0 76,9 50,0 73,7 53,3 18,2 50,0 56,9 78,1 90,0 84,7
EL 80,0 33,3 66,7 100,0 66,7 66,7 100,0 57,1 68,8 50,0 0,0 0,0 84,6 50,0 68,4 73,3 36,4 50,0 63,9 87,5 97,5 93,1
CAS 70,0 66,7 66,7 100,0 100,0 66,7 0,0 57,1 100,0 0,0 20,0 100,0 53,8 60,0 94,7 46,7 63,6 75,0 66,7 87,5 80,0 83,3
GMM 100,0 66,7 33,3 100,0 83,3 100,0 100,0 71,4 93,8 87,5 40,0 0,0 100,0 70,0 84,2 93,3 63,6 75,0 83,3 93,8 100,0 97,2
BP 70,0 0,0 0,0 85,7 33,3 66,7 33,3 71,4 75,0 50,0 40,0 0,0 61,5 50,0 63,2 66,7 36,4 50,0 56,9 87,5 90,0 88,9
EL 80,0 100,0 0,0 100,0 100,0 66,7 0,0 57,1 100,0 62,5 40,0 0,0 61,5 70,0 84,2 80,0 72,7 50,0 73,6 93,8 92,5 93,1
CAS 60,0 0,0 0,0 42,9 83,3 33,3 0,0 57,1 87,5 75,0 20,0 0,0 46,2 40,0 73,7 60,0 54,5 25,0 55,6 81,3 90,0 86,1
GMM 100,0 33,3 33,3 100,0 50,0 100,0 100,0 71,4 93,8 87,5 40,0 0,0 100,0 60,0 84,2 93,3 45,5 75,0 79,2 93,8 100,0 97,2
BP 60,0 0,0 33,3 71,4 83,3 66,7 66,7 71,4 81,3 37,5 0,0 0,0 61,5 50,0 73,7 53,3 45,5 50,0 58,3 84,4 92,5 88,9
EL 90,0 33,3 0,0 100,0 100,0 33,3 33,3 57,1 87,5 62,5 0,0 0,0 76,9 50,0 73,7 80,0 54,5 25,0 66,7 84,4 92,5 88,9
CAS 80,0 0,0 66,7 71,4 83,3 0,0 66,7 57,1 62,5 62,5 0,0 100,0 76,9 40,0 63,2 66,7 45,5 25,0 58,3 78,1 90,0 84,7
GMM 90,0 33,3 0,0 100,0 66,7 0,0 33,3 57,1 93,8 100,0 20,0 0,0 76,9 50,0 78,9 100,0 45,5 0,0 69,4 87,5 95,0 91,7
BP 70,0 0,0 66,7 71,4 50,0 0,0 33,3 57,1 62,5 50,0 20,0 0,0 61,5 40,0 63,2 60,0 36,4 0,0 51,4 78,1 87,5 83,3
EL 100,0 33,3 66,7 85,7 83,3 0,0 33,3 71,4 81,3 25,0 0,0 0,0 84,6 60,0 78,9 53,3 45,5 0,0 62,5 90,6 87,5 88,9
CAS 70,0 66,7 0,0 71,4 66,7 66,7 33,3 42,9 62,5 62,5 20,0 0,0 61,5 50,0 52,6 66,7 45,5 50,0 55,6 78,1 82,5 80,6
GMM 90,0 0,0 0,0 100,0 50,0 0,0 0,0 57,1 100,0 87,5 20,0 0,0 69,2 40,0 84,2 93,3 36,4 0,0 65,3 81,3 92,5 87,5
Pohlaví
11 F 0max [Hz]
12 Tmp  [slab./s]
Klasifikáto
r
8 F 2 sp [Hz]
9 H  max [dB]
10 F 2 str [Hz]
5 F 1 sp [Hz]
6 F 4 sp [Hz]
7 H  str  [dB]
3 F 4 str [Hz]
příznaky jednotlivé skupiny-věk
4 F 3 sp [Hz]
spojené skupiny-věk
1 F 0str  [Hz]
2 I  str  [dB]
 
