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1. Research i n  Sequent ia l  Decoding 
(a) Theoret ical  Inves t iga t ions  
A new way of viewTng the Fano sequent ia l  decoding algorithm, which 
was  mentioned i n ' t h e  previous progress  r e p o r t ,  has now been f u l l y  devel- 
oped. 
searching an a r b i t r a r y  value tree, 2.e. a tree i n  which the  nodes are 
assigned a real number value. Precise expressions have been developed 
for t h e  number of "forward Looks" and "forward movestr made at  any node 
i n  t h e  value tree, and a p rec i se  c h a r a c t e r b a t i o n  has been oBtained for 
The approach is  t o  view the  Fano algorithm as a technique for 
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t h e  na tu re  of t h e  f i n a l  pa th  through t h e  tree found by t h e  algorithm. 
The f i n a l  pa th  is  determined as follows: A t  each node beginning with 
the o r i g i n ,  t h e  f i n a l  next node chosen by t h e  Fano algorithm is  t h a t  
on t h e  pa th  through t h e  f u l l  tree stemming from t h e  former node which 
has t h e  g r e a t e s t  minimum node value along i t s  length .  
documented in :  
This research  i s  
J. L. Massey and M .  K. Sain,  "Trunk and Tree Searching P rope r t i e s  
of t h e  Fano Sequential  Decoding Algorithm,'I Elec. Engr, Memo. No. 
EE-687, U. of Notre D a m e ,  Notre D a m e ,  Ind., Oct. 1, 1968 (P rep r in t  
of ar t ic le  t o  appear i n  t h e  Proceeding of t h e  S ix th  Annual Al le r ton  
Conference on C i r c u i t  and System Theory, Univ, of I l l i n o i s ,  O c t .  2-4, 
1968.) 
It  has  subsequently been r e a l i z e d  that t h e  concepts i n  t h i s  new approach 
t o  t h e  Fano algorithm can be s i g n i f i c a n t l y  generalized. 
za t ion ,  t h e  Fano algorithm can 'be  extended t o  become an algorithm f o r  
searching an a r b i t r a r y  branch-weighted graph. 
pa th  as t h e  sum of t h e  weights on i t s  component branches, t h e  Fano 
algorithm becomes an e f f i c i e n t  procedure f o r  f ind ing  t h e  pa th  from a 
I n  t h i s  genera l i -  . .  
Defining t h e  value of a 
spec i f i ed  s t a r t i n g  node t o  any one of a set  of spec i f i ed  stopping nodes 
f o r  which t h e  minimum of t h e  pa th  values from the s t a r t i n g  node t o  nodes 
on t h e  pa th  i s  g r e a t e s t .  
algorithm a use fu l  sub-optimal so lu t ion  f o r  dynamic programming problems 
and o the r  graph searches.  
It i s  believed t h a t  t h i s  w i l l  make t h e  Fano 
Work is continuing on t h i s  sub jec t .  
Research has  a l s o  been completed on t h e  t a s k  of ca l cu la t ing  t h e  pro- 
b a b i l i t y  d i s t r i b u t i o n  for t h e  minimum path  value along t h e  co r rec t  or 
t ransmi t ted  pa th  i n  a va lue  t r e e  r e s u l t i n g  from communication over a 
memoryless symmetric channel such as t h e  add i t ive  white Gaussian noise  
channel. An a b s t r a c t  of t h i s  research  is  given i n :  
J. L. Massey and-M. K. Sa in ,  "Distribution of t h e  Minimum Cumulative 
Metric for  Sequential  Decoding." (Abstract of Short  Paper t o  be 
presented a t  t h e  1969 IEEE In t e rna t iona l  Symposium on Information 
Theory, Nevelle, N.  Y . ,  Jan. 28-31, 1969.) 
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A later t echn ica l  r e p o r t  w i l l  f u l l y  document this work on the 
d i s t r i b u t i o n  of t h e  cumulative metric. 
(b) Experimental Inves t iga t ions  
During this per iod ,  programming was  completed for a sequen t i a l  decoding 
f a c i l i t y  f o r  a simulated white gaussian noise  channel. 
used t o  eva lua te  r e l a t i v e  performance of 11 d i f f e r e n t  rate one-half convo- 
l u t i o n a l  codes with cons t r a in t  l engths  of 37 branches (74 b i t s ) .  
sequent t echn ica l  r e p o r t  w i l l  give complete d e t a i l s  of t h e  tests made, bu t  
table I g ives  a sampling of t h e  r e s u l t s .  
The f ac i l i t y  w a s  
A sub- 
From t a b l e  I ,  it i s  clear t h a t  codes 5 and 8 perform about equal ly  w e l l  
on t h e  Gaussian channel a t  a signal-to-noise l e v e l  of 0 db. 
,clear t h a t  code 8 is  s i g n i f i c a n t l y  b e t t e r  than - .  code 5 at high . . .  noise  . l e v e l s  
‘on t h e  binary syrrmetric channel, and it is expected t h a t  t h i s  s u p e r i o r i t y . ’  
w i l l  a l s o  o b t a i n ’ a t  higher noise  l e v e l s  on t h e  Gaussian channel--this s i m -  
It .is a l s o  
. I. * . .  . .  . .  .. . .. . , . .  
. .  
’ u l a t i o n  w i l l  be made i n  t h e  near f u t u r e .  
I of t h e  48 branch code ’presently’ used a t  Goddard, w h i I e  code 8 is a new 
Code 5 is  the .first 3 6  6r”anches .‘ . .  
non-systematic code developed on this p ro jec t .  This code has t h e  property 
t h a t  i t s  two genera ta rs  d i f f e r  only i n  t h e  second b i t  pos i t i on  so  t h a t  t h e  
information b i t s  can be recovered almost as e a s i l y  as with a systematic 
code when t h e  r ece ive r  s i te  does not have a decoder ava i l ab le .  
I t  is  planned t o  extend t h e  capab i l i t y  of t h e  simulation f a c i l i t y  t o  
73 branches so t h a t  t h e  f u l l  Goddard code can be t e s t e d  aga ins t  this non- 
systematic code t o  determine i f  t h e  s u p e r i o r i t y  of t h e  l a t te r  is  maintained. 
c 
2. Other Inves t iga t ions .  
The inves t iga t ion  of e r r o r  propagation i n  convolutional codes v i a  a 
s t o c h a s t i c  sequentiaL machines approach has been completed. 
described i n :  
This work is 
T. N. Morrissey, Jr., “A Unified Markovian Analysis of Decoders f o r  
Convolutional Codes,” Tech. Rpt. No. EE-687, Dept. of Elec, Engr , ,  
U. of Notre D a m e ,  Notre D a m e ,  Ind., O c t .  24, 1968. 
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This r epor t  formed t h e  Ph.D. d i s s e r t a t i o n  of i t s  author.  The r e s u l t s  
of t h i s  work make it poss ib le  f o r  t he  first t i m e  t o  ca l cu la t e  s teady-s ta te  
error p r o b a b i l i t i e s  f o r  fixed-span decoders f o r  convolutional codes. 
ana lys i s  w a s  a l s o  extended t o  t h e  variable-span Vi t e rb i  decoder which is 
a maximum-likelihood decoder f o r  convolutional codes. It i s  bel ieved t h a t  
t h i s  work w i l l  form t h e  bas i s  f o r  many addi t iona l  inves t iga t ions  of convo- 
l u t i o n a l  coding. 
The 
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