Statistical information from ensemble of climate forecasts can be utilized in improving the streamflow predictions by using different downscaling methods. This study investigates the use of Multinomial Logistic Regression (MLR) in downscaling large-scale ensemble climate forecasts into basin-scale probabilistic streamflow forecasts of categorical events over major river basins across the US Sunbelt. The performance of MLR is then compared with the categorical forecasts estimated from the traditional approach Principal Component Regression (PCR). Results from both cross-validation and split-sampling reveal that in general the probabilistic categorical forecasts from MLR model have more accuracy and exhibit higher Rank Probability Skill Score (RPSS) compared to the PCR probabilistic forecasts. MLR forecasts are also more skillful than PCR forecasts during the winter season and for basins that exhibit high interannual variability in streamflows. The role of ensemble size of precipitation forecasts in developing MLR-based streamflow forecasts was also investigated. Given the simplicity involved in MLR, it offers an alternate reliable approach in developing categorical streamflow forecasts.
Introduction
Reliable monthly to seasonal streamflow forecasts can significantly improve the management of water resources systems and its subsequent plans (Hamlet et al. 2002) . Towards this, hydrologists provide deterministic-style forecasts that estimate the volume of streamflow for a month or a season ahead. Alternatively, water managers are interested in categorical and probabilistic streamflow forecasts which represent the probability of occurrence of predefined events such as below-normal or above-normal streamflows (Krzysztofowicz 2001; Ahmadisharaf et al. 2016) . Streamflow forecasts are typically developed using either dynamical modeling or statistical modeling. In the dynamical approach, downscaled climate forecasts from General Circulation Models (GCM) such as precipitation and temperature forecasts are forced into physical hydrologic models (e.g. Lumped or distributed rainfallrunoff models) in order to develop streamflow predictions and other terrestrial hydrologic fluxes (Vrugt et al. 2006; Lohmann et al. 2004; Sinha and Sankarasubramanian 2012) . For the purpose of developing ensemble streamflow forecasts, the hydrologic models can be fed with ensemble of forcings and/or ensemble of perturbed initial hydrologic conditions (ICs). Another approach is to pool forecasts from multiple models to develop multimodel ensemble which reduces the model uncertainty (Ajami et al. 2006; Li and Sankarasubramanian 2012; Devineni et al. 2008) .
Statistical model forecasting is based on developing a statistical relationship between relevant climatic predictors and/or some available observations such as initial soil moisture and streamflow conditions prior to the forecasting. Commonly, statistical models such as Principal Component Regression (PCR) assumes normality of predictands and linearity between predictors and predictands (Hsu et al. 1995; Garen 1992; Sankarasubramanian et al. 2008 ). However it is well-known that nonlinear relationship exists between runoff and precipitation (Jakeman et al. 1993; Sankarasubramanian and Vogel 2003) . For a long time, considerable progress has been made on incorporating the influence of Sea Surface Temperature (SST) anomalies such as El Nino Southern Oscillation (ENSO), which partially holds information in tropics and subtropics towards seasonal precipitation and streamflow forecasting (Ropelewski and Halpert 1986; Tootle et al. 2005; Hamlet and Lettenmaier 1999) . In addition to SST anomalies, statistical models can benefit from the natural persistence of streamflow in order to improve their forecasting skill through using information of past streamflow conditions. Previous studies have employed various types of statistical modeling techniques including parametric, semi-parametric and re-sampling methods (e.g. K-Nearest Neighbors (K-NN), Model Output Statistics (MOS), etc. ) in order to develop probabilistic streamflow forecasts over a specific watershed or across a region (Grantz et al. 2005; Clark and Hay 2004) .
In general, statistical modeling approach is simpler and computationally less costly compared to the dynamical modeling method. In dynamical modeling, hydrologic models (e.g. Land Surface Models) require climatic forcings with finer spatio-temporal resolution than that of climate forecasts issued from GCMs. Addressing this resolution mismatch is a big challenge in itself and requires the application of spatial downscaling and/or temporal disaggregation approaches on GCM outputs before forcing them into hydrologic models (Wood et al. 2002; Wood and Lettenmaier 2006; Yuan et al. 2011 ). In addition, both downscaling and disaggregation procedures introduce errors into the climatic forcings and subsequently hydrologic products; thus might significantly influence the reliability of streamflow forecasts, mostly depending on their location and forecasting season. Sinha et al. 2014; Seo et al. 2016) .
Climate forecasts, that are available in large spatial scales, are typically issued in the form of ensembles, which quantify the uncertainty due to the initial conditions Doblas-Reyes et al. 2005) . Various studies have focused on reducing uncertainty in climate forecasts by combining multiple models Weigel et al. 2008 ) and developing different strategies for providing ensembles that quantify uncertainty in atmospheric conditions (Kumar et al. 2001; Li et al. 2008 ) and hydrologic states (Shukla and Lettenmaier 2011) . However, for statistical downscaling, most studies used only the ensemble mean of climate forecasts for developing streamflow forecasts which ignores the probabilistic information in the data (Sinha and Sankarasubramanian 2013) . Few studies that pointed out the significance of these probabilistic information use ensemble spread or a subset of skillful ensemble members in their modeling process in order to gain more accuracy in the forecasted products (Wilks and Hamill 2007; Regonda et al. 2006) .
The main intent of this study is to evaluate the value of ensemble climate forecasts in developing categorical streamflow forecasts based on statistical downscaling. Here, we propose the use of multinomial logistic regression (MLR) for downscaling probabilistic information inside the large scale ensemble climate forecasts into basinscale and utilize it for probabilistic streamflow forecasting. Unlike binary logistic regression that deals with only two categories of events, MLR is able to develop categorical probabilities for multiple outcomes and predefined events. The other advantage of MLR is that the model input can be both probabilistic data such as probabilistic information derived from climate ensembles as well as deterministic data such as initial land surface conditions of a catchment. In this study, we have employed precipitation forecasts from ECHAM4.5 GCM along with past streamflow observations to build MLR model for developing 1-month ahead categorical streamflow forecasts over six river basins that span across various hydroclimatic regimes located in the US Sunbelt. The performance of MLR model was then compared with the commonly used PCR model in order to identify the added value of using probabilistic information in the ensemble climate forecasts for improving streamflow forecasts. Results from our experiments address the following science questions associated with categorical streamflow forecasting: This manuscript is organized as follows: Section 2 provides information about the selected river basins and the hydroclimatic data used in this study. Section 3 details the MLR and PCR experimental setup and verification metrics used for model evaluations. Section 4 presents the results following with section 5 that summarizing the findings and conclusion from the study.
Study Area and Data

a. Study Area
In this study, we consider six river basins that fall under arid, semi-arid, or humid hydroclimatic regimes across the US Sunbelt (Fig. 1) . US Sunbelt is defined as the region south of the 37 • N latitude that has short and mild winters and extended summers. Table 1 presents detailed information about the selected river basins and their streamflow gauge stations.
b. Streamflow Data
Streamflow data is obtained from the U.S. Geological Survey's (USGS) Hydro-climatic Data Network (HCDN) (Slack et al. 1993 ) which consists of streamflow gauging stations with minimal anthropogenic impacts from upstream reservoir operations, land use changes, and groundwater pumping. This dataset encompasses daily, monthly, Fig. 1 ).
c. Climate Forecasts
Precipitation forecasts from ECHAM4.5 GCM model was obtained from International Research Institute of Climate and Society (IRI) data library (Li and Goddard 2005) . ECHAM model is developed by Max Planck Institute and is currently used in real time climate forecasting (Roeckner et al. 1992) . We considered ECHAM4.5 since it has a long period of retrospective monthly precipitation forecasts and studies have shown that ECHAM4.5 precipitation forecasts can provide a reliable skill in streamflow forecasting Sinha et al. 2014) . In this study we used both ECHAM4.5 monthly simulations and monthly forecasts both available at 2.8 • ×2.8 • resolution. In the simulation scheme, the observed Sea Surface Temperatures (SST) were used to feed the ECHAM4.5 GCM and the simulated ensemble of monthly precipitation contains 85 members. On the other hand, in the forecast scheme, the climate model is forced with the updated SST forecasts developed using the constructed analogue SST (CA-SST) (Van den Dool 1994) to develop the climate forecasts which has 24 ensemble members and available from 1957 till present. We decided to include the ECHAM4.5 simulations because it has sufficient number of ensemble members to evaluate if increased ensemble size provides additional information for developing probabilistic categorical streamflow forecasts. Here, we obtained 1-month ahead precipitation data from both ECHAM4.5 simulations and forecasts for the period of 46 years .
Methodology
For each river basin, the grid point of ECHAM4.5 precipitation forecasts having the highest correlation with the observed streamflow was selected among all the grid points that overlay or neighbor the basin boundary. Then the precipitation forecasts from the selected grid point and the observed monthly streamflow prior to the forecasting time step were considered as the two predictors of our modeling framework, along with the observed streamflow in that forecasting month considered as the predictand variable. Two models, Multinomial Logistic Regression (MLR) and traditional Principal Component Regression (PCR) were considered to develop streamflow forecasts. The models were evaluated based on leave-5-out cross validation and split sample validation to develop probabilistic streamflow tercile forecasts. This section provides more details about both models and validation techniques.
a. Candidate Models
PRINCIPAL COMPONENTS REGRESSION (PCR)
Climate Predictability Tool (CPT) from IRI (Mason and Tippett 2016) was employed in order to develop the PCR model. For a given month, the predictor variables for the PCR model include the ensemble mean of the precipitation forecasts (µ prec ) and the previous month observed streamflow (Q t−1 ) and PCR model estimates the conditional mean and variance of the streamflow during the forecasting time step. Using the above two statistics and by assuming the predictand follows a normal distribution, we quantify the probabilistic forecasts of below normal, normal, and above normal streamflow events (P(Q BN ), P(Q N ), P(Q AN )) based on the climatological thresholds. PCR is one of the widely used Model Statistic Output (MOS) approaches in both hydrological research fields and operational forecasting frameworks (Antolik 2000; Garen 1992; Hamill et al. 2006; Pagano 2008; Li et al. 2014; Arumugam et al. 2015) . However, the disadvantage of this method is that it only considers the ensemble mean and ignores the probabilistic information in the ensemble of climate forecasts.
MULTINOMIAL LOGISTIC REGRESSION (MLR)
Multinomial logistic regression is an extension of binary logistic regression, which enables the model to develop probabilistic predictions for multiple categories and outcomes. MLR is also capable of accepting inputs from mixed data types such as probabilities and deterministic variables. In order to feed MLR with the probabilistic information from the ensemble of climate forecasts, we quantified the probability of below normal P(P BN ), normal P(P N ), and above normal P(P AN ) precipitation forecasts. For this purpose, we first pooled together all the forecasted precipitation ensembles over the study period ) for a given month and then the 33 rd and 67 th model climatological percentiles were computed. Based on these climatological statistics of the ECHAM4.5 GCM, we estimated the probabilities of categorical precipitation forecasts in two different ways:
(i) Bin Counting: For each time step, the number of ensemble members that fall between the GCM model climatological 33 rd and 67 th percentiles were counted and then divided by the total number of ensembles (either 24 or 85 depending on the source of precipitation forecasts) in order to develop precipitation forecast tercile probabilities. We assigned the term MLR1 to the MLR model that uses this type of precipitation probabilistic predictors.
(ii) Distribution Fitting: For each time step, a lognormal distribution was fit to the precipitation ensemble and the CDF of the model climatological 33 rd and 67 th quantiles were computed. MLR model fed with this type of predictor is called MLR2 in the following.
The predictor matrix X ( Eqn. 1 ) for MLR model consists of probabilities of categorical precipitation events as well as observed streamflow prior to the forecasting time step. We didn't include P(P AN ) in the predictors since it can be derived from the other two probabilities thus it doesn't add any additional information into the modeling framework. MLR model requires categorized outcomes as the predictand, thus for a given month we converted the streamflow observations to nominal outcomes based on the 33 rd and 67 th quantiles of the historical records. The MLR model then estimates the coefficient matrix B ( Eqn. 2 ) for the regression. In MLR model, number of rows in the coefficient matrix should be equal to number of predictors plus one and number of columns is equal to number of outcome categories minus one so in our study the matrix B would have 4 rows and 2 columns. Finally based on the equations 3 and 4 and the rule that probabilities sum up to 1, the probabilities of the BN, N, and AN categories of streamflow forecasts were computed.
b. Model Calibration and Validation
MLR and PCR models were conducted and evaluated based on two different validation techniques which are explained here.
1) CROSS VALIDATION
Cross validation technique is a procedure that assesses the performance of a model by calibrating the model with a subset of the data and validating it for the left out data (Craven and Wahba 1978) . In this study, for a given month, leave-5-out cross validation is performed by removing a 5-year window of data centered at the forecasting time step, calibrating the model based on the remaining 41 years of data, and then evaluating the model performance on the forecasting year.
2) SPLIT SAMPLE TECHNIQUE
In the split sample technique, unlike the crossvalidation only a single subset of data is used to train the models. Here, The first 26 years of data (from 1957 to 1982) is used as the calibration period and the remaining 20 years (from 1983 to 2002) as the validation period.
Each of the explained validation techniques has its own advantages and drawbacks. Cross validation can stabilize the structure of the model since it uses different subsets of training data. On the other hand, in the split sample test the model has lesser years for the calibration and it is shown that it has lesser skill too, comparing to crossvalidated forecasts (Goutte 1997; Moradkhani et al. 2004) . Split sample test is commonly used and beneficial when there is a short set of dataset so it is not rational to leave out the available data. In addition, the split sample validation technique provides a more rigorous way to evaluate the skill of the model towards operational forecasting as it only uses past data to develop the forecasts (Klemeš 1986 ).
c. Forecasting Skill Metrics
Candidate models' performance is evaluated over their validation period using Rank Probability Skill Score (RPSS) which is a widely used statistic in probabilistic forecasting verification (Epstein 1969; Wilks 2006) . RPSS indicates the improvement of the model skill relative to the climatology in forecasting the category in which the streamflow observation lies. First, Rank Probability Score (RPS, Eqn. 5) is computed which expresses the closeness of the forecasted CDF of the categorical probabilities to the observed CDF for each time step and then RPSS is computed by comparing the RPS of forecast with the RPS of climatology (Eqn. 7),
where in the above equations, P k t , O k t , andŌ k t are the forecasted, observed, and climatological cumulative probabilities respectively at the time step t for the k th category.
In addition to RPSS, in order to diagnose different attributes of the forecasting skill for a specific category (e.g. BN or AN), we employed commonly used Brier Score (BS) (Brier 1950; Weigel et al. 2007) , and its empirical decomposition into reliability (REL), resolution (RES), and uncertainty (UNC) were quantified for model intercomparison purposes based on the following equations:
where N is total number of forecast probabilities, y t is binary observation (y t = 1 if event happened and y t = 0 otherwise), and the issued forecasts p t were assumed to have D distinct values (i.e. p t ∈ {P 1 , ..., P D }) for all timesteps t. n d denotes the number of times when the d th forecast was issued, and o d refers to the total number of events that have been observed when the d th forecast was issued.ō is the climatological event frequency which is equal to 0.33 (i.e. BN or AN months) in this case.
Results
Based on the two MLR approaches that are described in section 3, we selected the individual model with higher skill for discussing the results. Fig. 2 compares the crossvalidated RPSS between MLR and PCR for all six basins during four seasons. RPSS metric ranges from negative infinity to 1 where for better visualization purposes (i.e. better visualize the variability in the plots) we limited the RPSS axes from -1 to 1 which illustrates almost 95% of the data points on average. All the positive RPSS medians in the box plots in Fig. 2 suggest that the MLR and PCR forecasts perform better than the climatology (i.e. RPSS median greater than zero). In addition, the MLR model is more successful than the PCR model in forecasting streamflows in almost all the cases as it indicates higher median RPSS and interquartile range (IQR) (Fig. 2) . According to the box plots, Rio Grande river basin exhibits the best forecasting performance since more than 75% of RPSS values from both models are above zero for all seasons. In general, the MLR model delivers a wider distribution of RPSSs compared to the PCR model indicating a higher uncertainty in streamflow forecasts. MLR performs better than PCR in the Guadalupe river basin during the winter season with the first quartile of MLR being approximately above the third quartile of PCR highlighting that in 75% of occasions MLR would be more skillful. Fig. 3 shows the same analysis of RPSS values developed under the split-sample validation technique. We again see that both MLR and PCR forecasts are more skillful than the climatology. Comparing the RPSS median between the two forecasting models, MLR model still performs better than the PCR model in all basins over all seasons with just one exception during spring season in the Deep river basin. From Fig. 2 and Fig. 3 we notice that the skill of cross-validated forecasts vary less in comparison to the split-sample validation. The reason is that the cross-validation approach considers more data for model training resulting in less variability in model skill. We also notice under both validation techniques that MLR model's distributions of RPSSs are more skewed towards higher values indicating that MLR is able to issue better streamflow predictions over the considered period suggesting higher reliability of MLR. Furthermore, another analysis was conducted on the cross-validated forecasts during BN and AN months using BS and its decomposed components. Table 2 shows the difference in forecast verification metrics comparing MLR and PCR forecasts over each river basin. Positive (Bold) numbers indicate the improvements achieved by utilizing MLR forecasts over PCR forecasts. REL and RES values were computed using 20 distinct forecast probabilities (i.e. D = 20) during 46 years of monthly forecasts (i.e. N = 552). Note that UNC component does not differ between MLR and PCR forecasts thus it is not included in this table. This assessment reveals that MLR forecasts consistently have lower brier score for BN months and most likely for AN months over all the basins. This is particularly because of the greater resolution in MLR forecasts, thus containing more information compared to PCR forecasts (an 'uninformed' forecaster has RES = 0). However, ∆REL values imply that sometimes MLR has lower reliability (a reliable forecaster has REL = 0) compared to PCR, but this degradation is dominated by the improved resolution and eventually results in better (lower) brier score.
We also compared the performance of two MLR models that were fed with two types of climatic probabilistic information. One uses bin counting (MLR1) to quantify the precipitation probabilities and the other one uses fitting a log-normal distribution (MLR2) in order to obtain the probabilistic information from the precipitation ensembles (details in section 3). Fig. 4 shows the individual RPSSs for all the monthly time steps under two validation techniques. Also the months are categorized based on below normal (BN), normal (N), and above normal (AN) months which are obtained by comparing observed streamflow with the climatological terciles. Based on Fig. 4 we see that the points are scattered almost equally on the two sides of the diagonal line indicating no significant difference in forecasting skill whether using bin counting or fitting a log-normal distribution to the precipitation ensemble.
Fig . 5 demonstrates the comparison between the skill of MLR and PCR models in categorical streamflow forecasting for each individual monthly time step during the validation period. In order to simplify the comparison across the models, the medians of the RPSS values for each category were shown on each axes as colorized lines. In this figure, since the majority of points and consequently the intersection of median lines are located below the diagonal line, it indicates that the RPSS of MLR is higher than PCR. By looking at the point clouds in Fig. 5a we see that the skill of PCR model varies less (less deviation in RPSS values) in terms of forecasting normal (N) flows compared to other two categories. MLR model performs more precisely in arid regions like Guadalupe and Rio Grand river basins, since most of the points are scattered on the right side of the boxes. Based on the medians of the RPSSs in Fig. 5a , both MLR and PCR models have a better skill in forecasting AN and BN months, compared to N months. It is harder to conclude this by looking at Fig. 5b since there are fewer data points in the split sample validation as we have limited sample size under the different flow categories. In addition, the better performance of MLR is distinct in the arid basins.
Further, the seasonal relationship between the mean monthly ∆RPSS (∆RPSS = RPSS MLR − RPSS PCR ) and the skewness of monthly flows, γ based on Eqn. 13:
where σ is the standard deviation of flow values for a given month m computed over 46 years of observations, were computed. This assessment was conducted by fitting a linear regression to the monthly data collected from all the basins during each season. Based on this seasonal analysis, we infer that a significant positive relationship between ∆RPSS and γ exists only in the winter season during which the estimated regression slope is greater than zero with the p-values less than 0.05 under both cross validation and split sample validation (Fig. 6) . It is well known that climate models show more skill in forecasting during the winter season across the Southern US due to the teleconnections associated with ENSO conditions (Devineni and Sankarasubramanian 2010b; Oh and Sankarasubramanian 2012) . In addition, the selected basins also exhibit increased inter-annual variability in winter flows resulting in higher variations in skewness.
Similar analysis was also conducted based on monthly average ∆RPSS for each basin. Results showed that Deep and Rio Grande river basins exhibit a significant positive relationship between monthly ∆RPSS and γ m . This suggests that MLR model performs better than PCR model in forecasting mode when skewness of monthly flows are higher, which typically occurs with higher inter-annual variability in streamflows. The improved performance of basins with high skewness also arises from the ability of MLR model to accommodate skewed nature of streamflow forecasts, whereas the PCR model assumes log-normal distribution, which forces the skewness of the streamflow forecast to be fixed (γ is zero in the log-transformed plane but γ = 3CV +CV 3 in the original plane, where CV is the coefficient of variation of flows).
Relative Contribution of Model Inputs
As mentioned earlier, the MLR model is forced with probabilistic information from precipitation forecasts along with deterministic streamflow observation from prior months. To further understand the role of each input component in determining the skill of probabilistic streamflow forecasting, MLR modeling was performed under two scenarios -the first one being probabilistic information from precipitation forecasts MLR(P) alone as a predictor, and the second being the antecedent streamflow observations MLR(Q t−1 ) alone as a predictor -for developing streamflow forecasts. The forecasted products from these schemes were then compared to the original MLR modeling scheme which uses both input variables (MLR(P, Q t−1 )) and were evaluated based on the differences in average rank probability scores (RPS). Fig. 7 illustrates the median of RPS differences between each of the scenarios and the original modeling scheme, which basically denotes the role of the input component that was excluded from each scenario. For instance, the comparison between MLR(Q t−1 ) and MLR(P, Q t−1 ) schemes quantifies the contribution of precipitation forecast (i.e.
[P(P BN ) t , P(P N ) t ], see Eqn.1) in enhancing the skill of streamflow forecasting. Based on this, we see that contribution of streamflow input dominates in comparison to the contribution of precipitation probabilities. This is mostly due to the hydrological persistence of the basins compared to the probabilistic precipitation forecast available from the climate model.
Ensemble Size Analysis
One of the objectives of our study is to analyze the role of ensemble size of precipitation forecasts in determining the performance of streamflow forecasting via MLR model. In this regard, we decided to use ECHAM4.5 precipitation simulations with 85 ensemble members instead of actual ECHAM4.5 forecasts which has only 24 ensemble members. We performed the cross-validated MLR model 50 times for each ensemble size ranges from 10 to 85 with increments of 5. For a given ensemble size, in each one of the 50 iterations that MLR model was fitted, we randomly selected ensemble members out of the 85 members to form the specified ensemble size which was subsequently used to obtain the probabilities of precipitation forecasts. This helped us to evaluate 50 MLR models under a given ensemble size. However, when the ensemble size increases the number of unique subsets of ensemble members would become more limited which results in less variation in model's skill, which is also clear in Fig. 8 . This figure illustrates the results of this analysis for three sample basins during four seasons that are represented in different colors with the shaded colors as the spread of the RPSS's. This analysis reveals that the skill of the MLR model is almost independent of the precipitation ensemble size since there is not a significant unique trend in the plots. It is important to note that the MLR skill in this figure should not necessarily be same as Fig. 2 since we used precipitation forecasts from ECHAM4.5 simulations which has 85 members, whereas all the results presented in figures 2-6 were developed using retrospective ECHAM4.5 forecasts which has 24 ensemble members.
Discussion and Concluding Remarks
Categorical streamflow forecasts which provides information on the probability of occurrence of below-normal and above-normal flows are useful in contingency planning and in allocating resources for the shift in streamflow potential. Furthermore, categorical forecasting also provides the change in the seasonal streamflows from climatology; hence they are easy to communicate. In this regard, we applied Multinomial Logistic Regression (MLR) as a potential approach to develop probabilistic categorical streamflow forecasts by using the probabilistic information in climate forecasts and previous month streamflow. Thus, coarse-scale ensemble-based precipitation forecasts from ECHAM4.5 GCM along with past observations of streamflow from HCDN dataset were used as the predictors of MLR model in order to issue 1-month ahead streamflow forecasts consisted of Below Normal (BN), Normal (N), and Above Normal (AN) streamflow occurrences over six river basins across the US Sunbelt. We compared the performance of MLR model with the traditional approach, Principal Component Regression (PCR), which is commonly used to obtain the categorical precipitation and streamflow forecasts. Our findings demonstrated that MLR and PCR models both have a higher forecasting skill than climatology for almost all the seasons by having the median of RPSS values greater than zero. Also, the analysis of both models under cross validation and split sample validation techniques revealed that the MLR model has a higher skill in producing categorical streamflow forecasts comparing to traditional regression alternatives such as the PCR model. The reason is that the MLR model is capable of utilizing the probabilistic information in the climate forecast ensemble while the PCR model is built based on the mean of the ensembles, thereby not considering the ensemble spread in issuing categorical forecasts. Further, MLR structure is based on the multinomial distribution, which can naturally accommodate the skewness exhibited in the conditional distribution of flows. Hence, MLR model performs more accurately in arid basins and during months with high skewness in flows over humid basins. Grantz et al. (2005) has shown that for snow-dominated river basins (i.e. Rio Grande and Verde river basins), incorporating the information from large-scale climatic forecasts with the winter snowpack initial conditions as models predictors potentially ends up with a higher streamflow forecasting skill. Thus, for basins under snow-melt regime, one could potentially consider snow water equivalent (SWE) as a predictor instead of streamflow records particularly for predictions during the melting seasons. However, for non snowmelt months, considering antecedent streamflow would be a good strategy to develop monthly streamflow forecasts. For basins under rainfall-runoff regime, consideration of additional predictors such as remotely-sensed soil moisture products (e.g. SMAP) and groundwater levels (e.g. from USGS Climate-Groundwater Response Network) could also be given to enhance the forecasting skill. Even though this study shows the contribution of precipitation forecasts in improving the skill is limited, one could also consider tercile forecasts from multi-model ensemble which in general improves the reliability of climatic probabilistic forecasts (Devineni and Sankarasubramanian 2010a; Singh and Sankarasubramanian 2014) . We also infer that the skill of the streamflow forecasts in general improves for large basins in comparison to the smaller basins. For instance, Deep River basin has relatively the lowest skill compared to the rest of the basins. Thus, basins dominated with significant groundwater storage (e.g., ACF) having strong persistence in streamflows are expected to have its' skill contributed mostly by previous month streamflow conditions. In this study, two different methods were employed and evaluated to estimate the probabilistic information inside the climate forecasts. The MLR model was forced with tercile precipitation forecasts estimated either by (1) counting the ensemble members lies in each category or by (2) fitting a log-normal distribution to the forecasted ensembles. Results revealed that there is no significant change in the skill of the MLR model between these two information extraction approaches. In addition, the role of the ensemble size of precipitation forecasts was evaluated in estimating the categorical streamflow forecasts using MLR model. Our analyses showed that probabilistic information collected from 10-25 members are enough to estimate streamflow forecasts while further increase in ensemble size did not result in any significant and consistent improvements in the skill of categorical streamflow forecasting. Thus, the proposed MLR approach offers an alternate approach to issue categorical streamflow forecasts that are typically needed in communicating the change in monthly/seasonal streamflow potential. 
