Contact process with temporal disorder by Barghathi, Hatem et al.
ar
X
iv
:1
60
3.
08
07
5v
2 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  2
4 A
ug
 20
16
Contact process with temporal disorder
Hatem Barghathi and Thomas Vojta
Department of Physics, Missouri University of Science and Technology, Rolla, MO 65409, USA
Jose´ A. Hoyos
Instituto de F´ısica de Sa˜o Carlos, Universidade de Sa˜o Paulo,
C.P. 369, Sa˜o Carlos, Sa˜o Paulo 13560-970, Brazil
(Dated: September 11, 2018)
We investigate the influence of time-varying environmental noise, i.e., temporal disorder, on the
nonequilibrium phase transition of the contact process. Combining a real-time renormalization
group, scaling theory, and large scale Monte-Carlo simulations in one and two dimensions, we show
that the temporal disorder gives rise to an exotic critical point. At criticality, the effective noise
amplitude diverges with increasing time scale, and the probability distribution of the density becomes
infinitely broad, even on a logarithmic scale. Moreover, the average density and survival probability
decay only logarithmically with time. This infinite-noise critical behavior can be understood as the
temporal counterpart of infinite-randomness critical behavior in spatially disordered systems, but
with exchanged roles of space and time. We also analyze the generality of our results, and we discuss
potential experiments.
PACS numbers: 05.70.Ln, 64.60.Ht, 87.23.Cc, 02.50.Ey
I. INTRODUCTION
Directed percolation (DP) is the prototypical univer-
sality class of nonequilibrium phase transitions between
active, fluctuating states and fluctuationless absorbing
states. According to a conjecture by Janssen and Grass-
berger [1, 2], all absorbing state transitions with a scalar
order parameter, short-range interactions, and no extra
symmetries or conservation laws belong to this class. DP
critical behavior has been predicted to occur, for exam-
ple, in the contact process [3], catalytic chemical reac-
tions [4], interface growth [5] and dynamics [6], as well
as in turbulence [7] (see also Refs. [8–13] for reviews).
Despite its ubiquity in theory and computer simula-
tions, experimental observations of DP critical behavior
were lacking for a long time [14]. A full verification of
this universality class was achieved in the transition be-
tween two turbulent states in a liquid crystal [15]. Other
examples of experimental systems undergoing absorb-
ing state transitions include periodically driven suspen-
sions [16, 17], superconducting vortices [18], and bacteria
colony biofilms [19, 20].
One of the reasons for the rarity of DP behavior in
experiments is likely the presence of disorder in most re-
alistic systems. In fact, the DP critical point is unstable
against spatial disorder because its correlation length ex-
ponent ν⊥ violates the Harris criterion [21] dν⊥ > 2 in
all physical dimensions. Along the same lines, the DP
critical point is unstable against temporal disorder be-
cause its correlation time exponent ν‖ = zν⊥ violates
Kinzel’s generalization [22] ν‖ > 2 of the Harris criterion
(see Ref. [23] for the stability with respect to general
spatio-temporal disorder).
The effects of spatial disorder on the DP universality
class have been studied in detail using both analytical
and numerical approaches. Hooyberghs et al. [24] im-
plemented a strong-disorder renormalization group (RG)
[25, 26] for the disordered contact process and predicted
that the transition is controlled by an exotic infinite-
randomness critical point (at least for sufficiently strong
disorder [27]), accompanied by strong power-law Grif-
fiths singularities [28, 29]. The infinite-randomness crit-
ical point was confirmed by extensive Monte-Carlo sim-
ulations in one, two and three space dimensions [30–33].
Analogous behavior was found in diluted systems close to
the percolation threshold [34] and in quasiperiodic sys-
tems [35] (for a review, see Ref. [36]).
The fate of the DP transition under the influence of
temporal disorder, i.e., environmental noise, has received
less attention so far. Jensen applied Monte-Carlo simula-
tions [37] and series expansions [37, 38] to directed bond
percolation with temporal disorder. He reported power-
law scaling, but with nonuniversal exponents that change
continuously with the disorder strength. (Note that
Jensen’s values for the correlation time exponent ν‖ vio-
late Kinzel’s bound ν‖ > 2 for weaker disorder.) Vazquez
et al. [39] revisited this problem focusing on the effects of
rare strong fluctuations of the temporal disorder. They
identified a temporal analog of the Griffiths phase in spa-
tially disordered systems that features an unusual power-
law relation between lifetime and system size. Recently,
Vojta and Hoyos developed a real-time strong-noise RG
[40] for the temporally disordered contact process. This
method predicts an exotic infinite-noise critical point at
which the effective disorder strength diverges with in-
creasing time scale. The probability distribution of the
density becomes infinitely broad, even on a logarithmic
scale, and the average density and survival probability at
criticality decay only logarithmically with time.
In the present paper, we employ large-scale Monte-
Carlo simulations to test the predictions of this RG the-
ory. We study the contact process with temporal dis-
2order in one and two space dimensions performing both
spreading and density decay simulations; and we analyze
the numerical data by means of a scaling theory deduced
from the strong-noise RG [40]. Our paper is organized
as follows. In Sec. II, we define our model. Section III is
devoted to a summary of the strong-noise RG and the re-
sulting scaling theory. The Monte-Carlo simulations are
presented in Sec. IV. We conclude in Sec. V.
II. CONTACT PROCESS WITH TEMPORAL
DISORDER
The contact process [3] is a prototypical lattice model
featuring an absorbing-state phase transition. It can be
understood as a model for the spreading of an epidemic.
The contact process is defined on a d-dimensional lattice
which we assume to be hypercubic for simplicity. Each
lattice site can be in one of two states, healthy (inac-
tive) or infected (active). The time evolution of the con-
tact process is a continuous-time Markov process during
which infected sites heal spontaneously at rate µ while
healthy sites become infected at rate λn/(2d). Here, n
is the number of infected neighbors of the given healthy
site. The long-time behavior of the contact process is
determined by the ratio between the infection rate λ and
the healing rate µ. If µ ≫ λ, the infection eventually
dies out completely. The system ends up in the absorb-
ing state without any infected sites. This is the inactive
phase. In the opposite limit, λ ≫ µ, the density of in-
fected sites remains nonzero for all times. This is the
active phase. In the clean case, when the rates λ and µ
are uniform in space and independent of time, the phase
transition between the active and inactive phases is in
the DP universality class.
We introduce temporal disorder, i.e., environmental
noise, by making the infection and healing rates time
dependent. To be specific, we consider rates
λ(t) = λn , µ(t) = µn (tn < t < tn+1) (1)
that are piecewise constant over time intervals ∆tn =
tn+1 − tn. The λn and µn in different time intervals
are statistically independent and drawn from probability
distributions Wλ(λ) and Wµ(µ).
III. THEORY
In this section, we summarize the strong-noise RG of
Ref. [40], and we develop a scaling description of the
phase transition.
A. Mean-field theory
We start by considering the mean-field approximation
of the temporarily disordered contact process because its
critical behavior can be found exactly. The mean-field
equation is obtained by assuming that the states of dif-
ferent lattice sites are independent of each other. The
time evolution of the density ρ of active sites (for a sin-
gle given realization of the temporal disorder) is then
governed by the logistic evolution equation
ρ˙(t) = [λ(t)− µ(t)]ρ(t) − λ(t)ρ2(t) . (2)
If the infection and healing rates λ and µ are time-
independent, this differential equation can be solved in
closed form. Employing this solution within each time
interval (tn, tn+1), we find a linear recurrence for the in-
verse density of the given disorder realization,
ρ−1n+1 = anρ
−1
n + cn . (3)
Here, ρn = ρ(tn) is the density at the start of time inter-
val (tn, tn+1). The multipliers an = exp[(µn − λn)∆tn]
implement the exponential growth or decay due to the
linear term in the evolution equation (2). The additive
constants cn = (an − 1)λn/(µn − λn) limit the increase
in ρ; they are only important for large ρ and prevent
ρn > 1.
The time evolution of the density therefore consists of
a random sequence of spreading (for λn > µn) and decay
(for λn < µn) segments. This sequence can either be
mapped onto a random walk with a reflecting boundary
condition [40], or it can be analyzed by means of the
strong-noise RG.
In the present paper, we focus on the RG because we
will be able to adapt it to finite-dimensional (non mean-
field) systems later. The strong-noise RG, sketched in
Fig. 1, can be understood as the temporal analog of the
strong-disorder RG [26] for spatially disordered systems.
We start by combining consecutive decay time intervals
(µn > λn) into a single interval of length ∆t
up. We also
combine consecutive spreading intervals (µn < λn) into a
single interval of length ∆tdn. (Note that “up” and “dn”
refer to the behavior of x = − ln ρ.) The time evolution
is now a zig-zag curve of alternating spreading and decay
segments. In each segment, the inverse density evolves
according to the recurrence ρ−1(t + ∆t) = aρ−1(t) + c.
The multipliers of the spreading (down) segments fulfill
adn < 1 while those of the decay (up) segments fulfill
aup > 1.
The strong-noise RG consists in iteratively decimat-
ing the weakest spreading and decay segments which
coarse-grains time. Specifically, each RG step elimi-
nates the segment for which the multiplier a is clos-
est to unity, i.e., the segment with the smallest | ln a|,
by combining it with the two neighboring segments,
as demonstrated in Fig. 1. This defines the RG scale
Γ = lnΩ = min(ln aupi ,− lna
dn
i ). The time evolution of
ρ−1 in the combined segment follows the same linear re-
currence ρ−1(t+∆t˜) = a˜ρ−1(t)+ c˜ but with renormalized
coefficients a˜ and c˜. If a spreading (down) segment adni
is decimated, the renormalized multiplier reads
a˜up = aupi+1a
up
i /Ω , (4)
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FIG. 1. (color online) Schematic of the strong-noise RG.
The RG step replaces the time evolution in the top panel
by that in the bottom panel by eliminating the segment with
the smallest change of x = − ln ρ, i.e, the segment with the
smallest | ln a|. Here, the segment ∆tup3 with multiplier a
up
3
is decimated by combining it with the segments ∆tdn2 and
∆tdn3 . This results in the renormalized time evolution featur-
ing the coarse-grained segment ∆t˜dn with renormalized mul-
tiplier a˜dn, as given by Eqs. (7) and (5), respectively.
while the decimation of a decay (up) segment aupi leads
to
1/a˜dn = (1/adni ) (1/a
dn
i−1)/Ω , (5)
The renormalized additive constants c˜ are given by c˜up =
aupi+1a
dn
i c
up
i + a
up
i+1c
dn
i + c
up
i+1 and c˜
dn = adni a
up
i c
dn
i−1 +
adni c
up
i + c
dn
i while the time intervals renormalize as
∆t˜up = ∆tupi +∆t
dn
i +∆t
up
i+1 , (6)
∆t˜dn = ∆tdni−1 +∆t
up
i +∆t
dn
i . (7)
All these RG recursion relations are exact, and the re-
cursions for the multipliers aup and adn are independent
of the additive constants cup and cdn. Upon iterating
the RG step, the probability distributions of the multi-
pliers change, and their behavior in the limit Ω → ∞
determines the long-time physics.
The RG defined by the recursion relations (4) to (7)
is the temporal equivalent of Fisher’s RG for the spa-
tially disordered transverse-field Ising chain [41] (with
time taking the place of position) and can be solved in
the same way. The solution yields an exotic infinite-
noise critical point at which the distributions of ln aup
and ln adn become infinitely broad in the long-time limit.
This leads to enormous density fluctuations and an un-
usual logarithmic dependence of the life time on the sys-
tem size.
The theory of this mean-field infinite-noise critical
point was worked out in detail in Ref. [40], here we sim-
ply quote key results. The disorder-averaged density at
criticality decays as ρav ∼ t
−δ with time t, the station-
ary density in the active phase varies as ρav ∼ |r|
β with
distance r from criticality and the correlation time varies
as ξt ∼ |r|
−ν‖ . The exponent values
δ = 1/2 , β = 1 , ν‖ = 2 . (8)
differ from the “clean” mean-field exponents δ = 1, β =
1, ν‖ = 1 [9]. The probability distribution of the density,
P (x, t) with x = − ln ρ, broadens without limit with in-
creasing time at criticality; this reflects the infinite-noise
character of the critical point. P (x, t) obeys the single-
parameter scaling form P (x, t) = t−1/2Φ(x/t1/2). Be-
cause of the infinite-noise character of the critical point,
this critical behavior is asymptotically exact. Moreover,
the lifetime τN of a finite-size sample in the active phase
shows an anomalous power-law dependence τN ∼ N
1/κ
on the sample volume (number of sites) N , in agreement
with the notion of a temporal Griffiths phase [39]. The
Griffiths exponent κ diverges at criticality, giving rise to
the logarithmic dependence τN ∼ ln
2N .
B. Finite dimensions
We now adapt the strong-noise RG to the case of the
finite-dimensional (non mean-field) contact process. Sim-
ilar to the mean-field case, the time evolution is a se-
quence of density decay and spreading segments. For
strong temporal disorder, each individual segment is deep
in one of the two phases and far away from criticality.
This suggests that one can neglect spatial fluctuations
and formulate the theory in terms of the time-dependent
density ρ(t) only. We will return to the validity of this
approximation in Sec. V.
How does the time evolution of ρ(t) in finite dimen-
sions differ from the mean-field case? During the de-
cay segments, the density decreases exponentially just as
in the mean-field case because each infected lattice site
can heal independently. In contrast, the behaviors of
ρ(t) during the spreading segments in the mean-field and
finite-dimensional cases are qualitatively different. In
a finite-dimensional system with short-range couplings,
the infection cannot spread faster than ballistically. In
fact, in the active phase of the clean contact process,
the spreading is known to be precisely ballistic, i.e., the
boundary between an active cluster and the surrounding
inactive area advances, on average, with constant speed
(see, e.g., Sec. 6.3 of Ref. [8]).
In the case of strong temporal disorder, individual
spreading segments are far away from criticality. We
therefore expect ballistic spreading during these seg-
ments. This implies that the radius of an active cluster
increases linearly with time, and its volume increases as
td. The total density of active sites during a spreading
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FIG. 2. (color online) Time evolution of the density of an
individual noise realization at criticality, plotted as x = − ln ρ
vs. t. The 1d data are for a system of 104 sites using µ =
1,∆t = 1 and binary distributed λ with λh = 8.1, λl = 0.81
and p = 0.8. The 2d data are for 1000× 1000 sites using µ =
1,∆t = 2 and binary distributed λ with λh = 3.65, λl = 0.365
and p = 0.8 (see Eq. (26) for the meaning of the parameters).
segment is proportional to the total volume of all ac-
tive clusters and therefore increases with time as ρ(t) ≈
ρ0(1 + bt)
d rather than an exponentially. The qualita-
tive difference between the exponential density decrease
and the power-law increase can be easily seen in the ρ(t)
curves of individual configurations of the temporal disor-
der shown in Fig. 2.
We now modify the RG recursion relations to reflect
the change in the spreading dynamics. When decimating
a small spreading (down) segment, the two neighboring
exponential decay segments combine multiplicatively just
as in Eq. (4). In contrast, if a small decay (up) segment is
decimated, we need to combine its two neighboring bal-
listic spreading segments during which the radii of active
clusters increase linearly with time. The renormalized
multiplier a˜ must reflect the ballistic growth during en-
tire renormalized time interval. For strong disorder, it
can be estimated as 1/a˜dn = (1 + b˜∆˜tdn)d ≈ (b˜∆˜tdn)d =
(bi∆t
dn
i + bi−1∆t
dn
i−1)
d ≈ [(1/adni )
1/d+(1/adni−1)
1/d]d. For
the finite-dimensional contact process, we therefore ar-
rive at the RG recursion relations
a˜up = aupi+1a
up
i /Ω , (9)
(1/a˜dn)1/d = (1/adni )
1/d + (1/adni−1)
1/d − Ω1/d . (10)
The last term in Eq. (10) contains the (subleading) con-
tribution of the decimated upward segment which we
have added to make sure Eq. (10) is valid in the atypical
case 1/adni = 1/a
dn
i−1 = Ω. The time intervals renormalize
according to (6) and (7) as in the mean-field case.
The RG defined in Eqs. (6), (7), (9), and (10) is for-
mally equivalent to the strong-disorder RG of spatially
disordered quantum systems with super-Ohmic dissipa-
tion [42] or with long-range interactions [43]. To solve it,
we introduce reduced variables Γ = lnΩ, β = ln aup − Γ
and ζ = d[(Ωadn)−1/d−1]. In terms of these variables, the
flow equations for the probability distributions P(ζ; Γ)
and R(β; Γ) read
∂R
∂Γ
=
∂R
∂β
+ (R0 − P0)R+ P0
(
R
β
⊗ R
)
, (11)
∂P
∂Γ
=
(
1 +
ζ
d
)
∂P
∂ζ
+
(
P0 −R0 +
1
d
)
P+R0
(
P
ζ
⊗ P
)
.
(12)
Here, R0 = R(0; Γ) and P0 = P(0; Γ), and the symbol
P
ζ
⊗ P =
∫ ζ
0 P(ζ
′)P(ζ − ζ′)dζ′ denotes the convolution.
The complete solution of the flow equations is rather
complicated, but physically relevant solutions can be ob-
tained using the exponential ansatz [44]
R(β; Γ) = R0e
−R0β , P(ζ; Γ) = P0e
−P0ζ . (13)
When we insert this ansatz into the flow equations (11)
and (12), we obtain the corresponding flow equations for
the parameters R0 and P0,
dR0/dΓ = −R0P0 , dP0/dΓ = (1/d−R0)P0 (14)
which take the well-known Kosterlitz-Thouless form [45].
Let us discuss the fixed points of these flow equations
and their properties. There is a line of fixed points at
P∗0 = 0,R
∗
0 arbitrary. They are stable for R0 > 1/d but
unstable for R0 < 1/d. The full RG trajectories in the
R0 − P0 plane can be obtained by combining equations
(14) to eliminate Γ. This yields dP0/dR0 = 1− 1/(dR0)
with solution P0 = R0− (lnR0)/d+C where C is an in-
tegration constant. These Kosterlitz-Thouless type tra-
jectories are sketched in Fig. 3.
Depending on the value of C, three regimes need
to be distinguished: (i) If C > Cc = −(1 + ln d)/d,
the RG flow is towards R0 = 0 and P0 = ∞. This
means that the upward multipliers aup become large and
broadly distributed while the downward multipliers sat-
urate at adn ≈ 1/Ω. This is the inactive phase. (ii)
For C < Cc, the flow is towards the line of stable fixed
points P∗0 = 0,R
∗
0 > 1/d. Here, the downward multi-
pliers 1/adn become large and broadly distributed. This
is the active phase. (iii) The critical point corresponds
to C = Cc for which the flow approaches the endpoint
P∗0 = 0,R
∗
0 = 1/d of the line of stable fixed points. To
find the dependence of the renormalized time intervals on
the RG scale Γ, we notice that every decimation reduces
the number n(Γ) of up-down interval pairs by one. n(Γ)
thus fulfills the equation
dn/dΓ = −(R0 + P0)n . (15)
Expanding the RG flow equations (14) about the fixed
points, we find the following long-time behavior in the
active phase and at criticality: n(Γ) ∼ exp(−ΓR∗0) =
Ω−R
∗
0 . The typical length of a renormalized time interval
5FIG. 3. (color online) Schematic of the RG flow in theR0−P0
plane. For C < Cc, the flow asymptotically approaches a line
of stable fixed points that represent the active phase. In the
inactive phase, C > Cc, the flow is towards R0 → 0, and
P0 → ∞. For C = Cc, one flows into the critical fixed point
at R∗0 = 1/d, and P
∗
0 = 0.
pair thus behaves as ∆t˜ ∼ ΩR
∗
0 . At the critical point,
this means ∆t˜ ∼ Ω1/d because R∗0 = 1/d. In the inactive
phase, ∆t˜ increases exponentially, ln∆t˜ ∼ Ω1/d.
Many physical results can be obtained by analyzing
the RG. A central quantity is the probability distribu-
tion P (x) of the logarithm of the density, x = − ln ρ.
Its width ∆x at criticality is determined by the typical
value of ln aup. As R∗0 = 1/d, we obtain ∆x ∼ ln a
up ≈
Γ = lnΩ ∼ ln t. The distribution P (x) thus broadens
without limit, in agreement with the notion of “infinite-
noise criticality” (and similar to the mean-field case dis-
cussed in Sec. III A). The behavior of the average density
ρav = 〈ρ〉 can be found using the scaling ansatz P (x) =
Φ(x/ ln t)/ ln t with a time-independent function Φ. Inte-
grating over P (x), this gives ρav ∼ 〈exp(−x)〉 ∼ (ln t)
−δ¯
with δ¯ = 1 (the overbar indicates the logarithmic rather
than power-law time dependence). In contrast, the typi-
cal density ρtyp ∼ exp(−〈x〉) decays as a power of t.
The correlation time ξt can be determined as the time
at which the off-critical solution of (14) deviates apprecia-
bly from the critical one. As expected from a Kosterlitz-
Thouless flow, this yields an exponential dependence,
ln ξt ∼ |r|
−ν¯‖ with ν¯‖ = 1/2. Here r = C − Cc mea-
sures the distance from criticality. In the active phase,
the density reached at time ξt scales as the stationary
density, 〈ρst〉 ∼ 1/ ln ξt ∼ |r|
β with order parameter ex-
ponent β = 1/2.
The RG also allows us to calculate the life time τN of
a finite-size sample of N sites. To find τN , we follow the
RG until the typical upward multiplier reaches aup = N .
The corresponding renormalized time interval ∆t˜ on this
RG scale is the life time τN because it is the typical time
for a decay segment in which the density decreases by a
factor 1/N . From the solutions of the flow equations, we
find τN ∼ N
R∗
0 in the active phase and at criticality. The
life time thus increases as a power law
τN ∼ N
1/κ (16)
rather than exponentially with N which is a manifes-
tation of temporal Griffiths singularities [39, 40]. The
Griffiths exponent κ does not diverge at criticality but
saturates at κc = d. The relation τN ∼ N
1/d ∼ L at the
critical point implies a dynamical exponent of z = 1. In
the inactive phase, the life time only increases logarith-
mically, τN ∼ lnN .
The RG thus directly gives the critical exponents
δ¯ = 1 , β = 1/2 , ν¯‖ = 1/2 , z = 1 . (17)
Other exponents such as ν¯⊥ = ν¯‖/z = 1/2 can be found
from scaling relations. Note that the usual correlation
length and time exponents ν⊥ and ν‖ are formally infi-
nite because correlation length and time depend expo-
nentially on r. Analogously, the usual density decay ex-
ponent δ vanishes.
C. Heuristic scaling theory
The RG of Sec. III B is formulated in terms of the
density. It can therefore be used directly to analyze ex-
periments and simulations in macroscopic systems at fi-
nite densities. In Monte Carlo simulations, this includes
the usual density decays runs that start from a fully ac-
tive lattice. However, it cannot be used directly to ana-
lyze spreading experiments or simulations such as Monte
Carlo runs that start from a single active site (because
the RG does not contain the notion of an individual clus-
ter).
We therefore formulate a heuristic scaling theory that
is based on the RG results but can be generalized to
spreading experiments. The explicit RG results of Sec.
III B suggest the scaling form
ρav(r, t, L) = (ln b)
−β/ν¯⊥ρav(r(ln b)
1/ν¯⊥ , tb−z, Lb−1)
(18)
with exponents β = 1/2, ν¯⊥ = 1/2, and z = 1 for the
average density ρav as function of time t, system size L
and the distance r from criticality. Here, b is an arbi-
trary length scale factor. The time reversal symmetry of
DP [46] still holds in the presence of uncorrelated tem-
poral disorder, as is demonstrated in Appendix A. The
(average) survival probability in a spreading experiment
therefore has the same scaling form as the density,
Ps(r, t, L) = (ln b)
−β/ν¯⊥Ps(r(ln b)
1/ν¯⊥ , tb−z, Lb−1) .
(19)
The RG as well as the scaling forms (18) and (19) imply
that the critical system behaves as a system in the active
phase, apart from logarithmic corrections. (The critical
fixed point is the end point of a line of fixed points that
describe the active phase.) We therefore expect the num-
ber Ns of sites in the active cloud and its radius R in a
6spreading experiment to behave analogously. This sug-
gests ballistic spreading with logarithmic corrections and
yields the scaling forms
Ns(r, t, L) = b
d(ln b)−yNNs(r(ln b)
1/ν¯⊥ , tb−z, Lb−1) ,(20)
R(r, t, L) = b(ln b)−yRR(r(ln b)1/ν¯⊥ , tb−z, Lb−1) . (21)
Here, yN and yR are the (yet unknown) exponents that
govern the logarithmic corrections. They are not inde-
pendent of each other because Ns ∼ PsρR
d which gives
yN = 2β/ν¯⊥ + dyR.
Setting L = ∞, r = 0, and b = t1/z = t in the scaling
forms (18) to (21) gives the time dependencies of the
observables at criticality. We find
ρav(t) ∼ (ln t)
−δ¯ with δ¯ = β/ν¯‖ = 1 , (22)
Ps(t) ∼ (ln t)
−δ¯ with δ¯ = β/ν¯‖ = 1 , (23)
R(t) ∼ t1/z(ln t)−yR with z = 1 , (24)
Ns(t) ∼ t
Θ(ln t)−yN with Θ = d/z = d . (25)
IV. MONTE CARLO SIMULATIONS
A. Overview
In this section, we report the results of large-scale
Monte Carlo simulations of the temporally disordered
contact process in one and two space dimensions.
Our numerical implementation of the contact process
is an adaption to the case of temporal disorder of the
method proposed by Dickman [47]. The simulation be-
gins at time t = 0 from some configuration of active and
inactive lattice sites and consists of a sequence of events.
In each event an active site is randomly chosen from a
list of all Na active sites. This site then either infects a
neighbor with probability λ(t)/[1 + λ(t)] or it heals with
probability 1/[1 + λ(t)]. For infection, one of the neigh-
boring sites is chosen at random. The infection succeeds
if this neighbor is inactive. After the event, the time is
incremented by 1/Na.
Temporal disorder is introduced by making the infec-
tion probability a piecewise constant function of time,
λ(t) = λn for tn < t < tn+1 with tn = n∆t. Each λn is
independently drawn from the binary probability distri-
bution
Wλ(λ) = pδ(λ− λh) + (1− p)δ(λ− λl) (26)
Here, p is the probability of having the higher infection
rate λh while (1 − p) is the probability for the lower in-
fection rate λl. All results are averaged over many disor-
der realizations. Note that in our implementation of the
contact process both the infection probability and the
healing probability vary with time such that their sum is
constant and equal to unity.
Employing this method, we carried out two types of
simulation runs. (i) Density decay simulations start from
a fully active lattice and monitor the time evolution of
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FIG. 4. (color online) Inverse survival probability 1/Ps vs.
time t for several values of the infection rate λh. The data
are averages over 30, 000 to 50, 000 disorder realizations, with
one simulation run per realization. The statistical error of the
data is about one symbol size.
the density ρ(t) of active sites. (ii) Spreading simulations
start from a single active site in an otherwise inactive
lattice. Here, we compute the survival probability Ps(t)
of the epidemic as well as the average number of sites
Ns(t) in the active cloud and its (mean-square) radius
R(t). For the spreading runs, the system size is chosen
much bigger than the largest active cloud, eliminating
finite-size effects.
B. One space dimension
We first consider a system with strong temporal dis-
order. In this case, we expect the infinite-noise physics
predicted by the RG to be visible already at short times.
Specifically, we use piecewise constant infection rates
drawn from the distribution Wλ(λ) = p δ(λ− λh) + (1−
p) δ(λ − λh/20) with probability p = 0.8 and a time in-
terval ∆t = 6. The transition is tuned by varying λh.
Figure 4 shows the survival probability Ps(t) of spread-
ing runs as a function of time t, plotted such that the pre-
dicted logarithmic decay (23) corresponds to a straight
line. This yields a critical infection rate of λh ≈ 27.27(4)
where the number in parentheses is an estimate for the
error of the last digit. At this infection rate, the data
follow the prediction (23) over almost four orders of mag-
nitude in time. The data for higher and lower λh curve
away from the straight line as expected. To test whether
these data could also be interpreted in terms of conven-
tional power-law scaling, we replot them in Fig. 5 in a
double logarithmic fashion (such that power laws corre-
spond to straight lines). The figure demonstrates that
the critical survival probability cannot be described by a
power law over any appreciable time interval. To further
confirm this observation, we calculate an effective (run-
ning) value for the conventional decay exponent δ via
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FIG. 6. (color online) Number of sites in the active cloud and
its radius at criticality, λh = 27.27, plotted as (Ns/t)
−1/yN
and (R/t)−1/yR vs. time t with yN = 3.6 and yR = 1.7. The
data are averages over 50,000 disorder realizations with one
run per configuration, their errors are about one symbol size.
Also shown is the inverse average density for decay runs at
criticality (system of 200,000 sites, 50,000 disorder configu-
rations). Inset: Density Ns/(PsR) of active sites inside an
active cloud in a critical spreading run.
δeff(t) = −d lnPs(t)/d ln t. If the critical behavior was
of power-law type, δeff should approach the true asymp-
totic exponent δ with increasing time. Instead, the data
presented in the inset of Fig. 5 show that δeff decays like
1/ ln t, exactly as expected from Eq. (23). Slightly sub-
critical δeff curves first follow the critical curve and then
turn around, with δeff now increasing with time rather
than saturating. The data are therefore incompatible
with power-law scaling.
The number Ns of sites in the active cloud and its
radius R at criticality are shown in Fig. 6. To test the
predictions (24) and (25) of the scaling theory, viz. ballis-
tic growth with logarithmic corrections, we divide out the
ballistic behavior Ns ∼ R ∼ t. We then plot (Ns/t)
−1/yN
and (R/t)−1/yR vs. ln t and vary the exponents yN and
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FIG. 7. (color online) Inverse survival probability 1/Ps vs.
time t for infection rates λh at and below the critical rate
λc = 27.27. The data are averages over 5×10
4 to 106 disorder
realizations with one run per configuration, their errors are
about a symbol size. The dash-dotted line shows 1.1/Ps for
λ = λc. Inset: Distance from criticality r = (λc − λ)/λc vs.
crossing time tx, plotted as r
−1/2 vs. ln(tx).
yR until the curves are straight lines. The data follow
the predicted behavior over more than three orders of
magnitude in time which confirms z = 1. Moreover, the
resulting exponent values, yN = 3.6(4) and yR = 1.7(3),
fulfill the relation yN = 2β/ν¯⊥+dyR (using the predicted
value β/ν¯⊥ = 1).
In addition to the spreading runs, we have also per-
formed density decay simulations. Figure 6 demonstrates
that time dependence of the average density ρav at the
critical infection rate follows the predicted logarithmic
behavior (22). For comparison, the density of active sites
inside a (surviving) active cloud in a spreading simula-
tion can be found from the combination Ns/(PsR). The
inset of Fig. 6 shows that this density behaves as 1/ ln(t),
just as the density ρav of a decay simulation.
In order to extract the complete critical behavior from
the simulations, we also analyze the off-critical survival
probability. Figure 7 shows 1/Ps as a function of t for
several infection rates slightly below the critical rate. The
crossings of the off-critical curves with the line represent-
ing 1.1/Ps for λ = λc define the crossover times tx(λ).
According to (19), these crossover times should depend
on the distance r from criticality via ln(tx) ∼ r
−1/2. The
inset of Fig. 7 demonstrates that this relation is fulfilled
with reasonable accuracy.
In addition to the averages of Ps, Ns and R, we have
also studied the time evolution of their probability dis-
tributions (w.r.t. the temporal disorder). These simula-
tions require a particularly high numerical effort because
we need to perform many runs for each individual dis-
order configuration to obtain reliable values for Ps, Ns,
and R. This limits the maximum simulation time.
The probability distribution P (x, t) of the logarithm
of the survival probability, x = − lnPs, at criticality
broadens without limit with increasing time t, in agree-
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FIG. 8. (color online) Probability distribution P (x, t) with
x = − lnPs at criticality for different times t. The argument
x is scaled by a factor ft such that the curves at different
times coincide. The data are averages over 20, 000 disorder
realizations with 1000 runs for each configuration. For com-
parison, the solid black squares show P (x, t) for a system with
a box disorder distribution (see text). Inset: Scale factor ft
vs. ln t.
ment with the notion of infinite-noise criticality. If we
rescale the width by ln t, the distributions at different
times t all fall onto a single master curve. This is demon-
strated in Fig. 8 which shows a scaling plot of the dis-
tribution P (x, t) at criticality. The data for all consid-
ered times scale very well; and the scale factor ft de-
pends linearly on ln t. This implies that the distribu-
tion fulfills single-parameter scaling; it has the scaling
form P (x, t) = ΦP (x/ ln t)/ ln t with ΦP being a time-
independent scaling function.
Is the scaling function ΦP universal (i.e., independent
of the disorder distribution)? As the value of the sur-
vival probability depends not only on the late stages of
the time evolution which are governed by the universal
RG fixed point, but also on the initial time steps which
are controlled by the bare disorder distribution, we do
not expect the scaling function ΦP to be universal. In
particular, the behavior close to x = 0 (i.e., Ps = 1) is
dominated by atypical disorder realizations that contain
only large infection rates. However, we expect the func-
tional form of the tail of the distribution to be universal
in the t → ∞ limit because it is governed by the RG
fixed point. To test this numerically, we have performed
a set of simulations with box-distributed disorder, (λ uni-
formly distributed between λh/10 and λh), rather than
the binary disorder (26). The resulting P (x, t) at criti-
cality (λh = λc = 10.135) is included in Fig. 8 for one
characteristic time. The plot shows that the distribution
is indeed nonuniversal close x = 0, but the functional
form of the tail agrees with the results from the binary
disorder.
The probability distribution of the average number Ns
of sites in the active cloud can be analyzed analogously.
Specifically, we consider Ns/Ps (the number of active
sites in a surviving cloud), and we divide out the lead-
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time t at criticality (λh = 20.49) for a system with a shorter
disorder time interval ∆t = 3. The exponents are fixed at
yN = 3.6 and yR = 1.7. The data are averages over 100,000
disorder realizations with one run per configuration, leading
to errors of about one symbol size.
ing factor t [see Eq. (25)] to focus on the logarithmic
corrections. Figure 9 presents a scaling plot of the dis-
tribution P (x, t) of x = − ln(NsP
−1
s t
−1) at the critical
infection rate and different values of the time t. The data
scale very well, and the scale factor varies as ln(t)yN−1
as suggested by the combination of eqs. (23) and (25).
This implies that the distribution takes the scaling form
P (x, t) = Φ˜N [x/(ln t)
yN−1]/(ln t)yN−1) where ΦN is an-
other time-independent scaling function.
All simulations reported so far confirm the strong-noise
RG and the scaling theory of Sec. III. How universal is
this conclusion? Fig. 10 presents the results of spreading
runs for a system with a shorter base time interval ∆t of
the piecewise constant disorder in λ(t). (The disorder dis-
tribution isWλ(λ) = p δ(λ−λh)+(1−p) δ(λ−λh/20) with
probability p = 0.8 and ∆t = 3.) The shorter base time
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FIG. 11. (color online) Inverse survival probability 1/Ps vs.
time t for several values of the infection rate λh in a system
with weaker temporal disorder (see text). The data are aver-
ages over 300 disorder realizations, with 100 simulation runs
per realization. Note the crossover to logarithmic behavior at
t ≈ 103.
interval, viz. ∆t = 3 instead of 6, reduces the probabil-
ity for finding long (rare) time periods during which the
infection rate does not change. Figure 10 demonstrates
that Ps, R, and Ns at criticality nonetheless follow the
predictions (23), (24), and (25) of the scaling theory with
the same exponents yR = 1.7 and yN = 3.6 as the earlier
system.
Does our theory also hold for even weaker disorder?
To address this question, we have carried out simula-
tions for several additional disorder distributions cover-
ing the range from moderate to weak disorder. In all
cases, observables at criticality display deviations from
the power-law behavior expected at conventional criti-
cal points. In particular, the average density of criti-
cal decay runs as well as the critical survival probability
of critical spreading runs decrease more slowly than a
power law with time [48]. However, the crossover from
the clean critical point to the true asymptotic behavior
is very slow, perhaps because the violation of Kinzel’s
stability criterion ν‖ > 2 is not very strong. (The clean
correlation time exponent takes the value ν‖ ≈ 1.73 in
one dimension [49].) This is illustrated in Fig. 11 which
presents the survival probability of spreading simulations
of a moderately disordered system having a distribution
Wλ(λ) = p δ(λ − λh) + (1 − p) δ(λ − λh/10) with prob-
ability p = 0.8 and ∆t = 1. The figure shows that the
initial decay of the critical Ps with time is faster than
the logarithmic behavior (23), as indicated by the up-
ward curvature of the data, but after a crossover time
tx ≈ 1000, the data settle on the straight line expected
from theory. Assuming a generalized logarithmic depen-
dence, Ps(t) ∼ ln
−x(t) with x 6= 1 does not improve the
fit. We have also performed a local slope analysis assum-
ing power-law scaling analogous to Fig. 5. As in that
case, the effective exponent δeff approaches zero with in-
creasing time, as expected from our theory.
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FIG. 12. (color online) Inverse survival probability 1/Ps vs.
time t in two space dimensions for several values of the infec-
tion rate λh. The data are averages over 60, 000 to 120, 000
disorder realizations, with one simulation run per realization.
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Inset: Double logarithmic plot of Ps vs. t.
For even weaker disorder, the crossover from the clean
to the disordered critical behavior is even later which puts
the asymptotic regime beyond the range of our numerical
capabilities.
C. Two space dimensions
We again begin the discussion by considering a system
with strong temporal disorder, characterized by the bi-
nary distribution Wλ(λ) = p δ(λ − λh) + (1 − p) δ(λ −
λh/10) with probability p = 0.8 and a long base time
interval of ∆t = 6.
Figure 12 presents the survival probability Ps of
spreading simulations as function of t. The data at the
critical infection rate λh = 6.06 follow the predicted loga-
rithmic behavior (23) over about two orders of magnitude
in time, confirming the theory. To further support this
conclusion, the inset of this figure presents a double log-
arithmic plot of Ps vs. t which demonstrates that power
laws do not describe the data over any appreciable time
interval.
The time dependencies of the number Ns of sites in
the active cloud and its radius R at criticality are shown
in Fig. 13. To verify the predictions (24) and (25) of
the scaling theory, we divide out the ballistic power laws
R ∼ t and Ns ∼ t
2. We then plot (R/t)−1/yR and
(Ns/t
2)−1/yN vs. ln t and vary the exponents yN and yR
until the curves are straight lines which gives yN = 2.5(3)
and yR = 0.29(5). Figure 13 thus confirms that R andNs
follow the scaling theory. The figure also shows the time
dependence of the average density ρav of decay runs at
criticality. It follows the predicted logarithmic behavior
(22). The inset of Fig. 13 shows the average density of
active sites inside a (surviving) active cloud in the spread-
ing simulations, as given by the combination Ns/(PsR
2).
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FIG. 13. (color online) Number of sites in the active cloud
and its radius in two dimensions at criticality, λh = 6.06,
plotted as (Ns/t)
−1/yN and (R/t)−1/yR vs. time t with yN =
2.5(3) and yR = 0.29(5). (60,000 disorder realizations with
one run per configuration, the errors are about one symbol
size.) Also shown is the inverse average density ρ−1av for decay
runs (system of 32002 sites, 60,000 disorder configurations).
Inset: Density Ns/(PsR
2) of active sites inside an active cloud
in a critical spreading run.
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time tx, plotted as r
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It follows the same logarithmic time dependence as the
average density measured in decay simulations.
As in the one-dimensional case, we also analyze the
off-critical behavior of the survival probability. Figure
14 presents 1/Ps vs. t for several infection rates slightly
below the critical one. The crossings of the off-critical
curves with the line representing 1.09/Ps at criticality
define the crossover times tx(λ). These crossover times
are predicted to depend on the distance r from criticality
via ln(tx) ∼ r
−1/2 [see Eq. (19)]. The inset of Fig. 14
confirms that this relation is fulfilled.
To test the universality of the critical behavior, we
have also performed density decay simulations of a sys-
tem with disorder distribution Wλ(λ) = p δ(λ − λh) +
(1 − p) δ(λ − λh/10), with p = 0.8 and a shorter base
time interval ∆t = 2. These simulations were presented
in Fig. 3 of Ref. [40] to illustrate the strong-disorder RG
theory. We found that the average density at criticality
(λh = 3.65) decays logarithmically with time, as pre-
dicted in Eq. (22). Analogously to Figs. 8 and 9, the
probability distribution P (x, t) with x = − ln ρ at differ-
ent times t scales very well, and the scale factor depends
linearly on ln t, as expected.
D. Temporal Griffiths phases
Vazquez et al. [39] introduced the concept of a tem-
poral Griffiths phase in a temporally disordered system.
The temporal Griffiths phase is the part of the active
phase in which the life time τN of a finite-size sample
shows an anomalous power-law dependence on the sys-
tem size N (as opposed to the exponential dependence
expected in the absence of temporal disorder).
Our strong-noise RG for the contact process with tem-
poral disorder predicts such power-law behavior, τN ∼
N1/κ, see Eq. (16). Moreover, it predicts that the Grif-
fiths exponent κ increases monotonically as the critical
point is approached from the active side and saturates at
the value κc = d at criticality.
To test these predictions, we have performed density
decay simulations (starting from a fully active lattice) on
finite-size samples. We have measured the average life
time τN , i.e., the average of the time at which a sam-
ple of N sites reaches the absorbing state. Figure 15
shows the results for both one and two-dimensional sys-
tems. In the one-dimensional case, we use the same pa-
rameters as in the main part of Sec. IVB, i.e., piecewise
constant infection rates having the distribution Wλ(λ) =
p δ(λ−λh)+(1−p) δ(λ−λh/20) with p = 0.8 and a time
interval ∆t = 6. For these parameters, the critical point
is located at λh = λc ≈ 27.27. The left panel of Fig. 15
demonstrates that the life time indeed follows the power
law τ ∼ N1/κ = Ld/κ both at criticality and slightly
in the active phase. The Griffiths exponent κ is non-
universal and decreases with increasing λh, as predicted.
The right panel of Fig. 15 shows analogous behavior in
the two-dimensional case. Here we use the disorder dis-
tributionWλ(λ) = p δ(λ−λh)+(1−p) δ(λ−λh/10), with
p = 0.8 and a time interval ∆t = 2 which yields a critical
infection rate of λh = λc ≈ 3.65.
Straight power-law fits of the life time at criticality
to τ ∼ N1/κ = Ld/κ give exponents κc ≈ 0.85 and 1.9
in one and two dimensions, respectively. These values
agree reasonably well with the RG prediction of κc =
d. Moreover, the data at criticality in Fig. 15 show a
slight downward curvature which suggests corrections to
the leading power-law behavior. Indeed, the data can be
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law fits. The data are averages over 10,000 to 20,000 disorder
configurations. Left: One-dimensional system with critical
infection rate λh ≈ 27.27. Right: Two-dimensional system
with critical infection rate λh ≈ 3.65.
fitted very well to the predicted power law with exponent
κc = d if a correction-to-scaling term is included.
V. CONCLUSIONS
In summary, we have performed large-scale Monte
Carlo simulations of the contact process in the presence
of temporal disorder, i.e., external environmental noise,
in one and two space dimensions. The purpose of the
simulations was to test the recently developed real-time
strong-noise RG theory [40] for temporally disordered
systems. This theory predicts an exotic “infinite-noise”
critical point which can be understood as the tempo-
ral counterpart of the infinite-randomness critical points
found in the spatially disordered contact process and
other systems. According to the RG theory, the width of
the density distribution at criticality diverges in the long-
time limit, even on a logarithmic scale, and the dynamics
of the average density as well as the survival probability
become logarithmically slow.
The strong-noise RG for the finite-dimensional contact
process takes spatial fluctuations into account only ap-
proximately (by treating the density increase during the
spreading segments as ballistic). We expect this to be a
good approximation for strong temporal disorder because
in this case individual spreading and decay segments are
far away from criticality. As the temporal disorder in-
creases under the RG, this condition seems to be asymp-
totically fulfilled. Furthermore, the clean critical point
violates Kinzel’s stability criterion ν‖ > 2 in all dimen-
sions which implies that even weak temporal disorder is
a relevant perturbation and grows under coarse grain-
ing. These arguments suggest that the RG theory gives
the correct critical behavior for any (nonzero) bare dis-
order strength. However, a rigorous proof that the fixed
point found by the strong-noise RG is stable will require
a proper analysis of spatial fluctuations in addition to the
temporal ones. This is beyond the scope of the present
theory [50].
To test the theoretical predictions, we have simulated
systems with both strong and weak (bare) temporal dis-
order. Our simulations for strongly disordered systems
fully confirm the results of the RG and the related heuris-
tic scaling theory in both one and two space dimensions;
conventional power-law scaling can be excluded. For
weak and moderately strong disorder, the crossover from
the clean critical fixed point to the true asymptotic be-
havior is very slow, in particular in one dimension where
the violation of Kinzel’s stability criterion ν‖ > 2 is not
very pronounced. (The clean correlation time exponent
takes the values ν‖ approx 1.73 in one dimension and 1.29
in two dimensions [47].) For moderately strong disorder,
we observe the predicted exotic strong-noise behavior to
emerge after a large crossover time (see Fig. 11) while the
simulations do not reach the asymptotic regime for even
weaker disorder. A positive confirmation of the exotic
strong-noise critical point in weakly disordered systems
will therefore require a significantly higher numerical ef-
fort [51].
Let us compare our results to those of Jensen who
applied Monte-Carlo simulations [37] and series expan-
sions [37, 38] to directed bond percolation with temporal
disorder in 1 + 1 dimensions. In contrast to the exotic
behavior found in the present paper, Jensen reported a
critical point with conventional power-law scaling, but
with nonuniversal critical exponents that change contin-
uously with the disorder strength. What are the reasons
for this disagreement? The disorder considered in Refs.
[37, 38] is not particularly strong. Based on the slow
crossover that we observed between the clean and disor-
dered critical points, we believe that Jensen’s critical be-
havior may not be in the true asymptotic regime. This is
supported by the fact that some of the reported values for
the correlation time exponent ν‖ violate Kinzel’s bound
ν‖ > 2. Alternatively, our strong-noise theory may hold
only for sufficiently strong disorder while weakly disor-
dered systems display Jensen’s nonuniversal power-law
scaling. (Note however, that we have observed deviations
from power-law behavior even for weakly disordered sys-
tems for which our simulations do not reach the asymp-
totic strong-noise regime.)
In addition to the critical behavior, we have also inves-
tigated the life time τN of finite-size samples in the active
phase (but close to criticality). The strong-noise RG pre-
dicts the existence of temporal Griffiths phases which fea-
ture an anomalous power-law dependence, τN ∼ N
1/κ,
between life time and sample size (volume) N . It also
predicts that the Griffiths exponent κ increases mono-
tonically as the critical point is approached from the ac-
tive side, reaching the value κc = d right at criticality.
(In the mean-field limit d → ∞, κc diverges, implying a
12
logarithmic dependence of τN on N .) Our Monte-Carlo
simulations have demonstrated these temporal Griffiths
phases in one and two dimensions. In both cases, κ varies
with the infection rate as predicted, and the Monte-Carlo
estimates for κc agree reasonably well with the RG pre-
diction.
Thus, while our results confirm the notion of a tem-
poral Griffiths phase introduced in Ref. [39], the de-
tails are somewhat different. Reference [39] did not find
any anomalous behavior of the life time in one dimen-
sion. This could be due to the very slow crossover from
the clean critical point to the true asymptotic behav-
ior discussed at the end of Sec. IVB which implies that
simulations of weakly disordered systems may not reach
the Griffiths regime within achievable simulation times.
Moreover, in two dimensions, Ref. [39] reported a loga-
rithmic dependence of the life time at criticality on the
system size, in contrast to our power law with exponent
1/κc. This difference could stem from the location of
the critical point: If the estimate used in Ref. [39] was
slightly on the inactive side of the transition, a logarith-
mic dependence of the life time on the system size would
naturally appear.
In recent years, contact processes on various types of
complex networks has attracted significant attention (see,
e.g., Refs. [52–58]). It is interesting to ask whether tem-
poral disorder is a relevant perturbation of the critical
behavior of these processes. The perturbative stability
against temporal disorder should be governed by Kinzel’s
criterion ν‖ > 2. We believe our renormalization group
theory can be generalized to this problem by modifying
the description of the spreading segments to account for
the nontrivial connectivity of the various networks. This
remains a task for the future.
While clearcut experimental realizations of absorbing
state phase transitions were missing for a long time, they
have recently been observed in turbulent states of cer-
tain liquid crystals [15], driven suspensions [16, 17], the
dynamics of superconducting vortices [18], as well as in
growing bacteria colonies [19, 20]. Investigating these
transitions under the influence of external noise will per-
mit experimental tests of our theory. In particular, the
effects of environmental fluctuations on the extinction of
a biological population or an entire biological species are
attracting considerable attention in the context of global
warming and other large-scale environmental changes
(see, e.g., Ref. [59]). In the laboratory, these questions
could be studied, e.g., by growing bacteria or yeast pop-
ulations in fluctuating external conditions.
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Appendix A: Time-reversal symmetry of the
directed percolation universality class
The DP universality class has a special symmetry un-
der time reversal [46] that connects spreading and density
decay experiments. Because of this symmetry, the DP
universality class is completely characterized by three in-
dependent critical exponents rather than four (as is the
case for a general absorbing state transition).
In this appendix, we demonstrate that the time-
reversal symmetry still holds (for disorder-averaged
quantities) in the presence of temporal disorder, general-
izing arguments given in Ref. [9]. Let us consider (1+1)-
dimensional directed bond percolation. Figure 16 shows
an example of a density decay experiment that begins
(bottom row) from a fully active lattice. The density ρ
at the final time is given by the fraction of sites in the
top row that are connected via a directed path to at least
one site in the bottom row.
If we now reverse all arrows in Fig. 16, we obtain a
directed bond percolation process running backwards in
time (governed by the same bond occupation probabili-
ties as the original process). If a lattice site in the top
row was connected by a directed path to the bottom row
in the original process, it is also connected in the time
reversed process. A spreading experiment starting from
any such site in the top row will therefore survive to the
bottom row. The survival probability Ps is thus the frac-
tion of sites in the top row with directed connections to
the bottom row. This is exactly the same as the density
above, Ps(t) = ρ(t).
These arguments establish that the density ρ(t) for an
individual realization of the directed bond percolation
process is identical to the survival probability Ps(t) for
the corresponding realization with the same bond occu-
pations but reversed order of the time steps ∆ti. If the
t
∆t
1
∆t
n
∆t
3
∆t
2
∆t
n-1
FIG. 16. (color online) Directed bond percolation in (1+1)
dimensions. Arrows represent occupied bonds while dashed
lines indicate empty bonds. A density decay experiment starts
with all sites being active (red dots in the bottom row). The
red (thick) arrows show how the activity spreads with increas-
ing time.
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bond occupation probabilities do not depend on space
and time (i.e., for the clean directed percolation prob-
lem), these two realizations obviously occur with the
same probability in the ensemble of all realizations of
the directed bond percolation process. After averaging
over this ensemble, ρ(t) and Ps(t) are therefore identical.
Importantly, even if the occupation probabilities them-
selves are disordered in space and/or time this conclusion
holds for the disorder averaged ρ(t) and Ps(t) provided
that the distributions of the occupation probabilities (the
equivalent of Wλ and Wµ in the main part of the article)
are time-independent [60].
The equivalence of ρ and Ps in higher-dimensional di-
rected bond percolation can be shown in the same way.
For other microscopic realizations of the DP universality
class, ρ and Ps do not have to be identical. Universal-
ity guaranties, however, that they share the same critical
behavior.
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