Abstract. This paper is devoted to give the connections between Carleson measures for Besov-Sobolev spaces B 
§1 Introduction
Let B = {z ∈ C n :| z |< 1} be the unit ball of C n (n > 1), S = {z ∈ C n :| z |= 1} be its boundary. Let dυ denote the normalized Lebesgue measure of B, i.e. υ(B) = 1, and dσ denote the normalized rotation invariant Lebesgue measure of S satisfying σ(S) = 1. Let dλ(z) = (1 − | z | 2 ) −n−1 dυ(z) be the invariant measure on the ball.
We denote the class of all holomorphic functions in B by H(B). In [3] , for integer m > 0, and for 0 ≤ σ < ∞, 1 < p < ∞, m + σ > Here f (m) is the m th order complex derivative of f . The spaces B σ p (B) are independent of m and are Banach spaces with norms given in (1.1).
For p = 2, these are Hilbert spaces with the usual inner product in C n . This scale of spaces includes the Dirichlet spaces B 2 (B) = B 0 2 (B), weighted Dirichlet-type spaces with 0 < σ < 2 (B), and the weighted Bergman spaces with σ > n 2 (see [14] and [22] ). For f ∈ H(B), z ∈ B, its complex gradient and invariant gradient are defined as ∇f (z) = ∇ z f = ( ∂f ∂z 1 (z), . . . , ∂f ∂zn (z)), ∇f (z) = ∇(f • ϕ z )(0), where ϕ z is the Möbius transformation for z ∈ B , which satisfies ϕ z (0) = z, ϕ z (z) = 0 and ϕ z • ϕ z = I, and its radial derivative Rf (z) =< ∇f (z),z >= n j=1 ∂f ∂z j (z)z j . In [22] , the invertible "radial" operators R α,t : H(B) → H(B) is denoted by 1 provided neither n + α nor n + α + t is a negative integer, and where f (z) = ∞ k=0 f k (z) is the homogeneous expansion of f . If the inverse of R α,t is denoted by R α,t , then Proposition 1.14 of [22] yields
for all w ∈ B. Thus for any α, R α,t is approximately differentiation of order t.
Using the similar method of Lemma 6.3, Theorem 6.1 and Theorem 6.4 of [22] , we know the definition (1.1) is equivalent to the seminorm
for integer m > 0, and for 0 ≤ σ < ∞, 1 < p < ∞, m + σ > n p , where neither n + α nor n + α + m is a negative integer.
A positive Borel measure µ on B is called a Carleson measure for B σ p (B) if there is a constant C > 0 such that
For z ∈ B and r > 0, we denote E(z, r) = {w ∈ B : |ϕ z (w)| < r} the pseudo-hyperbolic metric ball at z. For ξ ∈ S and δ > 0, let Q δ (ξ) = {z ∈ B : |1 − z, ξ | < δ}. For a positive Borel measure µ on B, if
The study of Carleson measures for Besov-Sobolev spaces has a long history. It plays the important role in function spaces and operator theory. In one variable, various authors give their characterizations by using appropriate capacities (see [8] , [17] and [19] ). Recently, N. Arcozzi, R. Rochberg and E. Sawyer extend themselves earlier characterization in [1] to higher dimensions. In [2] , they described the Carleson measures for B σ p (B) on the unit ball in C n for σ = 0 and 1 < p < 2 + [18] by a "T1 Condition", but only for p = 2). Our starting point is an attempt to get easier conditions to characterize Carleson measures for B σ p (B) in the unit ball of C n for the whole values of p and σ.
In this paper, we give the connections between Carleson measures for B σ p (B) and p-Carleson measure in Theorem 2.1, which seems easier to be verified than "T1 Condition" and the discrete tree conditions . In Theorem 2.1, we consider not only the case σ = 0 but also the case 0 < σ < ∞, and these results hold for all the ranges 1 < p < ∞. The reason why there is a difference of any small ε > 0 between necessary condition and sufficient condition is that p-Carleson measure is weaker than Carleson measures for B σ p (B), which was mentioned in [1] for the case of the unit disc. Therefore, even in one-dimensional situation, in [6] , unified necessary and sufficient condition holds only for 0 < p < q < ∞. This paper may be regarded as an extension of [6] to the case p = q in the higher dimensions. But the traditional method of one complex variable in [6] is not applicable to several complex variables. The key point in the proof of Theorem 2.1 is that duality theorem is adapted. At the same time, we apply these results to characterize Riemann-Stieltjes operators and multipliers for B σ p (B) in the unit ball of C n .
The Riemann-Stieltjes operators V ϕ and U ϕ with the holomorphic symbol ϕ on B are defined as follows (see [7] , [20] ) :
It is easy to see that the pointwise multipliers M ϕ are determined by
Of course, in the above definition f is assumed to be holomorphic in B. Clearly, V ϕ f = U f ϕ and the Riemann-Stieltjes operator can be viewed as a generalization of the well known Cesáro operator. Throughout this paper, C, M denote positive constants which are not necessarily the same at each appearance. The expression A ≈ B means that there exists a positive C such that C −1 B ≤ A ≤ CB. §2 Carleson measures for Besov-Sobolev spaces Similar to the proof of Lemma 3.2 of [13] , it is easy to prove the following Lemma 2.1 and Lemma 2.2. For the convenience of readers, we give the details of the proof of Lemma 2.1.
Lemma 2.1 Let 1 < p < ∞, µ be a positive Borel measure. Then the following statements are equivalent :
(i) The measure µ satisfies
(ii) For every s > 0,
Proof To show that (i) implies (ii). Clearly, it is sufficient to prove (ii) for w ∈ B near to the boundary. Let J w be the integer part of log 2 1 1−|w| 2 − 1. For j = 0, 1, . . . , J w , consider the sets
Thus, (ii) follows from
That (ii) implies (iii) is trivial. To obtain (i) from (iii), note that for 0 < δ < 1 and z ∈ Q δ (ξ)
Lemma 2.2 Let 1 < p < ∞, ε > 0 and µ be a positive Borel measure. Then the following statements are equivalent :
(iii) For some s > 0,
Lemma 2.3 Suppose integer m > 0, 1 < p < ∞, ε > 0, neither n + α nor n + α + m is a negative integer, µ be a positive Borel measure such that sup{ µ(Q δ (ξ)) log
Then, for M > mp,
.
By Hölder's inequality and Fubini's theorem, we have
Similar to the proof of Lemma 3.4 in [11] , it is clear that the inner integral of the last line above is bounded. And noting M > mp, by Lemma 2.2 we can get 
We can find a constant s > 0 such that σ + s p − n − 1 = α + N for some positive integer N . Applying (2.1) to the test functions
by Lemma 2.18 of [22] , we can get 
Acting on the above equation by the inverse operator R α,m ,
By Lemma 2.18 of [22] , there exists a polynomial P (z, w) such that
and consequently, we can get
By (2.3) and a process similar to the proof of Lemma 2.3, we have
Applying Lemma 2.1 and Proposition 1.4.10 of [16] to the two inner integrals in the end of (2.4) respectively, we know
For any ξ ∈ S, and 0 < δ < 1, we consider the functions
Since log 
we can get
for all w ∈ B. The last formula is due to (1 − z, w )
k!Γ(m) z, w k . Thus, using Proposition 1.4.10 of [16] again, we know
where the condition m + σ > n p is applied. By Lemma 2.6 of [12] , we have |f ξ,δ (z)| ≈ log
On the other hand, suppose sup{ µ(Q δ (ξ)) log
; ξ ∈ S, δ > 0} < ∞, using (2.3) provided M > mp large enough and by Lemma 2.3, we have
Proof Noting that |R α,1 f (z)| ≈ |Rf (z)|, we can work with the radial derivative Rf (z). If
is bounded. For each w ∈ B near to the boundary with |w| > 
this implies sup
Also note that for z ∈ E(w, 2 ), we have
. By the M -subharmonicity of |ϕ(w)| p , we have . By maximum modulus principle, we have |ϕ(w)| ≤ C for w ∈ B. Thus ϕ ∈ H ∞ .
Remark 3.1 As to the Riemann-Stieltjes operators and multipliers on Besov-Sobolev spaces, in the case of one complex variable, there are a lot of results, see [6] , [8] , [17] , [19] . In the case of several complex variables, we can find the research has been developing, see [2] , [3] , [11] , [15] . Such question on other spaces was studied in [7] , [9] , [12] , [13] , [20] , [21] .
