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Abstrakt
Tato pra´ce se zaobı´ra´ kra´tkodoby´mi prˇedpoveˇd’mi sra´zˇek pomocı´ neuronovy´ch sı´tı´.
Na´mi navrzˇena´ metoda pak za u´cˇelem prˇedpoveˇdi budoucı´ho vy´voje sra´zˇkove´ situace
pouzˇı´va´ pouze radarove´ snı´mky poskytovane´ CˇHMU´ ze sı´teˇ radaru˚ CZRAD. K naucˇenı´
neuronove´ sı´teˇ je take´ vyzkousˇeno neˇkolik metod a jejich modifikacı´ spadajı´cı´ch do kate-
gorie evolucˇnı´ch algoritmu˚, konkre´tneˇ geneticke´ algoritmy, diferencia´lnı´ evoluce a SOMA.
Klı´cˇova´ slova: umeˇle´ neuronove´ sı´teˇ, evolucˇnı´ algoritmy, geneticky´ algoritmus, dife-
rencia´lnı´ evoluce, kra´tkodobe´ prˇedpoveˇdi sra´zˇek, radar pro pocˇası´
Abstract
This thesis deals with the problem of short term rainfall prediction using neural net-
works. The method developed by us uses only radar images provided by CˇHMU´ from
CZRAD radar network to predict precipitation development. Genetic algorithms, differ-
ential evolution and SOMA, the methods that belongs to the category of evolutionary
algorithms, have been tested to learn neural network.
Keywords: artificial neural networks, evolutionary algorithms, genetic lagorithm, dif-
ferential evolution, percipitation nowcasting, weather radar

Seznam pouzˇity´ch zkratek a symbolu˚
ANN – artificial neural network
ARMA – auto-regressive moving-average model
BMA – Bangkok Metropolitan Administration
BP – back propagation
DE – diferential evolution
FFNN – feedforward neural network
GA – genetic algorithm
KNN – n-nearest neighbors algorithm
MLP – multilayer perceptron
RWS – roulette wheel selection
SUS – stochastic universal selection, stochastic universal sampling
TMD – Thai Meteorological Department
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71 U´vod
Prˇesna´ prˇedpoveˇd’ pocˇası´ je du˚lezˇita´ pro mnoho odveˇtvı´ lidsky´ch cˇinnostı´. Prˇı´klady pou-
zˇitı´ nalezneme naprˇı´klad prˇi pla´nova´nı´ v zemeˇdeˇlstvı´ nebo rˇesˇenı´ krizovy´ch situacı´, jako
naprˇı´klad povodneˇ. V pru˚beˇhu takove´to mimorˇa´dne´ uda´losti je na dostupnost co nej-
prˇesneˇjsˇı´ch informacı´ kladem mimorˇa´dny´ du˚raz. Dı´ky nim totizˇ se lze s prˇedstihem
prˇipravit na budoucı´ vy´voj situace a minimalizovat cˇi u´plneˇ eliminovat mozˇne´ na´sledky.
Cenny´mi zdroji dat prˇi teˇchto prˇedpoveˇdı´ch jsou jednak pozemnı´ stanice, zazna-
mena´vajı´cı´ naprˇı´klad aktua´lnı´ teplotu, vlhkost vzduchu nebo u´hrn spadly´ch sra´zˇek, tak
i ru˚zne´ satelitnı´ cˇi radarove´ snı´mky. Pro Cˇeskou republiku jsou naprˇı´klad dostupne´ aktu-
a´lnı´ radarove´ snı´mky1, poskytovane´ CˇHMU´ dı´ky radarove´ sı´ti CZRAD.
S postupem cˇasu bylo vyvinuto cˇi pouzˇito neˇkolik metod [6] vhodny´ch pro pre-
dikci pocˇası´. Tato pra´ce si klade za u´kol prozkoumat jednu z nich, pouzˇitı´ neuronovy´ch
sı´tı´, ktera´ uzˇ byla neˇkolikra´t u´speˇsˇneˇ pouzˇita [5, 6, 7]. Jako metody ucˇenı´ bylo vybra´no
neˇkolik algoritmu˚ spadajı´cı´ch do kategorie evolucˇnı´ch algoritmu˚.
Pokud bude na´mi prezentovany´ prˇı´stup fungovat dobrˇe, ra´di bychomnasˇli jeho uplat-
neˇnı´ naprˇı´klad v projektu Floreon+, jehozˇ cı´lem2 je monitorova´nı´, modelova´nı´, predikce a
podpora rˇesˇenı´ krizovy´ch situacı´, prˇedevsˇı´m pro oblast Moravskoslezske´ho kraje. Kromeˇ
hlavnı´ho zameˇrˇenı´, hydrologie, se take´ zaby´va´ modelova´nı´m znecˇisˇteˇnı´ zˇivotnı´ho pros-
trˇedı´ cˇi monitorova´nı´m a predikcı´ dopravnı´ch situacı´.
1http://portal.chmi.cz/files/portal/docs/meteo/rad/data jsradview.html
2http://floreon.vsb.cz
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2.1 Bangkok
Cı´lem studie [5] bylo zlepsˇit prˇesnost dosavadnı´ metody pro predikci mnozˇstvı´ sra´zˇek
v rea´lne´m cˇase pro meˇsto Bangkok v Thajsku. Tato metropole, lezˇı´cı´ na delteˇ rˇeky Chao
Phraya a rozkla´dajı´cı´ se na celkove´ plosˇe 1569km2, je cˇasto suzˇova´na povodneˇmi ovlivnˇo-
vany´ch neˇkolika faktory. Jednak se jedna´ o postupny´ propad pu˚dy v rozmezı´ 10mm azˇ
30mm za rok spolu s uzˇ tak nı´zkou nadmorˇskou vy´sˇkou 1.5m, ale take´ nedostatecˇny´ od-
vodnˇovacı´ mechanismus vyply´vajı´cı´ z rychle´ urbanizace. Prˇı´cˇinou samotny´ch povodnı´
je jednak na´ru˚st hladiny zpu˚sobeny´ na´hly´m zvy´sˇenı´m mnozˇstvı´ vodnı´ masy od mı´st
lezˇı´cı´ch proti proudu rˇeky, ale take´ desˇteˇ zasahujı´cı´ho prˇı´mo meˇsto. Rocˇnı´ souhrn sra´zˇek
cˇinı´ prˇiblizˇneˇ3 1500mm, ke ktery´m prˇispı´vajı´ monzuny od kveˇtna do rˇı´jna, zbytek roku
je naopak prˇeva´zˇneˇ suchy´ s obcˇasny´mi bourˇkami.
Meˇsı´c Sra´zˇky(mm)
leden 9.1
u´nor 29.9
brˇezen 28.6
duben 64.7
kveˇten 220.4
cˇerven 149.3
cˇervenec 154.5
srpen 196.7
za´rˇı´ 344.2
rˇı´jen 241.6
listopad 48.1
prosinec 9.7
Tabulka 1: Pru˚meˇrne´
mnozˇstvı´ sra´zˇek v Bangkoku
za obdobı´ 1961-1990
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Obra´zek 1: Pru˚meˇrne´ mnozˇstvı´ sra´zˇek
v Bangkoku za obdobı´ 1961-1990
Ochranu meˇsta prˇed povodneˇmi zajisˇt’uje BMA neˇkolika programy. Mezi neˇ patrˇı´
naprˇı´klad syste´m odvodnˇovacı´ch kana´lu˚ se senzory pro zı´ska´va´nı´ aktua´lnı´ch hodnot
o vy´sˇce vodnı´ hladiny, ale take´ celkem 53 stanic pro meˇrˇenı´ sra´zˇek rozmı´steˇny´ch po
cele´m meˇsteˇ. Oba syste´my jsou schopne´ poda´vat aktua´lnı´ informace o stavu v interva-
lech s rozestupem 15 minut. Mimo to je Bangkok a jeho blı´zke´ okolı´ pokryto dalsˇı´mi 51
meˇrˇı´cı´mi stanicemi patrˇı´cı´mi TMD. Stanice patrˇı´cı´ obeˇma oddeˇlenı´m jsou schopna meˇrˇit
data s prˇesnostı´ na 0.5mm.
Pro u´cˇely studie bylo z tohoto celkove´ho pocˇtu 104 stanic vybra´no pouze 75 z nich,
kazˇda´ zabı´rajı´cı´ u´zemı´ o rozloze prˇiblizˇneˇ 21km2. Du˚vodem pro vyloucˇenı´ neˇktery´ch
3http://www.tmd.go.th/en/province
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z nich se stala jejich poloha, nelezˇely totizˇ prˇı´mo v Bangkoku, ale v jeho okolı´. Po na´sledne´
analy´ze dat se stanovilo cˇasove´ rozmezı´ od 1.1. 1997 do 31.12. 1999 jako vhodne´ k ucˇenı´
neuronovy´ch sı´tı´, data za cely´ rok 2003 poslouzˇila jako oveˇrˇovacı´ mnozˇina.
Na´sledovalo porovna´nı´ neˇkolika modelu˚ vyvinuty´ch pro predikci lisˇı´cı´ch se v pouzˇi-
te´m typu neuronove´ sı´teˇ(MLP, FFNN), pocˇtu neuronu˚ v jednotlivy´ch vrstva´ch, ale take´ ve
vstupnı´ch datech. Vsˇechny zkoumane´ modely pouzˇı´valy strukturu sı´teˇ o dvou skryty´ch
vrstva´ch a jedine´m vy´stupnı´m neuronu urcˇujı´cı´m hodnotu sra´zˇek na dane´m mı´steˇ pro
aktua´lnı´ cˇas. K naucˇenı´ teˇchto neuronovy´ch sı´tı´ byly pouzˇita data zahrnujı´cı´ kromeˇ hod-
not sra´zˇek take´ dalsˇı´ meteorologicke´ parametry jako relativnı´ vlhkost, tlak vzduchu, tep-
lota mokre´ho teplomeˇru a oblacˇnost.
Z prezentovany´ch vy´sledku˚ projevoval nejveˇtsˇı´ prˇesnost model s FFNN, ktery´ pouzˇı´-
va´ hyperbolickou tangens jako aktivacˇnı´ funkci a na jehozˇ vstupy jsou prˇiva´deˇny hod-
noty:
Rt, RHt,WBTt, APt, CLt, ARt, SR1t, SR2t, SR3t
kde Rt je intenzita sra´zˇek na dane´ stanici v cˇase t
RHt je relativnı´ vlhkost v cˇase t
WBTt je teplota mokre´ho teplomeˇru v cˇase t
APt je tlak vzduchu v cˇase t
CLt je oblacˇnost v cˇase t
ARt je pru˚meˇrna´ hodinova´ intenzita sra´zˇek na vsˇech stanicı´ch v cˇase t
SR1t je intenzita sra´zˇek na okolnı´ stanici 1 v cˇase t
2.2 Irsko
Tato pra´ce [7] se zaby´vala vy´vojem syste´mu pro kra´tkodobe´ prˇedpoveˇdi sra´zˇek nad
u´zemı´m Irska. Celkova´ rozloha u´zemı´ byla oproti prˇedchozı´ studii neˇkolikana´sobneˇ veˇtsˇı´,
protozˇe data poskytovana´ radaryMet E´ireann4, uka´zkovy´ snı´mek je na obra´zku 2, zachy-
cujı´ plochu o celkove´ rozloze 250 000km2.
V soucˇasne´ dobeˇ jsou v provozu 2 takove´to radary. Prvnı´ stanice je umı´steˇna na letisˇti
v Dublinu5, prˇiblizˇneˇ 10km od centrameˇsta, druha´ se nacha´zı´ na letisˇti v Shannonu6. Obeˇ
dveˇ jsou schopny doda´vat aktua´lnı´ snı´mky v patna´ctiminutovy´ch intervalech s dosahem
240km a rozlisˇenı´m 1km.
Samotny´ proces prˇedpoveˇdi probı´hal na´sledovneˇ:
1. zı´ska´nı´ aktua´lnı´ch snı´mku˚
2. zpracova´nı´ snı´mku˚
(a) odecˇtenı´ pozadı´ ze snı´mku˚
(b) binarizace
4http://www.met.ie/latest/rainfall radar.asp
5http://www.met.ie/aviation/dublin.asp
6http://www.met.ie/aviation/shannon.asp
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Obra´zek 2: Snı´mek poskytovany´ Met E´ireann
(c) odstraneˇnı´ regionu˚ ktere´ nebyly vzhledem k prˇedpoveˇdi potrˇebne´ a take´ maly´ch
shluku˚ pixelu˚
(d) identifikace sra´zˇek
(e) identifikace hranic sra´zˇek pomocı´ detekce hran
3. extrakce sra´zˇkovy´ch dat
pro u´cˇely dalsˇı´ho zpracova´nı´ dat byla masa sra´zˇek popsa´na n-ticı´
Rm = {Phy;Mor}
kde Phy reprezentuje fyzika´lnı´ parametry
Mor reprezentuje morfologicke´ parametry
Oba tyto parametry lze da´le rozdeˇlit na
Phy = {LCoG;Vel;Dir;Acel;T}
Mor = {Con;Area; I;Comp;Clu}
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kde LCoG je pozice teˇzˇisˇteˇ vodnı´ masy
Vel je rychlost
Dir je smeˇr
Acel je zrychlenı´
T je cˇasove´ razı´tko
Con je mnozˇina bodu˚ reprezentujı´cı´ obrys masy
Area je celkova´ plocha
I je intenzita sra´zˇky
Comp je kompaktnost sra´zˇkove´ masy
Clu je charakteristika shlukova´nı´
4. predikce vy´voje sra´zˇek
Pro oveˇrˇenı´ prˇesnosti prˇedpoveˇdi pomocı´ vyvinute´ metody bylo vybralo 14 ru˚zny´ch
mı´st, pro ktere´ byly vypocˇı´ta´ny na´sledujı´cı´ hodnoty:
Precision =
R/R
R/R+R/NR
(1)
Recall =
R/R
R/R+NR/R
(2)
kde R/R je pocˇet u´speˇsˇny´ch prˇedpoveˇdı´ kde opravdu prsˇelo
R/NR je pocˇet prˇedpoveˇdı´ kde meˇlo prsˇet ale neprsˇelo
NR/R je pocˇet predikcı´ bez desˇteˇ kde ve skutecˇnosti prsˇelo
Pomocı´ teˇchto dvou vztahu˚ se vypocˇı´ta´ tzv. F–Score jako:
F–Score = 2×
Precision×Recall
Precision+Recall
(3)
Z prezentovany´ch vy´sledku˚ bylo zrˇejme´, zˇe nejlepsˇı´ sko´re zı´skaly mı´sta vzda´lena´
prˇiblizˇneˇ 100km od radaru, nejhorsˇı´ naopak mı´sta nejvı´ce vzda´lena´ od obou radaru˚. Sa-
motna´ meˇsta Dublin a Shannon nemeˇla dobre´ vy´sledky, ktere´ ale nebyly tak sˇpatne´ jako
u vzda´leny´ch mı´st. Du˚vodem bylo, zˇe tato mı´sta lezˇı´ prˇı´lisˇ blı´zko samotny´ch radaru˚.
2.3 Apeniny, rˇeka Sieve
Cˇla´nek [6] se zaobı´ra´ zkouma´nı´m prˇesnosti modelu ARMA, neuronovy´ch sı´tı´ a nepara-
metricke´ metody nejblizˇsˇı´ch sousedu˚ pro kra´tkodobe´ prˇedpoveˇdi sra´zˇek v rozsahu 1 azˇ
5 hodin v povodı´ rˇeky Sieve. Pro u´cˇely prˇedpoveˇdı´ byly k dispozici data o jejı´m hodi-
nove´m pru˚toku za obdobı´ 1.1.1992 azˇ 31.12.1996. Za stejne´ obdobı´ byly take´ dostupna´
data o aktua´lnı´ teploteˇ na 4 stanicı´ch a u´daje z 12 sra´zˇkomeˇru˚.
Protozˇe tyto data obsahovala prˇeva´zˇneˇ nerelevantnı´ u´daje, jako naprˇı´klad obdobı´ bez
sra´zˇek, byly vybra´ny pouze bourˇkove´ uda´losti. Jejich definice pozˇadovala, aby beˇhem
jedne´ hodiny napadlo vı´ce nezˇ 1mm sra´zˇek, tomu muselo prˇedcha´zet minima´lneˇ 5 a na´-
sledovat alesponˇ 20 hodin sra´zˇek mensˇı´ch nezˇ 1mm, prˇicˇemzˇ pru˚tok rˇekou musel po
celou dobu stoupat o 20m3 h−1.
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Prˇi vy´voji metody pouzˇı´vajı´cı´ neuronove´ sı´teˇ se testovalo neˇkolik variant BP, ze kte-
ry´ch doka´zala nejrychleji naucˇit neuronovou sı´t’, a take´ me´neˇ pravdeˇpodobneˇji uvı´znout
v okolı´ loka´lnı´ho minima, metoda Levenberg-Marquardt.
Autorˇi take´ otestovali dva typy prˇedpoveˇdı´ cˇasovy´ch uda´lostı´ s krokem vetsˇı´m nezˇ 1.
Prvnı´ metoda7 spocˇı´vala v pouzˇitı´ neuronove´ sı´teˇ, ktera´ prˇedpovı´ pouze jeden na´sledujı´cı´
krok. Vy´sledek prˇedpoveˇdi se pak zvonu pouzˇije v dalsˇı´m cˇasove´m u´seku na vstupu.
Druha´8 oproti tomu pouzˇı´vala neuronovou sı´t’, jejı´zˇ vy´stupy prˇı´mo uda´valy hodnotu
pro neˇkolik cˇasovy´ch u´seku˚ doprˇedu. Prvnı´ zmı´neˇna´ pak prokazovala nejlepsˇı´ vy´sledky
pokud byla pouzˇita pouze pro prˇedpoveˇd’ jednoho budoucı´ho kroku. Prˇi rekurzivnı´m
pouzˇitı´ se propagovala chyba jednotlivy´ch prˇedpoveˇdı´ do dalsˇı´ch iteracı´, proto byla pro
pouzˇitı´ v prˇedpoveˇdi na vı´ce cˇasovy´ch kroku˚ zvolena druha´ metoda.
V za´veˇru autorˇi porovnali u´speˇsˇnost ru˚zny´ch variant vy´sˇe zmı´neˇny´chmodelu˚. V prˇed-
poveˇdı´ch pro jeden cˇasovy´ krok doprˇedu (1h) projevoval nejlepsˇı´ u´speˇsˇnost adaptivnı´
ARMAmodel. S naru˚stajı´cı´m pocˇtem cˇasovy´ch kroku˚ ale jeho prˇesnost klesala nejvı´ce ze
vsˇech testovany´ch modelu˚. Korelacˇnı´ koeficient prˇi prˇedpoveˇdi na 6h cˇinil pouze 0.003.
Naproti tomu, varianta pouzˇı´vajı´cı´ neuronovou sı´t’ ucˇenou metodou split-sample9 si prˇi
tomto cˇasove´m kroku doka´zala udrzˇet korelacˇnı´ koeficient na hodnoteˇ 0.372, druhe´ho
nejlepsˇı´ho vy´sledku (korelacˇnı´ koeficient 0.162) dosa´hla take´ neuronova´ sı´t’, na rozdı´l od
prˇedchozı´ vyuzˇı´vajı´cı´ adaptivnı´ ucˇenı´.
7recursive multi-step
8direct multi-step
9Data byla rozdeˇlena na tre´novacı´ a testovacı´ mnozˇinu, kdy tre´novacı´ mnozˇina obsahovala dvojna´sobne´
mnozˇstvı´ uda´lostı´ oproti testovacı´.
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3 Neuronove´ sı´teˇ
Mozek je orga´n tvorˇı´cı´ centrum nervove´ho syste´mu obratlovcu˚, ktery´ se na buneˇcˇne´
u´rovni skla´da´ ze dvou typu˚ buneˇk, neuronu˚ a gliı´. Pokud bychom chteˇli hovorˇit o kon-
kre´tnı´ch pocˇtech10, tak lidsky´ mozek tvorˇı´ okolo 1.7 ∗ 1011 buneˇk, z cˇehozˇ vı´ce nezˇ polo-
vinu (8.6 ∗ 1010 azˇ 1011) reprezentujı´ neurony, propojene´ navza´jem okolo 1014 synapsemi.
Neurony take´ zasta´vajı´ prima´rnı´ cˇinnosti, prˇenos a zpracova´nı´ informace. Glie naproti
tomu slouzˇı´ jako podpu˚rny´ typ bunˇky pro samotne´ neurony, ktery´ je obklopuje, oddeˇluje
a udrzˇuje na mı´steˇ, doda´va´ kyslı´k nebo odstranˇuje odumrˇele´.
Samotny´ prˇenos informace mezi neurony je realizova´n kombinacı´ elektricky´ch a che-
micky´ch procesu˚. K tomuto u´cˇelu ma´ teˇlo neuronu jednak maxima´lneˇ jedno axonove´
vla´kno, ktery´m se propaguje elektricky´ signa´l da´le k ostatnı´m, ale take´ zpravidla i vı´ce
nezˇ jeden dendrit, postupneˇ se veˇtvı´cı´ prˇes ktery´ je signa´l prˇijı´ma´n od ostatnı´ch. Pro-
pojenı´ mezi zakoncˇenı´m axonove´ho vla´kna a dendrit ale nenı´ realizova´no prˇı´mo. Mezi
nimi se nacha´zı´ synapticka´ sˇteˇrbina, ktera´ prˇemeˇnˇuje elektricke´ vzruchy na chemicke´
la´tky. Pokud jejich mnozˇstvı´ prˇekrocˇı´ urcˇite´ mnozˇstvı´, vytvorˇı´ se novy´ vzruch sˇı´rˇı´cı´ se
da´le. Mez prˇitommu˚zˇe by´t dosazˇena secˇtenı´m vzruchu˚ vı´ce neuronu˚ nara´z, prˇı´padneˇ od
jednoho posı´lajı´cı´ho vzruchy v rychly´ch cˇasovy´ch intervalech.
3.1 Umeˇle´ neuronove´ sı´teˇ
Umeˇle´ neuronove´ sı´teˇ [2, 12] jsou velice zjednodusˇeny´m modelem skutecˇny´ch. Za´kladnı´
jednotku zde tvorˇı´ neuron, majı´cı´ n vstupu˚ x1 azˇ xn, prˇicˇemzˇ ke kazˇde´mu vstupu na´lezˇı´
vlastnı´ va´hawi, ktera´ mu˚zˇe zesı´lit, cˇi zeslabit jı´ procha´zejı´cı´ signa´l. Takto upravene´ vstupy
da´le podle´hajı´ sumaci, od ktere´ se odecˇte prahova´ hodnota θ. Zı´skany´ vy´sledek se pouzˇije
jako vstup pro aktivacˇnı´ funkci f , jejı´zˇ hodnota reprezentuje vy´stup neuronu y.
xnx1 x2
θ
wnw2w1
y
Obra´zek 3: Umeˇly´ neuron
Takto definovanou jednotku lze matematicky vyja´drˇit jako:
10http://blogs.scientificamerican.com/brainwaves/2012/06/13/know-your-neurons-what-is-the-ratio-
of-glia-to-neurons-in-the-brain/
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(b) Hyperbolicky´ tangens: tanh x = e
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Obra´zek 4: Aktivacˇnı´ funkce beˇzˇneˇ pouzˇı´vane´ u neuronovy´ch sı´tı´
y = f
 n
i=1
wixi − θ

(4)
Prahovou hodnotu θ zde mu˚zˇeme zameˇnit za dalsˇı´ vstup neuronu x0 s hodnotou ex-
citace x0 = 1 a va´hou w0 jemu prˇı´slusˇı´cı´ w0 = −θ. Tı´mto se prˇedchozı´ funkce zjednodusˇı´
na:
y = f
 n
i=0
wixi

(5)
Ru˚zne´ druhy neuronovy´ch sı´tı´ se pak odlisˇujı´ pouzˇity´mi aktivacˇnı´mi funkcemi, pra-
vidly aplikovany´mi prˇi tvorbeˇ struktury sı´teˇ pro jednotliva´ propojenı´.
Podle topologie pak mu˚zˇeme sı´teˇ rozdeˇlit na dva za´kladnı´ typy, s pouze doprˇedny´mi
vazbami a sı´teˇ povolujı´cı´ take´ rekurentnı´ vazby. Struktura doprˇedny´ch sı´tı´ je tvorˇena jed-
nou vstupnı´ vrstvou, jednou vy´stupnı´ vrstvou, a s libovolny´m pocˇtem tzv. skryty´ch vrs-
tev (nebo nemusı´ by´t prˇı´tomny vu˚bec). Neurony v jednotlivy´ch vrstva´ch nejsou navza´jem
propojeny, vy´stupy neuronu˚ z prˇedchozı´ vrstvy jsou propojeny se vstupy na´sledujı´cı´
vrstvy.
Podle zpu˚sobu jaky´m jsou neuronove´ sı´teˇ ucˇeny lze strategie ucˇenı´ rozdeˇlit na dveˇ
skupiny. U prvnı´ z nich, ucˇenı´ bez ucˇitele, si neuronova´ sı´t’ musı´ v prˇedkla´dany´ch vstup-
nı´ch datech sama nale´zt vzory. Te´to definici odpovı´dajı´ na´sledujı´cı´:
• self-organizing map (SOM)
• neural gas
• adaptive resonance theory (ART)
• Learning Vector Quantization (LVQ)
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Obra´zek 5: Vrstvena´ neuronova´ sı´t’
Protipo´l k prˇedchozı´m metoda´m tvorˇı´ ucˇenı´ s ucˇitelem, kde jsou navı´c k prˇedkla´dany´m
vstupnı´m datu˚m dostupne´ take´ ocˇeka´vana´ vy´stupnı´ data. Neuronova´ sı´t’ je tedy v pru˚-
beˇhu ucˇenı´ upravovana´ na za´kladeˇ chyby se kterou odpovı´da´ na konkre´tnı´ data.
• hebb rule
• back-propagation
Prˇi procesu ucˇenı´ mu˚zˇe nastat proble´m, zˇe sı´t’ naucˇı´me na tre´novacı´ data tak dobrˇe, zˇe
se zhorsˇı´ jejı´ generalizace pro data, ktera´ jı´ prozatı´m nebyla prezentovana´. Ty totizˇ cˇasto
mohou pocha´zet z meˇrˇenı´ u ktere´ho nenı´ mozˇne´ vyloucˇit vliv rusˇenı´ a sı´t’ se tı´mto mu˚zˇe
naucˇit i tuto chybu. Aby se takove´to situaci prˇedesˇlo, deˇlı´ se mnozˇina dostupny´ch dat na
trˇi cˇa´sti, tre´novacı´ mnozˇinu, testovacı´ mnozˇinu a validacˇnı´ mnozˇinu.
Tre´novacı´ mnozˇina dat, jak jizˇ na´zev napovı´da´, se pouzˇije prˇi samotne´m procesu
ucˇenı´ k vy´pocˇtu chyby sı´teˇ pro konkre´tnı´ vzory, na jejı´zˇ za´kladeˇ se upravuje konfigurace
sı´teˇ. Za´rovenˇ se po urcˇite´m pocˇtu tre´novacı´ch cyklu˚ provede vy´pocˇet chyby naucˇene´ sı´teˇ
pomocı´ testovacı´ mnozˇiny dat. V prˇı´padeˇ, zˇe obeˇ hodnoty klesajı´, ucˇenı´ probı´ha´ da´le.
Pokud naopak zacˇne stoupat chyba vypocˇtena´ z testovacı´ch dat, je potrˇeba vra´tit neuro-
novou sı´t’ do prˇedchozı´ konfigurace a proces tre´nova´nı´ tı´mto koncˇı´. Za takto nalezeny´m
bodem bychom zı´skali prˇeucˇenou sı´t’.
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tre´novacı´ cykly
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tre´novacı´ mnozˇina
testovacı´ mnozˇina
nedotre´novana´ sı´t’ prˇetre´novana´ sı´t’
Obra´zek 6: Pru˚beˇh ucˇenı´ sı´teˇ
Obra´zek 7: Prˇetre´nova´nı´ neuronove´ sı´teˇ
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4 Evolucˇnı´ algoritmy
4.1 Geneticke´ algoritmy
Geneticke´ algoritmy jsou heuristicka´ metoda a globa´lnı´ optimalizacˇnı´ technika snazˇı´cı´ se
napodobit Darwinovu teorii evoluce prˇi hleda´nı´ rˇesˇenı´ proble´mu˚.
Prvnı´ ne prˇı´lisˇ u´speˇsˇne´ pocˇa´tky s aplikacı´ evoluce lze datovat do 50. let 20. stoletı´,
kdy tyto metody pouzˇı´valy pouze metody mutace geneticke´ho materia´lu. V 60.letech
prˇisˇel Hans J. Bremermann 11 s mysˇlenkou pouzˇitı´ reprodukce pomocı´ krˇı´zˇenı´, tehdy jesˇteˇ
zalozˇenou na sumaci odpovı´dajı´cı´ch cˇa´stı´ genu˚. Na´sledny´ pokrok prˇisˇel dı´ky prˇesveˇdcˇenı´
Johna H. Hollanda [8], zˇe rekombinace genu˚ pomocı´ pa´rˇenı´ je nezbytnou cˇa´stı´ evoluce.
Prvnı´m vy´sledkem jeho pra´ce byl klasifika´tor pracujı´cı´ s mnozˇinou pravidel a bina´rnı´mi
rˇeteˇzci, kde jednotlive´ bity reprezentovaly (ne)splneˇnı´ konkre´tnı´ podmı´nky a pravidla
urcˇovala akce prova´deˇne´ po splneˇnı´ pozˇadovany´ch podmı´nek. Pozdeˇji take´ prˇisˇel s teo-
re´mem sche´mat, ktery´ dnes parˇı´ mezi teorie konvergence geneticky´ch algoritmu˚.
Tak jako samotny´ princip evoluce, i terminologii si geneticke´ algoritmy vypu˚jcˇujı´
z prˇı´rody. Algoritmus pracuje s populacı´ obsahujı´cı´ mnozˇinu jedincu˚ reprezentujı´cı´ch mozˇ-
na´ rˇesˇenı´ proble´mu. Kazˇde´ho jedince lze vyja´drˇit souborem parametru˚, zde nazvany´ch
geny, tvorˇı´cı´ dohromady jediny´ chromozom. U´speˇsˇnost jednotlivy´ch rˇesˇenı´ je vyja´drˇena
odpovı´dajı´cı´ hodnotou fitness. Ta slouzˇı´ jako rozhodovacı´ krite´rium pro prˇezˇitı´ do dalsˇı´
generace nebo u´cˇast na reprodukci. Tak jako v prˇı´rodeˇ, i zde totizˇ platı´ za´kon prˇezˇitı´
nejsilneˇjsˇı´ch (nejle´pe adaptovany´ch).
Pokud bychom toto meˇli vyja´drˇit na neˇjake´m konkre´tnı´m prˇı´kladu, mu˚zˇeme naprˇı´-
klad hledat rˇesˇenı´ pro rovnici polynomu f(x) = a0+a1x+a2x
2 . . . anx
n tak, aby procha´zel
prˇedem zadany´mi body. Hodnota fitness tak mu˚zˇe prˇedstavovat sumu vzda´lenostı´ mezi
ocˇeka´vanou hodnotou yi kazˇde´ho bodu s aktua´lnı´ hodnotou yactual = f(xi) funkce v da-
ne´m bodeˇ. Samotny´ chromozom bude reprezentova´n koeficienty polynomu a0 . . . an (ge-
ny).
Samotny´ evolucˇnı´ cyklus lze rozdeˇlit do dvou na sebe navazujı´cı´ch cˇa´stı´. Jako prvnı´
probı´ha´ proces selekce jedincu˚, ktery´ ma´ za u´kol vybrat z aktua´lnı´ populace ty jedince,
kterˇı´ z pohledu fitness funkce obsahujı´ ve sve´m geneticke´m ko´du lepsˇı´ rˇesˇenı´. Tito vy-
branı´ jedinci majı´ na´sledneˇ mozˇnost se podı´let na tvorbeˇ novy´ch potomku˚ pomocı´ pro-
cesu reprodukce, ktery´ lze rozdeˇlit do dvou cˇa´stı´. Jednak se jedna´ o krˇı´zˇenı´, da´le pak
mutace.
4.1.1 Vhodnost
Aby bylo mozˇne´ neˇjak rozlisˇit u´speˇsˇnost jednotlivy´ch rˇesˇenı´ mezi sebou, je potrˇeba vypo-
cˇı´tat jejich u´cˇelovou funkci (cost function). Ta mu˚zˇe reprezentovat naprˇı´klad hodnotu opti-
malizovane´ funkce v dane´m bodeˇ, de´lku cesty prˇi rˇesˇenı´ proble´mu˚ typu obchodnı´ho
cestujı´cı´ho, cenu vy´robku. Samotny´ algoritmus prˇi evoluci na´sledneˇ pouzˇı´va´ takzvanou
vhodnost (fitness function), cozˇ mu˚zˇe by´t prˇı´mo hodnota u´cˇelove´ funkce, jejı´ normalizo-
vana´ hodnota nebo transformovana´ hodnota do intervalu ⟨0; 1⟩.
11http://berkeley.edu/news/media/releases/96legacy/releases.96/14319.html
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Input: Populationsize, Dimension, Generations, Pmutation, Pccossover
Output: Sbest
Population = CreateInitialPopulation(Populationsize, Dimension);
Evaluate(Population);
Sbest = FindBestSolution(Population);
for i = 0 to Generations do
Parents = SelectParents(Population);
Offspring = ∅ ;
foreach Parent1, Parent2 in Parents do
Child = Crossover(Parent1, Parent2, Pcrossover);
Mutate(Child, Pmuattion);
Evaluate(Child);
Offspring += Child ;
end
Population = GetNewPopulation(Population, Offspring);
Sbest = FindBestSolution(Population);
end
Algorithm 1: Geneticky´ algoritmus
Obvykle jsou algoritmy rˇesˇeny pro hleda´nı´ maxima na vhodnosti. Pokud hleda´me
minimum funkce, je potrˇeba vhodneˇ prˇeve´st u´cˇelovou funkci na vhodnost. K tomuto
u´cˇelu lze pouzˇı´t na´sledujı´cı´ho prˇevodu [4], ktery´ minima´lnı´ hodnoteˇ u´cˇelove´ funkce
prˇideˇlı´ maxima´lnı´ hodnotu vhodnosti a naopak, zbytek hodnot bude linea´rneˇ prˇerozdeˇlen
mezi teˇmito vznikly´mi hranicˇnı´mi body.
fi =
fmax − fmin
cmin − cmax
∗ ci +
cminfmin − cmaxfmax
cmin − cmax
(6)
kde cmax je maxima´lnı´ hodnota u´cˇelove´ funkce
cmin je minima´lnı´ hodnota u´cˇelove´ funkce
fmax je maxima´lnı´ hodnota vhodnosti
fmin je minima´lnı´ hodnota vhodnosti
ci je hodnota u´cˇelove´ funkce pro dane´ho jedince
fi je hodnota vhodnosti pro dane´ho jedince
Pro prˇevod prˇı´mo do intervalu ⟨0; 1⟩ lze rovnici upravit na:
fi =
1
cmin − cmax
[(1− ϵ)ci + cminϵ− cmax] (7)
ϵ je male´ kladne´ cˇı´slo, naprˇ. 0.01
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4.1.2 Selekce
Selekce jedincu˚ u´cˇastnı´cı´ch se na reprodukci je prova´deˇna na za´kladeˇ vhodnosti kazˇde´ho
jedince veˇtsˇinou pomocı´ tzv. vy´beˇru ruletou (roulette wheel selection, RWS). Implementace
algoritmu je prˇı´mocˇara´, pocˇı´ta´ pouze s faktem, zˇe se hleda´ maximum na fitness funkci.
Prˇed prvnı´m vy´beˇrem v kazˇde´ generaci je potrˇeba prˇepocˇı´tat pravdeˇpodobnosti vy´-
beˇru jedincu˚ na´sledujı´cı´m postupem:
1. vypocˇtenı´ fitness cele´ populace
F =
PopSize
i=1
fi
2. vypocˇtenı´ pravdeˇpodobnosti selekce pro kazˇde´ho jedince
pi =
fi
F
3. vypocˇtenı´ kumulativnı´ pravdeˇpodobnosti selekce pro kazˇde´ho jedince
qi =
i
j=1
pj
Samotny´ vy´beˇr pak probı´ha´ vzˇdy tak, zˇe je vygenerova´no na´hodne´ cˇı´slo rspin ∈ ⟨0; 1⟩,
reprezentujı´cı´ pootocˇenı´ na ruleteˇ, a hleda´ se jedinec pro neˇhozˇ platı´, zˇe:
qi−1 < rspin ≤ qi
0 1 2 3 4 5 6 7 8
0 1
rspin
Obra´zek 8: RWS
Nejjednodusˇsˇı´ implementace mu˚zˇe pouzˇı´vat linea´rnı´ vyhleda´va´nı´, ktere´ ma´ slozˇitost
vy´beˇru n2. Pokud si ale uveˇdomı´me fakt, zˇe hleda´me cˇı´slo ve vzestupneˇ serˇazene´m se-
znamu, pouzˇitı´m bina´rnı´ho vyhleda´va´nı´ klesne slozˇitost na n log(n).
Prˇi pouzˇitı´ RWS ale mu˚zˇe nastat situace, zˇe na´hodou me´neˇ vhodny´ jedinec dostane
vı´ce sˇancı´ k reprodukci nezˇ vı´ce vhodny´. Prˇı´stup snazˇı´cı´ se eliminovat tuto nevy´hodu
se jmenuje stochasticky´ univerza´lnı´ vy´beˇr (stochastic universal selection, stochastic universal
sampling, SUS). Zde se take´ prova´dı´ vy´beˇr podle rulety, nicme´neˇ je mı´rneˇ upraveny´.
Prˇi kazˇde´m vy´beˇru se pokazˇde´ nevycha´zı´ z jednoho pocˇa´tecˇnı´ho bodu rulety, ale teˇchto
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pocˇa´tku˚ je vı´ce. Prˇesneˇji tolik, kolik jedincu˚ se vybı´ra´ z aktua´lnı´ populace, navı´c jsou na
ruleteˇ rozmı´steˇny s rovnomeˇrny´mi odstupy mezi sebou.
Postup prˇed zapocˇetı´m vy´beˇru je te´meˇrˇ stejny´ jako u RWS, jsou pouze prˇida´ny dva
kroky:
1. vypocˇtenı´ rozestupu mezi ukazateli
D =
1
N
2. zı´ska´nı´ posunutı´ prvnı´ho ukazatele
rshift ∈ ⟨0;D⟩
Selekce jedincu˚ pak probı´ha´ tak, zˇe pro kazˇdou generaci se vygeneruje pouze jedno
na´hodne´ cˇı´slo rshift ∈ ⟨0; 1⟩ a od kazˇde´ho ukazatele se provede vy´beˇr. Jako vy´hodu
zı´ska´me mensˇı´ vy´pocˇetnı´ za´teˇzˇ, protozˇe odpada´ N − 1 generova´nı´ na´hodny´ch cˇı´sel (po-
otocˇenı´ rulety).
0 1 2 3 4 5 6 7 8
0 1
rshift
rspin
D
Obra´zek 9: SUS
Postup, ktery´m jsou rodicˇe vybı´ra´ni, mu˚zˇe by´t i kombinacı´ vı´ce prˇı´stupu˚. Naprˇı´klad
algoritmus v [1] pouzˇı´va´ k vy´beˇru prvnı´ho rodicˇe RWS, druhy´ je vybra´n z populace
na´hodneˇ.
Prˇi vy´beˇru rodicˇu˚ mu˚zˇe nastat situace, zˇe se v populaci vyskytne neˇkolik jedincu˚
majı´cı´ch o tolik lepsˇı´ hodnotu fitness, zˇe obdrzˇı´ neprˇimeˇrˇeneˇ mnohomozˇnostı´ k produkci
potomku˚. Toto by nebyl proble´m v situaci, pokud takovı´to jedinci obsahujı´ ve sve´m ko´du
rˇesˇenı´, dı´ky ktere´mu by algoritmus smeˇrˇoval ke globa´lnı´mu extre´mu. V pocˇa´tecˇnı´ch
fa´zı´ch evoluce, kdy existuje jesˇteˇ velka´ populacˇnı´ rozmanitost a prozkouma´va´ se tedy
velka´ oblast rˇesˇenı´, by´vajı´ takove´to extre´my pouze prˇedzveˇstı´ neˇktere´ho loka´lnı´ho mi-
nima.
Prˇı´stupu˚ jak vyrˇesˇit tuto situaci je neˇkolik. Pro vy´beˇr rodicˇu˚ je v [9] uvedeno rozdeˇle-
nı´ na dva typy. Prvnı´, nazvana´ explicitnı´ prˇemapova´nı´ fitness, se snazˇı´ vyrˇesˇit situaci upra-
venı´m distribuce samotne´ fitness hodnoty. Druha´ metoda, nazvana´ implicitnı´ prˇemapova´nı´
fitness, se naproti tomu snazˇı´ vyhnout procesu prˇemapova´nı´ fitness hodnot u´plneˇ. Jako
metoda dominujı´cı´ mezi ostatnı´mi byla zmı´neˇna porˇadova´ selekce.
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Explicitnı´ prˇemapova´nı´ fitness
Porˇadova´ selekce (rank selection, fitness ranking) je metoda snazˇı´cı´ se obejı´t rozdı´ly mezi
fitness hodnotami tı´m, zˇe fitness je odvozena od porˇadı´ kazˇde´ho jedince v populaci
serˇazene´ podle hodnoty u´cˇelove´ funkce.
Prvnı´ varianta linea´rnı´ho porˇadove´ho prˇerozdeˇlenı´ prˇideˇlı´ hodnotu fitness prˇı´mo porˇadı´
jedince v populaci:
si = ranki (8)
K tomuto existuje i zobecneˇna´ varianta umozˇnˇujı´cı´ upravit selekcˇnı´ tlak (selection
pressure) pomocı´ sklonu krˇivky prˇerozdeˇlenı´:
si = 2− spressure +

2 ∗ (spressure − 1)
ranki − 1
popsize − 1

(9)
kde spressure je selekcˇnı´ tlak spressure⟨1.0; 2.0⟩
popsize je velikost populace
exponential
si = m
(ranki−1) (10)
V prˇı´padeˇ kdy je potrˇeba vyvinout veˇtsˇı´ selekcˇnı´ tlak smeˇrem k lepsˇı´m rˇesˇenı´m, lze
pouzˇı´t nelinea´rnı´ porˇadove´ prˇerozdeˇlenı´. Distribuci pravdeˇpodobnostı´ selekce jedincu˚ lze
ovlivnit parametrem c, ktery´ mu˚zˇe by´t po celou dobu evoluce konstantnı´.
si =
1
c
ln

popsize − (ranki − 1)(1−
1
ec )
popsize − ranki(1−
1
ec )

(11)
Selekce orˇı´znutı´m (top selection, truncation selection) prˇistupuje k rˇesˇenı´ jinak. Rozdeˇluje
populaci na dveˇ cˇa´sti tak, zˇe jedinci s porˇadı´m nizˇsˇı´m nezˇ rankmin prˇijdou o mozˇnost se
u´cˇastnit reprodukce, zbyly´m jedincu˚m se prˇideˇlı´ stejne´ sˇance.
si =

1
popsize−ranki+1
pokud ranki ≥ rankmin
0 pokud ranki < rankmin
(12)
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Obra´zek 10: Porovna´nı´ ru˚zny´ch typu˚ prˇerozdeˇlenı´ podle porˇadove´ selekce
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Implicitnı´ prˇemapova´nı´ fitness
Do te´to kategorie patrˇı´ ru˚zne´ typy vy´beˇru turnajem. Ty probı´hajı´ tak, zˇe se na´hodneˇ vybere
neˇkolik jedincu˚ z populace, kterˇı´ mezi sebou na´sledneˇ ”souperˇı´”na za´kladeˇ fitness hod-
not. Typu˚ turnajovy´ch souboru˚ je neˇkolik, lisˇı´cı´ch se naprˇı´klad v pocˇtu jedincu˚ u´cˇastnı´cı´ch
se turnaje, cˇi pravidel, podle ktery´ch vyhra´va´ neˇktery´ z jedincu˚.
Bina´rnı´ turnaj (binary tournament) prˇicha´zı´ s jednoduchy´m principem. Jak je z na´zvu
zrˇejme´, algoritmus vybere vzˇdy dva jedince, ze ktery´ch ten lepsˇı´ vyhra´va´ a u´cˇastnı´ se
reprodukce.
Pravdeˇpodobnostnı´ bina´rnı´ turnaj (probabilistic binary tournament) je zobecneˇnı´m prˇed-
cha´zejı´cı´ho. Zava´dı´ navı´c parametr 0.5 < pbetter < 1 uda´vajı´cı´, s jakou pravdeˇpodobnostı´
vyhraje lepsˇı´ jedinec (v prˇı´padeˇ proste´ho bina´rnı´ho turnaje je pbetter = 1)
Porovna´nı´ metod
Pokud bychom hledali neˇjake´ studie zaobı´rajı´cı´ se porovna´nı´m jednotlivy´ch metod pro
pouzˇitı´ v rea´lny´ch aplikacı´ch, mu˚zˇeme zmı´nit naprˇı´klad cˇla´nek [13]. Jeho cı´lem bylo
porovna´nı´ metod sˇka´lova´nı´ fitness funkcı´ pro pouzˇitı´ v optice. Testy byly provedeny
nad cˇtyrˇmi ru˚zny´mi fitness funkcemi pouzˇitı´m teˇchto metod: porˇadova´ selekce, selekce
orˇı´znutı´m, linea´rnı´ a exponencia´lnı´ sˇka´lova´nı´. V za´veˇru autorˇi uva´dı´ doporucˇenı´, zˇe po-
kud je cı´lem najı´t rychle rˇesˇenı´, je vhodne´ pouzˇı´t exponencia´lnı´ sˇka´lova´nı´. Na druhou
stranu, pokud proble´m obsahuje vı´ce extre´mu˚ a je potrˇeba zachovat populacˇnı´ diverzitu
k jejich prozkouma´nı´, meˇla by se pouzˇı´t selekce orˇı´znutı´m.
4.1.3 Krˇı´zˇenı´
Krˇı´zˇenı´ je ovlivneˇno parametrem pravdeˇpodobnosti krˇı´zˇenı´ pxo urcˇujı´cı´m, jake´ procento
potomku˚ bude vytvorˇeno tı´mto procesem. Prˇi pxo = 100% jsou vsˇichni potomci vytvorˇenı´
krˇı´zˇenı´m, naproti tomu pxo = 0% znamena´, zˇe zˇa´dny´ potomek nebude takto vytvorˇen.
Zbyla´ cˇa´st rodicˇu˚ vytvorˇı´ potomky pomocı´ svy´ch kopiı´.
Pro chromozom reprezentovany´ bina´rnı´m rˇeteˇzcem existuje neˇkolik beˇzˇneˇ pouzˇı´va-
ny´ch verzı´:
• jednobodove´ krˇı´zˇenı´
• dvoubodove´ krˇı´zˇenı´
• vı´cebodove´ krˇı´zˇenı´
• uniformnı´ krˇı´zˇenı´
Prvnı´ varianta, jednobodove´ krˇı´zˇenı´, definuje pouze jeden na´hodny´ bod mezi obeˇma
jedinci, za ktery´m dojde u potomku˚ k prohozenı´ geneticke´ho ko´du obou rodicˇu˚. Jinak
rˇecˇeno, prvnı´ potomek bude do bodu krˇı´zˇenı´ obsahovat bity prvnı´ho rodicˇe, zatı´mco za
tı´mto bodem bity druhe´ho rodicˇe. U druhe´ho potomka probı´ha´ krˇı´zˇenı´ opacˇneˇ, takzˇe
zacˇı´na´ bity druhe´ho rodicˇe, pak prvnı´ho.
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rodicˇ 1
rodicˇ 2
potomek 1
potomek 2
Obra´zek 11: Jednobodove´ krˇı´zˇenı´
Dalsˇı´ varianta, dvoubodove´ krˇı´zˇenı´, zava´dı´ takove´to body dva. Rozdı´l spocˇı´va´ v tom, zˇe
za druhy´m bodem se opeˇt prohodı´ prˇideˇlenı´ rodicˇu˚ k potomku˚m.
rodicˇ 1
rodicˇ 2
potomek 1
potomek 2
Obra´zek 12: Dvoubodove´ krˇı´zˇenı´
U uniformnı´ho krˇı´zˇenı´ je pokazˇde´ vygenerova´na bina´rnı´ maska o de´lce chromozomu
vy´sledne´ho potomka. Cely´ proces pak probı´ha´ tak, zˇe pokud je na masce na pozici x:
• 0, dojde ke zkopı´rova´nı´ bitu na pozici x od prvnı´ho rodicˇe,
• 1, dojde ke zkopı´rova´nı´ bitu na pozici x od druhe´ho rodicˇe.
Druhy´ potomek se vytva´rˇı´ tak, zˇe ma´ bity na kazˇde´ pozici pocha´zejı´cı´ od opacˇne´ho rodicˇe
nezˇ jak tomu je u prvnı´ho potomka. To se provede nejjednodusˇeji prohozenı´m porˇadı´
rodicˇu˚, nebo take´ negacı´ cele´ bina´rnı´ masky.
rodicˇ 2
rodicˇ 1
potomek 1
rand < 0.5
rand ≥ 0.5
Obra´zek 13: Uniformnı´ krˇı´zˇenı´
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4.1.4 Mutace
Mutace je klasicky bra´na jako me´neˇ vy´znamny´ opera´tor, vna´sˇejı´cı´ male´ mnozˇstvı´ na´-
hodne´ho hleda´nı´ a snazˇı´cı´ se zachovat populacˇnı´ rozmanitost u vysoce konvergovane´
populace. Jejı´ vliv se reguluje parametrem pravdeˇpodobnosti mutace pm uda´vajı´cı´m, jak
velka´ cˇa´st geneticke´ho materia´lu cele´ populace bude zmeˇneˇna.
Naproti tomu v [10] je zmı´neˇno neˇkolik studiı´ ukazujı´cı´ch, zˇe samotnoumutaci v poda´-
nı´ tzv.
”
naivnı´ evoluce“ nezle bra´t tak nevy´znamneˇ, a zˇe mutace je vı´ce vy´znamna´ nezˇ se
pu˚vodneˇ myslelo.
Obra´zek 14: Mutace chromozomu
4.1.5 Reprezentace chromozomu
Za´kladnı´ teorie geneticky´ch algoritmu˚ pouzˇı´va´ k reprezentaci jedincu˚ bina´rnı´ rˇeteˇzce.
Postupem cˇasu ale byly provedeny ru˚zne´ experimenty s reprezentacemi majı´cı´mi kardi-
nalitu informace uchovane´ v jednom genu veˇtsˇı´ nezˇ 2.
Mezi jeden ze zpu˚sobu˚ rˇesˇenı´ patrˇı´ pouzˇitı´ rea´lny´ch cˇı´sel. Tato zmeˇna posunuje re-
prezentaci blı´zˇe k rˇesˇene´mu proble´mu a hodı´ se tak naprˇı´klad pro proble´my typu opti-
malizace funkce. Jako vy´hody prˇi pouzˇitı´ lze zmı´nit odpadajı´cı´ nutnost prˇevodu cˇı´sel do
bina´rnı´ reprezentace s pozˇadovanou prˇesnostı´, cˇı´mzˇ je take´ de´lka chromozomu pevna´
nemeˇnı´ se s prˇesnostı´, jednodusˇeji se navrhujı´ procedury osˇetrˇujı´cı´ ru˚zna´ omezenı´ para-
metru˚.
Novy´ prˇı´stup nicme´neˇ vyzˇaduje pouzˇitı´ novy´ch metod krˇı´zˇenı´ a mutace. V [1] je uve-
dena studie kladoucı´ si za cı´l porovna´nı´ s klasickou bina´rnı´ reprezentacı´ a prˇedstavuje
take´ neˇkolik novy´ch opera´toru˚ krˇı´zˇenı´ a mutace k tomu vyvinuty´ch.
Prvnı´m takovy´mto opera´torem je neuniformnı´ mutace, pracujı´cı´ tak, zˇe gen gm chro-
mozomu c = {g0, g1, . . . , gm, . . . , gn} urcˇeny´ k mutaci bude upraven podle pravidla:
g′m =

gm +△(t, um − gm) pokud na´hodny´ bit je 0
gm +△(t, gm − lm) pokud na´hodny´ bit je 1
(13)
kde um je hornı´ mez dome´ny atributu gm
lm je dolnı´ mez dome´ny atributu gm
△(t, y) je funkce vracejı´cı´ takovou hodnotu z intervalu ⟨0; y⟩, zˇe
pravdeˇpodobnost hodnoty blı´zke´ nule roste se stoupajı´cı´m t
Jako funkce△(t, y) byla pouzˇita:
△(t, y) = y ∗

1− r(1−
t
T
)b

(14)
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Obra´zek 15: Rozdeˇlenı´ hodnot funkce△(t, y) podle rovnice 14 pro ru˚zne´ hodnoty
parametru b
kde r je na´hodne´ cˇı´slo z intervalu ⟨0; 1⟩
t aktua´lnı´ generace
T je maxima´lnı´ pocˇet generacı´
b je parametr urcˇujı´cı´ stupenˇ nerovnomeˇrnosti
Druhy´m opera´torem je aritmeticke´ krˇı´zˇenı´, fungujı´cı´ jako linea´rnı´ kombinace dvou vek-
toru˚. Ta pro dva rodicˇe g1 a g2 vytvorˇı´ potomky g
′
1 a g
′
2 tak, zˇe
g′1 = a ∗ g2 + (1− a) ∗ g1
g′2 = a ∗ g1 + (1− a) ∗ g2
(15)
Nejprve bylo provedeno srovna´nı´ za pouzˇitı´ opera´toru˚ krˇı´zˇenı´ a mutace podobny´ch
beˇzˇneˇ pouzˇı´vany´m pro bina´rnı´ reprezentaci. Jediny´ rozdı´l prˇedstavovala mutace, ktera´
namı´sto zmeˇny jednoho bitu vygenerovala nove´ na´hodne´ cˇı´slo z dome´ny argumentu.
Prˇi takto navrzˇene´m rˇesˇenı´ byly vy´sledky o ma´lo prˇı´zniveˇjsˇı´ pro bina´rnı´ rˇesˇenı´, nicme´neˇ
pouzˇitı´ rea´lny´ch cˇı´sel meˇlo pozitivnı´ vliv na stabilitu dı´ky mensˇı´ smeˇrodatne´ odchylce.
Rozdı´ly se zacˇaly ukazovat azˇ s pouzˇitı´m noveˇ vyvinuty´ch opera´toru˚ neuniformnı´ mutace
29
a aritmeticke´ho krˇı´zˇenı´. Zde nejen zˇe reprezentace rea´lny´mi cˇı´sly meˇla lepsˇı´ stabilitu, ale
take´ se zacˇala projevovat vy´hodnost tohoto rˇesˇenı´ oproti bina´rnı´mu.
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4.2 Diferencia´lnı´ evoluce
Diferencia´lnı´ evoluce je dalsˇı´ globa´lnı´ optimalizacˇnı´ technika, tentokra´t urcˇena´ pro pra´ci
prˇı´mo s celocˇı´selny´mi vektory. Od sve´ho pocˇa´tku v roce 1995 dosˇlo k neˇkolika zmeˇna´m
ktere´ vedly azˇ ke dnesˇnı´ verzi algoritmu. Prvnı´ verze prˇitom vznikla prˇi pra´ci K. V. Price
na mozˇne´m pouzˇitı´ geneticke´ho zˇı´ha´nı´, pracujı´cı´ho stejneˇ jako GA s bitovy´mi vektory, na
rˇesˇenı´ u´lohy aproximace Cˇebysˇevovy´mi polynomy. Algoritmus nicme´neˇ trpeˇl pomalou
konvergencı´ a spra´vne´ nastavenı´ parametru˚ bylo teˇzˇke´ odhadnout.
Na´sledovalo tedy prˇepsa´nı´ algoritmu do verze pracujı´cı´ nad vektory rea´lny´ch cˇı´sel,
prˇi ktere´m nejenzˇe byl prˇekona´n proble´m projevujı´cı´ se u geneticke´ho zˇı´ha´nı´, ale take´ ob-
jeven opera´tor diferencia´lnı´ mutace, nad ktery´m je diferencia´lnı´ evoluce zalozˇena. Autorˇi
take´ udrzˇujı´ webove´ stra´nky12 s popisem algoritmu, jeho historiı´, zdrojovy´mi ko´dy.
Samotny´ pru˚beˇh algoritmu je podobny´ jako naprˇı´klad u GA, nicme´neˇ s mensˇı´mi
odlisˇnostmi. Po nastavenı´ hodnot rˇı´dı´cı´ch parametru˚ se inicializuje prvotnı´ populace,
pote´ probı´ha´ samotny´ proces evoluce v generacˇnı´ch cyklech. Prvnı´ odlisˇnost spocˇı´va´
v tom, zˇe v pru˚beˇhu evoluce je postupneˇ kazˇdy´ jedinec (v tu chvı´li nazvany´ aktivnı´ je-
dinec) vstupuje do turnaje s tzv. zkusˇebnı´m jedincem. Zde se projevuje druha´ odlisˇnost,
protozˇe ten je vytvorˇen jiny´m zpu˚sobem nezˇ potomci u GA. Jednak se prˇi vytva´rˇenı´
pouzˇı´va´ vı´ce rodicˇu˚ nezˇ 2, v za´kladnı´ verzi DE jsou to 3, ale take´ postup prova´deˇny´ch
operacı´ je opacˇny´. Mutacı´ je nejprve vytvorˇen sˇumovy´ vektor, ze ktere´ho se po skrˇı´zˇenı´
s aktivnı´m jedincem vytva´rˇı´ uzˇ zmı´neˇny´ zkusˇebnı´ jedinec.
Input: Populationsize, Dimension, Generations, F , CR
Output: Sbest
Population = CreateInitialPopulation(Populationsize, Dimension);
Evaluate(Population);
Sbest = FindBestSolution(Population);
for i = 0 to Generations do
foreach Solution in Population do
Parents = ChooseOtherParents(Population);
Child = CreateChild(Solution, Parents, CR, F );
Evaluate(Child);
if fitness(Child) is better than fitness(Solution) then
Solution = Child;
if fitness(Child) is better than fitness(Sbest) then
Sbest = Child;
end
end
end
end
Algorithm 2: Diferencia´lnı´ evoluce
12http://www1.icsi.berkeley.edu/∼storn/code
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4.2.1 Mutace
U za´kladnı´ verze diferencia´lnı´ evoluce DE/rand/1/bin probı´ha´ mutace tak, zˇe se za po-
moci ba´zove´ho vektoru xr0 a dvou rozdı´lovy´ch vektoru˚ xr1 a xr2 vytvorˇı´ sˇumovy´ vektor vi
vi = xr0 + F ∗ (xr1 − xr2) (16)
Pozˇadavkem na takto vybrane´ vektory je, aby byly od sebe rozdı´lne´ i ̸= r0 ̸= r1 ̸=
r2 ̸= r3, prˇicˇemzˇ nedodrzˇenı´m tohoto pravidla docha´zı´ k degradaci kombinace vektoru˚.
x0
x1
xr2
xr1
F ∗ (xr1 − xr2)
xr0
vi = xr0 + F ∗ (xr1 − xr2)
Obra´zek 16: Mutace v diferencia´lnı´ evoluci
Diferencia´lnı´ evoluce ale nenı´ omezena pouze na tento jediny´ zpu˚sob vy´pocˇtu sˇumo-
ve´ho vektoru. Existujı´ verze pouzˇı´vajı´cı´ odlisˇnou strategii zı´ska´nı´ ba´zove´ho vektoru,
ru˚zny´ pocˇet rozdı´lovy´ch vektoru˚, jiny´ zpu˚sob vy´pocˇtu sˇumove´ho vektoru.
4.2.2 Krˇı´zˇenı´
Diferencia´lnı´ evoluce pouzˇı´va´ ke krˇı´zˇenı´ variantu uniformnı´ho krˇı´zˇenı´ tak, jak bylo popsa´-
no u geneticky´ch algoritmu˚. Rozdı´l spocˇı´va´ v osˇetrˇenı´ situace, aby vy´sledny´ vektor nebyl
cˇistou kopiı´ xi. Pro kazˇde´ krˇı´zˇenı´ je proto vybra´na jedna na´hodna´ pozice jrand z cele´ho
vektoru ktera´ zajistı´ zˇe alesponˇ jeden parametr se pouzˇije z sˇumove´ho vektoru.
jrand = ⌊r ∗D⌋ (17)
kde D je dimenze vektoru
r je na´hodne´ cˇı´slo z intervalu ⟨0; 1⟩
Na´sleduje pru˚chod vsˇemi parametry vektoru˚ xi a vi a vytvorˇenı´ zkusˇebnı´ho vektoru ui
tak, zˇe se pro vsˇechny pozice j vygeneruje na´hodne´ cˇı´slo r ∈ ⟨0; 1⟩ a podle porovna´nı´
s prahem krˇı´zˇenı´ CR se pouzˇije parametr z jednoho vektoru
ui,j =

vi,j pokud r ≤ CR nebo j = jrand
xi,j jinak
(18)
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x0
x1
xr2
xr1
xr0
ui = vi = {vi,0, vi,1}
xi
u′′i = {vi,0, xi,1}
u′i = {xi,0, vi,1}
Obra´zek 17: Krˇı´zˇenı´ v diferencia´lnı´ evoluci
4.2.3 Selekce
Selekci u DE lze prˇirovnat k bina´rnı´mu turnaji pouzˇı´vane´mu u geneticky´ch algoritmu˚
s tı´m rozdı´lem, zˇe jı´m nejsou vybra´ni jedinci urcˇenı´ k reprodukci, ale prˇezˇivsˇı´ postupujı´
prˇı´mo do dalsˇı´ generace. Samotny´ pru˚beˇh je takovy´, zˇe pro kazˇde´ho jedince v populaci
xi, sta´vajı´cı´m se v te´to chvı´li tzv. aktivnı´m jedincem, je vytvorˇen zkusˇebnı´ vektor ui se
ktery´m vstupuje do turnaje. Vy´hercem postupujı´cı´m do dalsˇı´ generace je jedinec s lepsˇı´
hodnotou fitness funkce.
xi,g+1 =

ui,g pokud f(ui,g) je lepsˇı´ nezˇ f(xi,g)
xi,g jinak
(19)
4.2.4 Zpu˚soby vy´beˇru ba´zove´ho vektoru
Na´hodny´ vy´beˇr
Klasicka´ varianta DE/rand/*/* vybı´ra´ index r0 na´hodneˇ pro kazˇde´ho aktivnı´ho jedince
na pozici i. Zpu˚soby, jak tohoto dosa´hnout, jsou podobne´ jako u GA. Naprˇı´klad vy´beˇr
pomocı´ rulety, kde se pro kazˇdy´ vy´beˇr vygeneruje na´hodne´ cˇı´slo r ∈ ⟨0; 1) a zı´ska´ se
index r0 jako
r0 = ⌊r ∗ PopSize⌋ (20)
Tento zpu˚sob nicme´neˇ umozˇnˇuje, zˇe neˇktery´ jedinec bude vybra´n vı´cekra´t nebo nao-
pak nebude vybra´n vu˚bec. Pomoci si opeˇt mu˚zˇeme zpu˚sobem zna´my´m z GA, nicme´neˇ
mı´rneˇ upraveny´m, SUS. Rozdı´l spocˇı´va´ v tom, zˇe geneticke´ algoritmy pouzˇı´vajı´ sloty
u´meˇrneˇ velke´ fitness funkci, naproti tomu DE nerozlisˇuje mezi jedinci, takzˇe sloty budou
mı´t stejnou velikost.
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0 1 2 3 4 5 6 7 8
0 1 2 3 4 5 6 7 8
i
r0
Obra´zek 18: Vy´beˇr ba´zove´ho vektoru r0 na´hodneˇ
V [14] jsou popsa´ny dva zpu˚soby rˇesˇenı´ SUS u DE. Jednodusˇsˇı´ varianta random offset
selection rˇesˇı´ situaci tak, zˇe je nejprve v kazˇde´ generaci vygenerova´n na´hodny´ index rg
slouzˇı´cı´ jako offset.
rg = ⌊r ∗ PopSize⌋ (21)
Pote´ je pro kazˇde´ho aktivnı´ho jedince vypocˇı´ta´n index ba´zove´ho vektoru r0 jako posun
o hodnotu rg.
r0 = ⌊(i+ rg)%PopSize⌋ (22)
0 1 2 3 4 5 6 7 8
0 1 2 3 4 5 6 7 8
i
r0
Obra´zek 19: Vy´beˇr ba´zove´ho vektoru r0 posunutı´m
Druha´ varianta permutation selection prˇistupuje k proble´mu jinak. Z pole indexu˚ do
populace se vytvorˇı´ permutace, ktera´ se na´sledneˇ pouzˇı´va´ jako pole ukazatelu˚ pro vy´beˇr.
Pro zı´ska´nı´ indexu r0 pro aktivnı´ho jedince s indexem i stacˇı´ zı´skat hodnotu v poli s per-
mutacemi na pozici i.
0 1 2 3 4 5 6 7 8
0 1 2 3 4 5 6 7 8
i
r0
Obra´zek 20: Vy´beˇr ba´zove´ho vektoru r0 permutacı´
Vy´beˇry zalozˇene´ na hodnoteˇ fitness funkce
Mimo za´kladnı´ verze vybı´rajı´cı´ indexy r0 na´hodneˇ, byly i zde vyvinuty metody selekce
na za´kladeˇ hodnoty fitness tak, jak tomu je naprˇı´klad u GA.
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Nejjednodusˇsˇı´ varianta, DE/best/*/*, vybı´ra´ vzˇdy za ba´zovy´ vektor jedince s nejlepsˇı´
fitness hodnotou v soucˇasne´ generaci, takzˇe bude prohleda´va´no pouze jeho okolı´.
r0 = best : ∀i ∈ {0;PopSize− 1}; f(xbest) je stejny´ nebo lepsˇı´ nezˇ f(xi) (23)
Vy´beˇr na´hodne´ho nebo nejlepsˇı´ho jedince jako ba´zovy´ vektor r0 tvorˇı´ hranici mezi
dveˇma extre´my. Prvnı´ zmı´neˇny´ sice zachova´va´ populacˇnı´ rozmanitost v pru˚beˇhu evo-
luce, nicme´neˇ je potlacˇena konvergence. Druha´ metoda naopak nedba´ na diverzitu je-
dincu˚, ale je vyvı´jen tlak smeˇrem vzˇdy k nejlepsˇı´m rˇesˇenı´m, s cˇı´mzˇ take´ stoupa´ proble´m
uvı´znutı´ v loka´lnı´m minimu. Postupem cˇasu vsˇak bylo vyvinuto neˇkolik modifikacı´ sna-
zˇı´cı´ch se obejı´t proble´m neˇkolika zpu˚soby.
Pokud nechceme vytva´rˇet tak velky´ selekcˇnı´ tlak jako uDE/best/*/*, je mozˇnost pouzˇı´t
jeho upravenou, DE/better/*/*. Striktnı´ podmı´nka na vy´beˇr vzˇdy nejlepsˇı´ho jedince je
nahrazena me´neˇ prˇı´sny´m vy´beˇrem. Na pozici ba´zove´ho vektoru r0 stacˇı´ najı´t takove´ho
jedince, ktery´ je minima´lneˇ stejneˇ dobry´ nebo lepsˇı´ nezˇ aktivnı´ xi.
r0 = better : f(xbetter) je stejny´ nebo lepsˇı´ nezˇ f(xi) (24)
Jiny´ prˇı´stup pouzˇı´va´ varianta DE/target-to-best/*/*, ktera´ mı´sto toho, aby pouzˇila je-
dince z populace, vytvorˇı´ novy´ vektor na cesteˇ od aktivnı´ho jedince k nejlepsˇı´mu rˇesˇenı´.
xr0 = xi + k ∗ (xbest − xi) (25)
Parametr k ∈ ⟨0; 1⟩ urcˇuje jak blı´zko se od aktivnı´ho jedince xi posuneme k nejlepsˇı´mu
xbest. Pro k = 0 se ba´zovy´ vektor xr0 bude rovnat aktua´lnı´mu xi, naproti tomu prˇi k = 1 se
bude rovnat nejlepsˇı´mu xbest. Samotny´ parametr k prˇitommu˚zˇe by´t konstanta, promeˇnna´
vygenerovana´ pro kazˇde´ xr0 nebo i pro kazˇdy´ parametr.
x0
x1
xi
xbest
xr0 = xi + k ∗ (xbest − xi)
Obra´zek 21: Vytvorˇenı´ ba´zove´ho vektoru xr0 metodou DE/target-to-best/*/*
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Variantu podobnou turnajove´mu vy´beˇru jedincu˚ popsanou u geneticky´ch algoritmu˚
je DE/BoR/*/* [15]. Samotne´ho turnaje se u´cˇastnı´ stejny´ pocˇet jedincu˚, jaky´ je potrˇebny´
k vytvorˇenı´ sˇumove´ho vektoru. Vı´teˇz souboje je zvolen ba´zovy´m vektorem r0, zbylı´ je-
dinci se stanou rozdı´lovy´mi vektory.
Ve studii [15] bylo provedeno srovna´nı´ s obeˇma za´kladnı´mi verzemi DE na nı´zko
i vysoce dimenziona´lnı´ch funkcı´ch. Vy´sledky uka´zaly, zˇe v unimoda´lnı´ch nı´zko dimen-
ziona´lnı´ch funkcı´ch se le´pe chova´ DE/best/1/*, naopak u multimoda´lnı´ch funkcı´ se le´pe
chovajı´ verze DE/rand/1* a DE/BoR/1/*. Pro funkce s vysokou dimenzı´ se jesˇteˇ vı´ce proje-
vil rozdı´l mezi algoritmy ve prospeˇch DE/BoR/1*.
Jeden z noveˇjsˇı´ch prˇı´stupu˚ [16], v pu˚vodnı´m textu nazvany´ tradeoff strategy, byl pre-
zentova´n prˇi vy´voji nove´ kalibracˇnı´ metody pro robota. Obeˇ za´kladnı´ verze DE prˇedcˇil
nejen v rychlosti konvergence, ale take´ v kvaliteˇ zı´skany´ch vy´sledku˚.
vi =
xr1 + xbest
2
+ F ∗ (xr2 − xr3) (26)
Pokud se podı´va´me na rovnici zjistı´me, zˇe se podoba´ varianteˇ DE/target-to-best/*/* s tı´m
rozdı´lem, zˇe ba´zovy´ vektor se nevytva´rˇı´ na cesteˇ mezi nejlepsˇı´m xbest a aktivnı´m xi
rˇesˇenı´m, ale
xr0 =
xr1 + xbest
2
(27)
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5 Nasˇe metoda
5.1 Data poskytovana´ CˇHMU´
Radarova´ data13 poskytovana´ CˇHMU´ jsou kombinacı´ dat zı´ska´vany´ch z radarove´ sı´teˇ
CZRAD [17]. V soucˇasne´ dobeˇ jsou v provozu dveˇ stanice umı´steˇne´ na opacˇny´ch koncı´ch
republiky ve vzda´lenosti prˇiblizˇneˇ 215km od sebe, prˇitom kazˇda´ z nich je schopna´ ma-
povat sve´ okolı´ azˇ do vzda´lenosti 250km.
Obra´zek 22: Maxima´lnı´ dosahy meteorologicky´ch radaru˚ CˇHMU´ a dosahy pro urcˇova´nı´
intenzit sra´zˇek (do vy´sˇky 1500 m nad tere´nem). Zdroj: [17]
Tyto radary jsou schopny zjisˇt’ovat aktua´lnı´ sra´zˇkovou situaci tı´m, zˇe do sve´ho okolı´
vysı´lajı´ elektromagneticke´ pulzy ve tvaru kuzˇele o de´lce trva´nı´ v rˇa´du µs s frekvencı´ opa-
kova´nı´ ve stovka´ch Hz. Ante´na na´sledneˇ prˇijı´ma´ zpeˇtne´ odrazy od objektu˚, ktere´ mohou
by´t dvojı´ho typu. Jedna´ se jednak o meteorologicke´ objekty, do ktery´ch patrˇı´ sra´zˇky, ale
take´ jine´ objekty, jako je naprˇı´klad tere´n. Informace zı´skane´ prˇi prˇı´jmu signa´lu slouzˇı´
k identifikaci cı´le. Z horizonta´lnı´ a vertika´lnı´ polohy ante´ny prˇi prˇı´jmu zjistı´me polohu
cı´le, odstup mezi vysla´nı´m pulzu a samotny´m prˇı´jmem uda´va´ vzda´lenost, sı´la signa´lu
urcˇuje radarovou odrazivost. Odrazivost slouzˇı´ na´sledneˇ k vy´pocˇtu pru˚meˇru vodnı´ch
kapek.
Tento prˇı´stup ma´ ale take´ svou stinnou stra´nku zpu˚sobenou technicky´mi parame-
try. Meteorologicke´ radary totizˇ pracujı´ v pa´smu 5GHz (v nasˇem prˇı´padeˇ 5645MHz
a 5630MHz) ve ktere´m take´ fungujı´ zarˇı´zenı´ podle specifikace 802.11a. Tato situace, obra´-
zek 23, ma´ za na´sledek vy´skyt me´neˇ cˇi vı´ce rusˇivy´ch elementu˚ v doda´vany´ch datech.
13http://portal.chmi.cz/files/portal/docs/meteo/rad/data jsradview.html

39
0.40.3 0.4
0.4 0.5
0.50.4 0.5
0.4
(a) Bod i okolı´ definova´no absolutnı´mi
hodnotami
-0.02-0.01 +0.01
-0.01 +0.02
+0.04+0.02 +0.03
0.4
(b) Okolı´ definova´no jako relativnı´ zmeˇna
oproti prˇedchozı´mu snı´mku
Obra´zek 24: Zpu˚soby prˇeda´nı´ informace o situaci v prˇedesˇly´ch snı´mcı´ch
prˇedpoveˇd’
[x, y][x-1, y] [x+1, y]
[x-1, y-1] [x+1, y-1]
[x-1, y+1] [x+1, y+1][x, y+1]
[x, y-1]
[x, y]
tx+1 . . . tx+n
tx−m . . . tx
Obra´zek 25: Vstupnı´ a vy´stupnı´ data pro neuronovou sı´t’
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5.3 Experimenty
5.3.1 Oveˇrˇenı´ navrzˇeny´ch modelu˚
Abychom neˇjaky´m zpu˚sobem oveˇrˇili za´kladnı´ funkcˇnost takto navrzˇene´ho modelu, vy-
vinuli jsme pro u´cˇely testova´nı´ jednoduchy´ genera´tor mraku˚. Na neˇm bylo na´sledneˇ pro-
vedeno srovna´nı´ trˇı´ navrhovany´ch typu˚ modelu˚ popsany´ch v tabulce 2.
bod pro prˇedpoveˇd’ okolnı´ body aktivacˇnı´ funkce
absolutnı´ hodnota absolutnı´ hodnota sigmoida
absolutnı´ hodnota absolutnı´ hodnota hyperbolicky´ tangens
absolutnı´ hodnota relativnı´ hodnota hyperbolicky´ tangens
Tabulka 2: Typy navrhovany´ch modelu˚
Jak lze videˇt na obra´zku 26a, prvnı´ zkousˇeny´ model nedopadl vu˚bec dobrˇe. Po pr-
vnı´ch pa´r generacı´ch se fitness hodnota usadila na hodnota´ch vysˇsˇı´ch nezˇ u ostatnı´ch
dvou modelu˚ a evoluce stagnovala. Jako rusˇivy´ faktor zde pu˚sobila aktivacˇnı´ funkce.
Pouha´ zmeˇna ze sigmoidy na hyperbolicky´ tangens poda´vala velice dobre´ vy´sledky. Po-
dobny´ch vy´sledku˚ bylo dosazˇeno i s trˇetı´m modelem. Ten pouzˇı´va´ take´ hyperbolicky´
tangens jako aktivacˇnı´ funkci, ale okolnı´ body jsou relativnı´ zmeˇna oproti prˇedchozı´mu
snı´mku.
Pokud srovna´me poslednı´ dva zmı´neˇne´ modely vzhledem k hodnota´m Precision (obra´-
zek 53), Recall (obra´zek 54) a F-score (obra´zek 27), popsany´ch v kapitole 2.2, zjistı´me, zˇe
poda´vajı´ podobne´ vy´sledky. Trˇetı´ model ale znatelneˇ lepsˇı´ v hodnota´ch Precision i prˇi
nizˇsˇı´ fitness. Dı´ky tomu bylo celkove´ F-score hlavneˇ pro cˇas t+1 o neˇco lepsˇı´ nezˇ u druhe´ho
modelu. Pro dalsˇı´ pouzˇitı´ byl tedy vybra´n poslednı´ model.
Beˇhem teˇchto testu˚ bylo take´ vyzkousˇeno neˇkolik ru˚zny´ch konfiguracı´ neuronove´
sı´teˇ. Podle dosazˇeny´ch vy´sledku˚ byla pouzˇita konfigurace 18-45-30-2, tedymajı´cı´ osmna´ct
vstupu˚ (bod a jeho okolı´ pro dva cˇasove´ intervaly), dveˇ skryte´ vrstvy a dva vy´stupy
(prˇedpoveˇd’ pro dany´ bod v na´sledujı´cı´ch dvou cˇasovy´ch intervalech).
5.3.2 Algoritmy ucˇenı´
K naucˇenı´ neuronove´ sı´teˇ bylo vybra´no neˇkolik dobrˇe zna´my´ch evolucˇnı´ch algoritmu˚,
u nichzˇ bylo potrˇeba zjistit, jak dobrˇe cˇi sˇpatneˇ si poradı´ s rˇesˇenı´m na´mi zadane´ho pro-
ble´mu. U´kolem bylo nalezenı´ vhodne´ho nastavenı´ vah neuronove´ sı´teˇ s pevneˇ danou
strukturou. Pro za´kladnı´ prˇehled o jejich schopnosti nale´zt optima´lnı´ rˇesˇenı´, ale take´
z cˇasovy´ch du˚vodu˚, byly provedeny nad daty generovany´mi testovacı´m genera´torem.
Da´le by take´ bylo vhodne´ vyhnout se na´hodny´m vy´kyvu˚m v evoluci, prˇece jenom nasta-
venı´ vah neuronove´ sı´teˇ probı´ha´ na´hodneˇ a algoritmy nepatrˇı´ k deterministicky´m, proto
je provedeno vzˇdy 5 beˇhu˚ algoritmu.
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(c) Okolnı´ body jako relativnı´ hodnoty,
hyperbolicky´ tangens
Obra´zek 26: Porovna´nı´ ucˇenı´ sı´teˇ prˇi pouzˇitı´ ru˚zny´ch modelu˚
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Obra´zek 27: F–Score pro model s absolutnı´mi a relativnı´mi hodnotami okolnı´ch bodu˚
pro cˇasy t+ 1 a t+ 2
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Obra´zek 28: Porovna´nı´ pru˚beˇhu˚ evoluce geneticky´m algoritmem s vy´chozı´mi
a upraveny´mi parametry prˇi bina´rnı´ reprezentaci jedincu˚
Geneticky´ algoritmus
Geneticky´ algoritmus s bina´rnı´ reprezentacı´ jedincu˚ je ze zde zmı´neˇny´ch algoritmu˚ nej-
starsˇı´. Bohuzˇel prˇevod rˇesˇenı´ do podoby bina´rnı´ho rˇeteˇzce s sebou nese jednak rˇesˇenı´
prˇesnosti pouzˇite´ prˇi prˇevodu jednotlivy´ch cˇı´sel do bina´rnı´ podoby, ale se vzru˚stajı´cı´
prˇesnostı´ na´sledneˇ naru˚sta´ de´lka chromozomu. To jednak prodluzˇuje de´lku trva´nı´ evo-
lucˇnı´ch cyklu˚, ale take´ zveˇtsˇuje mnozˇinu prohleda´vany´ch rˇesˇenı´.
parametr rozsah hodnot vy´chozı´ hodnota
PopSize ≥ 10 100
pm ⟨0; 1⟩ 0.01
pxo ⟨0; 1⟩ 0.95
a ⟨0; 1⟩ 0.10
b ≥ 0 2.00
Tabulka 3: Geneticky´ algoritmus, vy´chozı´ nastavenı´
Jak lze videˇt na obra´zku 28, nastavenı´ jednotlivy´ch parametru˚ se nijak znatelneˇ nepro-
jevilo na pru˚beˇhu evoluce. Zmeˇna nastala azˇ pouzˇitı´m reprezentace jedincu˚ pouzˇı´vajı´cı´
cˇı´sla s plovoucı´ desetinnou cˇa´rkou, obra´zek 29. Jak se pozdeˇji uka´zˇe, tato metoda prˇedcˇila
ostatnı´ v rychlosti s jakou byla schopna nale´zat optima´lnı´ rˇesˇenı´ se stejnou kvalitou.
Diferencia´lnı´ evoluce
Jak jizˇ bylo zmı´neˇno drˇı´ve, diferencia´lnı´ evoluce v za´kladnı´ verzi DE/rand/1/bin pouzˇı´va´
na´hodny´ vy´beˇr ba´zove´ho vektoru r0 a jejı´ nastavenı´ lze ovlivnit parametry uvedeny´mi
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Obra´zek 29: Porovna´nı´ pru˚beˇhu˚ evoluce geneticky´m algoritmem s vy´chozı´mi
a upraveny´mi parametry prˇi reprezentaci jedincu˚ rea´lny´mi cˇı´sly
v tabulce 4. Ve vy´chozı´m nastavenı´ bohuzˇel algoritmus konvergoval velice pomalu, spı´sˇe
vu˚bec. Nezby´valo nic jine´ho nezˇ oveˇrˇit, zda se tento proble´m neda´ odstranit.
parametr rozsah hodnot vy´chozı´ hodnota
PopSize 100
CR ⟨0; 1⟩ 0.80
F ⟨0; 2⟩ 0.40
Tabulka 4: Diferencia´lnı´ evoluce, vy´chozı´ nastavenı´
Prvnı´ test byl zameˇrˇen na nastavenı´ parametru pro pra´h krˇı´zˇenı´ CR. Podle [4] je
pro separabilnı´ proble´my doporucˇeno nastavit CR ≪ 1, naproti tomu pro neseparabilnı´
proble´my CR ≈ 1, prˇicˇemzˇ doporucˇene´ nastavenı´ je v intervalu 0.8− 0.9. Vy´sledky toto
potvrzovaly. Stejny´ test byl proveden pro mutacˇnı´ konstantu, u ktere´ [4] zminˇuje pouze
doporucˇene´ nastavenı´ v rozsahu 0.3− 0.9.
Kromeˇ za´kladnı´ verze diferencia´lnı´ evoluce DE/rand/1/bin byly vyzkousˇeny take´ dveˇ
varianty pouzˇı´vajı´cı´ odlisˇny´ prˇı´stup k vy´beˇru ba´zove´ho vektoru. Oba dva, DE/BoR/1/bin
a tradeoff strategy, ve studiı´ch je prezentujı´cı´ [15, 16] prokazovaly lepsˇı´ vy´sledky oproti
za´kladnı´ verzi, DE/BoR/1/bin hlavneˇ pro funkce s vysokou dimenzı´.
Vy´sledky lze videˇt na obra´zku 38 a pro verzi DE/BoR/1/bin potvrdily slibovane´ vlast-
nosti. Algoritmus si v pru˚beˇhu evoluce zachoval diverzitu populace, ale take´ se urychlila
jeho konvergence. Druhy´ prezentovany´ algoritmus tak u´speˇsˇny´ nebyl. Zachoval si sice
rozmanitost populace, konvergence byla i rychlejsˇı´ nezˇ v prˇı´padeˇ DE/BoR/1/bin, nicme´neˇ
v nejlepsˇı´m prˇı´padeˇ nacha´zel pouze rˇesˇenı´ s dvojna´sobnou hodnotou fitness oproti DE/-
BoR/1/bin.
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Obra´zek 30: Porovna´nı´ pru˚beˇhu˚ evoluce pomocı´ algoritmu DE s vy´chozı´mi
a upraveny´mi parametry
5.3.3 SOMA
Z vy´sledku spusˇteˇnı´ algoritmu ve vy´chozı´m nastavenı´ bylo zrˇejme´, zˇe poda´va´ o mnoho
lepsˇı´ vy´sledky nezˇ diferencia´lnı´ evoluce a geneticky´ algoritmus v bina´rnı´ verzi. Dalo se
tedy ocˇeka´vat, zˇe evoluce se bude da´t ovlivnit k lepsˇı´m vy´sledku˚m.
Nastavenı´ parametru PTR bylo prˇitom docela prˇekvapenı´m. Podle [4] se optima´lnı´
hodnota pohybuje okolo 0.1, prˇicˇemzˇ se vzru˚stajı´cı´ hodnotou ma´ stoupat konvergence
algoritmu k loka´lnı´m extre´mu˚m. V prˇı´padech proble´mu˚ s nı´zkou dimenzı´ a vysoky´m
pocˇtem jedincu˚ je mozˇne´ nastavit tuto hodnotu na 0.7−1.0. Po provedenı´ testu˚, vy´sledek
lze videˇt na obra´zku 40, se pra´veˇ vysˇsˇı´ hodnota projevovala pozitivneˇ vzhledem ke kva-
liteˇ zı´skany´ch rˇesˇenı´. Prˇitom dany´ proble´m nenı´ vu˚bec nı´zkodimenziona´lnı´, ani pocˇet
jedincu˚ nebyl vysoky´.
parametr rozsah hodnot vy´chozı´ hodnota
PopSize ≥ 10 100
PTR ⟨0; 1⟩ 0.10
Step > 0 0.11
PathLength ≥ 1.1 1.10
Tabulka 5: SOMA, vy´chozı´ nastavenı´
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Obra´zek 31: Porovna´nı´ pru˚beˇhu evoluce algoritmem SOMA s vy´chozı´mi a upraveny´mi
parametry
Porovna´nı´ metod
Z teˇchtometod bylo na´sledovneˇ potrˇeba vybrat jednu, ktera´ se bude nejle´pe hodit k dalsˇı´-
mu pouzˇitı´ nad rea´lny´mi daty. Porovna´nı´ pru˚beˇhu evoluce bylo jednak provedeno vzhle-
dem ke generacı´m, ale take´ cˇasu. Na vy´sledcı´ch, obra´zky 32 a 33, lze videˇt, zˇe geneticky´
algoritmus pracujı´cı´ s bina´rnı´ reprezentacı´ jedincu˚ konvergoval nejpomaleji, prˇi pouzˇitı´
cˇı´sel s plovoucı´ desetinnou cˇa´rkou naopak nejrychleji z ostatnı´ch.
SOMA se prˇi porovna´nı´ vzhledem ke generacı´m jevila prˇiblizˇneˇ stejneˇ jako druha´
varianta geneticke´ho algoritmu, ale prˇi porovna´nı´ vzhledem k cˇasu se projevila jedna jejı´
vlastnost. Ta spocˇı´va´ v tom, jaky´m zpu˚sobem funguje jejı´ evoluce. Na rozdı´l od ostatnı´ch
variant je totizˇ v pru˚beˇhu jedne´ generace, zde nazvane´ migracˇnı´ cyklus, provedeno vı´ce
ohodnocenı´ novy´ch rˇesˇenı´ nezˇ v ostatnı´ch metoda´ch. V tomto srovna´nı´ se tedy jevila
prˇiblizˇneˇ stejneˇ jako diferencia´lnı´ evoluce ve varianteˇ DE/BoR/1/bin.
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Obra´zek 32: Pru˚beˇh evoluce implementovany´ch metod v za´vislosti na generaci
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5.3.4 Oveˇrˇenı´ modelu na rea´lny´ch datech
Na rea´lny´ch datech bohuzˇel predikcˇnı´ schopnost neuronove´ sı´teˇ klesla. Podı´l na tomto
meˇlo jednak rusˇenı´ ve zdrojovy´ch datech zpu˚sobene´ zarˇı´zenı´mi pracujı´cı´mi ve stejne´m
frekvencˇnı´m pa´smu. Rusˇive´ segmenty jimi zpu˚sobene´ se vyskytujı´ nejcˇasteˇji v jednom
azˇ dvou po sobeˇ na´sledujı´cı´ch snı´mcı´ch. Protozˇe neuronova´ sı´t’ nema´ mozˇnost jak zjistit,
zˇe hodnoty na vstupech nejsou validnı´ pro vytva´rˇenı´ prˇedpoveˇdi, pracuje s nimi a pro-
vede prˇedpoveˇd’, jako by se jednalo o norma´lnı´ sra´zˇkova´ data. Na´sledkem je, obra´zek
34, zˇe v prˇedpoveˇdı´ch zu˚stane rusˇenı´ zachova´no, i kdyzˇ na skutecˇny´ch snı´mcı´ch se uzˇ
nevyskytuje.
Dalsˇı´ prˇeka´zˇkou se stal cˇasovy´ rozestup snı´mku˚. Posun sra´zˇkove´ uda´losti mezi nimi
byl veˇtsˇı´ nezˇ na´mi navrzˇeny´ model doka´zal zachytit, takzˇe v za´kladnı´m rozlisˇenı´ se
prˇedpoveˇd’ jevila jako usta´lena´ na mı´steˇ poslednı´ho dodane´ho snı´mku. Rˇesˇenı´ se da´
nale´zt ve vhodne´m zmensˇenı´ dat ve fa´zi prˇedzpracova´nı´. Nicme´neˇ to s sebou nese jed-
nak nevy´hodu ztra´ty rozlisˇenı´ vy´sledne´ predikce, ale take´ pohyb uda´losti nenı´ ve vsˇech
mı´stech konstantnı´. Ve vy´sledku alemu˚zˇe nastat situace, zˇe na neˇktery´chmı´stech bychom
tı´mto prˇisˇli o informaci o posunu.
Rˇesˇenı´m by take´ bylo zveˇtsˇit poskytovane´ okolı´ bodu z pouze prˇı´me´ho i na body ve
vzda´lenosti 2, prˇı´padneˇ i veˇtsˇı´. Negativnı´ dopad tohoto prˇı´stupu ale je, zˇe neuronova´ sı´t’
bude muset by´t take´ zveˇtsˇena, cozˇ ve vy´sledku prodlouzˇı´ cˇas potrˇebny´ k jejı´mu ohodno-
cenı´ prˇi procesu ucˇenı´.
Q1 Avg Q3
Precisiont+1 0.40 0.6 0.93
Precisiont+2 0.34 0.63 0.91
Recallt+1 0.67 0.77 0.96
Recallt+2 0.57 0.7 0.94
F–Scoret+1 0.60 0.76 0.95
F–Scoret+2 0.54 0.72 0.94
Tabulka 6: Predikcˇnı´ schopnost na rea´lny´ch datech
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Obra´zek 34: Vliv rusˇenı´ ve zdrojovy´ch datech na prˇedpoveˇdi
(hornı´ sada snı´mku˚ jsou zdrojova´ data, dolnı´ je prˇedpoveˇd’ z prvnı´ho zdrojove´ho
snı´mku na na´sledujı´cı´ dva)
Obra´zek 35: Prˇedpoveˇd’ na rea´lny´ch datech. Hornı´ sada snı´mku˚ je pru˚beˇh zachyceny´
radary, spodnı´ sada je predikce zalozˇena´ na prvnı´ch dvou snı´mcı´ch.
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6 Za´veˇr
Cı´lem pra´ce bylo navrhnout zpu˚sob kra´tkodobe´ predikce sra´zˇek pomocı´ neuronovy´ch
sı´tı´ pouze s pouzˇitı´m radarovy´ch snı´mku˚. Jako programovacı´ jazyk pouzˇity´ k imple-
mentaci byl vybra´n C#. Beˇhem vy´voje byly na´sledneˇ implementova´ny celkem trˇi algo-
ritmy ucˇenı´ (geneticky´ algoritmus, diferencia´lnı´ evoluce, SOMA), jeden typ neuronove´
sı´teˇ (doprˇedna´ neuronova´ sı´t’) a trˇi modely pro predikci.
Pro u´cˇely oveˇrˇenı´ za´kladnı´ funkcˇnosti na´mi navrzˇeny´ch modelu˚ byl navı´c vyvinut
testovacı´ genera´tor mraku˚, na ktere´m jsem da´le oveˇrˇoval take´ u´speˇsˇnost algoritmu˚ ucˇenı´
i za´vislost dosazˇeny´ch vy´sledku˚ vzhledem k pouzˇite´ strukturˇe neuronove´ sı´teˇ.
Z vy´sledku˚ testu˚ jsem pro dalsˇı´ pouzˇitı´ nad rea´lny´mi daty zvolil doprˇednou neuro-
novou sı´t’ v konfiguraci 18-45-30-2, tedy majı´cı´ osmna´ct vstupu˚ (bod a jeho okolı´ pro dva
cˇasove´ intervaly), dveˇ skryte´ vrstvy a dva vy´stupy (prˇedpoveˇd’ pro dany´ bod v na´sledujı´-
cı´ch dvou cˇasovy´ch intervalech). Pro naucˇenı´ te´to sı´teˇ jsem vybral geneticky´ algoritmus,
ktery´ mı´sto bina´rnı´ch rˇeteˇzcu˚ pouzˇı´va´ k reprezentaci genu˚ cˇı´sla s plovoucı´ desetinnou
cˇa´rkou.
Tato konfigurace, jak jizˇ bylo zmı´neˇno, byla schopna produkovat prˇedpoveˇdi, jejichzˇ
hodnota F–Score pro cˇas tx+1 se pohybovala v rozmezı´ od 0.9 azˇ ≈ 1. Po oveˇrˇenı´ na
rea´lny´ch datech, kapitola 5.3.4, predikcˇnı´ schopnost bohuzˇel klesla k hodnota´m s pru˚-
meˇrnou hodnotou ≈ 0.6.
Pro vylepsˇenı´ sta´vajı´cı´ metody, na ktere´ uzˇ beˇhem pra´ce nezbyl cˇas, by bylo vhodne´
vyzkousˇet take´ rekurentnı´ typ neuronove´ sı´teˇ. Mimo to by se model take´ mohl upravit
tak, aby byl schopen se srovnat s rychlostı´ pohybu mraku˚ v radarovy´ch snı´mcı´ch. Toho
by bylo mozˇne´ dosa´hnout naprˇı´klad vhodny´m prˇedzpracova´nı´m radarovy´ch snı´mku˚,
jako jejich rozdeˇlenı´m na regiony se stejnou rychlostı´ pohybu, cˇi rozsˇı´rˇenı´m kontextove´
informace kazˇde´ho bodu.
Dalsˇı´ prˇeka´zˇka, kterou by bylo vhodne´ odstranit jednak pro zı´ska´nı´ prˇesneˇjsˇı´ho ucˇenı´,
ale i lepsˇı´ch koncovy´ch vy´sledku˚, jsou rusˇenı´ v radarovy´ch datech zpu˚sobene´ zarˇı´zenı´mi
pracujı´cı´mi ve stejne´m frekvencˇnı´m pa´smu.
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A Testova´nı´ parametru˚ algoritmu˚
A.1 Diferencia´lnı´ evoluce
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Obra´zek 36: Diferencia´lnı´ evoluce pro ru˚zne´ hodnoty CR
(DE/rand/1/bin, PopSize = 100, F = 0.4)
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Obra´zek 37: Diferencia´lnı´ evoluce pro ru˚zne´ hodnoty F
(DE/rand/1/bin, PopSize = 100, CR = 0.8)
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Obra´zek 38: Diferencia´lnı´ evoluce pro ru˚zne´ typy vy´beˇru r0
(PopSize = 100, CR = 0.95, F = 0.2)
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A.2 SOMA
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Obra´zek 39: SOMA pro ru˚zne´ velikosti populace
(PathLength = 1.1, Step = 0.11, PTR = 0.1)
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(a) PTR = 0.05
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(b) PTR = 0.25
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(c) PTR = 0.50
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(d) PTR = 0.75
Obra´zek 40: SOMA pro ru˚zne´ hodnoty PTR
(PopSize = 100, PathLength = 1.1, Step = 0.11)
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(a) PathLength = 1.1
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(b) PathLength = 1.5
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Obra´zek 41: SOMA pro ru˚zne´ hodnoty PathLength
(PopSize = 100, Step = 0.11, PTR = 0.1)
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(a) Step = 0.056
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(b) Step = 0.112
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(c) Step = 0.168
Obra´zek 42: SOMA pro ru˚zne´ hodnoty Step
(PopSize = 100, PathLength = 1.1, PTR = 0.1)
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A.3 Geneticky´ algoritmus, bina´rnı´ reprezentace
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(a) RWS, druhy´ rodicˇ na´hodneˇ
0
2000
4000
6000
8000
10000
12000
14000
0 20 40 60 80 100
(b) RWS
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(d) SUS, druhy´ rodicˇ posunem
Obra´zek 43: Ru˚zne´ varianty vy´beˇru rodicˇu˚ geneticke´ho algoritmu
(PopSize = 100, pxo = 0.95, pm = 0.01)
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(a) One-point crossover
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(b) Uniform crossover
Obra´zek 44: Ru˚zne´ varianty krˇı´zˇenı´ v geneticke´m algoritmu
(PopSize = 100, pxo = 0.95, pm = 0.01)
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(a) pm = 0.0025
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(d) pm = 0.015
Obra´zek 45: Geneticky´ algoritmus pro ru˚zne´ hodnoty pm
(PopSize = 100, pxo = 0.95, RWS)
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(a) Bina´rnı´ reprezentace
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(b) Grayovy´m ko´dova´nı´m
Obra´zek 46: Ru˚zne´ varianty bina´rnı´ reprezentace jedincu˚ v geneticke´m algoritmu
(PopSize = 100, pxo = 0.95, pm = 0.01, RWS)
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(a) 8 bitu˚
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(b) 10 bitu˚
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(c) 12 bitu˚
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(d) 14 bitu˚
Obra´zek 47: Ru˚zne´ hodnoty pocˇtu bitu˚ reprezentujı´cı´ch cˇı´slo v geneticke´m algoritmu
(PopSize = 100, pxo = 0.95, pm = 0.01, RWS)
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A.4 Geneticky´ algoritmus, reprezentace rea´lny´mi cˇı´sly
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(a) pxo = 0.6
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Obra´zek 48: Geneticky´ algoritmus pro ru˚zne´ hodnoty pxo
(PopSize = 100, pm = 0.01, a = 0.1, b = 2.0)
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(a) a = 0.01
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Obra´zek 49: Geneticky´ algoritmus pro ru˚zne´ hodnoty a
(PopSize = 100, pxo = 0.95, pm = 0.01, b = 2.0)
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(a) b = 0.5
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Obra´zek 50: Geneticky´ algoritmus pro ru˚zne´ hodnoty b
(PopSize = 100, pxo = 0.95, pm = 0.01, a = 0.1)
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Obra´zek 51: Geneticky´ algoritmus pro ru˚zne´ metody selekce rodicˇu˚
(PopSize = 200, pxo = 0.9, pm = 0.0125, a = 0.1, b = 1.0)
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(a) pm = 0.0025
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Obra´zek 52: Geneticky´ algoritmus pro ru˚zne´ hodnoty pm
(PopSize = 100, pxo = 0.9, a = 0.1, b = 1.0)
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B Porovna´nı´ modelu˚
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(a) Precisiont+1
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(b) Precisiont+2
Obra´zek 53: Precision pro model s absolutnı´mi a relativnı´mi hodnotami okolnı´ch bodu˚
pro cˇasy t+ 1 a t+ 2
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(a) Recallt+1
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(b) Recallt+2
Obra´zek 54: Recall pro model s absolutnı´mi a relativnı´mi hodnotami okolnı´ch bodu˚ pro
cˇasy t+ 1 a t+ 2
