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We focus on finding a coarse grained description able to reproduce the thermodynamic behavior
of a molecular system by using mesoparticles representing several molecules. Interactions between
mesoparticles are modelled by an interparticle potential, and an additional internal equation of state
is used to account for the thermic contribution of coarse grained internal degrees of freedom. More-
over, as strong non-equilibrium situations over a wide range of pressure and density are targeted,
the internal compressibility of these mesoparticles has to be considered. This is done by introducing
a dependence of the potential on the local environment of the mesoparticles, either by defining a
spherical local density or by means of a Voronoi tessellation. As an example, a local density de-
pendent potential is fitted to reproduce the Hugoniot curve of a model of nitromethane, where each
mesoparticle represents one thousand molecules.
I. INTRODUCTION
Since two decades, the development of coarse grain-
ing strategies from all-atoms classical molecular dynam-
ics (MD) to the mesoscale has known a continuous grow-
ing interest. This is particularly relevant for complex
systems where longer time and length scales behaviors
should be adressed. A first step toward the development
of reduced models was the idea of united atoms poten-
tials, where some atoms belonging to the same molecule
are considered as a single center of force, without any
modification of the equations of motion (EoM). A general
framework for coarse graining which employs modified
EoM appeared with the Dissipative Particle Dynamics
(DPD) method [1], where a particular mesoscopic model
can be deduced from its atomistic representation [2]. In
this method, coarse grained degrees of freedom are intro-
duced, the effect of the lost degrees of freedom being mod-
elled by the addition of dissipative and stochastic terms
in the EoM. A relation between the amplitude of fluctu-
ations and dissipation guaranties that the canonical dis-
tribution is sampled [3]. DPD has finally become a stan-
dard method to simulate complex fluids at the mesoscale,
and is generally associated with soft potentials allowing
to use larger integration timesteps. However, for target
simulations in the microcanonical ensemble (NVE) or for
non-equilibrium situations, an additional variable has to
be introduced to guaranty the conservation of the to-
tal energy [4–7], leading to DPD with conserved energy
(DPDE). This is particularly useful in the case of shock
wave simulations, where the equilibrium temperature in
the shocked state relies on the ability of the molecule to
store energy, as the kinetic energy is split between inter-
molecular (i.e. center of mass motion) and intramolecular
(vibrons) motions. For complex large molecules, the in-
tramolecular part is the dominant term. The additional
variable, the internal energy of the mesoparticle, is linked
to the internal temperature through an internal equation
of state (ǫ =
∫
Cv(T )dT ). The heat capacity Cv(T ) rep-
resents the thermic contribution of the internal coarse-
grained degrees of freedom. DPDE allows to reproduce
thermodynamic properties of molecular systems over a
wide range of pressures and densities, as well as non-
equilibrium shock wave situations. One hidden approx-
imation during this coarse graining of a molecule to a
mesoparticle is the implicit hypothesis of the rigidity of
the molecule, i.e., the molecule is not compressible at
all, and only thermic effects have been considered so far.
This hypothesis is no longer valid when several molecules
are represented by a single mesoparticle: the compress-
ibility of this ensemble of molecule is obviously not null
(and eventually tends to the compressibility of the whole
system when mesoparticles get larger). Such "internal"
compressibility can be accounted for by introducing a
dependence of the parameters of the effective interaction
potential on the local density.
Density dependent potentials (DDP) have been widely
used in the literature, aiming originally at modelling spe-
cific effects as for example the bonding directionality
for covalent materials with the Tersoff potentials [8], or
metallic bonding using the embedded atom method [9].
One has to distinguish between global and local density
dependent potential, and be aware that there is not a
unique way to fit their parameters [10]. Nevertheless,
DDP have received renewed attention in the last few
years, particularly to assess the question of transferabil-
ity of the potential and to gain accuracy in the prediction
of thermodynamic properties[11–13]. The main concern
here is the transferability of the potential over a wide
range of pressures and densities. To this aim, we present
in this article a model of compressible mesoparticles us-
ing local density dependent potentials.
2Outline
This article is organized as follows. We first recall in
Section II two approaches to defining a local density: ei-
ther through some local spherical averages (Section IIA)
or using Voronoi cells to define a local volume (Sec-
tion II B). It turns out that both approaches lead to very
different results, as carefully documented in Section II C.
We therefore favor the Voronoi approach since it is, as we
argue, more transferable with respect to modifications of
the local thermodynamic conditions. In a second step,
we describe in Section III the density dependent poten-
tials we use, and discuss their tendency to (strongly) alter
the average pressure in the system. Finally, as a strin-
gent application, we reproduce the Hugoniot curve of a
nitromethane like material in Section IV.
II. DEFINING A LOCAL DENSITY
A. Locally averaged density
Consider an ensemble of N (meso)particles of mass m
located at positions {qi}i=1,...,N . The standard approach
to define a continuous density field from this discrete set
of masses is to use weight functions centered around par-
ticle centers. We consider a smooth, non negative, spheri-
cally symmetric function χ vanishing for r ≥ rcut. Denot-
ing by ri,j = |qi− qj | the distance between two particles,
the local density ρsi of particle i reads
ρsi =
1
4π
N∑
j=1
mχ(ri,j)∫ rcut
0
χ(r) r2dr
. (1)
We consider in the sequel three examples of weighting
function:
• a third order spline function χsp such that χsp(0) =
1, χsp(rcut) = 0 and χ′sp(0) = χ
′
sp(rcut) = 0;
• a smoothed step function χssf such that χssf(r) = 1
for r < 0.9 rcut, which is smoothly going down to 0
for 0.9 rcut ≤ r ≤ rcut (thanks to a cubic spline);
• the Lucy function, commonly used in SPH models
[14]
χlf(r) =
(
1 + 3
r
rcut
)(
1−
r
rcut
)3
.
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FIG. 1: Mean local density 〈ρ
s〉
ρth
(solid line), and the en-
velop corresponding to the standard deviation of the dis-
tributions of densities (dashed lines) with respect to the
cut-off radius rcut. Top: smoothed step function χssf .
Middle: cubic spline χsp. Bottom: Lucy function χlf .
3The definition of the local densities crucially depends
on the choice of the weight function and of its cut-off
radius. The mean local density 〈ρs〉, computed by aver-
aging the local densities {ρsi}i=1,...,N using the arithmetic
average
〈ρs〉 =
1
N
N∑
i=1
ρsi, (2)
is plotted as a function of the cut-off radius rcut for the
previously defined weight functions in Figure 1. The sim-
ulation is performed for Argon at temperature T = 300 K
and density ρth = 1650 kg.m−3. Argon is described by a
Lennard-Jones potential with parameters σ = 3.4 Å and
ε/kB = 120 K, truncated at rLJ = 2.5 σ. In all this work,
constant temperature simulations are performed in the
NVT ensemble, which is sampled with a Langevin dy-
namics (the integrator we use and the parameters of the
dynamics are described in Appendix A).
Figure 1 shows that the thermodynamic density ρth
and the mean local density 〈ρs〉 agree for large cut-off
radii, as expected since local environment effects are av-
eraged out. On the other hand, too small a radius causes
large discrepancies between ρth and 〈ρs〉 due to the struc-
ture of the radial distribution function. This suggests to
consider large radii in order to avoid systematic biases in
the simulation. However, this option is expensive, and
suppresses any information on the density variations.
We have checked that other averages, for instance, har-
monic averages, also lead to biased mean spherical den-
sities (see Appendix B).
The bias in the mean local density is often removed by
renormalizing the local densities as ρsi
ρth
〈ρs〉 , or by comput-
ing the theoretical mean local density at rcut given an
a priori equation of state [15]. These remedies however
hide the actual issue at stake, namely model inconsis-
tency. In any case, local density averages cannot be ap-
plied to the simulation of shock compressions where the
density is a priori unknown and strongly inhomogeneous
in non-equilibrium systems.
B. Voronoi tessellation
An alternative way to define local densities is to intro-
duce a local notion of volume associated with a particle.
In order to recover the thermodynamic density in aver-
age, we use a partitioning of the total volume using the
particle centers as reference points to construct a Voronoi
tessellation. This is a standard approach in mesoscale
models of dissipative particle dynamics [16]. However,
the equations governing the evolution of these models
are of hydrodynamic type, with postulated equations of
states. In contrast, the model we consider in this arti-
cle is still of atomistic nature, with particles interacting
through potential energy functions.
We denote by Ri the Voronoi cell associated with the
ith particle (defined as the set of points closer to qi than
any other particle qj , see Figure 2), and by Vi = |Ri| its
volume. The local density is defined as
ρvi =
m
Vi
,
while the average density ρv in the system is defined
through the harmonic average
1
ρv
=
1
N
N∑
i=1
1
ρvi
.
Since the Voronoi tessellation defines a partition of the
space (of total volume Vtot), we automatically have∑
Vi = Vtot, thus ρv = ρth. Besides, the Voronoi vol-
ume does not depend on a weight function or a param-
eter such as a cut-off radius, which is a clear advantage
to unambiguously define a local density.
FIG. 2: A 2D Voronoi tessellation. Two cells Ri, Rj, of
respective centers qi,qj and volumes Vi, Vj are
highlighted. The area of the surface separating these
cells is denoted Ai,j , Ci,j being the centroid of the
corresponding face.
Since we aim at performing molecular dynamics with
interaction potentials depending on the local density,
hence on the Voronoi volumes, the derivatives of the vol-
umes Vi with respect to the particle positions are needed.
As shown in [17], it holds, for j 6= i,
∇qjVi = −
Ai,j
ri,j
(Ci,j − qj), (3)
where Ai,j and Ci,j are respectively the area and the
centroid of the face of the Voronoi diagram between cells
i and j. The derivative with respect to the position of
particle i can easily be inferred from the other derivatives
given in (3) by using the invariance of the Voronoi volume
with respect to a translation, which implies∑
j
∇qjVi = 0. (4)
4Let us also recall an interesting property of the Voronoi
volumes under dilation or compression, which is useful to
understand average pressures in materials described by
density dependent potentials (see Section III B):∑
j
(∇qjVi) · qj = 3Vi. (5)
C. Comparison of the spherical and Voronoi
densities
We now investigate the relationship between the two
notions of local density defined in Sections IIA and II B.
We expect particles with high spherical local densities to
have small Voronoi volumes. On the other hand, since
the local density ρsi is computed from the positions of all
the particles within a certain radius, it is unclear whether
it agrees with the Voronoi densities, which depend only
on the nearest neighbors.
Figure 3 presents a histogram of the Voronoi and spher-
ical densities (with rcut = rLJ for the latter one) in the
NVT ensemble at T = 300 K and ρth = 1650 kg.m−3,
using a Lennard-Jones potential for Argon. Both can
reasonnably be considered as Gaussian. We find here a
standard deviation of 0.0854ρth for the Voronoi density.
The standard deviation of the spherical density depends
on the cut-off radius as Figure 1 suggests. At rcut = 2.5 σ,
it is smaller than the variance of the Voronoi volume and
equal to 0.0359ρth.
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FIG. 3: Distribution of the spherical (rcut = 2.5σ) and
Voronoi densities at ρ = 1650 kg.m−3
In order to more quantitatively compare the two no-
tions of densities, we next compute the correlation be-
tween normalized densities. We introduce to this end
the standard deviation for the spherical densities using
the arithmetic average (2):
sd(ρs) =
√√√√ 1
N
N∑
i=1
(ρsi − 〈ρ
s〉)2,
and similarly for the Voronoi densities
sd(ρv) =
√√√√ 1
N
N∑
i=1
(ρvi − 〈ρ
v〉)2.
We then consider the normaized densities ρ˜si and ρ˜
v
i ,
which have mean 0 and variance 1, namely
ρ˜si =
ρsi − 〈ρ
s〉
sd(ρs)
, ρ˜vi =
ρvi − 〈ρ
v〉
sd(ρv)
,
and compute the correlation
C =
1
N
N∑
i=1
ρ˜si ρ˜
v
i . (6)
As demonstrated by Figure 4, the correlation is quite
high when the cut-off radius of the spherical averages
is small (i.e. when the same neighbors are taken into
account). It however varies in a non-monotonic way, first
decreasing until rcut ≃ 1.7σ, then increasing again until
rcut ≃ 2.2 σ, and still oscillating for larger radii. In any
case, the correlation remains quite small.
We investigate more precisely the relationship at the
important values rcut = 2.5 σ (which is also the potential
energy cutoff rLJ) and rcut = 1.2 σ (where the correlation
is maximum), by plotting in Figure 5 the joint distribu-
tion of (ρ˜si , ρ˜
v
i ). The correlation in the case rcut = 2.5 σ
is close to 0, which is indicated by the absence of trend
in the joint distribution, in sharp contrast with the joint
distribution at rcut = 1.2 σ.
III. INTRODUCING A LOCAL DENSITY
DEPENDENCE IN THE POTENTIAL
We present in this section a possible density dependent
potential to be used in conjunction with a definition of
local densities based on a Voronoi tessellation. We care-
fully study the average pressure computed from the cor-
responding physical model. Let us indeed insist that, to
properly simulate and predict the behavior of materials
under shock compressions, the equation of state needs to
be correctly described.
A. Definition of a local density dependent potential
We present in this section a way to incorporate local
density effects in the interaction potential. We consider
systems with pairwise forces, such as exp-6 or Lennard-
Jones, and denote the interaction energy between two
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FIG. 4: Correlation (6) between the Voronoi and local
densities with respect to the local density cut-off
radius rcut.
FIG. 5: Joint distribution of the Voronoi and spherical
densities at rcut = 1.2 σ (red) and rcut = 2.5 σ (blue).
particles i and j by Ustd(ri,j). One possible choice is
to correct the distance ri,j between the particle centers
to account for local density effects, by replacing ri,j by
ri,j − λi,j with
λi,j = λ(Vi,j), Vi,j =
Vi + Vj
2
.
The associated interaction energy (density dependent po-
tential Udd) reads
Udd(ri,j , Vi,j) = Ustd (ri,j − λi,j) , (7)
so that the total potential energy is
Utot(q1, . . . , qN ) =
∑
1≤i<j≤N
U (ri,j − λi,j) .
The physical idea underpinning the choice of the cor-
rection λi,j is that the interactions between mesoparti-
cles arise from the individual interactions of the atoms
or molecules represented by the mesoparticles. This in-
teraction should be dominated by atoms or molecules on
the surface of the mesoparticles. We therefore need to
use ri,j − λ0 as the interaction distance at some density
ρ0, with λ0 ≥ 0 representing the size of the mesoparti-
cle. When the density increases, the distance between
the centers of the mesoparticles decreases but their sizes
should also decrease to mimic their internal compressibil-
ity. Hence the correction λ, i.e. the mesoparticle diame-
ter, should decrease as the density increases (or equiva-
lently λ should be an increasing function of the voronoi
volume).
In fact, this can be seen as a way of correcting the
interaction distance to take into account the compress-
ibility of the mesoparticles to prevent the system from
becoming too stiff (see Figure 6).
FIG. 6: Correction of the density effect on the
interaction distance.
Another way to introduce a density dependence is dis-
cussed in Appendix C. The approach described there es-
sentially consists in assigning effective volumes to the
particles depending on the local density.
Although obvious, it is worth emphasizing that the
dependence of the volumes Vi, Vj on the particle posi-
tions induces extra terms in the expressions of the atomic
forces as compared to the forces arising from the standard
potential Ustd. More precisely,
F
i,j,k
dd = −∇qkUdd(ri,j , Vi,j)
= ((δk,i − δk,j)ei,j + λ
′(Vi,j)∇qkVi,j)U
′
std (ri,j − λi,j)
(8)
where ei,j = (qj − qi)/ri,j .
6B. Analytic calculation of the virial pressure for
density dependent potentials
We show in this section that the pressure computed
with density dependent potentials may be very different
from the one computed with standard potentials. We
focus on the potential part of the pressure, by considering
the so-called virial pressure
Ppot(q) = −
1
3Vtot
N∑
k=1
qk · ∇qkUtot =
1
3Vtot
∑
1≤i<j≤N
wi,jdd ,
with
wi,jdd = −
N∑
k=1
qk · ∇qkU (ri,j − λi,j) .
This expression should be compared to the contribution
arising only from the direct pairwise interaction between i
and j:
wi,jdirect = −ri,j U
′
std(ri,j − λi,j).
The expression of the force (8) shows that wi,jdd is related
to wi,jdirect as:
wi,jdd = w
i,j
direct
(
1−
N∑
k=1
λ′(Vi,j)
ri,j
∇qk
(
Vi + Vj
2
)
· qk
)
.
Using (5), we finally obtain:
wi,jdd = w
i,j
direct
(
1− 3
λ′(Vi,j)Vi,j
ri,j
)
. (9)
The variations of λi,j induce modifications to the global
pressure compared to the case when λ is independent of
the positions of the particles. As shown by the numeri-
cal experiments presented in Section III C, these modifi-
cations may be significant. As all thermodynamic and
structural properties cannot be maintained accurately
during the coarse graining process [18], we focus in the se-
quel on the pressure and specifically optimize the coarse
grained potential to reproduce the pressure of the refer-
ence system.
C. Numerical observations
We model the dependence of λi,j as a function of the
Voronoi volumes for instance as
λi,j = S
(
Vi,j
V0
− 1
)
, (10)
where S is a real parameter which can be positive or neg-
ative, and V0 is the average volume per particle Vtot/N .
The reference situation corresponds to S = 0, in which
case there is no density dependence in the interaction
potentials. Note that (10) ensures that the (arithmetic)
average value 〈λ〉 is always 0, whatever the value of S.
Our aim is to systematically study the average poten-
tial pressure as a function of the parameter S in (10).
The Voronoi tessellation was implemented in 3D using
the C++ library Voro++ [19] with periodic boundary
conditions. We use the potential from [20] as the stan-
dard potential Ustd, i.e, an Exponential-6 potential :
Ustd(r) =
ε
α− 6
(
6 exp
(
α
[
1−
r
σ
])
− α
(σ
r
)6)
. (11)
The parameters set to σ = 4.5 Å, ε/kB = 427 K and
α = 26. The values of these parameters are motivated by
coarse-grainedmodels of nitromethane where one particle
stands for one molecule. The simulations were carried out
in the NVT ensemble at room temperature (T = 300 K)
and at a density chosen such that the average pressure
vanishes (ρth = 1144 kg.m3).
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FIG. 7: Virial pressure computed for the Voronoi -
dependent Exp-6 potential. The standard case
corresponds to S = 0.
Whereas the kinetic pressure is of course the same in all
these simulations, we plot in Figure 7 the total potential
pressure for various values of S. The results show that
genuinely density dependent potentials (S 6= 0) lead to
strong deviations of the potential pressure compared to
the case S = 0. The sign of the deviation depends on the
sign of S, in accordance with (9) since, in view of (10),
wi,jdd = w
i,j
direct
(
1− 3
SVi,j
V0ri,j
)
.
The virial pressure is therefore increased when S < 0,
and decreased when S > 0. Indeed, S > 0 means that
the diameter of the mesoparticle (i.e. proportional to
λ) decreases as its Voronoi volume decreases (or as its
7local density increases), hence lowering the forces (and
the pressure) between the mesoparticles. This is the ex-
pected physical behavior of the mesoparticle. On the
contrary, S < 0 means that λ is a decreasing function
of the voronoi volume, meaning that the diameter of the
mesoparticles increases as the density increases (hence
increasing the pressure). This is an unwanted effect for
physical applications.
IV. HUGONIOT CURVE FOR A
MESOPARTICLE MODEL OF NITROMETHANE
We now turn to our main application, namely the com-
putation of physical properties under strong regimes of
pressure and temperature for models of mesoparticles.
This is indeed a stringent test of the quality of the den-
sity dependent potentials suggested in Section III.
More precisely, we compute thermodynamic states
along the Hugoniot curve for a model of mesoparticle
representing 1,000 molecules of nitromethane (CH3NO2).
The molar mass of the mesoparticules is therefore 61
kg/mol. The potential energy function we use is the same
as in Section III C, except that we change the parame-
ters of the potential to σ = 9 Å, ε/kB = 300 K and
α = 17. These parameters are obtained by fitting low
density part of the Hugoniot curve. Reference data for
Hugoniot curves are taken from the previous all-atom
Monte Carlo simulations using a united atom model [21].
The important point to correctly reproduce the refer-
ence data is the functional form of the distance correc-
tion λ(Vi,j). We propose here a two step optimization
method. We first consider in Section IVA a potential
independent of the density, i.e. λ(Vi,j) = λ0 fixed. We
determine the value of λ0 which reproduces the reference
pressure Pth at each given thermodynamic density ρth.
In a second step, we propose in Section IVB to fit the
so-computed values of λ0 by linear or quadratic func-
tions, and optimize upon the parameters in the fitting
functions to fully reproduce the Hugoniot curve.
A. Suggested functional form of the distance
correction
In order to have some data on how the distance cor-
rection λ may depend on the thermodynamic conditions,
we first start by fitting its value on a series of Nts ther-
modynamic states along the reference Hugoniot curve.
We label these states by s and index them by their
densities ρs and temperatures Ts. The optimal value
of λ0 for each thermodynamic condition is denoted by
λ0(ρs, Ts) and is chosen to minimize the error in pres-
sure E = |Psim(ρs, Ts) − Pref,s| independently for each
density ρs. We use here a non-dependent potential tak-
ing a constant value of λ0 in (11) and run simulations in
the NVT ensemble during an integration time tsim = 1 ns
to obtain Psim(ρs, Ts). The pressures resulting from this
first optimization, displayed as orange squares in Fig-
ure 9 and labeled as ’independent optimization’, are by
construction almost on top of reference data .
Figure 8 presents the values of λ0 as a function of Vs =
msys
ρs
. This suggests to interpolate the values of r0 by a
polynomial fit. A quadratic least-square fit is displayed
in Figure 8.
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FIG. 8: Optimal λ0 for the reference states with respect
to the mean Voronoi volume Vs =
msys
ρs
B. Optimized distance correction
We now fit the distance correction on the whole set
of thermodynamic states (ρs, Ts)1≤s≤Ns by a polynomial
function of degree p:
λ(V ) =
p∑
i=0
aiV
i. (12)
The coefficients {ai} are chosen in order to minimize the
mean quadratic error in pressure:
F ({ai}) =
√√√√ 1
Nts
Nts∑
s=1
(Psim(ρs, Ts)− Pref,s)2.
In this expression, Psim(ρs, Ts) is the average pressure
in the NVT ensemble at density ρs and temperature Ts
for the potential energy function (7) with the distance
correction (12). We carry out the minimization of this
quadratic error F with a Newton algorithm. The first and
second order derivatives of F are approximated by com-
puting the canonical average of the observables obtained
by differentiating the pressure observable with respect to
the coefficients {ai}. The initial guess for the values of
8{ai} is obtained by a least-square fit based on Figure 8.
Note that the parameter λ decrease when the density in-
creases (or equivalently as the Voronoi volume decrease),
which is indeed the expected physical behavior discussed
at the beginning of Section IIIA. Consistently with the
observations made in Section III C, directly using this
initial guess leads to poor results since the pressure is
largely underestimated. The optimization procedure to
minimize the mean quadratic error F ({ai}) is therefore
mandatory:
• We first show that it is impossible to reproduce
the correct pressure by using the same constant,
non-dependent λ0 for every density ρs (which cor-
responds to p = 0 in (12)). The minimization of F
yields a0,min = 4.0588 σ and F (a0,min) = 3.131GPa
(filled circles in Figure 9). This is a prohibitively
large error, revealing a poor agreement with the
reference curve. The brutal increase in pressure
at ρ ≈ 1900 kg.m−3 clearly underlines the non-
transferability of the non-dependent potential (p =
0) to a large set of thermodynamic states. This
shows that we need to consider genuinely density
dependent potentials, namely p ≥ 1.
• The minimization of F as a function of (a0, a1)
when p = 1 gives a0,min = 3.1886 σ and a1,min =
1.3420 · 10−2 σ−2 with an error F (a0,min, a1,min) =
1.396 GPa. Although lower than with p = 0, such
a large error still means the computed Hugoniot
curve (blue triangles in Figure 9) largely deviates
from the reference curve, with too large a curva-
ture. This suggest to further increase the degree of
the polynomial λ(V ).
• The minimization of a quadratic distance correc-
tion λ (p = 2) leads to a0,min = 2.4784 σ, a1,min =
3.1095 · 10−2 σ−2 and a2,min = −1.0247 · 10−4 σ−5.
The corresponding error F (a0,min, a1,min, a2,min) =
0.034 GPa shows an almost perfect agreement be-
tween the reference Hugoniot and the predicted one
(red diamonds in Figure 9).
We show in Appendix D that our density dependent
potential provides satisfactory results at even larger den-
sities and pressures without carrying another optimiza-
tion to include these thermodynamic states in the opti-
mization set. This can be seen as some transferability
property.
V. CONCLUSION
We have proposed a method to model the compress-
ibility of mesoparticles representing a large collection of
molecules. This method ensures that accurate thermo-
dynamics properties (i.e. Equation of State) can be pre-
served during the coarse graining process of molecular
systems. As the scale of the modelling increases, two
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FIG. 9: Hugoniot curve for nitromethane: reference
curve [21] and results for density-dependent potentials
with p = 0 and p = 2.
additional terms, namely the thermic and the cold (pres-
sure) contributions of coarse grained degrees of freedom,
have to be taken into account for the computation of
the total energy. None of these terms appear in the
original DPD framework. The thermic contribution ap-
peared later, as non-equilibrium situations of mesopar-
ticules were considered. The second term, the internal
compressibility of mesoparticle, has been implicitly ne-
glected when coarse graining single molecules, or when
the thermodynamic domain of interest remains near stan-
dard conditions. This term becomes significant when sev-
eral molecules are embedded in a single mesoparticle, and
when a large range of pressures and densities is targeted.
We explored the possibility of modelling the compress-
ibility of mesoparticles by introducing a local dependence
in our potential. Two local quantities were studied to
that purpose: a spherical local density within a cut-off
radius and a volume defined by a Voronoi tessellation.
Introducing a dependence of either of these local quanti-
ties in the interaction potential, we noticed a significant
increase of pressure in our simulations. This increase has
to be accounted for when fitting density dependent po-
tentials to reproduce Hugoniot curves for nitromethane
mesoparticles. Finally, we managed to accurately re-
produce the Hugoniot curve of model nitromethane for
mesoparticles containing thousand molecules. For this
resolution, a gain of several order of magnitude in the
CPU time is obtained both from the increase in the inte-
gration timestep and from the lower number of interac-
tions.
9Appendix A: Langevin dynamics
To carry out simulations in the NVT ensemble, we re-
sort to Langevin dynamics. Given a potential energy
function Utot(q), the equations of motion read
dqt =
pt
m
dt
dpt = −∇Utot(qt) dt− γ
pt
m
dt+
√
2γ
β
dWt,
where γ > 0 is the friction parameter and Wt is a stan-
dard Brownian motion. We discretize here the Langevin
dynamics by splitting the Hamiltonian part of the dy-
namic and the thermostat part. We use a velocity-Verlet
integration scheme for the Hamiltonian part, and inte-
grate analytically the thermostat part (see [22] for a nu-
merical analaysis of the error on the invariant measure).
This gives the following scheme:
p˜
n+1/2
i = p
n
i −∇qiUtot(q
n)
∆t
2
,
qn+1i = q
n
i +
p
n+1/2
i
m
∆t,
p˜n+1i = p
n+1/2
i −∇qiUtot(q
n+1)
∆t
2
,
pn+1i = exp(−γ∆t)p˜
n+1
i +
√
m(1− exp(−2γ∆t))
β
Gni ,
where (Gni )i,n are independent standard normal vari-
ables.
In the reduced units defined by the mass m of a parti-
cle, the length scale σ and the energy scale ε in (11), the
friction parameter is chosen to be γ = 1, while the time
step is ∆t = 0.001.
Appendix B: Harmonic mean of the spherical local
density
Since we define the average Voronoi density through a
harmonic mean, it is fair to look at the behavior of the
spherical densities under harmonic averages. Figure 10
presents the evolution of the harmonic mean spherical
density as a function of the cut-off radius for the weight
functions studied in Section IIA. The harmonic mean
clearly presents the same issues as the arithmetic mean of
the spherical density, namely a bias in the mean spherical
density.
Appendix C: Local density dependent
Lennard-Jones potential
We explore in this section another general example of
density dependent potential based on a reference poten-
tial Ustd. In constrast to (7), it is possible to introduce a
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FIG. 10: Harmonic mean local density for the Lucy
function (dotted line), the smoothed step function
(dashed line) and the cubic spline (solid line).
volume dependence by rescaling the distances:
Udd(ri,j , Vi,j) = Ustd
(
l0
li,j
ri,j
)
,
where li,j = l(Vi,j). A relevant example for this kind of
dependent potential would be a Lennard-Jones potential
where the length scale becomes dependent on the local
density in a way which ensures that l0 = lstd, the length
scale for the standard Lennard-Jones potential.
As in Section III, the introduction of a dependence
on the Voronoi volume in the potential naturally causes
extra forces to appear when deriving the potential energy.
F
i,j,k
dd = −∇qkUdd(ri,j , Vi,j)
=
(
(δk,i − δk,j)ei,j +
l′(Vi,j)
li,j
ri,j∇qkVi,j
)
×
l0
li,j
U ′std
(
l0
li,j
ri,j
)
.
As in (9), the contribution to the virial pressure of the
interaction between particles i and j is altered by these
extra forces:
wi,jdd =
∑
k
Fi,j,kµ · qk
= wi,jdirect
(
1−
∑
k
l′(Vi,j)
2li,j
∇qk(Vi + Vj) · qk
)
,
where wi,jdirect = −
l0
li,j
U ′std
(
ri,j
l0
li,j
)
ri,j . Using (5), we
finally obtain (compare (9))
wi,jdd = w
i,j
direct
(
1−
3l′(Vi,j)Vi,j
li,j
)
.
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Appendix D: Test of the density dependent
potential outside the optimization range
We study the ability of our density dependent po-
tential to predict the correct pressure for densities out-
side the optimization range (here 1170 kg.m−3 ≤ ρs ≤
2023 kg.m−3). We use a quadratic distance correc-
tion λ with the parameters optimized used to produce
the results of Figure 9. We test the potential on a
new set of Ntest thermodynamic states indexed by k
(2100 kg.m−3 ≤ ρtest,k ≤ 2350 kg.m−3) by estimating
the relative mean quadratic error
Ftest({ai}) =
√√√√ 1
Ntest
Ntest∑
k=1
(Psim(ρtest,k, Ttest,k)− Pref,k)2
Pref,k
.
The relative error on the test set of thermodynamic
states Ftest = 0.015 is larger than the error on the opti-
mization set (F = 0.002), but the computed results are
still in excellent agreement with the reference Hugoniot
curve as shown in Figure 11.
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FIG. 11: Hugoniot curve for nitromethane: Predicted
values of the pressure outside the optimization range of
the parameters.
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