Abstmct-Various checksum codes have been suggested for fault-tolerant matrix computations on processor arrays. Use of these codes is limited due to inflexibility of the encoding schemes and also due to potential numerical problems. Numerical errors may also be misconstrued as errors due to physical faults in the system. In this paper, we develop a generalization of the existing schemes as a possible solution to these shortcomings. We prove that linearity is a necessary and sufficient condition for codes used for fault-tolerant matrix operations such as matrix addition, multiplication, transposition, and LU decomposition. We also prove that for every linear code defined over a finite field, there exists a corresponding linear real-number code with similar error detecting and correcting capabilities. Encoding schemes are given for some of the example codes which fall under the general set of real-number codes. With the help of experiments, we derive a rule of thumb for the selection of a particular code for a given application. The performance overhead of fault tolerance schemes using the generalized encoding schemes is shown to be very low, and this was substantiated through simulation experiments. Since the overall error in the code will also depend on the method of implementation of the coding scheme, we also suggest the use of specific algorithms and special hardware realizations for the check element computation.
I. INTRODUCTION IGH-PERFORMANCE computers are in great demand
H in modern data processing systems which involve processing of a large amount of data in real time. The application areas of these high-speed computers demand a large degree of reliability of the computed results. However, the probability of errors in the result increases with the amount of computation. In order to accommodate the contradictory requirements, high complexity and high reliability, the system has to be designed to be fault tolerant.
Conventional fault tolerance techniques such as triple modular redundancy (TMR) [ 11, triple time redundancy (TTR) hardware overhead (cost) or time overhead (degraded performance). Cost effectiveness has always been a major concern in designing special purpose VLSI systems. Therefore, a useful objective of research is to devise techniques for incorporating fault tolerance at lower cost without sacrificing the performance [ 5 ] . The technique called algorithm-based fault tolerance (ABFT) has been suggested [6] for attaining the above objectives.
In ABFT, the input data are encoded in the form of error detecting or correcting codes. The algorithm is modified to operate on encoded data and produce encoded outputs, from which useful information can be recovered very easily. The modified algorithm will take more time to operate on the encoded data when compared to the original algorithm; this time overhead must not be excessive. The task distribution among the processing elements is done in such a way that any malfunction in a processing element will affect only a small portion of the data, which can be detected and corrected using the properties of the encoding.
Since the major computational requirements for many important real-time signal processing tasks can be formulated using a common set of matrix computations, it is important to have fault tolerance techniques for various matrix operations. Coding techniques based on ABFT have already been proposed for computations such as matrix operations [6], [7] , FFT [8], QR factorization, and singular value decomposition [9]. Real-number codes such as checksum [6] and weighted checksum codes [ 101 have been proposed for fault-tolerant matrix operations such as matrix transposition, addition, multiplication, and matrix-vector multiplication. Even though these codes have proved to be very cost effective when applied to processor arrays, they have the following shortcomings. The checksum encoding scheme is a data independent scheme and may result in numerical problems for certain groups of data, since it is known that for any particular set of computations there exist groups of data which will give the worst numerical errors [l 11. The encoding scheme is inflexible, and the error detecting and correcting capabilities cannot be improved. In the case of weighted checksum codes, even though the code designer is at liberty to choose various weights according to the required error diagnosing capabilities and according to the nature of the data to be encoded, there are no systematic procedures available for the selection of a particular set of weights.
This motivates the investigation of more general schemes. We first establish properties which any encoding scheme should have in order that it can be applied for the fault-tolerant matrix operations under consideration. We prove a very fun-damental property that linearity is a necessary and sufficient condition for any such code. We next develop methods for determining various generator matrices according to the application requirements. Our approach is to establish relationships between finite-field codes and real-number codes, since almost all of the linear codes available are defined for finitefield numbers such as binary numbers, octal numbers, and hexadecimal numbers [ 121. For any finite-field code of known error detectability and correctability, we prove that there exists a corresponding real-number code which has similar error diagnosing capabilities.
An inherent disadvantage with real-number encoding is potential roundoff, overflow, and underflow problems when applied to floating-point number systems. These errors in many cases may not be distinguishable from the functional errors caused by some physical failures. Various techniques have been suggested for handling the numerical problems associated with ABFT techniques. The data retry technique suggested in [13] makes use of an additional time step to distinguish between roundoff errors and functional errors. This forces the use of an additional time step to take care of the roundoff errors, which may not have occurred if fault tolerance were not incorporated. If we are operating on integers, errors due to finite precision of the machine representation of resultant numbers can be resolved by using techniques such as modulo arithmetic [6] . However, when dealing with floatingpoint numbers, this method is not useful. Banerjee et al. [14] have evaluated the effect'veness of the algorithm-based fault detection mechanisms in tk. presence of finite precision arithmetic and they proposed the use of some numerical bounds to distinguish between numerical errors and errors caused by system faults. However, they did not suggest any technique to reduce the numerical errors.
In this paper, we identify various stages of ABFT which are prone to numerical errors, and try to reduce these errors. We identify three such stages in the fault tolerance technique: the coding phase, actual data computation phase, and check element computation phase. The second stage has already been studied extensively [ 151-[ 181 in terms of numerical behavior. Therefore, in our discussion we will consider only the first and last phases. In order to reduce numerical errors during encoding, we propose the selection of a particular code from the general set of real-number codes, according to the numerical behavior of the data to be encoded. We have experimentally derived a rule of thumb for the selection of a particular code for a specific application, the details of which will be discussed in Section 11.
We will make a comparison of the time and hardware overhead involved in the application of various real-number codes with the overhead associated with the application of checksum and weighted checksum codes. A multiprocessor simulator was used to implement the fault-tolerant matrix algorithms and the actual overhead associated with the technique was computed. Simulation results for fault-tolerant matrix multiplication on mesh-connected arrays using checksum code and one example-real-number code are presented. Finally, we suggest the use of certain optimal algorithms and special hardware structures for implementing the proposed real-number encoding schemes.
REAL-NUMBER CODES
Real-number codes are codes defined over the field of real numbers. This is a high-level encoding scheme. In this section, we develop a general set of real-number codes for faulttolerant matrix operations. We define encoded matrices in a general form and then derive constraints on the encoding schemes, so that the encoded matrices preserve their properties during various computations under consideration.
A. Encoding of Matrices
The idea is to compress the information contained in the rowkolumn elements of a matrix into a single element which we call a check element. Information is compressed in such a way that it is preserved during the computations for which we use the code.
We use encoder vectors to compute the check elements. An encoder vector is defined as follows.
Definition I : An encoder vector is a vector whose inner composition with a column/row vector will produce a columnhow check element. Note that inner product is a special case of inner composition when the encoder vector elements are numbers rather than functions. For the implementation of the codes, we will define general check matrices of a matrix as given below. Definition 5: An encoder vector is said to be a valid encoder vector (VEV) if it produces check elements whose properties will be preserved during matrix multiplication, addition, transposition, and LU decomposition.
We now prove a fundamental property of any possible VEV. 
That is, L is a linear operator. Similarly we can prove that M is also a linear operator.
0
Thus, we observe that linearity is a necessary and sufficient condition for matrix encoder vectors and, hence, we can confine further discussion to linear codes.
B . Linear Codes
Linear codes can be defined with symbols taken from a set of arbitrary size. However, nearly all the major results of coding theory have been derived assuming that the code symbols are elements of a finite field. In this section, we give a brief overview of the structure of linear codes and prove an important result relating the codes defined over finite fields and those defined over the field of real numbers.
1) General Description:
A data sequence { x i } over any finite field can be divided into blocks of k symbols which are processed independently. A typical block may be represented as a row vector of length k 1-
The generator matrix G of the systematic codes is of the form where Zk is a k-dimensional unit matrix and P is a ( k x n -k ) matrix. A matrix H of the form [-P' IZn-k] will form a parity check matrix.
In most of the high-speed processing techniques, systematic encoding is preferred because once the received (or computed) result is found to be error free, retrieval of the actual information from the code vector is easy. Checksum and weighted checksum encodings are examples of systematic encoding. However, it has been proved that any linear encoding is equivalent to a systematic encoding scheme, in the sense that any linear generator matrix can be transformed into another combinatorially equivalent generator matrix [ 121 of the form given in (1). Therefore, in the following discussion, we will not make any distinction between a linear code and a systematic linear code.
Lemma 1: Vectors which are linearly independent over a finite field are also linearly independent over the field of real numbers.
Proof: Let us consider a finite field G F ( q ) where the Theorem 2: For any t-error detecting code defined over a finite field, there exists a corresponding code over the field of real numbers, with the same generator matrix and the same parity check matrix, whose error detectability is >t.
Proof: Let C f be a t-error detecting code defined over a finite field with generator matrix G f and parity check matrix H f . From the previous discussion, we know that every set of t , or smaller number, of columns of HT will be linearly independent over the finite field. Then, by Lemma 1, these columns are also linearly independent over the field of real numbers, which implies that for a code C , over the field of real numbers having generator matrix G , = G f and parity check matrix H, = H f , the error detectability will be at least equal to t. By Lemma 2, it may be possible that a larger number of columns of HT are linearly independent which effectively increases the error detecting capability of the code. Thus, the error detectability of C , is greater than or equal to t. Example I : Consider the finite field GF(7) employing symbols {-3, -2, -1, 0, 1, 2, 3). A matrix with all distinct columns of length two will define the parity matrix H of a Hamming code over the finite field GF(7). This real-number code can detect at least two errors or correct one error. Example 2: Let us consider simple parity encoding over the field of binary numbers. It is known that parity codes are single error detecting [19] (that is, the Hamming distance is two) with a generator matrix G = [ZkIPl where P = [ 1, 1, ., ., ., 1IT. It can be observed that the corresponding code (as in Theorem 2) over the field of real numbers is the simple row checksum code.
The one to one correspondence between finite-field codes and real-number codes is a powerful result from an implementation point of view; 1) since most of the existing codes are proposed for finite fields, adapting those codes for real number computations will be easier than inventing new codes for real numbers; 2) the real number codes lend themselves to implementation in digital signal processors employing standard arithmetic units; 3) furthermore, they can be conveniently implemented in software which does not efficiently admit the bit by bit representation and manipulation required by finite field codes.
As we discussed in the earlier part of the paper, the solutions available for handling numerical errors during faulttolerant computations have several shortcomings. Among the available solutions, we believe that use of numerical bounds [14] is the most practical solution. However, these precomputed bounds are data dependent. If the bounds are very high, the fault detection technique will have poor fault coverage, whereas a very small bound will cause the fault detection technique to report the presence of faults that are not actually present. As a solution to these problems, one may try to minimize numerical errors during various stages of encoding and decoding. Instead of confining the fault-tolerant encodings to a particular scheme, we may use different encoding schemes for different sets of data. For that, first, we analyze the error during real-number encoding, and then experimentally derive guidelines for selecting a particular code for a given application.
C . Error During Encoding
In this section, we will see how the selection of the encoder vector will affect the numerical error during encoding. In floating point arithmetic, each number x is represented in the form x = mbe, where m is called the mantissa, e is called the exponent, and b is the base of the number system. (Here we assume that b = 2.) For normalized floating point arithmetic, we assume that 2-' I Im I < 1. Let r be the number of digits allocated to the mantissa. Then the machine dependent unit roundoff is given as U = 2 -( r + 1 ) .
From the definition of the check matrices, finding a check element is essentially computing the inner product of two vec- Thus, the error bound is dependent on the Euclidean norm of the encoder vector. The straightforward way to reduce the amount of error during coding is to minimize 11 a )I 2 . (Note that U and m are machine-dependent parameters and they are not user-alterable.) We are more interested in the overall error bound at the output of the comparator which compares the computed check element to the check element derived from the output data. Let Ci be the code derived at the input using the particular VEV without any numerical error, and 6; be the amount of error during encoding which is related to 11a1(2. C O is the code element derived from the output data elements (assuming no error during actual data computation and decoding). 6, is the error associated with Co. 6, has two components: the error during the actual data computation and the error during the output decoding. The output check element computed along with the actual data element is derived from the input code element and so is represented as f (Ci + Si), where f is a linear operator. It is easy to observe that f ( C ; ) = C O , whereas f (6;) # 60. The maximum error bound E b at the comparator output will be 16, I + I f (Si) 1. By selecting a small norm for the VEV we can keep 6, and 6i very small. However, we cannot select an Ilall2 as small as we wish. This fact will be revealed in the following discussion, for which we need to define the reflectivity of a code.
Definition 7: The reflectivity of a code is the ratio of the change in the code value to the change in the data element.
For example, the reflectivity of the simple checksum code is one which means that whenever a data element changes its value, theoretically, the code value corresponding to the column and row containing that element will also change by an equal amount (actual change in the code value may be different due to loss of precision). High reflectivity of a code is essential in the error correction phase, because if the reflectivity of the code is very small, two errors in the data element, which are almost equal in magnitude, will reflect the same amount of error in the check element which makes the discrimination of these two errors very difficult. This can be seen from Fig. 1 . In the figure, the error in the code element is plotted against the error in the data element for a particular encoder vector.
In the fault tolerance scheme, a functional error will be detected only when the error in the check element exceeds the numerical bound ( c in the figure) provided. Therefore, all the functional errors less than d will be undetected. This points to the necessity of keeping the bounds as small as possible. (c2
If the reflectivity is very small, for small values of (d2 -d l ) , (c2 -c l ) will be approximately equal to zero. In this situation, two different errors, dl and d2, will be observed as the same error in the check element. Thus, even though the fault tolerance scheme detects the error in the computation, the error correction will suffer. Therefore, the objective of selecting a particular VEV should be to minimize the ratio of numerical error produced by the code to the reflectivity of the code (we refer to this ratio as the error-reflectivity ratio later in the paper). Thus, by selecting a VEV in order to scale down 6,, the reflectivity will also be scaled down by the same amount. At the same time, scaling of 6i will not have a direct effect on the reflectivity of the code at the output. Unfortunately, scaling of 6i cannot be done independently of 6,, since we have to use the same VEV at the output and the input. Therefore, the strategy should be to make a compromise in selecting the norm of the VEV which will give a small 6 i , and at the same time, moderately high reflectivity. We will present some example codes which fall under the general set of codes we discussed in the preceding section. Encoding schemes are given for average checksum codes, weighted average checksum codes, codes generated by periodic VEV's, and codes generated by normalized VEV's.
D. Example Codes
We will present some example encoder vectors which can be selectively used according to the data to be encoded, in order to reduce numerical error during encoding. Encoding schemes are given for average checksum codes, weighted average checksum codes, codes generated by periodic VEV's, and codes generated by normalized VEV 's.
I) Average and Weighted Average Checksum Codes:
In the generalized linear codes, if we select the encoder vectors p T and qT as qT = [ l / n l / n . . . l / n l we will get the average checksum codes. The idea is to store the average, rather than the sum, of a row or column for the encoding, thus avoiding the possibility of very large code entries. The weighted average checksum code is similar to the weighted checksum codes, the only difference being that instead of weighted sum, code vectors are formed by taking weighted averages of the information matrix elements.
The advantage of using average checksum encoding is that it will not cause any overflow error unless there is an overflow error in the computation of the information matrix. Error detection and correction using the average checksum codes are described in [23] .
2) Periodic Encoder Vectors:
In this section, we will present two periodic encoder vectors which can be used for generating check elements. These vectors have some advantages when compared to ordinary encoder vectors. First, the memory space required to store the encoder vector elements is smaller, since we need store only one cycle of weights. Second, if the matrix elements to be encoded are of uniform sign, a periodic encoder vector with a zero average weight will produce a small check element when compared to simple checksum. This will avoid overflow during encoding. We will see in the following section, how we can also reduce the roundoff error using the periodic encoder vector.
1 -1 . . .] is a periodic encoder vector. This vector is very similar to the one we use in simple checksum encoding, the only difference being that the average weight of the above vector is zero, whereas for the simple checksum it is one. As in the case of the simple checksum, reflectivity of this code is also one. The suggested vector may cause underflow errors during coding. However, underflow is usually not as serious a problem as overflow. Especially in the context of the fault-tolerant schemes that we propose, the affected number can be set to zero whenever an underflow occurs, without upsetting the scheme.
Example 4: If the encoder vector is selected such that each of its components has an absolute magnitude (modulus) less than unity, the inner product of the vector with the matrix columdrow will effectively scale the column/row and then find the sum. We prefer a scaled system to an unscaled system, since it causes fewer numerical errors [ 151. The error analysis given in the previous section indicated that the amount of error depends on the norm of the encoder vector. The smaller the norm, the better is the numerical performance. where c is a constant, fixed by the user, and 1x1 is the average norm of the columns/rows. In this case, the entries of the encoder vectors change according to the input data. This will ensure that the encoding never causes unreasonably large underflow errors.
E . Experimental Evaluation of Numerical Error
A number of experiments were conducted in order to find the maximum numerical error involved in fault-tolerant matrix multiplication using different codes. By maximum error we mean the maximum value of (f (C; +A;) -CO +tio), where C ; , C O , 6;, and 6, are as defined in Section 11. We used seven different data sets dl through d7, for our experiments. Every data set consisted of two randomly generated 50 x 50 matrices. These matrices are encoded using various real-number codes and their product is computed. Among the matrix pairs, dl through d3 were selected such that 75-100% of the elements had the same sign. The magnitudes of these numbers were small enough to ensure that roundoff problems dominated the overflow problems during computation. The set d4 had the same magnitude characteristic as that of dl but had an equal number of positive and negative numbers. The group of data d5 through d7 has potential overflow problems. The results of our experiments are given in Table I and Table 11 . The ratio of maximum numerical error to the average value of the output data is given in Table I , for checksum and periodic vector encoding. The corresponding values for normalized encoder vectors are given in Table 11 .
The reason for selecting the above ratio, rather than taking the relative error with respect to the average value of the check elements, will be clear from the following simple numerical example. Suppose the average values of the check elements computed by checksum and periodic vector encodings are 500 and 60, respectively. Let the maximum numerical error during computation be 50 and 10, respectively. Suppose the average value of the output data in both cases is 100. Now the relative error in the check element computed by a checksum is $, which is less than i , the corresponding figure for periodic vector encoding. If the criterion for selection of an encoding scheme is the relative error in the check element produced by the scheme, one may select checksum encoding in this particular case. However, since both the encoding schemes have the same reflectivity (equal to one), any error in the data element will be observed as an equal amount of error in the check element in both the cases. At the same time, in checksum encoding, only functional errors higher than 50 will be detected, whereas in periodic vector encoding, any error higher than 10 will be detected. This leads to the conclusion that the periodic vector encoding is better than the checksum encoding for this particular application. Thus, the selection of an encoding scheme on the basis of the relative error in the check element leads to a wrong conclusion as we saw above. However, if we consider the relative error with respect to the average output, the value for the checksum will be and for periodic vector encoding it will be A. Clearly these values lead to the correct conclusion regarding the quality of the results produced by the two techniques, and is consistent with the intuitive judgment made above. Therefore, the observation is that whenever the reflectivities of two codes are the same, one should select the code with the minimum relative error with respect to the average output value. If the reflectivities are different, one should normalize this ratio with respect to the corresponding reflectivities and then select the code with the minimum normalized ratio.
I ) Observations:
When more than 75% of the data elements had the same sign and randomly distributed magnitudes, irrespective of whether roundoff or overflow is the potential numerical problem, the periodic encoder vector resulted in smaller errors when compared to the simple checksum code. It can be seen from Table I that most of the time errors resulting from use of the periodic encoder vector are only 10% of the errors produced by the checksum codes. For data set dq, the periodic vector encoding gives larger errors when compared to simple checksum encoding.
The entry for the data set dl in Table I1 is analyzed using Fig. 2. Here we give the inverse of the encoder vector elements (inverse of the reflectivity) as abscissa and normalized error-reflectivity ratio (normalized to the corresponding ratio for simple checksum) as the ordinate. The region corresponding to the trough in the curve indicates the existence of encoder vector weights which will give smaller error-reflectivity ratios than the checksum. As the weight decreases beyond a certain limit (corresponding to the abscissa lo6) the ratio starts increasing. This might be due to the underflow during encoding.
In all the seven cases, we observe this nature of errorreflectivity. It appears that the weights of the encoder vector element corresponding to this minimum lie around the inverse of the average weight of the column/row elements of the matrix which is encoded. This is observable from Fig. 2 . When the VEV elements are 0.5, 0.25, and 0.125 the error-reflectivity ratio is one. But when the VEV element is selected to be 0.1 there is a sudden drop in the ratio.
From the above observations we give the following rule of thumb to select a particular code for a specific application. When the data to be encoded are mostly of the same sign and randomly distributed in magnitude, use periodic encoder vectors. For data with positive and negative numbers approximately equal, one should select the checksum for encoding. The weight of the encoder vector may be selected to be very close to the inverse of the average of the data elements.
It may be noted that, in our approach, selection of a particular encoding scheme is dependent on the nature of the input matrix only. Therefore, the same empirical results may be applied to other matrix operations such as LU decomposition, matrix inversion, and transposition. However, numerical behavior of the actual computation may be dependent on the individual matrix entries (such as pivot elements in LU decomposition [24]). One should be careful not to disturb the numerical stability of computations by introducing new check elements.
F. Error Detection and Correction
Detection of an error during matrix operations using the general set of linear real-number codes on a processor array is done in the same way as in simple checksum encoding. The row and column check elements of the output information matrix are obtained by calculating the inner products of the rows and columns with the VEV. These values are then compared to the corresponding elements of the computed check vectors. (Note that all the column check elements will form a row vector and all the row check elements will form a column vector.) A single erroneous element causes a row and column check element to be inconsistent. The intersection of this row and column locates the erroneous matrix element.
Once an erroneous value is identified, we can correct the result using the inherent redundancy in the output matrix. If Pi, j is the detected erroneous value, then the correct value of the output matrix element Ci,, is given as 1
where Ci is the ith row of the output matrix C and qi is the ith element of the VEV.
PERFORMANCE EVALUATION
In this section, we will consider the hardware and time redundancies associated with the general encoding schemes described in the preceding section. The actual time overhead associated with the fault-tolerant technique may vary considerably from the theoretical estimation. This is because many factors such as communication time and data traffic are not taken into account during the theoretical evaluation of overhead. We introduce a simulation environment which can be used for the evaluation of actual overhead associated with the fault-tolerant schemes proposed for the matrix operations.
A . Hardware and Time Redundancy
The number of additional processors required for faulttolerant computations using the newly proposed codes is the same as in the simple checksum encoding, namely 2n + 1 where n is the dimension of the matrix. However, each processor will be more complex, since each processor needs to use an additional multiplier (or an additional step) for multiplying the matrix element with the encoder vector element, and also additional registers to hold the encoder vector elements. Even though it may appear that switching from one scheme to another scheme, according to the data to be encoded, will cause additional overhead, a close examination will reveal that it is not the case. While switching from one scheme to another we are only changing the weights of the VEV's and the basic computations involved remain the same.
The new scheme takes slightly more time when compared to simple checksum encoding. The additional overhead involves three multiplication cycles: one each for the column/row check element computations (note that row and column check element computations cannot be carried out simultaneously) and one during the error correction phase, if needed. For large arrays, the overhead is almost the same for both techniques. This may be observed in the graph given in Fig. 3. 
B . Simulation Tools
Some of the above algorithms have been studied extensively in terms of performance, and in terms of time and hardware redundancy. In a real system, many of the theoretical figures may be inaccurate due to factors such as communication time and data traffic. We use a multiprocessor simulation environment, called Poker [25] , to evaluate the actual overhead associated with the proposed schemes.
I ) Simulation of Checksum Algorithm:
A twodimensional mesh-connected processor array has been realized in the simulator. This was used to study the actual performance overhead for fault-tolerant matrix multiplication. In the application of the checksum algorithm to a mesh-connected processor array [26], the array was supposed to have a row and column broadcast facility. Since it was hard to realize such an environment in this simulator, the input data to the processor array were stored in the local memory of the processors. In this new environment, we use a special algorithm for matrix multiplication, involving rotate-multiply-add steps [27]. The elements of the product matrix can be retrieved from the processor local memories. Since the simulation is extremely computation-intensive, it was not practical to perform a simulation of a large number of processors. Our solution to this problem was to fit the results of the simulation of a small number of processors (up to 6 x 6 ) to a mathematical equa- tion [28], which was then used to predict the overhead for larger numbers of processors. The first study compares the theoretical overhead to the observed overhead for the simple checksum. Initially multiplication is done without checking for errors. Then the same multiplication is done with check elements. In order to find the time required for error detection and correction, errors are intentionally injected into the processor outputs. This is done through changing the sequential codes stored in the processor node in which error is to be injected. The time taken (in clockticks) for computation, with and without checking, is separately found out from the Poker display screen [25]. The same experiment is repeated for different dimensions of the matrices. The simulation results are given in Table 111 . The theoretical and observed time redundancy ratios (TTR and OTR) are plotted against the matrix dimension in Fig. 4 . Both are monotonically decreasing curves which conform to the theoretically predicted result.
A similar evaluation is done for the schemes proposed in this paper to find the practical value of the additional overhead (which is, theoretically, a constant). The observed time redundancy ratio of the average checksum scheme is plotted against that of the simple checksum scheme in Fig. 5 . The plot is similar to the theoretically obtained curve in Fig. 4 . Note that the additional performance overhead for the new scheme is negligible for reasonable numbers of processors.
IV. HARDWARE~SOFTWARE MODIFICATIONS TO REDUCE NUMERICAL ERRORS
Even though the general linear codes suggested in the preceding section will reduce the numerical error during encoding (that is, for the stored check elements), there will be errors in the computed check elements due to the finite precision of the computational unit. Even when there is no numerical error in actual computed data elements, the computed check element may be significantly different from the stored check element. In order to reduce numerical errors, algorithms and hardwares needed for coding and decoding may be modified.
The fault tolerance techniques suggested involve the computation of the check elements from the resultant matrix elements and their comparison to the stored check elements. During the computation of the check elements, summation of n intermediate products is the step which is most vulnerable to numerical errors. In the simple checksum and weighted checksum schemes, this summation is done in a binary tree fashion [6]. Even though this type of summation was originally proposed for avoiding potential error masking, we observe that it will also result in lower roundoff errors when compared to summation of elements in series. It has been observed that error during summation of numbers using algorithms such as Kahan's [29] and Linz's algorithms (241 is as low as in double precision (DP) arithmetic. Application of Kahan's algorithm for error-free check computation is described in (301.
Use of Kahan's algorithm will increase the overall time required for computation. It will take O ( n ) time for summing n numbers, whereas binary tree type addition will take only O(log, n ) time. However, the redundancy ratio will be very small for very large sizes of matrices. For smaller numbers of summing elements, binary type addition will also give the same amount of precision, but take less time. Therefore, in order to compute the check element, we suggest binary tree addition for matrices of small dimensions, and Kahan's algorithm for large dimensions.
As mentioned before, modifications may also be made to the hardware in order to reduce numerical errors. Since the proposed encoding scheme is essentially an inner product calculation, what we need is an implementation of error-free inner product computation. An extended precision hardware suggested in [31] may be used for this purpose.
V. CONCLUSIONS
We have proven that linearity is a necessary and sufficient condition for every code that can be used for fault-tolerant matrix operations such as matrix transposition, addition, multiplication, and matrix-vector multiplication. We have also proven that for every linear finite-field code, there exists a real-number code having similar error diagnosing capabilities as the finite-field code. Numerical problems associated with high-level encoding such as real-number encoding were addressed and solutions have been proposed. We observed that by selecting a particular code for a specific application, we can minimize the numerical errors in the check elements. The objective of selecting a particular code should be to minimize the error reflectivity ratio rather than minimizing the error. We conducted a number of experiments to find the maximum numerical error produced during matrix multiplication using various codes. A rule of thumb for selecting a particular code has been formulated on the basis of the experimental results. When roundoff is the larger problem, one should use normalized encoder vectors. The weight of the normalized encoder vector element may lie close to the inverse of the average of the data elements. For overflow problems, one should use average checksum codes or codes produced by periodic encoder vectors. Periodic encoder vectors are especially suitable when the majority of the data elements have the same sign and are randomly distributed in magnitude.
The hardware overhead associated with the general encoding schemes, in terms of the number of processors, is the same as that of the existing schemes except that each processing unit is slightly more complicated due to additional registers required for holding the temporary results. A simulation environment was used to evaluate the performance overhead of the fault tolerance schemes. The time overheads observed from these experiments conform to the theoretically predicted results.
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