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INTRODUCTION
Classical Lebesgue function spaces Lp  µ fail to be complete if
the underlying space   µ is of ﬁnitely additive type, namely µ is a
nonnegative ﬁnitely additive set function on a ﬁeld  of subsets of a given
set . Naturally, the question then arises of characterizing those triples
  µ that generate complete spaces Lp  µ. Our attention has
gone back to this question after the appearance of the paper [7] and the
Ph.D. thesis [13]. Both works present characterizations of completeness and
follow several other papers on the same topic that have appeared since the
publication of the book [4]. At that time not much was known about com-
pleteness of Lp-spaces in the ﬁnitely additive setting. It was clear how to
represent the completion of Lp  µ either as the Vp-spaces introduced
by Bochner (see [8, 17]) or as “usual” spaces LpS λ, where “usual”
1 To whom correspondence should be addressed.
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means that in the triple S λ we have a σ-ﬁeld  and a countably addi-
tive measure λ (see [5, 11]). It was also known that the characterization
presented in [15] was shown to be false in [3]. Nothing more was known.
The ﬁrst characterization of the completeness of Lp  µ in terms
of properties of the Peano–Jordan completion of   µ is due to
Greco [14] and it has been extended to broader cases by [9, 12]. Further
characterizations in terms of existence of exact Radon–Nikodym deriva-
tives and in terms of separation properties of set functions are in [6, 16].
The paper [7] furnishes a characterization by means of the Stone space
of  /µ that really gives correct form to the characterization originally
proposed by [15].
The relevance of the topic in connection with applications and with other
basic facts of measure theory was the original spur for us to write this article
with the intent of updating the related material of the book [4]. Along the
way, we have developed our own (simpler, we think) proofs for most of the
existing results and have seen several new results and examples come to the
light. So, ﬁnally, we have decided to include all such material here, making
the paper basically self-contained. The work is organized as follows. After
Section 1, which contains the necessary notation and preliminary results
to simplify the reading of the rest of the paper, Section 2 contains several
examples of non-complete and complete Lp-spaces. Section 3 regards the
basic characterizations of completeness of Lp  µ including some new
and totally internal to   µ like the following: for every B1 ⊂ B2 ⊂ · · ·
from  such that supn≥1 µBn < ∞ and ε > 0 there exists a D ∈  such
that µBn −D = 0 and supn≥1 µBn ≤ µD ≤ supn≥1 µBn + ε. Charac-
terizations via Stone space are in Section 4. Then the completeness of the
metric space  /µ dµ and its relation to that of Lp  µ is investi-
gated in Section 5 where, moreover, a few mistakes present in the previous
literature are pointed out by means of suitable examples. For σ-ﬁelds the
completeness of Lp-spaces is related to the existence of exact Hahn decom-
positions and for general ﬁelds to that of exact Radon–Nikodym derivatives.
This is exhibited in Sections 6 and 7. In Section 8 it is shown that the com-
pleteness of Lp  µ is equivalent to the separation of any component
τ of µ from µ − τ; the result is achieved through a new study connect-
ing the completeness of the space Lp  µ1 + µ2 to that of the spaces
Lp  µ1 and Lp  µ2. The ﬁnal Section 9 reports on the always
true completeness of L∞  µ.
1. PRELIMINARIES
An extended real valued ﬁnitely additive function µ deﬁned on a ﬁeld 
of subsets of a set  is called a charge and   µ is called a charge space.
590 basile and bhaskara rao
The charge µ is said to be nonnegative if µA ≥ 0 for all A ∈  . The
charge µ is said to be bounded if there is a real number k such that
µA ≤ k for all A ∈  . We shall assume the familiarity of the reader
with [4].
We shall ﬁrst review the integral as deﬁned in [4, 10] for a nonnegative
charge space. This is the D-integral of [4].
1.1. The set function µ∗  → 0∞ is deﬁned by
µ∗A = infµB  B ⊃ AB ∈  
µ∗ is a nonnegative monotone extended real valued subadditive function
deﬁned on . For real valued functions f and g from  we say that f
is equal almost everywhere to g and write f = g a.e. µ if for every ε > 0
µ∗x  f x − gx > ε = 0.
A simple function is a real valued function deﬁned on  which can
be expressed as
∑n
i=1 ciIAi where c1 c2     cn are all real numbers andA1A2    An is a partition of  consisting of sets from  .
For real valued functions fnn≥1 and f deﬁned on  we say that fn
converges to f hazily if for every ε > 0, µ∗x  fnx − f x > ε → 0 as
n→∞. Indeed, if we deﬁne a distance function d· · on the set of all real
valued functions on  by df g = infε > 0  µ∗x  f x − gx > ε <
ε then fn converges to f hazily if and only if dfn f  → 0 as n→∞.
We say that a real valued function f is T1-measurable (T for totally) if
there is a sequence of simple functions converging to f hazily.
1.2. Now we shall deﬁne integrable functions and their integrals.
A simple function
∑n
i=1 ciIAi is said to be integrable if ci = 0 when-
ever µAi = ∞. With the understanding that 0 · ∞ = 0 we deﬁne∫ ∑
ciIAi =
∑
ciµAi for an integrable simple function
∑
ciIAi .
A function f   → R is said to be integrable if there exists a sequence
fnn≥1 of integrable simple functions such that
(i) fn converges to f hazily and
(ii)
∫ fn − fmdµ→ 0 as nm→∞.
In this case we deﬁne
∫
f dµ = limn→∞
∫
fn dµ which is a real number.
1.3. Let us deﬁne essentially bounded functions. A function f  → R
is said to be essentially bounded if there exists a real number k such that
µ∗x  f x > k = 0
1.4. We shall deﬁne now Lp-spaces and the convergence in these
spaces.
For p = 0, let L0  µ = f  f is T1 − measurable. Indeed,
L0  µ is the closure of the subset of all simple functions in the space
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of all functions with respect to the pseudometric d of 1.1. On L0  µ
we deﬁne convergence for fnn≥1 and f from L0  µ by saying that
fn → f in L0 if dfn f  → 0 as n→∞, i.e., if fn → f hazily.
For 0 < p, let Lp  µ = f  f is T1 − measurable and f p is
integrable. On Lp  µ we deﬁne convergence for fnn≥1 and f from
Lp  µ by saying that fn → f in Lp means
∫ fn − f p dµ → 0 as
n→∞, for p ≤ 1 and ∫ fn − f p dµ1/p → 0 as n→∞, for p > 1.
For p = ∞, let L∞  µ = f  f is T1-measurable and essentially
bounded. For f ∈ L∞  µ we deﬁne f∞ = infk  µ∗x  f x >
k = 0. Using this, we deﬁne convergence in L∞  µ for fnn≥1
and f from L∞  µ by saying that fn → f in L∞ if fn − f∞ → 0 as
n→∞.
All the convergences deﬁned above are deﬁned in terms of pseudo-
metrics, including the case of p = 0. We wish to study the completeness
of these Lp-spaces.
1.5. We shall now introduce p  µ for 0 ≤ p ≤ ∞. These are
the metric spaces obtained from the above pseudometric spaces after iden-
tifying functions f and g to be equivalent (we write f ∼ g) if the distance
between f and g is equal to zero. But, observe that for each of 0 ≤ p ≤ ∞,
f ∼ g if and only if f = g a.e.µ. Thus, if we denote by p  µ the
set of the equivalence classes in Lp  µ, then p  µ becomes a
metric space.
For most of our arguments we shall use only Lp-spaces and not
p-spaces.
1.6. Starting with   µ—remember that µ may be unbounded—
we deﬁne the Peano–Jordan completion   µ as
 = A  for all ε > 0 there exists BC ∈  such that
B ⊂ A ⊂ C and µC − B < ε
and for A ∈  we set
µA = sup
A⊃B∈
µB = inf
A⊂C∈
µC
Then  is a ﬁeld of sets; µ is ﬁnitely additive and is also an extension
of µ. Moreover, µ is the unique ﬁnitely additive extension of µ to  .  is
really the closure of  in the pseudometric space  with the distance
dµ∗AB = µ∗AB.
1.7. Proposition. (a) A ∈  if and only if there exists Ann≥1 from 
such that µ∗AnA → 0 and in this case µA = limµAn.
(b) In case  is a σ-ﬁeld, A ∈  if and only if there exists B ∈  and
C ⊂  such that A = B ∪ C, B ∩ C = , and µ∗C = 0.
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Proof. If A ∈  , for each n ≥ 1, let us choose Bn ⊂ A ⊂ Cn such
that µCn − Bn < 1/n. We take An = Bn for each n ≥ 1 and observe
that AnA = A − Bn ⊂ Cn − Bn. Thus µ∗AnA ≤ µCn − Bn → 0
as n → ∞. Observe that µAn ≤ µA ≤ µAn + µCn − Bn and
µCn − Bn → 0. Thus, whether µA <∞ or not, µA = limµAn.
Conversely, if Ann≥1 from  is such that µ∗AnA → 0 let Dn ⊃
AnA, Dn ∈  be such that µDn ≤ µ∗AnA + 1/n. Then observe that
An −Dn ⊂ A ⊂ An ∪Dn, An −Dn and An ∪Dn ∈  and µAn ∪Dn −
An − Dn = µDn → 0 as n → ∞ since µ∗AnA → 0 as n → ∞.
Thus A ∈  and (a) is proved.
For (b), with reference to the above notation, set B = ⋃n Bn and C =
A− B. Naturally, B ∈  and µ∗C ≤ µCn − Bn < 1/n ∀n.
  µ reﬂects   µ with respect to Lp-spaces and integration.
We shall elaborate on this in the next proposition.
1.8. Proposition. Let   µ be a nonnegative charge space and let
  µ be its Peano–Jordan completion. Then
(a) For A ⊂ , µ∗A = µ∗A.
(b) A ∈  if and only if IA ∈ L0  µ.
(c) Lp  µ = Lp  µ for all 0 ≤ p ≤ ∞ and, for f ∈
L1  µ,
∫
f dµ = ∫ f dµ.
(d) For 0 ≤ p ≤ ∞, fn → f in Lp  µ if and only if fn → f in
Lp  µ.
(e) If IA ∈ Lp  µ for some 0 ≤ p ≤ ∞, then A ∈  .
Proof. If we take any A ⊂ , since µ on  is an extension of µ on  ,
we get µ∗A ≤ µ∗A. If a = µ∗A < ∞ and ε > 0 there exists B ∈  ,
A ⊂ B such that a ≤ µB < a+ ε. From the deﬁnition of µ we can obtain
a set C ∈  , B ⊂ C such that µB ≤ µC < a + ε. Thus we can obtain
a C ∈  , A ⊂ C, such that a ≤ µC < a+ ε. Thus µ∗A = µ∗A when
a <∞. If a = ∞ we anyway have µ∗A = µ∗A. Thus (a) is proved.
To prove (b) let us ﬁrst take an A ∈  . By Proposition 1.7 there is a
sequence Ann≥1 from  such that µ∗AnA → 0. But, for any 0 < ε <
1, x  IAnx − IAx > ε = AnA. Thus µ∗x  IAnx − IAx >
ε → 0 as n → ∞ for every 0 < ε < 1 (and also for ε ≥ 1). Thus IA is
T1-measurable. Hence IA ∈ L0  µ. Conversely, if IA ∈ L0  µ
we shall manufacture a sequence of sets An ∈  such that µ∗AnA → 0.
Let snn≥1 be a sequence of simple functions such that sn → IA in L0. By
looking at a subsequence, if necessary, we can assume that µ∗x  snx −
IAx > 1/n → 0 as n→∞. Let us deﬁne An = x  snx − 1 ≤ 1/n.
Then An ∈  for all n ≥ 1. We claim that AnA ⊂ x  snx − IAx >
1/n. Indeed, if x ∈ An − A and snx − IAx = snx ≤ 1/n then
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snx − 1 ≤ 1/n and snx ≤ 1/n which is impossible (at least for n ≥ 3).
Thus if x ∈ An −A, then snx − IAx > 1/n. If x ∈ A −An, snx −
IAx = snx − 1 > 1/n. Thus AnA ⊂ x  snx − IAx > 1/n.
Thus µ∗AnA → 0 as n→∞. Thus A ∈  .
To show (c), since µ is an extension of µ, we get that Lp  µ ⊂
Lp  µ; for f ∈ L1  µ due to (a), we get
∫
f dµ = ∫ f dµ. On
the other hand, if A ∈  then from (b) we get Ann≥1 from  such
that µ∗AnA → 0. If IA ∈ Lp  µ then µA < ∞. Consequently
µAn < ∞ eventually. Hence IAn are integrable for all n ≥ 1 (as we can
assume), IAnn≥1 is Cauchy in L1  µ, and IAn → IA in L0. Thus IA ∈
Lp  µ. Thus all simple functions of Lp  µ are in Lp  µ.
By (a) above we get that Lp  µ = Lp  µ.
(d) This is clear from (a).
(e) This is clear because of Lp  µ ⊂ L0  µ for all 0 ≤ p ≤ ∞
and (b) above.
1.9. For 0 < p < ∞ and IA, IB ∈ Lp  µ,
∫ IA − IBp dµ =
µAB. Also, for A, B ⊂ , µ∗x  IAx − IBx > ε = µ∗AB
for 0 < ε < 1. Thus IAn → IA in Lp  µ if and only if µ∗AnA → 0
for all 0 ≤ p <∞.
1.10. For 0 < p < ∞ if fn → f in Lp  µ then by [4,
Theorem 4.6.10], fn → f in L0  µ. Also, if fn → f in L∞  µ
then fnn≥1 converges to f in L0  µ.
As a converse of the above result for 0 < p <∞ we have
1.11. Proposition. For 0 < p < ∞, let fnn≥1 be a Cauchy sequence
of functions from Lp  µ and let fn → f in L0  µ for some f ∈
L0  µ. Then f ∈ Lp and fn → f in Lp.
Proof. Denote by λn the integral charge deﬁned by fnp, namely λn· =∫
· fnp dµWe shall make use of [4, Theorem 4.6.10] (or [10, III.3.6] ; note
that p ≥ 1 is not a limitation since they work even for p < 1). The assertion
is, then, a consequence of the following
Fact. For each ε > 0 there are δ > 0 and E ∈  such that µE <
∞ supn λnEc ≤ ε, and µF < δ⇒ supn λnF ≤ ε
Let us prove this fact. Fix ε < 1 and take h such that the distance
between fn and fm in Lp is smaller than ε whenever mn ≥ h. Relatively to
λ1     λh, we apply the absolute continuity of the integral and [4, Lemma
4.4.15] producing δ > 0 such that µF < δ⇒ λiF < ε i = 1     h and
E ∈  with µE < ∞ and λiEc < ε i = 1     h. Now we simply use
the triangular inequality. For p < 1 and n > h we have
µF < δ⇒ λnF ≤
∫
F
fn − fhp dµ+
∫
F
fhp dµ ≤ ε+ λhF ≤ 2ε
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and similarly λnEc ≤ 2ε. For p ≥ 1 and n > h,
µF < δ⇒ λnF1/p ≤
(∫
F
fn − fhp dµ
)1/p
+
(∫
F
fhp dµ
)1/p
≤ ε+ λhF1/p ≤ 2ε1/p
and similarly λnEc ≤ 2pε.
Since our objective is the study of completeness of convergence in
Lp  µ for various p’s let us observe some natural Cauchy sequences
in Lp  µ.
1.12. Proposition. Let   µ be a nonnegative charge space.
(a) Let µ be bounded. If A1 ⊂ A2 ⊂ · · · is an increasing sequence of
sets from  then µAnAm → 0 as n, m→∞.
(b) If for every A1 ⊂ A2 ⊂    from  , µAnAm → 0 as n, m→∞
then µ is bounded.
(c) In general, for A1 ⊂ A2 ⊂    from  , µAnAm → 0 as n, m→
∞ if and only if supn µAn <∞.
(d) For a pairwise disjoint sequence of sets B1, B2    from  , the
sequence of sets A1, A2 · · · where An =
⋃
i≤n Bi satisﬁes the condition that
µAnAm → 0 as n, m→∞ if and only if
∑
i≥1 µBi <∞.
Proof. We shall prove (d) ﬁrst. For n < m,
AnAm =
m⋃
n+1
Bi and µAnAm =
m∑
i=n+1
µBi
Since
∑∞
i=1 µBi <∞,
∑m
i=n+1 µBi → 0 as n, m→∞. Thus one part of
(d) is proved.
If µAnAm → 0 as n, m→∞, since µAn −µAm ≤ µAnAm,
we get that µAnn≥1 is a Cauchy sequence of real numbers. Hence
µAnn≥1 converges and this means that
∑
i≥1 µBi <∞.
Parts (a) and (c) follow from (d).
To prove (b) observe that if µ is unbounded, since µ is nonnegative,
we can ﬁnd an increasing sequence of sets A1 ⊂ A2 ⊂ · · · from  such
that µAn ≥ n. For such Ann≥1, µAnAm cannot converge to 0 as
nm→∞.
1.13. Starting with a nonnegative charge space   µ we deﬁne an
ideal µ in  by µ = A ∈   µA = 0. For A, B ∈  we deﬁne an
equivalence relation A ∼ B by saying that A ∼ B if AB ∈ µ. Then the
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equivalence classes Aµ form a Boolean algebra with the deﬁnitions Aµ ∨
Bµ = A ∪ Bµ and Aµ ∧ Bµ = A ∩ Bµ. We denote this Boolean
algebra by  /µ and write A instead of Aµ when no ambiguity about
the charge involved can occur. This Boolean algebra plays an important
role in our characterizations. We also deﬁne a nonnegative charge on  /µ
by setting its value on the equivalence class A to be µA. We still denote
the latter charge by µ.
1.14. Again, starting with a nonnegative charge space   µ we
consider  as a pseudometric space by deﬁning dµAB = µAB. The
df g deﬁned in 1.1 is really an extension of this dµ in the sense that
for A, B ∈  , dIA IB = dµAB. For general A, B ⊂ , dIA IB =
1 ∧ µ∗AB. Also, if µ∗AnA → 0 then µ∗An → µ∗A. We shall
also consider the completeness of this pseudometric space   dµ.
On  /µ we can deﬁne a metric, which we shall call again dµ, by setting
dµA B = µAB.
1.15. Let  be a Boolean algebra with a nonnegative bounded
charge µ. Let S be the Stone space of ,  be the ﬁeld of the clopen
subset of S, a be the Baire σ-ﬁeld of S (≡ the σ-ﬁeld generated by ),
o be the Borel σ-ﬁeld of S (≡ σ-ﬁeld generated by all open subset of
S), and φ  →  be the canonical Boolean isomorphism. The charge µ
on  can be transferred to a charge µ̂ on  by deﬁning µ̂φB = µB
for all B ∈ . Since no inﬁnite disjoint unions of nonempty clopen sets is
clopen in the compact space S, µ̂ is countably additive on . This µ̂ can
be extended to a countably additive measure on a (this can be done even
if µ is not bounded, see [10, III. 5.8]). This countably additive measure can
further be extended to o as a bounded nonnegative countably additive
measure, which we shall call again µ̂, in a unique way which is also regular
in the sense that
µ̂B = supµ̂F  F closed, F ⊂ B = infµ̂U  U open, B ⊂ U
From /µ to o/µ̂ there is a natural 1-1 Boolean homomorphism
ψ which also preserves the charges—namely—ψBµ = φBµ̂ and
µB = µBµ = µ̂ψBµ.
Let us observe that Cµ̂  C ∈  is dense as a subset of the metric
space o/µ̂ dµ̂ (or, for that matter, in a/µ̂ dµ̂. This can be seen as
follows. For a B ∈ o and ε > 0 let U be an open set such that B ⊂ U
and µ̂U ≤ µ̂B + ε/2. Find a clopen set C ⊂ U such that µ̂U − ε/2 <
µ̂C. Then µ̂BC ≤ µ̂BU + µ̂UC ≤ ε. Thus the range of ψ,
namely ψB  B ∈  = Cµ̂  C ∈  is dense in o/µ̂ dµ̂.
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2. CHARGE SPACES FOR WHICH Lp IS NOT COMPLETE
AND CHARGE SPACES FOR WHICH Lp
IS COMPLETE: EXAMPLES
We wish to deal with the problem of completeness of Lp  µ for
0 ≤ p <∞. Of course, it is well known that Lp  µ is complete if µ
is countably additive and  is a σ-ﬁeld. For a general nonnegative charge
space, Lp  µ for 0 ≤ p <∞ need not be complete. Let us start with
a characterization of limits of characteristic functions.
2.1. Lemma. Let   µ be a nonnegative charge space and let 0 ≤
p < ∞. Let Ann≥1 be a sequence from  and f ∈ Lp  µ be such
that IAn → f in Lp. Then there is an A ∈  such that IAn → IA in Lp.
Proof. Since IAn → f in Lp we have from 1.10 that IAn → f in L0.
Choose a sequence of integers n1 < n2 < · · · such that µ∗x  IAnk x −
f x > 1/k < 1/k. Let Bk = x  IAnk x − f x > 1/k. Then if x ∈
Ank ∩ Bck then 1− f x ≤ 1/k and if x ∈ Acnk ∩ Bck then f x ≤ 1/k. We
let A = ⋃∞k=3Ank ∩ Bck and observe that 1− f x ≤ 1/3 whenever x ∈ A.
Now, Ank − A ⊂ Bk clearly. Let us show that A − Ank ⊂ Bk. If not,
let x be a point such that x ∈ A, x /∈ Ank , and x /∈ Bk. Then 1− f x ≤
1/3 (because x ∈ A) and f x ≤ 1/k ≤ 1/3 (because x ∈ Acnk ∩ Bck),
which is impossible. Thus AnkA ⊂ Bk. Since µ∗Bk → 0 we have that
µ∗AnkA → 0. This is equivalent to saying that IA ∈ L0  µ and
IAnk
→ IA in L0 (by 1.8 and 1.9). By 1.10 we also get that IA = f a.e. µ.
Thus IAn → IA in Lp because of 1.9.
Now we shall give an example of a charge space for which Lp is not
complete.
2.2. Example. (a) Let  = N ,  = the ﬁnite–coﬁnite ﬁeld and µ be
deﬁned on  by
µA = ∑
i∈A
1
2i
 ifA is ﬁnite
µA = 2 − ∑
i∈Ac
1
2i
 if A is coﬁnite.
Then µ is a bounded nonnegative charge on  . Let An = 1 2     n.
Then IAn is a Cauchy sequence in Lp for every 0 ≤ p < ∞ by 1.12.
If Lp is complete, by Lemma 2.1 there should exist an A ⊂  such that
IAn → IA in Lp. This implies that µ∗AnA → 0 as n → ∞. By 1.14,
µAn → µ∗A. But µAn =
∑n
i=1 1/2
i. Thus µ∗A = 1. Let us see if
there is a set A ⊂  such that µ∗A = 1. Such an A, if it exists, cannot
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be a ﬁnite set trivially. If A is an inﬁnite set, µ∗A = 2 −∑i/∈A 1/2i and
this is never equal to one. Thus there is no A such that µ∗A = 1. This
Lp  µ is not complete for all 0 ≤ p <∞.
(b) Let us give another example to show that even if  is a σ-ﬁeld
then L1  µ need not be complete. Let  be the power set of natural
numbers. Let µ1 be a 0-1 charge which gives 0 to singletons and 1 to N and
let µ2 be the measure deﬁned by µ2A =
∑
i∈A 1/2i. Take µ = µ1 + µ2.
As before, if we assume completeness of L1NN µ we get a set A
such that µA = 1. Now observe that 1 = µA = µ1A + µ2A entails
µ1A = 0⇒ µ2A = 1⇒ A = N ⇒ µ1A = 1
and
µ1A = 1⇒ µ2A = 0⇒ A =  ⇒ µ1A = 0
Now, we shall also give some examples of charge spaces   µ for
which Lp  µ are complete, which are not countably additive mea-
sures on σ-ﬁelds. As was observed in [4] for every 0-1 valued charge µ on
a ﬁeld  , Lp  µ is complete for all 0 ≤ p <∞.
We observe that, considering the 0-1 charge on the ﬁnite–coﬁnite ﬁeld 
of subsets of N with µA = 0 for ﬁnite A,  =  .
2.3. Proposition. If   µ is a charge space such that µ is countably
additive on  and the σ-ﬁeld σ  generated by  is contained in  , then
Lp  µ is complete for all 0 ≤ p <∞. In other words, if for every A ∈
σ  and ε > 0 there exists B ⊂ A ⊂ C, B, C ∈  such that µC − B < ε
then Lp  µ is complete for all 0 ≤ p <∞.
Proof. We have noted in 1.8 that Lp  µ = Lp  µ.
If σ  ⊂  then  ⊂ σ  ⊂  and so Lp  µ ⊂ Lpσ  µ ⊂
Lp  µ. Hence Lp  µ = Lpσ  µ. Since  is the largest
ﬁeld to which µ can be uniquely extended as a nonnegative charge and
since there is a countably additive exstension of µ to σ , we have that µ
is the countably additive exstension of µ. Thus Lpσ  µ is complete
and hence Lp  µ is complete.
This proposition gives us many examples.
2.4. Example. Let  be a countable set and  be the ﬁeld of ﬁnite–
coﬁnite sets. Then for every countably additive charge µ on  , Lp  µ
is complete for all 0 ≤ p <∞. This follows from the preceding proposition.
For example, one can consider on natural numbers the charge deﬁned by
µA =∑n∈A 1/2n and µN = 1.
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2.5. Example. Let  = 0 1,  = the ﬁeld generated by all open
sets, and µ be the Lebesgue measure or any other bounded nonnega-
tive countably additive charge on  . Then, Lp  µ is complete for
all 0 ≤ p < ∞. This is because σ  = the Borel σ-ﬁeld of 0 1 and
on the Borel σ-ﬁeld every bounded measure µ is regular in the sense that
µB = supµF  F is closed, F ⊂ B = infµU  U is open, B ⊂ U
for every Borel set B (see [10]).
We shall now proceed to the ﬁrst set of characterizations.
3. FIRST SET OF CHARACTERIZATIONS OF
COMPLETENESS OF Lp  µ
We shall ﬁrst investigate the effect of completeness on Cauchy sequences
of characteristic functions.
3.1. Proposition. Let   µ be a nonnegative charge space. Let
L0  µ (or Lp  µ for any 0 ≤ p <∞) be complete. Then
(a) If A1A2    ∈  are such that µAn < ∞ for all n and
µAnAm → 0 as n, m → ∞ then there exists A ⊂  such that
µ∗AnA → 0.
(b) If B1 ⊂ B2 ⊂ · · · is a sequence of sets from  , there exists a set
C ⊂  such that
(i) µ∗Bn − C = 0 for all n ≥ 1 and
(ii) supn≥1 µBn = µ∗C.
(c) If A1, A2    is a sequence of sets from  there exists a set C ⊂ 
such that
(i) µ∗An − C = 0 for all n ≥ 1 and
(ii) µ∗C ≤∑µAn.
Proof. Let A1A2    ∈  be such that µAn < ∞ for all n and
µAnAm → 0 as n, m → ∞. This means that IAn ∈ Lp  µ andIAnn≥1 is a Cauchy sequence in Lp  µ.
By the completeness of Lp  µ there should exist an f ∈ Lp 
µ such that IAn → f in Lp  µ. Hence IAn → f in L0  µ.
By Lemma 2.1 there exists an A ⊂  such that IAn → IA in L0, i.e.,
µ∗AnA → 0.
To prove (b), if supn≥1 µBn = ∞ we can take C =  and verify that
µ∗Bn − C = µ∗ = 0 for all n ≥ 1 and supn≥1 µBn = ∞ = µ∗C.
So, let us assume that supn≥1 µBn <∞. By 1.12(c), IBnn≥1 is a Cauchy
sequence of functions in L0  µ. From part (a) above there exists a
completeness of Lp-spaces 599
C ⊂  such that µ∗BnC → 0 as n→∞. But since B1 ⊂ B2 ⊂ · · · and
µ∗Bn − C ≤ µ∗BnC we get that µ∗Bn − C = 0 for all n ≥ 1. Also,
by 1.7, µBn → µ∗C = µC. Hence µ∗C = supn≥1 µBn. Thus (b)
is proved.
To prove (c), let Bn = A1 ∪   ∪An. Then the Bn’s satisfy all the hypoth-
esis of (b). Hence we get a set C ⊂  such that µ∗An − C = 0 for all
n ≥ 1 and µ∗C = supn≥1 µBn = limn→∞ µBn. But since An ⊂ Bn for
all n ≥ 1 we get that µ∗An − C = 0 for all n ≥ 1 and since µBn ≤∑n
i=1 µAi, we get that µ∗C ≤
∑∞
n=1 µAn.
The following proposition eliminates the extraneous set A ⊂  from
the above proposition and replaces it by sets from —which is signiﬁcant,
because it means that completness of L0  µ (or that of Lp  µ)
is a property of the Boolean algebra  and the charge µ only and that it
does not depend on .
3.2. Proposition. Let   µ be a nonnegative charge space. Let
L0  µ (or Lp  µ for any 0 ≤ p <∞) be complete. Then
(a) If B1 ⊂ B2 ⊂ B3 · · · are sets from  such that supn≥1 µBn < ∞
and ε > 0 there exists D ∈  such that µBn −D = 0 and supn≥1 µBn ≤
µD ≤ supn≥1 µBn + ε.
(b) If A1A2    are disjoint sets from  such that
∑
µAn < ∞
and ε > 0, there exists D ∈  such that µAn −D = 0 for all n ≥ 1 and∑
n≥1 µAn ≤ µD ≤
∑
n≥1 µAn + ε.
(c) If B1 ⊂ B2 ⊂ · · · are sets from  such that supn≥1 µBn < ∞,
there exists D1 ⊃ D2 ⊃ · · · from  such that µBi −Dj = 0 for all i, j and
infk≥1 µDk = supn≥1 µBn.
(d) If A1A2    are sets from  such that
∑
i≥1 µAi <∞ then there
exists sets D1 ⊃ D2 ⊃ · · · from  such that µAi −Dj = 0 for all i, j and∑
i≥1 µAi = infj≥1 µDj.
Proof. Let us prove (a). Proposition 3.1 gives us a set C ⊂  such
that µ∗Bn − C = 0 and µ∗C = supn≥1 µBn < ∞. For ε > 0, we can
ﬁnd a D ∈  , C ⊂ D such that µ∗C ≤ µD < µ∗C + ε. For this D,
0 ≤ µBn −D ≤ µ∗Bn − C = 0 and µD ≤ supn≥1 µBn + ε, thus (a).
Part (b) follows from (a) obviously. To prove (c) for ε = 1/k, using
(a) we can obtain sets Dj such that µBi − Dj = 0 for all i, j and such
that µDj ≤ supn≥1 µBn + 1/k. If the Dn’s aren’t already decreasing, by
considering D1, D1 ∩D2, D1 ∩D2 ∩D3,   one sees that (c) is satisﬁed.
Part (d) follows from (c) as (b) follows from (a).
The properties described in the above proposition characterize complete-
ness of L0  µ (or Lp  µ for any 0 ≤ p <∞).
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3.3. Proposition. Let   µ be a nonnegative charge space. If for
every sequence of sets A1A2A3    from  such that
∑
µAi < ∞ and
ε > 0 there exists a D ∈  such that µAi −D = 0 for all i and µD ≤∑
i≥1 µAi + ε, then L0  µ is complete.
Proof. Let f1, f2    be a sequence of functions from L0  µ
which is Cauchy in L0  µ. Hence fn − fm → 0 in L0 as nm →∞.
Hence we can ﬁnd a subsequence fn1 fn2    such that µ
∗x  fnkx −
fnk+1x > 1/2k+1 < 1/3k+1 for k = 1 2   . We shall exhibit an f such
that fnk → f hazily. Since L0  µ is deﬁned as the closure of a cer-
tain set (see 1.4), f ∈ L0. fn → f in L0 because in any pseudometric space
M., if znn≥1 is Cauchy and if a subsequence of znn≥1 converges to
a z0 ∈ M then znn≥1 converges to z0. So, we might as well assume that
for our sequence f1 f2   
µ∗
({
x  fnx − fn+1x >
1
2n+1
})
<
1
3n+1
∗
for all n ≥ 1. We remark that ∗ in fact implies that fnn≥1 is a Cauchy
sequence because we can show from ∗ that for all n ≤ m, µ∗x  fnx −
fmx > 1/2n < 1/2 · 3n. Hence we wish to use only ∗ and construct
an f .
From ∗ we can obtain sets A1A2    ∈  such that x  fnx −
fn+1x > 1/2n+1 ⊂ An and µAn < 1/3n+1 for all n ≥ 1. Note that∑
µAn <∞. For every k ≥ 1, for the sequence of sets AkAk+1    and
for ε = 1/2k, from the hypothesis, let us ﬁnd a setHk ∈  such that µAn−
Hk = 0 for all n, k, and µHk ≤
∑
n≥k µAn + 1/2k. By taking the
successive intersections H1H1 ∩H2   , if necessary, we can assume that
H1 ⊃ H2 ⊃ · · · and Hk ∈  for all k. We shall now deﬁne the function f .
Let x ∈ . If x ∈ ⋂n≥1Hn we deﬁne f x arbitrarily. If x /∈ ⋂n≥1Hn let
k0 be such that x /∈ Hk0 and x ∈ Hk0−1. If x /∈ Ak0 ∪Ak0+1 ∪ · · · then for
n, m ≥ k0, n < m
fnx − fmx ≤ fnx − fn+1x + · · · + fm−1x − fmx
≤ 1
2n+1
+ · · · + 1
2m
<
1
2n

Hence fnxn≥k0 is a Cauchy sequence and fnxn≥k0 converges.
We shall call this limit f x. For every n ≥ k0, in this case, we have
fnx − f x ≤ 1/2n.
If x ∈ Ak0 ∪Ak0+1 ∪ · · · look at the ﬁrst l0 ≥ k0 such that x ∈ Al0 and
deﬁne f x = fl0x. Note that for every k0 ≤ n < l0, fnx − f x ≤
fnx − fn+1x + · · · + fl0−1x − fl0x ≤ 1/2n+1 + · · · + 1/2l ≤ 1/2n.
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Thus we have deﬁned f x for all x.
Let us show that fnn≥1 converges to f hazily. We shall accomplish this
by exhibiting a sequence of sets Enn≥1 such that µEn → 0 and such
that fnx − f x ≤ 1/2n for every x /∈ En.
Let En = Hn ∪ A1 −H1 ∪ A2 −H2 ∪ · · · ∪ An −Hn. Let us take an
x /∈ En. Hence x /∈ Hn. So, the k0 corresponding to x is such that k0 ≤ n.
Since x /∈ En and x /∈ Hk0 we get that x /∈ Ak0 , x /∈ Ak0+1,    x /∈ An.
If x /∈ Ek0 ∪Ek0+1 ∪    then since k0 ≤ n, we get that fnx− f x ≤ 1/2n.
If x ∈ Ek0 ∪ Ek0+1 ∪    then the ﬁrst l0 ≥ k0 such that x ∈ Al0 will satisfy
n < l0, since x /∈ Ak0 , x /∈ Ak0+1,   x /∈ An. Hence f x = fl0x. Since
k0 < n < l0 from the previous argument we get that fnx − f x ≤ 1/2n.
Thus fn → f hazily and the proposition is proved.
Putting the things together, we get the following comprehensive theorem
completing this line of thought.
3.4. Theorem. Let   µ be a nonnegative charge space. Let 0 ≤
p < ∞. Then the following are equivalent.
(a) Lp  µ is complete.
(b) L0  µ is complete.
(c) For A1, A2    ∈  with µAn <∞ for all n and µAnAm →
0 as n, m→∞ there exists A ⊂  such that µ∗AnA → 0 as n→∞.
(d) If B1 ⊂ B2 ⊂ · · · in  are such that supn≥1 µBn <∞, then there
exists a set C ⊂  such that µ∗Bn−C = 0 for all n ≥ 1 and supn≥1 µBn =
µ∗C.
(e) If A1, A2    are sets from  such that
∑
n≥1 µAn < ∞ then
there exists a set C ⊂  such that µ∗An −C = 0 for all n ≥ 1 and µ∗C ≤∑
n≥1 µAn.
(f) For every B1 ⊂ B2 ⊂ · · · from  such that supn≥1 µBn <∞ and
ε > 0 there exists a D ∈  such that µBn − D = 0 and supn≥1 µBn ≤
µD ≤ supn≥1 µBn + ε.
(g) If A1, A2    are disjoint sets from  such that
∑
n≥1 µAn <∞
and ε > 0 there exists a set D ∈  such that µAn −D = 0 for all n ≥ 1
and
∑
n≥1 µAn ≤ µD ≤
∑
n≥1 µAn + ε.
(h) If B1 ⊂ B2 ⊂ · · · are sets from  such that supn≥1 µBn < ∞,
there exists D1 ⊃ D2 ⊃ · · · from  such that µBi −Dj = 0 for all i, j and
infk≥1 µDk = supn≥1 µBn.
Proof. (a)⇒(c). This is Proposition 3.1(a).
(c)⇒(d). This is Proposition 3.1(b) the proof of which uses only (a)
of Proposition 3.1.
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(d)⇒(e). This is Proposition 3.1(c) the proof of which uses only (b)
of Proposition 3.1.
(e)⇒(b). This can be simply derived from Proposition 3.3.
We show now (b)⇒(a).
Let fnn≥1 be a Cauchy sequence in Lp  µ. Then by 1.10, fnn≥1
is a Cauchy sequence in L0  µ. Since L0  µ is complete, there
exists f ∈ L0  µ such that fn → f in L0. By Proposition 1.11, the
situation of which exactly ﬁts here, f ∈ Lp and fn → f in Lp. Thus we
have (a).
(d)⇒(f). This is Proposition 3.2(a) the proof of which uses only (b)
of Proposition 3.1.
(f)⇒(h). This is Proposition 3.2(c) the proof of which uses only (a)
of Proposition 3.2.
We show now (h)⇒(d).
Let B1 ⊂ B2 ⊂ · · · be in  such that supn≥1 µBn < ∞. By (h) there
exists D1 ⊃ D2 ⊃ · · · from  such that µBi − Dj = 0 for all i, j and
infk≥1 µDk = supn≥1 µBn. We shall produce a set A ⊂  with the
required properties as in (d).
Let C = B1 ∩D1 ∪ B2 ∩D2 ∪ · · · . Then C ⊂  and Bn − C ⊂ Bn −
Dn for all n ≥ 1. Hence µ∗Bn − C = 0 for all n ≥ 1. Also, since C ⊂
Bn ∪ Dn = Bn − Dn ∪ Dn for all n ≥ 1 and since µDn decreases to
supn≥1 µBn we get that µ∗C = supn≥1 µBn. Thus we have (d) from
(h). That (f)⇔(g) can be easily observed by standard techniques.
This is only a ﬁrst set of characterizations; many more are in later sec-
tions. The ﬁrst characterization of completeness for Lebesgue spaces was
proved in [14] relative to a bounded µ. The equivalent condition was:
(i) for any increasing sequence An from  , there exists a set A ∈ 
such that µAnA → 0. The case of an unbounded µ is considered in
[9, 12] where, in particular, (c) and (e) are achieved. Moreover in [9] more
general completeness results concerning Orlicz spaces of group-valued
functions are obtained.
Let us simplify (e) of the above proposition and write another set of
characterizations.
3.5. Theorem. For a nonnegative charge space   µ the following
are equivalent.
(b) L0  µ is complete.
(e′) If A1, A2,    are sets from  such that µAi ∩Aj = 0 for i #= j
and
∑
i≥1 µAi <∞, then there exists a set C ⊂  such that µ∗An−C = 0
for all n ≥ 1 and µ∗C ≤∑n≥1 µAn (hence µ∗C =∑n≥1 µAn).
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(e′′) If A1, A2,    are sets from  such that Ai ∩Aj =  for i #= j,
µAi > 0 for all i and
∑
i≥1 µAi < ∞, then there exists a set C ⊂ 
such that µ∗An − C = 0 for all n ≥ 1 and µ∗C ≤
∑
n≥1 µAn (hence
µ∗C =∑n≥1 µAn).
Proof. (e)⇒(e′)⇒(e′′). These are all clear. To prove (e′′)⇒(e), if A1,
A2    are sets from  such that
∑
i≥1 µAi <∞ we can ignore all those
sets Ai such that µAi = 0 and assume that µAi > 0 for all i. Let
Bnn≥1 be deﬁned by Bn = An − A1 ∪A2 · · · ∪An−1. Then the Bn’s are
pairwise disjoint and
∑
i≥1 µBi =
∑
i≥1 µAi <∞. From (e′′) there exists
a set C ⊂  such that µ∗Bn − C = 0 for all n and µ∗C ≤
∑
n≥1 µBn.
Since An ⊂ B1 ∪ · · · ∪ Bn we get that µ∗An − C = 0 and since Bn ⊂ An
we get that µ∗C ≤∑n≥1 µAn. Thus (e).
We shall now illustrate the above results by an example.
3.6. Example. Let  = N ×N . Let  be the ﬁnite coﬁnite ﬁeld on .
Let µ on  be deﬁned by µB = 0 if B is ﬁnite and µB = 2 if B is
coﬁnite.
Let Yk = k n  n ∈ N and Xk = n k  n ∈ N for k ≥ 1. Then
for any k and l, Yk ∩Xl is a singleton set and for any k #= l, Yk ∩ Yl =
 = Xk ∩ Xl. Thus Yk k ≥ 1Xk k ≥ 1 forms an essentially pairwise
disjoint family of sets (intersection of any two sets is a µ-null set). Let 
be the algebra generated by  and all the sets Yk k ≥ 1Xk k ≥ 1. Let
µ be the charge on  deﬁned by µB = 0 if B is ﬁnite, µYk = 1/2k,
and µXk = 1/2k for all k ≥ 1 and µ = 2. That such a charge exists
can be easily seen by realizing that  / where  is the ideal of ﬁnite sets
is isomorphic to the ﬁnite–coﬁnite ﬁeld of sets on N . Also, the charge µ˜
on  / corresponding to the µ on  is countably additive on the Boolean
algebra  / .
Now,   µ is a nonnegative bounded charge space. Let us verify that
(e′′) is satisﬁed for this space. Since each of the sets in Yk k ≥ 1Xk k ≥
1 is a µ-atom (we say that A ∈  is a µ-atom if µA > 0 and for all
B ∈  , B ⊂ A, µB = 0 or µA − B = 0) and since  is generated as
a ﬁeld by these µ-atoms, for every set A ∈  with µA > 0 we can ﬁnd
a B, which is either a ﬁnite union of these µ-atoms or a coﬁnite union of
these µ-atoms such that AB is ﬁnite. Hence it is enough to verify (e′′) for
A1A2    which are all sets from this set of atoms.
Let A1, A2,    be a set of these atoms and B1, B2,    be the set of all the
rest of the atoms. Using the technique employed in the proof of (h)⇒(d)
we deﬁne
C = A1 ∩ − B1 ∪ A1 ∪A2
∩− B1 ∪ B2 ∪ · · · 
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Then C can be shown to satisfy µAn − C = 0 for all n ≥ 1 and
µ∗C ≤∑µAn. The essential part of this example is that ∑k≥1 µYk +∑
k≥1 µXk = 2 = µ. If we take A1 = Y1, A2 = Y2, A3 = Y3   then
C = mn  m ≤ n satisﬁes µ∗An − C = 0 for all n ≥ 1 and µ∗C =∑
µAn.
Thus Lp  µ is complete for all 0 ≤ p < ∞ for this charge space
  µ.
3.7. We emphasize that µ∗⋃Bn need not equal µ∗C in (d) of
Theorem 3.4. In Example 3.6, µ∗⋃An = µ∗ = 2 whereas µ∗C = 1.
However, C can be chosen to be a subset of
⋃
Bn as the proof of (h)⇒(d)
in Theorem 3.4 illustrates.
4. CHARACTERIZATIONS OF COMPLETENESS OF L1  µ
INVOLVING THE STONE SPACE OF  /µ
Euline Green in [15] initiated the study of the problem of characteriz-
ing completeness for nonnegative bounded charge spaces. Green asserted
that L1  µ is complete if and only if the Stone space S of  /µ is
extremally disconnected and µ̂ on the Borel σ-ﬁeld of S should satisfy
µ̂U = µ̂U for all open sets U in S (U is the closure of U in S).
However, if L1  µ is complete, the Stone space S need not be
extremally disconnected, that is to say, that the Boolean algebra  /µ need
not be a complete Boolean algebra.
4.1. Example. Let  = N ,  = ﬁnite–coﬁnite ﬁeld of sets on N , and
µA =∑n∈A 1/2n forA ∈  . Then µ is countably additive on  . Hence by
Example 2.4, L1  µ is complete. But since µA > 0 for all A #= ,
A ∈  , we have  /µ =  . As a Boolean algebra  is not complete.
However, if L1  µ is complete then µ̂U = µ̂U for all open
U still holds and this characterizes the completeness of L1  µ. The
proof envisaged by Green does not hold good and we present a correct
proof here. An earlier proof was given by Bell and Hagood [7].
We shall consider only bounded nonnegative charges in this section,
except for Remark 4.5.
4.2. Theorem. Let   µ be a bounded nonnegative charge space.
The following are equivalent.
(a) L1  µ is complete.
(b) In the Boolean algebra  /µ for any b1 ≤ b2 ≤    there exists c1 ≥
c2 ≥ · · · such that bi ≤ cj for all i, j and supi≥1µbi = infj≥1 µcj.
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(c) In the Stone space S of  /µ for every open set U , µ̂U = µ̂U,
i.e., µ̂∂U = 0 where ∂U is the boundary of U .
Proof. Part (a)⇔(b) is really (a)⇔(h) of Theorem 3.4 if one notices that
A ≤ B for A, B ∈  if and only if µA− B = 0.
Let φ  /µ→  be the isomorphism between the Boolean algebra  /µ
and the Boolean algebra of clopen sets  of S. Let U be an open set in S.
Following 1.15, µ̂U = supµ̂F  F ⊂ UF closed. Since, for any closed
set F and open set U in S, with F ⊂ U , there is a clopen set B such that
F ⊂ B ⊂ U and we have
µ̂U = supµ̂B  B ∈  B ⊂ U
Let B1 ⊂ B2 ⊂ · · · ⊂ U be clopen sets in S such that supj≥1 µ̂Bj =
µ̂U. If we call V = ⋃j≥1 Bj then we claim that U ⊂ V . If not, let U − V #=
. Since µ̂W  > 0 for every nonempty open set we get µ̂U − V  > 0.
Hence µ̂Bj + µ̂U − V  ≤ µ̂U for all j ≥ 1. Thus supj≥1 µ̂Bj is strictly
smaller than µ̂U. Thus U ⊂ V . Hence U = V .
If b1 ≤ b2 ≤    are elements of  /µ such that φbi = Bi for all i ≥ 1
then from (b) we get c1 ≥ c2 ≥    from  /µ such that bi ≤ cj for all
i j and supi≥1 µbi = infj≥1 µcj. If we write Cj = φcj for j ≥ 1 then
Bi ⊂ Cj for all i, j and supi≥1 µ̂Bi = infj≥1 µ̂Cj. If we ﬁx a j then
Cj ⊃
⋃
i≥1 Bi = V and since Cj is a closed set Cj ⊃ V . Thus Cj ⊃ V for
all j. Hence µ̂Cj ≥ µ̂V  = µ̂U ≥ µ̂U ≥ µ̂Bi for all i, j. But the
inﬁmum of the left extremity equals the supremum of the right extremity.
Hence µ̂U = µ̂U. Thus (b)⇒(c).
We shall now show (c)⇒(b). If b1 ≤ b2 ≤    are elements of  /µ let
φbi = Bi. Then U =
⋃
i≥1 Bi is an open set and since µ̂ is countably
additive supi≥1 µ̂Bi = µ̂U and µ̂U = µ̂U from (c). As in the proof
of (b)⇒(c) we also get that µ̂U = infµ̂C  U ⊂ CC clopen. Let
C1 ⊃ C2 ⊃ · · · be clopen sets in S such that inf i≥1 µ̂Ci = µ̂U. If c1 ≥
c2 ≥ · · · are elements of  /µ for which φcj = Cj for all j ≥ 1 then bi ≤ cj
for all i, j and supi≥1 µbi = infj≥1 µcj.
Let us apply this characterization to some standard examples of charge
spaces.
4.3. Example. Let  = 0 1ℵ0 , the Cantor set,  = clopen sets
of , and µ = product of 1/2 1/2-measures. Then, for 0 ≤ p < ∞,
Lp  µ is not complete. Here  is the Stone space of  . We shall
exhibit an open set U in  such that µU #= µU. Let x1 x2    be a
countable dense subset of . For each i let Ui be a clopen set in  such
that xi ∈ Ui and µUi < 1/3i. Then U =
⋃
i≥1Ui is an open set, U = ,
and µU ≤ ∑i≥1 1/3i = 1/2. Hence µU #= µU. By Theorem 4.2,
Lp  µ is not complete for all 0 ≤ p <∞.
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Let us look at  = 0 1ℵ for ℵ > ℵ0,  = clopen sets of , and µ =
product of 1/2 1/2-measures. Then again, for 0 ≤ p < ∞ Lp  µ
is not complete. To see this we consider  = 0 ×1 where 0 = 0 1ℵ0
and 1 = 0 1ℵ−ℵ0 . If U is an open set in 0 such that µU #= µU
then V = U × 1 is an open set in  such that µV  = µU × 1 #=
µU ×1 = µV . Hence Lp  µ for 0 ≤ p <∞ is not complete.
Compact totally disconnected Hausdorff topological spaces S with a non-
negative bounded measure µ̂ on o such that µ̂U > 0 for all nonempty
open sets U and such that µ̂U = µ̂U for all open sets are called cate-
gory measure spaces. Let us ﬁrst observe
4.4. Proposition. For a regular µ̂ on o of a compact totally discon-
nected Hausdorff space S the following are equivalent.
(i) µ̂U = µ̂U for all open sets U .
(ii) µ̂F = µ̂Fo for all closed sets F .
(iii) µ̂A = µ̂A = µ̂Ao for all Borel sets A.
If in addition, µ̂U > 0 for all nonempty open sets U , then the above (i), (ii),
(iii) are also equivalent to
(iv) µ̂A = 0 for all nowhere dense Borel sets A.
(v) µ̂A = 0 for all ﬁrst category Borel sets A.
Proof. (i)⇔(ii). This follows by looking at complements. To prove
(ii)⇒(iii) observe that since µ̂ is regular, for A ∈ o, µ̂A = supµ̂F 
F closed, F ⊂ A = supµ̂Fo  F closed, F ⊂ A. Hence µ̂A =
µ̂Ao. Similarly, µ̂A = µ̂A for A ∈ o.
(iii)⇒(i). This is clear.
Now let µ̂U > 0 for all nonempty open sets U . If A is a nowhere dense
Borel set, by (iii) we have µ̂A = µ̂A = µ̂Ao = µ̂ = 0.
This shows (iii)⇒(iv). Part (iv)⇔(v) is clear. Let us show (iv)⇒(i).
If U is an open set then U −Uo = , because if  #= V ⊂ U −U then
U ⊂ U − V and U − V is a closed set. Hence U ⊂ U − V which is not
possible. Hence U − Uo = . By (iv) we get that µ̂U − U = 0. Thus
µU = µU.
In a category measure space, every ﬁrst category set is of measure zero.
Also, every measure zero set is nowhere dense, because, if µ̂A = 0,
by (iii), µ̂A = µ̂A = µ̂Ao. If Ao #= , then µ̂Ao > 0. But
µ̂A = 0. Hence Ao = . Thus A is nowhere dense. Thus in a category
measure space
nowhere dense Borel sets = ﬁrst category Borel sets
= Borel sets of measure 0
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4.5. Remark. Let us see a slightly alternative approach to (a)⇔(c) in
Theorem 4.2. Really we give also a stronger result since we are going to deal
with a nonnegative charge space for which we do not assume necessarily
that it is bounded now. Anyway  /µµ and S µ̂ are deﬁned as
usual and, to face the non-uniqueness of the extension of µ̂ to a, we
simply remain conﬁned to work only with the outer measure µ̂e induced on
S by µ̂. Our statement is as follows.
L1  µ is complete if and only if for every open set U ⊂ S the equality
µ̂eU = µ̂eU holds.
Of course the deﬁnition of outer measure is the usual one,
T ⊂ S µ̂eT  = inf
{∑
n≥1
µFn 
⋃
n≥1
φFn ⊃ T
}
and µ̂e must not be confused with µ̂∗. Note that the only general relation
is the obvious one, µ̂e ≤ µ̂∗, and, moreover, in the present contest µ̂∗ is
useless since for any subset T of the Stone space S one, trivially, always has
µ̂∗T  = µ̂∗T .
Proof. Let us assume that µ̂eU = µ̂eU whenever U ⊂ S is an open
set of ﬁnite outer measure. We prove the completeness of L1  µ.
Take B1 ⊂ B2 ⊂ · · · in  with supn≥1 µBn < ∞ and deﬁne in the Stone
space the open set U = ⋃n≥1φBn. Naturally µ̂eU ≤ supn≥1 µBn,
and, by ﬁniteness of µ̂eU, we derive, for any natural k,
µ̂eU + 1
k
>
∑
n≥1
µ
(
Ckn
)
and
⋃
n≥1
φ
([
Ckn
]) ⊃ U
for suitable sets Ckn ∈  . Since U is compact, the union in the above inclu-
sion can be reduced to ﬁnitely many terms, and, therefore, we ﬁnd in  a
sequence D1    Dk    such that, for all k,
U ⊂ φDk µDk ≤ µ̂eU +
1
k

Evidently there is no loss of generality if we assume that the sets Dk are
decreasing. Now we make the necessary computation to verify that (h) of
Theorem 3.4 is fullﬁlled, thus L1  µ is complete. From φBi −
φDj ⊂ U −U =  we have that Bi ≤ Dj, i.e., µBi −Dj = 0 ∀i j.
Moreover µDk −Bk = µDk −µBk ≤ µ̂eU −µBk + 1k = µ̂eU −
µBk + 1k ≤ supn≥1 µBn − µBk + 1k , hence limk µDk − Bk = 0.
For proving the converse, let us assume that L1  µ is complete.
Clearly, the only case to examine is µ̂eU <∞. For any ε > 0 we ﬁnd sets
Fn ∈  such that
U ⊂ ⋃
n≥1
φFn and
∑
n≥1
µFn < µ̂eU +
ε
2

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Because of our present assumption, we can apply (d) of Theorem 3.4 to
Bn = F1 ∪ · · · ∪ Fn (a fortiori µBn < µ̂eU + ε/2 for all n). Thus we pro-
duce a set E ⊂  such that µ∗Bn − E = 0 ∀n and µ∗E ≤
∑
n≥1 µFn
Since µ∗E is ﬁnite, we can take in  a set F ⊃ E with µ∗E + ε2 > µF
Obviously µ∗Bn − E = 0 says that Bn ≤ F and φBn ⊂ φF
Therefore U ⊂ ⋃n≥1φFn = ⋃n≥1φBn ⊂ φF and U ⊂ φF
Now it is again only a matter of calculation,
µ∗E ≤ µ̂eU + ε
2
≤ µ̂eU + ε
2
≤ µ̂eφF + ε
2
= µF + ε
2
≤ µ∗E + ε
and this gives µ̂eU = µ̂eU as desired.
5. THE METRIC SPACE  /µ dµ AND ITS COMPLETENESS
We refer the reader to 1.14 for the deﬁnition of  /µ. Let   µ
be a bounded nonnegative charge space. In this section we shall study the
completeness of the metric space  /µ dµ and the relation to the com-
pleteness of L1  µ.
If  /µ dµ is a complete metric space, then, for every sequence of
sets Ann≥1 from  such that dµAn Am = µAnAm → 0 as n,
m→∞, there is an A ∈  such that dµAn A = µAnA → 0
as n → ∞. Hence by Proposition 3.4(c), L1  µ is complete. Also,
if L1  µ (= L1  µ) is complete, then for any An ∈  such
that µAnAm → 0 as n,m → ∞, there exists an A ⊂  such that
µAnA → 0 as n→∞. But this implies by Proposition 1.7 that A ∈  .
Thus  /µ dµ is a complete metric space. Thus we have
5.1. Proposition. For a bounded nonnegative charge space   µ,
(a)⇒(b)⇔(c) in the following.
(a) The metric space  /µ dµ is complete.
(b) The metric space  /µ dµ is complete.
(c) L1  µ is complete.
If  is a σ-ﬁeld (b)⇒(a). If case (a) holds,  /µ dµ and  /µ dµ are
isomorphic both as Boolean algebras and metric spaces.
Proof. (a)⇒(b)⇔(c). This was already observed. If  is a σ-ﬁeld, let
An ∈  be such that µAnAm → 0 as n, m→∞. From (b), take A ∈ 
such that µAnA → 0. Because of 1.7(b), A can be written as B∪C such
that B ∈  and µAB = 0. Consequently µAnB = µAnB → 0.
Thus  /µ dµ is complete.
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There is a natural 1-1 Boolean homomorphism from  /µ to  /µ which
also preserves the metrics. If  /µ dµ is a complete metric space space,
this homorphism becomes an onto isomorphism.
If L1  µ is complete then  /µ dµ need not be a complete metric
space. We give an example.
5.2. Example. Let  = N ,  = ﬁnite–coﬁnite ﬁeld of subsets of ,
and µ be given by µA = ∑i∈A 1/2i for A ∈  . If An = 2 4    2n for
n ≥ 1 then dµAnAm → 0 as n, m → ∞. If there is an A ∈  such
that µAnA → 0 then µAn → µA. So µA =
∑∞
i=1 1/2
2i = 1/3.
But there is no A ∈  with µA = 13 . Thus  /µ dµ is not a complete
metric space, but L1  µ is complete by 2.4.
To analyze as to why Example 5.2 works, let us characterize the comple-
tion of the metric space  /µ dµ.
5.3. Proposition. Let  be a Boolean algebra with a bounded nonneg-
ative charge µ on  . Let o be the Borel σ-ﬁeld of the Stone space and µ̂
be the countably additive measure on o induced by µ. Let a be the Baire
σ-ﬁeld of the Stone space of  /µ. Then the metric space (o/µ̂ dµ̂, which
is also equal to (a/µ̂ dµ̂, is the completion of  /µ dµ.
Proof. That o/µ̂ dµ̂ is the completion of  /µ dµ follows from
the last paragraph of 1.15 and from the fact that o/µ̂ dµ̂ is a com-
plete metric space (µ̂ is countably additive). Also from the last paragraph
of 1.15 it follows that for every set A ∈ o there is a set B ∈ a such
that µ̂AB = 0. Hence o/µ̂ dµ̂ is isometrically isomorphic to
a/µ̂ dµ̂.
We shall now give a characterization of completeness of  /µ dµ.
5.4. Proposition. Let  be a Boolean algebra with a bounded nonnega-
tive charge µ on  . Then the following are equivalent.
(a)  /µ dµ is a complete metric space.
(b)  /µ is a complete Boolean algebra and µ is countably additive on
 /µ.
(c) The Stone space S of  /µ is extremally disconnected and µ̂U =
µ̂U for all open sets U in S.
Proof. By Proposition 5.3, since  /µ dµ is a complete metric space,
the natural homomorphism ψ  /µ → o/µ̂ is a Boolean isomorphism
and preserves the metric dµ̂ . But dµ̂A 0 = µ̂A. Also, since µ̂ is
countably additive on o, it follows that o/µ̂ is a complete Boolean alge-
bra and µ̂ is countably additive on o/µ̂. Hence  /µ is a complete Boolean
algebra and µ is countably additive on  /µ. Thus (a)⇒(b).
610 basile and bhaskara rao
(b)⇒(a). This is clear because if  /µ is a σ-complete Boolean algebra
and µ is countably additive on  /µ it is a standard result in measure theory
that  /µ dµ is a complete metric space.
Let us show that (b)⇒(c). Since  /µ is a complete Boolean algebra,
S is extremally disconnected (see [19]). Now, let U be an open set in S.
Since µ̂U = supµ̂C  C clopen C ⊂ U, we can ﬁnd B1 ⊂ B2 ⊂ · · ·
in  such that supi≥1 µBi = supi≥1 µ̂φBi = µ̂U. Since  /µ is
a complete Boolean algebra there is a B ∈  such that B = ∨i≥1Bi
in the Boolean algebra  /µ. Also since µ is countably additive on
 /µ, µB = supi≥1 µBi. Transferring to the Stone space we get
φB = ⋃i≥1φBi = U (see Sikorski to identify φ∨i≥1Bi as ⋃i≥1φBi
in S) since S is extremally disconnected. Since
⋃
i≥1φBi ⊂ U , we have
µ̂U = µ̂U.
For (c)⇒(b), take a sequence B1, B2    of pairwise disjoint elements
of  /µ whose supremum exists. Then φ∨i≥1Bi = ⋃i≥1φBi. Hence
µ∨i≥1Bi = ∑i≥1 µBi. Thus µ is countably additive. Note that we
have not used the extremal disconnected property of S yet. Now, we observe
that, since S is extremally disconnected,  /µ is a complete Boolean algebra,
thus (b).
5.5. Thus, in Example 5.2, since L1  µ is complete, µU =
µU holds for all open sets U in the Stone space of  /µ by Theorem 4.2.
However, the Stone space of  /µ is not extremally disconnected. Hence
the metric space  /µ dµ is not complete and  /µ is not a σ-complete
Boolean algebra. However, µ is countably additive on  /µ in the sense
that if
∨
i≥1Bi exists for a sequence of pairwise disjoint elements Bii≥1
then µ∨i≥1Bi =∑i≥1 µBi.
For a nonnegative bounded charge space   µ, let us consider the
following statements
(A) L1  µ is complete.
(B)  /µ dµ is complete.
(C) µ is countably additive on  /µ.
(D)   dµ is complete.
(E)  is a σ-ﬁeld.
Then
D ⇔ A ⇒ C B ⇒ A and C
C #⇒ A(because of 4.3) A #⇒ B C #⇒ B(because of 5.2).
As we already stated in Section 2, for the charge space consisting of the
ﬁnite–coﬁnite subsets of N with the 0-1 charge (0 on ﬁnite, 1 on coﬁ-
nite sets), we have  =  and it is also obvious that (D) holds true.
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With this in mind, it is evident that Proposition 7 of [2] (and similarly [18,
Theorem 11.1]) stating that (D) implies (E) and also the countable addi-
tivity of µ on  is false.
A related result is in [1, Proposition 2.7]. It says that (D) and (E) are
equivalent. Putting this together with the equivalence of (A) and (D), one
gets the equivalence of (A) and (E) as it is stated in the last two lines
of [7, p. 85]. Really, more is there. Namely the assertion that also (C)
characterizes completeness of Lp-spaces. The authors of [7] refer to [1]
for the above two equivalences. Presumibly the exact reference to [1] is
Proposition 5.2 where, for bounded µ, it is stated the equivalence of (A),
(C), and (E). We note what follows.
We have just observed that (D) does not imply (E); moreover (E)
does not imply (D) since in Section 2 we got examples of non-complete
L1NN µ spaces.
Part (C) does not imply (E) because of the above example of the 0-1
charge on ﬁnite–coﬁnite sets. Part (E) does not imply (C). Indeed, take on
N any charge µ which is not countably additive on N/µ; concretely
we can refer to Example 2.2(b).
As a consequence, Theorem 3(a) in [7] is wrong (already in the bounded
case).
Theorem 3(b) in [7] states, for semiﬁnite µ, that completeness of
Lp-spaces entails (C) and (E). Evidently, now, this is also false since we
know that we do not get (E) even if µ is bounded.
6. HAHN DECOMPOSITION AND
COMPLETENESS OF L1  µ
6.1. We shall now investigate the relation (ﬁrst found in [2])
between exact Hahn decompositions and completeness of the metric
space  /µ dµ.
Recall that for a charge (not necessarily nonnegative) µ on an  ,
a decomposition AAc where A ∈  is called an exact Hahn decomposi-
tion if for all B ⊂ A, B ∈  , µB is ≥ 0 and for all B ⊂ Ac , B ∈  µB is
≤ 0. Contrary to the classical case of bounded countably additive measures
on σ-ﬁelds, Hahn decompositions need not exist in general. See Remark
2.6.3 and Example 11.4.7 of [4]. Let us now relate the completeness of
 /µ dµ for a nonnegative bounded charge µ with the Hahn decomposi-
tions of certain charges of  . We consider the ε− δ absolute continuity as
deﬁned in [4, 6.1.1].
6.2. Proposition. Let   µ be a bounded nonnegative charge space.
Then the metric space  /µ dµ is complete if and only if every charge λ
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which is absolutely continuous with respect to µ admits an exact Hahn
decomposition.
Proof. Let  /µ dµ be a complete metric space. By Proposition 5.4
the Boolean algebra  /µ is a complete Boolean algebra and µ is countably
additive on it. Let λ be a charge (necessarily bounded) such that λ & µ.
In an obvious way we can consider λ to be deﬁned on  /µ and since
λ& µ, λ is countably additive on  /µ. Hence λ is countably additive on
 /µ and  /µ is a complete Boolean algebra. Hence by the classical result
in measure theory we have that  /µ dλ is complete as a pseudometric
space. Hence it also follows that   dλ is a complete pseudometric space.
Let us exhibit an exact Hahn decomposition for λ.
Let s be the supλA  A ∈  . Then 0 ≤ s < ∞. For every n ≥ 1
take An ∈  such that s − 1n ≤ λAn. Let us show that λAnAm → 0
as n, m → ∞. If B ⊂ An −Am and B ∈  then B ∩Am = . Hence
s ≥ λB ∪Am = λB + λAm ≥ λB + s − 1/m. Hence λB ≤ 1/m.
Also, s ≥ λAn − B = λAn − λB > s − 1/n − λB. Hence λB ≥
−1/n. Now, for C ⊂ AnAm, λC = λC1 +λC2 where C1 ⊂ An−Am,
C2 ⊂ Am −An and C1, C2 ∈  . Then it follows that −1/n− 1/m ≤ λC ≤
1/n+ 1/m. Thus λC ≤ 1/n+ 1/m. Hence λAnAm ≤ 21/n+ 1/m
and this → 0 as n, m→∞.
Let A ∈  be such that λAnA → 0 as n → ∞. Hence λAn −
λA ≤ λAnA ≤ λAnA. Thus λAn → λA as n →∞. This
implies that λA = s. If now, B ⊂ S we have s = λA = λB + λA −
B ≤ λB + s. Thus λB ≥ 0. If B ⊂ Sc then we have s ≥ λA ∪ B =
λA + λB = s + λB. Thus λB ≤ 0. Hence AAc is an exact Hahn
decomposition of λ.
Conversely, suppose that every λ & µ admits an exact Hahn decom-
position. Let Ann≥1 be a sequence in  such that µAnAm → 0 as
n, m → ∞. For every B ∈  , set λ1B = limn µAn ∩ B and λ2B =
limn µB \An. Because of the Cauchy condition, both limits exist and they
hold uniformly with respect to B. Now the charge λ = λ1 − λ2 admits, by
assumption, an exact Hahn decomposition AAc. Since the set A is pos-
itive, we have, for any n,
λ2A ≤ λ2A ∩An + λ1A \An
The latter inequality, the deﬁnition of λ1, λ2, and the Cauchy condition
entail that λ2A = 0. Similarly it is possible to obtain that λ1Ac = 0 and
therefore µAAn converges to zero since it tends to λ1Ac + λ2A.
Thus  /µ dµ is complete.
As a consequence of the above proposition and Proposition 5.1 we get
the following result for charges on σ-ﬁelds.
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6.3. Proposition. If µ is a bounded nonnegative charge on a σ-ﬁeld  ,
L1  µ is complete if and only if for every charge λ & µ, λ admits an
exact Hahn decomposition.
The σ-completeness of  is essential in the above proposition as
Example 8.11 shows.
7. EXACT RADON–NIKODYM DERIVATIVES FOR
ALL λ& µ FOR A GIVEN µ
For a given nonnegative charge space   µ if f ∈ L1  µ then
λ deﬁned by λA = ∫A f dµ is absolutely continuous with respect to µ
and is bounded. In the case of countably additive bounded measures µ
deﬁned on σ-ﬁelds, every bounded λ & µ is given by such an integral
representation; i.e., there is an f ∈ L1  µ such that λA =
∫
A f dµ
for all A ∈  . However, for charge spaces this may fail. We shall give two
examples.
7.1. Example. Let  = N and  be the ﬁnite–coﬁnite ﬁeld on . Let
µ on  be deﬁned by µA = ∑n∈A 1/2n if A is ﬁnite and µA = 3 −∑
n∈Ac 1/2n if A is coﬁnite. Also let λ be deﬁned by λA = 0 if A is ﬁnite
and λA = 1 if A is coﬁnite. Because µA ≥ 2 whenever λA > 0, for
every 0 < ε < 1 there is a δ= 2 > 0 such that λA < ε whenever µA <
δ. Thus λ & µ. If there is an f ∈ L1  µ such that λA =
∫
A f dµ
for all A ∈  then λn = 0 = f nµn for all n. Hence f ≡ 0. Thus
there is no f ∈ L1  µ such that λA =
∫
A f dµ for all A ∈  .
7.2. Example. Let  = N and λ be a 0-1 charge on  such that
λA = 0 for all ﬁnite A ⊂ N . Let µ on N be deﬁned by µA =∑
n∈A 1/2n. Then λ& λ+µ and there is no f ∈ L1  λ+µ such that
λA = ∫A f dλ+ µ.
Thus even if  is a σ-ﬁeld, Radon–Nikodym derivatives need not exist.
That approximate Radon–Nikodym derivatives exist is well known. More
precisely, if λ and µ are two charges on a ﬁeld  , µ being bounded and
nonnegative, λ being bounded, and λ& µ, then for every ε > 0 there exists
a simple function f ∈ L1  µ such that λA −
∫
A f dµ < ε for all
A ∈  (see [4, 6.3.4 and 7.2.13] [10, IV.9.14]).
Let us ﬁrst quickly see that if λ & µ and µ is not bounded then there
need not exist an f ∈ L1  µ such that λA =
∫
A f dµ for all A ∈  .
Let µ on  = N be deﬁned by µA = ∞ if A #=  and µ = 0.
Then any bounded λ on N satisﬁes the condition λ & µ. But then
L1  µ consists of the zero function only.
Thus let us assume that µ is a bounded charge.
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We shall observe below that L1  µ is complete if and only if for
every bounded λ & µ there is an f ∈ L1  µ such that λA =∫
A f dµ for all A ∈  . We shall ﬁrst describe the completion of L1  µ
for any bounded nonnegative charge space   µ.
7.3. Let us recall from 1.5 that 1  µ is the space of equivalence
classes of L1  µ. If we deﬁne  ·  on 1  µ by f 1 = f1
in L1  µ then 1  µ becomes a normed linear space. From
1  µ to V1  µ = λ  λ is bounded and λ& µ a natural map
η can be deﬁned which identiﬁes every f  ∈ 1  µ with ηf A =∫
A f dµ.
This η is an isometry from 1  µ into V1  µ and f , the
total variation norm of the charge ηf  equals f1. See [4, 4.4.13(xi)].
In the theorem below we shall show that V1  µ is the completion of
1  µ through this η.
Let us try to look for a completion of 1  µ from another angle.
Consider 1Sa µ̂ where S is the Stone space of  /µ and a is
its Baire σ-ﬁeld (see 1.15). If f ∈ L1  µ is a simple function, let
f = ∑n1 ciIAi . Then θ deﬁned by θf  = ∑n1 ciIψAi is a simple function in
L1Sa µ̂ . If f ∈ L1  µ and if fn is a sequence of simple func-
tions such that
∫ fn − fmdµ → 0 as n, m → ∞ and fn → f hazily then∫ θfn − θfmdµ̂ → 0 as n, m → ∞. Since L1Sa µ̂ is complete
there exists a g ∈ L1Sa µ̂ such that θfn → g in L1Sa µ̂. For
f  ∈ 1  µ, we deﬁne ψf  = g in 1Sa µ̂.
Now we are ready to characterize (see [5, 11, 16]) the completion of
1  µ.
7.4. Theorem. Let   µ be a bounded nonnegative charge space.
Then
(a) V1  µ = λ  λ & µ, with the total variation norm, is the
completion of 1  µ.
(b) 1Sa µ̂ is the completion of 1  µ.
Proof. Part (a) is simply [4, 7.2.14]. Part (b) follows because integrable
simple functions are dense in L1  µ (see [4, 4.4.12]).
Now,
7.5. Theorem. Let   µ be a bounded nonnegative charge space.
Then, 1  µ is complete if and only if for every bounded λ & µ there
is an f ∈ L1  µ such that λA =
∫
A f dµ for all A ∈  .
Proof. Let us use (a) of Theorem 7.4. If 1  µ is complete,
since θ is an isometry, θ must be an onto map. This means that for
every bounded λ absolutely continuous with respect to µ there is an
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f ∈ L1  µ such that λA =
∫
A f dµ for all A ∈  . Conversely,
if every bounded λ& µ arises in this way, it means that θ is an onto
map. This implies that 1  µ = V1  µ. Thus 1  µ is
complete.
There is no doubt that in the previous theorem the boundedness of µ is
essential: it is enough to refer to the example right before point 7.3. How-
ever, here follows a better example. The space L1NN µ is complete
if µ is the counting measure; if we take λ to be a 0-1 charge giving zero
to singletons, then λ & µ but λ cannot be written as an integral of an
L1-function with respect to µ.
8. MORE ON COMPLETENESS OF L1  µ
We present further characterizations of completeness of L1  µ by
looking at completeness of spaces of the form L1  τ+η and decom-
posing µ as µ = τ + η. In this context we introduce the concept of sep-
aratedness [6] of charges, which lies in between singularity and strong
singularity of charges, and use it for characterizing the completeness of
L1  µ.
Let us ﬁrst observe
8.1. Proposition. Let µ be a nonnegative bounded charge on  . Let
ν be another nonnegative charge on   such that ν & µ. If L1  µ
is complete then so is L1  ν.
Proof. We show the assertion by means of 3.4(h). Assume, therefore,
that Bn is an increasing sequence in  . Since L1  µ is complete,
there exists a decreasing sequence Dn from  such that µBi −Dj = 0
for all i, j and infk≥1 µDk = supn≥1 µBn.
Putting together the two obvious equations
µBj = µBj ∩Di≤ µDi
and
µDi = µBi + µDi − Bi
we have µBnDn → 0 and, because of µ-absolute continuity of ν, derive
νBi −Dj = 0 ∀i j νBnDn → 0
We can, alternatively, write infk≥1 νDk = supn≥1 νBn so L1  ν
is complete.
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Note that the boundedness of µ is essential in the above proposition.
Indeed, if µ is the charge that takes value zero on the empty set and is ∞
on any other set of  , then L1  µ is 0 and therefore complete.
On the other hand, any charge 0 ≤ ν on  is absolutely continuous with
respect to µ.
Recall from [4] that two nonnegative charges τ and η on a ﬁeld  are
said to be
• strongly singular, if a set D ∈  exists such that τD = 0 = ηDc;
• singular, if for every ε > 0 there exists a D ∈  such that τD +
ηDc < ε (equivalently, τ ∧ η = 0).
For our purposes a third concept, in between singularity and strong sin-
gularity, has to be introduced.
8.2. Deﬁnition. Let τ and η be nonnegative charges on a ﬁeld  of
subsets of a set . We say that τ and η are separated if for every ε > 0
there exist E, F ∈  such that
(i) E ∩ F = 
(ii) τE = ηF = 0
(iii) τFc + ηEc= τ + ηE ∪ Fc < ε.
For general ﬁelds it is evident that strong singularity implies separation
and the latter implies singularity (indeed, set D = Fc). None of these two
implications can be reversed. Due to [4, Theorem 6.1.17] the three notions
coincide for measures on σ-ﬁelds. An improvement of the latter Theorem
is contained in 8.10.
It is useful to have an alternative description of separation of charges.
8.3. Proposition. Let τ and η be nonnegative charges on a ﬁeld  . Then,
the following are equivalent:
(a) τ and η are separated.
(b) There exist two increasing sequences An and Bn from  such
that
(i) τAi = 0 = ηBi ∀i
(ii) supi≥1 ηAi = η and supi∈N τBi = τ.
(c) There exist two increasing sequences An and Bn from  such
that
(i) τAi = 0 = ηBi ∀i
(ii) supi≥1 ηAi = η and supi∈N τBi = τ
(iii) Ai ∩ Bj = ∀i ∀j.
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Proof. (a)⇒(b). For every n ∈ N take the disjoint sets En, Fn ∈ 
such that τEn = ηFn = 0 and τFcn + ηEcn < 1/n. Set An =
⋃n
i=1 Ei
and Bn =
⋃n
i=1 Fi and so (i) and (ii) are trivial.
(b)⇒(c). Observing that
An − Bn ∩ Bm −Am =  ∀nm
it is enough to set
A∗n =
n⋃
i=1
Ai − Bi B∗n =
n⋃
i=1
Bi −Ai
for satisfying, with the sequences A∗n and B∗n, conditions (i) and (iii).
Condition (ii) is also satisﬁed,
ηA∗nc ≤ ηAn − Bnc ≤ ηAcn + ηBn = ηAcn → 0
similarly τB∗nc → 0.
(c)⇒(a). Obvious.
As a consequence, on σ-ﬁelds strong singularity and separation coincide.
8.4. Proposition. Let τ and η be nonnegative charges on a σ-ﬁeld  .
Then τ and η are strongly singular if and only if they are separated.
Proof. Assume that τ and η are separated and take the sequences An,
Bn as in 8.3(c). Deﬁning D =
⋃
n An we have
ηDc ≤ ηAcn ∀n
so ηDc = 0. On the other hand τD ≤ τ⋃n Bnc ≤ τBcn ∀n, so
τD = 0.
We further investigate with the help of the Stone space technique the
notions of separation and singularity of charges. For the (nonnegative
bounded) charge space   µ, let S be the Stone space space of  /µ
and o the Borel σ-ﬁeld of S. If τ & µ is a charge on  , then through
the Stone isomorphism φ, the charge τ can be transferred to the clopen
sets of S and then can be extended to a regular measure τ̂ on o. If µ̂ is
the measure corresponding to µ, then τ̂ & µ̂. Now,
8.5. Proposition. Let τ, η & µ be nonnegative bounded charges on the
ﬁeld  . Then:
(i) τ and η are singular if and only if τ̂ and η̂ are singular (strongly).
(ii) τ and η are strongly singular if and only if there exists a clopen set
D ⊂ S such that τ̂D = η̂Dc = 0.
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(iii) τ and η are separated if and only if there are disjoint open sets V
and W in S such that
τ̂W  = 0 = η̂V  and τ̂V c = η̂W c = 0
Proof. (i) The “only if” part is obvious. So let us suppose that τ̂ and η̂
are singular. Since we are dealing with measures on σ-ﬁelds, take D ∈
0 with τ̂D = η̂Dc = 0. For ε > 0, by applying the density result
in 1.15 to τ̂ + η̂, let C be a clopen set such that ̂τ + η̂CcDc < ε.
Then, τ̂C ≤ τ̂CD + τ̂D < ε and η̂Cc ≤ η̂CcDc + η̂Dc =
η̂CD + η̂Dc < ε. Through φ−1 we obtain the singularity of τ and η.
(ii) This is obvious.
(iii) Assume τ and η are separated and apply Proposition 8.3(c). Let
W = ⋃n≥1φAi and V = ⋃n≥1φBi. Then, W and V are disjoint open
sets in S. Evidently, τ̂W  = 0 = η̂V . Moreover, the countable additivity
gives η̂S = η̂W  and τ̂S = τ̂V  as desired.
Now, for the converse, let V and W be as in (iii) and observe that, as
in the proof of Theorem 4.2, since V is open, τ̂V  = sup̂τD  D ⊂
VD clopen. So we can take an increasing sequence Bn of clopen sets
contained in V such that τ̂Bn ↑ τ̂V  = τ̂S.
Similarly we can take an increasing sequence An of clopen sets con-
tained in W such that η̂An ↑ η̂S. By using φ−1 we plainly see that 8.3(c)
is satisﬁed and therefore τ and η are separated.
In general, if L1  τ and L1  η are complete, then L1 ,
τ + η need not be complete (see Example 8.7). However, if τ and η are
separated, we can conclude this.
8.6. Proposition. Let τ and η be nonnegative separated charges on the
ﬁeld  . If L1  τ and L1  η are complete, then L1  τ + η
is also complete.
Proof. We shall use the characterization given in Theorem 3.4(f). Let
B1 ⊂ B2 ⊂    from  be such that supn≥1τ + ηBn < ∞ and ε > 0.
For this ε, due to separation of η and τ, there are disjoint sets C, D in 
such that τC = 0 = ηD and ηCc + τDc < ε. Since L1  τ is
complete, for the sequence Bn ∩D we can ﬁnd a set E ∈  such that for
all n τBn ∩D −E = 0 and τE ≤ supn≥1 τBn ∩D + ε. By considering
E ∩D, if necessary, we can assume that E ⊂ D. Similarly, since L1  η
is complete, for the sequence Bn ∩ C we can ﬁnd a set F ∈  such that
F ⊂ C, ηBn ∩ C − F = 0 for all n and ηF ≤ supn ηBn ∩ C + ε.
Now, let B = E ∪ F ∪ C ∪Dc . Since Ec ⊃ C and Fc ⊃ D, we have
Bn−B=Bn−B∩C∪Bn−B∩D∪Bn−B∩C∪Dc
=Bn∩C∩Ec∩Fc∪Bn∩D∩Ec∩Fc
=Bn∩C−F∪Bn∩D−E
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and therefore
τ + ηBn − B = τBn ∩D − E + ηBn ∩ C − F = 0 for all n
Moreover
τ + ηB = τE + τC ∪Dc + ηF + ηC ∪Dc
≤ sup
n≥1
τBn ∩D + τDc + sup
n≥1
ηBn ∩ C + ηCc + 2ε
≤ 3ε+ sup
n≥1
τ + ηBn ∩D + sup
n≥1
τ + ηBn ∩ C
≤ 3ε+ sup
n≥1
τ + ηBn
Thus, condition (f) of Theorem 3.4 is satisﬁed and L1  τ + η is
complete.
We cannot weaken, in the previous proposition, the hypothesis of sepa-
ration to that of singularity. This can be seen from the following example.
8.7. Example. Let  be the ﬁnite–coﬁnite ﬁeld on the set  = N .
Deﬁne τ by τA =∑i∈A 1/2i and η by ηA = 0 if A is ﬁnite and ηA =
1 if A is coﬁnite. As we have seen in Example 2.4, L1  τ is complete.
Also complete is L1  η by the paragraph after Example 2.2. But the
latter example tells us that L1  τ + η is not complete. Naturally τ
and η are singular.
Now we move towards the converse of Proposition 8.6.
8.8. Proposition. Let τ and η be singular nonnegative charges on a ﬁeld
 . If L1  τ + η is complete, then τ and η are separated.
Proof. Since τ and η are singular, for all n we can ﬁnd a set An ∈ 
such that τAn +ηAcn < 1/n. The sequence An is Cauchy with respect
to the charge τ + η. Indeed,
τ + ηAnAm = τ + ηAn −Am + τ + ηAm −An
≤ 2
(
1
n
+ 1
m
)

Hence by completeness of L1  τ+η we get a setA ⊂  (Lemmas 2.1
and 1.9) such that τ + η∗AnA → 0. Evidently, τ∗, η∗ ≤ τ + η∗ and
therefore we have τ∗AnA and η∗AcnAc both converging to zero.
Consequently,
τ∗A = lim
n
τAn η∗Ac = lim
n
ηAcn
and, by our choice of An, τ∗A = η∗Ac = 0.
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Now, to show separation of τ and η, let ε > 0. By deﬁnition of outer
charge, we take in  B1 ⊃ A, B2 ⊃ Ac such that τB1 < ε and ηB2 < ε.
Observe that
τ ≤ τ∗A + τ∗Ac = τ∗Ac ≤ τ
so
τ = τ∗Ac ≤ τ∗B2 ≤ τ
and τBc2 = 0. Similarly we get ηBc1 = 0. Deﬁne E = Bc2 and F = Bc1 −
Bc2. With these two sets the conditions of Deﬁnition 8.2 are fullﬁlled namely
τ and η are separated.
Putting together Propositions 8.8 and 8.1 we obtain the desired converse
of 8.6 for the case of bounded charges. However, we provide a direct proof
for covering also the case of unbounded charges in which we cannot refer
to Proposition 8.1.
8.9. Proposition. Let τ and η be singular nonnegative charges on a
ﬁeld  . If L1  τ + η is complete, then the spaces L1  τ and
L1  η are both complete and the charges τ and η are separated.
Proof. We shall prove that L1  τ is complete by using
Theorem 3.4(f). Similarly one proves that L1  η is complete. Suppose
B1 ⊂ B2 ⊂ · · · is in  and it is such that supn≥1 τBn < ∞. Take ε > 0.
Since τ and η are singular, there is E ∈  such that τE + ηEc < ε.
Naturally,
τ + ηBn ∩ Ec ≤ τBn + ηEc
and, therefore, we can apply Theorem 3.4(f) with respect to τ + η and
the sequence B1 − E ⊂ B2 − E ⊂ · · · producing a set D ∈  such that
τ + ηBn − E −D = 0 and sup
n≥1
τ + ηBn − E
≤ τ + ηD ≤ sup
n≥1
τ + ηBn − E + ε
Set H = D ∪ E. Evidently, Bn −H = Bn − E −D; thus,
τBn −H ≤ τ + ηBn −H = τ + ηBn − E −D = 0
Moreover
τH ≤ τD + τE ≤ τ + ηD + ε ≤ sup
n≥1
τ + ηBn − E + 2ε
≤ sup
n≥1
τBn + ηEc + 2ε ≤ sup
n≥1
τBn + 3ε
A further application of Theorem 3.4(f) tells us that L1  τ is
complete.
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In other words, on a ﬁeld  for singular, bounded nonnegative charges
τ and η we have the equivalence
L1  τ + η complete⇔
{
L1  τ L1  η both complete
τ and η separated.
An obvious consequence of Propositions 8.8 and 8.4 is
8.10. Proposition. Let τ and η be singular nonnegative charges on a
σ-ﬁeld  . If L1  τ + η is complete then τ and η are strongly singular.
As we see in the next example, in Proposition 8.10 the σ-completeness
of  is essential.
8.11. Example. On the ﬁnite–coﬁnite ﬁeld  of  = N , we shall exhibit
two bounded nonnegative singular charges τ and η such that L1  τ +
η is complete but τ is not strongly singular with respect to η. Deﬁne
τA =
{∑
i∈A i odd
1
2i  for A ﬁnite
2
3 − τAc for A coﬁnite,
ηA =
{∑
i∈A i even
1
2i  for A ﬁnite
1
3 − ηAc for A coﬁnite.
Then, note that τ + η is the charge of Example 2.4 so that L1  τ +
η is complete. The charges τ and η are singular. Indeed for every n ≥ 1
τ2 4     2n = 0 < 1
22n
and
η2 4     2nc = η1 3     2n− 1 2n+ 1 2n+ 2    < 1
22n

Finally, the two charges are not strongly singular since τD = 0 entails
D to be ﬁnite and this in turn implies that ηDc > 0.
8.12. Remark. For the above τ and η deﬁne λ = τ−η. Evidently, λ =
τ + η so L1  λ is complete. However, λ does not have an exact
Hahn decomposition. This shows the essentiality of σ-completeness even
in Proposition 6.3.
Our next step is to give a characterization, due to Bell and Hagood [7],
of the completeness of L1  µ in terms of separation properties of
components of µ. Let µ be a nonnegative bounded charge on the ﬁeld  .
In vector lattice terminology, any charge 0 ≤ τ ≤ µ such that τ and µ− τ
are singular is said to be a component of µ. We shall adopt the above
terminology even in the case that µ is possibly unbounded. In this case,
of course, we must assume τ to be bounded.
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8.13. Theorem. Let   µ be a nonnegative charge space. Then, the
following are equivalent.
(a) L1  µ is complete
(b) any (bounded) component τ of µ is separated from µ− τ.
Proof. We give the proof of (b)⇒(a), by means of Theorem 3.4(f),
observing that the converse is in Proposition 8.8. Suppose ε is positive,
the sequence Bn of sets from  is increasing, and supn≥1 µBn <∞.
Deﬁning τA = supn≥1 µA ∩ Bn for sets A ∈  , we produce a
bounded component of µ. Indeed, for the bounded charge τ we have, triv-
ially, 0 ≤ τ ≤ µ and it remains to prove the singularity with µ − τ. For
this take a positive θ. By means of Proposition 1.12(c), there is an index h
such that µBn − µBm < θ for nm ≥ h. Evidently,
τBch = limn→∞µBn − Bh = limn→∞µBn − µBh ≤ θ
and
µ− τBh = µBh − lim
n→∞µBh ∩ Bn = 0
thus, τ and µ− τ are singular.
Because of our present assumptions, τ and µ − τ are also separated
and, by deﬁnition, we ﬁnd in  a set F such that τF = 0 and µ −
τFc < ε Condition (f) of Theorem 3.4 is fulﬁlled for D = Fc . Indeed,
τF = 0 = supn≥1 µF ∩ Bn entails µBn − D = 0 for all n ∈ N and
from µ − τFc < ε we obtain µD < ε + supn≥1 µD ∩ Bn = ε +
supn≥1 µBn.
As observed, Proposition 8.10 formally generalizes [4, Theorem 6.1.17]
(proving that for measures on σ-ﬁelds singular is the same as strongly singu-
lar). This suggests the following similar improvement of the classical char-
acterization of absolute continuity in terms of null sets.
8.14. Proposition. Let τ and µ be nonnegative bounded charges on a
ﬁeld  . If L1  τ + µ is complete, then τ & µ iff µ ⊂ τ.
Proof. We have to show that µ ⊂ τ implies τ & µ. According to the
Lebesgue decomposition theorem 6.2.4 of [4], we can write τ = τ1 + τ2
where 0 ≤ τ1 & µ and 0 ≤ τ2 is singular with µ. Since µ + τ2 & µ + τ
from Proposition 8.1 we have that L1  µ + τ2 is complete and by
Proposition 8.8, µ and τ2 are separated. Thus µ and τ2 simultaneously
are separated and satisfy µ ⊂ τ2 . Hence, by Proposition 8.3, τ2 = 0
and τ1 = τ.
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9. L∞  µ IS ALWAYS COMPLETE
Let us recall that L∞  µ = f  f is essentially bounded and T1
measurable. For f ∈ L∞  µ we deﬁne f∞ = infk  µ∗x 
f x > k = 0. For a sequence of functions fnn≥1 from L∞  µ
and an f ∈ L∞  µ we say that fn → f in L∞ if fn − f∞ → 0 as
n→∞. Clearly, convergence in L∞ implies hazy convergence as n→∞.
In this section, following [12], we examine as to whether this convergence
is complete.
9.1. Theorem. L∞  µ is complete for every nonnegative charge
space   µ.
Proof. Let fnn≥1 be a Cauchy sequence in L∞  µ. As in any
metric space, to show that fnn≥1 converges it is sufﬁcient to show that
some subsequence of fnn≥1 converges in L∞ to an f .
Since fn − fm∞ → 0 as n, m → ∞, by passing to a subsequence, if
necessary, we assume that fn − fn+1∞ ≤ 1/2n+1 for all n.
This means that if we write An = x  fnx − fn+1x > 1/2n+1, then
µ∗An = 0. We shall now deﬁne the function f . Take a point x.
If x /∈ ⋃n≥1An, then fnx − fn+1x ≤ 1/2n+1 for all n and hence
fnxn≥1 is a Cauchy sequence of real numbers. Let f x be the limit of
this sequence. Observe that in this case fnx − f x = limm→∞ fnx −
fmx ≤
∑∞
k=n 1/2
k+1 ≤ 1/2n for every n.
If x ∈ ⋃n≥1An, let k0 be the smallest integer k such that x ∈ Ak and
deﬁne f x = fk0x. In this case for n < k0, fnx − f x = fnx −
fk0x ≤ 1/2n+1 + · · · + 1/2k0 ≤ 1/2n.
Let us show that fn − f∞ → 0. To this end let Hn = A1 ∪ · · ·An. Then
µ∗Hn = 0 and if x /∈ Hn then fnx − f x ≤ 1/2n if x /∈
⋃
k≥n+1Ak
and if x ∈ ⋃k≥n+1Ak, since the smallest k0 for which x ∈ Ak0 would satisfy
n < k0, we have fnx − f x ≤ 1/2n. Hence µ∗x  fnx − f x >
1/2n ≤ µ∗Hn = 0. Thus fn − f∞ ≤ 1/2n. Hence fn → f in L∞. Let
us show that f ∈ L∞. Clearly, from the deﬁnition, since fn → f in L∞,
fn → f hazily. Since the fn’s are all T1-measurable, by [4, 4.6.13] we have
that f is T1-measurable. Also since f∞ ≤ fn − f∞ + fn∞, we have
that f∞ <∞. Thus f is essentially bounded. Thus fn → f in L∞.
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