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ABSTRACT
Studies on perceived audio-visual spatial coherence in the literature have commonly employed continuous judgment
scales. This method requires listeners to detect and to quantify their perception of a given feature and is a difficult
task, particularly for untrained listeners. An alternative method is the quantification of a percept by conducting a
simple forced choice test with subsequent modeling of the psychometric function. An experiment to validate this
alternative method for the perception of azimuthal audio-visual spatial coherence was performed. Furthermore,
information on participant training and localization ability was gathered. The results are consistent with previous
research and show that the proposed methodology is suitable for this kind of test. The main differences between
participants result from the presence or absence of musical training.
1 Introduction
1 Spatial coherence is defined as the corresponding
audio and visual percept of an object in space. It relies
on the integration of visual and auditory cues, including
visual parameters such as color, space, and size, and
audio parameters such as pitch, temporal structure, and
interaural differences.
The precision of information on the spatial position of
an object varies between hearing and vision, and with
the position of the object in space. Directly in front,
vision is a lot more accurate than hearing as changes
in position of about 160
◦ can be detected visually [1]
compared to minimum audible angles of around 1◦ [2].
With greater eccentricity, vision becomes less precise
and objects outside of the visual field can only be lo-
calized by auditory cues. Visual spatial information
usually takes precedence over auditory spatial informa-
tion for objects within the field of vision; when there
is a difference between audio and visual perception,
localization tends to be dominated by the visual cues.
This is known as the ventriloquism effect. Initial ex-
periments into the ventriloquism effect found that the
effect size depended on the direction of displacement
between audio and visual signals, and the ecological
validity and the amount of common attributes of those
1This paper was presented at the 142nd Convention of the Au-
dio Engineering Society, as paper number 136. The full published
version can be found at http://www.aes.org/e-lib.
signals [3, 4]. It was found to be strongest for com-
bined speech signals, and the effect decreased as the
level of coherence was degraded by changing the visual
signal [3].
This effect has been used by film mixing engineers,
who tend to mix voices into the center channel for film,
broadcast and TV, rather than trying to achieve exact
congruence between audio and video [5, p. 185]. This
has the benefit of avoiding changes in sound quality, un-
stable auditory images, or confusion of listeners due to
panned signals when mixes are reproduced in non-ideal
setups and for off-center placed listeners. However, for
home theater, immersive content and virtual reality,
alternative solutions may be desirable.
In this paper, audio-visual (AV) coherence is investi-
gated, with particular attention given to the experimen-
tal methodology (Section 1.1), the effect of listener
experience (Section 1.1), and the statistical modeling
technique used (Section 1.2).
1.1 Experiments in spatial coherence
Studies on spatial coherence of stimuli for audio-visual
applications have sought to find the limits at which
the ventriloquism effect breaks down. Various repro-
duction devices—including high definition televisions
with loudspeakers, head-mounted devices with binau-
ral reproduction, and 3D screens in combination with
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Table 1: Summary of papers on the limit of ventriloquism in audio-visual application settings. The ‘Tr’ column
details listener training (T = trained, U = untrained, X = unknown). The ‘Results’ column shows the
maximum angle of accepted audio-visual offset.
Study Tr Stimulus Setup Type of test Results
DeBrujin 2003 X Synchronous speech (AV) 3D video projection,
WFS, loudspeakers
Absolute 5-point impairment
scale
No values
given
Melchior 2006 X Pink noise (A) with 3D ob-
ject (V)
WFS, VR device 5-point impairment scale with
hidden anchor
4◦–8◦
Melchior 2003 T Synchronous speech (AV) WFS, 2D projection 5-point impairment scale with
hidden anchor
5◦–7◦
Komiyama 1989 T,
U
Synchronous speech (AV),
Synchronous singing
voice (AV)
Loudspeakers at every
5◦, HDTV
Absolute 5-point impairment
scale
11◦ (T)
20◦ (U)
André 2014 U Synchronous Speech (AV) WFS, 3D projection Psychometric function on coher-
ent location, 50% point
18◦
Lewald 2003 U 1 kHz pure tones (A),
white diode (V)
Loudspeakers, diodes 9-point scale on common cause
9-point scale on spatial coinci-
dence
∼15◦
∼10◦
Godfroy 2003 U Burst of pink noise (A),
white flashing circle (V)
Loudspeakers, 2D pro-
jection
Psychometric function on fusion
of sound and vision
∼6◦
wave field synthesis (WFS) systems—have been used
in such tests. The stimuli in these experiments were
speech signals or visual objects in combination with
pink noise. The results varied greatly, with a break-
down of the effect occurring between 5◦ and 18◦ (see
Table 1) [6, 7, 8, 9, 10, 11, 12]. In the majority of
studies, participants were required to make a scaled
affective judgment [13, p. 42], rating their liking or
their degree of annoyance of a stimulus-feature. An
example of such a scale is the five-point ITU scale [14].
These scales inherently require the listener to make a
quality judgment of the stimulus and, therefore, to have
a good understanding of the task and the scale labels.
Yet, this cannot be expected of untrained listeners [13].
André [6] and Godfroy [7] used a simple yes/no alterna-
tive force choice (AFC) test to measure the maximally
accepted horizontal offset between audio-visual stim-
uli. They asked whether participants perceived the
presented stimuli to be coherent/fused or not, thus mea-
suring the impact of offsets between audio and visual
signals at the earlier perceptual stage, rather than at the
later affective stage of the perceptual filter model [13].
Independent of the test methodology, results for the
maximum offset angle between audio and visual stim-
ulus for a coherent perception vary greatly between
studies. From Table 1, three clusters of results can be
defined: the first cluster has offsets between 5◦ and 11◦
for speech signals judged by trained listeners; the sec-
ond cluster has offsets between 18◦ and 20◦ for speech
with untrained listeners; and the third cluster has offsets
between 4◦ and 10◦ for artificial signals and untrained
listeners. Even though the participants seem to influ-
ence the results to a great extent, the cited studies only
generally state whether participants were “trained” or
“experienced in listening tests” but do not give any fur-
ther detail on the kind of training or experience and
what categories were used to classify participants as
one or the other.
The experiments described in this paper were con-
ducted to evaluate the perception of spatial coherence
in a basic audio-visual setup using a non-affective per-
ceptual measurement, and to assess the influence of
audio-visual training and localization ability on the
results.
1.2 The psychometric function
The psychometric function describes the relationship
between the strength of a stimulus and the probabil-
ity of the detection or classification of it by fitting an
AES 142nd Convention, Berlin, Germany, 2017 May 20–23
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s-shaped sigmoidal function to single data points from
a detection or discrimination task.
These detection tasks are usually designed as m-
alternative forced choice test (mAFC), where m is the
number of response options available to the participant.
The point of subjective equality (PSE) for a stimulus
is defined as the portion 1/m of correct answers and
describes the turning point of detection above chance
[15, p. 15,155]. It is also called the “point of non-
discrimination".
The psychometric function is generally given as
ψ(x;α,β ) = F(x;α,β ), (1)
where x is the strength of the stimulus, α determines the
overall position of the curve and therefore relates the
percept to the stimulus level and β describes the slope
or steepness of the curve and is inversely proportional
to the deviation [15, p. 82]. The function F(x;α,β )
has to be chosen from a number of possible distribution
curves. Kingdom and Prins [15][p. 68] suggest that
an a posteriori choice according to best fit is common.
The most common function is the logistic function:
FL(x;α,β ) =
1
1+ exp(−β (x−α)) . (2)
In the logistic function, the value of α corresponds
to FL(x = α;α,β ) = 0.5 for data from yes/no AFC
tests—a probability of 50%. It is therefore equivalent
to the PSE. The function is a close approximation of
the cumulative density function and should not be used
when x = 0 corresponds to the absence of a signal [15,
p. 82].
In addition to these parameters, Wichmann et al. [16]
introduced the parameters γ and λ . They account for
inherent noise and uncertainty in the responses due to
guessing (γ), reflecting missed trials; and lapsing (λ ),
accounting for responses that are stimulus-independent
such as an unintentionally pressed button. The psycho-
metric function then is described as
ψ(x;α,β ,γ,λ ) = γ+(1− γ−λ )F(x;α,β ). (3)
Wichmann et al. [17] further outline that the standard
deviation for the estimated parameters of the psycho-
metric function, α and β , have to be estimated and the
goodness-of-fit (measured by the deviance) has to be
evaluated to validate the estimation. A p-value less
than 0.05 for the deviance—p(Dev)—means that the
null hypothesis being tested should be rejected at the
5% significance level.
In this paper, the yes/no AFC test was utilized to eval-
uate thresholds of perception. It is reported [18] that
this method may produce a strongly biased result as
listeners have to make a decision on the presentation
of a single stimulus and therefore have to set their own
decision level for each answer. In this design, trained
listeners tend to be extremely sensitive whereas un-
trained listeners tend to be insensitive.
For this reason, literature on psychophysics generally
suggests presentation of two stimuli, of which one does
not change throughout the test and the other changes
in intensity—simultaneously or consecutively. Partic-
ipants are then asked to decide which of the two pre-
sentations meets a certain criterion [15, p. 44], e.g. is
perceived as incoherent. This method was not used
in the experiment reported here, as participants would
have been tempted to judge whether or not they per-
ceived a difference in the audio signals and whether
they can detect and recognize the constant stimulus.
This kind of adaptation to the task by the participant
would lead to a detection threshold instead of answer-
ing the question whether or not the audio and visual
signals are perceived as spatially coherent.
1.3 Experiment aims
In this paper, the perception of spatial coherence for
horizontally-misplaced audio and visual stimuli is in-
vestigated using speech, with the aims of:
• validating the yes/no AFC methodology for use in
further tests;
• breaking down the terminology “trained” and “un-
trained” listener in more detail with regard to the
perception of spatial coherence; and
• analyzing the data using the psychometric func-
tion for trained and untrained groups.
This will facilitate further experimentation in the field
of vertical and horizontal ventriloquism.
2 Methodology
The experiments outlined in this section were con-
ducted to collect data to model the psychometric func-
tion for perceived spatial coherence. In the following
sections, the experimental methodology and setup are
described.
AES 142nd Convention, Berlin, Germany, 2017 May 20–23
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I
II                                       III
30.9°
Fig. 1: Test setup showing the screen (I), loudspeakers,
video projection (II), the area covered by the
face (III), and letters for the localization test.
2.1 Experimental design
A video of a person speaking one sentence was pre-
sented centrally and the audio signal was presented
through one of thirteen loudspeakers at angular offsets
of 0.0◦, ±5.1◦, ±10.3◦, ±15.4◦, ±20.6◦, ±25.7◦, and
±30.9◦. In the test, the participant was seated in a
central position.
The task was designed as a yes/no test. Participants
were asked to answer the question “Is the voice spa-
tially coherent with the character’s position, do you
perceive voice and mouth at the same position?” by
pressing one of two buttons (“yes” or “no”) on a MIDI
controller. Participants were asked to use the same
hand throughout the test, using a different finger for
each button.
A total of twenty participants took part in the test. Ev-
ery participant first undertook a training session. The
training session was designed for participants to be-
come acquainted with the interface, the task, and the
test procedure. It comprised 60 trials, with each video
presented three times. The main test consisted of 260
trials (13 positions, 20 words). All test runs were ran-
domized for audio-visual offset and video. The test
procedure was as follows:
1. The video was played.
2. The participant responded.
3. A feedback phrase and video were displayed con-
firming the answer given by the participant.
4. The next run started after an interval of 1.5 s.
A centered feedback video with spatially coherent au-
dio and video was presented after each trial to avoid
biasing of listeners to one side. They were introduced
after participants reported in pre-tests that they per-
ceived a shift in their localization following the presen-
tation of several stimuli at one side. Participants were
required to take a break after 130 trials.
2.2 Participant demographics and localization
ability
Each participant completed a questionnaire on their
audio-visual training (presented in Table 2) and per-
formed a short test of their localization ability.
The localization test was performed to roughly quan-
tify the ability of each participant to localize sounds.
The letters from “a” to “z” were displayed across the
width of the screen from left to right at the height of
the loudspeakers; consequently, there was a letter at
every 2.4◦. In each run, three sequential pink noise
bursts were presented through one of the thirteen loud-
speakers, and participants were asked to indicate where
they localized the sound by typing the letter closest
to the position of the sound source using a standard
QWERTY keyboard. Each loudspeaker position was
presented twice (26 runs in total). Due to the differing
placement of letters on screen and loudspeakers, only
the position of the two outer most loudspeakers corre-
sponded directly to a letter. In the further analysis, the
minimum error therefore differs between loudspeakers;
the largest minimum error in this setup is 1.2◦, whilst
the average of this quantization error is 0.6◦.
2.3 Stimuli
The audio-visual stimuli were designed to promote
audio-visual integration. The stimulus set was com-
posed of two female actors speaking the three-word sen-
tence “Say [word] again!”, where [word] was one of
the following twenty monosyllabic words: ‘beef’,‘bus’,
‘can’, ‘cog’, ‘den’, ‘fan’, ‘fin’, ‘food’, ‘fuss’, ‘gong’,
‘log’, ‘man’, ‘pen’, ‘pong’, ‘reef’, ‘rude’, ‘sin ’, ‘song’,
‘than’, or ‘wrong’. Videos of the phrases were recorded
in HD 1920x1080p. Audio was recorded at 48 kHz,
AES 142nd Convention, Berlin, Germany, 2017 May 20–23
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Table 2: Questionnaire on audio-visual training (number of responses shown in parentheses)
1. Do you play an instrument? Yes (13) No (7)
1a. How long have you been playing? 1 year (0) 2–5 years (2) 5–10 years (3) >10 years (8)
1b. Do you currently engage in music regularly? Daily (6) Weekly (2) Monthly (2) Yearly (0) No (3)
2. Have you done any video editing/mixing? Yes (9) No (11)
2a. When? Within the last year (3) Within the past 5 years (3) A long time ago (3)
2b. How often in peak times? Daily (0) Weekly (1) Monthly (4) Less often (4)
3. Have you done any audio editing/mixing? Yes (9) No (11)
3a. When? Within the last year (7) Within the past 5 years (1) A long time ago (1)
3b. How often in peak times? Daily (7) Weekly (1) Monthly (0) Less often (1)
4. Is your work area audio and/or video related? Yes (13) No (7)
4a. Research (9) Creative applications (3) Maintenance (0) Teaching (1)
5. Have you participated in listening tests? Yes (14) No (6)
5a. How many times in the last year? Once (7) 2–5 times (5) 5–10 times (0) more often (2)
24 bit and the edited videos were loudness normalized
to −23 LUFS. The playback level was set to 60 dB
SPL. Decorrelated pink noise at +10 dB signal-to-noise
ratio was played from five loudspeakers at the posi-
tions specified in ITU BS.775 [19] throughout the test
creating a uniform noise distribution in the room and
masking explicit sources of noise such as the projec-
tor. This noise level was not expected to impact the
results; André et al. [6] found no significant differences
in the psychometric function between +19 dB SNR and
+4 dB SNR. Further details of the design are in [20].
2.4 Setup
The tests were conducted in an acoustically treated
room with approximately equal reverberation time of
0.2 s between 300 Hz and 8 kHz. The thirteen loud-
speakers (Genelec 8020 B) were mounted on the equa-
tor of a truncated spherical structure with a radius of
1.68 m and level-aligned at the listening position. Par-
ticipants were seated on a fixed chair equidistant from
the loudspeakers, which were at approximately ear
height. The image was projected onto a curved, white,
acoustically transparent screen. The video display was
aligned to the loudspeakers and the curvature was cor-
rected with the software Immersive Display PRO by
Fly Elise. The picture covered an area from ±30◦ left
to right and +20◦ to −13.8◦ top to bottom, at an aspect
ratio 16:9 HD, with the center of the picture slightly
above the line of loudspeakers. In this way the mouths
of the actors on screen were aligned with the center
loudspeaker.
The time synchronization of audio and video was en-
forced by manually delaying the audio signals. The
test procedure and the level and delay alignment
was implemented in Max 7 by Cycling ’74. An
RME MADIFace XT and RME M-32 DA/M-16 DA
were used as the audio interface and for digital-to-
analog conversion respectively.
3 Results
The statistical analysis of the two tests and of the ques-
tionnaire was conducted to find the limits for coherent
perception as well as any relationship between those
limits and participant training or localization ability.
3.1 Localization test
The localization error was calculated for each run by
calculating the absolute difference between the identi-
fied angle and the actual angle. Two parameters were
then calculated: the maximum localization error and
the mean localization error. The results are presented
in Table 3. The overall mean of the mean localiza-
tion error was 1.9◦ with a 95% confidence interval of
±0.5◦ and boundary values between 1.1◦ and 3.0◦. The
maximum localization error had a mean of 5.8◦±1.4◦,
ranging from 2.7◦ to 7.8◦.
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Table 3: Mean and maximum localization error (in degrees) for each participant, as well the estimates for α, β ,
and the PSE for each participant with constrained λ = 0.00 and γ = 0.03.
Part. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Mean 1.1◦ 1.6◦ 1.2◦ 2.1◦ 1.1◦ 1.4◦ 1.7◦ 2.1◦ 2.7◦ 2.0◦ 2.1◦ 2.3◦ 1.6◦ 1.9◦ 2.3◦ 2.6◦ 2.0◦ 1.4◦ 3.0◦ 1.9◦
Max. 3.9◦ 5.0◦ 2.7◦ 7.8◦ 5.2◦ 4.7◦ 6.6◦ 5.2◦ 7.8◦ 5.2◦ 7.4◦ 6.6◦ 4.5◦ 5.6◦ 5.8◦ 6.6◦ 6.7◦ 4.1◦ 7.8◦ 7.0◦
α 0.71 0.57 0.83 0.25 0.85 0.42 0.37 0.18 0.54 0.29 0.39 0.73 0.71 0.83 0.76 0.71 0.65 0.42 0.38 0.78
β 18.1 21.7 163.3 9.9 22.3 11.7 9.9 6.4 10.1 10.3 11.3 9.1 15.0 164.417.7 17.4 9.0 11.6 5.8 14.9
PSE 8.8◦ 13.2◦ 5.1◦ 23.1◦4.7◦ 18.0◦ 19.4◦ 25.3◦14.3◦ 22.0◦18.8◦ 8.3◦ 8.8◦ 5.2◦ 7.4◦ 8.9◦ 10.8◦ 18.0◦ 19.1◦ 6.9◦
3.2 Spatial coherence test
The data from the spatial coherence test was analyzed
as outlined in Section 1.2 using the functions offered
in the MATLAB Palmedes toolbox, version 1.8.1 [15]
and the logistic function. The parameter α corresponds
to the point of subjective equality (PSE), at which point
participants detect incoherent stimuli in 50% of cases.
No outliers were identified; therefore, the whole data
set was used throughout the analysis. As there was no
significant difference between the left and right sides
(F(1) = 1.04, p = 0.31), data was pooled across sides.
Using the function PAL_PFML_Fit, the parameters
for the psychometric function were estimated using the
logistic function. Parametric bootstrapping was applied
using the PAL_PFML_BootstrapParametric
function, and the goodness-of-fit evaluated with
PAL_PFML_GoodnessOfFit. For the estimation,
the audio-visual offset was transformed to the normal-
ized range between 0 (equivalent to 30.9◦ audio-visual
offset), and 1 (equivalent to no offset). Table 4 presents
the result and the corresponding audio-visual offset for
all participants. The fitted function is shown in Fig.
4a. The PSE for audio-visual spatial coherence fell at
α = 0.59, corresponding to an offset of 10.5◦.
3.3 Analysis by participant demographics
In order to look at the differences between participants
with different degrees of audio-visual training, the pa-
rameters α and β were estimated for each participant
with λ and γ fixed at the values obtained in the previous
analysis pooled over left and right side. Values of α
ranged from 4.7◦ to 25.3◦(see Table 3).
A first analysis of the demographics (Fig. 2) showed
that participants with experience in audio editing
formed a subgroup of participants with musical train-
ing, and only one participant without musical training
Table 4: Results of the parameter estimation using the
logistic function for data pooled across both
sides of audio-visual offset. Estimates are
given for all participants, and for each group
of musically trained (M–T) and untrained (M–
U) participants. For the analysis, the audio-
visual offset of 0.0◦ to 30.9◦ was normalized
to the range from 1 to 0, and α was calculated
for this range.
PSE α β γ λ p(Dev)
All 12.7◦ 0.59 6.71 0.03 0.00 0.00
M–T 9.9◦ 0.68 8.44 0.00 0.00 0.00
M–U 18.8◦ 0.39 8.78 0.10 0.00 0.18
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Fig. 2: Clusters of main participant demographics
had previously participated in listening tests. “Listen-
ing test experience” was therefore not considered in
further analysis.
Visual inspection of the data suggests that only video
training does not have a significant effect on α (see
Fig. 3). A Wilcoxon rank sum test [21] was performed
to compare the effect of the binary main categories of
training on the parameter α . For musically trained par-
ticipants, α differed significantly to that of untrained
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Yes No
α
0.2
0.4
0.6
0.8
(a) Listening test experi-
ence
Yes No
α
0.2
0.4
0.6
0.8
(b) Musical training
Yes No
α
0.2
0.4
0.6
0.8
(c) Experience in audio mix-
ing and editing
Yes No
α
0.2
0.4
0.6
0.8
(d) Work area audio or
video related
Yes No
α
0.2
0.4
0.6
0.8
(e) Experience in video mix-
ing and editing
Fig. 3: Box plots of α split by main participant demographics
participants (medians of 0.71 (9.0◦) and 0.38 (19.2◦)
respectively; Ws = 175, z = 3.01, p < 0.01). There
was also a significant difference in α between par-
ticipants with and without audio editing experience
(medians of 0.71 (9.0◦) and 0.42 (17.9◦) respectively;
Ws = 127, z = 2.43, p = 0.02); however, α did not
vary significantly between participants working in au-
dio and/or video related areas and those without any
professional connection to audio and/or video (me-
dians of 0.71 (9.0◦) and 0.42 (17.9◦) respectively;
Ws = 158, z = 1.66, p = 0.10). No significant differ-
ence was found between participants with and without
experience in video editing (medians of 0.71 (9.0◦) and
0.54 (14.2◦) respectively; Ws = 99, z= 0.31, p= 0.76).
A Wilcoxon rank sum test was performed to determine
whether, for participants with musical training there, is
a significant difference between those with and with-
out audio editing experience; there was found to be no
significant difference (medians of 0.71 (9.0◦) and 0.65
(10.8◦) respectively; Ws = 68, p = 0.50). For all signif-
icant main groups, Spearman’s correlation coefficient
was computed for the subgroups to assess the relation-
ship between the length of training and the value alpha.
The parameters show no significant correlation for any
subgroup.
3.4 Analysis by localization accuracy
Spearman’s correlation coefficient was computed to
assess the relationship between localization accuracy
and perceived spatial coherence by comparing mean
and maximum localization error with α . There was
a weak negative correlation for each pair (rmean =
−0.25, pmean = 0.24, rmax =−0.28, pmax = 0.23), but
it was not significant. A Wilcoxon rank sum test was
also conducted to evaluate whether any of the partici-
pant demographics had an influence on the localization
ability. Neither localization score nor localization dif-
fered significantly between any of the groups.
3.5 Participant grouping
As a result of the above analysis, participants were
grouped only by the overall “musical training” variable.
The parameters of the psychometric function were re-
estimated for the groups with and without musical train-
ing, and are displayed in Table 4 and in Figs. 4b and
4c. Audio-visual spatial coherence was now achieved
at α = 0.68 for musically trained and α = 0.39 for mu-
sically untrained listeners, corresponding to an offset
of at 9.9◦ and 18.8◦ respectively at the PSE.
4 Discussion and literature comparison
In the reported test, audio-visual spatial coherence was
achieved at an offset of 10.5◦ on average, and at 9.9◦ for
musically trained and 18.8◦ for musically untrained lis-
teners respectively. These results overlap with previous
results of studies on ventriloquism and are consistent
with the clustering suggested in Section 1.1 for speech
stimuli and trained versus untrained participants. Sim-
ilar to Komiyama [8], the difference between trained
and untrained listeners was a doubling of accepted an-
gular offset. Results from André [6] with a reported
PSE of 18.3◦ fall into the category of untrained listen-
ers.
In the results reported above, there was a (non-
significant) weak negative correlation between the au-
ditory localization ability of participants and their ac-
cepted angular offset. The correlation in both cases is
in the expected direction when compared to models for
bimodal localization by Godfroy-Cooper [22] and Alais
and Burr [23]. They suggest that the strength of ventril-
oquism is dependent on the accuracy of each modality
so that a greater precision in localization (smaller val-
ues for mean and maximum error) should correlate
with greater values for α . The effect does not reach a
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significant level which may be due to the quantization
as mentioned in Section 3.1.
Ventriloquism is influenced to a great degree by com-
mon attributes between audio and visual signals, such
as time synchrony [3], making participants combine
percepts. When there is a spatial offset, trained par-
ticipants seem to be able to separate such common
attributes more easily then untrained participants; this
could be attributed to a higher awareness of the separate
percepts.
Previous results (see Table 1) suggest that this aware-
ness is not necessary when stimuli do not share com-
mon attributes such as comodulation, ecological valid-
ity, and/or a learned identity. No studies using artificial
stimuli have reported an offset-angle greater than 8◦.
This conclusion may also be drawn when comparing
the current results to those by Sporer et al. [24], who
evaluated minimum audible differences between mov-
ing sources with and without audio-visual offset. In
contrast to the current study, an ABX staircase method
was used to find the detection threshold of either pink
noise or meaningless speech in combination with a
10 cm diameter white dot. Possibly due to the ABX
design, allowing for direct comparison of stimuli, the
results are below those of previous studies with similar
stimuli (see Table 1) with a mean of 3.1◦±1.1◦. This
detection threshold is close to the minimum audible an-
gle for horizontally misplaced sound sources [25] and
below the localization accuracy in the frontal position
according to Godfroy-Cooper et al. [22].
A method that would also be of interest for and appli-
cable to the test conducted in this paper is the 3AFC
method used by Werner et al. [26], in which participants
were asked whether they perceived an audio stimulus
below, above, or at the same position as a synchronous
visual signal. Audio stimuli consisted of saxophone
and noise bursts and visual signals consisted of white
LED signals; the audio signals were reproduced using
headphones with rendered head-related transfer func-
tions (HRTFs). The results suggested that an azimuthal
offset of 10◦ for signals on the median plane and of
18◦ at 30◦ elevation are acceptable for listeners when
stimuli do not share any common attributes. As well as
the different technical setup and stimuli to those used in
this paper, no parameters for the psychometric function
were presented by Werner et al. [26], making it hard to
compare in detail, for example, the deviation.
From the above discussion and the trend across
tone/noise stimuli for untrained listeners seen in Ta-
ble 1, it is likely that two different thresholds exist:
one is the detectability of differences between stimuli
with accompanying picture with no great fusion, and
the other is the threshold at which fusion of one object
breaks.
The experiments reported in this paper showed that peo-
ple with only musical training and no further experience
in audio or video are more sensitive than people with
no musical training. The confirmed difference between
the two groups of participants can be incorporated in
the design of equipment targeting different user groups.
The current results show that in standard reproduction
setups with maximum angles between front loudspeak-
ers of 30◦, no panning of dialogue is really necessary
for listeners without musical training as the accepted
offset is above 15◦ as indicated with the dashed lines
in Fig. 4c. This conclusion was reached by Komiyama
regarding new HD TV standards in combination with
5-channel audio, though he only differentiated between
trained and untrained listeners. Hendrickx et al. [27]
showed a similar effect in a preference rating of film ex-
cerpts. When the offset of a sound on screen exceeded
12◦ the preference was rated lower on a preference
when compared to the same clip with panned signals.
This effect was not significant when stimuli offsets
were below 12◦.
5 Summary
To validate the evaluation of the perception of az-
imuthal spatial coherence using simple forced choice
tests, and subsequently model the psychometric func-
tion for spatial coherence, tests were conducted in a
basic audio-visual setup. A yes/no AFC test was con-
ducted and the psychometric function was calculated
from the results. Furthermore, data concerning the
degree of audio-visual training and localization skills
of each participant were gathered, and their effect on
the strength of ventriloquism was evaluated. “Musi-
cal training” was found to be the main factor for more
sensitive judgment; localization accuracy did not signif-
icantly influence the accepted maximum angular offset.
Audio-visual spatial coherence was achieved at 10◦
for musically trained and 19◦ for musically untrained
listeners respectively. Following on from these exper-
iments, the methodology employed here will be used
AES 142nd Convention, Berlin, Germany, 2017 May 20–23
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(b) 13 Participants with musical training
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(c) 7 Participants without musical training
Fig. 4: Results from the analysis of the psychometric function pooled across side for all participants, for musically
trained and for musically untrained participants. Dashed lines indicate the percentage yes for perceived
coherence at 15◦ offset and dash-dotted lines indicate the PSE.
to further investigate the perception of spatial coher-
ence in the vertical domain and for different program
material.
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