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A necessary condition for the existence of a Hamiltonian cycle in split graphs 
is proved. 
Split graphs were introduced in [3] where it was shown that these graphs 
have a simple characterization by means of forbidden subgraphs. Let I and 
K be two sets. P,(I, K) denotes the set of all sets of cardinality 2 with one 
element from I and the other element from K. A graph G = (V; E) is a 
split graph, if the vertex set V is the union of two disjoint, finite and nonempty 
sets I and K and the edge set E partitions in sets E1 , Ez with El = P,(K, K) and 
E, _C P&I, K). Split graphs are strongly related to bipartite graphs (i.e., 
graphs with El = 0). 
If 1 Z 1 = 1 K 1 then the split graph (I, K; El , Es) has a Hamiltonian cycle 
if and only if the bipartite graph (Z, K; 0, E,) has one. Since no Hamiltonian 
cycle exists if 1 K 1 < 1 I I, we can concentrate here on the remaining case 
We shall derive below a necessary condition for the existence of a Hamilton- 
ian cycle in this case. 
Let S C I and let N(S) = {y E K I 3x E S:{x, y} E Es} be the set of neighbors 
of s. 
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LEMMA. Let G be a split graph with 1 K 1 > 1 Z 1. Zf there exists a set 
S C Z with 1 S 1 > 1 N(S)/, then there is no Hamiltonian cycle in G. 
Proof. Let us assume there is a Hamiltonian cycle in G. Then it must use 
two vertices of N(S) for each x E S. But then the bipartite subgraph, induced 
by the vertices of S and of N(S), contains a proper subcycle. This is a contra- 
diction. Q.E.D. 
Now let I’ 2 Z, K’ C K and let G’ = (I’, K’; &) be the induced bipartite 
subgraph. EL contains therefore those edges of Ez which are incident with 
vertices of Z’ and K’. A component of G’ is a connected component with 
respect to edges of Z$ . We call a component G0 = (Z*, KO; E,Q) deficient, if 
) I“ 1 > 1 Kp I. The de$ciency kp of a component GP is then defined by 
kp: = 1 Zp 1 - 1 K” 1, if IZ”I > IKpI, 
= 0, otherwise. 
The deficiency of the bipartite graph G’ with r components is the sum of the 
deficiencies of its components 
k(G):= i kp. 
D=l 
Further a component is called critical, if ) I* 1 = ] Kp I holds. Now we get the 
following theorem: 
THEOREM. Let G be a split graph with I Z I < I K I. Let S be an arbitrary 
subset of Z, let T be an arbitrary subset of N(S), and let h be the number of 
critical components of the induced bipartite graph G’ : = (S, N(S)\T, Ei). 
Further let k(G’) be the deficiency of G’. If G is Hamiltonian and (h, k) # 
(0, 0), then 
1 + max(1, h) 
k+[ 2 ]<lTt (1) 
(Here [a] denotes the greatest integer less than or equal to a.) 
Proof. Case h = 0: After deletion of the components which are neither 
critical nor deficient, we get from the definitions ) S 1 = I N(S)\T 1 + k = 
IN(S)~+k-~T~.Ifk-~T~~O,weget~S~~)N(S)Iandthelemma 
shows that there is no Hamiltonian cycle. This proves the theorem for h = 0. 
Case h > 0: We assume there is a Hamiltonian cycle in G. Let Ti (i = 
0, 1, 2) be the subset of T consisting of those vertices which are linked by i 
edges of the considered Hamiltonian cycle to critical components. Then 
h < 1 T, I + 2 I T, I. For the r deficient components we get 
2k = i 20 Ip I - I Kp I> < 2 I To I + I Tl I 
p=l 
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and therefore 
Since the right-hand side is always even, this implies (1). Q.E.D. 
The existence of two edge disjoint matchings of I into K, which saturate 
the vertices of I is obviously necessary for the Hamiltonicity of split graphs 
(and it would be sufficient if it could assure the absence of subcycles). 
Lebensold [4] gave the following necessary and sufficient condition for the 
existence of two edge disjoint matchings 
C mW2, I W n W d)ll 2 2 I S I for all S C Z, (2) 
eN(S) 
where 6(S) denotes the set of edges incident with S. 
Lebensold’s condition is implied by (1). Indeed, for any S define T: = 
{ y E I?(S) 1 1 6(S) n 6(( y))l > 2) and S* : = (x E S I 1 N(x)\ T t < l}. 
Then one obtains 
C .- .- 1 minC& I a(S) n a({ YHII = 2 I T I + I WS)\T I 
I/EN(S) 
and I S* I = h + k. Therefore c < 2 1 S I implies 2 1 S 1 > 2 1 T I + 2 I S 1 - 
2(h + k) + h, a violation of (1). Q.E.D. 
The necessary condition (1) is not sufficient, as can be seen from the follow- 
ing example due to Payan and Xuong [6]: 
I = (1, 2, 3, 4, 51, 
K = (a, b, c, d e, .f>, 
and 
It would be interesting to know if condition (1) can be sharpened to a 
necessary and sufficient one. 
For threshold graphs (cf. [2]), which are a special case of the considered 
split graphs, a necessary and sufficient condition of Hamiltonicity was at 
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first given by Minty [5]. He showed that a threshold graph is Hamiltonian if 
and only if the vertices of its maximum independent set I can be indexed 
in such a way that the degree of vertex i is at least equal i + 1, for every 
i = l,.. ,j, where j= 111 - 1 (if 111 = IKI) and j= 111 otherwise 
Further it should be noted that (1) is also related to Chsivtal’s comb inequali- 
ties [l]. 
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