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Abstract
A Bethe tree Bd,k is a rooted unweighted of k levels in which the root vertex has degree equal to d, the
vertices at level j (2  j  k − 1) have degree equal to (d + 1) and the vertices at level k are the pendant
vertices. In this paper, we first derive an explicit formula for the eigenvalues of the adjacency matrix of
Bd,k . Moreover, we give the corresponding multiplicities. Next, we derive an explicit formula for the simple
nonzero eigenvalues, among them the largest eigenvalue, of the Laplacian matrix of Bd,k . Finally, we obtain
upper bounds on the largest eigenvalue of the adjacency matrix and of the Laplacian matrix of any treeT.
These upper bounds are given in terms of the largest vertex degree and the radius ofT, and they are attained
if and only ifT is a Bethe tree.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let G be a simple undirected graph on n vertices. The Laplacian matrix of G is the n × n
matrix L(G) = D(G) − A(G), where A(G) is the adjacency and D(G) is the diagonal matrix of
vertex degrees. Both A(G) and L(G) are real symmetric matrices. Moreover, L(G) is a positive
semidefinite matrix and (0, e) is an eigenpair of L(G), where e is the all ones vector.
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Let μ1(G) and λ1(G) be the largest eigenvalue of L(G) and A(G), respectively. It is known
that ifH is a subgraph of G then μ1(H)  μ1(G) and λ1(H)  λ1(G).
We recall some basic definitions. The distance d(u, v) of two vertices u and v of a graph G is
the length of the shortest path from u to v. The eccentricity e(u) of a vertex u is the largest distance
from u to any other vertex of the graph. The radius of the graphG, rad(G), is the minimum value
of e(u) for any vertex u. A vertex is a central point if its eccentricity equals the radius graph.
A tree is a connected acyclic graph. In a tree, any vertex can be chosen as the root vertex. The
level of a vertex on a tree is one more than its distance from the root vertex.
A Bethe tree Bd,k is a rooted unweighted of k levels in which the root vertex has degree equal
to d, the vertices at level j (2  j  k − 1) have degree equal to (d + 1) and the vertices at level
k are the pendant vertices. We have generalized the notion of a Bethe tree as follows: we say that a
rooted unweighted tree is a generalized Bethe tree if vertices at the same level have equal degree.
LetBk be a generalized Bethe tree of k levels. We agree that the root vertex is at level 1 and, for
j = 1, 2, 3, . . . , k, the numbers dk−j+1 and nk−j+1 are the degree of the vertices and the number
of them at level j . Observe that dk is the degree of the root vertex, nk = 1, n1 is the number of
vertices at level k (the number of pendant vertices) and d1 = 1.
Let
d = (1, d2, d3, . . . , dk)
and
 = {j : 1  j  k − 1, nj > nj+1}.
Let σ(A) be the set of eigenvalues of a matrix A and let ρ(A) be its spectral radius.
In [3], we characterize completely the eigenvalues of the Laplacian matrix and of the adjacency
matrix of Bk . They are the eigenvalues of leading principal submatrices of two nonnegative
symmetric tridiagonal matrices of order k × k. More precisely.
Theorem 1 [3, Theorem 4]. If Lj (d) is the j × j leading principal submatrix of the k × k
symmetric tridiagonal matrix
Lk(d) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
√
d2 − 1√
d2 − 1 d2 √d3 − 1
√
d3 − 1 d3 . . .
.
.
.
.
.
.
√
dk−1 − 1√
dk−1 − 1 dk−1 √dk√
dk dk
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
and if Aj(d) is the j × j leading principal submatrix of the k × k symmetric tridiagonal matrix
Ak(d) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
√
d2 − 1
√
d2 − 1 . . . √d3 − 1
√
d3 − 1 . . . . . .
.
.
.
.
.
.
√
dk−1 − 1
√
dk−1 − 1 . . . √dk√
dk 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
then
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(a) σ (L(Bk)) = (∪j∈σ(Lj (d))) ∪ σ(Lk(d)).
(b) The multiplicity of each eigenvalue of the matrix Lj (d), as an eigenvalue of L(Bk), is
nj − nj+1 for j ∈ , and the eigenvalues of Lk(d), as eigenvalues of L(Bk), are simple.
(c) σ (A(Bk)) = (∪j∈σ(Aj (d))) ∪ σ(Ak(d)).
(d) The multiplicity of each eigenvalue of the matrix Aj(d), as an eigenvalue of A(Bk), is
nj − nj+1 for j ∈ , and the eigenvalues of Ak(d), as eigenvalues of A(Bk), are simple.
From Theorem 1 and the strict interlacing property for the eigenvalues of symmetric tridiagonal
matrices with nonzero codiagonal entries [1], we have the following corollary.
Corollary 2. The largest eigenvalue of Lk(d) is the largest eigenvalue of L(Bk) and the largest
eigenvalue of Ak(d) is the largest eigenvalue of A(Bk).
We recall one of the main results of the Perron–Frobenius Theory for nonnegative matrices.
Theorem 3 [6, Theorem 2.1]. If A is an irreducible nonnegative matrix then A has an eigenvalue
equal to its spectral radius ρ(A) and ρ(A) increases when any entry of A increases.
Since any matrix with nonzero codiagonal entries is an irreducible matrix, the largest eigenvalue
of a symmetric nonnegative matrix with nonzero codiagonal entries is the spectral radius of the
matrix. From this fact and Corollary 2, we have ρ(Lk(d)) = μ1(Bk) and ρ(Ak(d)) = λ1(Bk).
Clearly each Bethe tree is a generalized Bethe tree. Therefore, we may apply Theorem 1 to
characterize the eigenvalues of L(Bd,k) and A(Bd,k). For the tree Bd,k , we have
d1 = 1, d2 = d3 = · · · = dk−1 = d + 1, dk = d
and
 = {1, 2, . . . , k − 1}.
Therefore
Theorem 4. If Lj is the j × j leading principal submatrix of the k × k symmetric tridiagonal
matrix
Lk =
⎡
⎢⎢⎢⎢⎢⎢⎣
1
√
d
√
d d + 1 . . .
.
.
.
.
.
.
√
d√
d d + 1 √d√
d d
⎤
⎥⎥⎥⎥⎥⎥⎦
and if Aj is the j × j leading principal submatrix of the k × k symmetric tridiagonal matrix
Ak =
⎡
⎢⎢⎢⎢⎢⎢⎣
0
√
d
√
d 0
.
.
.
.
.
.
.
.
.
√
d√
d 0
√
d√
d 0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
then
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(a) σ (L(Bd,k)) = ∪kj=1σ(Lj ).
(b) The multiplicity of each eigenvalue of the matrix Lj , as an eigenvalue of L(Bd,k), is
dk−j−1(d − 1) for j = 1, 2, . . . ., k − 1, and the eigenvalues of Lk, as eigenvalues of L(Bd,k),
are simple.
(c) σ (A(Bd,k)) = ∪kj=1σ(Aj ).
(d) The multiplicity of each eigenvalue of the matrix Aj , as an eigenvalue of A(Bd,k), is
dk−j−1(d − 1) for j = 1, 2, . . . , k − 1, and the eigenvalues of Ak, as eigenvalues of A(Bd,k) are
simple.
Corollary 5. The largest eigenvalue of Lk is the largest eigenvalue of L(Bd,k) and the largest
eigenvalue of Ak is the largest eigenvalue of A(Bd,k).
In this paper, we derive an explicit formula for the eigenvalues of A(Bd,k). Moreover, we
give the corresponding multiplicities. We also derive an explicit formula for the simple nonzero
eigenvalues, among them the largest eigenvalue, of L(Bd,k). Finally, we obtain upper bounds on
the largest eigenvalue of the adjacency matrix and of the Laplacian matrix of any treeT. These
upper bounds are given in terms of the largest vertex degree  and the radius of the treeT. These
bounds are attained if and only ifT is the Bethe tree B−1,rad(T)+1.
2. An explicit formula for eigenvalues of Bethe trees
In this section, we wish to find an explicit formula for eigenvalues of A(Bd,k) and L(Bd,k).
To this purpose the following result concerning the eigenvalues of a special class of tridiagonal
matrices will be very useful.
Lemma 6 [2, p. 116]. The eigenvalues of the m × m symmetric tridiagonal matrix
Bm =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
a b
b a b
b a
.
.
.
.
.
.
.
.
. b
b a b
b a
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
, b > 0
are
a + 2b cos πi
m + 1 (1  i  m).
Hence the largest eigenvalue of Bm is
ρ(Bm) = a + 2b cos π
m + 1 .
We are ready to find a formula for the eigenvalues of A(Bd,k).
Theorem 7. For j = 1, 2, . . . , k and for l = 1, 2, . . . , j, the eigenvalues of A(Bd,k) are
2
√
d cos
πl
j + 1 (1)
with multiplicity equal to dk−j−1(d − 1). In particular, the largest eigenvalue of A(Bd,k) is
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λ1(Bd,k) = 2
√
d cos
π
k + 1 . (2)
Proof. Let 1  j  k be fixed. From Lemma 6, with a = 0 and b = √d, we obtain that the
eigenvalues of Aj are
2
√
d cos
πl
j + 1 (1  l  j).
From Theorem 4, part (c), we have σ(A(Bd,k)) = ∪kj=1σ(Aj ). Then, the eigenvalues of A(Bd,k)
are given by (1). From Theorem 4, part (d), it follows that the multiplicity of the eigenvalues of
Aj is dk−j−1(d − 1). Clearly the largest eigenvalue of Ak is obtained for j = 1. From Corollary
5, the largest eigenvalue of Ak is the largest eigenvalue of A(Bd,k). Thus (2) is proved. 
Example 1. An important Bethe tree is the complete binary tree B2,k . From Theorem 7, for
j = 1, 2, . . . , k and l = 1, 2, . . . , j , the eigenvalues of the adjacency matrix of B2,k are
2
√
2 cos
πl
j + 1
with multiplicity 2k−j−1. The largest eigenvalue of A(B2,k) is
λ1(B2,k) = 2
√
2 cos
π
k + 1 .
In order to find a formula for some eigenvalues of L(Bd,k), we consider the m × m matrix
Dm =
⎡
⎢⎢⎢⎢⎢⎢⎣
1
√
d√
d d + 1 √d
√
d
.
.
.
.
.
.
.
.
. d + 1 √d√
d d
⎤
⎥⎥⎥⎥⎥⎥⎦
,
where d is a positive real number (no necessarily a positive integer as above).
Lemma 8. Dm is a singular matrix and its nonzero eigenvalues are
d + 1 + 2√d cos πj
m
(1  j  m − 1). (3)
Proof. Since Dm is a real symmetric tridiagonal with nonzero codiagonal entries, its eigenvalues
are simple. This matrix has the following LLT-decomposition
Dm = LLT,
where L is the lower bidiagonal matrix
L =
⎡
⎢⎢⎢⎢⎢⎣
1√
d 1
.
.
.
.
.
.√
d 1√
d 0
⎤
⎥⎥⎥⎥⎥⎦
.
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Therefore xTDmx=xTLLTx=(LTx)TLTx=‖LTx‖220 for all x and detDm =(detL)(det LT)=
0. Hence Dm is a positive semidefinite matrix and 0 is an eigenvalue of Dm. Computing the product
LTL, we obtain
LTL = D˜m =
⎡
⎢⎢⎢⎢⎢⎢⎣
d + 1 √d 0
√
d d + 1 . . .
.
.
.
.
.
.
√
d√
d d + 1 0
0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
. (4)
We recall the fact that if A and B are complex matrices then AB and BA have the same nonzero
eigenvalues [7], to conclude that Dm = LLT and D˜m = LTL have the same nonzero eigenvalues.
From (4), the nonzero eigenvalues of D˜m are the eigenvalues of the matrix Cm−1, of order (m −
1) × (m − 1),
Cm−1 =
⎡
⎢⎢⎢⎢⎣
d + 1 √d
√
d d + 1 . . .
.
.
.
.
.
.
√
d√
d d + 1
⎤
⎥⎥⎥⎥⎦ .
From Lemma 6, with a = d + 1 and b = √d , we obtain that the eigenvalues of Cm−1 are
d + 1 + 2√d cos πj
m
(1  j  m − 1).
Thus, (3) is proved. 
The next theorem gives an explicit formula for the simple nonzero eigenvalues of L(Bd,k).
Theorem 9. The numbers
d + 1 + 2√d cos πj
k
(1  j  k − 1) (5)
are the simple nonzero eigenvalues of L(Bd,k). In particular, the largest Laplacian eigenvalue of
Bd,k is
μ1(Bd,k) = d + 1 + 2
√
d cos
π
k
. (6)
Proof. From Theorem 4, part (a) and part (b), the nonzero eigenvalues of Lk are the simple
nonzero eigenvalues of L(Bd,k). We recall that
Lk =
⎡
⎢⎢⎢⎢⎢⎢⎣
1
√
d
√
d d + 1 . . .
.
.
.
.
.
.
√
d√
d d + 1 √d√
d d
⎤
⎥⎥⎥⎥⎥⎥⎦
of order k × k. From Lemma 8, it follows that the nonzero eigenvalues of Lk are given by (5).
Clearly the largest eigenvalue of Lk , is obtained for j = 1. Finally, we apply Corollary 5 to
conclude that the largest eigenvalue of L(Bd,k) is given by (6). 
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Example 2. From Theorem 9, the simple nonzero eigenvalues of L(B2,k) are
3 + 2√2 cos πj
k
(1  j  k − 1)
and the largest eigenvalue of L(B2,k) is
3 + 2√2 cos π
k
.
3. Upper bounds on λ1(T) and μ1(T) in terms of  and rad(T)
In [5, Theorem 1, p. 36], Stevanovic´ gives upper bounds on the largest eigenvalue of the
adjacency matrix and of the Laplacian matrix of trees, in terms of the largest vertex degree. He
proves that ifT is a tree with largest vertex degree  then
λ1(T) < 2
√
− 1
and
μ1(T) < + 2
√
− 1.
Clearly for the Bethe tree B−1,k , the largest vertex degree is  and k = rad(B−1,k) + 1. In (2)
and (6), we have obtained
λ1(B−1,k) = 2
√
− 1 cos π
k + 1
and
μ1(B−1,k) = + 2
√
− 1 cos π
k
.
Then
λ1(B−1,k) = 2
√
− 1 cos π
rad(B−1,k) + 2
and
μ1(B−1,k) = + 2
√
− 1 cos π
rad(B−1,k) + 1 .
Next our goal is to find upper bounds on λ1(T) and μ1(T) in terms of the largest vertex degree
and the radius of any given treeT.
LetT be a tree with largest vertex degree . If  = 2 thenT is a path, say of n vertices. Let
us denote byPn−1 the path of n vertices, that is, of length (n − 1). The eigenvalues of A(Pn−1)
and L(Pn−1) are very well known. They are
2 cos
πj
n + 1 (1  j  n)
for the matrix A(Pn−1), and
2 + 2 cos πj
n
(1  j  n)
for the matrix L(Pn−1).
Then, from now on, we consider  > 2.
We firstly study the case of a treeTwith a central point v such that d(v)  − 1. An example
of such a tree is given below.
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Example 3. LetT be the tree
v
For this tree  = 5, rad(T) = 3 = e(v). Thus v is a central point. Moreover, d(v) = 3 <
− 1 = 4.
Theorem 10. LetT be a tree with largest vertex degree  > 2. If there is a central point v ofT
such that d(v)  − 1, then
λ1(T)  2
√
− 1 cos π
rad(T) + 2 (7)
and
μ1(T)  + 2
√
− 1 cos π
rad(T) + 1 (8)
with equality in (7) and (8) if and only ifT is the Bethe tree B−1,rad(T)+1.
Proof. There is a vertex v ofT such that d(v)  − 1 and e(v) = rad(T). Let k = rad(T) + 1.
By adding new leaves toT until v has degree − 1 and all vertices at level j (2  j  k − 1),
including newly added ones, have degree , we obtain the Bethe tree B−1,k , with v as the root
vertex, such thatT is an induced subgraph of B−1,k . From the fact thatT is an induced subgraph
of B−1,k , together with (2) and (6), we obtain
λ1(T) λ1(B−1,k) = 2
√
− 1 cos π
k + 1
= 2√− 1 cos π
rad(B−1,k) + 2
= 2√− 1 cos π
rad(T) + 2
and
μ1(T) μ1(B−1,k) = + 2
√
− 1 cos π
k
= + 2√− 1 cos π
rad(B−1,k) + 1
= + 2√− 1 cos π
rad(T) + 1 .
Clearly, if T is the Bethe tree B−1,rad(T)+1, the equality occurs in (7) and (8). Conversely,
suppose that
λ1(T) = 2
√
− 1 cos π
rad(T) + 2
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and
μ1(T) = + 2
√
− 1 cos π
rad(T+ 1 .
Then
λ1(T) = λ1(B−1,k)
and
μ1(T) = μ1(B−1,k),
where B−1,k is obtained as above. Since λ1(T) and μ1(T) strictly increase when a leaf is added
toT, we conclude thatT has to be the Bethe tree B−1,k . 
We study now the case of a treeT in which every central point has a degree equal to . Below
there is an example of a tree.
Example 4
v
u
For this tree, u and v are the central points both with the maximum vertex degree  = 5.
In order to study the above mentioned case, we will use some results from [4]. In [4], we
characterize completely the eigenvalues of A(B(2)k ) and L(B
(2)
k ) of a graph B
(2)
k obtained from
the union of two copies of the generalized Bethe tree Bk and the edge connecting the roots. If
Bk is the Bethe tree Bd,k , we denoteB(2)k by B
(2)
d,k . In order to illustrate this notation, we give the
following example.
Example 5. The tree B(2)2,4 is
v u
In particular, from Theorem 6 in [4], we have the following lemma.
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Lemma 11. The largest eigenvalue of A(B(2)d,k) is the largest eigenvalue of the k × k symmetric
tridiagonal matrix
Rk(d) =
⎡
⎢⎢⎢⎢⎢⎢⎣
0
√
d√
d 0
√
d
√
d
.
.
.
.
.
.
.
.
. 0
√
d√
d 1
⎤
⎥⎥⎥⎥⎥⎥⎦
.
We also need the following lemma.
Lemma 12 [2]. The largest eigenvalue of the m × m symmetric tridiagonal matrix
Tm(b) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 b
b 0 b
b
.
.
.
.
.
.
.
.
. b
b 0 b
b b
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
, b > 0
is
ρ(Tm(b)) = 2b cos π2m + 1 . (9)
Theorem 13. LetT be a tree with largest vertex degree  > 2. If each central point ofT has a
degree equal to , then
μ1(T) < + 2
√
− 1 cos π
2rad(T) + 1 (10)
and
λ1(T) < 2
√
− 1 cos π
2rad(T) + 3 . (11)
Proof. Let v be a central point ofT. Then d(v) =  and e(v) = rad(T). Let k = rad(T) + 1.
We first prove (10). By adding new leaves to T until all vertices at level j (2  j  k − 1),
including newly added ones, have degree , we obtain a generalized Bethe tree Bk of k levels,
with v as the root vertex, such thatT is an induced subgraph ofBk . The vertex degree sequence
for Bk , from the pendant vertices to the root vertex v, is
d = (1,,, . . . ,).
From Corollary 2, the largest eigenvalue of L(Bk) is the largest eigenvalue of the k × k matrix
Ek =
⎡
⎢⎢⎢⎢⎢⎢⎣
1
√
− 1
√
− 1  . . .
.
.
.
.
.
.
√
− 1√
− 1  √√
 
⎤
⎥⎥⎥⎥⎥⎥⎦
.
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This matrix has the LLT-decomposition
Ek = LLT,
where L is lower bidiagonal matrix
L =
⎡
⎢⎢⎢⎢⎢⎣
1√
− 1 1
.
.
.
.
.
.√
− 1 1√
 0
⎤
⎥⎥⎥⎥⎥⎦
.
Computing the product LTL we obtain
E˜k =
⎡
⎢⎢⎢⎢⎢⎢⎣

√
− 1 0
√
− 1  . . .
.
.
.
.
.
.
√
− 1√
− 1 + 1 0
0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
.
We know that E˜k = LTL and Ek = LLT have the same nonzero eigenvalues. Since the eigenval-
ues of Ek are eigenvalues of L(Bk), the eigenvalues of E˜k are eigenvalues of L(Bk). The nonzero
eigenvalues of E˜k are the eigenvalues of the matrix Fk−1, of order (k − 1) × (k − 1),
Fk−1 =
⎡
⎢⎢⎢⎢⎣

√
− 1
√
− 1 . . . . . .
.
.
. 
√
− 1√
− 1 + 1
⎤
⎥⎥⎥⎥⎦ .
In particular, the largest eigenvalue of Fk−1 is the largest eigenvalue of L(Bk). At this point, we
observe that  > 2 implies 1 <
√
− 1. We have
Fk−1 =
⎡
⎢⎢⎢⎣


.
.
.

⎤
⎥⎥⎥⎦+
⎡
⎢⎢⎢⎢⎣
0
√
− 1
√
− 1 . . . . . .
.
.
. 0
√
− 1√
− 1 1
⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎣


.
.
.

⎤
⎥⎥⎥⎦+
⎡
⎢⎢⎢⎢⎣
0
√
− 1
√
− 1 . . . . . .
.
.
. 0
√
− 1√
− 1 √− 1
⎤
⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎣


.
.
.

⎤
⎥⎥⎥⎦+ Tk−1(
√
− 1)
with strict inequality in position (k − 1, k − 1). Then, from Theorem 3,
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ρ(Fk−1) < + ρ(Tk−1(
√
− 1)).
We use (9) to get
ρ(Ek) = ρ(Fk−1) < + 2
√
− 1 cos π
2k − 1 .
Therefore
μ1(T)μ1(L(Bk)) = ρ(Fk−1)
<+ 2√− 1 cos π
2k − 1 = + 2
√
− 1 cos π
2rad(T) + 1 .
Thus (10) is proved.
We now prove (11). As above, let v be a central point ofT. Let u be vertex in a pathPe(v) such
that d(u, v) = 1. By adding new leaves toT, we construct two copies of the Bethe tree B−1,k ,
one copy with root vertex v and the other with root vertex u. Then the tree B(2)−1,k , obtained from
the union of these two copies of B−1,k and the edge connecting v and u, is such that T is an
induced subgraph of B(2)−1,k . Then λ1(T)  λ1(B
(2)
−1,k). From Lemma 11, the largest eigenvalue
of A(B(2)−1,k) is the largest eigenvalue of the k × k matrix
Gk =
⎡
⎢⎢⎢⎢⎢⎢⎣
0
√
− 1
√
− 1 0 . . .
.
.
.
.
.
.
√
− 1√
− 1 0 √− 1√
− 1 1
⎤
⎥⎥⎥⎥⎥⎥⎦
.
We have
Gk 
⎡
⎢⎢⎢⎢⎣
0
√
− 1
√
− 1 . . . . . .
.
.
. 0
√
− 1√
− 1 √− 1
⎤
⎥⎥⎥⎥⎦ = Tk(
√
− 1)
with strict inequality in position (k, k). Then, from Theorem 3, ρ(Gk) < ρ(Tk(
√
− 1)). Finally,
we use (9), to obtain
λ1(T)λ1(B−1,k) = ρ(Gk)
<ρ(Tk(
√
− 1)) = 2√− 1 cos π
2k + 1
=2√− 1 cos π
2rad(T) + 3 .
This completes the proof. 
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