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Abstract. The zero-temperature dynamics of simple models such as Ising ferro-
magnets provides, as an alternative to the mean-field situation, interesting examples
of dynamical systems with many attractors (absorbing configurations, blocked confi-
gurations, zero-temperature metastable states). After a brief review of metastability in
the mean-field ferromagnet and of the droplet picture, we focus our attention onto zero-
temperature single-spin-flip dynamics of ferromagnetic Ising models. The situations
leading to metastability are characterized. The statistics and the spatial structure of
the attractors thus obtained are investigated, and put in perspective with uniform
a priori ensembles. We review the vast amount of exact results available in one
dimension, and present original results on the square and honeycomb lattices.
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1. Introduction
The non-equilibrium dynamics observed in a variety of systems, ranging from glasses
to granular media, with its characteristic features of glassiness and aging [1, 2], is often
thought of as the motion of a particle in a complex energy landscape, with many valleys
and barriers [3]. This picture fully applies in the mean-field situation, where barriers
are infinitely high and valleys appear as metastable states [4, 5]. For finite-dimensional
systems with short-range interactions, barrier heights and lifetimes are always finite at
finite temperature, so that metastability becomes a matter of time scales [6, 7].
The main goal of the present paper is to emphasize that the zero-temperature
dynamics of simple models such as Ising ferromagnets provides, as an alternative to the
mean-field situation, interesting examples of dynamical systems with many attractors
(absorbing configurations, blocked configurations, zero-temperature metastable states).
For completeness, we first give a brief review of the phenomenon of metastability
in the mean-field ferromagnet (Section 2), and of the droplet picture implying that
barrier heights become finite for short-range interactions (Section 3). We then turn
to an overview of the configurational entropy in disordered and complex systems,
and of the so-called Edwards hypothesis (Section 4). The rest of this paper is
devoted to zero-temperature single-spin-flip dynamics of ferromagnetic Ising models. We
characterize the dynamics which lead to zero-temperature metastability, and investigate
the structure of the attractors thus obtained. After a general presentation (Section 5),
we review the extensive amount of exact results available in one dimension ([8, 9], and
especially [10]) (Section 6), and present original results on the square and honeycomb
lattices (Section 7). We end up with a brief discussion (Section 8).
2. Metastability in the mean-field ferromagnet
The concepts of metastability and of spinodal line date back to the early days of
Thermodynamics, with the seminal work of Gibbs [11], in the context of phase separation
in simple systems such as fluids. In order to summarize these early developments, let
us use the more modern language of the Landau theory for a ferromagnet [12]. At
the mean-field level, i.e., neglecting any spatial dependence of the order parameter, a
ferromagnetic system of Ising type is described by the Landau free energy density
F (M) = A(T − Tc)M
2
2
+B
M4
4
−HM, (2.1)
where T is the temperature, Tc the Curie temperature, A and B are positive phenome-
nological parameters, and H is the applied magnetic field. The magnetization M(T,H)
is such that F (M) is stationary. It is therefore given by the equation of state
∂F
∂M
= A(T − Tc)M +BM3 −H = 0. (2.2)
The corresponding magnetic susceptibility χ is such that
1
χ
=
∂2F
∂M2
= A(T − Tc) + 3BM2. (2.3)
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At fixed temperature T < Tc, the solutions to (2.2) are of the following three types:
(I) stable: absolute (global) minimum of the free energy, for |M | > M0(T ),
(II) metastable: relative (local) minimum of the free energy, forMsp(T ) < |M | < M0(T ),
(III) unstable: maximum of the free energy, for |M | < Msp(T ).
Figure 1. The three types of solutions to the equation of state (2.2). Upper
panel: Plot of the magnetization M(H,T ) against the magnetic field H, for
a fixed temperature T < Tc. Thin full line: stable solution (I). Thick full
line: metastable solution (II). Thick dotted line: unstable solution (III). Lower
panel: Phase diagram in the M–T plane. Phases I to III correspond to the
three types of solutions. Full line: spontaneous magnetizations M = ±M0(T ).
Dashed line: spinodal magnetizations M = ±Msp(T ).
Figure 1 illustrates this discussion. When the magnetic field H is positive, the
stable solution M(H, T ) describes the magnetization of the + phase. If H decreases to
zero, the magnetization takes its spontaneous value M(0, T ) = M0(T ). Coexistence is
reached: the + phase becomes degenerate with the − phase. If H decreases further to a
small negative value, the + phase still exists but becomes metastable. Its magnetization
M(H, T ) can be analytically continued all the way until the endpoint of the metastability
region, which is reached for ∂F/∂M = ∂2F/∂M2 = 0. The corresponding values of
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M and H are respectively called the spinodal magnetization Msp(T ) and the coercive
magnetic field Hco(T ). All physical quantities are singular at the spinodal endpoint.
The spontaneous magnetization, spinodal magnetization, and coercive field read
M0(T ) =M(0, T ) =
(
A(Tc − T )
B
)1/2
,
Msp(T ) =M(−Hco(T ), T ) =
(
A(Tc − T )
3B
)1/2
=
M0(T )√
3
, (2.4)
Hco(T ) =
(
4A3(Tc − T )3
27B
)1/2
=
2BM0(T )
3
3
√
3
.
The metastable solution is separated from the stable one by an extensive free
energy barrier, whose height Ω∆F grows proportionally to the volume Ω of the system.
The activation energy density ∆F is the difference in F (M,T ) between the metastable
solution (II) and the unstable one (III). It has a finite limit
∆F =
A2(Tc − T )2
4B
(2.5)
at coexistence, whereas it vanishes at the spinodal endpoint.
The continuation of the stable phase to the metastable one corresponds to an
analytical continuation in the mathematical sense. The magnetizationM(H, T ), defined
as the stable solution to (2.2) for H > 0, is indeed analytic at H = 0. The power-series
expansion
M(H, T ) =
∑
n≥0
an(T )H
n (2.6)
has a finite radius of convergence, equal to |Hco(T )|.
3. Finite-dimensional ferromagnet: Metastability vs. droplet picture
It has been realized in the 1960s that metastability is an artefact of the mean-field
approximation. For realistic Ising ferromagnetic systems with short-range interactions
in a finite-dimensional space, Fisher [13] and Langer [14] have shown that the
magnetization M(H, T ) of the + phase, or, equivalently, its free energy F (H, T ), is not
analytic at the coexistence point H = 0. Their argument relies on the droplet theory
initiated by Frenkel [15]. Consider, in a d–dimensional ferromagnetic model below its
Curie temperature, a spherical droplet with radius R of the − phase (M = −M0(T ))
inside an infinite + phase (M = +M0(T )). The corresponding excess free energy
f(R) = 2ωRdHM0(T ) + dωR
d−1σ0(T ) (3.1)
is the sum of a volume term, proportional to the volume ωRd of the droplet, to the
spontaneous magnetization M0(T ), and to the magnetic field H , and of a surface term,
proportional to the surface area dωRd−1 of the droplet and to the interfacial free energy
σ0(T ). Here ω = 2π
d/2/Γ(d/2) denotes the volume of the d–dimensional unit sphere. If
the magnetic field H is positive, the excess free energy is a positive and growing function
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of the radius R. If the magnetic field is negative, however, the excess free energy reaches
a maximum [15],
fc = f(Rc) = ωσ0(T )
d
(
d− 1
2|H|M0(T )
)d−1
, (3.2)
for a finite critical radius
Rc =
(d− 1)σ0(T )
2|H|M0(T ) . (3.3)
The existence of a critical droplet with a finite radius Rc, and hence of a finite
barrier height fc, has far-reaching consequences, both in statics and in dynamics. The
reduced barrier height fc/T of the critical droplet (in units where Boltzmann’s constant
is unity) plays a role similar to that of the reduced instanton action S/h¯ in Quantum
Mechanics [16].
• Statics. The free energy F (H) of the + phase is not analytic at H = 0. In other
words, the formal power-series expansion (2.6) is divergent: its radius of convergence
vanishes. It can indeed be shown that F (H) has a branch cut starting at H = 0,
with an exponentially small imaginary part for H < 0, of the form
Im F (H + i0) ∼ exp
(
−fc
T
)
. (3.4)
• Dynamics. If the magnetic field is instantaneously turned from a positive to a small
negative value, the ‘metastable’ + phase has a finite lifetime τ , whose order of
magnitude is the inverse nucleation rate of a critical droplet, given by an Arrhenius
law in terms of the above barrier height:
1
τ
∼ exp
(
−fc
T
)
. (3.5)
Near coexistence (|H| → 0), the estimates (3.4) and (3.5) have an exponentially
small essential singularity of the form
1
τ
∼ Im F (H + i0) ∼ exp

−ωσ0(T )d
T
(
d− 1
2|H|M0(T )
)d−1 . (3.6)
To sum up, for ferromagnets and similar systems, the metastability scenario stricto
sensu (analytic free energy at the coexistence point, infinite lifetime in the metastable
region, sharp spinodal line) is a peculiar feature of the mean-field and of the zero-
temperature situations. For systems with short-range interactions, at finite temperature
in finite dimension, the barrier height fc is finite all over the would-be metastable region.
The free energy has an essential singularity at the coexistence point, and the lifetime of
the metastable phase is finite, although it becomes exponentially large near coexistence.
The spinodal line therefore becomes a crossover between the fast decay of an unstable
phase (no barrier height) and the slow decay of an approximately metastable phase
(finite barrier height). This crossover phenomenon has been recently investigated by
means of a sophisticated numerical approach [17].
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4. Metastable states and complexity in disordered and complex systems
From the 1970s on, a variety of complex systems, such as structural glasses, spin glasses,
and granular materials, have been shown to possess many metastable states at low
enough temperature, or high enough density. The number N (N ;E) of metastable states
with given energy density E typically grows exponentially with the system size, as
N (N ;E) ∼ exp(N Sconf(E)). (4.1)
The quantity Sconf(E) is referred to as the configurational entropy, or complexity [18].
Most investigations of the complexity were motivated by dynamical considerations.
The dynamics of the above systems in their low-temperature or high-density regime often
turns out to be so slow that the system falls out of equilibrium [1], and exhibits aging
and other characteristic features of glassy dynamics [2]. It has been proposed long ago
to describe slow relaxational dynamics in terms of the motion of a particle in a complex
energy (or free energy) landscape [3], with many valleys separated by barriers. Several
approaches have been developed, in order to make this heuristic picture more precise,
and chiefly to identify these valleys. Metastable states have thus been rediscovered
under various names and with various definitions, in different contexts: valleys [5], pure
states [4, 19], inherent structures [20], quasi-states [21].
In the mean-field situation, all these metastable states are separated by extensive
barriers, so that they have an infinite lifetime, just as the unfavored phase in an
Ising ferromagnet. For finite-dimensional systems with short-range interactions, barrier
heights and lifetimes are always finite at finite temperature, so that metastability
becomes a matter of time scales. Furthermore, from a dynamical viewpoint, the various
concepts of metastability recalled above are not equivalent [6, 7].
Whenever metastable states live forever, i.e., either in the mean-field situation or
at zero temperature, a natural question concerns their dynamical weights. Consider
a system instantaneously quenched into its low-temperature or high-density regime,
from a randomly chosen initial configuration. Does the system sample all the possible
metastable states with given energy density with equal statistical weights, i.e., with a
uniform or flat measure, or, to the contrary, does any detailed feature, such as the shape
or size of the attraction basin of each metastable state, matter? This question is of
interest for any dynamical system having a large number of attractors.
A similar question has been addressed in many works on the tapping of granular
systems [8, 22, 23]. Under tapping, a granular material constantly jumps from a blocked
configuration to a nearby one. In this context, Edwards [24] proposed to describe
situations such as slow compaction dynamics, or the steady-state dynamics under gentle
tapping, by means of a flat ensemble average over the a priori ensemble of all the blocked
configurations of the grains with prescribed density.
Extending the range of application of this idea far beyond its original scope,
the so-called Edwards hypothesis commonly refers to the assumption that all the
metastable states with given energy density are equivalent. This hypothesis has two
consequences. First, the value of an observable can be obtained by a flat average over
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the a priori ensemble, or Edwards ensemble, of all those metastable states. Second,
the configurational temperature, or Edwards temperature, Tconf = (dSconf/dE)
−1, is
expected to share the usual thermodynamical properties of a temperature, and especially
to coincide with the effective temperature involved in the generalized fluctuation-
dissipation formula in the appropriate temporal regime [25]. The concept of ergodicity,
and the resulting thermodynamical construction, therefore hold, as in equilibrium
situations, up to the replacement of configurations by metastable states, and of
temperature by the configurational temperature Tconf .
The Edwards hypothesis has been shown to be valid for the slow relaxational
dynamics of some mean-field models [21], where metastable states are indeed explored
with a flat measure. This hypothesis has also been found to hold for finite-dimensional
systems, at least as a good numerical approximation, both in the steady-state of tapped
systems in the regime of weak tapping intensities [8, 22, 23], and in the regime of slow
relaxational dynamics of various models [26].
Besides the mean-field geometry, another physical situation where metastable states
are unambiguously defined is the zero-temperature limit, where no barrier can be crossed
at all. The metastable states are then defined as the blocked configurations under
the chosen dynamics. For instance, for an Ising model with single-spin-flip dynamics,
a metastable state is a configuration where each spin is aligned with its local field,
whenever the latter is non-zero. The rest of this paper is devoted to the statistical
analysis of the blocked configurations thus generated, before we come back to the so-
called Edwards hypothesis in Section 8.
5. Zero-temperature single-spin-flip dynamics of the Ising model:
Generalities
This section is devoted to an overview of zero-temperature dynamics of ferromagnetic
Ising models. In the two following sections, we review the extensive available results in
one dimension ([8, 9], and especially [10]), and present novel results in two dimensions.
The ferromagnetic Ising model is defined by the Hamiltonian
H = − ∑
(m,n)
σmσn, (5.1)
where the σn = ±1 are classical Ising spins sitting at the vertices of a regular lattice
with coordination number z, and the sum runs over all pairs (m,n) of nearest neighbors.
Consider single-spin-flip dynamics (i.e., Glauber dynamics, in a broad sense) in
continuous time. Each spin is flipped (σn → −σn) with a rate W (δH) per unit time.
This rate is assumed to only depend on the energy difference implied in the flip,
δH = 2hnσn, (5.2)
where
hn = − ∂H
∂σn
=
∑
m(n)
σm, (5.3)
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is the local field acting on spin n. The sum in the above definition runs over the z
nearest neighbors m of site n.
The condition of detailed balance at temperature T = 1/β with respect to the
Hamiltonian H reads
W (δH)
W (−δH) = exp(−βδH). (5.4)
The two most usual choices of flipping rates, or flipping probabilities in the case of
discrete updates,
Heat-bath: WHB(δH) = 1
1 + exp(2βδH) ,
Metropolis: WM(δH) = min(1, exp(−βδH)),
(5.5)
obey the detailed balance condition (5.4) at any temperature. It is, however, less well-
known that there is a vast family of dynamical rates, besides these two choices, which
obeys the condition (5.4). Indeed, the energy difference δH may assume z+1 equidistant
integer values:
δH = 2z, 2z − 4, . . . , −2z, (5.6)
so that there are a priori z + 1 different rates. If the coordination number z is even
(resp. odd), the condition (5.4) only gives z/2 (resp. (z + 1)/2) equations for the z + 1
unknown rates, so that there remain (z + 2)/2 (resp. (z + 1)/2) free parameters (one of
them corresponding to the absolute time scale).
The arbitrariness described above persists in the zero-temperature limit. The
condition of detailed balance (5.4) indeed reads
W (δH) = 0 for all δH > 0, (5.7)
whereas nothing is imposed on the rates with δH ≤ 0. For the sake of definiteness, we
focus our attention onto the class of zero-temperature dynamics defined by the following
flipping rates:
W (δH) =


0 if δH > 0,
W0 if δH = 0,
1 if δH < 0.
(5.8)
The rate W0 relative to the free spins is kept as a parameter. A free spin is defined as
a spin σn which is subjected to a zero local field (hn = 0, hence δH = 0). Free spins
can only exist if the coordination number z is even, so that 0 belongs to the list (5.6).
The zero-temperature limits of the heat-bath and Metropolis rates (5.5) are respectively
W0HB = 1/2 and W0M = 1.
The zero-temperature dynamics of ferromagnetic Ising systems is far from being a
trivial problem in general [27, 28]. The single-spin-flip dynamics defined by (5.8) is a
descent dynamics (i.e., every move strictly lowers the total energy) in the following two
situations:
• z is odd, so that there are no free spins at all.
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• z is even and W0 = 0. The corresponding dynamics is said to be constrained. As
such it belongs to the class of kinetically constrained systems [29, 30].
In both situations, every spin flips a finite number of times, and the system gets
trapped in a non-trivial attractor (absorbing configuration, blocked configuration, zero-
temperature metastable state).
6. Constrained zero-temperature single-spin-flip dynamics on the Ising
chain
The one-dimensional situation of a chain of spins corresponds to the smallest possible
value of the coordination number (z = 2), so that the list of values of the energy
difference is 4, 0, and −4. The heat-bath dynamics has been solved exactly by
Glauber [31].
Let us focus our attention onto zero-temperature dynamics. For any non-zero value
of the rateW0 corresponding to free spins, the dynamics belongs to the universality class
of the zero-temperature Glauber model. This is a prototypical example of phase ordering
by domain growth (coarsening) [32]. The typical size of ordered domains of consecutive
+ and − spins grows as L(t) ∼ t1/2. The energy density E(t) = −1 + 2/L(t) therefore
relaxes to its ground-state value as t−1/2. The particular valueW0 = 0 corresponds to the
constrained zero-temperature Glauber dynamics, which has been investigated in [8, 9],
and especially in [10]. Hereafter we summarize the main results of these investigations.
6.1. Mapping onto the dimer RSA model
In the constrained zero-temperature Glauber dynamics, the only possible moves are flips
of isolated spins:
−+− → −−−, +−+ → +++. (6.1)
Each move suppresses two consecutive unsatisfied bonds. The system therefore
eventually reaches a blocked configuration, where there is no isolated spin, i.e., up and
down spins form clusters whose length is at least two. Equivalently, each unsatisfied
bond (or domain wall) is isolated. These blocked configurations are the zero-temperature
analogues of metastable states.
The dynamics can be recast in the following illuminating way. Going to the dual
lattice, where dual sites represent bonds, let us represent unsatisfied bonds as empty
dual sites, and satisfied bonds as occupied dual sites:{
τn = σnσn+1 = −1⇐⇒ ◦,
τn = σnσn+1 = +1⇐⇒ •, (6.2)
so that the moves (6.1) read
◦ ◦ → • • . (6.3)
This mapping shows at once that the dynamics is fully irreversible, in the sense that
each spin flips at most once during the whole history of the sample.
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The dynamics (6.3) is identical to that of the random sequential adsorption (RSA)
of lattice dimers, which has been considered long ago [33, 34]. This is one of the simplest
examples of RSA problems, for which powerful analytical techniques are available in one
dimension, both on the lattice and in the continuum [35]. A blocked configuration thus
appears as a jammed state of the dimer RSA model, as illustrated on the following
example:
+−−−++−−++++−−−+++−−−−−+++−−
◦ • • ◦ • ◦ • ◦ • • • ◦ • • ◦ • • ◦ • • • • ◦ • • ◦ • (6.4)
6.2. Relaxation of the mean energy
We consider as initial state the equilibrium state at finite temperature T0. Each bond
variable is independently drawn from the binary distribution
τn =
{−1 (◦) with probability p,
+1 (•) with probability 1− p, (6.5)
where the parameter p is related to the energy density E0 of the initial state and to the
corresponding temperature T0 by
β0 =
1
T0
=
1
2
ln
1− p
p
, E0 = −1 + 2p. (6.6)
It is a common feature of one-dimensional RSA problems [35] that the densities
of certain patterns obey closed rate equations. In the present case, the densities pℓ(t)
of clusters made of exactly ℓ consecutive unsatisfied bonds (empty dual sites) obey the
linear equations [10, 33]
dpℓ(t)
dt
= −(ℓ− 1)pℓ(t) + 2
∑
k≥ℓ+2
pk(t) (6.7)
for ℓ ≥ 1, with pℓ(0) = (1− p)2pℓ. These equations can be solved by making the Ansatz
pℓ(t) = a(t) z(t)
ℓ for ℓ ≥ 1. The solution thus obtained,
pℓ(t) = (1− pe−t)2 exp(2p(e−t − 1)) pℓe−(ℓ−1)t, (6.8)
leads to
E(t) = −1 + 2∑
ℓ≥1
ℓ pℓ(t) = −1 + 2p exp(2p(e−t − 1)). (6.9)
Only clusters of length ℓ = 1 survive in the blocked configurations, as could be expected.
These defects occur with a finite density,
p1(∞) = pe−2p, (6.10)
so that the energy density of blocked configurations takes a non-trivial value, which
depends continuously on the initial temperature via the parameter p [8, 9, 10]:
E∞ = E(∞) = −1 + 2pe−2p. (6.11)
This non-trivial dependence is a clear evidence that the dynamics is not ergodic. For an
initial state close to the ferromagnetic ground-state (E0 → −1, i.e., p→ 0), the behavior
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E∞ ≈ E0 − 4p2 is easily explained in terms of the clusters made of two empty sites.
The energy of blocked states then increases monotonically with p, up to the maximum
value E∞ = −1 + e−1 ≈ −0.632121, for an uncorrelated (infinite-temperature) initial
state (p = 1/2, i.e., E0 = 0), and then decreases monotonically with p, down to the
value E∞ = −1+2e−2 ≈ −0.729329, corresponding to an antiferromagnetically ordered
initial state (p = 1).
6.3. Distribution of the blocking time
The late stages of the dynamics are dominated by an exponentially small density of
surviving clusters made of two empty sites. More precisely, (6.8) shows that their
density reads p2(t) ≈ αe−t, with α = p2e−2p. The dynamics can therefore be effectively
described by a collection of αN such clusters, each cluster decaying exponentially with
unit rate, when a down spin flips. The blocking time TN is the largest of the decay
times of those clusters. For a large sample, it is therefore distributed according to
extreme-value statistics [36]:
TN = ln(αN) +XN , (6.12)
where the fluctuation XN remains of order unity, and is asymptotically distributed
according to the Gumbel law: f(X) = exp(−X − e−X).
6.4. Distribution of the final energy: Dynamics vs. a priori ensemble
The attractors of the zero-temperature constrained single-spin-flip dynamics of the Ising
chain are the spin configurations where every unsatisfied bond is isolated. The most
natural statistical description of these attractors is provided by the a priori ensemble
where all the blocked configurations with given energy density E are taken with equal
weights.
In this section, the exact distribution of the final energy of the blocked configura-
tions is compared to the prediction of the a priori approach. It turns out that there are
two a priori predictions, the second (refined) one being a far better approximation than
the first (naive) one.
For a finite chain made of N spins, the number of blocked configurations with
exactly M unsatisfied bonds, i.e., empty dual sites, reads
NN,M =
(
N −M + b
M
)
, (6.13)
where b = 0 (resp. 1) for a closed (resp. open) chain. This is indeed the number of ways
of inserting the M empty sites in the N −M + b spaces made available by the presence
of N −M occupied sites, with at most one empty site per available space [10]. In the
limit of a large system (M,N →∞, with a fixed ratio M/N = (E +1)/2), this number
grows exponentially, irrespective of b, as
N (N ;E) ∼ exp(N Sap(E)), (6.14)
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in accord with (4.1). The a priori configurational entropy reads [8, 37, 38]
Sap(E) = E ln(−2E) + 1−E
2
ln(1− E)− 1 + E
2
ln(1 + E). (6.15)
This result can be alternatively derived by means of the transfer-matrix method [39,
40]. For a finite chain of N spins, we introduce the partition function
ZN =
∑
C
e−γH(C), (6.16)
where the sum runs over all the blocked configurations C, as well as the partial partition
functions Z•N , Z
◦
N labeled by the prescribed value of the last bond, according to (6.2).
The latter quantities obey the recursion(
Z•N+1
Z◦N+1
)
= T
(
Z•N
Z◦N
)
, T =
(
eγ eγ
e−γ 0
)
. (6.17)
The 2× 2 transfer matrix T has eigenvalues
λ± =
eγ ±√4 + e2γ
2
, (6.18)
so that Z•N ∼ Z◦N ∼ exp(N lnλ+). The configurational entropy Sap(E) is therefore given
by a Legendre transform:
lnλ+(γ) + γE − Sap(E) = 0, E = −d lnλ+
dγ
, γ =
dSap
dE
, (6.19)
hence
E = − e
γ
√
4 + e2γ
, γ = ln
−2E√
1−E2 , (6.20)
so that (6.15) is recovered.
The most naive prediction for the probability distribution f(E) of the final energy
density is that f(E) is proportional to the number N (N ;E). We thus obtain a large-
deviation estimate of the form
f(E) ∼ exp(−N Σap(E)), (6.21)
where the naive prediction for the large-deviation function Σap(E) reads
Σap(E) = Smax − Sap(E), (6.22)
with
Smax = ln
√
5 + 1
2
≈ 0.481212 (6.23)
being the maximum of the configurational entropy Sap(E). This maximum is reached
for
Emax = − 1√
5
≈ −0.447214, (6.24)
which is therefore the typical a priori energy density of a blocked configuration.
A more refined prediction for the distribution of the final energy density, introduced
in the context of Kawasaki dynamics [41], resides on the following observation. The mean
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energy density of blocked configurations, as they are generated by the zero-temperature
dynamics, is equal to E∞, given by (6.11), which is in general different from the a
priori value (6.24). Within the a priori formalism under consideration, this difference
is taken into account by attributing to every configuration C an extra weight of the
form exp(−γeffNE(C)). The effective inverse temperature γeff is chosen so that the
mean energy density coincides with (6.11), hence γeff = γ(E∞), where γ(E) = dSap/dE
is given in (6.20). This procedure amounts to replacing the configurational entropy
Sap(E), which is maximal at E = Emax, by the relative entropy
Sap(E|E∞) = Sap(E)− (E −E∞)γ(E∞), (6.25)
which is maximal at E = E∞ by construction. The resulting prediction for the
distribution of the final energy density now involves the refined large-deviation function
Σap(E|E∞) = Sap(E∞)− Sap(E) + (E −E∞)γ(E∞). (6.26)
It turns out that the distribution of the final energy density of the blocked
configurations, as they are generated by the zero-temperature dynamics, has been
evaluated exactly by analytical means [10]. We prefer to skip every detail of this rather
lengthy derivation and to state the result. The distribution of the final energy density
is given by an exponential estimate of the form
f(E) ∼ exp(−N Σdyn(E)), (6.27)
where the large-deviation function Σdyn(E) depends on the parameter p characterizing
the initial state, and reads, in parametric form:
Σdyn = ln z +
(1 + (2p− 1)z)2 − (z − 1)2e4pz
4pz2e2pz(2(1− p) + (2p− 1)z) ln
1 + (2p− 1)z + (1− z)e2pz
1 + (2p− 1)z − (1− z)e2pz ,
E = −1 + (1 + (2p− 1)z)
2 − (z − 1)2e4pz
2pz2e2pz(2(1− p) + (2p− 1)z) . (6.28)
Figure 2 shows a comparison between the dynamical entropy Σdyn(E), given
by (6.28), for an uncorrelated (infinite-temperature) initial state (p = 1/2), and the
predictions (6.22) of the naive a priori approach and (6.26) of refined a priori approach.
The refined prediction turns out to be a good approximation to the dynamical entropy,
although it is not exact. The following particular values allow a quantitative comparison.
At the ground-state energy density E = −1, one has
Σdyn(−1) = ln zc(p), Σap(−1|E∞) = ln 1− pe
−2p
1− 2pe−2p (6.29)
with
1 + (2p− 1)zc + (1− zc)e2pzc = 0, (6.30)
i.e., for p = 1/2, Σdyn(−1) ≈ 0.245660, Σap(−1|E∞) ≈ 0.255408. At the maximum
allowed energy E = 0, one has
Σdyn(0) = −1
2
ln p(1− p), Σap(0|E∞) = 1
2
ln
1− pe−2p
pe−2p
, (6.31)
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Figure 2. Full line: plot of the dynamical entropy of the ferromagnetic chain
with constrained Glauber dynamics, given by Σdyn(E) (6.28), against energy E,
for an uncorrelated initial state (p = 1/2). Dash-dotted line: prediction (6.22)
of the naive a priori approach. Dashed line: prediction (6.26) of the refined a
priori approach (after [10]).
i.e., for p = 1/2, Σdyn(0) ≈ 0.693147, Σap(0|E∞) ≈ 0.744940.
Another quantity of interest is the dynamical specific heat Cdyn, which is defined
as the curvature of the dynamical entropy at the mean energy density,
Σdyn(E) ≈ (E −E∞)
2
2Cdyn
, (6.32)
so that the energy variance (in the sense of sample to sample fluctuations of the observed
energy per spin in the blocked configurations) behaves as
VarE ≈ Cdyn
N
. (6.33)
The exact dynamical entropy (6.28) and the refined a priori prediction (6.26) respectively
yield
Cdyn = 4pe
−4p(1− p+ 4p2), Cap = 4pe−2p(1− pe−2p)(1− 2pe−2p), (6.34)
i.e., for p = 1/2, Cdyn ≈ 0.406006, Cap ≈ 0.379540.
6.5. Correlations: Dynamics vs. a priori ensemble
Let us define the spin correlation function Cn and the connected energy correlation
function Gn as
Cn = 〈σ0σn〉, Gn = 〈τ0τn〉 −E2 = 〈σ0σ1σnσn+1〉 − E2. (6.35)
This section is devoted to a comparison between the exact energy correlation
function Gn and the prediction of the refined a priori description. It turns out that
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the spin correlation function Cn is more difficult to handle, both from the a priori and
from the dynamical viewpoint.
The energy correlation function (Gn)ap in the a priori ensemble at fixed energy
density E can again be evaluated by the transfer-matrix method. We have, for n ≥ 0
in the bulk of an infinitely long chain,
(Gn)ap = 〈L+|E|R−〉〈L−|E|R+〉
(
λ−
λ+
)n
. (6.36)
In this expression, E = diag(−1,+1) is the energy operator, while
〈L±| = 1
λ2± + 1
( λ± e
γ ) , |R±〉 =
(
eγλ±
1
)
(6.37)
are the left and right eigenvectors of T associated with the eigenvalues λ±. We have
consistently 〈L+|E|R+〉 = E. After some algebra we obtain the following expression,
involving only the mean energy E [8]:
(Gn)ap = (1− E2)
(
−1 + E
1− E
)n
. (6.38)
The connected energy correlation function in the a priori ensemble thus exhibits an
exponential fall-off, modulated by an oscillating sign.
The energy (i.e., occupancy, in the RSA language) correlation function of the
blocked configurations, as they are generated by the zero-temperature dynamics, has
also been evaluated exactly [10]. Skipping again every detail, one has
(Gn)dyn = 2pe
−2p

(1− 2p)(−2p)n
n!
− 2p ∑
m≥n+1
(−2p)m
m!

 . (6.39)
Whenever p 6= 1/2, i.e., T0 6= ∞, the first term is leading, hence (Gn)dyn ∼ (−2p)n/n!.
In the case of an infinite initial temperature (p = 1/2), one has (Gn)dyn ∼ (−1)n/(n+1)!.
The connected energy correlations therefore exhibit a factorial decay, modulated by an
oscillating sign.
7. Zero-temperature single-spin-flip dynamics in two dimensions:
Honeycomb vs. square lattice
Leaving aside the one-dimensional realm, where exact analytical results are available,
by means of an exact mapping of the dynamics onto an RSA problem, let us now turn
to some novel results pertaining to two-dimensional examples of the zero-temperature
single-spin-flip dynamics described in Section 5. We will investigate the following cases:
• Honeycomb lattice. The coordination number z = 3 is odd, so that the standard
zero-temperature dynamics (5.8) is a descent dynamics.
• Square lattice. The coordination number z = 4 is even, so that the situation
is qualitatively similar to that of the chain. The dynamics (5.8) is a bona fide
coarsening dynamics for any non-zero value of the rateW0, whereas the constrained
dynamics (W0 = 0) is a descent dynamics.
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In the following we discuss in parallel the standard zero-temperature dynamics on
the honeycomb lattice and the constrained one on the square lattice. Both dynamics
lead to metastability: the system gets trapped in a finite time into one of many blocked
configurations (zero-temperature metastable states). Figure 3 shows typical blocked
configuration generated by both dynamics described above on samples of 1502 spins.
Figure 3. Typical blocked configuration generated by the zero-temperature
single-spin-flip dynamics considered here. Black (resp. white) sites represent
up (resp. down) spins. Left: dynamics on the honeycomb lattice (z = 3 is odd).
Right: constrained dynamics on the square lattice (z = 4 is even, W0 = 0).
7.1. Distribution of the number of flips
The constrained single-spin-flip dynamics on the Ising chain described in Section 6 is
fully irreversible, in the sense that every spin flips at most once during the whole history
of the system, before a blocked configuration is reached.
In the present situation, although the two dynamics considered are descent
dynamics in a global sense (the total energy decreases at each spin flip), a given spin
can flip more than once. It turns out that the maximum number of flips is MS = 2
for the constrained dynamics on the square lattice, and MH = 5 for the dynamics
on the honeycomb lattice. Skipping details, let us mention that these bounds can be
derived by considering the number of unsatisfied bonds around the four squares, or the
three hexagons, which surround a given spin. Figure 4 shows an example of a spin
whose history contains this maximum number of flips in each case. The mean number
of flips of a given spin remains however well below unity, at least for uncorrelated
initial configurations. For dynamics on the honeycomb lattice, the mean number of
flips is 〈M〉H ≈ 0.4244, while the fraction of spins which flip five times is of order
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pH(5) ∼ 10−8. For constrained dynamics on the square lattice, the mean number of flips
is 〈M〉S ≈ 0.2577, while the fraction of spins which flip twice is pS(2) ≈ 0.00203.
Figure 4. Examples of histories such that a given spin σ0 experiences the
maximum allowed number of flips. At each step the spin about to flip is circled.
The letter F marks those steps where σ0 is about to flip. Upper panel (left to
right): square lattice: σ0 (at center) flips MS = 2 times. Lower panel (top
to bottom and left to right): honeycomb lattice: σ0 (at bottom of uppermost
hexagon) flips MH = 5 times.
7.2. Distribution of the blocking time
We have measured by means of numerical simulations the blocking time of finite samples
of size N ×N for the descent dynamics on the honeycomb and square lattice described
above, with uncorrelated random initial configurations. Figure 5 shows a plot of the
mean blocking time 〈TN〉 against the size (number of spins N2) of the simulated samples.
The data are well fitted by the form 〈TN〉 = a lnN2 + b+ c/N .
This observation suggests that the late stages of the descent dynamics can again
be described in an effective way by a dilute population of two-level systems, which relax
independently of each other, with a common characteristic time τ , so that their density
falls off exponentially, as p(t) ∼ exp(−t/τ). Extreme-value statistics indeed implies
〈TN〉 ≈ τ lnN2. (7.1)
The fits shown in Figure 5 yield the characteristic times τH ≈ 2.49 for the honeycomb
lattice, and τS ≈ 1.84 for the square lattice. The fact that these estimates do not
identify with simple numbers, together with the rather large observed correction to the
result (7.1), fitted by a 1/N term, suggests however that there might be more than one
type of two-level systems.
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Figure 5. Plot of the mean blocking time 〈TN 〉 of zero-temperature single-
spin-flip dynamics, against the number of spins N2. Full symbols: standard
dynamics on the honeycomb lattice. Empty symbols: constrained dynamics on
the square lattice. Full lines: fits (see text) with asymptotic slopes τH ≈ 2.49
and τS ≈ 1.84.
7.3. Spin correlations
We have measured the on-axis spin correlation function Cn = 〈σ0σn〉, where n denotes
the site at distance n lattice bonds from the origin 0 along one of the main axes of either
lattice, and where 〈. . .〉 again denotes an average over the blocked configurations. The
spin correlation at unit distance C1 is nothing but minus the mean energy density E∞
of the blocked configurations per bond. We obtain (C1)H = −(E∞)H ≈ 0.7485 for the
honeycomb lattice, and (C1)S = −(E∞)S ≈ 0.6126 for the square lattice.
Figure 6 shows a logarithmic plot of the on-axis spin correlation function, against
distance n. The data at large enough distances are well fitted by straight lines,
demonstrating that correlations fall off exponentially to zero, as Cn ∼ exp(−n/ξ). The
inverse slopes of the least-square fits yield ξH ≈ 1.27 for the honeycomb lattice, and
ξS ≈ 0.79 for the square lattice.
8. Discussion
The main focus of the present paper is on zero-temperature single-spin-flip dynamics
of ferromagnetic Ising models. We have emphasized that there are two kinds of such
dynamics. The first kind (I–type dynamics, in the classification of [28]) generically
corresponds to bona fide coarsening dynamics, and lead to phase ordering by domain
growth, whereas the second kind (F–type dynamics) corresponds to descent dynamics,
and provides interesting examples of dynamical systems with many attractors.
The one-dimensional case has been reviewed in Section 6. The existence of an exact
Metastability in zero-temperature dynamics 19
Figure 6. Logarithmic plot of the on-axis spin correlation function Cn against
distance n. Full symbols: standard dynamics on the honeycomb lattice. Empty
symbols: constrained dynamics on the square lattice. Full straight lines: least-
square fits with inverse slopes ξH ≈ 1.27 and ξS ≈ 0.79.
mapping of the constrained zero-temperature dynamics onto the dimer RSA problem
opens up the possibility of an exact analytical evaluation of many dynamical observables,
including characteristics of the attractors [10]. The comparison between the exact
results thus obtained and the predictions of the a priori ensemble allows to test the
validity of the so-called Edwards hypothesis, in a regime which is very distant from
the situation of gentle tapping, considered originally by Edwards. On the one hand,
a flat average over the a priori ensemble of attractors (especially in its refined version,
defined by imposing the value of the observed mean energy density) provides inexact,
but numerically reasonable, predictions for physical quantities. The numerical accuracy
of a priori predictions may even by very good, like e.g. for the dynamical entropy (see
Figure 2). On the other hand, the energy correlation function provides an example of a
qualitative discrepancy between the actual behavior of attractors and the prediction of
any a priori ensemble. Connected correlations indeed exhibit a factorial fall-off in 1/n!
with distance, which is a generic characteristic of lattice RSA problems, whereas any flat
measure over an a priori ensemble can be described by the transfer-matrix formalism,
and therefore leads to exponentially decaying correlations in one dimension. Another
example of a qualitative discrepancy concerns the lengths of ordered clusters in one-
dimensional spin models. Cluster lengths are automatically statistically independent
and exponentially distributed in a priori ensembles, again as a consequence of the
underlying transfer-matrix formalism, whereas both of these properties have been shown
to be violated in several examples of zero-temperature dynamics [38, 41].
Examples of zero-temperature dynamics on two-dimensional Ising models have
then been investigated numerically. The full dynamics on the honeycomb lattice and
the constrained one on the square lattice exhibit very similar features. The observed
Metastability in zero-temperature dynamics 20
logarithmic growth of the mean blocking time suggests that the late stages of both
examples of descent dynamics are dominated by the relaxation of independent two-
level systems, in analogy with the one-dimensional situation. This mechanism, in
turn, is rather suggestive that attractors are likely to have a non-trivial statistics.
The quantitative comparison with uniform measures on a priori ensembles is far more
difficult than in one dimension, because a priori ensembles themselves may possess
phase transitions as a function of their density. In particular, the accurately observed
exponential fall-off of spin correlations is not very informative in that respect. Finally, it
is worth noticing that the metastable states put forward in a recent work on competitive
cluster growth [42] share many of the features of the present two-dimensional attractors.
To sum up this investigation of the statistics of attractors of zero-temperature
descent dynamics in finite dimensions, it turns out that the so-called Edwards hypothesis
does not hold in this context in general. The predictions of the a priori approach,
however, often provide good numerical approximations. This picture is corroborated by
a recent work by Camia [43].
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