Artificial data with known covariance structure was used to directly test confounding hypothesis using Bayesian confirmatory factor analysis with small variance informative priors. The priors were derived from two extreme scenarios of no versus maximum confounding via exposure variables. Large (N=5000) and small (N=100) sample analyses were performed for both continuous and binary variable models. Both models showed large biases for all parameters in all analyses except for the direct effect of unobserved confounding on the outcome. Multivariate regression analyses yielded severely biased estimates of the exposure variables' effects. This problem was to some extent attenuated in Bayesian confirmatory factor analysis but the bias magnitude still remained large for the parameters in question. In conclusion, Bayesian confirmatory factor analysis was shown reasonably precise to estimate direct confounding effect on the outcome but less so when this effect was mediated via exposure variables in both linear and binary regression models. It may be used a viable method for identifying unknown confounding variables and their relationship with the observed variables in the model.
Introduction
Much of the methodological work in modern epidemiology has been dedicated to detection of and control for confounding, with main approaches being matching, stratification, restriction, and multivariate adjustment [6] . However, all of these assume that the confounding variables are observed, i.e. known and available in the data to be analyzed. On the other hand, the impact of unknown or unmeasured confounders is scarcely dealt with statistically in the vast majority of applied epidemiological studies, despite growing interest in the simulation studies to estimate the effect of measurement errors [10, 19] and omitted covariates (which are not necessarily confounders) on the outcomes of interest. Omitted covariates lead to underestimation of the effect of exposure or intervention when these are associated with disease outcome, as well as potentially large reduction in study power [4] .
Mainstream analytical strategies for detecting unobserved influences on outcome are largely based on the analysis of regression residuals. The shape and magnitude of their distribution, as well as differences in their variance (heteroscedasticity) may suggest omitted predictors which affect some observations more than the others, as revealed by outliers and so-called influential cases. However, these residuals are model-based and therefore conditional on the model being true, which is precisely in question. Even the examination of post-estimation statistical indices readily available in major statistical packages, such as Cook's distance, change in regression coefficients after removing particular observations and leverage values, is very rarely reported in applied epidemiological publications.
Bayesian statistics has provided most of the recent statistical methods to deal with unknown confounding due to its facility to incorporate prior knowledge of the associations studied into regression analysis in terms of prior distributions and extensively simulate plausible scenarios [18] . Although sensitivity analysis, both within Bayesian and frequentist framework, has been advocated in epidemiology for more than a decade [10, 19, 8, 17, 13, 15] its wider dissemination in epidemiological practice remains rather restricted.
In the last two decades, much of the popularity of hierarchical (multilevel) modeling in epidemiology has been due to its capacity to reduce confounding [10, 19] by accounting for the sources of unobserved heterogeneity, typically referred to as random effects [5] . After conditioning on observed covariates, residual variation may still be attributed to an unobserved (latent) variable which can meaningfully explain heteroscedasticity of the model residuals and identify the clusters of observations whose within-cluster variation is significantly smaller than the between-cluster variation. However, the interpretation of such unobserved variable is a conjecture which needs to be verified by additional data. From this perspective, multilevel models can reduce the effect of both known and unknown confounding variables on the outcome of interest (e.g. site-specific influences) but cannot make statistical inference about the covariance structure of confounding.
On the other hand, structural equation modeling (SEM) can make such inferences providing certain assumptions. The key idea behind this approach is that unknown confounding is by definition a latent variable which influences both observed exposure variables and the outcome of interest in a regression model. This leads to a specific hypothesis which can be tested by confirmatory factor analysis (CFA) as it is known in SEM terminology. The first part of CFA is a common factor analysis model, also known as "measurement model", where a latent variable (factor score) is derived as a linear combination of the observed independent variables. The second part of CFA, referred to as "structural", regresses the outcome on both latent and observed variables, including those which are part of the "measurement model" (Figure 1 ). CFA therefore provides standard regression estimates adjusted for the latent variable representing unknown confounding.
A major problem with above method is that unless certain assumptions about model parameters such as measurement errors, regression coefficients or latent variable variance are made, the model cannot be identified. Standard Bayesian approach faces the same problem [13] . However, Bayesian CFA provides an excellent framework for adding reasonable distributional assumptions in order to make the model identifiable. The aim of this paper is to demonstrate how to apply Bayesian CFA to detect unknown confounding in both linear and binary (logistic) regression.
In the following sections, confounding and related concepts are defined as distinct types of model misspecification first, followed by the description of the methodology and the data used, results and discussion of principal findings.
Although "model misspecification" is a rather general term for a variety of omitted model parameters, it is mainly referring to omitted independent (exposure) variables in regression models. The omitted variables can be observed or unobserved (latent) as depicted in Figure 1 . It is the covariance structure of the variables fitted that makes the difference between statistical models dealing with this issue. In the simplest case, the omitted variable is present in the data collected and its association with the outcome just needs to be verified in a regression model (X3 in Figure 1a ). When omitted variable is unobserved (Z in Figure 1a ), a random effects or multilevel model can be used to estimate differential impact of this variable on the regression parameters of observed independent variables across subpopulations or even individuals.
Confounding is a specific case of omitted independent variable, either observed (X3 in Figure 1b ) or unobserved (Z in Figure 1b ), when this variable is regressed on both outcome and other independent variables in the model [12] . Propensity score model hypothesizes modifying effect of an unobserved variable (Z in Figure 1c ) on exposure variable (X1 in Figure 1c ) where the former is correlated with other independent variables in regression model. The latent variable Z is usually estimated by principal components analysis and subsequently fitted as control variable or used for stratification in regression analysis. Unobserved heterogeneity such as selection bias in recruiting participants is sometimes explored in this way.
Methods
Artificial data with known covariance structure are necessary to evaluate competing methods, in this case multivariate regression as a standard method versus CFA as a novel method proposed for testing the confounding hypothesis. Both continuous and binary variables example are presented, each with a large and small sample size version. The data generating process was as follows. Confounding variable was generated as a random normal variable with mean zero and variance of one (denoted as f1), and so were four error components (denoted e1-e3 for independent variables and d1 for the dependent variable). Following equations were used to generate continuous outcome (y) and three exposure variables The model comparisons in terms of bias are presented in tables 1 and 2. For continuous variables, standard multivariate regression model was fitted first, followed by the latent variable regression only (the model with dashed lines only in Figure 2 ). These models are two extreme scenarios with none versus maximum confounding effect via exposure (X) variables in the regression model, respectively. The next model fitted assumed that the most likely confounding effect was the middle point (mean) of these extremes with the probability of confounding dropping exponentially with the distance from the middle point, thus leading to the Bayesian priors with above mean and normal distribution with standard deviation of 1/6 the difference between multiple regression and latent variable regression estimates for independent variables, the latter being zero by definition.
For binary variables, multivariate binary (logistic) regression was fitted first, followed by the latent variable only binary regression model. Priors for Bayesian SEM were derived using the same reasoning as for continuous variables, keeping in mind the logarithmic scale of the estimates. In order to provide all estimates on the same scale, the Bayesian CFA regression coefficients were standardized as partial correlations (denoted r) and transformed to odds ratios (OR) via (1+r)/(1-r). The latter is the inverse of the Yule' transformation which approximates Pearson's correlation based on OR via (1-OR)/(1+OR). The above transformation of partial correlations yields estimates of adjusted OR from Bayesian CFA and their natural logarithms are directly comparable to the logit scale estimates from the other two models for binary variables. More details on Yule' transformation is available from other sources [1, 9] .
Bias was calculated as percent difference between estimated and true values. Confounding via exposure variables was estimated through indirect effects of the latent variable on the outcome mediated by the exposure variables in Bayesian CFA. These effects were subtracted from the corresponding direct effects of exposure variables on the outcome to correct the bias induced in this way. On the other hand, bias component due to the direct effect of confounding on the outcome was estimated by the latent variable regression coefficient. A small random sample of 100 observations was taken to illustrate the impact of sample size on bias.
Bayesian CFA used Gibbs sampling in Markov chain Monte Carlo (MCMC) algorithm to iteratively approximate posterior distributions of the model parameters [21] . Two parallel chains were run with convergence criterion of proportional scale reduction (PSR) factor close to 1 and the first half of the iteration treated as "burn-in" phase [2, 3] . Posterior checking graphs with 100000 iterations were used to further verify the convergence process. Posterior predictive p-value was also used to evaluate the quality of the model obtained.
Statistical software Mplus 6.11 (Los Angeles, Muthén & Muthén) was used for all analyses [14] . Analytical computer code is available from the author upon request.
Results
Both continuous and binary models showed large biases for all parameters in all analyses except for the direct effect of unobserved confounding on the outcome (Tables 1 & 2) . Small sample size (N=100) did not alter above finding. Latent variable only regression grossly overestimated the confounding effect on the outcome in all models. Both linear and binary multivariate regression analyses yielded severely biased estimates of the exposure variables' effects. This problem was to some extent attenuated in Bayesian CFA but the bias magnitude still remained large for the parameters in question.
Convergence of Bayesian models was checked and confirmed by proportional scale reduction being close to 1 [2] after 100000 iterations. Graphical checks of convergence included posterior parameter distributions and trace plots, autocorrelation plots, posterior predictive scatterplots and distribution plots. The latter showed 95% confidence interval (CI) for the difference between the observed and the replicated chi-square values from -14.630 to 15.589, with posterior predictive p-value of 0.491, whereas corresponding figures for the small sample were the 95% CI from -15.398 to 14.886 (p=0.496). For the large sample binary variables model, the 95% CI was between -15.163 and 15.347 (p=0.496), while the small sample binary variables model yielded the 95% CI between -14.355 and 16.999 (p=0.443). All these analyses pointed to convergence and excellent posterior predictive qualities of the models analyzed.
Discussion
Bayesian CFA detected direct confounding effect for both linear and binary regression with reasonable precision. Indirect confounding effects mediated through the exposure variables in regression yielded larger biases but still considerably lower than in multivariate regression.
Bayesian CFA can be used for statistical inference of the hypothesis of no confounding via one-tailed t-test by dividing the parameter with its posterior standard deviation. However, large variance of the latent confounding variable considerably reduced the power of this test and yielded statistically non-significant results for binary variables (p-values of 0.231 and 0.151 for large and small sample, respectively). Large latent variable variance is likely to be the problem in other situations where no additional information is available on its spread from previous research. Informative priors may be used with real data to mitigate this difficulty, as opposed to the artificial data example.
Prior elicitation is of crucial importance in Bayesian CFA. The method applied here used logical bounds for two extreme scenarios with minimum and maximum confounding effect via independent variables in regression and assumed normal distribution over the interval between these two points. More complex covariance structures may require different methods for prior elicitation which are beyond the scope of this paper but two of them may be particularly useful in this context.
MacLehose [17] showed how linear programming can be used to determine the bounds of the causal effect on the basis of the observed variables and derive plausible confounding scenarios for standard sensitivity analysis. Other methods may be more suitable for gauging the effect of highly correlated exposure variables [16, 7] .
The major advantage of Bayesian CFA over other methods to detect the impact of unknown confounding variables (e.g. random effect models) is its capacity to test directly a pre-specified confounding hypothesis by virtue of theory-driven small-variance priors [14] . Such models cannot be identified by maximum likelihood estimation unless additional constraints are made. The number of such constrains equals the square of the number of latent variables [11] and these are rarely based on substantive theory or justified statistically. In addition, Bayesian posterior distribution does not assume multivariate normal distribution of model parameters and is therefore more robust in its inference, particularly for small samples and for the models with many parameters relative to the sample size [14] .
Several limitations of this work should be kept in mind. First, only a relatively simple covariance structure was examined here, leaving aside important issues such as Bayesian CFA performance for a wider range of models beyond the scope of this paper. Second, the influence of sample size and different variable types has not been explored systematically. Third, the impact of model noise (e.g. the ratio of model to error variance) is yet another important factor [7] left for future research. Finally, as the exposure prevalence decreases, so does the bias due to confounding [6] , thus limiting its impact for rare exposure events. Varying exposure prevalence would have provided more realistic results but was not the objective of this work.
The strengths of this work include the knowledge of true model and therefore an exact bias measure for all models due to the artificial nature of the data analyzed, as well as both large and small sample evaluation. It is well known that prior distribution has larger influence on Bayesian estimates in small samples. In addition, large number of iterations and extensive convergence and model checking provided a solid basis for Bayesian CFA estimates.
Although the example presented here used a continuous latent variable for confounding, it can be easily extended to categorical confounding variables, leading to latent class analysis [14] . Unknown factors causing effect modification may be explored in this way. Propensity score models can be estimated in one step by Bayesian CFA instead of a two-step procedure with principal components analysis to derive the score which is subsequently used for statistical adjustment in regression. Missing values can be estimated by multiple imputation [20] . A variety of dependency structures, such as spatial, temporal (longitudinal) and survival time models can be analyzed by Bayesian SEM [14] . Once confounding variable has been estimated, other forms of statistical adjustment may be employed, most notably a stratified regression analysis.
In conclusion, Bayesian CFA was shown reasonably precise to estimate direct confounding effect on the outcome but less so when this effect was mediated via independent variables in both linear and binary regression models. It is a viable method for identifying unknown confounding variables and their relationship with the observed variables in the model. 
