Abnormal signal detection plays a significant role in monitoring the state of running machinery. Most of the previous methods deem the abnormal signal detection an issue of signal analysis, but this strategy may be ineffective due to the high noise in the original data. Aiming to solve this problem, this study regards abnormal signal detection as an issue of image classification, such that advanced image noise removal and feature representation methods can be investigated with the aim of improving abnormality detection accuracy. Excellent deep learning-based image classification methods are investigated in this study, which can directly output classification results using original data and avoid the interference of the artificial factor. However, the deep image network may be unsuitable to the nature of the vibration signal, which significantly affects the generalization and accuracy of detection results. Aiming to solve this problem, a novel deep architecture is proposed in this study to improve abnormal signal detection in terms of correctness and efficiency. Consequently, a novel abnormal signal detection method is proposed by combining the time-frequency map and our deep learning architecture. Experimental results demonstrate that the time-frequency map can extract representative abnormality features, and our deep learning method can improve the classification capability. The detection correction of our method is observed to be consistently higher than 99.90% for different databases, and the time cost of our method is bearable at the same time. The main contribution of our method lies in that it investigates and optimizes advanced deep learning architectures for abnormal signal detection.
I. INTRODUCTION
Detecting abnormal signal plays a significant role in monitoring the state of running machinery because the abnormal signal predicts various types of faults inside the machinery [1] , [2] . Extremely high correctness is desired for abnormal signal detection, as a false detection will result in unnecessarily halting the production process, which will in turn result in economic loss. However, abnormal signal detection of the running machinery is challenging because of the non-stationary property of the monitoring signal [3] - [5] . Commonly used features in the time or frequency space can hardly extract informative contents related to the abnormality [6] .
The associate editor coordinating the review of this manuscript and approving it for publication was Heng Wang .
In the past decades, various methods have been proposed to address the topic of abnormal signal detection. Most of them have focused on the vibration signal because it is produced during the transfer from energy to power and thereby directly relates to the faults. To handle the vibration signal, various methods have been proposed in the time, frequency, and time-frequency domains. Tahir extracted the statistical time domain features from the multi-axis vibration, and this feature is applied to the rotor signal. From the results, these time-domain features can efficiently detect the abnormality in radial and axial directions [7] . Fong proposed a frequency domain analysis-based abnormality detection method. In this method, the finite time-frequency response estimator is combined with the statistical decision theory to detect the changes of the vibration signal [8] . Pan introduced frequency domain semi-blind extraction for handling the bearing vibration signal. Moreover, the dynamic particle swarm algorithm is used to remove the background noises [9] . He proposed an abnormal signal detection method by combining the WT feature and SVM classifier, which demonstrates the representation ability of WT for the non-stationary vibration signal [10] . Moreover, the WT feature has been fused with other features in different feature domains to jointly detect the abnormal signal. For example, Chen fused features extracted in the time, frequency, and time-frequency domains to generate a multi-mode feature to detect the abnormal signal [11] . This work found that the temporal feature significantly suffers from the noise of the vibration signal and the detection result based on the temporal feature is severely degenerated. Also, this work has demonstrated the benefit obtained by deep learning methods. Gan and Wang [12] proposed a hierarchical diagnosis network by connecting multi-layer DBN networks to detect the abnormality and classify the fault level. Herein, the wavelet package transform (WPT) feature is extracted and inputted to the network. All the above-mentioned works consistently proved that the features in the time-frequency domain perform better than the features in other domains. Hence, most of the updating methods take advantage of the time-frequency features to detect abnormal signals.
With respect to the representation of time-frequency features, most of the previous methods presented for a vector, whereas more recent methods try to present the timefrequency feature in the form of the map. The advantage of using the time-frequency map lies in that it can transform the abnormal signal detection to a problem of image classification, such that advanced image classification methods can be applied for abnormal signal detection to improve performance. Many researchers have achieved successes in this aspect. For example, David et al. [13] introduced the deep convolutional neural network to detect the abnormal signal. Zhang et al. [14] proposed a fully connected neural network-based abnormal signal detection method. From these works, we can find that continually increasing the depth of the network may not increase the detection correctness; rather, it may cause the ''overfitting'' problem that degenerates the performance of abnormal signal detection. Moreover, it is noticed that the deep learning architecture has not been fully explored for abnormal signal detection. For example, among the existing deep learning-based image classification methods; AlexNet, VGG, and ResNet have demonstrated excellent classification performance in comparison to other deep architectures [15] - [18] . However, to date, these three types of networks have not been sufficiently explored for abnormal signal detection.
The flowchart of our proposed abnormal signal detection is shown in Fig. 1 . In particular, AlexNet, VGG, and ResNet are evaluated in this study. From our evaluation results, VGG appears to be the best in comparison to AlexNet and ResNet. We compress and optimize the classic VGG16 architecture to make it adaptive and efficient towards abnormal signal detection. As a result, a novel deep learning architecture is proposed to classify WT feature maps. Experimental results demonstrate that our updated VGG network can efficiently adapt to abnormal signal detection, correctly detecting the abnormality with low time cost. Overall, the contributions of our proposed method are three-fold:
(i) Three types of advanced deep architecture are investigated and evaluated for analysis of their performance in abnormal signal detection.
(ii) A novel deep architecture is built for abnormality detection upon updation of the VGG network.
(iii) Obtaining of satisfactory performance in terms of accuracy and efficiency of abnormal signal detection.
The rest of this paper is organized as follows: the main motivation of our proposal is presented in Section II. Section III introduces the details of the WT feature extraction. Section IV describes the architectures of AlexNet, VGG, and ResNet in general. Moreover, the performance of these three types of networks is also evaluated. The updated VGG network is proposed in Section V. Systematic experimental comparisons and analyses are demonstrated in Section VI. Section VII concludes this paper.
II. MOTIVATION
Feature extraction plays an important role in abnormality detection; however, there is no uniform guidance for feature extraction from the vibration signal. Most of the abnormal signal feature extraction depends on expert knowledge in any special area, which makes it difficult to define a common framework for feature extraction. Deep learning can directly output classification results using original data; thus, it avoids the interference of the artificial factor. However, the high amount of noise in the original vibration signal will significantly degenerate the learning performance. Another issue is that the deep learning methods suffer from the trade-off problem between the network scale and the training process, which significantly affects the generalization and accuracy of the detection performance.
These problems can be solved upon introduction of the time-frequency map and optimization of the deep learning architecture. First, the time-frequency transform can largely reduce the redundancy of the original data and clearly reflect the intrinsic abnormality characteristics of the running machinery. This can significantly improve the learning capability of deep learning methods. Also, the time-frequency map extraction can hasten the training process, as a lowdimensional representation of the original data is obtained after the time-frequency transform. Second, it is necessary to adapt deep learning methods to abnormal signal detection tasks, although they have demonstrated excellent performance for image classification. In this respect, our proposed method optimizes the architecture by dropout and feature fusion strategies.
III. WT
As mentioned above, many works have demonstrated the good performance of the WT feature [19] , [20] . The basic reason is that WT analyzes the signal with adaptive temporal resolution in both the high and low-frequency and can thereby properly suit the signal that is amplitude-modulated and nonstationary in nature.
Given a vibration signal segmentation, the wavelet transformation can be calculated as:
where ψ(t) is the wavelet basis, a is the scale factor, and τ is the time shifting. The energy spectrum of WT is generated on the Morlet wavelet basis:
where is the width of the Gaussian window that determines the resolution of WT. Aiming to qualitatively demonstrate the WT feature, we plot 2D and 3D energy spectrum maps on the database collected from the Case Western Reserve University Bearing Data center (Database A) and Jiangnan University (Database B), as shown in Figs. 2 and 3. For Database A, there are 10 running states, whereas 4 running states are included in Database B. The abbreviation list of the abnormal states is explained in Table 1 .
From Figs. 2 and 3, we can find that the spectrum amplitude is significant at low frequency for the normal state and minor at the middle and high frequencies. However, the significant amplitude will move to the high frequency when faults take place, as faults may distort the vibration state of the bearing elements. In addition, different fault categories can be identified by the amplitude at a different frequency. Overall, it is concluded that the WT feature can correctly represent the informative feature for different types of faults. This property suits abnormal signal detection quite well.
IV. DEEP LEARNING NETWORKS
This section briefly introduces three types of deep learning architectures that have been proved successful for image classification, but never evaluated in the task of abnormal 
A. ALEXNET
AlexNet is part of a large-scale network architecture that comprises 60 million parameters and 650,000 neurons [15] . The details of AlexNet are shown in Table 2 . Herein, ReLU is used as the activation function:
Given an image I with the size of m × n, the convolution calculation is defined as: where w is the convolution kernel that is of the size k × l.
A pooling operation is used to reduce the feature dimension, which presents the neighboring pixels in the local group.
After the convolution and pooling operation, local normalization is introduced by cross-channel normalization to enhance the generalization. The fully connected layer is used for classification, where the neurons are directly linked. This layer is followed by the softmax calculation:
ResNet is the neural network that consists of multiple residual module layers and skips connection bypassing [16] , [17] .
The key of ResNet is the feature extraction in each block that is recursively defined [21] :
where f i (x) is the mapping function that is given by a series of convolutions, batch normalization, and ReLU.
where W i and W i are the weight, B(x) is the batch normalization, and σ (x) = max(x, 0).
C. VGG
VGG is a typical convolutional network mainly constructed by convolution and pooling operations [18] . Among various editions, VGG16 is the most popular due to its clear structure and excellent performance in image classification. However, despite the success of the VGG16 on ImageNet, the disadvantage of VGG16 lies in its large scale and large number of parameters.
D. ABNORMAL SIGNAL DETECTION USING ALEXNET, RESNET AND VGG
The experimental evaluations are carried out on the defective bearing dataset from the Case Western Reserve University Bearing Data center (Dataset A) and Jiangnan University (Dataset B). The average of 10 testing results is shown in Table 3 . From the results in Table 3 , two points can be concluded: First, the WT feature map suits the abnormal signal detection well, as the detection correctness is maintained above 99.80%. Second, different networks demonstrate diverse performance for abnormal signal detection. ResNet34 and VGG16 outperform AlexNet, and VGG16 is the best of all. This result is reasonable and in line with the research results of recent studies [15] - [18] .
Moreover, the efficiency is evaluated with respect to the time cost. According to our experimental results, the average time costs of AlexNet, ResNet34, and VGG16 are 8, 13.40, and 13.48 ms, respectively. Amongst the three deep networks, the time costs of ResNet34 and VGG16 are comparable, while that of AlexNet is significantly lower. Although VGG16 has a high time-cost, this network architecture is preferred due to its high accuracy.
V. COMPRESSED VGG16 FOR ABNORMAL SIGNAL DETECTION
The classic VGG16 has demonstrated significant successes in image classification. However, it is hard to ensure good VOLUME 7, 2019 performance when VGG16 is introduced into the abnormal signal detection. First, the representation structure of the time-frequency map is quite different from that of the natural images, as the intensity distribution has a definite physical implication. In this time, the texture pattern is more informative in comparison to other types of image features. From Figs. 2 and 3, we find that the time-frequency maps all contain longitudinal textures, and the difference between them can be fully presented by the transition pattern. As a result, the network architecture for handling time-frequency maps must be different from that for natural images, and a shallow architecture is possibly enough. Second, the available abnormal signal database is smaller than the natural images applied for training ImageNet. Hence, the underfitting problem will arise if the original VGG16 architecture is trained by existing vibration signal database. Third, we experimentally analyze the feature maps obtained by layers. Figs. 4 and 5 present the samples of the visualized feature map in each layer for two types of states: norm and IR in Database B. These visualized feature maps are the abstract representations of the original time-frequency features. Deeper layers generate more abstract patterns, and these abstract representations may not include definite physical significance but have a better ability to identify different abnormalities. From the results, we find that feature maps are progressively abstract upon continual layer-wise transformation. In particular, the feature maps before convolution 2_2 appear similar to the original time-frequency maps, while after convolution 3_3, the feature maps are increasingly abstract. In addition, different layers demonstrate diverse representation capability. It is noticed that increasing layers do not imply better performance. For example, in these samples, the feature maps extracted by the convolution 1_2 can suitably present the abnormality feature by informative textures.
These above-mentioned reasons motivate the architecture optimization for the classic VGG16 network. First, we reduce the depth of the network using the shortcut strategy. Second, convolution layers are respectively eliminated from the first and fifth blocks to prevent overfitting, considering that time-frequency maps have robust representation capability to the fault, and multilayer calculations are unnecessary at the front-end and back-end of the architecture. Moreover, batch normalization calculation is added in each convolution layer to produce activation with the stable distribution. Besides, as mentioned above, the deeper layer does not imply better representation, and the shallow layer can also generate representative feature maps. This is the reason for the design of the concat layer that stacks features from different blocks in our architecture. Finally, we redesign the full-connected layers according to the number of the fault categories. Fig. 6 compares the classic VGG16 and our compressed VGG16 architectures. Five blocks are included in our compressed architecture. The first block includes one convolutional layer, the second comprises two convolution layers and one max pooling layer, the third block includes three convolution layers and one max pooling layer, the fourth block is the same as the third, and the fifth block stacks the features from the second to fourth blocks. The features from the Conv2_2, Conv3_32 and Conv4_3 are combined at the concat layer, with the aim being to fully explore the representation capability from shallow to deep layers. After the last convolution layer (Conv5), the final representative feature is generated and inputted to the fully connection layer for classification.
The second convolution block is the same as that of VGG16, which includes two convolution layers and one max pooling layer. In the third and fourth blocks, there are three layers of convolution and one layer of max pooling.
Our architecture is characterized by the special fifth block wherein the features from the second, third, and fourth blocks are stacked, such that various abstract representations of the time-frequency features can be fused. Moreover, in a method different from that of the classic VGG16, after the convolution calculation in each layer, the batch normalization is operated. After the fifth block, we add a layer of global average pooling into the network. The last two layers are the fully connected layers, and the dimension of the bottom layer is determined by the fault categories: 10 for Database A and 4 for Database B. In general, the details of our compressed VGG16 can be found in Table 4 .
Considering the model scale and computational cost, the stride parameter is set as 2 in the first blocks. The large stride will speed up the learning and testing process, while maintaining the performance at the same time. The reason is that the variation amplitude of the vibration signal is relatively smaller than that of the image samples, such that we can use a larger stride to handle the vibration signal. Different from the classic VGG16, our architecture introduces a 3×3 kernel in the second layer and a 1×1 kernel in the third layer. The reason for such a design is that our previous research found that using the efficient 1×1 kernel in the first and third blocks can generate results similar to those obtained on using the 3×3 kernel. Moreover, in a manner different from that of the original architecture, we add the batch normalization (BN) calculation in each convolution layer, which can help prevent the overfitting problem.
VI. PERFORMANCE EVALUATION A. DATABASE
To evaluate the performance of different methods, the experiments are carried out on the defective bearing database from the Case Western Reserve University Bearing Data center (Database A) [22] and Jiangnan University (Database B) [23] .
The bearing system platform in Case Western Reserve University Bearing Data center includes a 2-hp motor, a torque transducer, a dynamometer, and a load motor. Vibration signal is collected by an accelerometer at the 12-kHz sampling frequency. Besides the data of the normal state, nine categories of fault-state data are included in this database: singlepoint faults with sizes of 0.007, 0.14, and 0.021 are separately found on the inner race (IR), outer race (OR), and the rolling elements (RE). For each state, 400 samples are randomly selected; herein, 240 samples are taken for network training, 80 samples are used for network validation, and 80 for testing.
The database from Jiangnan University includes four categories of running states: the normal state and the fault states separately seeded on the bearing at IR, OR, and RE. All the data are collected at the 50-kHz sampling frequency and the rolling speed of 600, 800, and 1000 RPM. For the normal state, 1,800 samples are randomly collected, while 600 samples are collected for each fault state to maintain the balance of the database. The experiment is designed such that threefifths of the data is assigned for training, one-fifth for validation, and one-fifth for testing. The diversity between training samples can improve the generalization of our method, while diverse testing samples can comprehensively demonstrate the adaptability of our method.
B. TRAINING
Loss and accuracy curves are used to evaluate the convergence of the training process. The loss (Loss) and accuracy (Acc) scores are respectively calculated as:
where y i is the detection result, y i is the true value, n is the number of the samples, TP is the number of the true positive samples, TN is the number of the true negative samples, FP is the number of the false positive samples, and FN is the number of the false negative samples. Fig. 7 shows the development of the loss and accuracy curves during the training phase. For both the databases, the learning ratio is set as 0.1. From Fig. 7 , our deep learning network converges rapidly, as 15 epochs is necessary to train the network for Database A, and 40 epochs for Database B. 
C. PERFORMANCE ANALYSIS OF DIFFERENT MAP SIZES
The image size of time-frequency maps may affect the performance of abnormal signal detection. This aspect is considered in our experimental analysis wherein maps of different sizes (224×224, 128×128, 64 × 64, and 48 × 48) are tested. The average of 10 testing experiments for the normal and fault states in two databases is shown in Tables 5 and 6 . From these results, we find that our method can generate consistent results using different sizes of feature maps.
D. COMPARISON TO OTHER METHODS

The confusion matrix of our detection results for Databases
A and B is shown in Fig. 8 . From Fig. 8 , we find that the correctness of our method for all kinds of faults consistent approaches one. This demonstrates the good accuracy and generalization of our method in detecting various faults. Aiming to fairly demonstrate the performance of our method for abnormal signal detection, we comprehensively compare our method to traditional classifiers, i.e. SVM [10] and Bayes [24] , and advanced deep learning networks, i.e. DAE [25] and SAE [26] . These compared methods have been widely applied in abnormal signal detection. Moreover, the deep learning-based image classification methods are included in our experimental comparison. The size of the original time-frequency maps is 224×224. From Table 7 , our method and VGG16 are comparable and generate better results than other methods. Moreover, we find that introducing deep learning classifiers significantly benefits the abnormal signal detection. Although VGG16 obtains the same correctness in comparison to ours, our method outperforms VGG16 due to our compressed architecture and better efficiency. This aspect will be demonstrated below.
Efficiency plays a very important role in abnormal signal detection, as it is desired to identify the fault as soon as possible in practice. The average of the time cost is shown in Table 8 .
From Table 8 , our method comes second in terms of efficiency. Our method is significantly more efficient than VGG16 as it requires only half of the time required by VGG16. Because VGG16 is the basis of our research, the lower time cost for abnormal signal detection demonstrates the advantage of our compressed architectures. Combining the accuracy evaluation in Table 7 and the time cost records in Table 8 , our method demonstrates good performance for abnormal signal detection.
Three aspects should be considered for performance evaluation: the accuracy, stability, and time cost. The balance between these three aspects is important for a good method. We acknowledge that the traditional SVM can generate a good result for Database A, while its performance is significantly degenerated for Database B, from 99.55% to 97.80%. In contrast, our method keeps the accuracy score consistently higher than 99.90% for both the databases. This demonstrates that our method outperforms SVM in terms of stability. Moreover, according to the time cost, we can find that our method is more efficient than SVM (6.63 ms VS. 10.38 ms). Combining the results in Tables 7 and 8, we demonstrate that the comprehensive performance of our method is better in comparison to other methods.
VII. CONCLUSION
Presenting time-frequency features as maps can significantly benefit the abnormal signal detection. Based on the classic VGG architecture, we compress the network architecture and add a feature stacking layer, adapting our method to abnormal signal detection. Experimental results demonstrate the satisfying performance of our method with respect to accuracy and efficiency. Moreover, by our research in this study, we expect to demonstrate the potential of the image classifier for abnormal signal detection. Our future work will continually focus on this interdisciplinary topic.
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