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"Even things that are true can be proved"
-Oscar Wilde, The Picture of Dorian Gray

Abstract
By an exponential sum of the Fourier coefficients of a holomorphic cusp form we
mean the sum which is formed by first taking the Fourier series of the said form,
then cutting the beginning and the tail away and considering the remaining sum
on the real axis. For simplicity’s sake, typically the coefficients are normalized.
However, this isn’t so important as the normalization can be done and removed
simply by using partial summation.
We improve the approximate functional equation for the exponential sums of
the Fourier coefficients of the holomorphic cusp forms by giving an explicit upper
bound for the error term appearing in the equation. The approximate functional
equation is originally due to Jutila [9] and a crucial tool for transforming sums
into shorter sums. This transformation changes the point of the real axis on which
the sum is to be considered.
We also improve known upper bounds for the size estimates of the exponen-
tial sums. For very short sums we do not obtain any better estimates than the very
easy estimate obtained by multiplying the upper bound estimate for a Fourier co-
efficient (they are bounded by the divisor function as Deligne [2] showed) by the
number of coefficients. This estimate is extremely rough as no possible cancella-
tion is taken into account. However, with small sums, it is unclear whether there
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where the numbers a(n) are called normalized Fourier coefficients, e(nz) = e2πinz
and κ ∈Z+ is the weight of the form. It is of interest to consider exponential sums





A(1,M−1,α)  M1/2 logM
from the year 1929 is a classical result. It is nearly sharp, only the logarithm can
be removed and that was done by Jutila [9] in 1987. Before that it was proved by
Deligne [2] that |a(n)| ≤ d(n) nε . When the parameter α = h/k is rational with
k not too large in comparison with M, there are much better estimates as Jutila



























when 1≤∆M. However, in the general case it is impossible to obtain very good
estimates for long sums. The situation changes drastically when one considers






with a1 positive, and he also proved that
A(M,∆,α)  M1/2. (3)
These results are a natural starting point for this thesis. We will improve the
results. We show that for, 1 ≤ ∆  M3/4,
A(M,∆,α)  M1/2− f (logM ∆),
where f is positive when ∆  M3/4−ε for any fixed ε > 0. As usual, Voronoi
type sum formulas are very helpful in the proofs. Results for shorter sums lean
heavily on good estimates for non-linear sums. For longer sums an approximate
functional equation for exponential sums is crucial. We will also give an explicit





where w is a smooth weight function satisfying certain conditions and M1/2+ε ∆






and we may hence conclude Jutila’s estimate (3) to be best possible when M3/4  ∆.
Another interesting corollary is the fact that the estimate to be derived is best pos-
sible for ∆  M3/4−1/32+ε .
Already in 1933 Wilton [17] proved an approximate functional equation for
linear exponential sums involving the divisor function d(n) in place of a(n). Later
Jutila [7] generalized the result by proving an approximate functional equation
which used rational approximations of the parameter α .













holds for any ε > 0, under the following assumptions:
• α = hk +η is a Farey approximation of order M1/4, i.e. k ≤ M1/4 and |η | ≤(
kM1/4
)−1
• hh̄ ≡ 1 (mod k)
• β = − h̄k − (k2η)−1
• M ≤ M1 ≤ 2M and k2η2M  1.
3
In [9] Jutila proved the approximate functional equation with an unspecified
positive constant a in the place of 112 in the error term of the above formula. He
needed this result to prove the estimate (3).
Using Rankin’s result [13] (the same result can also be find in Selberg’s paper













Therefore, Jutila’s result is sharp. However, the more precise form of the approxi-
mate functional equation is useful in attempts to obtain sharper estimates for short
sums of the type A(M,∆;α).








































1. The trivial estimate obtained by multiplying Deligne’s estimate for a coef-
ficient by the number of coefficients
2. The result from Theorem 24 as written in Corollary 27
3. Estimate from Theorem 30
4. Estimate from Theorem 33. However, it is not known whether this estimate
may be improved.
5. Estimate from Theorem 33. It is proved in Theorem 39 that this bound is
sharp.
4
6. Estimate derived using triangle inequality from Jutila’s estimate for longer
sums and proved here to be sharp





8. The average estimate derived from Rankin’s formula.
Before considering the above mentioned linear sums, we will prove, using the
Farey method due to Bombieri and Iwaniec [1] and Jutila [7], that
∑
M≤m≤M+∆






for f (z) = ηz+Bz1/2, F = |B|M1/2, g∈C1[M,M+∆], |g(x)| ≤G and |g′(x)| ≤G′.
For this, we will also prove certain lemmas on properties of rational numbers.
In the following ,  and  are used in the standard way and the implied
constants depend only on ε and κ .
A part of the results have appeared in [4]. The rest are to appear in [3]. Also,




1.1 A brief introduction to holomorphic cusp forms, Voronoi
formulas and Bessel functions
Definition 1. Write
H = {z ∈ C : ℑz > 0} .
Let f : H → C be holomorphic. We call f a modular form of weight κ ∈ Z if
1. f (z+ 1) = f (z) and f
(− 1z )= zκ f (z), when z ∈ H,
2. the function f has a Fourier expansion of the form





In particular, f is a cusp form when a(0) = 0. The first condition may also be






be a matrix with integer entries and determinant 1 (in other






= (cτ +d)κ f (τ) .
It is worth noting that although one may define non-holomorphic cusp forms,
functions with the invariance condition with respect to another group, etc, in
which case the set of possible weights κ may be fairly large, in the case of holo-
morphic modular forms, κ is always a positive even integer. We wrote the Fourier
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coefficients in the form a(n)n(κ−1)/2 because we are interested in the normalized
Fourier coefficients instead of the original ones. This does not really affect the






using partial summation ([?], Theorem 1.4):
Lemma 2 (Partial summation). Let λ1 ≤ λ2 ≤ ·· · be a sequence of real numbers
such that limn→∞ λn = ∞ and let g be a continuously differentiable function on the


















Using the well-known estimate for d(n), we obtain |a(n)|  nε for any fixed
positive ε . Also, the normalization allows us to treat all the holomorphic cusp
forms with the same calculations, without having to worry about the weights of
the forms, and without having to carry along some extra terms.
It is an easy observation that a linear combination of holomorphic cusp forms
of weight κ is also a holomorphic weight form of the same weight. Another easy
observation is that the product of holomorphic weight forms of weights κ1 and κ2
is a holomorphic modular form of weight κ1 + κ2. Also, if either of the modular
forms is a cusp form, then their product is a cusp form as well.
Let us now devote some time to recall the Ramanujan τ-function. Define the
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Then E2k has a Fourier series of the type




It is an easy calculation to show that G2k is a holomorphic modular form of the
weight 2k. It follows that the function
∆1(z) = (60G4(z))3 −27(140G6(z))2 ,
is a holomorphic modular form of the weight 12, and furthermore, it is a cusp
form. It is not so simple (but pretty easy, anyway) to show that
∆1(z) = ∆(z).
From this we get an alternative representation for ∆(z). Typically we write the




The function τ(n), thus defined, is known as the Ramanujan τ function. This
multiplicative function is of great interest due to the fact that very little is known
about its properties. The Lehmer conjecture states that τ(n) = 0. However, this
has not yet been proved or disproved.
A necessary tool in this work is the Voronoi type summation formula due to
























, f ∈C1[a,b], hh̄≡ 1 (mod k), J(x) is the J-Bessel function,
and ′ in summation means that if a or b is an integer, then the corresponding term
is to be halved, and otherwise the summation is carried out in the standard way.
Typically, it is easier to consider sums when they are weighted with a smooth
weight function:
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Definition 3. We say that w is a smooth weight function on the interval [a,b] if it
has a support on the interval [a,b] and for any x ∈ [a,b]
w(x)  1, w( j)(x)  (b−a)− j for j ∈ {0,1, . . . ,J}, (1.2)
where J is a sufficiently large integer. Assume further that w(x) = 1 on an interval
of length  b−a.
























where w(x) is a sufficiently smooth weight function with support on the interval
[a,b], and α = hk + η .
Lebedev’s book [12] gives several useful formulas for the J-Bessel functions.












When ℜ z > 0 and |z| ≥ 1, we may use the asymptotic formula for the Hankel
functions:

















(−1) jhCh,νz−h = 1+(−1) jC1,νz−1 + · · · ,
where λ = ν4 +
1
8 and the coefficients Ch,ν are certain constants ([12], formulas
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where λ = κ4 − 18 . This also gives a very useful asymptotic expansion for the


















































where c1 is a constant.
1.2 Known lemmas and enough notation to support them
As we may now easily think what kind of integrals and sums are to be estimated,
it is natural to introduce a couple of derivative tests ([15] Lemmas 4.3 and 4.5).
Lemma 4 (First derivative test). Let f (x) and g(x) be real functions on the interval
[a,b] such that g(x)f ′(x) is monotonic and∣∣∣∣ f ′(x)g(x)
∣∣∣∣≥ λ > 0.
Then ∫ b
a
g(x)e( f (x))dx  1
λ
.
Lemma 5 (Second derivative test). Let f (x) and g(x) be real functions on the
interval [a,b] such that g(x)f ′(x) is monotonic and∣∣ f ′′(x)∣∣ ≥ λ > 0, |g(x)| ≤ G,
then ∫ b
a
g(x)e( f (x))dx  G√
λ
.
However, sometimes when we know estimates for the higher derivates, we
get better estimates for integrals using the following lemma which is a slightly
modified version of lemma ([10], Lemma 6). The proof is similar to that of the
original lemma. To state the lemma, we need the following definition:
Definition 6. Given X ,Y,Z ∈ R we write
D(X ,Y,Z) = {x ∈ C : ∃y ∈ [X ,Y ] : |x− y| < Z} .
The lemma reads as follows.
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Lemma 7. Let A be a function which is compactly supported in a finite interval
[M1,M2] and at least P ≥ 0 times differentiable. Assume also that there exist two
quantities A0 and A1 such that for any non-negative integer ν ≤ P and for any
x ∈ [M1,M2],
A(ν)(x)  A0A−ν1 .
Also, let B be a function which is real-valued on [M1,M2], and regular throughout
the complex domain D(M1,M2,ρ); and assume that there exists a quantity B1
such that
0 < B1 
∣∣B′(x)∣∣
for any point x in the domain. Then we have
∫ ∞
−∞







This lemma and the derivative test are useful while estimating oscillating in-
tegrals. However, some integrals require a bit different treatment. In this case a
slightly different weight function is needed.
The following definition is similar to formula (2.1.2) in [8].
Definition 8. Let ηJ(x) be the function on the interval [a,b] satisfying the follow-














where u = u1 + · · ·+uJ and U < (b−a)/2J, and define η0 to be the characteristic
function of the interval [a,b].
Notice that ηJ, for large J, is a smooth weight function which is equal to 1
on the interval [a + JU,b− JU ]. A weight function of this type is very useful
every now and then. For instance, the saddle-point lemma (which will be formu-
lated soon) requires this weight function. One may easily compute the Fourier
transform







This implies that ηJ(x) is J−1 times differentiable.
To keep the notation short and simple, denote by D the complex domain con-
sisting of points z satisfying the condition |z− x| < µ for some x ∈ [a,b], where
µ  a  b. That is, D = D(a,b; µ) in the notation of Definition 6.
It is now the time to state a simplified version of the Saddle-point lemma ([8]
Theorem 2.1).
1.2 Known lemmas and enough notation to support them 11
Lemma 9 (Saddle-point lemma). Let F  aε for some positive ε , G and U be
positive parameters. Let f be a holomorphic function on the domain D. Assume
further
• the function f is real on the interval [a,b]
• f ′(x)  Fa for x ∈ D
• | f ′′(x)|  Fa2 for x ∈ [a,b].





by δ (x). Let x0 be the (possibly existing) zero of f ′(x)+ γ in the interval (a,b),
and suppose that U  δ (x0)F−1/2a+aε . Write
EJ(x) =

















(EJ (a+ jU)+EJ (b− jU))
)
,
where ξJ is a bounded function on (a,b) with the following properties:
• ξJ(x) = 1 on (a+ JU,b− JU)
• ξ ′J(x) is continuous and ξ ′J(x)U−J on the set (1.7), except possibly at the
points a+ jU, b− jU, j = 1, . . . ,J−1.
If x0 does not exist, then the terms and conditions involving x0 are to be omitted.
This differs only slightly from Lemma 3 in [9] which was also a simplified
version from the same saddle point lemma. In the original version, there is the
assumption F  1. In the version of the paper [9], this assumption is in the form
F  a. This assumption allows us to omit the first error term as it may be con-
tained in others. However, this assumption may be replaced with the assumption
F  aε for any fixed ε ≥ 0 as is done in this version. It is still easy to see that the
same error term may be omitted.
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Let us now state the most technical looking lemma in this thesis. We use
δ1,δ2, . . . for some fixed constants which can be chosen to be arbitrarily small.
A slightly different version of the following lemma is due to Jutila ([8] Theorem
3.4). After stating the lemma, we will briefly explain the differences in the lemmas
and proofs.
Lemma 10. Assume M2 ≤ 2M1 and let f and g be holomorphic functions on the
open set D(M1,M2,cM1), where c is a positive constant. Let us assume that f (x)
is real when M1 ≤ x ≤ M2. Assume further that there are parameters F and G
such that
|g(z)|  G, | f ′(z)|  F
M1
,
∣∣ f ′′(x)∣∣ F
M21
when z ∈ D(M1,M2,cM1) and M1 ≤ x ≤ M2. Let r = ak be a rational number
satisfying
1 ≤ k  M1/2−δ11 , |r| 
F
M1
, f ′(M(r)) = r
for some M(r) ∈ [M1,M2]. Define












Let x j,n be the unique zero of the function p′j,n(x) on the interval (M1,M2) when
n < nj. Let
U  M1+δ21 F−1/2,
Denote
M1 = M(r)−m1, M2 = M(r)+m2
M′1 = M1 + JU = M(r)−m′1, M′2 = M2 − JU = M(r)+m′2
assuming that J is large enough. Assume further that m1  m2  m′2  m′1,
M1+δ31 F
−1/2  mj  M1−δ41 . (1.8)

















G(|a|k)1/2M−11 m1/21 U logM1
)
, (1.9)
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where


















vJ(r,n) = 1, when n < n′j
vJ(r,n)  1, when n < nj
vJ(r,n) = 0, when n ≥ nj.
The functions vJ(r,y) and ∂∂y(vJ(r,y)) are piecewise continuous on the interval
(n′j,nj) having at most J−1 discontinuities and
∂
∂y
(vJ(r,y))  (nj −n′j)−1
when ∂∂y(vJ(r,y)) exists.
Remark 11. In the original theorem f ′′(x) is assumed to be positive, but it may be
negative, as well, if absolute values and signs are introduced. Also, the condition
1.8 is weaker than the original condition (3.1.8) but it may be used in the case of
the holomorphic cusp forms.
1.3 Miscellaneous lemmas
In this section we collect various technical results and simple lemmas which will
be used in the proofs to come. Some of the results may look completely random,
and maybe even utterly useless. However, the reader should not worry, they will
all be used. We begin by fixing some notation. Remember that k and η satisfy the
conditions given in the introduction.
Let J be a fixed natural number that can be chosen to be arbitrarily large.
Assume 0 < ∆ ≤ M and let w(x) stand for a J times differentiable weight function
on the interval [M− JU,M + ∆ + JU ], where M1/2+εk U for some fixed ε and
M− JU  M. Let
w(x) = 1 for x ∈ [M,M + ∆]
and suppose moreover that
w(m)(x) U−m, w(M− JU) = w(M + ∆ + JU) = 0 (1.10)
for any non-negative m ≤ J.
Denote
M−1 = M− JU, M1 = M + ∆, and M2 = M + ∆ + JU.
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Write also,
N−1 = k2η2M−1, N = k2η2M, N1 = k2η2M1 and N2 = k2η2M2.
The proofs of the following lemmas are simple. They mostly use the derivative
tests and Lemma 7 in addition to basic analysis and arithmetic. Their importance
is visible while treating the terms arising from the asymptotic expansion of the
J-Bessel function and the integral around it in the current work. To simplify, write
N = k2η2M.














Proof. We first use Lemma 7 with A(x) = w(x)x−1/4, B(x) = ηx− 2
√
nx
k , A0 =
















dx  M−1/4U−PkPMP/2n−P/2 (U + ∆)
for any P ≤ J. Substituting this estimate, the left-hand side is dominated by
 k−1 ∑
n≥cN
nε−1/4−P/2M−1/4+P/2U−PkP (U + ∆)
and this is  1 when P is sufficiently large.














































The following lemma is of a very similar nature, and it is easy to prove in a
slightly different way.
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dx  k(k2η2M)ε .




























dx  k(k2η2M)ε .
Lemma 17. Let c be any given constant. Let T be any number of the form M−









































and S3 is like S2 but with the condition k2η2T +
√
N ≤ n ≤ cN. Then it is easy to




Before getting to the actual bounds, we need some more lemmas. These lem-
mas are arithmetic in nature, and some of the results are both new and even of
independent interest.
Huxley has proved the following useful result (Chapter 1, [6]).
Lemma 18. Let F(Q) be a Farey sequence of order Q on the interval J. If the
length of J is ∆, then
∑
F(Q)∩J





 1+ ∆Q. (2.1)
The next lemma introduces the Magic Matrix ([5], Lemma 7.17).
Lemma 19. Let the rational numbers a1k1 and
a2
k2
, where (a1,k1) = (a2,k2) = 1,





∣∣∣∣≤ ∆1, (0 < ∆1 ≤ 1), (2.2)
where ||x|| is the distance of x from the nearest integer and āi is the solution of the

































|γ | ≤ ∆1k1k2. (2.4)
18 Arithmetic Lemmas




As far as we know, the next result is new; to be precise, it differs from a result
of Bombieri and Iwaniec ([1] Theorem 4.1) by the additional condition (2.9).
Lemma 21. Let A and Q be natural numbers and let ∆1 ≤ 1 and ∆2,∆3  1 be
positive real numbers such that A∆3  Q. Let us assume that rational numbers aiki
satisfy the conditions
ai  A, ki  Q and (ai,ki) = 1. (2.5)
Let [R,R′] be a subinterval of [C1A/Q,C2A/Q] such that R′ −R  ∆3AQ−1. As-
sume further that ψ(x) is a continuously differentiable function on [R,R′] such
that
ψ(x)  H and ψ ′(x)  QH
A
(2.6)



























 ∆3AQ+ ∆m∆3A2 + ∆1(∆1 + ∆2)∆23A2Q2, (2.10)
where ∆m = min(∆2,∆3).
Proof. Notice first that by lemma 18 the number of the rational numbers ak on
the interval [R,R′] satisfying the conditions (2.5) is at most  ∆3AQ. In order
to estimate the number of pairs, let us classify these by the matrices of lemma
19. Let us first consider those matrices having at least one entry equal to zero. If


















)∣∣∣∣ |β ||k1|QHA−1  ∆2QH,
19
so β has at most  1 + ∆mAQ−1 different possible values. Hence the number of
pairs is
 ∆3AQ(1+ ∆mAQ−1).






so the number of pairs will be  ∆3AQ(1+ ∆3QA−1)  ∆3AQ, since ∆3QA−1 
1.
If α = 0, then






and if δ = 0, then






In both cases the number of pairs will be  ∆3AQ.
Let αβγδ = 0 and D be a constant. We will later show that the number of
matrices satisfying the condition |γ | ≤ DQ∆3A is bounded (see formula (2.13)), and
the number of corresponding pairs is  ∆3AQ. Let us assume from now on that






|γ | > DQ
∆3A
. (2.11)








































so that |ϕ(x)|  ∆2H and












if we interpret x as a continuous variable. Since






























be two pairs corresponding to the matrix M and satis-




the inequality ∣∣ϕ ′(x)∣∣ |γ |H







, and γx + δ
lies between k2k1 and
k′2
k′1















and it follows that ∣∣∣∣a1k1 −
a′1
k′1
∣∣∣∣ ∆2|γ | .





corresponding to the given matrix lie on an interval of length  ∆2|γ | .






rational numbers satisfying the conditions (2.5). It suffices to count the number of
matrices in order to estimate the number of pairs. First notice that the conditions
(2.3) and (2.9) imply
|α − γR| 1+ |γ |∆3AQ−1 (2.12)
|δ + γR| 1+ |γ |∆3AQ−1 (2.13)
and therefore for any given γ we may choose α and δ in
1+ |γ |∆3AQ−1  |γ |∆3AQ−1
21
different ways (by condition (2.11)). Moreover, αδ ≡ 1 (mod γ). Then, for any
given pair (γ ,α), δ can be chosen only in
 1+ ∆3AQ−1  ∆3AQ−1





|γ | |γ |∆3AQ
−1  ∆1(∆1 + ∆2)∆23A2Q2.
This also shows that when 1 ≤ |γ | < DQ∆3A , the number of suitable matrices is
bounded.
The next lemma is a useful variant of the preceding one.
Lemma 22. Let the assumptions of Lemma 21 be satisfied with the exception of
(2.7) Then the number of pairs will be
∆3AQ(1+(∆2 + ∆3)Q)(1+ ∆mA). (2.14)
Proof. Let us choose two rational numbers a1k1 and
a2
k2
satisfying the conditions of

































 |k1 − k2|H  (∆2 + ∆3)QH,
i.e. |k1 −k2|  (∆2 +∆3)Q, then the conditions (2.8) and (2.9) cannot hold simul-
taneously. Therefore we may suppose that
|k2 − k1|  (∆2 + ∆3)Q. (2.15)
Let a1k1 be given. According to the condition (2.15) the denominator k2 can be
chosen in at most  1 + (∆2 + ∆3)Q different ways. Since a1, k1 and k2 will
then be determined, we deduce from the assumptions (2.6) and (2.8) that a2 can
be chosen in at most  1 + ∆2A different ways. Because this cannot exceed the
number of all possibilities for a2, the actual number of possibilities will be 




 (1+(∆2 + ∆3)Q)(1+ ∆mA) (2.16)
different ways satisfying the conditions (2.8), (2.9) and (2.15). Because the ratio-
nal number a1k1 has  ∆3AQ different possibilities, we obtain (2.14) from (2.16).
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2.1 A Bound for a Non-linear Exponential Sum
Even though our main interest lies in estimating linear exponential sums, we con-
centrate on non-linear exponential sums for a while and prove a result that will
later serve as a necessary auxiliary theorem.
Theorem 23. Let η ,B ∈ R, 1 ≤ ∆ ≤ M, and denote F = |B|M1/2. We assume that
M2  ∆F. (2.17)
Let
f (z) = ηz+Bz1/2. (2.18)
Let g ∈C1[M,M + ∆] and









(G+ ∆G′)M1/2F1/3+ε . (2.20)
Proof. Even though the beginning of the proof follows closely the proof of theo-
rem 4.6 in [8], it will be presented for the sake of completeness.
As e2πin = 1 for any integer n, we may assume that 0 ≤ |η | < 1 and that the sign
of η is the same as that of B. Since the sign of B is not essential in the proof, we
may choose B > 0. Then f ′(x) is decreasing on the interval [M,M + ∆]. Writing
ξ = ∆M , the condition (2.17) becomes M  ξ F and 0 < ξ ≤ 1. In the following,
δ is a small fixed number.
It is enough to show that
S(M,ξ ) = ∑
M≤m≤M+∆
a(m)e( f (m))  ξ 5/6M1/2F1/3+ε ,














 ξ 5/6M1/2F1/3+εG+G′∆ξ 5/6M1/2F1/3+ε .
If M  ξ−1/3F2/3+δ , then estimating simply by absolute values we obtain
S(M,ξ )  M1+εξ  ξ 5/6M1/2F1/3+ε .
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Therefore, the original condition (2.17) may be replaced by
ξ−1/3F2/3+δ ≤ M  ξ F. (2.21)
The existence of such a number M implies that
1  ξ 4/3F1/3−δ . (2.22)
When z ∈ [M,M + ∆], we get the easy estimates
| f ′(z)| =
∣∣∣∣η + 12Bz−1/2
∣∣∣∣ FM , | f ′′(z)| =
∣∣∣∣−14Bz−3/2
∣∣∣∣ FM2 (2.23)




to be the order
of the Farey sequence. Note that K ≥ 1 by (2.21). Consider now an increasing
sequence of rational numbers r = ak , with 1 ≤ k ≤ K, on the interval








∆0  ξ FM−1,
then ∆0  1 by (2.21). For any given r let r1 and r2 be the preceding and the next
member in the Farey sequence. Let us divide the sum according to Farey fractions:







where f ′ (M1) = ρ1 is the mediant of r1 and r and f ′ (M2) = ρ2 is the mediant of




F2M−1(ρ j −η)−2. (2.24)
This expression looks as if it were made for Lemma 10. Define M(r) just as
in the aforementioned lemma, to stand for the number satisfying f ′(M(r)) = r.
According to the estimate (2.23) for the second derivative of f , we have
mj := |M(r)−Mj|  M2F−1
∣∣ f ′(M(r))− f ′(Mj)∣∣= M2F−1|r−ρ j|
 M2F−1k−1K−1  ξ 1/3M3/2F−2/3+δ/2k−1. (2.25)
Especially this shows that m1  m2 and
ξ 2/3MF−1/3+δ  mj  ξ 5/6MF−1/6+ε . (2.26)
The incomplete sums at the ends of the interval [M,M +Mξ ] may be estimated by
absolute values:
 mjMε  ξ 5/6MF−1/6+2ε  ξ 5/6M1/2F1/3+ε .
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Let us now weight the sums S(a/k) with the function wJ(x). Choose U =
MF−1/2+ε . Then U  1 by (2.21). On an interval of length ∆0 there are 
∆0K2  ξ 1/3F1/3+ε Farey fractions of order K. Hence the error caused by the
weighting is
 ∆0K2UMε  ξ 1/3MF−1/6+ε  ξ 5/6M1/2F1/3+ε ,
so it is sufficient to estimate the weighted sums.
First notice that
mj  MF−1/2ξ 2/3F1/6+δ .
Thus, by (2.22),
mj  M1+3δ/2F−1/2.
This estimate together with (2.26) shows that the condition (1.8) of Lemma 10 is
satisfied. The remaining assumptions of Lemma 10 are satisfied due to the choices
of the function f and the Farey sequence. It is enough to consider the case j = 1
because the case j = 2 is similar. Now
p1,n(x) = Bx






and according to (2.25)
n1  F2M−3m21k2  ξ 2/3F2/3+δ .












r−η  FM−1 = |B|M−1/2.
Let us start with the error term in (1.9). Because |a|k  k2FM−1, using (2.25) the
error term becomes
F−1/2+ε(|a|k)1/2m1/21  ξ 1/6M1/4K1/2F−1/3+ε  M1/2F−1/2+ε
Taking now into account the total number of Farey fractions on the interval I and
noting that ξ 2/3F1/6  1 by (2.22), the estimate becomes
 ξ M1/2Fε  ξ 5/6M1/2F1/3+ε .























f (r,n) = −nā
k















































f (r,n) =− FM
−1/2n−3/2
4(a− kη) .



















































(a2 − k2η)− (a1 − k1η)





k2(a2 − k2η) (2.31)
F ′′(n) =− 1
4
FM−1/2n−3/2
(a2 − k2η)− (a1 − k1η)
(a1 − k1η)(a2 − k2η) . (2.32)
Because the functions vJ(r1,n)Q(r1,n) and vJ(r2,n)Q(r2,n) are piecewise suffi-
ciently stationary in n, they can be eliminated by partial summation. Hence
S1  F−1/2+εK−1/20 M3/4N1/40 |S2|1/2 .
Assume for a while that
S2  ξ 5/3F5/3+εK0M−1/2N−1/20 (2.33)
holds. Then
S1  ξ 5/6M1/2F1/3+ε .
This shows that it is sufficient to prove that (2.33) holds. Notice that the denom-
inators of the derivatives (2.32) satisfy (a1 − k1η)(a2 − k2η)  K20 F2M−2, when
r1,r2 ∈ I and ki ∼ K0. We will use Lemmas 21 and 22. For this purpose let us
choose
Q = K0, A = K0FM
−1, ∆3 = ξ , ψ(x) = x−η , H = AQ , [R,R
′] = I.
Then R′ −R = ∆0  ∆3AQ−1 and ξ A  K0. The sum S2 (defined in (2.28)) can be
estimated trivially, if the n-sum is short enough. Choose N1 = c0F−2K−40 K
−2M3.
This choice will be motivated in a moment. If N0 ≤ N1, we obtain
S2  (ξ AK0)2F−2K−40 K−2M3 = ξ 2K−2M  ξ 7/2F3/2+εK0M−1/2N−1/20 .
Here c0 is a positive constant that can be chosen suitably. When N0 > N1 we may
estimate the sum using first or second derivative test ([15] Lemmas 4.2, 4.7, 4.8,
and 5.9), depending on the size of the derivatives, or actually, on the difference














∆2A ≤ |(a2 − k2η)− (a1 − k1η)| ≤ ∆2A, (2.34)
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where ∆2 is a variable and 0 < ∆2  1. Let us write δ0 = F−1K−10 K−1M. Notice
that δ0 ≤ A−1  ξ . Let us now assume for a while that (2.34) holds and ∆2 < δ0.



















and N0  n1  ξ 2/3F2/3+δ , it follows that
∆1  F−1K−20 ξ 1/3M−1/2F1/3+δ/2M3/2ξ−1/3F−1/3−δ/2 = F−1K−20 M,
and the second O-term is absorbed into the ∆1-term. Note that the choice of N1
enables the inequality ∆1 < c
−1/2
0 to be satisfied when N0 > N1. Choosing c0 large




is according to lemma 21 (remembering that ∆2 < δ0  ∆1 and δ0  ξ )








the number of the sums will be
 ξ AK0 + ∆21ξ 2A2K20 . (2.36)
These sums may be estimated trivially (remember that we may choose δ to be an
arbitrarily small positive constant, according to the desired choice of ε and that
K0 ≥ 1):
 (ξ AK0 + ∆21ξ 2A2K20)N0
 ξ FK0M−1/2N−1/20
(





ξ 2/3F2/3 + ξ 5/2F1/2
)






































ξ−2/3F1/3 + ξ 1/3F1/3
)
.
Since 1  ξ 4/3F1/3−δ (see (2.22)), we may conclude that
ξ−2/3F1/3  ξ 2/3F2/3−δ
and the estimate becomes
 ξ 5/3F5/3+εK0M−1/2N−1/20 .
When δ0 ≤ ∆2 ≤ 1, we can use the second derivative. Since
F ′′(x)  λ = ∆2K−10 M1/2N−3/20 ,


















 ξ 1/3F1/3+εK−10 M1/2N−1/20 ∆−1/22 . (2.37)
Because min(ξ ,∆2)  ξ 1/2∆1/22 , the estimate of Lemma 22 can be simplified to
 ξ AK0 (1+ min(ξ ,∆2)A+ ξ K0 + ∆2K0 + ξ ∆2AK0)
 ξ AK0
(
1+ ξ 1/2∆1/22 A+ ξ K + ∆2K + ξ ∆2AK
)
(2.38)
Use now the inequality (2.22) to simplify this further to
 ξ F1+εK20 M−1
(
ξ 2/3F1/6 + ξ 1/2∆1/22 K0FM
−1 + ∆2ξ 1/3F1/3
)
.
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Use the formula (2.21) and recall that δ0 ≥ ξ 2/3F−1/3 to obtain
∆−1/22 ξ




 δ−1/20 ξ 2/3F1/6 + ξ 1/2KFM−1 + ξ 1/3F1/3
 ξ 5/6F1/3+ε + ξ 1/3F1/3  ξ 1/3F1/3+ε .
This finally completes the proof of the theorem.

Chapter 3
Bounds for Short Linear
Exponential Sums
Theorem 24. Let w be a smooth weight function on the interval [M,M+∆], where
1 ≤ ∆ ≤ M. Assume further that α = ak + η , (a,k) = 1, 1 ≤ k ≤ Q  ∆1/2−δ/2,
|η | ≤ 1kQ where δ is a small fixed positive real number (which may be chosen to

























M1/2+ε + k−1∆|η |−1/2M−1/2+ε . (3.3)
Proof. Using Deligne’s estimate |a(n)| ≤ d(n)  nε , the theorem holds for ∆ 
M2/5+δ , so we may assume ∆  M2/5+δ . First using a transformation formula of

































Writing the J-Bessel function as a sum of Hankel functions and then substituting
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w(t)gj(n, t)e( f j(n, t))dt,














To make this proof a bit more reader-friendly, the rest is divided into two lemmas.
The first one covers the case η ≤ 13∆δ−1.
Lemma 25. With the assumptions of the Theorem 24 and the additional assump-















































and consider separately the cases
(1) M2/5+δ  ∆  M1/2 and 1 ≤ k ≤ Q,
(2) M1/2  ∆ ≤ M and 1 ≤ k ≤ ∆1−δ M−1/2,
(3) M1/2  ∆ ≤ M and ∆1−δ M−1/2 ≤ k ≤ Q.
Let us first consider the cases (1) and (3). Now N0  1. In the oscillating integrals
of the sum B ∣∣∣∣ ∂∂ t f j(n, t)
∣∣∣∣ ∆−1+δ .
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From this we see that it is sensible to estimate by partial integration. Lemma 7
gives
I( j)(n)  ∆1−JkJM−1/4+J/2n−J/2 (J ≥ 2)




k−1/2+J∆1−JM−1/4+J/2N3/4−J/2+ε0  ∆−J1δ M1/2+ε ,
where J1 = J−1. Let us now choose J such that J1δ ≥ 14 . Hereby we obtain
∆−J1δ M1/2+ε  ∆−1/4M1/2+ε  ∆1/6M1/3+ε .
Next turn to the sum A. Changing the order of the summation and integration and
integrating using absolute values, we obtain













Let Y ≤ N0 and write


















+ ηt, G = Y−1/4t−1/4, G′ = Y−1G, η = − ā
k
,




and theorem 23 gives








Let us now consider the case (2). Now N0  1. Partial integration twice gives
I( j)(n)  ∆−1k2M3/4n−1












n−5/4+ε  ∆1/2−3δ/2  ∆1/6M1/3.
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The following lemma deals with bigger values of η .
Lemma 26. In addition to the assumptions of theorem 24, assume that
1
3









M1/2+ε + k−1∆η−1/2M−1/2+ε . (3.6)











η , when n ≤ 2n0
n1/2k−1M−1/2, when n > 2n0
(3.7)



















 k∆1−Jη3/2−JM1/2+ε  ∆(1−J)δ M1/2+ε  ∆1/6M1/3+ε , (3.8)
when J ≥ 1+ 14δ .
In the integral I(2)(n) the function e( f j(n, t)) oscillates on the whole interval
of integration [M,M + ∆] if (3.2) holds and












∆−1+δ when 1 ≤ n ≤ n0 −N,
∆−1+δ when n0 +N < n < 2n0,
n1/2k−1M−1/2 when n > 2n0,


















If N < 12 , then there is at most one term, say n
′, in the sum (3.10). Integration
using absolute values gives
I(2)(n′)  ∆M−1/4.
Hence
Ã(M,∆,α)  ∆k−1η−1/2M−1/2+ε + ∆1/6M1/3+ε .
Let us now assume N ≥ 12 . We change the order of the integration and summation




















the sum (3.11) is typically short, and we need the sharp result of Theorem 23. We
may use it with







G = n−1/40 t
−1/4, G′ = n−10 G, η = − āk .













Integration using absolute values completes the proof of the lemma.
Combining the results of the above lemmas with the comment between them,
proves the original theorem.
Notice that the condition (3.2) may be considered as a condition for |η |:
|η |  M∆−2.
If k−1Q−1  M∆−2, that is, if ∆  M 23+δ , then the condition (3.2) holds for all k
and the estimate (3.3) holds for all real α , so we may infer the following corollary.
Corollary 27. Let 1 ≤ ∆  M2/3. Then
Ã(M,∆,α)  ∆1/6M1/3+ε + ∆3/2M−1/2+ε . (3.12)





∆Mε , when 1 ≤ ∆  M2/5
∆1/6M1/3+ε , when M2/5  ∆  M5/8
∆3/2M−1/2+ε , when M5/8  ∆  M2/3.
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The first one is the trivial estimate by absolute values. Next, we will show that
quite often one is able to obtain good estimates also for non-weighted sums.
Theorem 28. Let M2/5 ≤ ∆  M5/8. Then
A(M,∆;α)  ∆1/6M1/3+ε .
Further, if M5/8  ∆ 
√
M√
|η | , k ≤ M
5/16−δ/2 for some positive δ and |η | ≤
k−1Mδ/2−5/16, we have
A(M,∆;α)  ∆1/6M1/3+ε + k−1∆|η |−1/2M−1/2+ε .
Proof. Let  > 0. To simplify the notation, write
⎧⎨
⎩
M0 = M + ∆2 − ∆10











M− = M + ∆2 − ∆10 − ∆2+15 − 2∆5 ∑i=1 12i
and {
∆0 = ∆5
∆− = ∆ = ∆2+2
Consider the set of weight functions {w± | 0 ≤ ≤ L(x)} satisfying the following
conditions:












0, when x ≤ M0
or x ≥ M0 + ∆0




1, when x ∈ [M−1 + ∆−1,M+1]
0, when x ≤ M
or x ≥ M + ∆.







for 0 ≤ j ≤ J for some suitable value of J.
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the functions w(x) and w+1 add to one:
w+1(x) = 1−w(x).
The function w−(x) is symmetric to w+(x) with respect to the line x = M + ∆2
The picture will look like the following:
Consider now the function defined as










1, when x ∈ [M−L−1 + ∆−L−1,ML+1]
0, when x ≤ M−L
or x ≥ ML + ∆L,
.
This function differs from the characteristic function of the interval [M,∆] only on
the interval
[M,M−L−1 + ∆−L−1]∪ [ML+1,M + ∆] .

























Notice that the length of the interval on which WL differs from the characteristic





Assume now ∆  M5/8. Use the result of the Corollary 27, and choose L as in





Notice also that for this choice of L, the interval on which WL differs from the
characteristic function of the whole interval [M,M +∆], is of length at most M2/5.
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On an interval of that length, we may use estimates by absolute values to obtain


































This proves the first part of the theorem. Let us now consider the second part.
Proceed as in the earlier case. However, choose L according to the following




Define now the constants ∆ and M as above for  ∈ Z for the current choice of
L. As k  M5/16−ε , we have k  ∆1/2−δ for any  ∈ [−L,L] and a suitable choice















 M1/3+ε∆1/6 + k−1∆|η |−1/2M−1/2Mε
With this choice of L, the characteristic function of the interval [M,M +∆] differs
from the function WL only on intervals of the length  M5/8. We may now use
partial summation in order to estimate the sums on these intervals. Write this
interval in the form




































 M 16 · 58 + 13 +ε  M7/16,
which finishes the proof of the theorem.
Remark 29. Assuming similar conditions as in Theorem 24 and arguing slightly






M1/2+ε + k−1∆|η |−1/2M−1/2 (k2η2M)ε . (3.15)






M1/2+ε + k−1∆|η |−1/2M−1/2 (k2η2M)ε . (3.16)
One may easily see that the estimate (3.12) weakens too fast (it increases faster
than linearly) when M5/8  ∆, and hence the following theorem is useful.
Theorem 30. Let M5/8  ∆  M11/16. Then
A(M,∆,α)  M−9/48+ε ∆
for any α .
Proof. By Corollary 27,
A(M,∆,α)  ∆1/6M1/3+ε
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for any ∆  M5/8. Let us split: ∆ = mM5/8 + ∆1, where ∆1 ≤ M5/8. Using








































whenever α = hk + η is a Farey approximation of the order M
1/4, β = − h̄k −
(k2η)−1 and k2η2M  1.




, where d is a fixed positive constant which
will be chosen suitably later. Let us start by a lemma before turning to the actual
proof of the theorem.
Lemma 32. Let ξ (x)  1 and ξ ′(x)  (k2η2U)−1 on the intervals [N−1,N] and























Proof. Using partial summation we conclude that it suffices to deal with the case
ξ (n) ≡ 1.





kη1/2  (k2η2M)5/8 = N5/8,
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where the latter term corresponds the case where k2η2U  1 but there is an integer
on the interval [N−1,N] or [N1,N2]. By simplifying and using the fact that k2η  1,










Now we have enough lemmas (here and in the earlier chapters) to carry out
the details of the proof.




instead of the original sum, where w(x) is the special weight function defined in
(1.6) with V = U . Now w(x) satisfies the conditions (1.10).



















where Jκ−1 is the Bessel J-function. Without loss of generality we may assume
η ≥ 0.
Substituting the asymptotic expansion (1.5) in place of the Bessel function in
the formula (4.2) and writing sine and cosine in terms of exponentials, we see that
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The sums A−, B− and B+ are handled up to constant factors in Lemmas 14, 13















 k3/2M−1/4  M1/8.
Now treat the sum A+. This requires a different treatment because of the
resonance between the Bessel function and the exponential term. The sum of the
terms with n ≥ cN, where c is some constant, is estimated in Lemma 12. Let us
then assume 1 ≤ n ≤ cN and consider the first term of the expansion of the Bessel





















































ξ (n) = 0 and δ (n) = 0, if n ≤ N−1 or n ≥ N2
ξ (n) = 1 and δ (n) = 0, if N ≤ n ≤ N1
ξ (n)  1, ξ ′(n)  (k2η2U)−1 and δ (n) = 1, otherwise.
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The first sum on the right-hand side of (4.4) is the main term of the approximate
functional equation (4.1). The other two sums in (4.4) of the length k2η2JU are
estimated in Lemma 32.














The remaining error terms in (4.3) are estimated in Lemma 17.




















However, there is still the error caused by the introduction of the weight func-






















































. The new length
of the sum is then M1/2 |η |−1/2. We may then apply the theorem to the shorter
sums to obtain good estimates for each of them, and finally multiply the estimate
by the number of sums. This is similar to the proof of the theorem ??. As an






















and remember that (
k2η2M
)−1/2  (k2η2M)−1/12 ,





















Mεk1/12  (k2η2M)4ε k1/6η1/12  (k2η2M)ε2 ,





Mεk1/12  M−3/96+εk1/12  M−3/96+1/48+ε
 Mε−1/96  (Mk2η2)ε2 ,
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when ε2 = ε . We may choose d arbitrarily small, and hence get the estimate















Choose J = 112d to complete the proof.
Chapter 5
Bounds for longer linear
exponential sums
Let us next consider the case when ∆  M11/16. The bound O(M1/2) may be
viewed as a "trivial" bound, not because of actually being trivial or simple in the
standard meaning; on the contrary, the bound is by far non-trivial for long sums
and only obtained by Jutila in 1987 in his article [9], but because the estimate
can be obtained for short sums very simply by using the triangle inequality and
estimates for longer sums. We are going to show that only when ∆ M3/4, a non-
trivial upper bound is possible, and the following theorem states one such bound.
After that it remains to prove that for larger values of ∆ a non-trivial general upper
bound does not exist.
Theorem 33. Let M5/8  ∆  M3/4. Then
A(M,∆,α)  ∆1/6M1/3+ε +M−1/4∆ +M 12−aω ,








, where ε can be chosen to be an arbitrarily small
positive real number.
Currently, the best known value for a is derived in Theorem 31. It states that a
can be chosen to be an arbitrary positive real number less than 112 . Before proving
the actual theorem, we present several useful lemmas which will be used in the
proof. In fact, the first lemma proves the theorem for certain values of k and η .




a(n)e(αn)  ∆1/6M1/3+εγ +M1/2−aγ (5.1)
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Proof. Since η2  k−2M−1/2, also
(
η2k2
)3/8  M−3/16  M5/8
∆
,
and therefore k2η2∆ (k2η2M)5/8. Now we may use the approximate functional























 ∆1/6M1/3+εγ +M1/2−aγ .
Lemma 35. Assume k2η2M > 12 , η ≥ 0, M11/16  ∆  M3/4, S ≥ 1 and S−
















 M7/16 +M3/2k3η3/2S−1∆−1 (k2η2M)ε + ∆M−1/2k−1η−1/2S(k2η2M)ε
Proof. To be technically correct, we should divide the proof into two cases de-
pending on whether S  k2η2M or not. However, we will only handle the case
S  k2η2M as the other one is similar and even slightly easier.





 M−1/4∆k−1/2 (k2η2M)−1/4+ε S  ∆M−1/2k−1η−1/2S(k2η2M)ε .





















Let now k2η2(M + ∆)+ S ≤ n ≤ ck2η2M for some suitable constant c. Sub-
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n− k2η2(M + ∆))−2
 M3/2k3η3/2∆−1 (k2η2M)ε S−1.















Finally, for n ≤ k2η2M− S, the calculations are again very similar to the earlier














 M7/16 +M3/2k3η3/2∆−1S−1 (k2η2M)ε .
This completes the proof of the lemma.
Similarly we may prove the following lemma.

















Lemma 37. Let k2η2M < 12 and M
















Now we may finally move to the actual proof of the theorem.
Proof of Theorem 33. The details of this proof could be given more in the spirit of
the proof of Theorem 24, however, we feel that the following approach supports
more the proof of the next theorem.
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Write α = hk + η , where 1 ≤ k ≤ M1/4 and |η | ≤ 1kM1/4 . Without loss of gen-
erality we may assume η ≥ 0. Write k2η2M = Mγ . We will estimate the sum in
two different cases. The first approach works for large values of γ and the latter
for the smaller values.
According to Lemma 34:
∑
M≤n≤M+∆





For an alternative approach, let us introduce a smooth sufficiently many times
differentiable weight function w and consider smoothed sums. Using similar
method as in the proof of the Theorem 28, we see that this does not affect the







































































































































































 M7/16 +M3/2k3η3/2S−1∆−1 (k2η2M)ε + ∆M−1/2k−1η−1/2S(k2η2M)ε .
(5.3)




)ε  ∆M−1/2k−1η−1/2S(k2η2M)ε .
Now
S  Mk2η∆−1.


















= ∆M−1/4−γ/4+εγk−1/2  ∆M−1/4. (5.4)










Because Mk2η∆−1  k2η2∆ (which is assumed whenever doing the substitution




)ε  ∆2M−1/2kη3/2 (k2η2M)ε .












We may now require
∆2M−5/4+3γ/4+εγ  ∆M−1/4
52 Bounds for longer linear exponential sums
without weakening the overall estimate as it is impossible to get below this bound.
This requirement obviously sets a bound for γ , and the values of γ not satisfying
the condition are treated according to the other approach (Lemma 34). This ap-
proach may seem a bit risky as the obvious question regarding the harshness of
the bound may rise. However, it will be seen that this bound is suitable.
We obtain




The following calculations will complete the proof. Substitute now










Let us estimate the latter term. Remember that for large values of γ , the estimate
∆1/6M1/3+ε +M1/2−aγ
will be used. The term ∆1/6M1/3+ε is relatively small and it suffices to consider
















= Mγ/4+γεM1/4k1/2  Mγ/4+γε+3/8
and therefore, it suffices to consider the equation




























 M7/16 + ∆1/6M1/3+ε + ∆M−1/4 +M 12−aω
 ∆1/6M1/3+ε + ∆M−1/4 +M 12−aω , (5.7)









According to the best current knowledge, derived in [3], a can be chosen to be
arbitrary close to but no exceeding 112 . Notice
1
2+ 8 · 112
≤ 1− logM ∆
3/4
,
when logM ∆ ≤ 2332 . However,
M−1/4∆  M 12− 112 · 12+8·112 ,
when ∆  M3/4−1/32, and therefore, we may write the estimate of the Theorem
33 in the form
Theorem 38 (another formulation). Let M11/16  ∆  M3/4. Then
A(M,∆,α) M−1/4∆ +M 12− 132 +ε ,




Sharp estimates for certain sums
In this section, it will be proved that the upper bounds can never be smaller
than M−1/4∆, when M1/4  ∆  M3/4. Specifically, it will be proved that when
M3/4−1/32+ε  ∆  M, the derived bounds are sharp. (When M3/4  ∆  M,
the sharp estimate is M1/2, which is the bound already derived by Jutila.)
Theorem 39. Let M1/2+δ < ∆ ≤ λM3/4 where 0 < λ < 1 is a constant. Let w be a
smooth weight function on the interval [M,M + ∆] which equals 1 on the interval
[a,b] ⊂ [M,M + ∆] where a−M = M + ∆− b = ∆1−δ with δ a sufficiently small
fixed positive real number. Assume further that α = M− 12 . Then∣∣∣∣∣ ∑M≤n≤M+∆ a(n)w(n)e(αn)
∣∣∣∣∣  ∆M−1/4.
Proof. Write ∆ = Mγ . We may assume thoroughout the proof that δ ≤ 19 . Let us
start just like in the proof of Theorem 33. Assume first n ≥ 2. Use a sufficiently






















































56 Sharp estimates for certain sums



































is the most crucial one and will contribute the main term. In this case partial
integration (and use of Lemma 7) fails. In order to simplify notations, write g(x) =
x√
M
−2√x. Taylor expansion gives the following approximation















Now y is increasing, y(M) = 0 and















is an upper bound for y(x) on the
interval [M,M + ∆]. Therefore, we may assume the values of cosine to be non-















(cos (2πy(x))+ isin(2πy(x)))w(x)x−1/4dx. (6.1)











































































Notice now that for 0 < α < π2
cosα =
√
1− sin2 α ≥
√



















which proves the theorem.
Remark 40. This also shows that for ∆  M3/4 there is no better general upper






. Also, this shows that the estimate of Theorem 33 is
sharp whenever ∆M−1/4 is the leading term. At the moment, the best known value
for a implies that the estimate is sharp once ∆ ≥ M3/4−1/32+ε .
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