This paper presents a control strategy for the navigation of an autonomous vehicle through an unknown environment with a focus on real-time implementation. The task at hand is to navigate from an initial position to a predetermined goal through an unknown environment using vision as the primary sensor. To solve this problem online the system must incorporate several component technologies: estimation of the environment, dynamic path planning, and a control strategy which incorporates this information into real-time implementation. In this paper, the obstacle estimation task is performed using a combination of Structure-From-Motion (SFM) fused with inertial measurements to provide 3D information from an onboard camera and an adaptive multiresolution-based learning algorithm to estimate the environment from 3D feature points. The learned obstacle map is used as a constraint in a Receding Horizon Control (RHC) path planner which calculates dynamically feasible and locally optimal trajectories. The feasibility of the real-time implementation of this system for vehicle navigation is investigated using a Wheeled Mobile Robot (WMR) testbed with a future goal of implementation on a Micro Air Vehicle (MAV).
Introduction
HE problem of navigating a vehicle through an unknown environment using vision as the primary sensor is a central issue in autonomous robotics research. The focus of this paper is to identify technologies and algorithms that can achieve this task and to address the issues involved in their real-time implementation. The current paper focuses on implementation of the algorithms on a micro-ground-vehicle (MGV) testbed. This testbed is to serve as a platform to transition these algorithms to use on a micro-air-vehicle (MAV).
Vision-based navigation of a mobile robot has been an extensively researched topic since the mid 1980s as shown in Ref. 1 . The assumptions under which the mobile robot operates vary widely, ranging from map-based navigation where a representation of the environment is known a priori, to mapless navigation where the environment is unknown. This paper focuses on the latter case. Some methodologies presented for solving the vision-based mapless navigation problem 1 include: optical flow used to provide time-to-collision information, appearance-based matching for following a series of visual cues in the environment, object-recognition to navigate based on recognizing known obstacles in an environment, and road following.
Since some objectives of this paper include (i) the derivation of real-time vision-based control algorithms for MAVs, (ii) implementation of these algorithms for testing on a testbed Wheeled Mobile Robot (WMR), and (iii) evaluation of the algorithms for ultimate incorporation in MAVs, the overall approach must be quite general. It must be somewhat insensitive to the choice of vehicle hardware. It is assumed that the vehicle is equipped with a single camera as a primary sensing device. Therefore, the selected approach synthesizes Structure-From-Motion (SFM) estimates with inertial sensor measurements. SFM refers to a class of algorithms that achieve the estimation of both the scene structure and the camera motion from vision data. It is a realistic assumption that an autonomous vehicle will be equipped with an Inertial Measurement Unit (IMU), a form of position measurement (i.e., GPS for a MAV), or both. Evidence exists that fusing inertial measurements with traditional SFM produces position and structure estimates that are substantially improved and more robust with respect to noise when compared to either sensor alone 2, 3 . SFM alone may not provide suitable information with which to control a vehicle in an urban environment. Frame dropout, noise, intensity variations can play havoc with SFM estimates. Therefore, the reconstructed 3D feature points are used in a multiresolution adaptive learning algorithm in order to estimate the 3D geometry of the scene. This algorithm is an implementation of the piecewise constant version of the adaptive learning algorithm presented in Ref 4 .
The result of the 3D estimation is an obstacle map which is continuously updated as new information is gathered by the SFM reconstruction. Therefore, a local path can be computed using a Receding Horizon Control (RHC) strategy. Traditionally, RHC continuously solves a finite-time constrained optimization problem over a sliding time horizon. RHC (also know as Model Predictive Control) has been used in various research fields such as process control, flight control 5 , vehicle rendezvous 6 , and trajectory generation for MAVs 7 . RHC is well suited to the specified problem because it allows for the division of the overall problem into a series of finite-time optimization problems creating a computationally tractable system. In addition, RHC permits the system to incorporate constraints that change as new sensor data is collected (i.e., updated environment model). The path planning algorithm presented in this paper is based on the trajectory generation algorithm presented in Ref 8 .
The proposed system is evaluated in an experimental testbed consisting of a WMR, reconfigurable 3D scene, and a motion capture system. The WMR navigates the 3D scene with an onboard camera collecting vision data. Concurrently, the motion capture system measures the position and orientation of the WMR and obstacles in the 3D scene providing ground truth data for experimental verification of the aforementioned algorithms.
II. System Overview
To achieve the goal of autonomous navigation through an unknown environment the system shown in Fig. 1 is proposed. This system is comprised of two major tasks: 3D scene estimation and RHC path planning.
The 3D scene estimation algorithm learns the structure of the environment as the vehicle progresses along a prescribed trajectory. This process begins by collecting image data via an onboard camera. The 2D image information is used to calculate 3D feature points in the scene by feature point tracking and SFM. The SFM task is aided by fusing inertial measurements with traditional SFM to improve the reconstruction. The 3D feature points are input into a learning algorithm to estimate the environment. The generated map is adaptively updated to incorporate new information as it is gathered.
The scene reconstruction is an inherently local operation; therefore, a RHC strategy for trajectory generation was chosen in order to handle a continuous flow of local information. The RHC structure allows for new information to be integrated into the path planning while progressing to a goal location. The scene estimation and path planning tasks will be described in detail in sections 3 and 4, respectively.
III. 3D Scene Estimation
The 3D scene estimation task consists of three separate sub-tasks: feature-point tracking, structure-from-motion (SFM), and an adaptive multiresolution-based learning algorithm. 
A. Feature Point Tracking
Feature point tracking is accomplished with a multiresolution implementation of the Lucas-Kanade 9 feature point tracking algorithm. The Lucas-Kanade tracker is formulated as a relationship between two successive images in time. Assuming that image intensities of a region in an image do not change over time it can be stated that ( , , ) 
where
Finally, the displacement of the feature window can be calculated by xx xy x xt xy yy y yt
where I xx, I yy, and I xy are the inner products of the image gradients and I xt and I yt are the inner products of the image gradients and the image differences all calculated within a feature window. The feature point tracker that was implemented for this paper adds a multiresolution search and an iteration step for sub-pixel accuracy. The multiresolution search allows for feature points whose displacements are greater then the window size to be tracked. The calculation of displacements to sub-pixel accuracy ensures that the window that defines a feature point does not change as a feature is tracked. If such a drift is allowed then the definition of the feature point can change drastically even for a stationary image causing major tracking errors.
The feature point tracking task is the cornerstone on which the system is built due to its importance in subsequent calculations. The ability of the tracking algorithm to accurately and robustly (w.r.t. scene variations, camera motion, and camera noise) track feature points directly affects the SFM estimation. Additionally, the learning algorithm requires large numbers of 3D feature points to properly estimate complex scenes, therefore, many features must be reliably tracked to produce a sufficient amount of data for learning the environment.
B. Structure-From-Motion Fused with Inertial Measurements
SFM refers to a class of algorithms for the estimation of the camera motion and scene structure from vision data. This algorithm alone is not well suited for use in vehicle navigation tasks for several reasons. SFM estimates of camera motion are built on previous estimates; therefore, SFM can incur significant drift over long trajectories. The camera translation can only be calculated to a scale factor requiring additional information to properly relate the estimate to the real environment.
To combat the inherent problems of SFM with respect to vehicle navigation the algorithm is fused with inertial data. Inertial data is typical information available for an autonomous vehicle making this a valid assumption. The fusion of SFM with inertial data can be accomplished by combining the inertial data and vision data to estimate the motion of the camera as in Ref 2. Motion estimation is then used in a Kalman filter to estimate the structure of the scene.
In this paper, however, we use the measurements provided by the testbed (described in section 5) as the camera motion estimate. By measuring the motion of the camera, the structure of the scene can be calculated by the leastsquares formulation
where z is the depth of the feature point measured in the camera frame, M is a matrix containing the current and previous location of the feature point measured in the current camera frame, and T is the camera translation during the time between the tracking of the feature point.
C. Adaptive Multiresolution-Based Learning Algorithm
The set of 3D feature points that results from SFM algorithm provide little information of the actual structure of the scene that produces the points. Therefore, an adaptive multiresolution-based learning algorithm is employed to learn the structure of the scene. This is an implementation of the algorithm presented in Ref. 4 . The presentation in Ref. 4 emphasizes the theoretical aspects of the learning algorithm. For our purposes, it is important to recall several characteristics of the learning algorithm, and the variants, outlined in Ref. 4 . First, the learning algorithm in Ref. 4 yields the optimal rates of approximation achievable for a large class of smoothness classes for the surface to be learned. In other words, the smoothness of the underlying, unknown function that represents the urban or terrain topology can be very rough or very smooth. The learning algorithm still performs in an "optimal" sense, in theoretical framework discussed in Ref. 4 . Moreover, the algorithm is universal for a wide class of surface smoothness. That is, the algorithm does not need to be tailored to the particular smoothness of the unknown surface. Finally, the algorithm is readily implemented in a real-time environment. It can be implemented in a recursive, or block recursive, fashion that processes measurements as they are input. The reader is referred to Ref. 4 for a detailed discussion of this powerful, novel estimation and learning algorithm. Figure 2 depicts the mock urban environment through which the prototype vehicle must navigate. This is environment setup as measured by the motion capture system in the testbed experiment. Recall that this environment is assumed to be unknown by the vehicle at the beginning of the mock urban mission. Figures 3 and 4 simulate the determination of the same environment using the learning algorithm with two different methods of feature point collection. 
IV. RHC Path Planning
Path planning has been studied for decades by researchers studying ground vehicles, air vehicles and robotics. The number and variety of algorithms differ in their computational complexity and in their rigor in treatment. That is, some are based on ad hoc heuristics, while others are based on rigorous optimization criteria. Some path planning algorithms assume full knowledge of the set of feasible configurations, or states, for the system. Other path planning algorithms have sought to treat problems in which the environment, and therefore the constraints on the feasible paths are not known a priori.
The path planning algorithms derived and implemented in this paper represent extensions of the work in described in Ref. 8 . The goals of this approach are simple to summarize, while the details of the algorithms are rather complex in nature. The interested reader is referred to Ref. 8 for a detailed discussion. If the philosophy of the approach must be stated in a simple fashion it would be as follows: we seek a scalable, real-time algorithm that finds a feasible and suboptimal path through an uncertain (urban environment) that is amenable to implementation on processors with limited computational throughput. The goal that the algorithm be real-time derives from the need to utilize the path planning module in feedback control algorithms. The algorithm must be scalable such that it may execute efficiently on a wide class of processors with varying throughput. The algorithm must be suitable for processors with limited throughput owing to the goal of implementation on MAVs and MGVs. The overall philosophy of the methodology for path planning employed in this paper can be summarized with the help of Fig. 5 through Fig. 7 above. We assume that the sensor, for example a camera in this application, can be interpreted as providing a "sensor cone" or "sensor frustrum" of measurements related to density of the medium through with the ground, air, or underwater vehicle must navigate. If the obstacles in the environment are known a priori, and if the sensor cone extends over the entire region of interest, the path planning problem can be cast as a classical dynamic programming problem. The computational complexity of this problem has been studied extensively. In this paper, we assume that the sensor cone does not cover the operating region of interest. We also assume that the obstacles are not known a priori. This situation is depicted in Fig. 6 . Finally, it is assumed in this problem that we do not directly detect the 3D geometry of the obstacles. Rather, we measure samples of high density points on the surface of obstacles. This situation is depicted in Fig. 7 . As we will see in the last section of this paper, for an air or ground vehicle equipped with a camera, the knowledge of surveyed feature points can be obtained via the Structure from Motion (SFM) algorithm. Reference 8 describes how a sequence of small optimization problems, each defined over the local sensor cone (as depicted in Fig. 6 ) can be solved quite efficiently to yield suboptimal, feasible paths through unknown environments.
Testbed Description
The testbed used for the experimental validation of the above algorithms (Fig. 8) consists of a WMR, reconfigurable 3D scene, and a motion capture system. The motion capture system provides ground truth data by measuring the position and orientation of the vehicle and the obstacles that comprise the environment.
The WMR is a differential drive robot that navigates through the 3D environment with an onboard camera. The obstacles that comprise the environment have their geometries hardcoded into the motion capture tracking program which allows for an obstacle of any shape or size to be accurately located within the environment. Three markers are attached to each obstacle and the robot so that the position and orientation of each individual rigid body can be measured.
For the purposes of the experiments described in the following section the position and orientation of robot was measured by the motion capture system and used in feedback control to follow the generated trajectories. These measurements were also used in order to simulate the state estimation that is fused with the SFM reconstruction used to estimate the 3D scene. Figure 9 through 12 depict vehicle navigation through the environment from point A to point B using the path planning algorithm and the a priori learned obstacle map. Points along the path designate the nodes of the path planning cone that were determined to be the locally optimal solution. The red points represent the nodes that were within the planning horizon, but were not in the control horizon and blue points designate the nodes that were in the control horizon. The planning and control horizons are defined as the full local planned path (5 path segments) and the subset of this path (3 path segments) that is actually executed before planning again, respectively. The black line is the vehicle trajectory It should be emphasized that the algorithm discussed in this paper does not produce, in general, a trajectory that is optimal. It is not optimal in the sense of minimum time or minimum length. This can be seen by simply interchanging the starting point and ending point, as depicted in Fig. 11 and Fig. 12 . The trajectory in these figures differs markedly from the trajectory calculated in Fig. 9 and Fig. 10 .
V. Results

VI. Conclusion
This paper presented a strategy for vehicle navigation through an unknown environment. The goal of this work is to identify and derive algorithms that solve this task for a MAV by implementation and evaluation on a WMR testbed. In specific, results from vision-based 3D scene estimation have been used for real-time path planning and navigation through an environment using only local information of the scene. The result assumes an environment map built by a previous navigation, however, the path planning task employs only local knowledge of this map in a receding horizon control formulation. This result is a vital first step in developing a full system for vision-based navigation of a vehicle through an unknown environment with an emphasis on MAV implementation.
