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os avances en la Biología Molecular y las técnicas genómicas, las nuevas 
herramientas bioinformáticas que han posibilitado el acceso a miles de datos 
biológicos,  el  mayor  poder  computacional  y  los  nuevos  algoritmos  de 
modelación han propiciado el nacimiento de una nueva disciplina denominada Biología 
de Sistemas. Esta nueva área de investigación se centra en el estudio de un sistema 
biológico, analizado como un sistema integrado de biomoléculas y reacciones 
bioquímicas interrelacionadas que dan lugar a la gran variedad de procesos biológicos. 
Profesionales procedentes de áreas como la Biología, la Informática, la Física, la 
Química o las Matemáticas se han conjugado en el estudio de esta ciencia moderna. 
 
Uno de los enfoques fundamentales de dicha rama se basa en la reconstrucción de 
modelos  metabólicos  a  escala  genómica,  un  esfuerzo  que  a  día  de  hoy  no  se 
encuentra automatizado. Dicho proceso consiste en listar y agrupar el conjunto de 
reacciones metabólicas de un organismo, a partir de la información disponible en 
diversas bases de datos biológicas, por lo que requiere del trabajo de un especialista 
durante varios meses. Los modelos metabólicos a escala genómica constituyen una 
herramienta útil para estudiar las capacidades metabólicas de un organismo y su 
comportamiento  ante  posibles  perturbaciones,  con  lo  cual  es  posible  diseñar 
estrategias ingenieriles orientadas a mejorar una función en particular. 
 
El presente proyecto se basó en el desarrollo y análisis de algoritmos que incluyen 
decisiones a partir de criterios probabilísticos. Consecuentemente, se logra reconstruir 
modelos metabólicos a escala genómica cumpliendo los criterios de completitud y 
unicidad de las vías metabólicas. Como parte del algoritmo se trató la inclusión de 
reacciones metabólicas adicionales al modelo. Su selección se fundamentó por la 
prevalencia de metabolitos en un mapa metabólico general, conformado por todas las 
reacciones metabólicas que existen en los sistemas vivos de la naturaleza. Por otro 
lado, se tuvo en cuenta la presencia repetida de una misma reacción metabólica pero 






la toma de decisión basada en la unicidad de las vías metabólicas, considerando una 
única reacción bioquímica. 
La metodología seguida en la automatización de este proceso fue la implementada 
de forma manual para la reconstrucción del primer modelo metabólico a escala 
genómica de un microorganismo fotosintético, la  Synechocystis sp. PCC6803. Como 
resultado se obtuvo además, la aplicación web Computational Platform to Access 
Biological Information (COPABI) que permite reconstruir modelos metabólicos a escala 
genómica siguiendo la metodología antes mencionada. Para la validación de los 
resultados se compararon 9 modelos metabólicos de organismos publicados en la 
literatura  con  los  modelos generados por  COPABI  siguiendo los  criterios 
probabilísticos al 10 % y al 100%. Se midieron indicadores como: cantidad de 
reacciones, cantidad de metabolitos, cantidad de pares de metabolitos conectados 
entre sí, porcentaje de reacciones reversibles e irreversibles, entre otros. Además, se 
utilizaron algoritmos estándar que permitieron calcular el promedio de la ruta más corta 
entre los nodos de la red y la conectividad de los mismos. Los resultados de la 
comparación entre los dos modelos automáticos generados por COPABI y el modelo 
utilizado de la literatura muestran la tendencia de la distribución siguiendo una ley de 
potencia y la similitud entre los modelos. Una vez más se demuestra la efectividad de 
la metodología implementada para la reconstrucción de modelos metabólicos a escala 
genómica. Por último, se procedió a evaluar la semejanza entre dos modelos 
metabólicos a partir de un criterio que permite diferenciar ambas redes. Los resultados 
obtenidos de la comparación de 6 modelos metabólicos de diferentes organismos, 
demuestran la consistencia de los modelos reconstruidos automáticamente. 
 
Los algoritmos probabilísticos desarrollados permitirán acelerar el proceso de 
reconstrucción de modelos metabólicos a escala genómica a un período de pocos 













he advances in molecular biology and genomic techniques, and the new 
bioinformatics tools that have enable access to thousands of biological data, 
the  greater  computational  power  and  the  new  modeling  algorithms  have 
propitiated the appearance of a new discipline called System Biology. This new 
research area is focused on the study of a biological system analyzed as an integrated 
system of biomolecules and interrelated biochemical reactions that lead to the great 
variety of biological processes. Professionals from fields such as: Biology, Computer 
Science, Physics, Chemistry and Mathematics have been joined together to study this 
modern science. 
 
One of the fundamental approaches of these fields is based on the reconstruction of 
genome-scale metabolic models, effort that today has not been automated. This 
process consist on listing and grouping the set of metabolic reactions of an organism, 
from the information available in different biological database, therefore it is needed the 
labor of a specialist for a months. The genome-scale metabolic models constitute a 
useful tool to study the metabolic capabilities of an organism and its behavior front 
possible disturbances, which makes possible to design engineering strategies aimed to 
improve a particular function. 
 
This project focused on the development and analysis of algorithms including 
decisions from probabilistic criteria. Consequently genomic-scale metabolic models can 
be reconstructed fulfilling the criteria of completeness of metabolic and uniqueness of 
metabolic pathways. As part of the algorithm it is discussed to include the additional 
metabolic reactions to the model. Their selection was based on the prevalence of 
metabolic reactions that appear in the alive systems in nature. Moreover, the presence 
of the same repeated metabolic reaction was considered, but related with different 
metabolic enzymes. Again a probabilistic approach was used to take the decision 
based on the uniqueness of the metabolic pathways considering unique biochemical 
reactions. 
The methodology used in the automation of this process was implemented manually 








microorganism, the Synechocystis sp. PCC6803. As a result, it was also obtained the 
Computational Platform to Access a Biological Information (COPABI) that can 
reconstruct genome-scale metabolic models following the above methodology. For 
validation of the results, 9 metabolic models of organisms published in literature were 
compared to the generated models by COPABI, following probabilistic approaches to 
10% and to 100%, were compared. Indicators such as: quantity of reactions, quantity of 
metabolites, quantity of pairs of interconnected metabolites, percentage of reversible 
and irreversible reactions, among others. Standard algorithms were also used, that 
allowed the calculation of the average shortest path between the network and 
connectivity  of  them.  The  results  of  the  comparison  between  the  generated  two 
COPABI  automatic  models  and  the  literature  model  used  show  the  distribution 
tendency following a power law and the similarity between the models. Once more, the 
effectiveness  of  the  methodology  used  for  the  reconstruction  of  genome-scale 
metabolic models is shown. Finally, it was evaluated the similarity between two 
metabolic models, from a criterion that differentiates the two networks. The results of 
the comparison of 6 different organisms metabolic models show the consistency of the 
models automatically reconstructed. 
 
The developed probabilistic algorithm may accelerate the reconstruction process of 

















ls avanços en la Biologia Molecular i les tècniques genòmiques, les noves 
ferramentes bioinformàtiques que han possibilitat l'accés a milers de dades 
biològiques, el major poder computacional i els nous algoritmes de modelació 
han propiciat el naixement d'una nova disciplina denominada Biologia de Sistemes. 
Esta nova àrea d'investigació se centra en l'estudi d'un sistema biològic, analitzat com 
un sistema integrat de biomoléculas i reaccions bioquímiques interrelacionades que 
donen lloc a la gran varietat de processos biològics. Professionals procedents d'àrees 
com la Biologia, la Informàtica, la Física, la Química o les Matemàtiques s'han conjugat 
en l'estudi d'esta ciència moderna. 
 
Un dels enfocaments fonamentals d’aquesta branca es basa en la reconstrucció de 
models metabòlics a escala genòmica, un esforç que a hores d'ara no es troba 
automatitzat. Aquest procés consistix a llistar i agrupar el conjunt de reaccions 
metabòliques d'un organisme, a partir de la informació disponible en diverses bases de 
dades  biològiques,  per  la  qual  cosa  requerix  del  treball  d'un  especialista  durant 
diversos  mesos.  Els  models  metabòlics  a  escala  genòmica  constituïxen  una 
ferramenta útil per a estudiar les capacitats metabòliques d'un organisme i el seu 
comportament davant de possibles pertorbacions, amb la qual cosa és possible 
dissenyar estratègies ingenieriles orientades a millorar una funció en particular. 
 
El present projecte es va basar en el desenrotllament i anàlisi d'algoritmes que 
inclouen decisions a partir de criteris probabilístics. Conseqüentment, s'aconseguix 
reconstruir models metabòlics a escala genòmica complint els criteris de completesa i 
unicitat de les vies metabòliques. Com a part de l'algoritme es va tractar la inclusió de 
reaccions metabòliques addicionals al model. La seua selecció es va fonamentar per la 
prevalença de metabòlits en un mapa metabòlic general, conformat per totes les 
reaccions metabòliques que existixen en els sistemes vius de la naturalesa. D'altra 
banda, es va tindre en compte la presència repetida d'una mateixa reacció metabòlica 
però relacionada amb diferents enzims. Novament, es va usar un criteri probabilístic 
per a la presa de decisió basada en la unicitat de les vies metabòliques, considerant 






La metodologia seguida en l'automatització d'este procés va ser la implementada de 
forma manual per a la reconstrucció del primer model metabòlic a escala genòmica 
d'un microorganisme fotosintètic, la Synechocystis sp. PCC6803. Com resultat es va 
obtindre  a  més,  l'aplicació  web  Computacional  Platform  to  Access  Biological 
Information (COPABI) que permet reconstruir models metabòlics a escala genòmica 
seguint la metodologia abans esmentada. Per a la validació dels resultats es van 
comparar 10 models metabòlics d'organismes publicats en la literatura amb els models 
generats per COPABI seguint els criteris probabilístics al 10 % i al 100%. Es van 
mesurar indicadors com: quantitat de reaccions, quantitat de metabòlits, quantitat de 
parells de metabòlits connectats entre si, percentatge de reaccions reversibles i 
irreversibles,  entre  altres.  A  més,  es  van  utilitzar  algoritmes  estàndard  que  van 
permetre calcular la mitjana de la ruta més curta entre els nodes de la xarxa i la 
connectivitat dels mateixos. Els resultats de la comparació entre els dos models 
automàtics  generats  per  COPABI  i  el  model  utilitzat  de  la  literatura  mostren  la 
tendència de la distribució seguint una llei de potència i la similitud entre els models. 
Una vegada més es demostra l'efectivitat de la metodologia implementada per a la 
reconstrucció de models metabòlics a escala genòmica. Finalment, es va procedir a 
avaluar la semblança entre dos models metabòlics a partir d'un criteri que permet 
diferenciar les dues xarxes. Els resultats obtinguts de la comparació de 6 models 
metabòlics   de   diferents   organismes,   demostren   la   consistència   dels   models 
reconstruïts automàticament. 
 
Els algoritmes probabilístics desenrotllats permetran accelerar el procés de 
reconstrucció de models metabòlics a escala genòmica a un període de pocs dies, 
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a Biología Molecular de las últimas décadas se ha basado en la teoría que 
asume el camino directo existente entre genes, proteínas y función biológica, 
así   como  la   presencia  de   respuestas  predeterminadas  del   sistema  a 
perturbaciones externas. Aunque este tipo de investigación ha dado lugar a gran 
cantidad de conocimiento, no proporciona información acerca de cómo integran las 
células estos datos de forma que se genere un tipo de respuesta u otro. A pesar de 
que la Biología de Sistemas se considera una nueva disciplina, el estudio de los 
procesos biológicos como sistemas se trató por Wiener en 1948 en lo que se llamó en 
aquel momento la cibernética. La Biología de Sistemas ha sido descrita por 
investigadores como Leroy Hood con detalle, aunque el término ya se empleó por 
primera vez en 1968 por teóricos como Mesarovic [López et al. (2007)]. 
 
I.1 Biología de Sistemas 
 
La Biología de Sistemas es el campo de investigación interdisciplinario de los 
procesos biológicos en el que las interacciones de los elementos, internos y externos, 
que influyen en el desarrollo del proceso se representan mediante un sistema 
matemático.  Este  enfoque  global  permite  comprender  el  funcionamiento  de  los 
sistemas biológicos y profundizar en el entendimiento de cómo sus interacciones 
internas y externas (con otros sistemas) conlleva a la aparición de nuevas propiedades 
y/o procesos. 
 
Convencionalmente, en el estudio de los procesos biológicos se utiliza el método 
científico clásico, que se basa en la confirmación o refutación de una hipótesis al 
confrontarla  con  los  resultados  experimentales.  La  Biología  sistémica  utiliza  un 
enfoque basado en la modelización matemática de los procesos en estudio. Como 
resultado de la simulación, al poner a funcionar los modelos matemáticos con los que 
se representa el proceso, se obtiene una serie de predicciones del estado de dicho 
proceso biológico que corresponderían a los resultados experimentales esperados. 
Durante las simulaciones, la red de interacciones entre los elementos que componen 
el proceso biológico se representa mediante un sistema de ecuaciones diferenciales. 






diversas condiciones experimentales (simuladas), son predecibles debido a que la 
dinámica del estado de ese sistema modelado es calculable matemáticamente. La 
Biología de Sistemas es un área interdisciplinaria en la que participan informáticos, 




Figura 1. Integración de diversas disciplinas. 
 
Esta disciplina emplea una estrategia diferente a las aproximaciones empíricas 
tradicionales, por medio del estudio de sistemas biológicos en sus diferentes niveles, 
desde células y redes celulares hasta organismos completos. La Biología de Sistemas 
implica el mapeo de rutas, interacción de proteínas y genes, así como el de los 
circuitos de organismos a nivel celular y de organismo completo, todo ello integrado en 
un modelo informático. 
 
Principales características de la Biología de Sistemas [López et al. (2007)]: 
 
 
Estudia los sistemas biológicos de una forma global, a nivel molecular. 
Contrasta con la aproximación clásica linear (un gen, una proteína). 
Integra  el  conocimiento de  diferentes  plataformas o  disciplinas (genómica, 
transcriptómica, proteómica, metabolómica, fisiología, patología, etc.). 
Maneja una gran colección de datos procedentes de estudios experimentales. 
Propone modelos matemáticos que pueden explicar algunos de los fenómenos 
biológicos estudiados. 
Proporciona soluciones matemáticas que permiten obtener predicciones para 
los procesos biológicos. 
Realiza estudios de comprobación de la calidad de los modelos descritos por 







I.2 Biología Sintética 
 
La biotecnología tradicional se define como toda aplicación tecnológica que utilice 
sistemas  biológicos  y  organismos  vivos  o  sus  derivados,  para  la  creación  o 
modificación de productos o procesos en usos específicos [Snoep et al. (2006)].Por 
otra parte, la Ingeniería Genética consiste en la manipulación de la composición 
genética mediante la introducción o eliminación de genes específicos a través de 
técnicas de biología molecular y ácido desoxirribonucleico (ADN) recombinante. En 
otros términos, la Ingeniería Genética permite la edición del mensaje genético, es 
decir, la introducción de nuevas palabras que pueden cambiar el sentido de la frase. 
Cabe destacar entre sus primeros logros la producción de la insulina o la hormona de 
crecimiento humana a partir de cepas de la bacteria E.coli recombinante, sistemas que 
sustituirían a las fuentes alternativas que suponían su extracción a partir de cadáveres 
o la utilización de proteínas homólogas de otras especies animales. 
 
El continuo avance de la Ingeniería Genética ha supuesto el nacimiento de un 
nuevo campo denominado Biología Sintética (BS). Esta ciencia se define como la 
síntesis de biomoléculas o ingeniería de sistemas biológicos con funciones nuevas que 
no se encuentran en la naturaleza [Heinemann and Panke, (2006)].Se trata de una 
nueva disciplina que, a diferencia de otras, no se basa en el estudio de la biología de 
los seres vivos, sino que posee un objetivo claro, el diseño de sistemas biológicos que 
no existen en la naturaleza, lo que hace que sea una disciplina que se sitúe más cerca 
de otras relacionadas con la ingeniería. 
 
La estrategia de la BS consiste en emplear el conocimiento de los sistemas 
biológicos para diseñar nuevos sistemas biológicos con propiedades mejoradas o no 
existentes en la naturaleza. Esta estrategia es similar a la que permitió en su momento 
la expansión de la química orgánica, como nueva herramienta para la síntesis de 
nuevos compuestos no presentes en la naturaleza con propiedades de interés. La BS 
necesita un marco teórico que sea capaz de interpretar y predecir el comportamiento 
de los sistemas biológicos, lo que se consigue a través de Biología de Sistemas. 
 
Por otra parte, una de las características principales de la Biología Sintética es su 
carácter interdisciplinar. Dentro de este campo emergente tienen cabida áreas de 
investigación y tecnologías asentadas, como la síntesis y secuenciación de ADN o la 
bioinformática, siempre y cuando sean aplicadas desde el enfoque sistemático y 






Entre las áreas de interés que abarca esta nueva rama de la ciencia se pueden 
 
encontrar las siguientes: 
 
 
Biomedicina: se   podrán   obtener   microorganismos   capaces   de   fabricar 
complejos fármacos cuya fabricación actual se basa en fuentes naturales muy 
limitadas o   costosos   procesos   de   síntesis   química.   Por   ejemplo   la 
reconstrucción en levaduras, de un circuito genético encargado de la síntesis 
del precursor de la artemisina, un fármaco contra la malaria [Ro et al. (2006)]. 
Además, la BS permitirá el desarrollo de fármacos inteligentes que solo se 
activarán cuando se produzcan las circunstancias fisiológicas que requieran su 
participación, o posibilitará el desarrollo de fármacos personalizados capaces 
de segregar la cantidad necesaria de insulina en enfermos diabéticos de 
acuerdo a sus necesidades [Weiss, (2007)]. 
Biorremediación: las     aplicaciones    medioambientales    también    salen 
beneficiadas de estos estudios. En el campo de la biorremediación los 
investigadores estudian la capacidad de los microorganismos evaluando su 
fisiología y   utilizando   una   combinación   del   genoma   usando   técnicas 
experimentales y de modelización [Lovley, (2003)]. Otro ejemplo, en este 
sentido,  lo  constituye  el  diseño  de  biosensores,  dispositivos  de  análisis 
capaces de reconocer e interaccionar con determinadas sustancias o 
microorganismos (como el sensor de arsénico [Aleksic et al. (2007)] o el sensor 
de TNT [Loogeret al. (2003)]). 
Biocombustibles: últimamente, otra área de investigación que está suscitando 
gran interés   está   relacionada   con   el   campo   de   la   producción   de 
biocombustibles a partir de microorganismos fotosintéticos que sean capaces 
de utilizar un sustrato o directamente la luz solar para la producción de 
compuestos que puedan ser sustitutos del petróleo; en esta área, podemos 
citar la producción de hidrógeno [Navarro et al. (2009)],  [Pinto et al. (2011)], 
[Triana et al. (2010)] o etanol [Pedrola et al. (En preparación)], [Hamelinck et al. 
(2005)]. También está la evolución hacia otros biocombustibles de más alta 
eficiencia y compatibilidad con la maquinaria actual como el butanol o incluso la 
fabricación de nuevos compuestos químicos más similares a los carburantes 
actuales [Montagud et al. (En preparación)]. Otras aristas de la producción de 
hidrógeno se puede encontrar en [Hallenbeck, (2002)]. 
 
Por tanto se puede afirmar que la BS se ha convertido en un área emergente de 




Europea, como en el más amplio contexto del desarrollo científico, tecnológico e 
industrial en los prolegómenos del siglo XXI. Correlativamente y en función 
precisamente de su carácter emergente, la Biología Sintética precisa de un gran 
impulso conceptual y metodológico para alcanzar su madurez como campo de 




La bioinformática es la rama de la ciencia en la cual la biología, las ciencias de la 
computación y las tecnologías de la información se mezclan para formar una sola 
disciplina. La meta de esta disciplina científica es permitir el descubrimiento de nuevas 
ideas, así como ofrecer una perspectiva global a partir de la cual se puedan discernir 
nuevos principios y paradigmas  [Pevsner, (2009)]. En los comienzos de la revolución 
genómica, la bioinformática se restringía prácticamente a la creación y mantenimiento 
de bases de datos para almacenar información biológica, generalmente en la forma de 
secuencias nucleotídicas y aminoacídicas. El desarrollo de este tipo de bases de datos 
implicaba también el diseño de interfaces complejas que permitieran no solo el acceso 
a la información, sino la adición de nuevos datos y la revisión y actualización de los ya 
existentes. El desarrollo de nuevas vías para el manejo y gestión de la información 
biológica sigue siendo un objetivo fundamental de la bioinformática; sin embargo, el 
objetivo prioritario actual es el desarrollo de herramientas computacionales que 
permitan el análisis e interpretación de este gran volumen de información [Attwood et 
al. (2011)]. 
 
I.4 Técnicas computacionales 
 
Las técnicas computacionales empleadas en Biología de Sistemas se basan en el 
desarrollo de algoritmos mediante los cuales la información obtenida por las técnicas 
experimentales es procesada y transformada en conocimiento [López et al. (2007)]. 
Gracias a estos algoritmos computacionales es posible realizar operaciones de 
clustering o agrupaciones de datos que poseen información semejante, o inferir la 
estructura  o  función  de  una  proteína  desconocida  a  partir  de  la  secuencia  e 
información estructural de proteínas homólogas, utilizando para ello un algoritmo de 
homología, por citar algún ejemplo. El objetivo final es realizar simulaciones de 
procesos biológicos o realizar modelos matemáticos, que permitan predecir el 
comportamiento de sistemas biológicos complejos y en último término, modificar o 
incluso diseñar estos sistemas en base a determinadas necesidades. 
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proporcionan gran cantidad de información. Los datos procedentes tan solo de una de 
estas  aproximaciones  proporcionan  información  acerca  de  los  genes  o  de  las 
proteínas únicamente, por lo que es necesaria una integración de estos datos por 
medio de una aproximación más global. Las técnicas computacionales proporcionan 
una herramienta que permite el tratamiento de toda esta información de manera 
integrada y permiten la mejora en las anotaciones acerca de las funciones de los 




I.5 Estructura de la tesis 
 
La presente memoria para optar al grado de doctor se encuadra en la línea de 
investigación de Biología de Sistemas dentro del grupo de Modelización Interdisciplinar 
InterTech (www.intertech.upv.es). Está estructurada de la siguiente manera: 
 
• En el Capítulo 1 se abordan los conceptos fundamentales relacionados con 
los modelos metabólicos. Estos representarían parcialmente un organismo 
virtual, mediante el cual se puede explorar posibles distribuciones de flujos 
dentro de la célula en diferentes condiciones medioambientales. Se exponen 
diversas herramientas y algoritmos para el análisis de los modelos 
metabólicos y se presentan algunos proyectos enfocados hacia la 
reconstrucción de modelos metabólicos de organismos con diferentes fines. 
Por último, se explican los pasos dentro de la metodología utilizada para la 
automatización del proceso de reconstrucción de modelos metabólicos a 
escala genómica. Se exponen en detalle los criterios probabilísticos de 
unicidad y completitud de las rutas metabólicas. 
• En el Capítulo 2 se describen los conceptos de bases de datos y modelo 
relacional. Se analizan las nuevas tecnologías para la extracción de la 
información biológica disponible en diversas bases de datos biológicas. A 
continuación, se precisa la forma de obtener la información a partir de la 
construcción de un Servicio Web Cliente (SWC) que accede a la base de 
datos KEGG (del inglés, Kyoto Encyclopedia of Genes and Genomes). Tras 
hacer una valoración de los lenguajes y las herramientas utilizadas en la 
construcción del SWC, se detallan los artefactos construidos durante la 
ingeniería de   software   del   mismo.   Finalmente,   se   hacen   algunas 
valoraciones sobre deficiencias encontradas en la información biológica. En 
7 




otras bases de datos biológicas para suplir estas deficiencias. 
 
• En el Capítulo 3 se describen los lenguajes y herramientas utilizadas en el 
diseño e implementación de COPABI para la reconstrucción de modelos 
metabólicos a escala genómica. Se precisa cada uno de los artefactos 
construidos durante la ingeniería de software de la aplicación. 
• En el Capítulo 4 se exponen los resultados de la validación de los modelos 
metabólicos generados siguiendo la metodología que se expone en el 
Capítulo 1. La comparación se hace entre los modelos generados por 
COPABI y los publicados en la literatura para un mismo organismo. Durante 
el análisis de los modelos se miden características generales de las redes, 
conectividad de los nodos y semejanzas de las mismas a través del cálculo 
de un criterio definido para comparar redes metabólicas. 


















ara comprender el funcionamiento de un sistema biológico se ha de comenzar 
por realizar la descripción de sus componentes y posteriormente se debe 
emprender un análisis de su comportamiento frente a distintos estímulos. Con 
este objetivo, la Biología de Sistemas utiliza generalmente tanto modelos biológicos 
como aproximaciones computacionales. Los sistemas modelo que se utilizan 
preferentemente suelen ser organismos unicelulares tales como bacterias y levaduras, 
ya que poseen una complejidad menor que los mamíferos y son más sencillos de 
manipular. 
 
El gran número de proyectos genómicos en curso, así como su alcance, indican la 
necesidad de herramientas totalmente automatizadas para generar nuevos 
conocimientos una vez completada la secuenciación del genoma. Los análisis 
experimentales producen gran cantidad de datos de tipo biológico que han de ser 
transformados en conocimiento, lo que se consigue mediante el empleo de diferentes 
tecnologías computacionales. En el presente capítulo se abordará la importancia de 
reconstruir modelos metabólicos a escala genómica de manera automatizada, así 
como las herramientas desarrolladas para este fin, haciendo una comparación con la 
metodología propuesta. Se describen los pasos implementados para la reconstrucción 
automática aplicando criterios probabilísticos. 
 
1.1 Ingeniería metabólica 
 
La ingeniería de vías metabólicas puede definirse como la modificación y/o 
introducción de reacciones bioquímicas, ya existentes o nuevas, para la mejora directa 
de propiedades celulares mediante tecnologías de ADN recombinante. Entre los 
propósitos  que  se  persiguen  se  encuentran:  mejorar  rendimientos,  extender  el 
intervalo de sustratos metabolizables, extender el espectro de productos por 
complementación de vías, dirigir o reducir el flujo hacia una ramificación deseada, o 






metabólicas, la redistribución de flujos, o bien la amplificación, la eliminación o des- 
regulación de genes [López et al. (2007)]. 
 
Algunas definiciones de ingeniería metabólica [López et al. (2007)]: 
 
 
Manipulación de los procesos metabólicos mediante tecnología recombinante 
con el objetivo de mejorar las propiedades de los microorganismos. 
Mejora dirigida de las propiedades celulares mediante ingeniería genética para 
modificar o introducir nuevas reacciones bioquímicas específicas. 
Alteración racional y dirigida de las rutas metabólicas de un organismo para 
comprender mejor   y   utilizar   las   rutas   celulares   en   transformaciones 
(conversiones), transducción de energía y ensamblaje supramolecular. 
 
La manipulación directa de las vías metabólicas en bacterias y otros 
microorganismos ha permitido el desarrollo y la mejora de cepas con la capacidad de 
sintetizar compuestos de utilidad como son algunos aminoácidos, polisacáridos, 
vitaminas, alcoholes, ácidos orgánicos, etc. Estas cepas han constituido la base para 
el desarrollo de nuevas y mejores tecnologías biológicas. Mediante la aplicación de la 
ingeniería de vías metabólicas, un número importante de compuestos orgánicos de 
uso industrial y terapéutico, obtenidos actualmente a partir de derivados del petróleo, 
pueden ser producidos por microorganismos utilizando otros carbohidratos además de 
glucosa como materia prima. 
 
Las herramientas bioinformáticas así como las técnicas de ingeniería metabólica 
pueden emplearse para reconstruir las redes metabólicas de un microorganismo a 
partir del genoma únicamente [Deckwer, (2006)]. El objetivo no será solo el desarrollo 
de estrategias de cultivo en biorreactores a gran escala, sino además la determinación 
de las relaciones cinéticas de dependencia entre el genoma y el medioambiente con el 
fin de elaborar simulaciones de su comportamiento. 
 
Por lo tanto, podemos afirmar que la Biología Sintética, como nueva disciplina en 
los límites entre la biología y la ingeniería, pretende el diseño parcial de organismos 
con fines aplicados, en base precisamente a la información disponible y a los métodos 
racionales de diseño en ingeniería, lo que demuestra la necesidad del establecimiento 
de un marco computacional y conceptual que proporcione asistencia en el desarrollo 
de sistemas  biológicos  artificiales,  para lo que se  hace necesario  el  desarrollo  de 
nuevas  herramientas  computacionales  integradas  en  un  entorno  común  para  el 




complejos[Pacheco et al. (2011)]. En este sentido, la reconstrucción automática de 
modelos metabólicos a escala genómica es un objetivo primordial. 
 
1.2 Modelos metabólicos 
 
Uno de los objetivos fundamentales en el análisis en Biología de Sistemas es la 
reconstrucción de redes metabólicas a escala genómica. Este proceso, no 
automatizado  e  iterativo,  presupone  el  trabajo  a  largo  plazo  de  un  especialista 
utilizando la información contenida en diversas bases de datos biológicas, con el 
objetivo de organizar la lista de reacciones metabólicas específicas para un organismo 
[Förster et al. (2003)]. En los últimos años los científicos han puesto a prueba diversos 
métodos y herramientas de gran utilidad en el desarrollo de dichas investigaciones. La 
variedad de aplicaciones de los modelos metabólicos incluye además, la búsqueda de 
sitios potenciales para la ingeniería metabólica, la determinación de las capacidades 
metabólicas, el diseño de estrategias óptimas de crecimiento, de producción de 
metabolitos, etc. [Oberhardt et al. (2009)].Si un modelo se formula adecuadamente, es 
de esperar que permita la simulación de los cambios en el metabolismo del organismo 
a través de perturbaciones ambientales y genéticas. Así, junto con las restricciones 
apropiadas, un modelo metabólico representaría parcialmente un organismo virtual, 
mediante el cual, y a través de análisis computacionales, se pueden explorar posibles 
distribuciones de flujos dentro de la célula en diferentes condiciones medioambientales 
y/o para una determinada configuración genética [Montagud et al.(2010)]. 
 
La reconstrucción de modelos metabólicos a escala genómica de organismos 
permite la integración de información genómica con actividades metabólicas 
observadas a través de experimentos fenotípicos y otras mediciones "ómicas" para 
obtener conocimiento biológico oculto y que pudiera ser de otro modo difícil de obtener 
[Fang et al. 2011)]. 
 
El proceso consiste en reunir toda la información referente al metaboloma de una 
especie, así como los genes que codifican a las enzimas que catalizan cada una de 
las  reacciones  metabólicas.  Otros  aspectos  que  se  tienen  en  cuenta  son  las 
coenzimas y cofactores necesarios para la catálisis enzimática, la estequiometría y 
reversibilidad de las reacciones, información de la composición de la biomasa y 
aspectos de la regulación metabólica [Förster et al. (2003)]. 
 
En este contexto, se han desarrollado diversos proyectos enfocados hacia la 




producción optimizada de biocombustibles de tercera y cuarta generación mediante 
microorganismos como cianobacterias y levaduras   [Montagud et al. (2010)], la 
reconstrucción del modelo metabólico de  Burkholderia cenocepacia J2315 para el 
estudio de tratamientos orientados a pacientes que padecen de Fibrosis Quística (FQ) 
[Fang  et  al.  (2011)],  la  capacidad  de  Rhodobacter  sphaeroides  para  producir 
hidrógeno, polihidroxibutirato u otros hidrocarburos, que lo convierten en un excelente 
candidato para su uso en una amplia variedad de aplicaciones biotecnológicas[Imam 
et al.(2011)], el estudio de Clostridium beijerinckii como un organismo que posibilita 
mejorar la producción de butanol, ya que (i) produce naturalmente las más altas 
concentraciones de butanol como subproducto de la fermentación, y (ii) puede lograr la 
co-fermentación de pentosayhexosa [Milne et al.(2011)]etc., en todos los casos 
demostrando la existencia de importantes lagunas, ya sea relacionado con las 
herramientas de cómputo disponibles para este fin así como por la incapacidad de las 
mismas para tener en cuenta criterios probabilísticos ofrecidos por el biólogo y que son 
muy útiles para lograr un modelo con calidad. 
 
Con vistas a realizar análisis de los modelos metabólicos, están disponibles una 
variedad de herramientas y algoritmos  [Patil et al. (2004)], incluyendo el análisis del 
balance de flujo (FBA, del inglés, Flux Balance Analysis)   [Edwards et al. (1999)], 
[Jaime et al. (2010)], [Varma and Palsson, (1993)], minimización de los ajustes 
metabólicos (MOMA, del inglés Minimization of Metabolic Adjustments)  [Segre et al. 
(2002)], el análisis del flujo metabólico (MFA, del inglés Metabolic Flux Analysis) 
[Schilling et al. (1999)],  [Varma and Palsson, (1994)], así como herramientas para la 
visualización  de  redes  metabólicas  como  el  Rational  Organism  Network  Painter 
[Garrido et al. (2010)]. 
 
Son varios los paquetes informáticos que asisten en la automatización de la 
reconstrucción de los modelos metabólicos a escala genómica. Múltiples esfuerzos 
muestran el interés de reducir a gran escala el tiempo requerido para llevar a cabo 
este proceso. Es preciso destacar algunos ejemplos como el desarrollado por Peter 
Karp, publicado como Pathways Tools en varias versiones. Esta aplicación consta de 
varios módulos: PathoLogic, Pathway Hole Filler, Pathway Tools Navigator y el Editor 
Functions. En esencia, comprende la utilización del genoma anotado de cualquier 
sistema biológico para inferir vías metabólicas probables existentes en el mismo, así 
como para generar una nueva base de datos de vías metabólicas y genomas [Karp et 
al. (2002)]. Recientemente, este autor y colaboradores, han expuesto un método para 




modelos estequiométricos. Llamada MetaFlux, la aplicación se basa en la utilización 
de la programación MILP (del inglés, Mixed Integer Linear Programming) para corregir 
el conjunto de reacciones, metabolitos relacionados con la ecuación de biomasa (BM), 
nutrientes y procesos de secreción celular. El método genera los modelos metabólicos 
directamente de la base de datos de vías metabólicas y genomas gestionada por el 
Pathways Tools [Latendresse et al. (2012)]. 
 
Otros algoritmos son los implementados en las herramientas IdentiCS (del inglés, 
Identification  of  Coding  Sequences  from  Unfinished  Genome  Sequences), 
metaSHARK (del inglés, metabolic SearcH And Reconstruction Kit) así como 
AUTOGRAPH (del inglés, AUtomatic Transfer by Orthology of Gene Reaction 
Associations for Pathway Heuristics). La aplicación IdentiCS consiste en el uso de 
secuencias genómicas no-anotadas para predecir regiones codificadoras y funciones 
asociadas a ellas, así como para la construcción in silico de la red metabólica [Sun and 
Zeng, (2004)]. El paquete informático metaSHARK se basa en la detección de genes 
codificadores de enzimas dentro del genoma no anotado de un sistema biológico y su 
visualización en el contexto de una red metabólica. Los dos módulos que lo componen 
SHARKhunt y SHARKview, ofrecen un nivel mejorado de flexibilidad y precisión en la 
automatización en la anotación de enzimas. El método implementado demuestra su 
utilidad en la generación de conocimientos en el metabolismo celular y por tanto en la 
reconstrucción de modelos metabólicos, a partir de genomas no anotados [Pinney et 
al. (2005)]. El método publicado como AUTOGRAPH se auxilia de la disponibilidad de 
los  modelos  metabólicos  bien  curados  y  publicados  en  artículos  científicos  para 
predecir de forma eficiente una equivalencia genética entre especies. Esto permite la 
transferencia hacia el modelo metabólico del organismo en estudio de la asociación 
gen/reacción a partir de la red metabólica publicada [Notebaart et al. (2006)]. 
 
Otras aplicaciones en este campo son las basadas en tecnología web, algunas de 
ellas son ReMatch, Model SEED y FAME. El algoritmo propuesto en ReMatch hace 
coincidir modelos metabólicos desarrollados por usuarios con la información de una 
base de datos interna, que incluye un glosario de nombres de metabolitos, generada a 
partir de KEGG, MetaCyc y CheBI. Por otro lado, ReMatch es capaz de aumentar el 
número de reacciones en el modelo, incorporadas a partir de la base de datos interna 
o introducidas por el usuario [Pitkänen et al. (2008)]. El recurso vía web Model SEED 
pretende analizar, comparar, reconstruir y curar la red metabólica a escala de sistemas 
biológicos. En este particular, los usuarios pueden enviar las secuencias genómicas en 




metabólicas, establece una relación de asociación gen-proteína-reacción así como la 
BM para cada genoma analizado [Henry et al. (2010)]. Por otro lado, FAME es una 
herramienta de modelado que asiste en la creación, edición y análisis de modelos 
metabólicos de microorganismos a partir de la información de KEGG [Boele et al. 
(2012)]. 
Los servidores web constituyen otro recurso en la automatización de la 
reconstrucción de redes metabólicas. Cabe destacar algunos como MrBac (del 
inglés,Metabolic network Reconstructions for Bacteria), que intentan construir un 
borrador de la red metabólica. Esta herramienta integra análisis de genómica 
comparativa, recuperación de anotaciones del genoma así como la generación de 
archivos con formatos estándares en Biología de Sistemas [Liao et al. (2011)]. 
 
Las  plataformas  computacionales  también  ofrecen  asistencia  en  esta  labor. 
Ejemplos  de  estas  son:  MicrobesFlux  y  GEMSiRV  (del  inglés,  GEnome-scale 
Metabolic model Simulation, Reconstruction and Visualization). MicrobesFlux es una 
plataforma web capaz de descargar automáticamente la red metabólica de 
aproximadamente 1200 especies depositadas en KEGG y convertirlas en borradores 
de los modelos metabólicos correspondientes. Además, la plataforma también 
proporciona herramientas personalizadas que permiten delecionar genes e introducir 
vías metabólicas heterólogas [Feng et al. (2012)]. Por su parte, GEMSiRV proporciona 
funcionalidades para la construcción y edición de redes metabólicas, para la 
visualización de redes integrando datos experimentales así como herramientas de 
análisis, por ejemplo FBA. Adicionalmente, todos los modelos metabólicos GEMSiRV- 
generados y resultados obtenidos, incluyendo proyectos en progreso, pueden ser 
fácilmente intercambiados por la comunidad científica [Liao et al. (2012)]. Otro ejemplo 
lo  constituye  el  trabajo  realizado  por  el  grupo  de  investigación  InterTech  en  el 
desarrollo de HYDRA (del inglés, HYrbid Draw and Routes Analysis), una plataforma 
computacional orientada al diseño, análisis y visualización   de redes metabólicas 
[Garrido et al. (2011)], [Reyes et al. (2011)]. 
 
La pluralidad de estos recursos informáticos, a través de sus variados algoritmos, 
constatan un amplio empeño en automatizar el proceso de reconstrucción. Sin 
embargo, todavía persisten limitaciones en estos trabajos por lo que los resultados 
finales aún requieren los procesos de refinamiento manual. Si bien muchos de estos 
métodos gestionan de forma precisa la información en las grandes bases de datos, se 
siguen generando listados de reacciones no asociadas a las vías metabólicas con las 




procesos genéticos moleculares, como es el caso de las reacciones de modificación y 
reparación del ADN, o con los procesos de replicación y transcripción del ADN o los 
procesos de división celular, reacciones de transferencia de señales, etc. Todas estas 
reacciones forman parte del metabolismo celular pero no son útiles a la hora de 
construir los modelos metabólicos, por lo que no deben incluirse. 
De acuerdo con varios protocolos descritos en la literatura se requieren de 3 a 4 
pasos fundamentales para la reconstrucción a escala genómica de modelos 
metabólicos [Thiele and Palsson, (2010)], [Triana et al., 2012)]. Este proceso pasa por 
generar un borrador del modelo metabólico del organismo en cuestión, seguido de un 
refinamiento exhaustivo (desde el principio o partir de ese paso se debe tener en 
cuenta el formato computacional para la escritura del modelo), así como de una 
validación del mismo a través de las capacidades de la red metabólica. La curación 
iterativa del modelo que incluye el análisis de huecos en la red así como el ajuste 
metabólico para su llenado, la eliminación de ciclos fútiles, entre otras, son parte 
crucial en el proceso de depurado. Se han reportado varios métodos que inciden en el 
refinamiento de la red [Osterman and Overbeek, (2003)], [Kharchenko et al. (2004)], 
[Kharchenko et  al.  (2006)], [Chen and  Vitkup, (2006)], [Green and  Karp, (2004)], 
[Kumar et al. (2007)]. Sin embargo, no existen algoritmos que definan criterios de 
completitud y unicidad para dichos modelos. Esta razón hace aún más engorroso el 
proceso de depuración si se tiene en cuenta que conlleva realizar un estudio de la 
reversibilidad de las reacciones, análisis de reacciones repetidas dentro del modelo, 
metabolitos desconectados y reacciones bloqueadas asociadas a los mismos, así 
como la inclusión de reacciones que fueron estudiadas para otros organismos y que se 
puede inferir su presencia también para los organismos de estudio. 
 
Teniendo en cuenta esto, y a partir del estudio del primer modelo metabólico de un 
microorganismo fotosintético, la Synechocystis sp. PCC6803 [Montagud et al. (2010)], 
obtenida por el grupo de Modelización Interdisciplinar InterTech, de la Universidad 
Politécnica de Valencia, pudimos comprobar la necesidad de desarrollar algoritmos 
que incluyan decisiones basadas en criterios probabilísticos (en todos los casos 
proporcionados por el biólogo) y que permitieran la reconstrucción de modelos 
metabólicos a escala genómica, cumpliendo estándares de coherencia y calidad de los 
modelos. 
 
Estos criterios están basados en el análisis de la completitud y unicidad de las vías 
metabólicas. Para ello, en el primer caso requerirá la inclusión de vías metabólicas 




metabolitos en un pathway general). Así mismo, la presencia múltiple de una misma 
reacción metabólica pero vinculada a diferentes enzimas debe ser depurada y 
seleccionar una única reacción. De nuevo, se usará un criterio probabilístico para la 
toma de decisión. Estos pasos serán explicados con más detalle en el próximo 
apartado. 
 
1.3 Metodología para la reconstrucción del modelo metabólico: 
 
 
Para la automatización del proceso de reconstrucción de modelos metabólicos a 
escala genómica en COPABI, se tuvo en cuenta la metodología implementada para la 
reconstrucción manual del modelo de la Synechocystis sp. PCC6803 [Montagud et al. 
(2010)], donde además se incorporan los criterios probabilísticos tenidos en cuenta por 
los autores. 
La siguiente figura refleja los pasos de la metodología implementada y a través de 
los cuales se obtiene un modelo metabólico a escala genómica depurado según los 










A continuación se explicarán los pasos en la automatización de dicha metodología: 
 
1.  El primer paso consistió en la compilación de todas las reacciones químicas de 
una ruta en particular o red metabólica en general de un organismo dado. En 
este caso se señala primeramente el nombre del pathway y a continuación el 
conjunto de reacciones metabólicas asociadas a él. Aquí se deben tener en 
cuenta  varios  elementos  a  la  hora  de  organizar  la  información  de  las 
reacciones metabólicas: 
 
a) La mayoría de las reacciones están catalizadas por una enzima que 
posee un código llamado EC (del inglés, Enzyme Commission) (Ej: 
1.1.1.1). Este código se coloca al principio de cada reacción. (Cabe 
señalar  que  asumimos  poner  el  número  EC  al  principio  de  cada 
reacción por un problema de conveniencia particular; se puede poner 
otro identificador). 
b)  Hay  reacciones  en  varios  pathways  que  no  están  catalizadas  por 
enzimas, o sea que son reacciones espontáneas. Esas reacciones 
aparecen en la base de datos con el nombre: “non-enzymatic” y de la 
misma manera debe aparecer en el modelo que se genere. O sea, se 
coloca “non-enzymatic” al principio de la reacción para especificar que 
estamos en presencia de una reacción espontánea. 
 
 
En este paso es primordial tener en cuenta la reversibilidad de la reacción, 
pues esto puede afectar los resultados finales en el análisis del modelo. 
 
 




# Glycolysis / Gluconeogenesis 
 




2.7.1.40a:  ATP + Pyruvate -> ADP + Phosphoenolpyruvate 
 
6.2.1.1a:  ATP + CoA + Acetate -> Diphosphate + AMP + Acetyl-CoA 
 
1.2.1.5a:  H2O + NAD+ + Acetaldehyde <-> NADH + Acetate + H+ 
 
1.1.1.2: NADP+ + Ethanol <-> NADPH + H+ + Acetaldehyde 
 
# Citrate cycle (TCA cycle) 
 
1.1.1.42a:  Oxalosuccinate <-> CO2 + 2-Oxoglutarate 
 






2.3.3.1: CoA + Citrate <-> H2O + Acetyl-CoA +  Oxaloacetate 
 




2.  El segundo paso está relacionado con la identificación del conjunto de enzimas, 
donde cada una de ellas puede catalizar varias reacciones del mismo tipo pues 
sus  sustratos  solo  presentan  pequeñas  diferencias  en  sus  estructuras 
químicas. En ese caso se pone el identificador de la enzima y una letra para 
denotar que esa enzima cataliza varias reacciones o un número cuando es una 
reacción espontánea (por ejemplo: 1.1.1.1a, 1.1.1.1b, non-enzymatic1, non- 
enzymatic2, etc.). 
 
Hasta aquí hemos obtenido exactamente la información biológica que está 
almacenada en la base de datos. En lo adelante será necesario introducir de manera 
automática los criterios probabilísticos para satisfacer los criterios de unicidad y 
completitud exigibles al mapa metabólico. 
 
Criterios probabilísticos a tener en cuenta para reconstruir el modelo 
metabólico: 
 
Para el desarrollo del algoritmo capaz de reconstruir el modelo metabólico a escala 
genómica de cualquier organismo se tuvieron en cuenta criterios probabilísticos que 
garantizaran la completitud y unicidad de las vías metabólicas. Esto implica establecer 
criterios para la eliminación de una reacción metabólica y evitar su repetición dentro 
del modelo y la incorporación de nuevas reacciones a partir de la comparación con un 
pathway general generado a partir de la compilación de todas las reacciones 
metabólicas que existen en los organismos en la naturaleza. 
 
Análisis de cada criterio: 
 
 
a. Unicidad de las vías metabólicas: 
 
La eliminación de una reacción metabólica para evitar su repetición dentro del 
modelo implica analizar la existencia de una misma reacción en varias rutas 
metabólicas dentro del modelo metabólico, pues las reacciones deben aparecer 
solo una vez en el mismo. 
En este caso, se propone calcular la cantidad de veces que se repite la enzima 






obtenidos estos valores, se comparan y se mantiene en el modelo la reacción que 
está relacionada con la enzima que menos veces aparezca en todo el modelo. 
Ejemplo: 
 
1.2.1.12 a: A + B <-> C + D 
 
 
1.2.1.12 b: G + E <-> K + L 
 
 
1.2.1.12 c: P + V -> Y 
 
 
1.1.1.1: G + E <-> K + L 
 
 
Como se puede apreciar, las reacciones subrayadas son iguales, de ahí que se 
calcule  la  cantidad  de  veces  que  aparece  en  todo  el  modelo  las  enzimas 
asociadas a ambas reacciones (1.2.1.12 = 3) y (1.1.1.1 = 1). Luego se comparan 
ambos valores, llegando a la conclusión de que la enzima (1.2.1.12) ya está 
incluida en el modelo y la enzima 1.1.1.1 se encontró que está en la anotación del 
organismo y la única reacción que cataliza es la (G + E <-> K + L). 
 
Por tanto se mantiene la reacción G + E <-> K + L asociada a la enzima (1.1.1.1). 
 
 
b.  Completitud de las vías metabólicas 
 
 
La incorporación de nuevas reacciones en el modelo metabólico está asociada a 
la comparación con un pathway general (teórico) que fue generado a partir de la 
compilación de todas las reacciones metabólicas que existen en los organismos 
en la naturaleza. En este caso, los biólogos advierten sobre la existencia de 
genes, y por tanto de reacciones, que no están en las bases de datos biológicas, 
es decir, que no se han reportado en la literatura, y que se pueden adicionar en 
los modelos. 
 
Por ejemplo: un pathway X, que consta, por estudios bioquímicos, de 10 
reacciones teóricas, y se tiene que para un organismo Y están presentes en la 
base de datos solo 8 reacciones de las 10 posibles. En este caso, se ordenan 
secuencialmente cada una de las 8 reacciones y se incorporan al modelo. El resto 
de las reacciones que no aparecían descritas para ese organismo se agregan en 
el modelo (y se hace la salvedad de que no están reportadas en la literatura, o sea 
en la base de datos) cuando cumplen en conjunto las siguientes condiciones: 
 







La interfaz de COPABI permite al usuario seleccionar dentro de un listado de 
metabolitos aquellos que formarán parte de la BM, además de poder añadir otros. 
En todos los casos deberá introducir el coeficiente estequiométrico asociado a 
cada metabolito y que servirá para luego conformar la BM. 
 
2) dicho metabolito debe aparecer repetido con una frecuencia dada en cierto 
porcentaje dentro del pathway general. 
 
La interfaz de COPABI permite al usuario introducir un parámetro de decisión 
dado en porcentaje, que permitirá valorar la presencia de los metabolitos 
especificados en el punto 1 dentro del pathway general. Finalmente, el algoritmo 
implementado permite adicionar al modelo que se construye todas las reacciones 
dentro  del  pathway  general  que  cumplen  con  las  condiciones  anteriores  de 
manera simultánea y con el parámetro de decisión definido por el usuario. 
 
La forma de identificar en el modelo generado las reacciones que fueron 
incorporadas es: # not pres ! ~~IMPORTANT, following X reactions not in 
sequence!!~~ . Además a cada reacción le antecede un punto (.) que significa 
que son reacciones agregadas en el modelo para lograr la completitud de las vías 
metabólicas. 
 
Ejemplo de salida: Synechocystis sp. PCC6803 
 
# not pres ! (would complete some pathways) ~~IMPORTANT, following 10 
reactions not in sequence!!~~ 
·6.3.2.2:  ATP + L-Glutamate + L-Cysteine -> ADP + Orthophosphate + gamma-L- 
Glutamyl-L-cysteine 
·6.3.4.3:   ATP + Formate + Tetrahydrofolate <-> ADP + Orthophosphate +   10- 
Formyltetrahydrofolate 
·2.7.1.48b:  ATP + Uridine -> ADP + UMP 
 
·2.7.1.29: ATP + Glycerone -> ADP + Glycerone phosphate 
 
·2.7.1.6: ATP + D-Galactose -> ADP + alpha-D-Galactose 1-phosphate 
 
·2.7.1.1: ATP + D-Mannose <-> ADP + D-Mannose 6-phosphate 
 
·2.7.1.16a:  ATP + D-Ribulose <-> ADP + D-Ribulose 5-phosphate 
 
·2.7.1.45:  ATP + 2-Dehydro-3-deoxy-D-gluconate -> ADP + 2-Dehydro-3-deoxy-6- 
phospho-D-gluconate 
·2.7.1.48c:  dATP + Cytidine -> CMP + dADP 
 











El pathway general (teórico) es muy importante pues ahí aparecen todas las rutas 
que existen en los organismos en la naturaleza, es decir, es como la enciclopedia 
de las reacciones químicas en el Metabolismo Celular. Este pathway general 
constituye el patrón para comparar pues, al estar todas las reacciones, se puede 
tomar como referente para comparar cuántas reacciones le faltan a una ruta X en 
un organismo Y. 
 
Por otra parte, es válido señalar que las anotaciones no son perfectas y que 
siempre quedan genes por identificar. 
 
 
Otros elementos dentro del modelo: 
 
 
Las vías metabólicas constituyen un paradigma central en la biología. 
Históricamente, se han definido sobre la base del descubrimiento de cada reacción 
constituyente. Sin embargo, las redes metabólicas a escalas genómicas, actualmente 
reconstruidas a partir de la anotación de secuencias del genoma de cada organismo, 
demandan nuevas definiciones basadas en redes para estas vías metabólicas con el 
objetivo de facilitar el análisis de sus capacidades y funciones, tales como: la 
versatilidad y robustez metabólica, las velocidades óptimas de crecimiento, etc. Esta 
demanda ha llevado a la aplicación de análisis matemáticos complejos al desarrollo de 
métodos que permiten predecir, modelar y simular comportamientos fenotípicos 
determinados. Hoy en día muchos de los métodos de análisis se han desarrollado bajo 
una aproximación basada en restricciones. Estos métodos basados en restricciones, 
que permiten el análisis de los estados fenotípicos de microorganismos a escala 
genómica han sido desarrollados rápidamente en los años recientes. En sentido 
general la implementación de estos métodos consiste en varios pasos; en primera 
instancia se lleva a cabo la reconstrucción de la red metabólica a escala genómica. 
Como segunda consideración, es imprescindible la aplicación de restricciones 
apropiadas para la construcción in silico del modelo a escala genómica. Por último, se 
utilizan varios algoritmos de análisis para evaluar las propiedades de estos modelos. 
Muchos de estos estudios están basados en la utilización de métodos de optimización 
como son la programación lineal, la cuadrática y la no lineal, los cuales implican la 
definición de un conjunto de restricciones para su ejecución. Por otro lado, la solución 






función  objetivo  a  optimizar.  La  representación  general  de  esta  función  objetivo 
permite la formulación de rangos de funcionalidades y estados de la red de interés. La 
misma puede usarse para representar la búsqueda de las capacidades metabólicas de 
la red, objetivos de relevancia fisiológica (como por ejemplo: el máximo de la velocidad 
de crecimiento celular o de la biomasa), o el diseño de objetivos para la producción de 
un metabolito de interés. La optimización de la formación de biomasa es uno de los 
objetivos más ampliamente utilizados para determinar la máxima velocidad de 
crecimiento  celular  bajo  determinadas  condiciones  ambientales  [Edwards  et  al. 
(2001)], [Ibarra et al. (2002)]. 
 
Los metabolitos externos, por su parte, son las fuentes y los sumideros de la red 
metabólica; son los que “alimentan” todo el sistema, por lo tanto, estos compuestos no 
son balanceados dentro del análisis que se realiza a las vías metabólicas ya que sus 
concentraciones por lo general varían con el tiempo. En varios análisis, los metabolitos 
internos, a diferencia de los externos, tienen que cumplir la condición de estado 
estacionario dentro del sistema [Dandekar et al.(2003)]. 
 
Dicho esto, y teniendo en cuenta la importancia de estos elementos para el análisis 
posterior de los modelos metabólicos a escala genómica, COPABI presenta en su 
interfaz la opción de poder conformar la BM, proporcionando un listado de los 
metabolitos que pudieran formar parte de la misma, ya sea actuando como reactante o 
como producto, y con el que el usuario conforma la BM correspondiente.  Además da 
la posibilidad al usuario de poder incorporar nuevos metabolitos que no se encuentran 
inicialmente en la aplicación. En todos los casos tendrá que indicar el coeficiente 
estequiométrico de cada uno de ellos.   Ejemplo de cómo se muestra en el modelo 
generado es el siguiente: 
BM: ->  0.765L-alanine  +  0.456L-aspartate  +  0.3455L-arginine  + 
 




De la misma manera COPABI tiene en su interfaz la opción de que el usuario pueda 
incluir los metabolitos externos y  las restricciones del modelo metabólico, que serán el 


















n los últimos años, las aplicaciones de la Biotecnología en diferentes ámbitos 
de la Ciencia y la Tecnología se han multiplicado de forma considerable en 
paralelo al incremento exponencial de la información que se posee sobre los 
organismos, entre otros sobre su genética, sus procesos de regulación y su 
metabolismo. Dicha información, obtenida mediante diferentes tecnologías cada vez 
más poderosas y eficientes, está pasando a formar parte de grandes bases de datos, 
muchas de ellas de libre acceso, que, en combinación con el vasto conjunto de 
publicaciones científicas, ponen en manos de los investigadores una gran cantidad de 
datos. 
 
Un aspecto primordial para obtener los modelos metabólicos es la búsqueda de la 
información biológica necesaria, la cual se encuentra almacenada en bases de datos 
públicas, como por ejemplo: Biocyc [Karp et al. (2005)], KEGG [Kanehisa et al. (2008)], 
Brenda [Chang et al. (2009)] o Uniprot [Wu et al. (2006)], [The UniProt Consortium, 
(2007)] y que puede ser recopilada para un organismo específico. Sin embargo, la falta 
de calidad debe ser considerada como uno de los principales inconvenientes de 
algunas de las bases de datos: falsos positivos, falsos negativos, así como objetos 
anotados erróneamente pueden obstaculizar los esfuerzos para reunir datos exactos 
[Weise et al. (2006)]. En consecuencia, la reconstrucción a partir de un control 
minucioso de todas y cada una de las reacciones, la BM basada en moléculas 
constituyentes (como aminoácidos y nucleótidos) o la coherencia y la integridad de la 
red son requisitos previos para la generación de un modelo metabólico de alta calidad 
y útil [Feist et al.(2009)]. 
 
A continuación se analizarán los conceptos de bases de datos y modelos de datos, 
en aras de identificar la mejor variante en cada caso para almacenar la información 
biológica necesaria para reconstruir automáticamente los modelos metabólicos. 











2.1 Bases de datos 
 
Una base de datos es un conjunto de datos interrelacionados entre sí, o sea, 
una  colección  de  datos  variables  en  el  tiempo.  El  software  que  permite  la 
utilización y/o la actualización de los datos almacenados en una (o varias) base(s) 
de datos por uno o varios usuarios se denomina Sistema Gestor de Base de Datos 
(SGBD) [Elmasri and Navathe, (2007)]. 
 
Como resultado del desarrollo tecnológico de campos como la informática y la 
electrónica, en la actualidad la mayoría de las bases de datos están en formato 
digital, lo cual ofrece un amplio rango de soluciones al problema de almacenar 
datos. 
Tipos de bases de datos según variabilidad de los datos: 
 
 
Bases de datos estáticas: son bases de datos de solo lectura, utilizadas 
primordialmente para almacenar datos históricos que posteriormente se 
pueden utilizar para estudiar el comportamiento de un conjunto de datos a 
través del tiempo, realizar proyecciones y tomar decisiones. 
Bases de datos dinámicas: son bases de datos donde la información 
almacenada se modifica con el tiempo, permitiendo operaciones como 
actualización y adición de datos, además de las operaciones fundamentales 
de consulta. Un ejemplo de esto puede ser la base de datos utilizada en 
una farmacia, un videoclub, etc. 
 
 
2.1.1 Modelos de datos 
 
Un modelo de datos es básicamente una "descripción" de algo conocido como 
contenedor de datos, así como de los métodos para almacenar y recuperar 
información  de  esos  contenedores.  Los  modelos  de  datos  no  son  elementos 
físicos: son abstracciones que permiten la implementación de un sistema eficiente 
de  base  de  datos;  por  lo  general  se  refieren  a  algoritmos,  y  conceptos 
matemáticos. En este sentido, no es solamente un modo de estructurar datos, sino 
que también define el conjunto de operaciones que pueden ser realizadas sobre 




datos utilizado en el diseño de la base de datos desarrollada para almacenar la 
información biológica necesaria para nuestro grupo de investigación. 
 
2.1.2 Modelo Relacional 
 
Una base de datos relacional es una base de datos que cumple con el modelo 
relacional, el cual es el modelo más utilizado en la actualidad para modelar 
problemas reales y administrar datos dinámicamente. Permite establecer 
interconexiones (relaciones) entre los datos y trabajar con ellos conjuntamente. 
Tras ser postuladas sus bases en 1970 por Edgar Frank Codd, no tardó en 
consolidarse como un nuevo paradigma en los modelos de base de datos [Pons et 
al. (2005)]. 
 
El lenguaje más común para construir las consultas a bases de datos 
relacionales es SQL (del inglés, Structured Query Language), un estándar 
implementado por los principales motores o sistemas de gestión de bases de datos 
relacionales [Date and Darwen, (2009)]. 
 
2.1.3 Bases de Datos Biológicas 
 
Una de las más visibles consecuencias del paso de la era genómica a la post- 
genómica fue el nacimiento de una comunidad de información biológica. 
Actualmente son las bases de datos relativas a la biología las que más rápido 
crecimiento tienen y en las que más tiempo de desarrollo se invierte [Reyes et al. 
(2010)]. Las bases de datos biológicas nacen como un intento de recopilar y 
permitir el libre acceso a la información por parte de la comunidad de 
investigadores, facilidades que se fueron haciendo poco a poco de uso “común” 
entre la comunidad de biólogos, hasta llegar a un concepto relativamente nuevo en 
la implementación de bases de datos a través de Internet, la integración de 
herramientas de comparación y análisis de secuencias con las mismas bases de 
datos. 
 
Una base de datos biológica es una biblioteca de información sobre ciencias de 
la vida, recogida de experimentos científicos, literatura publicada, tecnología de 
experimentación  de  alto  rendimiento  y  análisis  computacional.  Contiene 
información de áreas de investigación incluyendo genómica, proteómica, 




contenida en bases de datos biológicas incluye funciones, estructura y localización 
(tanto celular como cromosómica) de genes, efectos clínicos de mutaciones, así 
como similitudes de secuencias y estructuras biológicas. 
 
El diseño de estas bases de datos, su desarrollo y su gestión a largo plazo, 
forman un área nuclear de la disciplina de la bioinformática [Bourne, (2005)]. El 
contenido de los datos incluye secuencias génicas, descripciones textuales, 
atributos y clasificaciones ontológicas, anotaciones, y datos en forma tabular. En la 
actualidad están disponibles sistemas que permiten consultar simultáneamente 
múltiples  bases  de  datos.  Estos  recursos  no  solo  permiten  acceder  a  las 
secuencias de interés y a la información básica de ellas, sino que en una sola 
búsqueda se puede recopilar información relacionada, probablemente disponible 
en otras bases de datos, como información taxonómica del organismo a partir del 
cual fueron extraídas las secuencias; características de la estructura tridimensional 
en el caso de las proteínas o información acerca de los genes específicos, como la 
posición en el genoma del organismo en cuestión o su posible asociación con 
patologías humanas. 
 
Ejemplos de Bases de Datos Biológicas 
 
Enzyme:  es  una  base  de  datos  relacionada  con  la  nomenclatura  de  las 
enzimas. Está basada en las recomendaciones del IUBMB (del inglés, 
Nomenclature Committee of the International Union of Biochemistry) y describe 
cada tipo de enzima caracterizada [Bairoch, (2000)]. 
GenBank: es una colección pública de secuencias tanto de proteínas como de 
ácidos nucleicos con soporte bibliográfico (referencias tomadas de la literatura 
reportada) y notación biológica (especie y origen). La base de datos del GenBank 
crece de una manera exponencial; este crecimiento es debido a la forma en que la 
base se actualiza. Son los mismos autores quienes se encargan de mantener la 
base al día, pero además, el GenBank se nutre de las otras bases de datos 
existentes actualizando sus ficheros [Miller et al. (2009)]. 
MetaCyc:  es  una  base  de  datos  no  redundante  de  rutas  metabólicas 
dilucidadas de manera experimental. En estos momentos cuenta con más de 1100 
rutas de más de 1500 organismos las cuales están involucradas tanto en 
metabolismo primario como secundario, compuestos asociados, enzimas y genes. 




datos de referencia para predicciones computacionales en rutas metabólicas de 
organismos  con  genomas  secuenciados,  soporte  para  ingeniería  metabólica, 
ayuda a la comparación entre redes metabólicas y como una enciclopedia de 
metabolismos. Las rutas pueden ser buscadas mediante una lista, con ontologías, 
o haciendo una consulta de manera directa preguntando por las rutas, proteínas, 
reacciones o compuestos [Caspi et al. (2008)], [Krieger et al. (2004)]. 
HPRD  (Protein  Reference  Database):  toda  la  información  depositada  en 
HPRD ha sido extraída de manera manual de la literatura por biólogos expertos, 
los cuales leen, interpretan y analizan los datos publicados. La base de datos fue 
creada utilizando una base de datos orientada a objetos, lo cual proporciona 
versatilidad en su consulta y permite que los datos sean desplegados de manera 
dinámica [Peri et al. (2003)]. 
WikiPathways: es un sitio que facilita la contribución y el mantenimiento de 
información relacionada con las vías biológicas dentro de la comunidad biológica. 
Esta base de datos es un proyecto abierto y colaborativo que fue publicado en el 
2008 con el propósito de brindar a la comunidad una plataforma para el depurado 
de vías biológicas. Este sitio tiene herramientas para editar estas mismas vías 
[Kelder et al. (2009)]. 
KEGG: es una base de datos de sistemas biológicos que está compuesta por 
elementos genéticos, fundamentalmente de genes y proteínas (KEGG GENES), 
compuestos químicos de sustancias tanto endógenas como exógenas (KEGG 
LIGAND), redes de reacciones e interacciones moleculares (KEGG PATHWAY), 
así como jerarquías y relaciones entre varios elementos biológicos (KEGG BRITE). 
KEGG provee de un conocimiento base para relacionar genomas tanto con 
sistemas biológicos como con el ambiente haciendo procesos de mapeo con 
PATHWAY y BRITE [Kanehisa  et al. (2008)]. 
Brenda: es la colección principal de información sobre la función de enzimas 
disponible para la comunidad científica [Chang et al. (2009)]. 
 
 
2.2 Tecnologías para la construcción del Servicio Web Cliente 
 
 
Hoy en día existen millones de páginas y grandes cantidades de información en el 
World Wide Web (WWW). Con la llegada de Internet, la demanda de sitios Web 
comenzó a crecer rápidamente y muchas organizaciones descubrieron el potencial de 




empresas estuvieran en contacto con clientes y proveedores, expresaran opiniones y 
sacaran provecho de las aplicaciones de comercio electrónico. WWW fue creado 
originalmente por científicos para compartir información y documentos. Los sitios Web 
necesitan ser flexibles y proveer funcionalidades dinámicas para interactuar con otras 
aplicaciones existentes. El típico entorno de desarrollo Web necesita una combinación 
de diferentes tecnologías, herramientas y arquitecturas. 
 
Las oportunidades que ofrece este crecimiento de Internet han motivado un intenso 
trabajo en el ámbito de la investigación y en el de la industria. Flexibilidad, 
interconectividad, autonomía e independencia de plataforma juegan un rol fundamental 
en el desarrollo de software. El software se está convirtiendo cada vez más en un 
servicio ofrecido a los usuarios o a otros elementos software, y no se ve como una 
aplicación aislada ejecutándose en una máquina específica para un requisito 
predefinido. Esta es la visión del software como “servicio” bien conceptualizado por el 
paradigma de Computación Orientada a Servicios (SOC, del inglés Service Oriented 
Computing). 
 
Las aplicaciones más conocidas del paradigma de SOC se pueden encontraren la 
Web: la Arquitectura Orientada a Servicios (SOA, del inglés Service Oriented 
Architecture) y los Servicios Web (WS, del inglés Web Service). (Ver figura 3). 
 
 





2.2.1 Arquitectura Orientada a Servicios 
 
Existen múltiples definiciones de SOA   [Crawford et al. (2005)],   pero la más 
aceptada es la proporcionada por [Bell, (2008)]: “SOA es un conjunto de componentes 
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que pueden ser invocados, cuyas descripciones de interfaces se pueden publicar y 
 




fundamentales  que  deben  aparecer.  El  principal  concepto  es  “servicio”  y  las 
colaboraciones principales son “publicar”, “descubrir/buscar” e “interactuar”. 
 
Roles de SOA 
 
Existen tres roles dentro de SOA (ver figura 4): 
 
Proveedor de servicios: implementa el servicio y lo hace accesible en Internet. 
Consumidor de servicios: interactúa con un proveedor de servicios. 
Tradicionalmente se le llama “cliente”. Puede ser una aplicación final u otro 
servicio. 
Repositorio de servicios: provee un lugar donde los desarrolladores pueden 
 






Figura 4. Interrelación entre los roles de SOA. 
 
 
Cada entidad en SOA, puede jugar uno o más de los tres roles de proveedor, 
consumidor o repositorio de servicios. En la figura 4 se muestran los tres tipos de 
colaboración entre los roles: 
 
Publicar servicio: un proveedor de servicios publica un servicio, haciéndolo 
disponible a los consumidores a través de un repositorio de servicios. 
Buscar servicio: los consumidores de servicios buscan y localizan los servicios 
en un repositorio de servicios. 
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Interactuar:  es  la  comunicación  entre  el  consumidor  y  los  servicios  del 
 




protocolos que indica la información del servicio que tiene el repositorio. 
 
 
2.2.2 Servicios Web 
 
Una aplicación SOA está formada por un conjunto de servicios que encapsulan los 
procesos de negocio. Los servicios realizan funciones que pueden ir desde la más 
simple respuesta hasta el más complicado proceso de negocio. Permiten a las 
organizaciones exponer su funcionalidad sobre Internet usando lenguajes y protocolos 
estándares  y  son  implementados  mediante  interfaces,  basadas  en  estándares 
abiertos. 
 
Las instancias más conocidas de servicios, son los servicios Web. Estos 
proporcionan la plataforma tecnológica ideal para conseguir la completa integración de 
los procesos de negocio de una organización con diferentes organizaciones. Los 
servicios Web prometen ser el mecanismo adecuado para la implementación de SOA 
en sistemas integrados y distribuidos. A continuación se presenta cómo se define un 




Existen múltiples definiciones sobre lo que son los servicios Web, lo que muestra su 
complejidad a la hora de dar una adecuada definición que englobe todo lo que son e 
implican. Sin embargo, una definición bastante completa es la siguiente: 
 
“Un servicio web permite que distintas aplicaciones de software desarrolladas en 
lenguajes  de  programación  diferentes,  y  ejecutadas  sobre  cualquier  plataforma, 
puedan utilizar los servicios web para intercambiar datos en redes de ordenadores 
como Internet.”[Benslimane et al. (2008)]. 
 
Los servicios Web facilitan el acceso a la funcionalidad de las aplicaciones a través 
de internet, facilitando la interoperabilidad entre servicios y aplicaciones y permitiendo 
integrar la funcionalidad de distintas aplicaciones. Además, proporcionan estándares y 
mecanismos para llevar a cabo el comercio electrónico, convirtiendo la Web en un 
marco ideal para el desarrollo de aplicaciones distribuidas en prácticamente todos los 
dominios de aplicación [Snell et al. (2001)]. Los servicios Web constituyen el principal 








XML (del inglés, Extensible Markup Language) es un lenguaje extensible de 
etiquetas que se utiliza para normalizar el intercambio de datos entre participantes, 
proporcionando un medio para codificar y formatear los datos. Es similar a HTML 
(del inglés, HyperText Markup Language), con elementos, atributos y valores. Sus 
elementos y atributos definen tipos y estructuras de información para los datos que 
llevan, incluyendo la capacidad de modelar datos y estructuras específicas de un 
dominio de sistema [Harold, E.R. (2003)]. Un aspecto fundamental de los servicios 
Web es transformar un XML genérico de datos en una aplicación o en una 
representación de dominio específico de datos. La sintaxis de XML usada en las 
tecnologías de los WS especifica cómo se representan los datos, define cómo y 
con qué calidad se transmiten los datos y los detalles de cómo se publican y 




SOAP (del inglés, Simple Object Access Protocol) es un protocolo estándar que 
define la comunicación entre dos objetos a través del intercambio de datos. 
Proporciona   un   modo   abierto   y   extensible   para   que   las   aplicaciones   se 
comuniquen a través de la Web usando mensajes basados en XML, con 
independencia de sistemas operativos, modelos de objetos o lenguajes de 
programación [Snell et al. (2001)]. 
 
Facilita la comunicación universal, definiendo un formato de mensajes simple y 
extensible en XML estándar y proporcionando además, un modo para enviar esos 
mensajes sobre el protocolo de comunicación HTTP (del inglés, Hypertext Transfer 
Protocol). SOAP intercambia información mediante mensajes y estos se utilizan 





WSDL (del inglés, Web Services Description Language) es un lenguaje basado 
en XML que se utiliza para describir las funcionalidades de los servicios Web. 
Permite  separar  la  descripción  de  la  funcionalidad  abstracta  ofrecida  por  un 
servicio de los detalles concretos de la descripción del servicio. El documento 




parte o interfaz abstracta (independiente de la aplicación), y (2) una parte concreta 
que define los enlaces a protocolos e información de los puntos finales de acceso 
al servicio [Christensen et al. (2009)]. 
 
De esta forma, WSDL se utiliza para describir un WS en términos de los 
mensajes que acepta y genera, actúa como contrato entre un consumidor (cliente) 
y dicho servicio. 
 
2.2.6 Servicios web en bioinformática 
 
Se han desarrollado interfaces basadas en SOAP para una amplia variedad de 
aplicaciones bioinformáticas, permitiendo que una aplicación, corriendo en un 
ordenador de cualquier parte del mundo, pueda usar algoritmos, datos y recursos 
de computación alojados en distintos servidores. La principal ventaja radica en que 
el usuario final no tiene que ocuparse de actualizaciones y modificaciones en el 
software o en las bases de datos [Harte et al. (2004)]. Entre los servicios web 
disponibles se pueden encontrar los siguientes: 
 
 
Servicios  de  obtención  de  información  en  línea,  como  por  ejemplo: 
 
consultas a bases de datos. 
Herramientas de análisis. 
Búsquedas de similitudes entre secuencias. 
Alineamientos múltiples de secuencias. 
Análisis estructural. 
Servicios de acceso a literatura especializada y ontologías. 
 
 
2.2.7 KEGG API 
 
KEGG API es un WS que permite usar el sistema de KEGG vía SOAP/WSDL. 
Proporciona valiosos medios para acceder a la información disponible en dicha 
base de datos, tanto para la búsqueda en los procesos bioquímicos celulares o 
analizar el universo de los genes en los genomas completamente secuenciados 
[Reyes et al. (2011)]. Los usuarios pueden acceder al servidor de KEGG API por la 
tecnología SOAP a través del protocolo HTTP. El servidor SOAP también viene 
con el WSDL, lo que hace que sea fácil de construir una biblioteca de cliente para 
un lenguaje de programación específico. Esto permite a los usuarios escribir sus 




de acceso al servidor KEGG API y recuperar los resultados. Entre los principales 
 
métodos que brinda este servicio se encuentran los siguientes: 
 
 
list_organisms: devuelve el listado de los organismos presentes en la base 
de datos KEGG/GENES. 
 
list_pathways:  devuelve  el  listado  de  pathways  correspondientes  a  un 
organismo dado. 
get_genes_by_organism: devuelve todos los genes del organismo 
especificado. 
get_number_of_genes_by_organism:  devuelve  el  número  de  genes 
codificados en el genoma del organismo especificado. 
get_genes_by_pathway: busca todos los genes del pathway especificado. 
 
get_compounds_by_pathway: busca todos los compuestos presentes en 
 
el pathway especificado. 
 








get_reactions_by_enzyme:  devuelve  todas  las  reacciones  que  están 
 
vinculadas con una enzima dada. 
 
bget:  permite  obtener  todos  los  datos  correspondientes  al  elemento 
biológico deseado, devolviendo la información en un array de string. 
 
Después de un análisis sobre la información biológica a extraer de KEGG y 
partiendo de los métodos que dicha base de datos propone a partir de su WS, fue 
posible la construcción de un SWC que se conecta a KEGG y extrae la información 
biológica necesaria para la reconstrucción automática de modelos metabólicos a 
escala genómica [Reyes et al. (2011)]. 
 
En la siguiente figura se muestra la secuencia de descarga de la información 
biológica y los métodos utilizados para obtener la información desde KEGG. En 
todos los casos fue necesario utilizar el método bget para obtener información 









Figura 5. Representa los métodos utilizados del WS de KEGG y el orden de descarga de la 
información. 
 
2.3 Herramientas utilizadas para la construcción del SWC 
 
2.3.1 Tecnología Java 
 
 
Entre sus objetivos principales se encuentra proveer un lenguaje relativamente fácil 
de usar, ya que fue diseñado con la idea de eliminar muchas de las fallas de otros 
lenguajes. Está orientado a objetos, habilita a los usuarios para crear código claro y 
racional, provee un entorno interpretado para aumentar la velocidad de desarrollo, 
además de proporcionar portabilidad en el código generado [Deitel and Deitel, (1999)]. 
Otras de las características de la tecnología Java es que permite a los usuarios 
ejecutar más de un hilo de actividad, carga clases a memoria de manera dinámica 
cuando  estas  se  necesitan,  soporta  cambios  de  programa  de  manera  dinámica 
durante la ejecución cargando clases desde diferentes fuentes y proporciona una 
mejor seguridad en la ejecución de código. 
 
2.3.2 Lenguaje Java 
 
El lenguaje de programación Java es un lenguaje de programación de alto nivel y 
orientado a objeto el cual se basa en los lenguajes C y C++, pero es más fácil de 
utilizar y elimina herramientas de bajo nivel como la manipulación de punteros. Se 
utiliza para desarrollar tanto applets (aplicaciones que se integran a una página web y 






principales características de este lenguaje se encuentran las siguientes [Horstmann, 
(2010)]: 
 
1)  Lenguaje simple: elimina la complejidad de los lenguajes como C y da paso al 
contexto de los lenguajes modernos orientados a objetos. 
2)  Orientado a Objetos: fue creado desde sus inicios como un lenguaje orientado 
a objeto, utilizando clases, las cuales poseen datos y funciones encargadas de 
manejar estos datos. 
3)  Distribuido: proporciona una colección de clases para su uso en aplicaciones 
de red, que permiten establecer y aceptar conexiones con servidores o clientes 
remotos, facilitando así la creación de aplicaciones distribuidas. 
4)  Interpretado y compilado a la vez: Java es compilado, en la medida en que su 
código  fuente  se  transforma  en  una  especie  de  código  máquina,  los 
bytecodes1, semejantes a las instrucciones de ensamblador. Por otra parte, es 
interpretado, pues los bytecodes se pueden ejecutar directamente sobre 
cualquier máquina a la cual se hayan portado el intérprete y el sistema de 
ejecución en tiempo real. 
5)  Robusto: Java proporciona un gran número de comprobaciones en compilación 
y en tiempo de ejecución, por lo que fue creado para obtener aplicaciones 
altamente confiables. 
6)  Indiferente a la arquitectura: Java está diseñado para soportar aplicaciones que 
serán ejecutadas en los más variados entornos de red, desde Unix a Windows 
Nt, pasando por Mac y estaciones de trabajo, sobre arquitecturas distintas y 
con  sistemas  operativos  diversos.  Al  compilar  un  programa  en  Java,  el 
bytecode resultante es interpretado por diferentes computadoras de igual 
manera, solamente hay que implementar un intérprete para cada plataforma. 
De esa manera Java logra ser un lenguaje que no depende de una arquitectura 
computacional definida. 
7) Portable: la indiferencia a la arquitectura representa solo una parte de su 
portabilidad. Además,  Java  especifica los  tamaños  de  sus  tipos  de  datos 
básicos y el comportamiento de sus operadores aritméticos, de manera que los 














2.3.3 Plataforma Java 
 
Con plataforma se hace referencia al ambiente de hardware y software en donde el 
programa se ejecuta, por ejemplo, plataformas como Linux, Solaris, Windows 2003 y 
MacOS. En casi todos los casos las plataformas son descritas como la combinación 
del sistema operativo y el hardware. La plataforma Java se diferencia de estas 
plataformas en que es una plataforma solo de software y se ejecuta sobre las otras 
plataformas de hardware. Está compuesta por la Máquina Virtual de Java (JVM, del 
inglés Java Virtual Machine) y la Interfaz de Programación de Aplicaciones (API, del 
inglés Application Programming Interface) de Java [Gosling et al. (2005)]. La JVM es 
una de las piezas fundamentales de la plataforma Java, que tiene como principal 
ventaja  la  de  aportar  portabilidad al  lenguaje.  Básicamente se  sitúa  en  un  nivel 
superior al hardware del sistema sobre el que se pretende ejecutar la aplicación y este 
actúa como un puente que entiende tanto el bytecode, como el sistema sobre el que 
se pretende ejecutar. Así, cuando se escribe una aplicación Java, se hace pensando 
que será ejecutada en una máquina virtual Java en concreto, siendo esta la que en 
última instancia convierte de código bytecode a código nativo del dispositivo final. 
 
La API Java está provista por los creadores del lenguaje Java, y que da a los 
programadores los medios para desarrollar aplicaciones Java. Como el lenguaje Java 
es un lenguaje orientado a objetos, la API de Java provee un conjunto de clases 
utilitarias para efectuar toda clase de tareas necesarias dentro de un programa, 
brindando una gran colección de componentes de software que proporcionan muchas 
utilidades para el programador, por ejemplo, las API’s para las interfaces gráficas. La 
API Java está organizada en paquetes lógicos, donde cada paquete contiene un 
conjunto de clases relacionadas semánticamente. 
 
2.3.4 Entorno de desarrollo integrado. NetBeans IDE 6.8 
 
Un entorno de desarrollo integrado (IDE, del inglés Integrated Development 
Environment) es un programa compuesto por un conjunto de herramientas para un 
programador. Puede dedicarse en exclusiva a un solo lenguaje de programación o 
puede utilizarse para varios. Un IDE es un entorno de programación que ha sido 
empaquetado como un programa de aplicación, es decir, consiste en un editor de 







El NetBeans IDE es un entorno de desarrollo, una herramienta para programadores 
pensada para escribir, compilar, depurar y ejecutar programas. Está escrito en Java 
pero puede servir para cualquier otro lenguaje de programación. Existe además un 
número importante de módulos para extender el IDE NetBeans. El IDE NetBeans es 
un producto libre y gratuito sin restricciones de uso. 
 
NetBeans IDE 6.8 se ejecuta en muchas plataformas incluyendo Windows, Linux, 
Mac OS X y Solaris; y posee un proceso simplificado de instalación que permite 
instalar y configurar fácilmente el IDE para satisfacer exactamente varias necesidades. 
Tiene muy buenas opciones nuevas, y cada vez más sus desarrolladores agregan 




2.3.5 Sistema Gestor de base de datos 
 
Un SGBD facilita las tareas de administración de los datos y acelera el desarrollo de 
la aplicación, por lo que se hace necesario realizar una selección adecuada. En la 
actualidad existe una gran variedad de SGBD, tanto de tipo comercial como libre, entre 
los cuales se encuentra Microsoft SQL Server, Oracle, Microsoft Access, MySQL, 
PostgreSQL entre otros. Para la selección del gestor de base de datos se tuvieron en 
cuenta MySQL y PostgreSQL ya que son sistemas de gestión de base de datos 
relacional y de fuente abierta. 
 
Principales características de PostgreSQL 
 
PostgreSQL es un sistema de gestión de bases de datos objeto-relacional basado 
en el proyecto POSTGRES, de la universidad de Berkeley. Es un sistema objeto- 
relacional, ya que incluye características de la orientación a objetos, como puede ser 
la herencia, tipos de datos, funciones, restricciones, disparadores, reglas e integridad 
transaccional. Está diseñado para ambientes de grandes volúmenes de información, 
usando una estrategia de almacenamiento de filas llamada Acceso Concurrente 
Multiversión (MVCC, del inglés Multiversion Concurrency Control) para conseguir una 
mejor respuesta en ambientes de grandes volúmenes; lo cual permite que mientras un 
proceso escribe en una tabla, otros accedan a la misma sin necesidad de bloqueo. 
Cumple completamente con ACID (del inglés, Atomicity, Consistency, Isolation, 
Durability) y con el Instituto Nacional Americano de Estándares ANSISQL (del inglés, 
American National Standards Institute). Su avanzada funcionalidad se pone de 
manifiesto con las consultas SQL declarativas, soporte multiusuario, transacciones, 






vectores y conjuntos). Cuenta con una API flexible lo cual ha permitido dar soporte 
para el desarrollo con PostgreSQL en diversos lenguajes de programación. 
 
Una de las características de PostgreSQL en que aventaja a la base de datos 
MySQL es que permite al usuario o administrador de la base de datos escribir sus 
propias  funciones  dentro  de  la  base  de  datos;  estas  funciones  se  almacenan  y 
ejecutan desde el proceso de base de datos y no desde la aplicación del cliente 
[Smith, (2010)]. 
 
Después de haber realizado un estudio exhaustivo de las principales características 
de este gestor de bases de datos, se puede llegar a la conclusión de que PostgreSQL 
ofrece una garantía de integridad de los datos mucho más fuerte que otros gestores, 
por lo que en aquellos escenarios en los que no puede permitirse que se corrompa o 
se pierda ni un solo registro, solo es una opción utilizar PostgreSQL. Aunque sea más 
lento respondiendo a una única consulta, este presenta una mejor estabilidad y 
rendimiento bajo grandes cargas de trabajo. 
 
Teniendo en cuenta estas potencialidades y dado que se necesitará de un manejo 
complejo de grandes volúmenes de información se seleccionó PostgreSQL como 
SGBD. 
 
2.4 Ingeniería de software del SWC 
 
2.4.1 Requisitos Funcionales del SWC 
Los requisitos funcionales son las capacidades o condiciones que el sistema debe 
cumplir; en este caso se plantearon los siguientes: 
 
R1. Gestionar organismo. 
 
R2. Gestionar genes por organismo. 
R3. Gestionar pathway por organismo. 
R4. Gestionar genes por pathway. 
R5. Gestionar compuestos por pathway. 
R6. Gestionar reacciones por pathway. 
R7. Gestionar compuestos por reacciones. 
R8. Gestionar enzimas por gen. 
R9. Gestionar reacciones por enzima. 
R10. Gestionar compuesto por enzima. 






R12. Configurar conexión a Internet. 
R13. Importar base de datos. 
R14. Exportar base de datos. 
 
R15. Seleccionar organismos a descargar. 
R16. Mostrar ayuda de la aplicación. 
 
2.4.2 Requisitos no Funcionales del SWC 
 
Los requerimientos no funcionales son propiedades o cualidades que el producto 
debe tener. Para el desarrollo de la aplicación es indispensable tener en cuenta los 
siguientes requisitos no funcionales: 
 
1. Requisitos de apariencia: el sistema deberá tener una interfaz externa 
amigable, que sea sencilla y fácil de manipular por el usuario. 
2.  Requisitos de usabilidad: la aplicación resulta de fácil uso para personas sin 
experiencia previa con las computadoras. 
3.  Requisitos de software: para el funcionamiento de este software deberá 
estar instalada la máquina virtual de Java y el SGBD usado en PostgreSQL. 
4.  Requisitos de hardware: se debe contar con 256 MB de memoria RAM como 
mínimo, aunque lo ideal sería 2 GB. Es necesaria la implementación de los 
dispositivos de conexión necesarios como MODEM o Red LAN con acceso 
a Internet. 
5. Requisitos de diseño e implementación: es necesario tener instalado 
PostgreSQL, NetBeans IDE 6.8 como herramienta de desarrollo y Enterprise 
Architect 7.5. 
6.  Documentación: el usuario podrá auxiliarse de una ayuda del sistema en 




2.4.3 Análisis de la aplicación 
Rol del sistema 
 
 
Tabla 1. Descripción del actor para el WSC. 
 
Actor Justificación 
Usuario Es la persona que va a interactuar con el sistema para realizar 
 






2.4.4 Modelo de Casos de Uso 
 
Un caso de uso determina un grupo de acciones secuenciales que el sistema puede 
llevar a cabo a través de sus actores, incluyendo alternativas dentro de la secuencia; 
es decir que constituye un fragmento de funcionalidad que el sistema ofrece para 
aportar un resultado de valor para sus actores. Partiendo de los requerimientos 
definidos y la relación con el actor del sistema se obtuvo el siguiente diagrama de 
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Figura 6. Diagrama de Casos de Uso de WSC. 
 
2.4.5 Diagramas de clases del Análisis y el Diseño 
 
Un diagrama de clases es un tipo de diagrama estático que describe la estructura 
de un sistema mostrando sus clases, atributos y las relaciones entre ellos. Los 
diagramas de clases son utilizados durante el proceso de análisis y diseño de los 
sistemas, donde se crea el diseño conceptual de la información que se manejará en el 
sistema, los componentes que se encargarán del funcionamiento y la relación entre los 
diferentes elementos de ambos procesos. 
 
A continuación se representan los diagramas de clases del Análisis y el Diseño para 






















































+   GuardarDatosInternet(Stri ng, Stri ng, bool ean, bool ean) : voi d 
+   LeerDatosInternet() : voi d 
+   CrearFi cherosInternet() : voi d 
+   LeerDatosBD() : voi d 
+   CrearFi cherosBD() : voi d 








-    Proxy: Stri ng 
-    Usuari o:  Stri ng 









































































-     descarga_com pl eta:  bool ean = fal se 
-     conti nuar_descarga:   bool ean = true 
 
+    Crear_Fi cheros() : voi d 
+    El iminar_Registros() : void  
+    Descargar_organi smo() : voi d 
+    Obtener_l i nage(Stri ng) : voi d 
+    Descargar_genes_por_organi smo() : voi d 
+    Obtener_Secuenci as(Stri ng) : voi d 
+    Obtener_Datos_Gene(Gene, Stri ng) : voi d 
+    Obtener_Informaci on_gene_type(Stri ng) : voi d 
+    Descargar_pathway_por_organi sm o() : voi d 
+    Obtener_Datos_Pathay(Pathway, Stri ng) : voi d 
+    Obtener_Informaci on(Stri ng) : voi d 
+    Obtener_Referenci a(Pathway, Stri ng) : voi d 
+    Obtener_genes_por_pathway() : voi d 
+    Obtener_Compuestos_por_pathway() : voi d 
+    Obtener_Informaci on_Compound(Com pound, Stri ng) : voi d 
+    Obtener_reacci ones_por_pathway() : voi d 
+    Obtener_Informaci on_Reacti on(Reacti on, Stri ng) : voi d 
+    Desmembrar_Ecuaci on(Stri ng, Stri ng) : voi d 
+    Obtener_Resul tado(Compound_Reacti on, Stri ng, Stri ng, Stri ng) : voi d 
+    Obtener_enzi mas_por_genes()  : voi d 
+    Obtener_Datos_Enzi ma(Enzi me, Stri ng) : voi d 
+    Obtener_T i po_Com puesto(Enzi m e, Stri ng) : voi d 
+    Obtener_Referenci a_Enzi me(Enzi me, Stri ng) : voi d 
+    Posi ci on(Stri ng, Stri ng) : voi d 
+    Iniciar_Descarga() : void  




-     organi sm _i d:  Stri ng 
-     l i nage:  Stri ng 






-     gene_i d:  Stri ng 
-     defi ni ti on:  Stri ng 
-     cl ass:  Stri ng 
-     pos:  Stri ng 
-     ntseq:  Stri ng 
-     aaseq:  Stri ng 
-     name:  Stri ng 
-     moti f:  Stri ng 






-     pathway_i d:  Stri ng 
-     defi ni ti on:  Stri ng 
-     descri pti on:  Stri ng 
















-     com pound_i d:  Stri ng 
-     name:  Stri ng 
-     formul a:  Stri ng 
-     m ass:  Stri ng 
-     atom:  Stri ng 







-     reacti on_i d:  Stri ng 
-     name:  Stri ng 
-     reversi bi l i dad:  Stri ng 
-     comm ent:  Stri ng 
 
-     enzi m e:i d:  Stri ng 
-     name:  Stri ng 
-     cl as:  Stri ng 
-     sysname:  Stri ng 












2.4.6 Modelo de implementación 
 
El modelo de implementación describe cómo se organizan los componentes de 
acuerdo con el lenguaje de programación utilizado y al entorno de implementación y 
cómo dependen los componentes entre sí. Un componente es el empaquetamiento 
físico de un elemento del diseño, como lo son las clases en el modelo de diseño. 
Como se puede observar, este diagrama se utiliza para modelar la vista estática de un 
sistema. Muestra la organización y las dependencias lógicas entre un conjunto de 
componentes software, sean estos componentes de código fuente, tablas de la base 
de datos o ejecutables. En este caso específico se relaciona el Ejecutable con el resto 
de los componentes que maneja la aplicación para el desarrollo de la misma. 
 
 















«fi l e» 
Código Fuente 










2.4.7 Modelo de Datos 
 
El modelo de datos es el artefacto resultante de la actividad de diseño de la base de 
datos; este describe la representación lógica y física de los datos persistentes. A 
continuación se muestran las entidades de la base de datos, con sus atributos y las 




rel_pathw ay_pathw ay 
 «column» 
*pfK pathway_id:  varchar(30) 
*pfK rel_id:  varchar(30) 
«FK» 
+     FK_rel_pathway_pathway_pathway(varchar) 
+     FK_rel_pathway_pathway_rel_pathway(varchar) 
«PK» 




*pfK pathway_id:  varchar(30) 
*pfK compound_id:  varchar(30) 
«FK» 
+     FK_pathway_compound_compound(varchar) 
+     FK_pathway_compound_pathway(varchar) 
«PK» 




*PK compound_id:  varchar(30) 
*pfK reaction_id:  varchar(30) 
type: text 
estequiometria:  text 
cant_monomeros:  text 
extra: text 
«FK» 
+     FK_compound_reaction_reaction(varchar) 
«PK» 




*pfK enzime_id:  varchar(30) 
*pfK reaction_id:  varchar(30) 
«FK» 
+     FK_enzime_reaction_Enzime(varchar) 
+     FK_enzime_reaction_reaction(varchar) 
«PK» 











1  1..*  «column» 
pathw ay_organism 
*PK organism_id:  varchar(30) 
l inage:  text 
definition:  text 
 
«PK» 







*PK gene_id:  varchar(30) 












*pfK organism_id:  varchar(30) 
*pfK pathway_id:  varchar(30) 
 
«FK» 
+     FK_pathway_organism_organism(varchar) 
+     FK_pathway_organism_pathway(varchar) 
«PK» 








































ntseq:  text 
aaseq:  text 
name:  text 
motif: text 
type: text 
organism_id:  varchar(30) 
 
«PK» 
+     PK_gene(varchar) 
1 
*pfK gene_id:  varchar(30) 
 
«FK» 
+     FK_pathway_gene_gene(varchar) 
+     FK_pathway_gene_pathway(varchar) 
«PK» 





*pfK pathway_id:  varchar(30) 






*PK pathway_id:  varchar(30) 
definition:  text 
description:  text 
clas: text pathway_map:  text 
ko_pathway:  bigint 1 
 
«PK» 


















*PK rel_id:  varchar(30) 
 
«PK» 


















+     FK_pathway_reference_pathway(varchar) 
+     FK_pathway_reference_Reference(number) 
«PK» 


















*pfK enzime_id:  varchar(30) 













+     FK_enzime_gene_Enzime(varchar) 
+     FK_enzime_gene_gene(varchar) 
«PK» 








reference:  text 
author:  text 
title: text 
journal:  text 
 
«PK» 












*pfK pathway_id:  varchar(30) 
*pfK reaction_id:  varchar(30) 
 
«FK» 
+     FK_pathway_reaction_pathway(varchar) 
+     FK_pathway_reaction_reaction(varchar) 
«PK» 




*PK compound_id:  varchar(30) 
name:  text 




comment:  text 
 
«PK» 
+     PK_compound(varchar) 
 
«column» 
*PK enzime_id:  varchar(30) 1 
name:  text 
clas: text 
sysname:  text 
comment:  text 
 
«PK» 




*pfK enzime_id:  varchar(30) 
*pfK ref_id:  number 
 
«FK» 
+     FK_enzime_reference_Enzime(varchar) 
+     FK_enzime_reference_Reference(number) 
«PK» 




*PK reaction_id:  varchar(30) 
reversibi l idad:  text 
comment:  text 
 
«PK» 








































2.5 Deficiencias en la información biológica 
 
Una vez diseñada y construida nuestra base de datos a partir de KEGG, se pudo 
constatar en la información obtenida algunas deficiencias, ya sea relacionada con la 
no completitud o nomenclatura no unívoca de la información [Reyes et al. (En 
preparación)].En el caso de la no completitud de la información se encuentran los 
genes y las reacciones metabólicas. En los genes, una vez utilizado el método bget 
(gene_id) para  obtener los  datos de  los  mismos, aparecen casos en  los  que  el 
elemento name no se obtiene a partir del WS de KEGG. Esto constituía un grave 
problema a la hora de reconstruir los modelos metabólicos a escala genómica, si se 
tiene en cuenta que dichos modelos se reconstruyen a partir de la anotación del 
genoma. Otro ejemplo de no completitud es el caso de la reversibilidad dentro de las 
reacciones metabólicas, donde una vez utilizado el método bget (reaction_id) para 
obtener todos los datos de las reacciones, se pudo comprobar que el WS de KEGG 
devuelve siempre el elemento type como Reversible, a pesar de estar demostrado que 
existen reacciones donde este parámetro se comporta como Irreversible. La 
reversibilidad  de  las  reacciones  es  otro  elemento  clave  en  la  reconstrucción de 
modelos metabólicos a escala genómica, si se tiene en cuenta que cada modelo se 
puede representar como una red, donde los metabolitos sustratos se conectan con los 
metabolitos productos mediante conexiones dirigidas o no, en dependencia del tipo de 
reversibilidad. Finalmente, estas redes son estudiadas para un mejor análisis de los 
sistemas biológicos. 
 
Otra de las deficiencias estuvo relacionada con la nomenclatura no unívoca de los 
compuestos. La mayoría de las bases de datos biológicas no siguen un estándar para 
definir el nombre de los mismos. Por el contrario, cada grupo de investigación a la hora 
de reconstruir un modelo metabólico de un organismo asume un nombre diferente 
para los compuestos. En el mejor de los casos ponen a disposición de la comunidad 
científica una homología entre los nombres descritos por ellos y sus correspondientes 
en KEGG. Esto representaba otra dificultad debido a que los compuestos son una 
pieza clave dentro de la reconstrucción de un modelo metabólico. Igualmente, en el 
caso de KEGG  se asumen diferentes nombres para un mismo compuesto, por lo que 
era necesario contrastar con otras bases de datos específicas de compuestos para 
asociar a cada uno el nombre que más lo identifica dentro de la comunidad científica. 
45 




Estas  deficiencias encontradas en  nuestra base  de  datos  nos  hicieron buscar 
nuevas alternativas a través de la integración con otras bases de datos específicas 
para genes y compuestos [Reyes et al. (En preparación)]. A continuación se explica la 
solución. 
 
2.6.1 Completamiento de la información en genes y reacciones 
 
En el primer caso era necesario completar la información de los genes, a partir de 
una base de datos específica para los mismos. La solución partió de integrar nuestra 
base de datos con NCBIGeneID (NCBI, del inglés National Center for Biotechnology 
Information). Esta  base de  datos hospeda secuencias genómicas y  otras 
informaciones de interés biológico en GenBank [Miller et al. (2009)], habilitadas a 
través de Entrez [NCBI, (2012)], un motor de búsqueda online. NCBIGeneID 
proporciona un WS  que entre sus funcionalidades está getGeneName(), lo que facilita 
completar el nombre de los genes que tenemos en nuestra base de datos (Ver Figura 
13). Este método interpreta correctamente el identificador de KEGG para los genes, 
con lo cual eso no representa incongruencias a la hora de obtener la información 
desde NCBIGeneID. 
 
En el segundo caso pudimos comprobar que el ftp de KEGG proporcionaba la 
reversibilidad de las reacciones metabólicas correctamente. Se definió el método 
getReactionType(), donde a partir del listado de pathways para un organismo se 
obtiene el listado de reacciones metabólicas que conforman cada pathway en formato 
KGML(del inglés KEGG Markup Language). Este fichero tiene un parámetro Type que 
define el tipo de reacción: Reversible o Irreversible, que es utilizado para  corregir la 
información en la base de datos de COPABI (Ver Figura 13). 
 
2.6.2 Nomenclatura unívoca en la definición de los compuestos 
 
Como ya habíamos mencionado los compuestos representan una de las principales 
deficiencias encontradas en la base de datos, si se tiene en cuenta que cada uno 
presenta varios nombres y los grupos de investigación no llegan a un consenso en 
cuanto  a  tomar  un  único  nombre  para  un  mismo  compuesto.  En  este  sentido 
decidimos integrar la base de datos con CHEBI, una colección específica de 
compuestos químicos que proporciona un vocabulario estandarizado y sin 
ambigüedades en su terminología [Degtyarenko et al. (2008)]. Igualmente, esta base 






corresponde con el que más identifica a ese compuesto, según International Union of 
Pure and Applied Chemistry (IUPAC) and Nomenclature Committee of the International 
Union of Biochemistry and Molecular Biology (NC-IUBMB). 
 
Sin embargo, se planteaba el problema de que CHEBI no interpreta el identificador 
de KEGG, por ejemplo: C00010, y para lo cual fue necesario utilizar SABIO-RK [Wittig, 
(2009)], una base de datos  transitoria que permitió convertir el identificador de KEGG 
al  de CHEBI  a través del WS que provee. El método utilizado desde SABIO-RK fue 
getCompoundIDFromKEGGID().  Una  vez  obtenido  el  identificador  de  CHEBI  se 
obtiene a través del  WS de esta base de datos el nombre del compuesto. El método 
que se utiliza en este caso es el   getCompoundFromChebi(). El siguiente diagrama 
representa la forma en que se obtiene la información a partir de la integración con 






















odas las bases de datos biológicas disponibles en internet cuentan con una 
aplicación web para mostrar la información que ellas poseen, así como 
métodos para exportar dicha información en diferentes formatos. Como se 
pudo apreciar en el capítulo anterior, nos basamos en KEGG para obtener la 
información biológica necesaria para la reconstrucción de modelos metabólicos a 
escala genómica, almacenándola en una base de datos. Sin embargo, se hacía 
necesario manipular dicha información en un entorno integrado que permitiese 
además   reconstruir   los   modelos   metabólicos   a   escala   genómica   de   los 
organismos, y es así como surge COPABI. 
 
En este capítulo se analizarán las herramientas y tecnologías aplicadas para el 
diseño e implementación de COPABI, así como diferentes formatos para exportar 
dicha información. Por último se reflejará la Ingeniería de Software enfocada a 
dicha aplicación web. 
 
 
3.1 Herramientas CASE. Enterprise Architect 
 
Las herramientas de ingeniería de software asistida por computador (CASE, del 
inglés Computer Aided Software Engineering) son diversas aplicaciones informáticas 
que permiten aumentar la productividad en el desarrollo de software, reduciendo el 
coste en términos de tiempo y de dinero. En la actualidad existe un gran número de 
estas aplicaciones como son Rational Rose, Visual Paradigm, Enterprise Architect, 
entre otras, las cuales se utilizan para la creación de artefactos durante el desarrollo 
de un software [Sparx Systems, (2011)]. Se ha decidido utilizar Enterprise Architect, 
pues proporciona un entorno de modelación de carácter colaborativo y potenciado 
mediante el Lenguaje Unificado de Modelado (UML, del inglés Unified Modeling 
Language) [Booch et al. (2000)]. Es una herramienta multi-usuario, basada en 






3.2 Servidor Web 
 
Un servidor Web es un programa que se ejecuta continuamente en un ordenador, 
manteniéndose a la espera de peticiones por parte de un cliente. Responde a las 
mismas adecuadamente mediante una página Web que se exhibirá en el navegador o 





Apache es el servidor Web más utilizado del mundo. Es un software de código 
abierto que funciona sobre cualquier plataforma. Desde su origen ha evolucionado 
hasta convertirse en uno de los mejores servidores en términos de eficiencia, 
funcionalidad y velocidad [Tong, (2008)]. 
 
Ventajas de utilizar Apache 
 
 
Es flexible y extensible, dando la posibilidad de ampliar sus capacidades y 
funcionalidades mediante módulos. 
Es altamente fiable pues aproximadamente el 90% de los servidores con más 
alta disponibilidad funcionan con él. 
Se destaca por su gran velocidad. 
 
 
3.3 Aplicación Web 
 
Una  aplicación  web  es  una  solución  informática  que  los  usuarios  utilizan 
accediendo a un servidor web a través de Internet o de una intranet. Aplicaciones 
como los webmails, wikis y weblogs son ejemplos bien conocidos de aplicaciones web. 
 
Ventajas de utilizar una aplicación web 
 
 
Es necesaria una aplicación Web que funcione como interfaz del sistema que se 
propone. Son varios los argumentos a favor de esta opción, entre ellos se destacan: 
Solo requiere del uso de un navegador web. 
 
Son independientes del sistema operativo del usuario final. 
 
Habilidad  para  actualizar  y  mantener  aplicaciones  web  sin  distribuir  e 
instalar software en miles de clientes, lo que significa una reducción sensible 
de costo y tiempo. 
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Enfrascados en la tarea de seleccionar las herramientas a usar para la 
implementación de COPABI, se tuvo en cuenta que en el caso de las aplicaciones web 
las opciones a escoger se dividen en dos grupos: los lenguajes que se ejecutan del 
lado del servidor, entre los que está PHP (del inglés Hypertext Preprocessor)  y los 
que corren del lado del cliente como HTML, Javascript, etc. A continuación se 
caracterizan los lenguajes usados para la implementación de COPABI. 
 
3.4.1 HTML Y XHTML 
 
HTML fue creado en 1986 por el físico nuclear Tim Berners-Lee. Es un lenguaje 
muy sencillo que permite describir hipertexto, es decir, texto presentado de forma 
estructurada y agradable, utilizado normalmente en la WWW. Contiene enlaces que 
conducen  a  otros  documentos  o  fuentes  de  información  relacionadas,  y  con 
inserciones multimedia (gráficos, sonido, etc). Una de las características esenciales de 
este lenguaje es la universalidad, lo que significa que prácticamente cualquier 
ordenador, independientemente del sistema operativo, puede leer o interpretar una 
página web [Castro, (2006)]. 
 
El Lenguaje extensible de marcado de hipertexto (XHTML, del inglés Extensible 
Hypertext Markup Language), es la versión XML de HTML. Este nuevo lenguaje tiene 
todas las características de HTML y por tanto lo pueden entender todos los 
navegadores. Como utiliza la sintaxis de XML, gana toda la potencia y flexibilidad de 
XML y es una base perfecta para las Hojas de Estilo en Cascada (CSS, del inglés 





JavaScript es un lenguaje orientado a objetos. Los programas JavaScript son 
ficheros textos con código estándar para el intercambio de información (ASCII, del 
inglés, American Standard Code for Information Interchange). Pueden ser incluidos en 
ficheros aparte o en la misma página HTML y viajar así al cliente, permitiendo prestar 
interactividad a las páginas, así como para las validaciones de los datos que se 
introducen en la aplicación [Stefanov, (2010)]. Los archivos de tipo JavaScript son 
documentos normales de texto con la extensión .js, que se pueden crear con cualquier 
editor de texto como Notepad, Wordpad, etc. 
JavaScript es un lenguaje que simplifica el código XHTML de la página, además de 




que cualquier modificación realizada en el archivo se ve reflejada inmediatamente en 




PHP es un lenguaje de código abierto especialmente adecuado para desarrollo web 
y  que puede ser incrustado en HTML. Lo que distingue a PHP es que el código es 
ejecutado en el servidor, generando HTML y enviándolo al cliente. El cliente recibirá 
los resultados de ejecutar el script, sin ninguna posibilidad de determinar qué código 
ha producido el resultado recibido. El servidor web puede ser incluso configurado para 
que procese todos los archivos HTML con PHP. Lo mejor de usar PHP es que es 
extremadamente simple para el principiante, pero a su vez, ofrece muchas 
características avanzadas para los programadores profesionales [Schlossnagle, 
(2007)]. 
 
Otra de las principales ventajas que ofrece PHP es ser un lenguaje libre y abierto, 
pues su código fuente está disponible y es gratuito. Inicialmente esta tecnología fue 
diseñada para entornos UNIX por lo que ofrece más prestaciones en este sistema 
operativo, pero es perfectamente compatible con Windows [Gutmans et al. (2004)]. 
 
3.4.4 Framework CodeIgniter 1.7.3 
 
Un framework, (WAF, del inglés Web Application Framework), es una serie de 
librerías y clases que se han unido bajo un único esquema de colaboración para lograr 
el desarrollo rápido de aplicaciones (RAD, del inglés Rapid Application Development) 
[Schlossnagle, (2007)]. 
 
Su esencia consiste en que simplifica y acelera considerablemente el proceso de 
desarrollo de una aplicación, ya que automatiza algunos de los patrones utilizados 
para resolver las tareas más comunes, mediante el encapsulamiento de operaciones 
complejas en instrucciones sencillas. Todas estas ventajas hicieron irrevocable la 
decisión de utilizar un framework para el desarrollo de la solución de software, pues la 
reutilización de código y otras características permiten al desarrollador dedicarse por 
completo a los aspectos específicos de la aplicación en cuestión. 
 
CodeIgniter es un framework para construir sitios web usando PHP. Su objetivo es 
habilitar el desarrollo de proyectos mucho más rápido de lo que se podría si se 
escribiese código desde cero, a través de un conjunto de librerías para tareas 




acceder a estas librerías. CodeIgniter permite concentrarse creativamente en el 





CodeIgniter  está  basado  en  el  patrón  de  desarrollo  Modelo-Vista-Controlador 
(MVC). MVC es una aproximación al software que separa la lógica de la aplicación de 
la presentación. En la práctica, permite que sus páginas web contengan mínima 
codificación ya que la presentación es separada del código PHP. 
 
1)  El  Modelo  representa  la  estructura  de  datos.  Típicamente  sus  clases 
contendrán funciones que lo ayudarán a recuperar, insertar y actualizar 
información de la base de datos. 
2)  La Vista es la información que es presentada al usuario. Normalmente será una 
página web, pero en CodeIgniter, una vista también puede ser un fragmento de 
una página como un encabezado o un pie de página. 
3)  El Controlador sirve como un intermediario entre el Modelo, la Vista y cualquier 
otro recurso necesario para procesar la petición HTTP y generar una página 
web. 
 
3.5 Formatos para exportar la información biológica 
 
Este es un aspecto primordial a la hora de brindar la información biológica 
almacenada en la base de datos y que puede influir de forma determinante en el uso 
de la misma para un posterior análisis con otras herramientas implementadas en el 
campo de la Biología de Sistemas. En este sentido se puede decir que las bases de 
datos mencionadas en el capítulo anterior utilizan diferentes formatos a la hora de 
mostrar la información, los más utilizados son: 
 
 
Lenguaje de Marcado para la Biología de Sistemas (SBML, del inglés Systems 
Biology  Markup  Language).  Es  el  nombre  de  un  lenguaje  de  descripción 
basado  en  XML  que  se  utiliza  para  representar  modelos  de  procesos 
biológicos. SBML puede representar redes metabólicas, rutas de señalización 
celular, redes de regulación génicas y muchas otras clases de sistemas [Hucka 
et al. (2003)]. 
FASTA. En Bioinformática es un formato de fichero informático basado en 






péptidos, y en el que los pares de bases o los aminoácidos se representan 
usando códigos de una única letra [Books, (2010)]. 
BLAST, (del inglés, Basic Local Alignment Search Tool). Es un programa 
informático de alineamiento de secuencias de tipo local, ya sea de ADN o 
de proteínas [Camacho et al. (2009)]. 
KGML. Es un lenguaje basado en XML pero que define una estructura 
propia para la base de datos japonesa [Kanehisa and Goto, (2010)]. 
 
En el caso de COPABI se decidió utilizar dos formas de exportar la información 
biológica: 1) el estándar SBML nivel 2 versión 1 y 2) en el caso específico de los 
modelos metabólicos, además de exportarlos en el formato anterior, se exportan 
también siguiendo los requerimientos de entrada del OptGene, un software que 
permite obtener la mejor combinación de supresión de genes para la optimización 
de una función objetivo fenotípica deseada en un sistema biológico determinado 
[Patil et al.(2005)], también llamado BioOpt y usado en BioMet toolbox 
(www.sysbio.se/biomet). 
 
3.6 Ingeniería de software de COPABI 
 
3.6.1 Modelo de dominio 
 
El modelo de dominio es una representación visual de los conceptos u objetos del 
mundo real significativos para un problema o área de interés. Este es utilizado para 
comprender, capturar y describir los conceptos más importantes empleados en el 
contexto del negocio. Para la construcción de un modelo de dominio se extraen los 
conceptos y eventos principales del entorno y se relacionan en un diagrama de clases 






class M odelo de Dominio 
 
 




- i d:  stri ng 
- l i naje:  array 
- nom bre:  stri ng 
 















- i d:  stri ng 
- com posi ci on:  stri ng 
- forma:   stri ng 
- funci on:  stri ng 
- sol ubi l i dad:  stri ng 









- i d:  stri ng 
- grupo:   stri ng 











- i d:  stri ng 
- reacci ones:   i nt 
- substrato:   stri ng 





Figura 14. Modelo de Dominio. 
 
Conceptos que se utilizan en el modelo de dominio 
 
 
Para la realización del modelo de dominio es necesario identificar los conceptos 
principales del negocio ya que esto permite un mejor entendimiento del objeto de 
estudio y facilita la captura de los requisitos; posibilitando el desarrollo de un software 
de  acuerdo  a  las  necesidades de  los  clientes.  A  continuación se  presentan  los 
conceptos fundamentales del modelo de dominio: 
 
 
Biología de Sistema: área de investigación que se remonta a la década del 60 
del siglo pasado, pero que tuvo un auge a partir del año 2000. Se encarga de 
estudiar todas las interacciones que se producen dentro de los sistemas 
biológicos, vistos desde un enfoque sistémico. Para esto usa herramientas de 
simulación, modelación y comparación. 
Biología Sintética: se basa en el diseño y construcción de sistemas biológicos 






ingenieril, lo que implica la interrelación de varias ciencias como Informática, 
Matemática, Física, entre otras. 
Organismo: Entidad biológica capaz de reproducirse o de transferir material 
genético, incluyéndose    dentro    de    este    concepto    a    las    entidades 
microbiológicas, sean o no celulares. Casi todo organismo está formado por 
células, que pueden agruparse en órganos, y estos a su vez en sistemas, cada 
uno de los cuales realizan funciones específicas. 
Genoma: conjunto de la información genética, codificada en una o varias 
moléculas de ADN (en muy pocas especies en Ácido ribonucleico (ARN)), 
donde están almacenadas las claves para la diferenciación de las células que 
forman los diferentes tejidos y órganos de un individuo. 
Transcriptoma: es el conjunto de genes que se están expresando en un 
momento dado en una célula. La expresión de un gen supone que este ha sido 
transcrito a ARN mensajero. Células de un mismo organismo y con un mismo 
genoma pueden llegar a ser tipos celulares muy dispares dependiendo de la 
combinación de genes que exprese cada una, o lo que es lo mismo, 
dependiendo de su transcriptoma. 
Proteoma: es la totalidad de proteínas expresadas en una célula particular bajo 
condiciones de medioambiente y etapa de desarrollo, (o ciclo celular) 
específicas, como lo puede ser la exposición a estimulación hormonal. 
Enzima: biocatalizador de  naturaleza proteínica, de  carácter  endógeno, es 
decir, producido por las células corporales, responsable de todos los procesos 
metabólicos del organismo. En cantidades mínimas produce cambios químicos, 
sin intervenir ella misma en la reacción. 
Ruta Metabólica: conjunto de reacciones químicas catalizadas por una enzima 
que va a tener un sustrato, un producto y metabolitos intermedios. En muchos 
casos, el producto final de una ruta metabólica es la sustancia inicial de otra 
ruta. 
Metabolito: es cualquier molécula utilizada o producida durante el metabolismo. 
Sustrato: metabolito de partida en una reacción metabólica. 
Producto: producto final de la vía metabólica. 
 
 
3.6.2 Requisitos Funcionales de COPABI 
 
Los requisitos funcionales son las capacidades o condiciones que el sistema debe 






R1. Mostrar listado de organismos. 
 
R2. Mostrar información de un organismo. 
R3. Mostrar listado de pathways. 
R4. Mostrar listado de pathways por organismo. 
R5. Mostrar información de pathway. 
R6. Mostrar listado de enzimas. 
 
R7. Mostrar listado de enzimas por organismo. 
R8. Mostrar listado de enzimas por pathway. 
R9. Mostrar información de enzima. 
R10. Mostrar listado de compuestos. 
 
R11. Mostrar listado de compuestos por organismo. 
R12. Mostrar listado de compuestos por pathway. 
R13. Mostrar información de compuesto. 
R14. Mostrar listado de genes. 
 
R15. Mostrar listado de genes por organismo. 
R16. Mostrar listado de genes por pathway. 
R17. Mostrar información de gen. 
R18. Exportar información en formato SBML. 
 





3.6.3 Análisis de la aplicación 
Rol del sistema 
 
Tabla 2. Descripción del actor para COPABI. 
 
Actor Justificación 
Usuario Es la persona que va a interactuar con COPABI para realizar la 
 
consulta de la información biológica, la descarga de la información 
en formato SBML Nivel 2, Versión 1 o reconstruir modelos 
metabólicos a escala genómica de los organismos. 
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Figura 15. Diagrama de Casos de Uso de COPABI. 
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Mostrar listado de Pathw ays por 
Organismo::MOrganism 
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Organismo::Pathw ay_Form 
 
+    Ami no_Aci d() : Stri ng 
+    Carbohydrate() : stri ng 
+    Cofactor() : Stri ng 
+    Energy() : stri ng 
+    Fol di ng() : Stri ng 
+    Gl ycan() : Stri ng 
+    Li pi d() : stri ng 
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+    T ranscri pti on() : Stri ng 
+    T ransl ati on() : Stri ng 
+    Xenobi oti cs() : Stri ng 
 
+   GetDefini ti on() : stri ng 
+   Obtener_Datos() : voi d 
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3.6.7 Modelo de Despliegue 
 
El Modelo de Despliegue define la arquitectura física del sistema por medio de 
nodos interconectados. Se utiliza para comprender las actividades de diseño e 
implementación debido a que la distribución del sistema permite un mejor desarrollo 
del diseño. 
 
La aplicación que se propone está basada sobre una arquitectura cliente - servidor 




Internet, el cual recibe la información en lenguaje HTML enviado desde el servidor y se 
encarga de comunicarse con el nodo que contiene la aplicación web a través del 
protocolo HTTP. Este proceso se realiza a través de los recursos que se le muestran 
al usuario en la página, lo cual permite al usuario establecer un sistema de 
comunicación con el Servidor Web Apache. El dispositivo de salida “Impresora” se 
conecta al nodo “PC-Cliente” a través de: 
 
 
Puerto serie y la comunicación fluye mediante el protocolo RS-232. 
Puerto USB. 




En  el  nodo  “Servidor Web Apache” se  atienden las  solicitudes del  cliente, se 
analizan y se les da respuesta. En este nodo están contenidos todos los procesos de 
información que garantizan el funcionamiento del servidor logrando cumplir con todos 
los requerimientos funcionales del sistema. La capa de acceso a datos se comunica 
con el nodo “Servidor BD Postgres” a través del protocolo TCP/IP donde se encuentra 
la información almacenada en la base de datos. 
 
 
deployment Diagrama de Despliegue 
 
 
PC Cliente Serv idor Web Apache 
«HT T P» 
tags Di sco 
= 160 GB Procesador 
= 3.0GHz RAM = 2  x 
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tags Di sco 
= 300 GB Procesador 
= 3.0 GHz RAM = 2 x 
1024 M B 
 
 

















3.6.8 Mapa de Navegación 
 
La navegación de COPABI fue diseñada sobre la base del rol jugado por el actor de 




























































ara la validación de los modelos metabólicos generados por COPABI, se han 
comparado los modelos reconstruidos automáticamente para varios organismos 
con aquellos reportados en la literatura y reconstruidos manualmente. 
 
En un primer paso se analizan las propiedades generales de los modelos obtenidos 
(número de metabolitos, número de reacciones, porcentaje de la reversibilidad de las 
reacciones, cantidad de metabolitos conectados entre sí, etc.) y luego las propiedades 
globales de las redes descritas por el modelo metabólico. 
 
4.1 Propiedades generales 
 
Desde el punto de vista de la red, cada metabolito de un modelo se puede pensar 
como un nodo y la reacción representa los vínculos entre los metabolitos. Estos 
enlaces se pueden dirigir si se tiene en cuenta la reversibilidad de las reacciones. 
 
En una primera etapa del análisis, se realiza la búsqueda en los modelos 
metabólicos de reacciones mal anotadas, o sea, reacciones sin sustratos o productos, 
(algunas de las reacciones de transporte en los archivos SBML que se tomaron de la 
literatura presentan este problema). Se analizan, igualmente, reacciones donde un 
mismo  metabolito  aparece  como  sustrato  y  como  producto  o  reacciones 
desconectadas de la red. Esto último significa que al menos un sustrato o un producto 
de la reacción aparecen una única vez dentro del modelo. Reacciones con estas 
características son llamadas adversas y se sustraen de los modelos antes de llevar a 
cabo cualquier cálculo. 
 
Cada modelo metabólico se representa como una red. Durante la comparación 
hemos optado por trabajar con la versión dirigida de la misma. Esto significa que los 
enlaces de conexión de dos metabolitos tienen una dirección desde el sustrato hasta 
el producto y en el caso de las reacciones reversibles los metabolitos asociados 
tendrían dos enlaces de direcciones opuestas que los conectan. Se han generado dos 






parámetro de decisión para lograr el criterio de completitud de las rutas metabólicas 
(véase la sección 1.3). En un caso fue definido un 100% y un 10% en el otro, que 
representan dos extremos posibles. Un 100% definido en el parámetro de decisión trae 
consigo que se genere un modelo constituido solo por las reacciones cuyas enzimas 
están anotadas en el genoma de un organismo.  Por otra parte, si se configura el 
parámetro al 10% significa que si una de cada diez reacciones en una vía está 
anotada en el genoma, entonces el modelo generado tendrá todas las reacciones 
correspondientes a dicha vía metabólica que se encuentra en el pathway teórico 
general. 
 
Así, por cada organismo hay tres modelos de estudio. Dos reconstruidos de forma 
automática  por  COPABI  y  otro  creado  de  forma  manual  a  partir  de  artículos 
publicados. Los modelos tomados de la literatura para hacer la comparación se 
corresponden con los siguientes organismos: la Synechocystissp PCC6803 [Montagud 
et al. (2010)], Synechococcus elongatus sp. PCC7942 [Triana et al. (Enviado)], 
Burkhoderia cenocepacia J2315 [Fang et al. (2011)], Sphaeroides Rhodobacter [Imam 
et al. (2011)], Clostridium beijerinckii [Milne et al. (2011)], Mycoplasma genitalium 
[Suthers et al. (2009)], Lactobacillus plantarum [Teusink et al. (2006)], Thermotoga 
marítima [Zhang et al. (2009)] y Yerisinia pestis [Navid and Almaas, (2009)]. 
 
En la Tabla # 3 se muestran los resultados de la comparación general de los 
modelos  metabólicos.  A  continuación  se  explica  cada  columna  de  la  tabla  por 
separado: 
 
• #  Met.  →  El  número  de  diferentes  metabolitos  (o  compuestos)  que  se 
encuentran en el modelo. 
• # Reac. → El número de reacciones presentes en el modelo (después de 
excluir las reacciones adversas). 
• % Rev. → El porcentaje de las reacciones que son reversibles. 
 
• % Irr. → El porcentaje de las reacciones que son irreversibles. 
 
• ASP → El promedio del camino más corto. Para cada par de metabolitos 
presentes en el modelo hemos utilizado el algoritmo de Dijkstra para calcular el 
camino  más corto dentro en la red. Para todos los pares de metabolitos en los 
que se encontró el camino más corto, se calculó el valor promedio (los pares 
de metabolitos que no están conectados por ningún camino se quedaron 
fuera).Camino más corto entre dos pares de metabolitos significa el número de 






• σASP → La desviación estándar para el cálculo de ASP. 
 
• NR   → El número de pares de metabolitos de una ruta metabólica que se 
encuentran conectados. 
• NU  → El número de pares de metabolitos de una ruta metabólica que no se 
encuentran conectados. Hay que señalar que la red es dirigida, con lo cual, los 
metabolitos que no tienen ningún vínculo apuntando en su dirección no pueden 
ser alcanzados por un par y, por lo tanto, son metabolitos externos que deben 
ser absorbidos por la célula desde el medio extracelular o se incorporan mal 
en el modelo. 
 
 


































































































































































































































































Los resultados obtenidos reflejan la similitud entre los valores de los parámetros 
estudiados, lo que proporciona confiabilidad al algoritmo implementado para la 
reconstrucción de los modelos metabólicos a escala genómica a partir de COPABI. 
 
4.2 Conectividad de los nodos 
 
Como se observa en la tabla #3, aunque las redes suelen tener cientos de 
metabolitos diferentes, dos de ellos diferentes están, como promedio, a solo tres pasos 
el uno del otro (véase la columna ASP de la tabla #3). Como consecuencia, toda la red 
puede responder rápidamente a los cambios en las concentraciones de los metabolitos 
o cualquier otra perturbación. Esta proximidad de los nodos en la red se conoce como 
comportamiento del micromundo y es consecuencia de una propiedad relacionada con 
la conectividad de la red denominada distribución libre de escala [Faloutsos et al. 
(1999)]. Esto significa que la distribución de la conectividad está dada por una ley 
potencial [Boccalettiet al. (2006)], en la que se tiene que el número de nodos (  ) con 
 
un número de conexiones     sigue una ley de potencia:                     donde    es por lo 
 
 
general un número entre 2 y 3. De esta ley se concluye que hay muy pocos nodos con 
un gran número de conexiones (que son llamados hubs) y la mayoría de los nodos 
tienen muy pocas conexiones. En el estudio de la conectividad de los nodos, se 
implementó un algoritmo que cuenta, por cada metabolito, la cantidad de reacciones 
en las que aparece como un sustrato (o producto en las reacciones reversibles), así 
como la conectividad con las enzimas. 
 
A continuación se representa para varios organismos analizados, los resultados de 
la  comparación entre  los  dos  modelos  automáticos generados por  COPABI  y  el 
modelo reportado en la literatura. En ellos se puede ver claramente la tendencia de la 
distribución siguiendo la ley de potencia y la similitud entre los modelos, demostrando 
la efectividad de la metodología implementada para la reconstrucción de modelos 








Figura 22. Distribución de la conectividad de metabolitos como sustratos y como producto y la 




Figura 23. Distribución de la conectividad de metabolitos como sustratos y como producto y la 









Figura 24.Distribución de la conectividad de metabolitos como sustratos y como producto y la 




Figura 25. Distribución de la conectividad de metabolitos como sustratos y como producto y la 






Hasta aquí hemos podido apreciar que todas las redes metabólicas son muy 
similares cuando se estudian sus propiedades. Por lo tanto, con el fin de ser capaz de 
diferenciar la red metabólica de un organismo de la de otro distinto, se deben analizar 
los detalles de las redes, es decir, los metabolitos específicos y los hubs que son 
particulares para uno u otro organismo. En este sentido, se definió un parámetro que 
midiera el grado de similitud de dos redes metabólicas. Dos elementos se tuvieron en 
cuenta en la definición de este parámetro, en primer lugar los metabolitos presentes en 
cada red metabólica y el grado (número de conexiones) de cada metabolito con el 
resto de los metabolitos presentes en la red. 
 
4.3 Criterio para diferenciar dos redes 
 
El objetivo principal en este paso es definir un criterio que permita diferenciarlas 
redes metabólicas. En este sentido, cuanto mayor sea el valor de este parámetro, más 
diferentes  serán  las  redes.  Por  el  contrario,  mientras  menor  sea  el  valor,  más 
parecidas serán. 
 
Dadas dos redes metabólicas, cada una tiene un conjunto de metabolitos 
(llamémosle conjuntos A y B). Sin embargo, entre todos los metabolitos en las dos 
redes  hay  tres  conjuntos  diferentes:  los  metabolitos  particulares  a  la  redA,  los 









Si consideramos las conexiones de los metabolitos: Cada metabolito i tiene ni 
conexiones en   total   y   conexiones   solo   a   los   metabolitos   del   conjunto 
      conexiones solo a los metabolitos del conjunto       y      conexiones 
solo a los metabolitos del conjunto           . 
 
A continuación definiremos el número de metabolitos y el número total de conexiones 
dentro de cada conjunto: 
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Aquí, indica el cardinal o número de elementos en el conjunto C. 
 
Ahora, para cada conjunto de metabolitos, se calcula el sumatorio de la proporción 
que representa las conexiones del metabolito con otros metabolitos pertenecientes al 
conjunto respecto al total de conexiones del metabolito, ponderando este valor por el 
resultado de la división entre el número total de conexiones internas del conjunto y el 





















Y análogamente, definimos   y  para los metabolitos en los otros dos conjuntos. 








Para una red idéntica, si     y  son cero, entonces crit = 0. Para dos redes que no 
tengan metabolitos en común,    = 0 y crit =   . 
 
A la hora de comparar dos modelos metabólicos se debía analizar que los 
metabolitos importantes en un organismo pudieran ser diferentes para otro organismo, 
con lo cual era relevante tener en cuenta también en la comparación los metabolitos 
con sus diferentes conexiones, y no solo el número de conexiones asociadas a cada 
metabolito. Este paso es complejo, porque los nombres de los metabolitos utilizados 
en los modelos metabólicos extraídos de la literatura no siguen un estándar y los 
autores de cada modelo eligen las diferentes abreviaturas y nombres para cada 
compuesto. Para algunos modelos, sin embargo, los autores también han puesto a 
disposición de la comunidad científica el nombre de cada compuesto utilizado en sus 
modelos con el identificador de KEGG que les corresponde. Para estos modelos 
hemos sido capaces de construir un algoritmo que traduce los nombres de los 
metabolitos usados en el modelo metabólico de la literatura a los mismos nombres 
estándar de dichos metabolitos utilizados por KEGG y por lo tanto hemos logrado 
comparar también las identidades de los metabolitos. 
 
A continuación presentamos la Tabla # 4, donde se muestran los resultados de la 
comparación entre 6 modelos de organismos publicados en la literatura y 9 generados 
automáticamente por  COPABI.  Para  generar  automáticamente los  modelos 
metabólicos se toman como parámetro de decisión los siguientes valores: el 10% en el 
algoritmo de completitud y se mantiene el criterio de una única reacción dentro del 
modelo para el algoritmo de unicidad. Nótese que hay modelos de organismos como: 
mge lit, lpl lit y bcj lit que no se pueden comparar, precisamente porque los autores de 
los modelos publicados no siguen un estándar a la hora de nombrar los compuestos. 
Como resultado interesante de la comparación, se puede observar que el menor valor 
en cada columna es cuando coinciden los modelos para una misma especie. 
 
 
Tabla 4. Comparación entre los modelos generados automáticamente y los tomados de la 
literatura a partir del criterio definido para diferenciar las redes. 
 
org syn lit syf lit cbe lit rsp lit ypk lit tma lit 
mge 10 1.246 1.254 0.401 0.695 1.003 1.541 
lpl 10 0.815 0.755 0.121 0.317 0.476 0.834 
syn 10 0.47 0.527 0.183 0.248 0.626 1.065 
syf 10 0.54 0.496 0.18 0.255 0.628 0.999 






bcj 10 0.708 0.721 0.156 0.183 0.459 1.063 
tma 10 0.72 0.7 0.103 0.278 0.498 0.636 
rsp 10 0.735 0.741 0.157 0.138 0.549 1.103 
ypk 10 0.772 0.782 0.12 0.181 0.324 0.882 
 
 
Por lo tanto, se valida el planteamiento de que dos redes metabólicas serán más 





La tabla anterior valida el hecho de que el modelo metabólico 
generado automáticamente para un organismo se ajusta mejor al 






No obstante, se trata de una comparación aproximada, ya que como habíamos 
mencionado no existe una total concordancia en la identificación de los nombres de los 
metabolitos. Además, los modelos generados automáticamente por COPABI no han 
sido simulados mediante el análisis de balance de flujo, no hay distinción entre los 
metabolitos internos y los externos y se utilizó una versión de los modelos donde no se 
había definido la BM. Esto introduce diversos errores e incertidumbre en la 
comparación que se hace. Los modelos reportados en la literatura tienen estos 
elementos definidos y aparecen, desde el punto de vista de comparación del algoritmo, 
como metabolitos nuevos, para los que no habrá contrapartida en los modelos 
generados automáticamente. A pesar de esto, las características ya incluidas en los 
modelos generados de manera automática por la aplicación, son suficientes para 
comparar exitosamente con los modelos tomados de la literatura. 
 
Como  se  pudo  apreciar  en  este  capítulo,  se  han  comparado  los  modelos 
metabólicos generados por COPABI con los modelos publicados sobre el mismo 
organismo en la literatura, evaluándose las características generales de las redes. En 
todo momento, la comparación muestra que los modelos generados automáticamente 
son consistentes con los modelos construidos manualmente, lo que demuestra la 
eficiencia de los algoritmos probabilísticos implementados para la reconstrucción de 
modelos metabólicos a escala genómica de organismos. Los resultados anteriores se 




















n la presente memoria tratamos la automatización del proceso de 
reconstrucción de modelos metabólicos a escala genómica. Nos basamos en 
la metodología implementada de forma manual para la reconstrucción del 
primer modelo metabólico desarrollado para un microorganismo fotosintético, la 
Synechocystis sp. PCC6803 [Montagud et al. (2010)]. Este modelo fue obtenido por el 
grupo de Modelización Interdisciplinar InterTech, de la Universidad Politécnica de 
Valencia. La principal ventaja en la automatización de esta metodología radica en el 
desarrollo y análisis de algoritmos que incluyen decisiones basadas en criterios 
probabilísticos. Estos criterios se basan en la unicidad y completitud de las vías 
metabólicas. Como consecuencia de la aplicación de estos algoritmos se obtiene una 
aplicación web, COPABI, que permite reconstruir modelos metabólicos a escala 
genómica. Los resultados obtenidos durante la comparación de los modelos 
metabólicos publicados en la literatura con los generados por COPABI demuestran la 
efectividad de la metodología implementada para reconstruir dichos modelos. 
 
A continuación se presentan las principales conclusiones originales de este trabajo: 
 
1.  Se ha realizado un estudio de la información disponible en las distintas bases 
de datos biológicas, con el fin de identificar la información que manejaba cada 
una de ellas y la forma de acceder a las mismas. En este sentido, se diseñó e 
implementó un SWC para acceder a KEGG a partir de su WS, disponible en 
KEGG API. 
2.  Se ha construido una base de datos que se sustenta en un modelo relacional, 
capaz de gestionar eficientemente la información genómica, proteómica y 
metabolómica obtenida a partir de la base de datos KEGG. Se usó Postgres 
como SGBD. 
3.  Para la automatización del proceso de reconstrucción de modelos metabólicos 
a escala genómica, se han identificado criterios probabilísticos que permiten 






sentido están 1) la inclusión de rutas metabólicas adicionales. Su selección se 
fundamentó por la prevalencia de metabolitos en un mapa metabólico general, 
conformado por todas las reacciones metabólicas que existen en los sistemas 
vivos de la naturaleza y 2) la presencia repetida de una misma reacción 
metabólica pero relacionada a diferentes enzimas. Nuevamente, se usó un 
criterio probabilístico para la toma de decisión basada en la unicidad de las 
vías metabólicas, considerando una única reacción bioquímica. 
4.  Se ha implementado COPABI, una aplicación web sencilla y de fácil manejo 
que permite reconstruir modelos metabólicos a escala genómica. COPABI 
permite exportar la información haciendo uso del SBML(nivel 2, versión 1). En 
el caso específico de los modelos metabólicos, además del SBML, también se 
exportan  siguiendo  los  requerimientos  de  entrada  del  software  OptGene. 
Ambas formas son utilizadas en la identificación de determinados objetivos 
dentro de la Ingeniería Metabólica. 
5.  Se ha demostrado numéricamente la similitud entre dos modelos automáticos 
generados por COPABI (10% y 100%) y el modelo utilizado de la literatura, 
tomando como indicadores las características comunes de las redes (cantidad 
de reacciones, cantidad de metabolitos, % de reacciones reversibles e 
irreversibles, etc.). 
6.  Se han implementado algoritmos estándar para calcular el promedio de la ruta 
más corta entre los nodos de la red y la conectividad de los mismos. Para este 
último paso, se implementó un algoritmo que cuenta por cada metabolito, la 
cantidad de reacciones en las que aparece como un sustrato (o producto en las 
reacciones reversibles), así como la conectividad con las enzimas. Los 
resultados muestran la tendencia de la distribución siguiendo una ley de 
potencia y la similitud entre los modelos analizados. 
7.  Se ha demostrado numéricamente la similitud entre los modelos. El indicador 
en este caso fue el cálculo de un criterio definido para diferenciar redes 
metabólicas. Se realizó una comparación aproximada entre los modelos que 
genera la aplicación automáticamente con los modelos tomados de la literatura. 
Se utilizó el parámetro de decisión para el algoritmo de completitud al 10% y en 
el caso del algoritmo de unicidad se mantiene el criterio de una única reacción 
dentro  del  modelo.  Los  resultados  obtenidos  de  la  comparación  entre  6 
modelos de la literatura para diferentes organismos, demuestran que el menor 
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