Abstract. In this paper, we establish some new P -Q type modular equations, by using the modular equations given by Srinivasa Ramanujan.
Introduction
In Chapter 16 of his second notebook [9] , S. Ramanujan developed, theory of theta-function and his theta-function is defined by f (a, b) := ∞ n=−∞ a n(n+1)/2 b n(n−1)/2 , |ab| < 1.
Note that, if we set a = q 2iz , b = q −2iz , where z is complex and Im(τ ) > 0, then f (a, b) = ϑ 3 (z, τ ), where ϑ 3 (z, τ ) denotes one of the classical theta-functions in its standard notation [16, p. 464] . The three most important special cases of f (a, b) [4, p, 36] (1 − aq n ), |q| < 1.
We now define a modular equation as given by Ramanujan. The complete elliptic integral of the first kind K(k) is defined by
where 0 < k < 1. The series representation in (1.1) is found by expanding the integrand in a binomial series and integrating termwise and 2 F 1 is the ordinary or Gaussian hypergeometric function defined by
where a, b and c are complex numbers such that c is not a nonpositive integer. The number k is called the modulus of K and k := √ 1 − k 2 is called the complementary modulus. Let K, K , L and L denote the complete elliptic integrals of the first kind associated with moduli k, k l and l respectively. Suppose that the equality
holds for some positive integer n. Then a modular equation of degree n is a relation between the moduli k and l which is implied by (1.2). Ramanujan recorded his modular equations in terms of α and β, where α = k 2 and β = l 2 . We often say that β has degree n over α. The multiplier m is defined by
Ramanujan [4, p. 122-124] recorded several formulae for ϕ, ψ, f and χ at different arguments of α q and z := 2 F 1 (
Ramanujan's modular equations involve quotients of function f (−q) at certain arguments. For example [5, p. 206 ], let
and
These modular equations are also called Schläfli-type. Since the publication of [5] 
, G(q 11 ) and G(q 13 ). We conclude this introduction by recalling certain results on G(q) stated by Ramanujan [4] and H. H. Chan [6] .
where χ(q) is defined as χ(q) = (−q; q 2 ) ∞ .
For a proof of (1.5) and (1.6), see [6] . Motivated by the above works in this paper, we establish some new P -Q type modular equations, by employing Ramanujan's modular equations.
Main Results
Theorem 2.1. If
Proof. From (1.4) and the definition of X and Y , it can be seen that
where
and also change q to −q in (1.6), we have
Eliminating G(q 2 ) between (2.2) and (2.3) using Maple,
Now on using first identity of (2.1) in (2.4), we obtain (2.5)
On replacing q to q 2 in (2.4) we see that
Using second identity of (2.1) in the above, it is easy ton see that
Finally, on eliminating B between (2.5) and the above, using Maple we obtain
By examining the behavour of the first factor near q = 0, it can be seen that there is a neighbourhood about the origin, where P (X, Y ) = 0 and Q(X, Y ) = 0 in this neighbourhood. Hence by the identity theorem, we have Q(X, Y ) = 0.
Proof. From Entry 12(v)of Chapter 17 [4, p. 124], we have
.
where β and γ be of the third and ninth degrees respectively, with respect to α. Let 
where m = z 1 /z 3 and m = z 3 /z 9 . Thus (2.9), (2.10) and (2.11) yields
where M = m/m . Which implies (2.12) 
. From (2.7) and (2.13), we obtain
Using the above in (2.10) and (2.11), we deduce
From the above two identities, we obtain
Changing q to q 2 in the above, we have (2.14)
Now on eliminating B, between (2.12) and (2.14), using Maple we obtain
By examining the behavour of C(X, Y ) near q = 0, it can be seen that there is a neighbourhood about the origin, where this factor is not zero. Then the second factor D(X, Y ) = 0 in this neighbourhood. Hence by the identity theorem, we have
On dividing the above throughout by (XY ) 4 , we obtain the result.
Theorem 2.3. If
Proof. Let
By Entry 12(v) and (vii) of Chapter 17 [4, p. 124], we have (2.16)
, where α, β, γ and δ are of the first, third, fifth and fifteenth degrees respectively. From (2.16), we deduce that (2.17) αδ βγ
From 
Employing (2.17) in (2.18) and (2.19), we obtain 
Using these in (2.18) and (2.19), upon simplifying the resulting identities, and then replacing q by q 2 , we obtain
Eliminating B from (2.20) and (2.21), using Maple we obtain
It is same as discussed in Theorem 2.2, that C(X, Y ) = 0 near q = 0 whereas D(X, Y ) = 0 in some neighbourhood q = 0. Hence by identity theorem, we have
Finally, on dividing the above throughout by (XY ) 4 , we obtain the result.
Theorem 2.4. If Employing (2.24) in (2.25) and (2.26), we obtain
