Each node in a wireless multihop network can adjust the power at which it makes its transmissions and thus change the topology of the network by choosing the neighbors with which it directly communicates. Many previous algorithms for distributed topology control have assumed an ability at each node to deduce some spatial information such as the direction and the distance of its neighbor nodes with respect to itself. However, such a deduction of spatial information cannot be relied upon in a multipath environment where different paths of a signal may have different loss characteristics and none of the paths may be line-of-sight. In this paper, we present Step Topology Control (STC), a simple distributed topology control algorithm which reduces power consumption while preserving the connectivity of a heterogeneous sensor network in a multipath environment. The STC algorithm avoids the use of GPS devices and also makes no assumptions about the distance and direction between neighboring nodes. We provide analytical proofs of the relationship between the STC algorithm and a cone-based topology control algorithm. We present a detailed simulationbased comparative analysis of the energy savings achieved by the STC algorithm and previously known algorithms that also seek to reduce power consumption while preserving connectivity. The results show that the STC algorithm performs significantly better than other algorithms, especially in the presence of radio irregularities and multipath propagation. In addition, the STC algorithm scales better than other algorithms in performance and in fact, is more effective with increasing numbers of nodes.
I. INTRODUCTION
In a multi-hop wireless sensor network, a node communicates with another node across one or more consecutive wireless links with messages possibly passing through intermediate nodes. The topology of such a network can be viewed as a graph with an edge connecting any pair of nodes that can communicate with each other directly without going through any intermediate nodes. Each node in such a network can choose its own neighbors and thus control the topology by changing the power at which it makes its transmissions or, in the case of nodes capable of directional transmissions, by also changing the set of directions in which it will allow transmissions. The goal of such topology control is the design of algorithms that each node can execute in a distributed manner in order to reduce energy consumption, maintain connectivity, and increase network lifetime and/or capacity.
In recent years, a large number of topology control algorithms have been proposed and studied for a diversity of goals [1] . Early work on topology control assumed that accurate location information about its neighbors will be available to the nodes, such as through the use of GPS devices [2] - [6] . This assumption adds to the expense of the nodes and also results in high delays due to the acquiring and tracking of satellite signals. Also, one cannot rely on GPS in many real application environments such as inside buildings or thick forests. Some other topology control protocols that preserve connectivity rely on the more likely ability of a node to estimate the distance and direction to its neighbors. For example, in the cone-based distributed topology control (CBTC) algorithms, a node u transmits with the minimum power p u,α required to ensure that there is some node it can reach within every cone of degree α around u [7] . Assuming a specific loss propagation model, the Euclidean distance to a neighbor can be deduced with knowledge of the power at which a transmission is made by a neighbor and the power at which the signal is received. The direction of a neighbor with respect to itself can be deduced from the angle of arrival of a signal.
Wireless communication, however, is often characterized by the phenomenon of multipath propagation wherein a signal reaches the receiving antenna via two or more paths [8] . In addition, there are several other kinds of radio irregularities that have an impact on the topology control algorithms [9] . The different paths, with differences in delay, attenuation, and phase shift, make it difficult for the receiving node to deduce either its distance from the sender or the direction of the sender. In this paper, we focus on the design of topology control algorithms that work in the presence of multipath propagation and therefore, can be employed in conjunction with strategies such as MIMO that can exploit spatial diversity. More specifically, we focus on connectivitypreserving algorithms that make no spatial assumptions (i.e., no assumptions about the availability of GPS devices in nodes and also no assumptions on the ability of a receiving node to deduce either the distance or the direction of the sender). Besides accommodating the environmental causes of radio irregularities, our algorithm also meets the requirements of a heterogeneous sensor network where (a) different nodes may have different maximum transmission powers, and (b) variations in node/antenna configurations may lead to different reception thresholds in different directions.
A. Problem Statement
Assume that each node u ∈ V is associated with a certain maximum power P u with which it is capable of making an omnidirectional transmission (for ease of discussion, we use omni-directional transmissions but our problem statement and the proposed algorithm can be readily adapted for directional transmissions). Note that we allow P u to be different for different nodes, allowing a heterogeneous sensor network environment as in [10] . Consider the nodes in the network as vertices of a directed graph G max = (V, E max ) in which nodes u and v are connected by a directed edge from u to v if and only if (a) an omni-directional transmission from u at its maximum power P u can directly reach v, and (b) an omni-directional transmission from v at its maximum power P v can directly reach u. Note that if (u, v) ∈ E max , then (v, u) ∈ E max . Many widely deployed MAC and address resolution protocols in wireless networks not only assume bidirectional links but also assume two-way handshakes and acknowledgments [11] . Therefore, with bidirectional communication assumed between directly communicating nodes, G max represents a realistic communication topology at maximum node powers. The goal of topology control in this paper is to find a new directed graph G = (V, E) such that:
as is generally expected by MAC layer protocols. • If there exists a path between u and v in G max , then there also exists a path between u and v in G. • The power required in an omni-directional transmission by a node u to reach all of its neighbors in G is less than or equal to its maximum power P u .
The above requirements preserve the connectivity of the network while seeking to reduce the energy consumption.
B. Related Work
Let C(u, v) denote the energy cost of a direct transmission from u to v. A topology control algorithm that minimizes energy consumption will remove an edge (u, v) if and only if there exists a path between u and v through an intermediate set of nodes n 1 , n 2 . . . n k such that C(u, n 1 ) + C(n 1 , n 2 ) + . . . C(n k , v) < C(u, v). Accomplishing this requires a significant exchange of information between nodes and in such a case, the topology control algorithm is indistinguishable from a routing algorithm. As a result, a number of distributed topology control algorithms have been proposed where nodes rely on lesser exchange of information between neighbors [1] . In this subsection, we focus on the subset of these protocols that can be adapted for a wireless environment with the phenomenon of multipath propagation.
The KNEIGH protocol is based on determining the number of neighbors that each node should have in order to achieve full connectivity with a high probability [12] . The XTC protocol is a generalization of the KNEIGH protocol in which each node also considers a notion of 'link quality' in its communication to its neighbors [13] . These protocols, however, do not guarantee connectivity even though they do achieve connectivity with a high probability.
The Small Minimum-Energy Communication Network (SMECN) protocol [4] seeks to achieve a lower energy cost while guaranteeing connectivity by removing an edge (u, v) if and only if there exists a path u → n → v such that C(u, n)+C(n, v) < C(u, v). As proposed in [4] , the protocol requires the use of GPS devices but the same results can be accomplished if each node exchanges information with each of its neighbors regarding the energy costs of reaching all of its neighbors. When used with some of the widely available routing algorithm implementations such as AODV or DSR that base their decisions on the number of hops in a path rather than the total energy cost of the path, the SMECN protocol does not necessarily result in a significant reduction in energy consumption.
The Directed Relative Neighborhood Graph (DRNG) protocol [10] removes an edge (u, v) if and only if there exists a path u → n → v such that max{C(u, n), C(n, v)} < C(u, v). In the Directed Local Spanning Subgraph (DLSS) protocol [10] , each node creates a local spanning tree from the subgraph induced by itself and its neighbors. A node u retains the edge (u, v) in the topology-controlled graph if and only if the edge (u, v) exists in the local spanning tree generated at node u. Any edge that is removed by DRNG is also removed by DLSS and therefore, DLSS achieves a sparser graph than DRNG. The fewer edges in DLSS often leads to a lower energy consumption, but it can sometimes lead to longer paths and therefore higher energy consumption than DRNG.
Among other attempts to accommodate the irregularities of a wireless radio environment in topology control are some that allow for uncertainties in whether or not a nearby node is reachable if the distance to that node is above a certain threshold [14] , [15] . However, these algorithms assume that each node can know the distances to other nearby nodes, something that cannot be relied upon in a multipath environment. Some other works have also considered realistic wireless models but they have only presented centralized algorithms [16] .
C. Contributions
In this paper, we present the Step Topology Control (STC) algorithm in which a node u removes an edge (u, v) if and only if there exists:
• a path with three or fewer hops from u to v such that the energy cost across each hop is less than C(u, v). • a path with three or fewer hops from v to u such that the energy cost across each hop is less than C(v, u).
The STC algorithm relies on each node exchanging information with each of its neighbors regarding the energy costs of communication to all of its neighbors. The STC algorithm may be seen as an extension of the DRNG algorithm to allow a search for three-hop paths and to ensure bidirectional communication between directly communicating nodes. The search for three-hop paths makes a 01: Function STC at node (u): 02:
G ← (V, φ) /* directed graph with no edges */ 03:
Compile outT upleList(u) and inT upleList(u) 04:
Broadcast outT upleList(u) and inT upleList(u) at maximum power Pu 05:
Receive outT upleList(n) and inT upleList(n) from each neighbor n in Gmax 06:
k ← degree of u in Gmax 07:
do k − 1 times 08:
break (out of for loop) 18: end if 19: end for 20: significant impact on the performance because it permits lowenergy paths through nodes in the neighborhood that are not reachable directly. In the presence of multipath propagation or other irregularities in the radio environment, it is very likely that a node is unreachable even if it is in the same neighborhood on a low-energy path. In such wireless environments, therefore, the STC algorithm achieves a significantly lower power consumption than DLSS (the algorithm closest to STC in performance). Most interestingly, the STC algorithm actually increases in its effectiveness as the number of nodes increases and, therefore, scales significantly better in performance than other algorithms.
Section II presents the STC algorithm along with a pseudocode description. Section III presents several simulation-based results that provide a thorough comparison of the energy consumption properties of the STC algorithm and other existing topology control strategies that can be adapted to a multipath environment. In particular, we examine the topology control algorithms in environments with both constant and varied path loss exponents and study their scalability in performance as the number of nodes increases. Section IV concludes the paper with a summary of its findings and future research directions. A proof of the relationship between the STC algorithm and a CBTC algorithm with all applicable optimizations is presented in the Appendix. II. STEP TOPOLOGY CONTROL Denote by P min (u, v), the minimum power necessary for a transmission from u to reach v, otherwise known as transmission power threshold. Note that P min (u, v) is not necessarily the same as P min (v, u). The basic idea behind the Step Topology Control (STC) algorithm is to find both forward and backward paths with three or fewer hops between u and v such that each hop requires a lower energy cost than that required for an equivalent direct transmission between u and v. If such multihop paths exist between u and v, node u drops the edge (u, v) from the directed graph it generates and node v similarly drops the edge (v, u).
The STC algorithm relies on being able to uniquely order the energy costs of transmissions across nodes. In practice, since the power levels at which transmissions are made may take on only certain discrete values, we add additional identifiers to permit a unique ordering. We assume that each node u is uniquely identified by an integer ID u . For each ordered pair of nodes u and v, we associate an ordered tuple Average
Average ratio of the energy cost along a path after execution of the topology control algorithm and the energy cost along the same path when no topology control is applied. Fig. 2 . Graphs showing the effectiveness of topology control algorithms in reducing energy costs when the path loss exponent is the same across the entire region of the network (in order to allow comparisons with the CBTC algorithms). The networks are generated with 200 randomly located nodes in a unit square area.
For the sake of completeness, we define t(u, u) < t(x, y) for any u and x = y since a transmission to itself should cost less energy than a transmission to another node. Note that t(u, v) and t(v, u) are strictly ordered by the above lexicographic rule and not equal even if the minimum power required for transmission between u and v is the same in either direction. We call t(u, v) a transmission tuple.
Consider any two nodes u and v such that (u, v) ∈ E max . We assume that u can determine the minimum power necessary for its transmission to reach v as well as the minimum power required for a transmission from v to reach itself. This is accomplished by transmitting beacon messages at increasing powers and noting down the power at which each neighbor is first discovered. Each beacon message carries within it the power at which it is transmitted so that the discovered neighbor may also note the minimum power necessary for it to be reached by a neighboring node. Each node u can thus compile two lists of transmission tuples: outTupleList(u) containing t(u, v) for all (u, v) ∈ E max , and inTupleList(u) containing t(v, u) for all (v, u) ∈ E max . This process of exchanging power level information is feasible in practice and is part of many proposed energy-aware MAC layer protocols as well as topology control algorithms such as DLSS. Fig. 1 presents a pseudo-code description of the STC algorithm. Once a node u compiles outTupleList(u) and inTupleList(u), it begins execution of the algorithm. Each node u first broadcasts both its inTupleList and outTupleList at its maximum power P u to reach all of its neighbors (line 04). The node also collects the inTupleLists and outTupleLists from each of its neighbors (line 05). Node u then orders the tuples in its outTupleList(u) and considers each of the edges (u, v) in reverse lexicographical order of the associated tuples t(u, v), i.e., the neighbor that requires the largest power to be reached is considered first (line 08). As each neighbor v is processed, the corresponding tuple t(u, v) is removed from outTupleList(u) (line 09).
To determine if an edge (u, v) should be removed, a node u looks for a forward path u → n 1 → n 2 → v, where the nodes n 1 and n 2 may or may not be distinct (lines [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . Since a node processes its edges in the tuple order, t(u, n 1 ) < t(u, v) is guaranteed to be true and therefore, one needs to only check for the other hops in the path from u to v in line 15. The node similarly seeks to find a reverse path via nodes n 3 and n 4 (lines 20-27). Note that the number of distinct nodes among n 1 , n 2 , n 3 and n 4 may range anywhere between 1 and 4. If both forward and backward two-or three-hop paths are found satisfying the conditions on the tuples, the edge (u, v) is removed from the graph (lines 28-30).
It is of interest to note that the STC algorithm is related to the OPT-CBTC(5π/6) algorithm (which is the CBTC(5π/6) algorithm with all applicable optimizations). As a result of this relationship, proved in Appendix A, the STC algorithm exhibits some of the same angular properties as the OPT-CBTC(5π/6).
III. SIMULATION RESULTS
In this section, we present a simulation-based comparative study of the following distributed topology control algorithms: Our study uses three sets of simulation experiments in comparing the effectiveness of different topology control algorithms in reducing the average transmission power and the average energy consumed along a path. In the first set of experiments, we assume that the path loss exponent is the same across the entire network and study the topology control algorithms for different values of the path loss exponent. In the second set of experiments, we assume that path loss exponents vary within a certain range and study the topology control algorithms for different sizes of the range. In the third set of experiments, we study the effectiveness of the algorithms as the number of sensor nodes increases.
The networks used in our first two sets of experiments consist of 200 nodes located randomly in a unit square area. In the third set of experiments, we vary the number of nodes from 80 to 400 to study the scalability of the algorithms across a five-fold increase in the number of nodes. Each data point in this paper represents an average over 25 different randomly generated networks. For each network, the baseline for our comparisons is the Initial graph defined as follows. Assume P u = P for all nodes u (recall that P u denotes the maximum power with which a node u can transmit). Consider graph G generated by creating an edge (u, v) from u to v if and only if a transmission from u at power P can reach v and a transmission from v to u at power P can reach u. Let P I denote the minimum value of P at which G is connected. This graph generated by each node transmitting at power P I is the Initial graph.
Given a graph generated by the execution of the topology control algorithm T , we define P T (u) as the minimum power with which node u should make an omni-directional transmission so as to reach all of its neighbors in the graph. This is the power at which each node will transmit after execution of the topology control algorithm. Now, P T (u)/P I is the ratio of the power at which node u transmits after the execution of the topology control algorithm T and the power at which it transmits in the Initial graph. This ratio captures the energy savings per transmission due to the topology control algorithm.
Let C T (u → v) denote the sum of P T (i) for each transmitting node i in the minimum-hop path from u to v. C T (u → v)/C I (u → v) is the ratio of the energy cost along the path from u to v after the execution of the topology control algorithm T and the corresponding cost in the Initial graph. This ratio captures the effectiveness of the topology control algorithm (the lower this ratio, the more effective the algorithm).
Experiment 1: We include the CBTC algorithms in our first set of simulation experiments. The CBTC algorithms, however, assume that the loss propagation characteristics of the medium are uniform across the entire region. In fairness to the CBTC algorithms, therefore, we conduct this simulation experiment with identical path loss exponents across any pair of directly communicating nodes in the network. For path loss exponents ranging from 1.5 to 3.5, Figure 2 (a) presents the ratio P T (u)/P I averaged over all nodes. For the same path loss exponents, Figure 2 
averaged over all pairs of nodes u and v. The plots shows that the STC algorithm is more effective than other algorithms in reducing both the power at which nodes have to transmit and the energy costs across any given path. These results show that even while the STC algorithm generates a sparser graph than other existing algorithms, it manages to keep the paths from lengthening unnecessarily and thus achieves an overall reduction in energy consumption. Experiment 2: In our second set of simulation experiments, we allow a non-uniform value of the path loss exponent in the region of interest. For each pair of directly communicating nodes, we choose a random value of the path loss component from a given range. We consider ranges of path loss exponents centered at 2.5 and gradually increasing to the range [1.5, 3.5].
Since the CBTC algorithms work under the assumption that the loss propagation characteristics of the medium are uniform across the entire region, we do not include CBTC algorithms in this set of experiments. In a multipath environment, the energy cost of transmission from u to v may not necessarily be the same as that from v to u (this could simply be a matter of the alignment of an antenna). When DRNG or DLSS is applied in such an environment, it is sometimes possible for a node u to keep a directed edge to node v, but for node v to drop the directed edge to u. However, since many MAC layer protocols expect bidirectional communication between directly communicating nodes [11] , a topology control algorithm should ideally generate a graph in which a directed edge from u to v exists if and only if a directed edge from v to u exists. Therefore, in order to ensure a fair comparison when we simulate DRNG or DLSS in our studies, we assume that the energy costs or the path loss component between two directly communicating nodes are the same in both directions. Figure 3 (a) plots the ratio P T (u)/P I averaged over all nodes for each range of path loss exponents. For the same path loss exponent ranges, Figure 3 These plots indicate that the STC algorithm performs significantly better than other algorithms when the path loss exponents are not uniform across the entire network.
Since the DLSS algorithm is the closest in performance to the STC algorithm, it is worthwhile discussing the reasons behind the significant difference between their performances in the presence of multipath. Note that when energy costs are the same in both directions between two communicating nodes (as simulated above to include DRNG and DLSS), the information exchange regarding energy costs required between nodes is the same in both DLSS and STC. In such a case, the nodes running the STC algorithm only need to broadcast either the inTupleList or the outTupleList but not both. Even though both DLSS and STC algorithms incur the same initial information exchange overhead, only in the STC algorithm does a node u use the information about a node that is not directly reachable by u but is a common neighbor of two or more neighbors of u. In DLSS, the local subgraph at node u used for generating a localized spanning tree in DLSS is one that is induced by the neighbors of u and does not contain a node that is not directly reachable by u. STC performs better than DLSS because, in an irregular radio environment, it is more likely that a node is unreachable by a node u even if it is reachable by more than one neighbor of u. Experiment 3: In this set of experiments, we study the effectiveness of the algorithms across a five-fold increase in the number of nodes from 80 to 400. In these experiments, we use the range [2.7, 3.5] of path loss exponents to simulate an urban area [17] . Figures 4(a) and 4(b) show that the STC algorithm scales very well in performance and in fact, is more effective when the number of nodes is larger. The larger the number of nodes, the more likely that there are larger deviations in the distance between a node and its neighbors. The STC algorithm, which explores more of a node's neighborhood than other algorithms, is more effective at removing the impact of such deviations.
Finally, Figures 5(a) -5(f) present a pictorial representation of the graphs generated by the topology control algorithms. For these figures, we use the range [2.7, 3.5] of path loss exponents to simulate an urban area [17] except for the case of OPT-CBTC(5π/6) for which used the average value of 3.1 (because CBTC algorithms assume that the path loss exponents are the same across the entire region of the network).
IV. CONCLUDING REMARKS
Real wireless environments are characterized by a variety of radio irregularities and by the phenomenon of multipath propagation. Without topology control algorithms in these environments with large variations in loss characteristics, the nodes in a network may be forced to use very high power levels in their transmissions to ensure communication and network connectivity. Most topology control algorithms do not accommodate for the unique requirements of real wireless environments and often assume the ability of a node to deduce spatial information about its neighbors. The Step Topology Control (STC) algorithm presented in this paper makes no spatial assumptions and achieves a reduction in the power levels of transmissions without the use of GPS devices.
We have presented simulation results studying the energy consumption properties of the STC algorithm in comparison to other algorithms that can be adapted to a multipath environment. While the STC algorithm certainly performs better than other algorithms when the loss characteristics are uniform in the region of the network, it performs significantly better when there exists a variation in these loss characteristics. This makes the STC algorithm especially desirable in the presence of multipath propagation and other causes of irregularities in the radio environment. In such environments, our results indicate that the STC algorithm can reduce the transmission powers of nodes by up to 60% and the energy consumed in a path by up to 30% more than other algorithms. We also find that the STC algorithm scales very well in performance and improves in its effectiveness as the number of nodes increases.
We show that the STC algorithm is related to the OPT-CBTC(5π/6) algorithm and retains some of the angular properties of the CBTC algorithms. When the path loss characteristics are known to a node within its neighborhood, these properties may be employed in an optimization of the discovery process to determine when the local neighborhood is fully discovered for topology control purposes.
The STC algorithm, being based on each node exploring more of its neighborhood, incurs a greater overhead which becomes relevant if nodes frequently crash or move away requiring a re-computation of the local topology. Our ongoing work seeks to develop protocols that minimize this overhead while preserving the significant advantages of the STC algorithm. There exists a trade-off between the performance advantages of increasing the number of hops that nodes will explore for topology control and the additional overhead that it entails. This trade-off, which depends also on the extent of radio irregularity in the environment, needs to be further examined and understood. 
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APPENDIX RELATIONSHIP TO CONE-BASED TOPOLOGY CONTROL
In the cone-based topology control (CBTC) algorithm, a node u determines the minimum power p u,α at which it can make an omni-directional broadcast and successfully reach at least one neighbor node in each cone/sector of angle α. An edge (u, v) is removed from the network topology in an execution of CBTC(α) if u cannot reach v with power p u,α and v cannot reach u at power p v,α . It is proved in [7] that when α ≤ 5π/6, the network connectivity is preserved. Additional optimizations to further reduce the power consumption at each node and remove more edges are possible and these include:
Shrink-Back Operation: If after the execution of CBTC(α) at a node u not all cones of angle α contain a neighbor node (i.e., there is an α-gap in the cone coverage as in the case of nodes at the boundary of the network), node u may unnecessarily transmit at its maximum power. With this optimization, a node transmits at the power at which further increasing its transmission power does not increase the cone coverage.
Pairwise Edge Removal: If there is an edge from u to v 1 and from u to v 2 , then this operation removes the longer edge if v 1 uv 2 < π/3, even if there is no edge between v 1 and v 2 . It is proved in [7] that this preserves the connectivity.
OPT-CBTC(5π/6) is the cone-based topology control algorithm that uses CBTC(5π/6) along with the applicable optimizations of the shrink-back operation and pairwise edge removal. The CBTC algorithms assume uniform loss characteristics across the entire region of the network and also assume that the maximum power P u of each node u is the same. We will make the same assumptions in the following to prove the relationship between STC and OPT-CBTC(5π/6).
Let G CBTC(5π/6) = (V, E CBTC(5π/6) ) denote the graph obtained by CBTC(5π/6). Let G OPT−CBTC(5π/6) = (V, E OPT−CBTC(5π/6) ) denote the graph obtained by OPT-CBTC(5π/6). Let G = (V, E) denote the graph obtained by the STC algorithm. Let d(u, v) denote the distance between two nodes u and v. We first restate the lemma from [7] that helps in drawing the relationship we seek. The above lemma is proved in [7] . We now proceed to prove the relationship between STC and OPT-CBTC(5π/6) by first proving the relationship between STC and CBTC(5π/6).
Lemma A.2: If an edge (u, v) / ∈ E CBTC(5π/6) , then (u, v) / ∈ E. Proof: Assume that edge (u, v) / ∈ E CBTC(5π/6) . When an edge (u, n) ∈ E CBTC(5π/6) and (u, v) / ∈ E CBTC(5π/6) , we know that d(u, v) > d(u, n) since n is discovered by u at a certain power level but v is not discovered by u. Therefore, using Lemma A.1, we know that there exist nodes u and v such that d(u , v ) < d(u, v) and in addition, one of the following three conditions is satisfied: u, v) . In this case, we have a two-hop path between u and v through v such that both hops are of distance less than d(u, v).
Case 2: u = u, v = v, d(u, u ) < d (u, v) . In this case also, we have a two-hop path between u and v through u such that both hops are of distance less than d(u, v).
Case 3: u = u, v = v, d(u, u ) < d(u, v), and d(v, v ) < d(u, v). We now have a three-hop path between u and v through u and v such that all three hops are of distance less than d(u, v).
Since there exist nodes such that either a two-hop or a three- Graphs generated by the topology control algorithms when the path loss components range between 2.7 and 3.5 (urban area). For the OPT-CBTC(5π/6) algorithm which assumes a uniform path loss exponent in the entire region, the plot shows the graph generated when the path loss exponent is 3.1 (average of 2.7 and 3.5). Each network consists of 200 randomly located nodes in a unit square area.
hop path exists between u and v with each hop corresponding to a distance smaller than d(u, v), (u, v) / ∈ E. Proof: Since we know from Lemma A.2 that STC removes all the edges that are removed by CBTC(5π/6), we only have to prove that STC also removes the edges removed by the optimizations of the shrink-back operation and pairwise edge removal.
When an edge (u, v) is removed as part of the Shrink-Back operation, the cone coverage around u does not change. Therefore, there exist nodes u and v such that d(u , v ) < d(u, v) and in addition, one of the three cases listed in the proof of Lemma A.2 applies. Exactly as in the proof of Lemma A.2, this implies that (u, v) / ∈ E. When the Pairwise Edge Removal operation removes an edge (u, v), it implies there is another neighbor node (u, n) such that d(u, n) < d(u, v) and nuv < π/3. Since nuv < π/3, edge (n, v) is not the longest edge in the triangle nuv. Since d(u, n) is also smaller than d(u, v), we have a two-hop path between u and v through n where the distance across each hop is less than d(u, v). Therefore, edge (u, v) is removed by STC as well.
