In this paper we obtain convenient expressions and/or e cient algorithms for the permanent of certain very sparse (0; 1) Toeplitz matrices. The classes of matrices considered here include some nontrivial examples of circulants to which none of the previous approaches could be successfully applied.
Introduction
The computation of the permanent of a matrix is a challenging task. The problem is computationally very hard, even for (0; 1) matrices. In fact, Valiant proved that computing the permanent of a (0; 1) matrix is #P -complete (see V179] and V279]). The class #P contains those functions that can be computed in polynomial time by a counting (nondeterministic) Turing machine, and the #P -complete problems represent the hardest problems within the class. The existence of a polynomial time algorithm for a #P -complete problem would not only imply the existence of a polynomial time algorithm for NP-complete problems, but also the polynomial time computability of the number of solutions to NP-complete problems. Thus it is extremely unlikely that there is a polynomial time algorithm for computing the permanent. Actually, the best known algorithm for computing the permanent is due to Ryser R63] and takes O(n 2 n ) operations, where n is the matrix size.
More recently, several authors have found even stronger negative results, showing that it is also unlikely that { the permanent of random matrices (as opposed to the matrices used in Valiant reduction) can be e ciently computed even for a small fraction of the instances FL92]; { the permanent of very sparse matrices can be e ciently computed DLMV88].
The (above justi ed) little hope to get e cient algorithms for matrices without a very special structure, motivated a stream of research work oriented towards analyzing the permanent of restricted classes of matrices. Considerable attention has been devoted to matrices for which the permanent computation can be conveniently transformed into the computation of the determinant of a matrix of the same size (see BS95] for updated references on this subject). Furthermore several authors have found either explicit expressions or recurrence formulas for the permanent of some special circulant matrices (see, e.g., Mi85 ], Mi87], MSS69], KP69]).
Note that the computation of the permanent of certain Toeplitz and in particular circulant matrices has applications to a number of combinatorial enumeration problems, e.g., the famous Rencontres and M enage problems Mi78, BR91] .
This paper contains an analysis of the permanents of the most sparse Toeplitz matrices for which the problem is already non trivial. These matrices include some examples of circulants for which none of the previous approaches could be successfully employed.
For instance, we nd e cient algorithms for the computation of the permanent of certain (0; 1)-circulants with three nonzero entries per row, and, in some cases, we determine the explicit expression for their permanent. These results are obtained by taking advantage of the fact that these matrices have submatrices with very special properties.
The rest of this paper is organized as follows. In Section 2 we introduce the main notation used throughout the paper, we brie y review some of the work by Minc Mi85, Mi87] on circulant matrices, and we present a simple analysis of the e ciency of his approach. In Section 3 we nd the expression for the permanent of some (0; 1) Toeplitz matrices with at most three nonzero entries per row. These results will then be used in Section 4. Indeed they will be instrumental to the development of e cient strategies for computing the permanent of some (0; 1)-circulant matrices with three nonzero elements per row (Section 4.1). For other kinds of (0; 1)-circulant matrices with three nonzero elements per row, we take advantage of the circulant structure of certain submatrices in order to nd explicitly the value of their permanent. This will then be the starting point to show that the value of the permanents of certain circulant matrices does not depend on all the information needed to describe them (Section 4.6). Supported by experimental evidences, in Section 5 we show that this last fact is just an example of the symmetries that come into play, and we present some conjectures and open questions related to structural and computational properties of the permanents of the matrices considered in the paper. Concluding remarks are in Section 6.
Preliminaries
Let be the set of all permutations of the rst n integers. The permanent of an n n matrix A = (a i;j ) is de ned as P 2 Q n i=1 a i; i , where = ( 1 ; : : : ; n ). We will denote the permanent and the determinant of a square matrix A as per(A) and det(A), respectively. A (0; 1)-matrix A is said to be convertible if there exists a (?1; 1)-matrix X such that per(A) = det(A ? X), and ? denotes the elementwise product, i.e., the (i; j)-th entry of the matrix A ? X is a i;j x i;j .
The permanent of a (0; 1) matrix has an interpretation in terms of both the digraph and the bipartite graph that can be associated with the matrix. More precisely, if A is an n n (0; 1) matrix, we denote by D(A) the digraph whose adjacency matrix is A and by G A] the 2n-node bipartite graph associated with A in the natural way. Then the permanent of A is equal to the number of cycle covers of D(A) as well as to the number of perfect matchings of G A].
Recall that a cycle cover of D(A) is a node disjoint covering of all the nodes of D(A) in terms of its cycles, whereas a matching of G A] is a set of pairwise node disjoint edges, and a perfect matching (or 1-factor) of G A] is a matching such that each node of G A] is incident to exactly one of the edges forming the matching.
Let P be a permutation matrix. Sometimes we will denote the symmetric permutation PAP on the matrix A as ( 1 ; : : : ; n ), with the meaning that the i -th row and column of A become the i-th row and column of PAP.
We will use the Big-Oh notation for orders of magnitudes, i.e., O(m) will stand for "asymptotically not greater than cm, where c is a constant with respect to m". Let P n denote the (0; 1) n n matrix with 1's only in positions (i; i + 1), i = 1; 2; : : : ; n ? 1, and (n; 1). A matrix P t 1 + P t 2 + : : : + P t k , where 0 t 1 < t 2 < : : : < t k < n, is called (0; 1)-circulant matrix of type (t 1 ; t 2 ; : : : ; t k ).
Metropolis, Stein and Stein in MSS69] used a combinatorial argument to obtain linear recurrence formulas for the permanent of (0; 1)-circulants of type (0; 1; 2; : : : ; k ? 1). In Mi85], Minc extended their results to obtain similar recurrences for a wider class of (0; 1)-circulants.
More precisely, Minc's recurrence formulas consist of expressing per(A n ), where A n is an n n (0; 1)-circulant matrix of type (t 1 ; t 2 ; : : : ; t k ), as a linear combination of per(A n?i ), for i = 1; 2 ; : : : ; 2 t k ?1 , under the assumption that n 2 t k + 2t k ?3. So these recurrences can be applied only if t k = O(log n). In addition, they provide an e cient way to compute the permanent only if t is very small compared with n. In particular it is easy to see that, if A is a (0; 1)-circulant matrix of type (t 1 ; t 2 ; : : : ; t k ), with t k = O(log log n), then per(A) can be computed in O(n log 2 n) operations by solving a triangular linear system induced by Minc's recurrences.
On the other hand, these recurrences give no hints at how to compute the permanent when 2 t k + 2t k ? 3 n.
The recurrence formulas of Mi85] (see also Mi87]) are obtained in terms of the permanental compounds of the matrix A n . In some special cases, such as matrices of type (0; 1; t), the permanental compounds turn out to be convertible. Taking advantage of this, it is possible to nd asymptotic expressions for the n-th root of their permanents.
3 (0; 1) Toeplitz matrices with at most 3 nonzeros per row and column
Let us consider matrices of the form T n i; j] = I n +Q i n +(Q T n ) j , where Q is the n n upper triangular Toeplitz matrix whose rst row is 0 1 0 0 : :
For these matrices, which are easily seen to be convertible, we have the following result.
Theorem 1
PROOF. W.l.o.g. we assume that i < j. Let A = Q i + (Q T ) j , and consider D(A). We can restrict ourselves to the case when there are cycles in D(A), because the absence of cycles implies that the nonzero o diagonal entries do not contribute to the value of the permanent of I + Q i + (Q T ) j , which is thus equal to one.
We analyze the length of the cycles in D(A). Let x be a node belonging to a cycle , and let l = length( ). Starting from x we reach the next node along either by adding i or by subtracting j as long as x + i n (resp. x ?j 1).
Thus, can be represented by a sequence of integers d 1 ; d 2 ; : : : ; d l , where d k is equal to either i or ?j, for k = 1; 2; : : : ; l and the following properties hold: In two special cases, there are explicit formulas for the permanent of I + Q i + (Q T ) j .
These cases occur for { j = n ? i + 1, i.e., the matrix is circulant of type (0; i); { j = ki (or i = kj), for a positive integer k, which include the cases when the matrix is symmetric (i = j) and when the matrix is lower (resp. upper) Hessenberg, i.e., i = 1 (resp. j = 1).
Indeed we have the following.
Theorem 2 Let F j (n) be the n-th number of the sequence F j (k) = F j (k ? 1) + F j (k ? j ? 1), with F j (h) = 1, for any h j. In particular, F 1 (n) is the (n + 1)-th Fibonacci number. Then q for x = 1; 2; : : : ; r, q ? 1 for x = r + 1; r + 2; : : : ; i.
We can conclude that there are r disjoint chains of k + 1 = q + 1 nodes and i ? r chains of k + 1 = q nodes. Furthermore, since these i chains involve (i?r) q+r (q+1) = n nodes overall and considering the degree of each node, then those chains are exactly the whole digraph D(T n i; i]). The statement then follows because the permanent of the chains is given by the appropriate Fibonacci number.
Case 2. The proof is easily seen by counting the number of matchings in the bipartite graph associated with the matrix.
Case 3. The proof follows by applying Laplace expansion. This leaves still open the problem of nding an explicit expression for the permanent of T n i; j], when i and j are relatively prime.
A more general type of (0; 1) Toeplitz matrix with at most three nonzeros per row takes the form Q i n + Q j n + (Q T n ) k . For these matrices we can obtain results similar to those for matrices of the form I n + Q h n + (Q T n ) k . In fact the matrix A n = Q i n + Q j n + (Q T n ) k (i) is a submatrix of I n+i + Q j?i n+i + (Q T n+i ) k+i , (ii) contains as a submatrix I n?i + Q j?i n?i + (Q T n?i ) k+i . From (1) we can deduce that A n is convertible, because the bipartite graph associated with I n+i + Q j?i n+i + (Q T n+i ) k+i is planar, which implies that the bipartite graph associated with A n is also planar.
From (2), and by observing that the remaining submatrices of A n have exactly a one per row or column, one can see that the actual conversion can be e ciently computed by adapting Brualdi and Shader's algorithm (see BS95]) to this special case.
(0; 1) Circulant matrices with 3 nonzeros per row
Although circulant matrices have a very nice special structure, the evaluation of their permanent is far from trivial. Even for (0; 1)-circulant matrices of type (0; d 1 ; d 2 ) there is no ad hoc approach that can be e ciently adopted, for arbitrary values d 1 and d 2 (see Section 2). In this section we analyze several properties of the permanent of this kind of matrices and, in some cases, we nd explicit expressions and/or e cient algorithms. Note that the bipartite graph associated with (0; 1)-circulant matrices of type (0; d 1 ; d 2 ) is 3-regular. The results of DLMV88] show that, in general, counting the number of perfect matchings in 3-regular graphs is #P -complete. This leads to the question of whether or not the circulant structure makes the problem signi cantly easier. The results of this section provide a partial positive answer to this question.
The main di erence between our approach and that adopted in Mi85,Mi87] is that we look for recurrence relations expressing the permanent of a circulant matrix in terms of smaller matrices not necessarily of circulant form, whereas Minc's recurrences insist on the circulant structure. This greater generality allows us to obtain more e cient computational schemes, in some cases.
An e cient algorithm
We show an algorithm for computing the permanent of (0; 1)-circulants with three nonzero entries per row which takes advantage of the convertibility of some of their submatrices.
Before stating the result we need some simple Lemmas and De nitions.
Lemma 3 Let A be a square (0; 1) matrix such that G A] is planar. Then the bipartite graph associated with any square submatrix of A is planar.
Lemma 4 Let A be a square (0; 1) matrix such that a ij = 1. Then
where E ij denotes the matrix whose only nonzero entry is in position (i; j), and A(ijj) denotes the matrix obtained by deleting the i-th row and j-th column of A.
De nition 5 Let us denote with P k;n the collection of all k-subsets of the nset f1; 2; : : : ; ng. Let A be a (0; 1) n n matrix. Then, for ; 2 P k;n , we denote with A ; ] the k k submatrix of A determined by rows i 2 and columns j 2 . Then per(A ; ]) is called a permanental k-minor of A and we de ne p k (A) as the sum of all the permanental k-minors of A, i.e.,
(1) p k (A) counts the number of di erent selections of k ones in A, such that each row and column has at most a nonzero entry.
Lemma 6 Let A be a (0; 1) n n matrix, and let a ij = 1. Then p k (A) = p k (A ? E ij ) + p k?1 (A(ijj)), for k 2, and p 1 (A) = p 1 (A ? E ij ) + 1.
PROOF. Equality From the de nition of p k it follows that the sum of the rst and the third terms of the last formula is indeed p k (A ? E ij ), while the second term corresponds to p k?1 (A(ijj)), and the thesis follows. 2
Lemma 7 Let A = (a ij ) be an n n (0; 1) matrix, and let z(A) denote the number of di erent (0; 1) matrices M = (m ij ) with at most one nonzero entry in each row and column, satisfying M A, i.e., m ij a ij , for all pairs (i; j). Then, for each nonzero entry a ij , we have
and, in general, if the matrix A has k nonzero entries, then k+1 z(A) 2 k .
PROOF. Equality (2) easily follows from the de nitions of z(A) and p k (A), while (3) follows from (2) and from Lemma 6. 2
We now prove a theorem that will be instrumental to the de nition of an e cient algorithm for the computation of the permanent of circulants of type (0; d 1 ; d 2 ).
We rst need the following.
Lemma 8 
The matrices C 0 = C ? E ij and C(ijj) are short of a nonzero entry with respect to C, while G B(ijj)] is planar by Lemma 3. Hence, by induction, we can claim that per(B + C 0 ) and per(B(ijj) + C(ijj)) can be computed in O(z(C 0 )n ) and O(z(C(ijj))(n?1) ) time, respectively. Summing up the two time bounds and using equality 4, we obtain
from which the thesis follows. respectively. (The symbols r, c, in, and ou are used to recall row, column, inner cycle, and outer cycle, respectively.)
Note that the edges in B and C can be drawn without crossovers starting from node (1 r ) ou in the following way: f(1 r ) ou ; (1 + i) in c g; f(1 + i) in r ; (1 + 2i) ou c g; f(1 + 2i) ou r ; (1 + 3i) in c g;
. . . f(1 + (h ? 1)i) ou r ; (1) in c g:
The above construction can be easily generalized to handle an arbitrary number of cycles, i.e., n = k (i + j), k integer, by drawing them one inside the other in a concentrical way, and then applying the same strategy as above.
The planarity of G I n + Q i n + Q j n ] follows from the fact that it is a subgraph of G I n+i + Q j?i n+i + (Q T n+i ) i ]. 2
We are now ready to state our result.
Theorem 11 From Theorem 11 we have that per(I n + P n i + P n j ) can be computed in polynomial time if i and j are either smaller than O(log n) or greater than n ? O(log n).
In Section 4.4 we will use some properties of the bipartite graph G A] in order to strengthen the above result. 
Permanent versus Determinant
The results of Section 4.1 can be used to describe some structural properties of the permanents of circulant matrices with three nonzeros per row, and, in particular, the relationship between these permanents and the determinants of Toeplitz matrices with at most three nonzeros per row.
Unlike the Toeplitz matrices of Section 3, (0; 1)-circulant matrices of type (0; d 1 ; d 2 ) are not convertible, except for very special cases, e.g., when d 1 = 1 and d 2 = 2 and the matrix has even size. Nevertheless their permanents bear some interesting connections with suitable determinants. These connections depend on the convertibility of the Toeplitz matrices of Section 3.
In fact, if one applies Laplace expansion to, say, a matrix of type (0; 1; t), most of the submatrices induced after some steps, are the convertible Toeplitz matrices analyzed in Section 3.
The Laplace expansion for the permanent of I + P + P 2 , shown in gure 1 for n = 6, outlines the close relationship of this matrix with the Fibonacci matrix T n 1; 1] = I + Q + Q T , whose permanent is F(n + 1). In particular one can see that per(I + P + P 2 ) = F(n)+2F(n?1)+2. By comparing the expansion for the permanent and the determinant of I+P +P 2 , and recalling that the matrix T n 1; 1] is convertible (and speci cally that per(I +Q+Q T ) = det(I ?Q+Q T )) one can immediately see that, if n is even, then the matrix I + P + P 2 is convertible (see also ST87]). In particular one obtains per(I + P + P 2 ) = det(I + Q ? (Q T ) n?1 ? Q 2 + (Q T ) n?2 ).
Note that, if n is odd, I +P +P 2 is not convertible; nevertheless its permanent satis es per(I + P + P 2 ) = 2 + det(I + P ? P 2 ), as one can readily check.
The same kind of analysis can be performed for the permanent of I + P + P 3 . In this case, one of the possible ways to carry out Laplace expansion, leads to 14 submatrices, the sum of whose permanents is equal to per(I + P + P 3 ). In particular, one obtains two triangular matrices, and 12 convertible Toeplitz matrices, of sizes between n ? 2 and n ? 6, of the form I + Q 2 + Q T and Q + (Q T ) 2 + Q T . If T 1 and T 2 denote the permanent of these (convertible) matrices, then per(I + P + P 3 ) = 2 + T 1 (n ? 2) + 3T 1 (n ? 3) + T 1 (n ? 4) + T 2 (n ? 2) + 2T 2 (n ? 3) + T 2 (n ? 4)
+ 2T 2 (n ? 5) + T 2 (n ? 6) :
Summarizing, both per(I + P + P 2 ) and per(I + P + P 3 ) can be conveniently expressed in terms of a few determinants of Toeplitz matrices. These results can be generalized, although the corresponding formulas become more complicated.
Reduction
We show how certain permanent computations on circulant matrices of type (0; d 1 ; d 2 ) can be reduced to the computation of either powers of permanents of smaller circulant matrices of the same type or permanents of circulants of type (0; t 1 ; t 2 ), with t 1 < d 1 and t 2 < d 2 .
Lemma 12 Let A n be an n n (0; 1)-circulant matrix of type (0; da; db), i.e.
A n = I n + P da n + P db n . (2) We show that D(A n ) is isomorphic to D(C n ), with C n = I n + P a n + P b n . Since gcd(d; n) = 1, d has a multiplicative inverse, denoted by d ?1 , in the ring Z n of the residue classes modulo n. Let : Z n ! Z n be the function de ned as follows (x) = x d ?1 mod n:
It turns out that this is an isomorphism between the two digraphs D(A n ) and D(C n ). In fact it is immediate to see that is surjective and injective. In addition, we have to prove that preserves the structure of the digraphs, i.e., for each pair of nodes (x; y) 2 Z 2 n , (x; y) 2 E(D(A n )) if and only if ( (x); (y)) 2 E(D(C n )). Indeed, if (x; y) 2 Z 2 n then without loss of generality y = x + d a mod n. So Thus ( (x); (y)) is an edge of D(C n ). The converse can be proved in a similar way. 2
As an example of application of Lemma 12, in Section 4.5 we nd an explicit espression for the permanent of symmetric circulant matrices of the form I + P i + P n?i .
The bipartite graph G A n ]
Let us consider n n circulant matrices of type (0; d 1 ; d 2 ), for n prime.
To analyze the permanent of the matrix A n = I + P d 1 + P d 2 , we take into account the bipartite graph associated with the matrix B n = P d 1 + P d 2 .
De nition 13 Let G = (X; Y ; E) be a bipartite graph, where X = fx 1 ; x 2 ; : : : ; x n g, Y = fy 1 ; y 2 ; : : : ; y n g. We say that a pair of nodes is symmetric if it is of the form fx i ; y i g. Let M be a perfect matching of G. We denote by X(M) and Y(M) the set of nodes of X and Y on which the edges of M are incident, respectively. A symmetric matching of cardinality m n is a matching M = fe 1 ; e 2 ; : : : ; e m g of cardinality m such that for all u 2 X(M) there exists v 2 Y(M) such that u and v are symmetric.
We have the following simple lemma, which shows that the problem of computing per(A n ) can be reduced to the computation of the number of symmetric matchings in G B n ], and to per(B n ) = 2 gcd(n;jd 1 ?d 2 j) = 2, due to the primality of n. 
PROOF. Equality (7) is based upon the observation that each perfect matching of A n = I + B n is either a perfect matching of B n or a perfect matching of A n which contains k symmetric pairs of nodes for some k, 1 k n. On the other hand a perfect matching of A n containing exactly k pairs of symmetric nodes is a symmetric matching of B n of cardinality k. 2
We will show below how in some special cases it is possible to nd a formula for per(A n ) by evaluating the m k 's.
Note that a lemma similar to Lemma 14 could actually be stated in terms of D(A n ) and D(B n ). In this case we would get a special case of the known expansion
where the a i 's denote the number of cycle covers for subgraphs of D(B n ) with i nodes (see, e.g., CDS79] page 34).
Note that G B n ] is the disjoint union of two perfect matchings, since P d 1 and P d 2 represent two cyclic permutations of the nodes. As a result of such a union we get a nite set of gcd(n; jd 1 ? d 2 j) disjoint rings. So in our case, due to the primality of n, all the nodes of G B n ] belong to a unique ring and thus each pair of symmetric nodes are connected by a simple path of length D = D(n; d 1 ; d 2 ).
The nodes of G B n ] can be drawn on a polygon. Let us choose one node of the polygon and label it with 1. Then we proceed clockwise and number the second node with 2, the third one with 3, and so on until we use the label 2n (see Figure 2) .
We now determine the value of D. Starting from, say, u 2 X we reach its symmetric node v 2 Y after an odd number of moves along a path on the ring.
Note that moving on the ring from a node of X to a node of Y corresponds to adding d 1 modulo n whereas moving from a node of Y to a node of X corresponds to adding n?d 2 modulo n. In fact, to move from Y to X we need to consider the inverse of the cyclic permutation represented by P d 2 , i.e. the cyclic permutation represented by (P d 2 ) ?1 = P n?d 2 . Thus, if x is the index of both u and v, we obtain the following equation 
The correctness of (14) can be shown by comparison with a formula that can be derived from a known recurrence Mi85] for I + P + P 3 , i.e., for n 12, One can check that (15) coincides with (13).
Matrices of the form I + P i + P j , for n prime, and D(n; i; j) small.
The permanent of the matrix I + P i + P j depends on n and on D(n; i; j). Note that, by varying i and j, D(n; i; j) takes all possible odd values between 3 and n. In particular, from (12), we have that D(n; 1; j) = 1 + 2 (j ? 1) ?1 . Since n is prime, it is easy to check that, for 2 j n ? 1, D(n; 1; j) goes through all possible values between 3 and n. This means that, if n is prime, the problem of computing per(I +P i +P j ) can be reduced to the computation of per(I + P + P k ), for a suitable k.
Furthermore, note that the function D n (i; j) = D(n; i; j) is not injective, i.e., there are several pairs (i; j) with the same value of D. In addition, there are other symmetries, because the matrices I + P i + P j , I + P j?i + P n?i and I + P n?j+i + P n?j have all the same permanent whereas they may have di erent values of D (see Section 5).
We now outline a general approach to derive recurrence formulas for the permanent of matrices with a given value of D(n; i; j).
We operate on the bipartite graph as follows:
{ Being n prime, we can represent the graph G In gure 3 we outline the case when D = 3. The nodes considered are 1 and 9 and there are 5 possibilities overall to be analyzed. In all of the 5 possibilities the ring is opened and we are left with a necklace of trapezoidal elements. If we denote by S(n) the number of perfect matchings for a necklace of n trapezoidal elements, it is easy to prove that
S(1) = 2 S(2) = 3 S(n) = S(n ? 1) + S(n ? 2) One gets the following formula for the permanent P D=3 (n) = 2 + S(n ? 2) + 2S(n ? 3):
Note that, although the formula has been obtained under the assumption that n is prime, we experimentally found that it is valid for all values of n up to 25. For the number of perfect matchings of the two necklaces, we get the following formulas:
T 1 (1) = 2 T 1 (2) = 3 T 1 (3) = 4 T 1 (n) = T 1 (n ? 1) + T 1 (n ? 3)
T 2 (1) = 1 T 2 (2) = 2 T 2 (3) = 2 T 2 (n) = T 2 (n ? 2) + T 2 (n ? 3)
In this case, the recurrence for the permanent becomes P D=5 (n) = 2 + T 1 (n ? 4) + 3T 1 (n ? 5) + T 1 (n ? 6) + 2T 2 (n ? 5) + 3T 2 (n ? 6) :
(Note that the recurrences obtained here for D = 3 and D = 5 have some similarities with those obtained by other means in Section 4.2 for I + P + P 2 and I + P + P 3 .)
The computational complexity of the above method can be analyzed by recalling Theorem 11. Indeed we have the following corollary, which implies that the permanent of (0; 1)-circulant matrices of type (0; d 1 ; d 2 ) with D = O(log n) can be computed in polynomial time.
Corollary 15 Let A n = I n + P n i + P n j , with n prime, and let D = D(n; i; j). Then per(A) can be computed in time O(2 D=2 n ), < 3.
PROOF. With reference to Theorem 11, the thesis easily follows observing that the matrix I n + P n + P n D+1 2 has the same permanent as A n , even if D(n; 1; (D + 1)=2) 6 = D. To see this property, we start drawing G A n ] in such a way that G P i + P j ] is a ring, while I induces chords connecting nodes of G P i + P j ] at distance D in G P i + P j ]. Since the relabeling of the nodes of the bipartite graph does not a ect the value of the permanent, we can sort the labels as shown in gure 5. According to this new ordering, it is easy to see that the ring now corresponds to G I + P], and the chords to G P . From left to right: G I + P 4 + P 6 ], for n = 11; another equivalent description of the same graph which shows that D = 5; and the graph with rearranged labels according to the scheme 1; A; 2; B; 3; C : : :, which corresponds to the matrix I + P + P 3 .
4.5 Circulants of the form I + P i + P n?i First of all, note that per(I + P i + P n?i ) = per(P i (I + P i + P n?i )) = per(I + P i + (P i ) 2 ):
We are now ready to state the following Theorem 16 Let A n = I n + P i n + P n?i n , and assume that n gcd(n; PROOF. We rst transform I + P + P n 2 +1 into a matrix with a more convenient structure. Indeed, we make the following transformation, which does not a ect the value of the permanent: B = We now compute the number of cycle covers of the digraph D(B) (see gure 6). We consider the edges e 1 = ( n 2 ; 1) and e 2 = (n; n 2 + 1), and de ne A = fM j M is a cycle cover whose cycles do not contain neither e 1 nor e 2 g; B 1 = fM j M is a cycle cover whose cycles contain e 1 but not e 2 g; B 2 = fM j M is a cycle cover whose cycles contain e 2 but not e 1 g; C = fM j M is a cycle cover whose cycles contain both e 1 and e 2 g:
We have that Cycle covers in B 1 and B 2 .
For B 1 , each cycle cover corresponds to a simple path between node 1 and node n 2 . In fact we can cover all the other nodes outside the path with their self-loops. The number of such paths is 2 Let n be even. We prove that, under certain conditions, the value of k does not a ect the permanent of I + P k + P n 2 .
Theorem 18 Let n = 2d, where d is an odd integer and A n = I n + P k n + P (1; 1 + k mod n; 1 + 2k mod n; : : : ; 1 + (d ? 1)k mod n) and ( n 2 + 1; n 2 + 1 + k mod n; n 2 + 1 + 2k mod n; : : : ; n The isomorphism we are going to de ne maps the two relabeled cycles of D(B n ), (1; 3; 5; : : :; n ? 1) and (2; 4; 6; : : : ; n), onto the two relabeled cycles of 3 Here we use the cycle notation for permutations. D(A n ), (1; 1 + k mod n; : : : ; 1 + (d ? 1)k mod n) and (2; 2 + k mod n; : : : ; 2 + (d ? 1)k mod n), respectively. We de ne a function : Z n ! Z n as follows: Conjecture 20 Because of symmetry, we assume, w.l.o.g., that i < j. The 1   22  21  20  19  18  17  16  15  14  13  12  11  10  9  8  7  6  5  4  3  2 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 22 21 Observation. We have seen in Section 4.6 some examples of di erent matrices of the type I + P i + P j with the same permanent. If n is prime, there are only a few di erent values for per(I +P i +P j ), by varying i and j (see gure 9). By analyzing the bipartite graph G I +P i +P j ], we have tried to understand this phenomenon. For instance, if n = 31, D(n; i; j) can take all the 15 odd values 3; 5; 7; : : : ; 31. By multiplying I + P i + P j by P n?i and P n?j we have obtained the following \classes" of di erent values of D for which the permanent is the same: which shows that the problem hides further symmetries.
The knowledge of all these symmetries can be computationally very useful.
In fact one could try to reduce the computation of per(I n + P i n + P j n ) to that of the permanent of a matrix of type (0; i 0 ; j 0 ), where i 0 and j 0 satisfy the requirements for which Theorem 11 provides, e.g., a polynomial time algorithm (see Table 1 Table 1 For n prime, 3 n 101, we report, in the second column, the number of di erent values taken by per(I n + P i n + P j n ). In the third column we indicate the maximum value of i 0 +j 0 (with reference to the notation of Theorem 11) that one has to consider in order to compute any of the possible di erent values taken by the permanent. Note that the values reported in both columns are actually upper bounds, since they are not outcomes of experimental results, but are obtained from known relationships between the values of per(I + P i + P j ), as i and j vary. 6 Conclusions
In this paper we have provided a contribution to the investigation on the permanent of some sparse and structured (0; 1) matrices. We found that the permanents of the matrices analyzed here present several strong properties which sometimes make their computation tractable.
In particular, by building upon a few basic and simple facts, i.e., that { the permanent of (0; 1) symmetric Toeplitz matrices with three diagonals grows as a generalized Fibonacci sequence with the matrix size, { the permanent of (0; 1)-circulant matrices with 2 nonzeros per row grows exponentially with the gcd between the matrix size and the index that identi es its nonzero o -diagonal, { the permanent of certain circulant matrices and of symmetric Toeplitz matrices is a power of the permanent of a smaller matrix of the same type, { the permanent of certain non convertible circulant matrices can be expressed as a sum of a few determinants of Toeplitz matrices, we have been able to devise more general formulas and e cient algorithms for the computation of permanents of (0; 1) nonsymmetric Toeplitz matrices with three diagonals and (0; 1)-circulant matrices with three nonzeros per row.
