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Abstract
Product design for formulations is an active and challenging area of research. The new
challenges of a fast-paced market, products of increasing complexity, and practical translation
of sustainability paradigms require re-examination the existing theoretical frameworks to
include the advantages from business and research digitalization. This thesis is based on
the hypotheses that (i) new products with desired properties can be discovered by using a
robotic platform combined with an intelligent optimization algorithm, and (ii) we can the
connect data-driven optimisation with physico-chemical knowledge generation, which will
result in a suitable model for translation of product discovery to production, thus impacting
on the process development steps towards industrial applications. This thesis focuses on two
complex physicochemical systems as case studies, namely the oil-in-water shampoo system
and sunscreen products.
Firstly, I report the coupling of a machine-learning classification algorithm with the
Thompson-Sampling Efficient Multi-Optimization (TSEMO) for the simultaneous optimiza-
tion of continuous and discrete outputs. The methodology was successfully applied to the
design of a formulated liquid product of commercial interest for which no physical models are
available. Experiments were carried out in a semi-automated fashion using robotic platforms
triggered by the machine-learning algorithms. The proposed closed-loop optimization frame-
work allowed to find suitable recipes meeting the customer-defined criteria within 15 working
days, outperforming human intuition in the target performance of the formulations. The
x
framework was then extended to co-optimization of both formulation and process conditions
and ingredients selection.
Secondly, I report the methods for the identification of new physical knowledge in
a complex system where a prior knowledge is insufficient. The application of feature
engineering methods in sun cream protection prediction was discussed. It was found that
the concentration of UVA and UVB filters are key features, together with product viscosity,
which match with the experts’ domain knowledge in sun cream product design. It was also
found that through the combination of feature engineering and machine learning, high-fidelity
model could be constructed. Furthermore, a modified mixed-integer nonlinear programming
(MINLP) formulation for symbolic regression method was proposed for identification of
physical models from noisy experimental data. The globally optimal search was extended to
identify physical models and to cope with noise in the experimental data predictor variables.
The methodology was proven to be successful in identifying the correct physical models
describing the relationship between shear stress and shear rate for both Newtonian and
non-Newtonian fluids, and simple kinetic laws of chemical reactions.
The work of this thesis shows that machine learning methods, together with automated
experimental system, can speed-up the R&D process of formulated product design as well as
gain new physical knowledge of the complex systems.
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Formulated products consist of a blend of ingredients, processed to achieve a set of desired
performance and appearance characteristics [1]. The aim of formulated product design is to
find a product that exhibits a behaviour, corresponding to desired, customer-defined functional
properties [1]. Formulations are ubiquitous in daily life, ranging from medicines to cosmetic
creams and gels, from detergent powders and liquids to processed foods, paints, adhesives,
lubricants, pesticide granules, and many more. Because of the significance of formulations
markets, the developments in formulation technologies is attracting attention of both academia
and industry [2]. In 2009, chemical product engineering has been introduced as the third
paradigm within the field of chemical engineering [3]. The design of formulated products
involves identification of target product attributes, determination of product form, selection
of ingredients, development of processing steps, as well as economic and environmental
analyses [4]. As a result of this conceptual and empirical complexity, research has focused
on identification of a theoretical framework for formulated products design, taking into
consideration all of these interlined areas [5]. Within this general framework, it is clear
2 Introduction
that access to: (i) a large number of reliable and repeatable data, and (ii) better models,
would be key elements for faster and efficient formulated products development. The former
challenge can be addressed by adopting robotic automated high-throughput experimentation,
whereas the latter can be met by the adoption of data efficient statistical machine learning
(ML) models. The automation of chemical experiments and advances in machine learning
algorithms to guide automated experiments has recently emerged as a new paradigm for
chemical R&D [6, 7] in robotic experimental platform for nanomaterial discovery [8, 9],
design of experiments for high-dimensional statistical learning [10], synthesis planning
[11, 12], discovery of reactions [13], and optimisation of process conditions through machine
learning [14]. Automation and digitalisation of R&D are also offering significant advantages
to discovery and optimal design of formulated products [15, 16]. The anticipated benefits
stem from avoiding human bias and automating routine operations, while exploring highly-
complex multidimensional input space. As a result, these approaches are particularly suited
to address the new challenges of a fast-paced market, especially with the emerging constraints
of sustainability and ethics, for which rapid discovery and development are fundamental
requirements.
This project is initiated in collaboration with BASF SE. It aimed at developing a novel
methodology, which rapidly explore chemical and material space in order to find optimal
design with desired functions. This new approach have wide application from consumer
products, to pharmaceuticals.
The key proposed innovation in this project is that:
1. A methodology was proposed which allows to optimise new products with desired
properties using a novel robotic platform to sample the large experimental space,
and by directing the random discovery process much faster by means of data-driven
statistical machine-learning optimisation algorithms.
1.1 Background 3
2. Physical knowledge can be generated and connected to data-driven optimization,
which will result in a model, suitable for translation of product discovery to production,
optimisation and control, the necessary steps towards industrial applications.
The chapters presented in this thesis address different aspects of the novelty described
above and structured as follows:
In Chapter 1, existing approaches to formulated products design was reviewed, as well
as the state art of automated closed-loop systems for discovery and optimization. It also
states the role of the automation of chemical experiments and advances in machine learning
algorithms to guide automated experiments approach within the already existing theoretical
framework for formulated product design, and to discuss the different aspects of the hardware
and the software to accomplish the full automation and digitalisation in the field.
In Chapter 2, a closed-loop systems was developed for the efficient optimization of the
recipe of a complex formulated product of industrial interest, within which time saving and
highly reproducible robotic experiments were coupled with machine learning algorithms.
In the machine learning algorithm pipeline, The naïve Bayes classifier combined with the
TS-EMO algorithm allowed to take into account in the optimization procedure binary discrete
outputs, also avoiding waste of time and material resources. The optimization procedure
outperformed human experts’ intuition and suggested more convenient and low-priced
solutions within 15 working days.
In Chapter 3, the optimization scheme proposed extends its application to both product
and process design. The integration of product and process design is crucial due to the fact
that specific formulated product microstructural attributes strongly depend on the selected
manufacturing technologies and respective operating conditions. Also, the economic factor
was also considered in the proposed scheme. Moreover, a bridge design approach was
developed, in order to handle such problems in formulated product design, where a large a
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large number of components are possible to choose from, but only a few components in final
composition is sought. Both of the extensions were illustrated with the shampoo case study
as introduced in Chapter 2.
In Chapter 4, I report a methodology using machine learning to capture chemical intuition
that researchers normally develop in their search experimentally. Sunscreen formulated
products were used as the case study. Multiple feature engineering methods were applied
for feature importance analysis. It is shown that with the prior knowledge learning from the
system, the model prediction accuracy can be significantly improved.
In Chapter 5, a modification to the mixed-integer nonlinear programming (MINLP)
formulation for symbolic regression was proposed with the aim of identification of explicit
physical models from noisy experimental data. The methodology was proven to be successful
in identifying the correct physical models describing the relationship between shear stress
and shear rate for both Newtonian and non-Newtonian fluids, and simple kinetic laws of
chemical reactions.
In Chapter 6, an overall conclusion as well as the outlook on future work is provided.
1.2 Theoretical Framework for Formulated Products De-
sign
During the past decades, enormous efforts have been made in order to develop methods and
tools for product design and development in various disciplines, such as material science,
chemical engineering, marketing and management. Ng, Gani and Dam-Johansen identified
the following three approaches for product design, which are classified based on their solution
strategies [17]:
1. Experiment-based trial-and-error approach.
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2. Physical model-based approach.
3. Integrated experiment-modelling approach.
These three approaches are discussed in the following. The experiment-based trial-and-error
approach is the preferred and most common one for the design of formulated products. By
performing experiments at all steps during the development of a formulation, the product
with desired properties can be developed. One previously reported explicative example is the
development of the inkjet formulation [18]. In this case, with only few key ingredients, and a
set of typical solvents and dispersants, it was possible for an experienced researcher to develop
the optimal blend on a lab-scale, and eventually use the gathered experimental data to generate
a model for future use [19]. However, this approach suffers from two main drawbacks: (i)
it requires a large amount of resources and is highly time-demanding, (ii) it is critically
dependent on the level of expertise of an experimentalist, the past knowledge, both formal
and tacit as identified by Chandrasegaran et al. [20]. In particular, tacit knowledge, consisting
of subjective insights, intuition and heuristic qualitative rules is not easily transferable and is
usually lost with the loss of the experts in product development. Therefore, this approach
would be beneficial if the number and the type of ingredients and processes conditions
were limited a priori and skilled experts are involved in the process. On the other hand,
computational methods, i.e. physical model-based design of formulations, were proposed
in order to reduce the experimental cost and to speed up the R&D process. In the last few
years, various attempts have been made to establish systematic methodologies. Computer-
aided methods have been proposed for solvent design [21], mixture design [22], general
molecular design [23] and etc.. A review of computer-aided molecular design (CAMD)
methods for product and process design was published by Gani [4], while Ng et al. reviewed
significant developments, current challenges, and future opportunities in the field of chemical
product design using the CAMD tools [24]. A key concept in CAMD is to utilize different
chemical property models for possible chemical species in the pool, formulated as a mixed-
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integer linear/nonlinear programming (MILP/MINLP) optimization model, then solved with
numerical optimization techniques [2]. The suitability of these structures for a particular task
or process can be evaluated with respect to a chosen criterion (for instance, the solubility
of the target compound), while considering physical and chemical constraints, as well as
process constraints of varying complexity. From the solution of the optimization model, the
optimal product is obtained. It has been first applied to the design of single molecule species,
and witnessed a huge success. The applications vary from the design of refrigerants [25]
to surfactants [26]. The CAMD method was then extended to the design of mixtures and
composite chemical products, and identified as computer-aided blend design (CAMbD) [27]
also reported as computer-aided mixture design (CAMxD) [28, 29]. Typically, almost all
CAMD/CAMbD methods use group contribution (GC) based property prediction methods
[30, 31] to evaluate the generated compound with respect to the specified set of desirable
target properties. UNIFAC [32, 33] and SAFT-γ [34] demonstrated to be accurate and useful
in calculating solubility, phase equilibrium, partition coefficients, and various other properties.
However, one significant issue is that they rely on binary interaction parameters for every
pair of groups in solution, often not available in thermodynamic properties databases [35].
An alternative way is using quantum chemistry calculation for thermodynamics estimation.
The COSMO-RS and COSMO-SAC are two of the most popular post-processing methods
in COSMO solvation model, where the estimation of thermodynamics only relies on the
composition-independent charge density distributions, also known as sigma profile, and
molecular volume. Detailed review on those methods can be found in Refs. [29, 36, 37].
Furthermore, a systematic review on available computer-aided methods and associated
software tools for formulated product design can be found in Ref [38]. Briefly, the model-
based approaches are able to efficiently find feasible candidates within the application range
of the available models. However, since the function-materials-structure-processing relations
have not been developed for complex formulations, including the ones determined by nano
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or microscale, some target properties are hard to predict with computational tools only [39].
As a result, the third and final integrated experiment-modelling approach was proposed,
which consists in combining the computer-aided model-based techniques with heuristic-
based experimental testing and improvements of the formulation design. The integrated
approach usually consists of three stages: the problem definition stage, the model-based
design stage, and the experiment-based verification stage [40]. In the problem definition stage,
the targets are translated into a set of thermophysical properties and into a list of categories of
ingredients, which are to be included in the formulation via a robust knowledge base. In the
model-based design stage, structured databases, dedicated algorithms, and property physical
model library are employed for designing a candidate base case formulation. Finally, in
the experiment-based verification stage, the properties and performances of the proposed
formulation are tested experimentally. Through this systematic list of stage action, the
formulation is then validated.
By limiting candidate formulations to be tested and verifying the design in the last
stage, the integrated approach is convenient by saving the time and resources (compared
to experiment-based trial-and-error approach) and increasing the accuracy of the results
(compared to physical model-based approach).
In this framework for formulation design, the integration of robotic experiments and
statistical ML models would be a further step in the improvement of the integrated approaches.
In this sense, this approach would combine the time and resource efficiency of robotic
platforms with the fact that predictions of statistical models are only based on data, with no
need of extensive first principles physical knowledge.
The approaches reviewed so far are related to the core product design, and they are based
on the assumption that the target properties and the final market destination have already been
identified and analysed. That is, the core design approaches are part of a broader theoretical
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framework, taking into account different co-existing levels within a complex decision making
hierarchy. These have been proposed by several papers and first reviewed by Gani and Ng in
2015, focusing on product conceptualization [41]. Interesting hierarchical models integration
in this broader framework was identified by Fung et al., who proposed a grand model for
chemical product design, which indicates the relationships between different aspects [1].
It consists of a process model, a property model, a quality model, a cost model, a pricing
model, an economic model, as well as factors such as company strategy, government policies,
and regulations. Further elements have been added by Seider et al., proposing a model
considering issues such as sustainability, company strategy, aesthetics, human senses, and
so on [42], while Zhang et al. included supply chain analysis for optimization of selection
of product ingredients [43]. Despite the large number of problem aspects included in the
grand structure, there are five common key elements included in these high level integration
approaches [5]. For the modelling part, a physico-chemal model (material properties, product
structure, process condition and etc.), a rule-based model (supply chain, economics analysis)
and databases are involved. For the experimental part, experimental and analytical tools are
also considered within the superstructure for the validation of design.
In Fig. 1.1, we illustrate the integration of the methodologies described in this thesis in
the pre-existing theoretical framework reported by Zhang et al. [38]. Briefly, the market
needs to define the product and its desired properties, that can be translated into quantifiable
properties functions. Once identified, the next step in the general product design is to analyse
the existing knowledge in terms of preliminary information, tacit knowledge in the form of
operators’ expertise, and formal knowledge, derived from first principles and the available
models, to define the objective functions to optimize. It is important to stress that commercial
formulated products are often complex mixtures for which no predictive models are available,
and the complex interactions between different ingredients and process variables are not
easily translatable into predictions of the final properties, even by experienced formulators.
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The most common situation would be the availability of a small preliminary data set, which
can be used to define reasonable constraints in the input variables space. The preliminary
data can be used in combination with DoE techniques to run a first batch of experiments
to maximize the information gain and start the iterative process for the multi-optimization
problem. In this regard, there is still an urgent need to have fast DoE algorithms to maximize
the information on different conflicting continuous and discrete targets at the same time. The
lack of predictive models for most of the complex interactions and properties of formulated
products suggests the superiority of DoE algorithms based on the use of data-driven surrogate
statistical models, as discussed in Section 1.3.3. Based on predictions of such models,
trained on the available experimental data, robotic platforms can quickly and reliably run
experiments to generate samples. Automated analytics can then generate a new data set
and use it to iteratively train the algorithms until satisfactory conditions are found. The
underpinning assumption is that the adoption of automated machinery and statistical models
would significantly speed up the discovery of new products and the optimization of the
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1.3 Closed-loop systems for formulations: state of art and
challenges
The recently reported combinations of process automation, artificial intelligence and statisti-
cal models in closed-loop optimization are potentially very promising in reducing the release
time of new products in the market without the need for a detailed physical knowledge of
new complex systems [45, 46, 10]. However, at present, only a very few papers started to
address the challenges and applications of computer-guided closed loop optimization in the
field of formulated products and there is a general lack of discussion on the role of these
new tools in the more general framework of product design, already outlined in the literature.
In this Section, a brief overview of the existing techniques were provided, identifying the
challenges for future research. For a thorough review of closed loop optimization in the fields
of chemistry and chemical engineering the reader can refer to Mateos et al. [46], Houben
and Lapkin [47] and Horbaczewskyi et al. [48].
The common features of automated closed loops reported in the literature are Fig. 1.1:
1. A robotic platform to run experiments in an automated fashion.
2. An automated on-line and in-line analytical tools to evaluate the outcome of experi-
ments.
3. An algorithm suggesting new experiments to carry out, based on the predictive results
of surrogate models, ideally cheap to evaluate. The trade-off between exploitation and




First automated hardware for chemistry can be dated back to the late 1960s [49]. Since then,
considerable advances have been made to expand the potentialities of such a tool. For a
detailed historical excursus, the reader can refer to Ref [49]. Robotic platforms proposed in
the academic literature are mostly developed in the field of chemical reaction and very little
has been proposed for the generation of complex formulated products, for which physico-
chemical interactions between the ingredients have less obvious outcomes compared to
reactions between chemical species. The state-of-art hardware can be grouped into two main
categories: (i) automated continuous microfluidic platforms and (ii) modular batch operations
[50]. Advantages and drawbacks of both configurations are widely discussed in the existing
literature [51, 52] and are beyond the scope of the present paper. However, it must be
highlighted that, whilst the former continuous flow devices seem extremely promising for
investigating reaction conditions in an efficient and resource-undemanding way, the latter
possess great advantages for the mixing, the processing of emulsions, handling of solids,
and for the investigation of thermodynamics-related properties [53], e.g. stability. For most
formulated products, the process determining the final structure, thermodynamic state, and
properties, consists in a combination of rigorously controlled mixing of ingredients at a
certain temperature, and stepwise addition of different ingredients at different stages of
the process. Therefore, the main challenges for the application of automated hardware to
formulated products design, can be identified as:
1. producing a large number of batch samples in a relatively short time;
2. the stringent control of mixing and temperature;
3. accurate handling of solid ingredients;
4. transferring samples between different bays for different unit operations (dispensing,
processing, analysis, etc.);
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5. standardized flexible robotic hardware that can be easily adapted to the specific work-
flow.
High-throughput production of batch samples has developed at different speed and with
different purposes and philosophy in industry and academia. Interesting automated systems
with applications for formulated products are represented by the robotic platform currently
developed by Unilever and the University of Liverpool, and the FORMAX system, proposed
by ChemSpeed Technologies. The latter seems to be one of the more flexible platforms
on the market for formulation preparation; it consists of 30 exchangeable robotic tools and
up to 36 formulation vessels. Each formulation vessel is equipped with a stirring system
with speeds up to 6,000 rpm and precise temperature control. They also include liquid and
gravimetric solid handling, high viscous liquids dispensing, high shear homogenization, and
other robotic features like capping, crimping, gripping. Another commercially proposed
solution is the GEOFF automated formulation robot by LABMAN, with a productivity of 24
formulations per day. Despite great potential, the lack of academic papers describing in detail
such systems or adopting them to exploit their full functionality suggests that their integration
into existing laboratories is not always straightforward, affordable, or convenient. This poses
a serious question about the “democratization” of such tools for their easy exploitation and
wider impact in research.
In this direction, pioneering work in the development of batch modular systems has
been described by Cronin and co-workers [54, 55, 52] that could be adapted to the specific
requirements of this type of products. To date, the developed hardware has only been used to
investigate chemical reactions, with the only exception of the study of physical interactions
determined by thermodynamics, which then manifests itself in complex dynamic behaviour
of oil droplets in a continuous water phase [56, 53]. Being developed for different purposes,
these platforms are only able to produce one sample at a time with interstage automated
cleaning of the reactionware/containers. An attempt to overcome this limitation can be found
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in the recent studies [57], where an automated rotating wheel, coupled with a 3D-printed
dispensing element and automated syringe pumps, can allocate batches of 24 vials per run.
The potential of using 3D printing technologies to build inexpensive hardware was also
highlighted [58].
Systems for carrying out reactions in parallel under different conditions have been
implemented by Chemspeed, Hel Ltd., and other vendors [59–76]. Specifically, high-
and medium-throughput facilities have been implemented in the pharmaceutical industry,
where large numbers of compounds and reactions should be screened. Some examples are
represented by high-capacity storage facilities handled by moving robots and/or robotic arms
and miniaturised prototypes for synthesis and testing [77]. Researchers at Merck [78] have
recently proposed a 96-well metal microtiter plates to screen large numbers of reactions on a
small scale, still highlighting that automated liquid handling requires significant investment
and training, whereas solid handling is both slow and inaccurate. Novartis Pharma developed
a high-throughput robotic system based on the use of deep well microplates with up to 480
samples [79].
Dispensing of ingredients is followed by or is simultaneous with processing of the
mixtures. In most academic papers, mixing seem to be efficiently automated using magnetic
stirrers activated by software-controlled magnets [58, 52]. However, in all the presented
solutions, temperature control is not ensured and, in some cases, mixing appears to be far
from ideal, stressing the need for standard thermostated mixing devices to explore different
effects of mixing and shear stress on the final product. In this sense, continuous flow
microdevices might be advantageous due to the fine control of the shear stress and the
flexibility in attaining different mixing regimes on a small-scale. However, also in this case,
the challenge of reaching similarly high mechanical stresses typical of a shaking process
is still an issue, also considering that most formulated products are processed on a long
time scale not easily achievable in continuous flow micro-devices. Some continuous flow
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high-shear mixers have been proposed [80–82], also for formulated products.
To the best of our knowledge, the only reported example in the literature of closed-
loop robotic optimization for formulated products [83] involves the use of an off-line non-
automated incubator to efficiently process samples, once again demonstrating that this
remains an open challenge in academia. Integration of all the main aspects of sample
preparation, i.e. liquid and solid dispensing, mixing, heating, and weighing, in the same
platform has been achieved in some commercial systems, the most notable platforms being
Chemspeed and Symyx [84], GEOFF automated formulation robot by LABMAN.
Assuming that different operations cannot be easily carried out in the same part of an
automated platform, the next problem to address is the automated transfer of samples from a
bay/station to another. Li et al. proposed the use of automated guided vehicles for transferring
operations in automated labs [85]. Another common solution, robotic arms with multiple
degrees of freedom, is not without its own challenges, since these are often expensive and
designed to carry out only specific repetitive operations with a reduced flexibility. The
problem was effectively solved in the work by Steiner et al. [52], for reactive mixtures:
reactive mixtures were transferred from a batch unit operation to another (reaction, separation,
purification and etc.) by pumping through automatically controlled connection channels.
In the field of synthetic chemistry another industrial example of automated laboratory can
be found in the system developed by Aventis Pharma [86], based on the use of robotic
transferring shuttles on a rail system between different work stations. The automated lab
could efficiently carry out synthesis, mixing and temperature control, and auxiliary operations
such as weighing, capping and uncapping, as well as separation operations, like liquid-liquid
extraction, evaporation, filtration and drying. However, formulated products pose new
challenges, such as the flow of highly viscous products, the presence of dispersed solids,
multiple heterogeneous phases, and the formation of inter-molecular structures (core-shell
particles, entangled molecular chains, micelles, etc.) that might be dramatically affected by
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the shear effects in continuous flow.
Solids handling is of primary importance in automated platforms for the optimization
of formulated products, considering that solid ingredients are often dissolved in a liquid
matrix or present in the final product in the form of solid dispersions or solid blends [87, 88].
However, none of the reviewed papers in the field of robotic platforms for the optimization,
discovery, and development of chemical processes has efficiently addressed the issue, despite
the fact that it would be beneficial also for chemical reactions. Several technical solutions
commercially available in drug discovery had been described [89]. Trap-door mechanisms
with holes of different diameter are described as surprisingly accurate methods of solid
dispensing, although inflexible and dependent on the packing of the material in the holes,
which makes it unreliable for powders of different size distributions. Solid handling pipettes
rely on vacuum [90], or electrostatic forces [91] which makes them difficult to install and
limits their applicability, whereas more traditional devices are based on the use of Archimedes
screws [87]. Other commercially available solutions are included in the Chemspeed’s
gravimetric dispensing unit, the Mettler-Toledo’s dispensing stations, and the Zinsser Analytic
Calli robotic powder handling; at present, there are no publications reporting their integration
in robotic platforms for reaction and formulations development and is was recently stressed
that no general automated solid handling solution currently exists [78].
One final remark is the need for standardized unit platforms to be combined together
in different ways for a faster and cheaper exploitation of robotic laboratory technology.
Standardization is a fundamental requirement for commercialisation and application of
technologies on a large scale. Moreover, standardization of robotic hardware and software
would enable faster implementation of communication between different platforms, efficient
collaboration between researchers with different backgrounds, and creations of networks
of different platforms working on the same task, even remotely. The need of modularity
[51, 52] and standardization [54] has been already highlighted and partially tackled in the
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field of reaction development. However, future research is fundamental to extend the range
of applications and to make this relatively new tool accessible, available, and usable for
scholars with different expertise.
1.3.2 Analytics
Automated analytical tools are of crucial importance for the fast and efficient adoption of
robotic platforms for formulation development and they represent the ongoing bottleneck to
the wide adoption of such systems in academia and industry. Once again, most of the analytics
automated in the literature has been used for reaction development. A thorough review can
be found in Mateos et al. [46] and Houben et al. [47]. The most common adopted techniques
for reactive systems are UPLC and HPLC [92, 93, 51, 94–98, 45, 99–103, 10, 104, 105],
GC [106, 99], MS [37, 40, 46, 56, 52, 54, 53, 105, 107], IR [51, 55, 107, 108, 99], Raman
[51], and UV spectrophotometry [106, 109, 110]. However, according to the theoretical
framework outlined by Bernardo et al. [39], formulation design is a cycle of inversion and
evaluation of quality, property and process functions. Unlike reaction optimization, in this
case, most of the quality and property functions cannot be easily parametrized and most of
the measurable final properties of products are not easily correlated to the concentration of
chemical species in the system, meaning that there is a need for more complex automated
characterization of the obtained samples.
For formulated liquid products, the main general desired properties can be identified
as: stability, aspect (colour and turbidity), viscosity, surface tension, pH, conductivity, zeta
potential and droplets size distribution, in the case of emulsions. Therefore, more complex,
analytical sensors need to be identified and integrated in the robotic platforms to acquire data
about different properties at the same time. Other important properties can be functional
performances. i.e. for example UV protection of solar creams, or other sensory properties like
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odour, stickiness, etc. A first step in the automation of sensory properties measurement is rep-
resented by the new robotic tactile systems SynTouch (https://syntouchinc.com/technology/).
One key property of several commercial formulated products, ranging from detergents to
personal care products, is their external appearance, which can be quantified using discrete
and continuous variables. The former can be defined as “stability” which is related to the
capability of the system to not show phase separation, whereas the latter can be quantified
considering their absorbance spectra in the visible range and their turbidity value, measured in
Nephelometric Turbidity Unit (NTU). Phase separation can be evaluated through automated
image processing from automated cameras. Automated cameras and image processing
coupled to robotic platforms have already been proposed in other contexts [56, 53].
Very recently, Cao et el proposed a robotic platform to measure turbidity of a commercial
detergent, based on the adoption of a cheap LED and a light sensor on a moving 3D-printed
support [83]. The LED and the light sensor are fixed on the opposite sides of a vial containing
the samples, on a rotating wheel accommodating up to 24 vials. The electrical signal can
be converted to the turbidity value in NTU, based on a calibration with turbidity standards.
Following an analogous protocol, moving probes have been proposed to automatically
measure pH values [57] and the same can be applied to conductivity measurements. pH
measurements can be also carried out by the FORMEX platform by Chemspeed Technologies
and the automated GEOFF Labman platform. At present, there are a few examples of closed-
loop optimisation optimizing particle size [14] and viscosity [83, 111], whereas no example of
zeta potential and surface tension in such loops have been found to date. However, in the few
above-mentioned examples, both dynamic light scattering (DLS) and viscosity measurements
were manually carried out offline. A promising alternative to carry out DLS and Zeta potential
analysis in an automated fashion seems to be represented by the new Malvern Zetasizer
coupled with an automated autosampler, however, there are still no examples of integration
of such pieces of equipment in the automated platforms at present. Automation of DLS
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analysis was reported by Zhao et al. [79], using a DynaPro light scattering system (Wyatt
Santa Barbara, California, USA), with an average throughput of 30 samples per hour.
Automated viscosity measurements can be a challenging task, especially for high viscosity
and non-Newtonian fluids. One example of a semi-automated capillary viscometer can be
found in Neumann et al. [110]. In this case, viscosity is calculated from the measurement
of pressure drop in a capillary in which the fluid is flowing. An automated syringe pump
can dispense the fluid sample and the system can perform cleaning cycles with a solvent
in between the measurement runs. The described device has been successfully adopted to
characterize rheology of both Newtonian and non-Newtonian low-viscosity fluids. Desmukh
et al. [112] also proposed a similar system, based on the analysis of the mass flow behaviour
or modelling of the pressure profile along the tips of multiple pipettes. In this case, it is
claimed that the system is rapid and parallelized, allowing analysis of more than 100 samples
in less than an hour, although accurate testing was only shown for Newtonian fluids. The
main challenges associated with this type of devices are the narrow pressure range and solvent
compatibility of pressure sensors, the accurate temperature control, and the need for smooth
and pulseless dispensing to have accurate measurements. Further research will have to extend
the range of usability of these devices and to integrate them in more comprehensive work
flows, for the autonomous production and analysis of liquid formulations. An alternative
solution is represented by the coupling of robotic arms with traditional rotational viscometers
[113]. Commercially available systems for automating viscosity measurements are illustrated
by the GEOFF robot and the Phil CUP/BOB rheometer by LABMAN automation, and the
high-throughput rheometer Anton Parr HTR 502.
Finally, it is worth mentioning other examples of high-throughput automated assessment
of less obvious and easily quantifiable properties of formulated products reported in the liter-
ature: among these: the dirt removal efficacy of different cleaning systems [114], and colour,
glossiness, homogeneity, friction, and other mechanical properties of coatings proposed by
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the FORMAX platform by Chemspeed Technologies (https://www.chemspeed.com/formax/).
1.3.3 Algorithms
Robotic platforms can iteratively provide data points to train DoE algorithms, suggesting
new conditions in order to optimize the input variables with respect to one or more target
functions.
There are mainly two large groups of DoE algorithms: static and adaptive [115]. The
static sampling techniques, also known as one-shot sampling, is a type of method wherein all
the sample points are generated at once [116, 117]. Depending on the understanding of the
system and the computational power, it can be further classified into system-free design and
system-aided design. The key criterium for the system-free DoE is its space-filling ability.
Factorial design, fractional factorial design are the classic system-free DoE methods, which
aim to fill the space uniformly. To add randomness in the filling procedure, Monte Carlo
sampling (MCS) was proposed, which uses pseudo-random numbers to generate sample
points for space-filling. It is then further developed into stratified Monte Carlo sampling
(SMCS), Quasi-Monte Carlo sampling (QMCS) and so on, in order to overcome shortcomings
of the classic MCS method. Abundant literature from the fields of mathematics, statistics and
engineering exists for Monte Carlo type of sampling techniques [118–121]. These methods
inherently aim to space-fill but lack quantification of space-filling during the placement,
such as uniformity-based space filling criteria (SFC) [122, 123], and distance-based SFC
[124, 125]. Therefore, various methods which use the SFC as the objective function in the
placement optimization problem were proposed. McKay et al. developed Latin Hypercube
Design (LHD) also known as Latin Hypercube Sampling (LHS). It was inspired by the
concept of Latin square sampling [126], where an n-by-n matrix is filled with n different
objects such that each object occurs exactly once in each row and exactly once in each column.
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Further, its variations such as orthogonal array-based LHS [127], orthogonal LHS [128], and
symmetric LHS [128] were also introduced. Johnson et al. proposed two distance-based
designs: maximin and minimax [125]. The maximin design maximizes the smallest distance
between any two points; similarly, the minimax designs minimize the maximin distance
between two points.
Although the system-free DoE techniques are easier to implement and less computational
power is needed, researchers realized the vital importance of incorporating system informa-
tion while generating experimental designs. To generate system specific design, scholars
proposed model-based designs in different ways, such as maximum entropy sampling, mean
squared error (MSE)-based designs. Lindly [129] proposed a measure to quantify information
based on Shannon’s entropy [130]. This entropy criterion was first employed by Shewry and
Wynn to construct system-based designs [131, 132]. The MSE-based design is first employed
by Sacks and Schiller [133] as the prediction accuracy of a surrogate model can be improved
by minimizing its integrated mean squared error [134].
Adaptive sampling, also known as sequential sampling has attracted attention from
both research and industrial community. It can overcome the under/oversampling and
poor system approximations resulting from the static sampling methods [135]. It has been
also shown within numerical analysis that the adaptive sampling methods yield superior
surrogate approximation and lower computational expense compared to static techniques
[135]. Researchers have reported adaptive sampling techniques for different surrogate model,
such as support vector machines (SVM) [136, 137], artificial neural network (ANN) [138],
and others [139–141]. These are the type of adaptive sampling techniques where sampling
points are placed systematically, yet still stochastically. In contrast, methods which formulate
optimization problem to place new samples were also reported. Cozad et al. [142] proposed
ALAMO algorithm (Automatic learning of algebraic models for optimization), which is a
surrogate modelling tool where a derivative-free optimization problem is solved to maximize
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deviation of the surrogate model prediction error in order to place the next sampling point
[143, 142]. Detailed review of the existing algorithms has been published [115]. Here we
outline the general needs of the formulated product development and identify the key aspects
for future research.
1. Formulations can be complex physico-chemical systems for which no existing physical
models are readily available. The use of cheap-to-evaluate black-box surrogate statisti-
cal models is particularly suited to model the responses of the products to variations in
the input space.
2. In formulation design, it is extremely important to consider multiple, often conflicting,
targets and performance criteria. There is no commercially relevant formulation which
does not have to meet several targets at the same time in terms of final properties (aspect,
fragrance, touch, viscosity, stability, etc), costs, and environmental impact. In this
sense, several of the proposed single-objective optimization algorithms are completely
inadequate. Combining several targets in one single objective, i.e. scalarizarion, is a
possibility as shown for example in the multi-objective active learner (MOAL) [144]
methods. However, this is not ideal, since it requires prior knowledge, introduces
bias, and often is not straightforward [145]. Successful implementation of multi-target
optimization has been so far achieved for continuous variables using the Thompson
sampling efficient multi-objective algorithm (TS-EMO) [146, 10].
3. The sustainability challenge imposes targets for rapid development of new formulations
or substitutions of some ingredients with others, as environmental legal requirements
and consumers’ ethics become more and more stringent [147]. As a result, algorithms
need to be fast and models cheap to evaluate, also in exploring a high-dimensional
combinatorial space. In addition, both discrete and continuous variables and target
performances need to be efficiently taken into account at the same time.
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4. The main drawback of black-box surrogate models is that they generally do not provide
any information about the physics underpinning product’s functional performance.
In this sense, the use of data collected from closed-loop optimization procedure for
generation of physical knowledge is crucial in gaining a better understanding of the
processes to rapidly adapt and transfer the results to similar systems. Very preliminary
results in this sense can be identified in the physical interpretation of models hyper-
parameters [10], the manual interpretation of Pareto fronts by human experts [148],
and, more recently, the automated capture of chemical intuition transferred between
similar systems [149], and the automated generation of physical laws from data [110].
5. As in the case of hardware, there will be a general need for user-friendly open-source
software interfaces, to enable experimentalists to apply the developed techniques
regardless of their specific field of expertise and democratize the use of such tools.

Chapter 2
Formulation optimization using robotic
experiments driven by machine learning
DoE
2.1 Introduction
Formulated products are complex mixtures of ingredients, whose time to market can be diffi-
cult to speed, due to the lack of general predictable physical models for the desired properties.
In this chapter we present such closed-loop optimization system as introduced in Section 1.3
for the multi-objective optimization of a commercial formulated product. Here we report
the coupling of a machine-learning classification algorithm with the Thompson-Sampling
Efficient Multi-Optimization (TSEMO) algorithm for the simultaneous optimization of con-
tinuous variables enables to simultaneously meet discrete (namely, formulation stability)
and continuous (namely, viscosity, turbidity, and price) targets. The methodology is suc-
cessfully applied to the design of a formulated liquid product of commercial interest for
which no physical models are available. Experiments are carried out in a semi-automated
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fashion using robotic platforms triggered by the machine-learning algorithms. The procedure
allows to find 9 suitable recipes meeting the customer-defined criteria within 15 working
days, outperforming human intuition in the target performance of the formulations. The
proposed methodology enables to find suitable solutions within a relatively short time, i.e.
15 working days, using little empirical prior knowledge about the physical system to define
the constraints of the input variables. This makes the proposed pipeline particularly suitable
for the early stages of the formulated products design.
2.2 Materials and Methods
2.2.1 Case study and materials
The case study under consideration is a commercial formulation consisting of three different
commercially available surfactants (S1 = Texapon SB3, S2 = Dehyton AB30, and S3 =
Plantacare 818), a polymer (P1 = Dehyquart CC7), a polymer (P1 = Dehyquart CC7), and a
thickener (T1 = Arlyon TT). The pH was adjusted using citric acid (ACS reagent, ≥ 99.5%)
from Sigma-Aldrich, used as received. Turbidity standards (1, 2, 5, 10, 100, 500, and 1000
NTU) were purchased from Sigma-Aldrich.
2.2.2 Close-loop optimization procedure
A general scheme for the optimization procedure is given in Fig. 2.1. In Fig. 2.1, continuous
lines represent the materials flow, whereas dashed lines represent the information flow. The
formulation was simultaneously optimised with respect to viscosity, turbidity, stability and
price. At each iteration, a batch of 8 different suggested samples is prepared using the Robot
R1. Each batches were run twice to ensure repeatability. The so prepared samples are then
processed to generate the final product. The samples are successively transferred to the
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Robot R2, which can automatically perform pH, turbidity and stability tests. The samples
are finally analysed off-line to measure viscosity. Details on the robotic platforms R1 and
R2, and the experiments are provided in Section 2.2.3. The turbidity and viscosity values
are used to train surrogate Gaussian Processes (GPs) models for prediction of the target
outputs. The price is analytically calculated using the unitary price of each ingredient and
their relative amounts. Based on the predictions, the TS-EMO algorithm generates 8 new
conditions to be tested in order to find a compromise between exploitation (finding the best
conditions to minimize the objectives) and exploration (reducing the uncertainties) of the
input chemical space. The generated temporary suggestions are then tested in silico using
a classification algorithm to predict which samples would be stable. The conditions that
give unstable formulations according to the classification algorithm are discarded, and the
TS-EMO algorithm is reused to generate other suggestions, until an entire batch of 8 stable
conditions is available. The new suggested conditions are finally added to the data set and
used to trigger a new iteration. Details about the TS-EMO algorithm and the classification
algorithm are provided in Sections 2.4 and 2.5. The file repository used for this work can be
found to the following GitHub page: https://github.com/sustainable-processes/centripeta.
2.2.3 Robotic platform
Samples preparation and analyses were partially automated by using two modular wheel
platforms (MWPs) adapted from adapted from Sally et al. [150] with modification to the
needs of this projects work. The original platform publication describes the base model as
well as certain additional optional modules. This project utilised a number of these modules
to complete the workflow. Fig. 2.2 shows a picture of the adopted experimental set-up.
Briefly, both platforms consist of a laser-cut rotating wheel which can allocate up to
24 sample vials per batch. In R1, a 3D-printed element, equipped with a variable number
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Fig. 2.1 Scheme of the adopted closed-loop optimisation workflow.
Fig. 2.2 Adopted experimental setup.
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of needles, is connected to automated syringe pumps (Tricontinent, Gardner Denver, C-
Series), dispensing the five different ingredients. The three surfactants are pre-diluted in
water to have a concentration of active matter of 20 g ·L−1 in the feeding bottles. pH was
pre-adjusted to the desired value of 5.5 using citric acid. The requirement for the pH value
was fixed for the specific application of the commercial product under consideration. The
polymer P1 and the thickener T1 were used as received. The system was automated and
triggered by a Python script to generate 8 samples at each iteration of the optimization
procedure. Samples were always prepared according to the following constraints for the
concentrations, defined using the little semi-empirical pre-knowledge about the system:
S1+S2+S3 = 15 g (active matter) ·L−1, P1 ≤ 2 g ·L−1, and T 1 ≤ 2 g ·L−1. The generated
samples were then transferred to an incubator (Corning LSE 71L Shaking Incubator) where
they were mixed for 2 h, at 50 ◦C and 300 rpm. The obtained formulations were cooled down
to room temperature before being transferred to R2. In this second robotic platform, we
perform three kind of analyses in an automated fashion at the same time. A pH probe confirms
that no pH changes occur during the process (VWR pH electrode, semi-micro, pellon junction
662-1767). No significant deviation from the target pH = 5.5 was recorded at any time. A
built-in turbidity sensor is used to measure the turbidity value in NTU. Calibrations with
turbidity standards were carried out every three days. Finally, an automated camera was
used to take pictures of the samples and discriminate between stable homogeneous samples
and unstable formulations presenting phase separation. The samples were tested off-line to
measure the viscosity at a shear rate of 10 s−1 and 25 ◦C, by using a rotational viscometer
(ARES Rheometric Scientific, strain controlled, couette configuration). The viscosity tests
were run offline due to the fact that current auto-viscosmeter cannot handle the high viscosity
of the shampoo formulation in this case study [151]. However,it can still demonstrate the
key points in a closed-loop optimisation scheme for works on overcome the current issue in
automated analytical tools.
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Platform - General overview
The first platform “R1” was used for sample preparation and was an exact replica of the one
reported in Sally et al. [150], the only exception being the number of possible ingredients to
dispense as well as the pump type used (syringe pumps). This platform is a simple liquid
handling station driven by a Geneva drive to ensure accurate placement of each reaction vial.
The general instructions for assembling of a base model of this platform can be accessed in
the following GitHub page containing:
• STL file for 3D printed parts;
• DXF files for laser cut components;
• Instructions for the assembly of all components;
• Software files and accompanying instructions for installation and usage;
• Bill of materials for commercially available components and custom ordered pieces.
A detailed description of this platform can be found in Ref. [152], as well as the Github
link (https://github.com/croningp/InorganicClusterDiscovery). For the purposes of this work,
we have described our custom set-up and how it operated. The second platform “R2”,
designed for sample analysis, was based on the same wheel system, this time equipped with
two X/Y/Z movement modules constructed using commercially available components and
3D-printed parts. The first of these modules was fitted with an LED light source and a light
detector for turbidity measurements, the second was equipped with a pH probe. The platform
was also equipped with a camera for image collection.The detailed design of the platform
hardware were shown in Fig. 2.3.
Samples are dispensing directly into 14 mL vials via TriContinent C-series syringe pumps
(a full wheel containing 24 such samples) on platform 1, Fig. 2.3 A. Samples are removed
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Fig. 2.3 Hardware of the two robotic platform: [A] Liquid handling platform R1. [B] Three
step sequence of each reaction: Dispensing, sample incubation, sample analysis. [C] Platform
R2 for reaction solution analysis.
32 Formulation optimization using robotic experiments driven by machine learning DoE
by hand to the incubation chamber for 2 h at 50◦C and 300 rpm to obtain the processed
formulation. Sample are then added to R2 (Fig. 2.3C) for turbidity and pH analysis. As
turbidity is a non-invasive technique in this it was performed first. Fig. 2.4 shows a CAD
image of the two modules positioned around the platform frame, housing the turbidity and
pH sensors (A and B respectively).
Fig. 2.4 CAD design of turbidity test module and pH test module: [A] Modular syringe driver
for turbidity sensor. [B] Modular syringe driver for pH probe.
The pH probe used was a VWR TM 6mm x 150mm pH electrode with semi-micro epoxy
body calibrated by using three buffers at know pH = 4, 7, and 10, respectively. The pH
probe itself was mounted on a X-Z motion module. The purpose of this module is to allow
pH analysis as well as the ability to run automated cleaning cycles on the probe between
sample. The probe is removed from the reaction vial and moved to a static cleaning position
(excluded from Fig. 2.4 for clarity, shown in detail below in Fig. 2.5). This position houses a
14 mL vial containing wash solution materials and is replenished after each cycle.
2.2 Materials and Methods 33
Fig. 2.5 Detailed view of pH probe set-up and motion. [A] Reaction/sample vial [B] Cleaning
station vial [C] Horizontal movement [D] Vertical movement.
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The procedure and method for determining sample turbidity is described in Section 2.2.3
below, this section describes the hardware set-up. Fig. 2.6 shows a CAD image of the light
source and sensor for the turbidity measurement mounted on a modular syringe driver. The
vial tray was cut to allow for the light source and sensor to be positioned directly opposite
each other, passing through each vial. A background 3D print was also installed on the vial
tray to provide a stable image background.
Fig. 2.6 CAD design of the light source and sensor for the turbidity measurement. [A] Static
module syringe driver holding the turbidity sensor. [B] 3D printed mount for the light source,
secured to the underside of the frame [C] Turbidity sensor [D] Custom vial tray to allow for
sensor placement behind the vial [E] Imaging background embedded in the vial tray.
Turbidity sensor
Turbidity is an optical property based on the amount of light scattered and absorbed by
colloidal and suspended particles [153]. Here we use the correlation between turbidity and
the transition light intensity to measure the turbidity of the formulation product. A schematic
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layout and electronic set-up of the device are shown in Fig. 2.7. A moving LED light source
and a light detector could move to the opposite sides of the sample vials. The value recorded
by the light detector was converted into an electric power output proportional to the intensity
of the light and converted to the turbidity value in NTU, through a calibration curve. The
calibration curve was obtained by using turbidity standards (1, 2, 5, 10, 100, 500, and 1000
NTU).
Fig. 2.7 Schematic figure of the procedure and method for determining sample turbidity.
Viscosity measurement
The viscosity was tested off-line to measure the viscosity at a shear rate of 10 s−1 and 25 ◦C,
by using a rotational viscometer (ARES Rheometric Scientific, strain controlled, couette
configuration).
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2.2.4 Robotic experiments
Preliminary operations
Surfactants were manually diluted with water to have an initial concentration of 20 g of active
matter per litre and added to the feeding bottles. The thickener and the polymer were used
pure. pH of all ingredients was manually pre-adjusted to 5.5 using citric acid and NaOH.
Sequence of operations
• A .csv file generated from the previous iteration of the algorithm is used to trigger
the sample preparation in the first platform R1. The .csv file contains the amount of
ingredients for each sample. A .txt file is generated at the same time containing the
same information.
• Samples are transferred into the incubator to process the samples.
• Samples are cooled down to room temperature and transferred to the second platform.
• Turbidity of the samples is tested and the data is associated to the corresponding sample
in the .txt file.
• Off-line viscosity tests are carried out and the data are added to the .txt file.
• The price is calculated based on the unitary price and the relative amounts of the
adopted ingredients and added to the data file.
• The new collected data are merged with the ones obtained in all previous iterations.
• TS-EMO is run to generate new conditions to be tested.
• The new generated conditions are tested in silico using the stability classifier. The
samples predicted to be unstable are discarder and the TS-EMO is run again until an
2.2 Materials and Methods 37
entire set of 8 samples is generated. This are summarized in a csv. file to trigger a new
iteration.
Side tests operation
• The prepared samples were randomly tested for their pH, for some of the iterations,
to confirm no pH variations occur during the preparation and processing. pH was
only tested for some of the batches to save time and resources, since no pH variation
was observed after processing in any of the investigated samples and preliminary
observations.
• Pictures of the samples are taken to visualize phase separation. This is currently done
by a human operator. Automated image analysis can be integrated in the future.
Fig. 2.8 Schematic diagramme of the sequence of operations.
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2.2.5 Classification algorithm
Classification is a type of model assigning labels to regions of the parameters space given only
a few known labelled training data [154]. The algorithm used in this study was developed
according to the multiple active learning methodologies, developed and successfully applied
to images classification [155], music annotation [156], and text categorization [157]. The
method was applied to our case study to distinguish between stable and non-stable formu-
lations faster than randomly accumulating and searching experimental evidence. A Naïve
Bayes Classifier and an uncertainty-based sampling strategy were adopted. A flowchart for
this framework is shown in Fig. 2.9.
Fig. 2.9 A workflow for active learning of the developed stability classifier.
A small set of initial data is needed to first train the model, and generate possible
experiments for the next step. The trained classifier then can predict the outcome of these
experiments and selects the most uncertain experiment, i.e. the one with the lowest confidence
on the predictions. The selected experiment is then performed on the real system, and the
result is added to the dataset, which can be used to train a new classifier. The process is
repeated again until a given termination criterion is met. The so collected final dataset should
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be more informative than one built using a non-active acquisition method. In this work, a
batch sequential design was used, suggesting 12 different experiments at each iteration.
According to Bayes theorem, the probability of given x being class c is Eq. (2.1) [158],
with the assumption that all attributes are independent given the value of the class variables,
Eq. (2.2).
p(y = c | x) = p(x | y = c)p(c)
p(x)
(2.1)
p(y = c | x) ∝ p(x | y = c)p(c) (2.2)
Due to the fact that features S1, S2 and S3 sum to a constant, Eq. (2.2) was modified to
consider the subsets of independent features, following a joint distribution. The posterior
distribution will then be given by Eq. (2.3).
p(y = c | x) ∝ p(c)∏
j
p(x j | y = c) (2.3)
where j denotes each subset.
In this work, there are three subsets of features: (i) features S1, S2 and S3 sum to a
constant value, and follow the Dirichlet distribution, which is denoted as x0,
p(x′0 | y = c) = Dir(x′0 | αc) (2.4)
where x′0 = x0/t and αc ∈ R3 are the parameters of the Dirichlet distribution; (ii, iii) features
P1 and T1 follow a normal distribution, which is denoted as xi,
p(xi | y = c) = N(xi | µi,c,σi,c) (2.5)
where µ1,c represents the mean of feature xi prediction y = c, σ1,c represents the standard
40 Formulation optimization using robotic experiments driven by machine learning DoE
deviation of feature xi for prediction y = c. i = 1 for P1, and i = 2 for T1.
Therefore, the posterior probability is given by
p(y = c | x) ∝p(x)p(x′0 | y = c)p(x1 | y = c)p(x2 | y = c) (2.6)
Adopting a constant prior p(x), Eq. (2.6) becomes:
p(y = c | x) ∝p(x′0 | y = c)p(x1 | y = c)p(x2 | y = c) (2.7)
The parameters were estimated by using maximum likelihood estimation:
max
θ
log p(y = c | x) (2.8)
where θ = (αc,µc,σc), µc and σC have analytical solutions by setting the derivation of log
likelihood equals0; αc is found by using the mean precision algorithm [159].
Given the nature of the classification algorithm, each batch at a given iteration, would
likely be made of similar experiments. Therefore, the algorithm assigns a score to represent
the importance of each sample in terms of local uncertainty and global exploration. From
the score, we assign a probability to each of the sample according to a pair of pre-defined
probabilities: local uncertainty and global exploration.
The local uncertainty is measured by Shannon entropy [130]:
Si,local =∑
k∈c
p̂i,k log p̂i,k (2.9)
where k represents class k, p̂i,k is the predicted probability, and c is the number of the classes.
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The score for global exploration is given by:
Si,global =min
j
∥∥xi − x j∥∥ (2.10)
where j represent sample j. Using Si,local and Si,global we sort the samples separately
according to each of scoring criteria. Then we assign the probability for each of the data
using a discrete exponential distribution Eqs. (2.11) to (2.16). The parameter (λ ) was set
with the objective defined in such a way that top 5% of the experiments should be assigned
95% of the probability. In another words, we have 95% chance to sample a point within the
5% best points ranked by uncertainty value.
Ilocal =(I1,local, I1,local, · · · , In,local) (2.11)
Iglobal =(I1,global, I1,global, · · · , In,global) (2.12)
pi,local =
exp(index o f i f or i in Ilocal | λ )
∑
n
j=1 exp(index o f j f or j in Ilocal) | λ
(2.13)
pi,global =
exp(index o f i f or i in Iglobal | λ )
∑
n
j=1 exp(index o f j f or j in Iglobal) | λ
(2.14)
plocal =(p1,local, p2,local, · · · , pn,local) (2.15)
pglobal =(p1,global, p2,global, · · · , pn,global) (2.16)
where plocal and pglobal are arrays of assigned probability according to Slocal and Sglobal , and
i is used to denote the index of the sample. Therefore, the overall probability for sampling
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data is given by Eq. (2.17).
P′overall =plocal ⊙pglobal (2.17)
where ⊙ is element-wise multiplication.
The samples are sorted according to the values of P′overall , and the overall probability for
sampling is given by Eq. (2.19).
Ioverall =(I1,overall, I1,overall, · · · , In,overall) (2.18)
pi,overall =
exp(index o f i f or i in Ioverall | λ )
∑
n
j=1 exp(index o f j f or j in Ioverall) | λ
(2.19)
poverall =(p1,overall, p2,overall, · · · , pn,overall) (2.20)
2.2.6 Multi-objective optimization algorithm
Here we adopted the Thompson Sampling Efficient multiobjective optimization (TSEMO)
algorithm [146], which is extended from the Thompson Sampling (TS) method from the
multi-arm bandit community to continuous multi-objective optimization.
Objective function
For a multi-objective optimization problem, it can be defined as
minx∈X⊂Rd G(x) = [g1(x),g2(x), · · · ,gm(x)] (2.21)
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where X is the design space, x is the decision vector and G is a vector of m scale objectives
gi(x) to be minimized.
Fig. 2.10 Algorithm flowchart for TESMO algorithm.
Algorithm outline
The outline of the TSEMO algorithm is shown in the flowchart below. As indicated in
Fig. 2.10 the initial Gaussian Process models will be built with the initial dataset with size n.
At each iteration i, Let X (i) = x1, · · · ,xn, xn+1, · · · ,xn+i be the inputs of the data collected,
and Y (i)j = y
(1)




j , · · · ,y
(n+i)
j the corresponding responses for each objective
function g j(x), with j = 1, · · · ,m. For each objective Y (i)j , a corresponding independent
GP is trained, that we find GP(i)j (m
(i),k(i) | X (i),Y (i)j ) for j = 1, · · · ,m. For GP regression,
covariance functions, also known as the kernel function, determines the properties of the
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fitted functions. In this work, we used stationary kernel functions from the Matérn class. The
























, Kν(·) is a modified Bessel func-
tion and Γ(·) is the gamma function. The parameter ν defines the smoothness of Matérn
covariance functions. The parameters λi define the length scales of the input variables. If an
unput dimension is not relevant, the corresponding length scale is large. The maximum a pos-






















where µi and σ2i denote the mean and the variance of the normal distribution of the prior.




After the GPs are trained, for each objective, single-objective Thompson Sampling (TS)
were applied to have m distinct functions from these m independent GPs using spectral
sampling. From this, we obtain a collection of m functions f (i)1 (x), · · · , f
(i)
m (x) at each
iteration. Since the GP samples are cheap-to-evalute functions, we then applied NSGA-II,
a genetic multi-objective algorithm. Let C(i) refer to the current candidate set given by the
approximate Pareto set of GP samples f (i)1 (x), · · · , f
(i)
m (x). The size of the candidate set C(i)
is equal to the population size, and the number of generations is fixed to allow sufficient
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convergence of this set to the true Pareto set the GP samples f i1(x), · · · , f
(i)
m (x).
Once we have the approximate Pareto set C(i), hypervolume criterion was used to choose
the next sampling point. The hypervolume indicator is the m-dimensional lebesgue measure







where P is the non-dominated Pareto front, and R is the reference point.
The point to sample should give the largest hypervolume improvement when it add to the
current Pareto set (Eq. (2.25)).








where P(i) is the Pareto front of the current output dataset, r(i) is the reference point for the
hypervolume calculation, yC =
(




















It is important to have a fast algorithm to calculate δHV due to the fact that this calculation
needs to be done for every candidate point in C(1) A summary for the efficient computation
of ∆HV is given by Emmerich et al. [161]. Due to the fact that we have three objective,
therefore we use a Monte-Carlo approximation for the calculation of ∆HV .
The reference point r(i) is approximated by the anti-ideal point of approximate Pareto
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front of GP samples
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Lastly, the datasets are updated with the proposed data point: X (i+1) := x1, · · · ,xn,xn+1 ,
xn+i,xn+i+1 and Y (i) j :=
{








for j = 1, · · · ,m and the procedure
is repeated with i := i+1 until a the maximum number reached.
Batch sampling
Due to the fact that in this case we can run up to 24 samples at each iteration, it is advantageous
to adopt to batch-sequential design in order to propose multiple sampling points. Let b denote
the number of sampling points and i the current iteration. TSEMO was employed i-times to
add i×b number of points. The procedure is same as shown in Section 2.2.6 using the data
X (i) and Y ij except that Eq. (2.26) is replaced with the equation which can propose multiple
sampling points. Then a greedy approximation was used for the optimization. The multiple
sampling points at each iteration can be found in Eq. (2.28)
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where yC =
(





The optimization procedures are carried out are similar to Section 2.2.6. The hypervol-
ume for all points in C(i) were calculated and the datasets are updated with the proposed data
sampled points:X (i+1) := x1, · · · ,xn,xn+1, · · · ,xn+i×b,xn+i×b+a, · · · ,xn+i×b+b and Y
(i)
j :={




j , · · · ,Y
(n+i×b)
j ,g j(xn+i×b+1), · · · ,g j(xn+i×b+b)
}
for j = 1, · · · ,m.The
procedure will be repeated with i := i+ 1 until a specified maximum number of function
evaluations are reached. Further discussion of the TSEMO algorithm and be found in Ref.
[146].
Implementation of TSEMO algorithm
As shown in Section 2.2.6, the optimization procedure can be stopped when the maximum
number of evaluations is reached or when the operator is satisfied with the obtained results.
This can be automated by terminating the algorithm when the objective functions are lower
than a given epsilon. For this specific case study, the number of suggested experiments at
each iteration was set equal to 8. The input variables were chosen as the concentrations of
the ingredients and the three targets to minimise were chosen as the turbidity value in NTU,
the squared distance between the measured viscosity and the target viscosity of 3 Pa · s, and
the cost of the adopted ingredients ($ ·L−1). The latter was calculated as the sum as the
unitary prices of the ingredients multiplied by the adopted amounts in each sample. As this
target was an explicit function of the input variables, the code was modified to not train a GP
for this specific target, using the directly calculated values instead. The targets were chosen
according to the indications of the product supplier: an ideal product is a stable homogeneous
clear formulation with a viscosity close to 3 Pa · s, at the lowest possible cost.
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2.3 Results and discussion
2.3.1 Stability prediction: classification algorithm
A classification algorithm was developed and trained in order to classify the suggestions of
the coupled TS-EMO algorithm based on their stability, and to avoid waste of resources and
time generating samples the exhibit the undesired phase separation. The smart sampling
classifier was developed as described in Section 2.2.5. An initial data set of 48 samples was
generated using a Latin Hypercube Design as a space filling technique [162]. The samples
were generated by two complete rounds of the robotic platforms R1 and R2. The initial
data set was used to train the classifier and generate 12 new potential experiments to be
performed at each iteration. The new generated samples were added to the data set and
procedure repeated for four complete cycles. As described in detail in Section 2.2.5, a Naïve
Bayes Classifier was chosen due to its simplicity, efficiency and accuracy in classification
problems. The performance was evaluated as the average for prediction accuracies of the
5-fold cross-validation between the classes of stable and unstable formulations [163]. A
bi-dimensional representation of the initial data set is shown in Fig. 2.11 (Run1), together
with the first 12 suggested experiments. Linear Discriminant Analysis (LDA) was found to
be a suitable dimensionality reduction algorithm for better visualization of the data set. The
results of the iterative training of the classifier are shown in Fig. 2.11 (Smart sampling). As
one can see, the suggested experiments at each iteration are nicely distributed at the border
between the two clusters, which represents the area with the highest uncertainties. Moreover,
the repulsive criterion adopted for the batch sequential design, provided a better exploration
of the space. For the sake of comparison, the same procedure was repeated adopting a random
sampling strategy. For the sake of comparison, representation of the suggested experiments
using a random sampling and smart sampling strategy is shown in Fig. 2.11.
The prediction accuracy was evaluated using a Supporting Vector Machine (SVM)
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Fig. 2.11 2D visualization of the comparison between smart sampling and random sam-
pling.The circles represent the stable samples. The circles filled in blue represent the unstable
ones. The red crosses are the suggested experiments to be run. It can be seen that com-
pared to the random sampling method, by applying smart sampling algorithm, the suggested
experiments to be run are mostly located at the boundary part of the stable area.
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classifier. In fact, as a Naïve Bayes model was used in the active learning algorithm method,
therefore we might have collected data solely tailored to the model build by the naïve Bayes
classifier. Fig. 2.12 shows the prediction accuracy of the active learning algorithm and the
random sampling, proving the superiority of the former, at each iteration.
Fig. 2.12 Prediction accuracy at different iterations using active learning and random sam-
pling.
2.3.2 Optimization results
The same 96 data points collected to train the classification algorithm described in Sec-
tion 2.3.1 were used to initiate the TS-EMO algorithm. Once initiated, 16 iterations of the
optimization procedure were carried out generating a total of 128 samples within 15 working
days. As previously described, the algorithm suggests conditions in order to find the best
predictions of the actual Pareto front, minimizing uncertainties and finding a compromise
between the minimization of the conflicting objective functions. The target properties for
the specific product under considerations were (i) stability and low turbidity, (ii) honey-like
viscosity (target 3 Pa · s at a shear rate of 10 s−1 and 25 ◦C), and (iii) low price of the adopted
ingredients. Interestingly, the percentage of suggested unstable formulations, presenting
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phase separation significantly decreased over the iterative optimization loop and the algorithm
stopped suggesting unstable conditions from the 12th iteration, as shown in Fig. 2.13. This
can be ascribed to the fact that unstable samples often present a higher value of turbidity
which is one the objective chosen for the optimization procedure. However, the integration of
the stability classifier helped to avoid running experiments giving unstable products, helping
to save time and reducing the waste of resources.
Fig. 2.13 Percentage of suggested unstable formulations at each iteration.
The experimentally collected data were automatically analysed to provide a full list of
the non-dominated experimental solutions, which represent the experimental Pareto front
of the data set. Non-dominated solutions were defined as the ones where an improvement
in one objective would lead to a worsening in at least one other objective. The full list of
32 non-dominated solutions identified, 11 of which in the training data set, and 19 in the
suggested experiments, is provided in Table 2.1. In Table 2.2 we reported non-dominated
solutions meeting the viscosity criterion. The full data set is reported in the Appendix.
As one can see, although a good number of clear formulations was already present in
the training set, the algorithm was able to explore the input space more efficiently finding
alternative solutions with a significant reduction in the price. The obtained solution was
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Table 2.1 Result comparison; Non dominated solutions.
S1 S2 S3 P1 T1 Turbidity Viscosity Price
g L−1 g L−1 g L−1 g L−1 g L−1 NTU mPa · s $ L−1
Training
set
2.51 4.16 8.33 0.22 0.51 1.6 16 1.66
3.97 3.16 7.87 0.84 1.6 11.2 2678 2
0.1 8.24 6.67 0.18 0.15 3.3 2 1.38
4.61 2.62 7.76 1.24 1.04 4.4 3574 2.06
2.59 5.98 6.44 0.38 0.82 11.7 855 1.73
0.73 5.4 8.87 1.84 1.44 449.7 2595 1.79
1.81 5.85 7.34 0.55 0.92 4 746 1.69
8.4 3.18 3.43 0.48 1.8 17.2 2948 2.43
2.79 2.93 9.28 1.72 0.88 7.4 2633 1.92
6.16 4.29 4.55 0.52 1.77 56.1 2889 2.2
10.94 3.94 0.12 1.8 1.36 28 2992 2.8
Suggested
data
4.02 3.09 0.99 0.99 1.39 15.1 2824 2
3.01 0.64 11.35 0.53 1.75 49.6 2789 1.87
3.06 1.99 9.95 0.31 1.42 23.7 3301 1.82
0.05 4.31 10.64 0.43 0.35 8.5 10 1.42
0 0.02 14.98 0.01 0 18.3 54 1.32
0 0.02 14.99 0 0 9.1 6 1.32
1.05 3.24 10.7 0.31 0.52 18.2 88 1.52
1.99 3.82 9.2 0.21 0.87 15.1 187 1.65
0.46 0.46 14.08 0.14 0.59 17.4 24 1.44
0.32 9.86 4.82 0.5 0.28 2.8 54 1.46
0 0.27 14.73 0 0 18.4 4.1 1.32
0.39 4.94 9.68 0.27 0.13 12.1 16 1.41
0.06 1.89 13.05 0.95 0.77 26.3 22 1.53
0 1.78 13.22 0.01 0.25 11.9 6 1.35
0.7 13.74 0.56 0.45 0.25 23.7 4 1.49
0.05 2.2 12.75 0.51 1.43 29.1 302 1.54
0.06 12.16 2.78 0.02 1.99 16.3 1735 1.55
0.14 3.69 11.17 0.31 0.96 187 1976 1.58
0.27 5.2 9.53 0.79 0.1 34.2 111 1.47
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Table 2.2 Non dominated solutions passing the viscosity criterion.
S1 S2 S3 P1 T1 Turbidity Viscosity Price
g L−1 g L−1 g L−1 g L−1 g L−1 NTU mPa · s $ L−1
Training
set
3.97 3.16 7.87 0.84 1.6 11.2 2678 2
4.61 2.62 7.76 1.24 1.04 4.4 3574 2.06
8.4 3.18 3.43 0.48 1.8 17.2 2948 2.43
2.79 2.93 9.28 1.72 0.88 7.4 2633 1.92
6.16 4.29 4.55 0.52 1.77 56.1 2889 2.2
10.94 3.94 0.12 1.8 1.36 28 2992 2.8
Suggested
data
4.02 3.09 0.99 0.99 1.39 15.1 2824 2
3.01 0.64 11.35 0.53 1.75 49.6 2789 1.87
3.06 1.99 9.95 0.31 1.42 23.7 3301 1.82
compared with the best solution provided in a data set guided by experts’ intuition. In this
case the closest solution to the target was found using the following recipe: S1 = 4.00 g
L−1, S2 = 5.00 g L−1, S3 = 6.00 g L−1, P1 = 2.00 g L−1, T1 = 2.00 g L−1. In this case,
a homogeneous formulation with a viscosity of 9270 mPa·s was obtained, with a turbidity
value higher than 200 NTU and a cost of 2.19 $ L−1, proving that an appropriate space filling
technique coupled with an algorithmic search can significantly outperform human intuition,
in a relatively short amount of time and with very little prior knowledge about the physical
system.
In order to evaluate the predictive capability of the trained surrogate models, the predicted
Pareto front was plotted together with the experimental optima. In Fig. 2.14 a surface was
fitted to the predicted non-dominated solutions and reported together with the data used
for the initial training of the TS-EMO, all suggested conditions, and the non-dominated
experimental optima. As shown, the predicted Pareto front gives a good approximation of
the actual best solutions, laying in the neighbourhood of the calculated surface. A posteriori
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analyses of the shape of the Pareto front can also give some physical information to human
operators to have a better insight of the system. From the data reported in Fig. 2.14. it
is clear that, as a general trend, as the viscosity approaches the target value, the price and
the turbidity of the system tend to increase. This would suggest that, on average, the most
expensive ingredients (S2, T1, P1) would be the ones responsible for an increase in viscosity
and turbidity of the samples, which was found to be the case for most of the samples in the
data set. Of course, these are only general semi-quantitative indications, which do not reveal
any information about more complex interactions that might occur between the different
ingredients at different concentrations. However, it is worth noticing that the presented
methodology can also offer some guiding lines to experts for further improvements and
considerations about the actual physical role of the input variables on the desired properties
of the product.
Fig. 2.14 Data set, experimental, and predicted Pareto front.
In this regard, the values of the hyperparameters of the trained GPs can also provide
information about the relevance of the input variables for each objective function [10] . For
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the adopted surrogate models, a lower value of the length scale hyperparameter λi of an
input variable indicates a greater contribution to the objective. The values of the length scale
hyperparameters are reported in Table 2.3.
Table 2.3 The length scale hyperparameters of GP models.
GP1 (viscosity) GP2 (turbidity)
S1 8.57 ·10−2 5.90 ·10−2
S2 3.16 ·10−1 1.62 ·10−1
P1 9.42 ·10 0 7.58 ·10−1
T1 4.00 ·10−2 7.47 ·10−2
The analysis of the hyperparameters suggests again a stronger influence of T1 on the
viscosity and the turbidity; more complex interactions between S1 and T1 seem to be
responsible for variations in the viscosity value, whereas S2 seem to also have a relevant effect
on the turbidity of the samples. This kind of qualitative information may lay the foundation for
integrated approaches for the simultaneous black-box optimization and physical knowledge
generation by using robotic platform, in combination with other recently published promising




co-development of product and process
of formulated products
3.1 Introduction
Fast development of formulations is of crucial importance in the chemical industry because of
their ubiquity and the continuous need for new greener solutions. In Chapter 2, a closed-loop
optimization scheme was presented in order to speed up the R&D process of a commercial
liquid formulated product design. However, there are still quite a few open questions: i.e. the
selection of M ingredients out of N potential compounds in the library, the co-development
of formulation and the process condition.
In many formulated product design cases, formulation design is based on the choice
of a certain subset of M components from a large number N of available chemicals (M <
N). One typical example is the choice of a certain number of surfactants, which are used
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as stabilizers of emulsions and also influencing their final properties [166]. Moreover, the
number of possible combinations is very large when many components are available. Due to
manufacturing constraints or regulation issues, binary and ternary mixtures are often used in
practice [167]. As a result, finding suitable binary or ternary mixtures with desired properties
from all possible binary and ternary combinations is challenging [168–170]. For example, in
a ternary mixture design (m = 3), if there are n =10, 20, or 50 possible components to choose
from, there are 120, 1140, and 19600 combinations, respectively. As n gets larger, finding an
optimal design for each possible combination and comparing the obtained results becomes
increasingly prohibitive. The situation is complicated by the fact that each component can be
used at different concentrations, corresponding to different final properties, further expanding
the search space. Here, the research question is whether is it possible to explore the large
design space efficiently and optimize for the desired properties under the constrains of the
number of selected ingredients.
The integration of product and process design is also crucial, especially when the specific
product microstructural attributes strongly depend on the selected manufacturing technologies
and operating conditions are crucial [171, 172]. In 2004, Prof Grossmann introduced product-
process design as one of the future challenges of chemical engineering [173]. Since then,
various attempts have been made to develop systematic methodologies. Similar to product
design only, there are mainly three approaches to the design: trial-and-error experimental
approach, computational approach and hybrid experiment-and model-based technique. Here
we would like to extend the previous approach presented in Chapter 2 and see whether it can
help with the co-development of product and process design.
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3.2 Material and Methods
3.2.1 Case study and materials
The case study under consideration in this work is the same commercial formulation presented
in Chapter 2 but with extensions. In detail, five available surfactants are used: Dehyton PK
45 (S1), Dehyton AB 30 (S2), Plantacare 818 (S3), Plantacare 2000 (S4), and Texapon SB 3
(S5). One polymer (P1 = Dehyquart CC7), a thickener (T1 = Arlyon TT) were used. pH was
adjusted using citric acid (ACS reagent, ≥ 99.5%, Sigma-Aldrich); used as received.
3.2.2 Experimental set-up
The experimental samples were generated using a previously developed semi-automated
robotic platform. A detailed description of the robotic platform can be found in Chapter 2.
Briefly, as shown in Fig. 3.1, the platform consists of two separated stations for the preparation
and the analysis of the samples. The algorithmic procedure developed in this work generated
a .csv file containing the experimental design to be tested. This triggered the first station
consisting of 8 syringe pumps separately feeding the components to a dispensing element.
This was used to fill a batch of up to 24 sampling vials (Vsample = 10 mL) allocated on a
rotating wheel. All surfactants were previously diluted in water to achieve a concentration
of 20 g ·L−1 in the feeding bottles and the pH was adjusted to 5.5. The generated samples
were transferred into an incubator (Corning LSE 71L Shaking Incubator) where they are
shaken at a fixed temperature, mixing power, and time. The processed samples were cooled
down to room temperature and placed on the rotating wheel of the second station where
the samples were automatically processed through a camera to distinguish between stable
(homogeneous) and unstable (presenting phase separation) formulations. Automatic pH tests
were also carried out and no pH variations were observed in any sample after the processing.
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Finally the viscosity of the samples at a shear rate of 10 s−1 was measured off-line using a
rotational viscometer (ARES Rheometric Scientific, strain controlled, couette configuration).
Fig. 3.1 Scheme of the experimental set-up.
3.2.3 Methodology for surfactant selection: Initial Sampling
Initial experiments were performed using a maximin space filling design with the aim of
efficiently exploring the entire design space [125]. The constraints of the input variables are
given below:
• the sum of the concentrations of the surfactants, of which only three can be non-zero
(or active), must be in the range 13 – 15 g ·L−1.
• P1 concentration must be in the range 0 - 2 g ·L−1.
• T1 concentration must be in the range 0 - 2 g ·L−1.
Once the formulated product has been manufactured, it is tested for stability, which has a
pass (1) or fail (0) outcome, and viscosity at a shear rate of 10 s−1, which must be between
2,000 and 4,000 mPa · s.
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3.2.4 Methodology for surfactants selection: DoE algorithm
Objective function
The objective function was inspired by the bridge design reported in Jones et al. [174], which
has the dual objectives of optimality with respect to parameter estimation in the model fitted
to the response (D-optimality) and space filling. However, the objective function in this work
differs in three ways: 1) it does not use the same space filling criteria; 2) it is a weighted
objective function; 3) it uses the Bayesian D-optimality objective function [175, 176], which
is estimated using Monte Carlo integration [177]. In this work, a bespoke objective function
and algorithm has been written to find an optimal design for these experiments, where the
objective function consider the two different types of output: a binary response from the
stability test and a continuous response from the viscosity test.
For the binary output, there are a variety of models which are suitable to model the
discrete response, with the logistic and probit regression being the most commonly used.
Initial experimental data were used to identify a suitable model by using forward model
selection with the following steps:
1. Fit models to each variable individually and identify the effects with p-values less than
a given level of significance (set to 5% in this work).
2. Fit models which contain at least two of the effects identified in step 1, and calculate
the AIC, BIC and deviance for these models.
3. Identify the models which minimise the AIC, BIC and deviance.
A logistic regression model with active parameters for the individual effect of S1, S4, P1
and P2 was found to be the best fitting model for this data.
As mentioned in Chapter 2, there are no physical models available for the viscosity test.
Analysis of the past experimental data for this test using polynomial regression did not find
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any suitable models. A Gaussian Process (GP) model was selected as considering the wide
range of both linear and non-linear models which could be suitable would be a lengthy
process.
Therefore the objective function in this work is given by Eq. (3.1), and has a component
relating to a model and a component relating to a distance:
Ø(D) =ω log(Ẽ[U(D)])+(1−ω) log(d(D)) (3.1)
where: ω ∈ [0,1] is the weight placed on the part of the objective function relating to the
stability test response; (1−ω) is the weight placed on the part of the objective function
relating to the viscosity test response; D is the design scaled to be between 0 and 1; [U(D)] is
the estimate of the expected utility for D, which is the part of the objective function related to
the stability test responses; and d(D) is the average Euclidean distance between all possible
pairs of rows in D, which is the part of the objective function related to the viscosity test
responses. The expected utility is given by Eq. (3.3)
E[U(D)] =
∫
u(θ ,y,D)π(y | θ ,D)π(θ | D)dθdy (3.2)
=
∫
u(θ ,y,D)π(θ | D)π(θ | D)dθdy (3.3)
where θ are the parameters in a logit model for the stability test response y, π(y | θ ,D) is
the posterior distribution of the response, π(θ | D) is the prior for θ and π(y,θ | D) is the
joint distribution of y and θ . The utility function, u(θ ,y,D), can be chosen based on the aims
of the experiments. In this case, Shannon information gain, which maximises the expected
divergence between the posterior and prior distributions, is used as the utility function. The
prior for θ is adapted based on the initial experimental results.
Under the assumptions made in this work, E[U(D)] is not analytically tractable, and it is
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where yb and θb are sampled from π(y,θ | D), and B is the number of samples. This estimate
is found using utilityglm function in the acebayes package in R given by Overtall and Woods
[177]. Here, we let B = 1000.
Space filling designs can be used when a GP model is assumed for the response. Space
filling designs impose restriction on the space of, or distance between, points in the design
space. In this case, we use the average Euclidean distance as a space filling criteria for the
viscosity test response. This distance is calculated using the pairwise distance between rows
in the unscaled design, so D is converted from the 0 to 1 scaling back to the original scale in
the function d(D) in Eq. (3.1).
The weight on each of these two components can be adjusted based on the experimenter’s
aims. For example, if it is assumed that the outcome of the stability test is more important
than that of the viscosity test, ω < 0.5 would be appropriated, and vice versa. In this case,
we set ω = 0.5 as we treat the two responses equally important.
Point exchange algorithm
Point exchange algorithms find an optimal design by optimising each row of the design with
respect to a certain objective function whilst assuming the other rows are fixed [178]. These
algorithms perform multiple loops through the design, and continue to optimise rows until
stopping criteria are met. In order to avoid any issues with local optima, such algorithms are
run for multiple random starting designs. The optimal design is the design found using the
algorithm from these random starts which maximises the objective function.
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The estimated expected utility, Eq. (3.3), is computationally expensive to calculate, and
therefore so is Eq. (3.1), hence we require a computationally efficient method of optimisation.
Also, we want to consider samples of possible values of Eq. (3.1) when choosing whether
to accept or reject a proposed new row, as Eq. (3.3) is dependent on random samples
from the joint distribution of θ and y. We therefore optimise the rows using the Efficient
Global Optimisation (EGO) algorithm [179], and accept or reject a proposed row using the
Kolmogorov-Smirnov (KS) test [180].
The acquisition function is chosen to balance the objectives of exploring the space where
little is known about the function, and exploiting the information we have gained by observing
the function at given the points. Bayesian optimisation is demonstrated for a function for a
single controllable variable in Fig. 3.2.
The EGO algorithm uses Expected Improvement (EI) [181] as the acquisition function,
and continues to add points to the algorithm until the current maximum EI value is less than
or equal to 1% of the current maximum objective function value. In this algorithm, we also
add a restriction on the number of new points that can be added.
We choose to accept or reject a proposed new row based on a comparison of samples
of Eq. (3.1) for a design with and without this new row, which are found by generating
R (R=1,000 in this work) samples from the joint distribution of θ and y. The KS test
compares two samples to assess whether they come from the same distribution, where the
null hypothesis is that these samples come from the same distribution. If the p-value of the
KS test is less than α (set to 0.05 in this work), then there is evidence to reject this null at a
100α% significance. Hence, such a p-value for a KS test between two samples of Eq. (3.1)
gives evidence to suggest that the objective function distribution after the swap differs from
that before the swap, and therefore gives evidence to accept that proposed new row. However,
the multiple testing problem will occurs when multiple simultaneous statistical tests are made
[182]. The chances of observing a rare event increases, therefore the likelihood of incorrectly
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Fig. 3.2 Demonstration of Bayesian optimisation algorithm. The black points are the current
evaluations of the function f(x), the solid black line is the Gaussian process estimate of the
objective function, the dotted black line is the unknown objective function, and the green
line is the acquisition function. The blue shaded area gives the uncertainty in the prediction
of the objective function. Note that new points, given by red points, are added where the
acquisition function is maximised.
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rejecting a null hypothesis increases. Therefore, we also add the condition that the objective
function itself must have increased, as we want to find the design which maximises Eq. (3.1).
An example of the estimated densities for these samples is given in Fig. 3.3. Therefore,
Fig. 3.3 The estimated densities of two objective function samples, one before a swap (black
line) and one after a swap (blue line). The KS test for the comparison of these two samples
has a p-value of less than 0.05, hence the null hypothesis that these two samples are drawn
from the same distribution can be rejected at a 5% level.
the Point Exchange Efficient Global Optimisation (PEEGO) algorithm was proposed and
summarized in Scheme 3.1.
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Scheme 3.1 Scheme of Point Exchange algorithm.
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3.2.5 Product and process design: Initial sampling
A batch of 224 experimental data at fixed process conditions (T = 50 ◦C; MP = 300 rpm;
t = 2 h) was used to train the algorithm and start the iterative process. This data set was
already available from Chapter 2. The previous explorative experimental campaign devoted
to optimise the process without taking into account the influence of the process conditions.
The choice of using these previously collected data is justified to mime a common situation
in products development, in which first preliminary investigations provide an initial data set.
Other 12 training data were collected at a fixed recipe (S1 = 5.62 g L−1; S2 = 2.50 g L−1; S3
= 6.88 g L−1; P1 = 0.90 g L−1; T = 2.00 g L−1) at different process conditions. Hence, the
overall training data set consisted of 236 data points.
3.2.6 Product and process design: DoE algorithm
Thompson-sampling efficient multi-objective (TS-EMO) optimization algorithm was chosen
as the design of experiments algorithm. A detailed presentation of the algorithm can be found
in Chapter 2 [146]. Briefly, the iterative algorithm consists of the following steps:
• Train Gaussian processes for each of the outputs to be optimized based on an initial
dataset.
• Sample functions from the obtained GPs using Thompson spectral sampling.
• Find the Pareto front of the sampled functions.
• Find the points that are predicted to give the largest improvement of the hypervolume.
• Test experimentally the selected data points and add them to the training set.
The optimization procedure can be stopped when the maximum number of evaluations is
reached or when the operator is satisfied with the obtained results. This can be automated
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by terminating the algorithm when the objective functions are lower than a given epsilon.
For this specific case study, the number of suggested experiments at each iteration was
set equal to 8. The input variables were chosen as the concentrations of the ingredients
and the three targets to minimise were chosen as the turbidity value in NTU, the squared
distance between the measured viscosity and the target viscosity of 3 Pa · s, and the cost
of the adopted ingredients ($ · L−1). The latter was calculated as the sum as the unitary
prices of the ingredients multiplied by the adopted amounts in each sample. As this target
was an explicit function of the input variables, the code was modified to not train a GP for
this specific target, using the directly calculated values instead. The targets were chosen
according to the indications of the product supplier: an ideal product is a stable homogeneous
clear formulation with a viscosity as close as 3 Pa · s, at the lowest possible cost.
3.3 Results and discussion
3.3.1 Surfactant selection
As explained in Section 3.2.4, the algorithm was trained using a maximin space filling design
consisting of 230 data points. 52% of the samples in the training data set were stable, 12.61%
met the viscosity target, and only 3.48% passed both criteria. The algorithm was run in order
to suggest an experimental bridge design of 48 samples. In Fig. 3.3, it is shown that the blue
line (the new design) in the plot shifted to the right of the black line (the initial design). In
conjunction with the p value for the KS test, it suggested that by applying the point exchange
algorithm, the new design can give more information about the system than the original
design.
In Table 3.1, we show a comparison between the percentage of samples passing stability
and viscosity criteria in the training data set and in the suggested DoE. In the latter, 91.67%
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of the samples were stable, and 12.5% passed both criteria. This may ascribed to the fact
that, in the initial design, we select experimental points according to a space-filling criterium,
without taking into account the information gain of the models. Therefore, in order to gain
more information of the system, the algorithm seeks to explore the part never seen in the
initial dataset, more likely to consist of stable samples in the right viscosity range.
Table 3.1 Comparison between the training data set and the suggested DoE.













The resulting data-set was used to train a Gaussian Process model for the prediction
of viscosity of samples and to guide the optimization of the formulation, within three
experimental iterations. The GP model was chosen is due to its flexible nature in modelling
complex system as well as its good performance in modeling formulation viscosity property
as shown in Chapter 2. To mimic a common situation in product development, some prior
knowledge was included in the data set. In fact, it was known that mixtures of the surfactants
without any added polymer and thickener show a water-like viscosity. The trained GP
was used to predict the viscosity response over the entire input variable space. The training
procedure was similar to the one detailed explained in Chapter 2, Section 2.2.6. The stationary
kernel functions from the Matérn class was chosen as the kernel function in this case as well.
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At each iteration the candidates predicted to be closer to the midpoint of the desired target
range (2.0 – 4.0 Pa · s) were selected. Using the trained classifier, solutions predicted to be
unstable were discarded, and the resulting 20 best experiments were tested experimentally.
In total, three iterations were run and 60 experiments were carried out.
In Table Table 3.2 the formulations passing both criteria are reported. All 60 experiments
resulted in clear, stable formulations, 20% of which passed the viscosity test.
Table 3.2 Formulation passed both criteria in the three DoE iterations.
S1 S2 S3 S4 S5 P1 T1 Viscosity Iteration
g L−1 g L−1 g L−1 g L−1 g L−1 g L−1 g L−1 Pa · s
1.66 0.00 8.34 0.00 5.00 2.00 1.30 3.60 1
1.66 0.00 0.00 6.66 6.66 1.80 1.60 2.52 1
5.00 0.00 0.00 5.00 5.00 2.00 0.90 2.38 1
5.35 0.00 6.43 3.21 0.00 1.29 1.71 2.86 2
0.00 5.36 4.29 0.00 4.29 0.29 1.57 2.75 2
0.00 3.21 0.00 6.43 5.36 1.43 1.86 3.36 3
2.14 6.43 0.00 0.00 5.36 0.00 1.86 3.13 3
0.00 6.43 0.00 3.21 5.36 2.00 1.86 2.72 3
7.50 0.00 1.07 5.36 0.00 1.00 1.71 2.69 3
2.14 0.00 7.50 0.00 4.29 1.57 1.29 3.62 3
5.36 3.21 6.43 0.00 0.00 0.00 1.71 3.28 3
10.71 0.00 0.00 0.00 4.29 0.00 1.57 2.49 3
At this point, it is worth stressing that a good number of candidates was obtained within
a total number of 338 experiments carried out in 17 working days, without any need for a
physical model for properties prediction. Here we can use the case study in Chapter 2 as
a reference, since a similar system was used as the case study. In Chapter 2, the recipe of
the formulation was optimized to obtain a stable, clear, formulation with the same target
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viscosity, but without allowing for a free choice of the surfactants. Only three surfactants
were available corresponding to S2, S3, and S5 used in this work. The optimization procedure
was started using 96 LHC experiments and 128 further experiments collected in 16 iterations
of the optimization algorithm, with a total of 224 experiments. Although in the reported
paper the formulation was also optimized with respect to its price, it is worth noticing that in
the current work the choice of three surfactants from five available makes the input space
variable one order of magnitude larger. However, thanks to the adoption of a maximin
design coupled with a bridge-design approach the total number of required experiments only
increased to 338. The examination of the solutions also gives an insight into the role of the
different ingredients in the processed formulations. The lowest occurrence of surfactants
S2, S3, and S4 suggests that interactions of these compounds with the other components
have a higher probability to form unstable, turbid mixtures. As expected, the thickener T1 is
responsible for higher viscosity of the samples and its concentration tends to be close to the
upper limit of the adopted constraints; however, contrary to suggestions of human experts, the
algorithm was able to find good solutions also using a concentration of T1 lower than 2 g L−1,
which significantly decreases price of the final product. Interestingly, although polymer
P1 was considered by human experts to be responsible for the increase in viscosity, when
certain combinations of surfactants are adopted, the polymer concentration can be reduced,
suggesting that interactions between these ingredients are contributing to the increase in
viscosity. As shown, this preliminary analysis gave some qualitative insight about the physics
of the system.
3.3.2 Product and process design
15 iterations of the closed-loop optimization (120 samples) were carried out in order to assess
the predictive performances of the obtained surrogate models and to evaluate the results
of the optimization. Among the conditions suggested by the algorithm, 7 non-dominated
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solutions were found (Table 3.3) in the experimental Pareto front of the data set.
Table 3.3 Non-dominated experimental data suggested by the TS-EMO algorithm.
S1 S2 S3 P1 T1 T MP t Turbidity Viscosity Price
g L−1 g L−1 g L−1 g L−1 g L−1 °C rpm min NTU mPa·s $ L −1
2.8 3.2 9 0.4 1.46 35 137 77 152 2,409 1.81
1.09 2.45 11.45 1.2 1.92 54 211 118 157 3,424 1.79
0 0.52 14.48 0.4 1.33 30 220 42 28 197 1.51
0 2.01 12.99 0.01 1.24 51 180 73 31 409 1.45
5.1 5.89 4.01 0 1.97 49 230 70 24 3,681 2.05
5.1 5.65 4.25 0.76 1.91 49 230 83 25 3,071 2.14
0.93 5.63 8.44 0.94 1.94 52 206 115 30 2,337 1.74
All of them were clear, homogeneous samples, with no phase separation, which is one
of the requirement for the commercial products. five out of the 7 non dominated solutions
satisfy the viscosity requirement to be in the range 2,000 – 4,000 mPa·s. The presence of
two samples with a viscosity lower than 1,000 mPa·s is justified by their relatively low price
and turbidity, which is in agreement with the interpretation of the Pareto front as a trade-off
between different conflicting objectives. Further criteria can be used to discriminate between
the obtained best solutions. It is also worth noticing that all the proposed solutions were
obtained using a similar or lower temperature with respect to the previous data included in
the training set and, most importantly, with a significant reduction of the needed time and
mixing power. The non-dominated solutions that passed the viscosity and turbidity criteria in
the training set are reported in Table 3.4.
As one can see comparing Table 3.3 and Table 3.4, among the solutions that passed both
criteria, the ones suggested during the optimization procedure have a lower average price of
the ingredients, which together with the advantages in terms of needed mixing power and
processing time, might have a significant effect on the overall economics and productivity.
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Table 3.4 Non-dominated experimental data in the training set.
S1 S2 S3 P1 T1 T MP t Turbidity Viscosity Price
g L−1 g L−1 g L−1 g L−1 g L−1 °C rpm min NTU mPa·s $ L−1
3.97 3.16 7.87 0.84 1.6 50 300 120 11 2,678 2
4.61 2.62 7.76 1.24 1.04 50 300 120 28 3,574 2.06
8.4 3.18 3.43 0.48 1.8 50 300 120 18 2,948 2.43
2.79 2.93 9.28 1.72 0.88 50 300 120 26 2,632 1.92
10.94 3.94 0.12 1.8 1.36 50 300 120 28 2,992 2.8
4.02 3.09 7.89 0.99 1.34 50 300 120 15 2,824 2
3.01 0.64 11.35 0.53 1.75 50 300 120 50 2,789 1.87
3.06 1.96 9.95 0.31 1.42 50 300 120 23 3302 1.82
The predictive performances of the adopted models were evaluated comparing the predicted
Pareto front of the GPs with the experimental non-dominated solutions, Fig. 3.4 and Fig. 3.5.
The satisfactory predictive performances can enable further improvements in formulations
design, based on different a posteriori criteria that may be selected by human intuition and/or
expertise.
3.4 Conclusions
In this work, we present algorithm which can be seen as extensions on the previous work in
Chapter 2 in order to solve two critical problems in formulated product design:
1. Can we use an algorithmic design of experiments (DoE) approach, coupling statistical
models with robotic experiments, to guide emulsion design and efficiently select
ingredients?
2. Is it possible to train a surrogate statistical model to describe the desired product
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Fig. 3.4 3D visualization of the predicted Pareto front of the GPs with the experimental
non-dominated solutions.
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Fig. 3.5 Two projections of the experimental (X) and predicted (O) Pareto front.The x-axis
was chosen to be viscosity was due to the fact that this setting can give best visualisation of
the Pareto front.
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properties in the absence of a physical model, and use it to optimize the product and
process design in an automated fashion?
The proposed Point Exchange Efficient Global Optimisation (PEEGO) algorithm was
used to find a Bridge-design of experiments to maximize the information gain, in order to
find suitable solutions for a commercial formulated product. It was tested with the design
of the same commercial liquid formulated product in Chapter 2, in this case, only three
surfactants can be chosen from an ingredients library. A logistic model and a Gaussian
process model was selected to describe a discrete and a continuous target of the product, i.e.
stability and viscosity. The PEEGO algorithm was then applied to simultaneously optimise
the information gain for the two responses.
A cheap-to-evaluate GP was trained using the experimental results, and used to predict
the viscosity response over the entire input variable space. This triggered an iterative process
that allowed to increase the percentage of samples passing both quality criteria from 3.68%
(maximin DoE) and 12.50% (bridge-design DoE), to 20.00 % over 60 samples obtained in 3
iterations. This outperformed the results previously obtained for a similar case study, using a
Latin Hypercube sampling approach coupled with an iterative procedure, in the absence of a
bridge-design approach.
In addition to the good number of candidates obtained in a short time in the absence of
physical predictive models, the a posteriori analysis of the obtained solutions gives some
qualitative physical insight to the role of the different ingredients and their non-trivial complex
interactions. Further research will be needed to rationalize this information using systematic
approaches for the generation of physical knowledge from fast automated development of
formulated products.
In order to tackle the co-optimization of both the formulation recipe and the process
conditions simultaneously, TSEMO algorithm was applied for optimization. The proposed
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methodology enabled to identify new formulations meeting the discrimination criteria. More-
over, the suggested samples were generally cheaper and required less mixing power and
process time, which can generate considerable profits on scale. The overall optimization
procedure was completed within two weeks, avoiding human bias and using automated
operations, exploring a complex, multidimensinal chemical space. As a result, the developed
methodology can lay the ground work for a faster and more efficient process development
and a consequent early product release time, without requiring any extensive expertise of the
human operators. GPs were confirmed to be suitable surrogote model to predict the complex
relationships between the input variables, and the target properties, when no physical models
were available.
In Chapter 2 and Chapter 3, the presented work is stressing the need of using the results
of black-box optimization and robotic experimental campaigns to optimise the input variables
in order to achieve desired product properties. In the following Chapter 4 and Chapter 5, we
will discuss the potential methods for understanding physical knowledge of the investigated
systems, and automated identification of physical laws from raw experimental datasets.
Chapter 4
Identifying Key Components in Complex
Systems using Feature Engineering
Method
4.1 Introduction
The nature of chemical product design problems is diverse and multidisciplinary. The
aim of chemical product design is to find a product that exhibits certain specified be-
haviour/properties, corresponding to the desired functional properties [183]. Thus, in the
area of formulated consumer products the main useful functions, for example the function of
"UV protection", are achieved through the use of molecules and particles with corresponding
physico-chemical properties, e.g., UV absorbance and scattering of TiO2 micro-particles
reducing the flux of the harmful range of UV solar radiation to the skin [184].
Several important technical challenges in the design of formulated products stem from the
fuzziness of performance criteria for a number of desired functions, not easily converted to
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numerical specifications, and their apparent complexity, which does not allow easy prediction
of properties based on composition [185]. The latter means that the performance property is
often described as a "system property": a property that emerges due to interactions among
individual components of a system i.e., the ingredients of a formulated product in our case
[24].
The UV protection of a sun cream product is jointly influenced by various features
originating from the composition of the product, the rheology performance and etc. There
are two categories of UV radiation: UV-A and UV-B, which constitutes around 10% of
the total solar radiation [186]. Overexposure to UV radiation can lead to harmful clinical
consequences which include photo-ageing [187], immune suppression [188], skin cancers
[189] and etc. To avoid this, sunscreen products play a crucial role in reducing the risk of
melanoma and photo-ageing by absorbing UV rays [190]. Sun protection factor (SPF) and
protection grade of UVA (PA) are the two main indicators for describing the sun cream
products’ ability to protect against UVA and UVB. It is crucial to understand the key factors
in the complex system which highly influence the two main indicators. And this will lead to
the development of new sun protection formulation to obtain the required SPF and PA factor
rapidly and inexpensively . Due to the fact that experimental testing is time-consuming and
expensive, multiple models were proposed to calculate the SPF and PA values. Herzog and
Ostervalder proposed a method to calculate the SPF and PA values using the concentration
of the UV filter substances based on physical model [191].By applying the physcial model,
the mean squared error of the SPF prediction for the oil in water (O/W) type sunscreen
product was 9.47 However, due to the complex nature of the sun cream products, various
external factors are also know to influence SPF and PA values, such as type of product
[184], amount of emollient and solvent [192], and etc. was neglected in the model. Shim
et al. introduced machine learning method in SPF and PA prediction [193]. A decision tree
regression algorithm was applied for the prediction of SPF and PA values. The mean squared
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error of the prediction of SPA and PA values on the test dataset was 60.2 and 48.5 respectively.
The application of ML techniques increased over the last two decades due to various factors,
e.g. the availability of large amounts of complex data with little transparency [194] and
the increased usability and power of available ML tools [195]. It shows good performance
in navigating high dimensionality space even without a-priori knowledge. Moreover, by
applying feature engineering techniques, it can aid in deriving pattern from existing dataset
[196], which can also provide a basis for development approximations in future formulation
product development.
In this work, by applying advance machine learning techniques, it is expected that some
basic insights about the dataset could be gathered from the feature engineering results so that
better understanding about the sun cream products UV-protection natures can be achieved.
4.2 Methodology
4.2.1 Feature Engineering: Principle and Methods
Feature Visualisation: Exploratory Data Analysis
Feature visualisation is a helpful technique that can provide a comprehensive understanding
of the feature. However for a high dimensional feature space, visualising the feature space
clearly is not an easy task. So instead of visualizing the feature space at one time, it
is recommended to analyse the pairwise correlation through exploratory data analytics
(EDA), where calculate correlation matrix is one of the most common techniques [197].
The correlation matrix is a square matrix based on Pearson product-moment correlation
coefficients (Pearson correlation coefficient, for short), which is a measure of the strength of
a linear association between two variables and is denoted by r [198]. The Pearson correlation
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Pearson’s r value can take a range of values from +1 to -1. A value of 0 indicates that
there is no association between the two variables: x, y. A value greater than 0 indicates a
positive association; that is, as the value of one variable increases, so does the value of the
other variable. A value less than 0 indicates a negative association; that is, as the value of one
variable increases, the value of the other variable decreases. Based on such interpretation,
Pearson’s r based EDA can help to get some basic insights about the linear correlations
between outputs and features; hence, the features that are relatively high related to outputs
can be chosen as “exploratory feature” for further ML model construction.
Feature Selection: Random Forest
In the case where the given datasets are high dimensional, it is always suggested to conduct
dimensionality reduction through feature selection. The basic idea of feature selection is
to remove the features that have less influence on the performance of ML models while
only keep the features that are most influential on the ML models. Again it have to be
underlined that when ML models are different, the selected features are usually different
as well. Random forest method is one of the most powerful feature selection techniques,
which construct with individual decision tree models at training stage. In this report, only
random forest algorithm is used as an example to show how feature selection works. The
schematic random forest algorithm is shown in Fig. 4.1, it can be seen that random forest is
essentially an ensemble model of decision tree models. The feature importance is calculated
as the decrease in node impurity weighted by the probability of reaching that node. For
each decision tree within random forest model, the node importance is calculated using Gani
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Importance which is shown below:
NI j = w jC j −wle f t( j)Cle f t( j)−wright( j)Cright( j) (4.2)
where NI j is the importance of node j, w j is the weighted number of samples reaching node
j, C j is the impurity value of node j, le f t( j) is the child node from right split on node j, and
right( j) is the child node from right split on node j.
Fig. 4.1 Schematic structure of random forest algorithm. Adopted from Afroz Chakure’s blog
(Available at https://medium.com/swlh/random-forest-and-its-implementation-71824ced454f.
Last accessed: 20th Mar 2021).
The importance for each feature on a decision tree is then calculated as
FIi =
∑ j:node jsplitson f eaturei NI j
∑k∈allnodesNIk
(4.3)
where FIi is the feature importance of feature i, NI j is the importance of node j.
These can then be normalized to a value between 0 and 1 by dividing by the sum of all




∑ j∈all f eatures f i j
(4.4)
Therefore the final feature importance for the random forest model is the average over all
the decision trees. The expression is indicated as below:
RFi =
∑ j∈alltrees normFIi j
T
(4.5)
where RFi is the importance of feature i calculated from all decision tress in the RF model,
normFIi j is the normalized feature importance for feature i in tree j, and T is the total
number of the decision trees. The detailed explanation of random forest can be found in Ref
[199].
Feature Extraction: PCA
Besides feature selection, feature extraction is another useful tool for dimensionality reduction
in feature engineering area. Compared to the former two methods, feature extraction aims to
create a new feature space by projecting the original feature space with certain rules. Principal
Component Analysis (PCA) is a powerful tool, and therefore is chosen as an illustrative
example. Implementation of other feature extraction techniques, such as linear discriminate
analysis and kernel principal component analysis, can be done in a similar manner [200].
As its name implies, PCA aims to find the principal component of the features in the sense
that the covariance between such component and outputs are largest [201]. In PCA, a D×K
dimensional transformation matrix W is constructed to convert the original feature space
x = [x1,x2, · · · ,xD] into a new feature space x̂ = [x1,x2, · · · ,xK]to facilitate further analysis.
Usually, the transformation matrix is constructed based on the covariance matrix between
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k − x j) (4.6)
Based on such covariance definition, a D×D dimensional covariance matrix from feature
space x = [x1,x2, · · · ,xD] can be obtained then by choosing the K largest eigenvalues and
the corresponding eigenvectors, the transformation matrix could be constructed. In such
a framework, the feature importance is defined as the ratio between its corresponding






4.2.2 Model Fitting: Method and Hyper-parameter tuning
Six types of model were applied for SPF and UVA prediction, namely ridge regression,
Bayesian regression, supporting vector machine (SVM), k-nearest neighbours (k-NN) regres-
sion, decision trees (DT), and Gaussian process regression (GP). These six types of models
were chosen was due to their diversity in fitting strategy.
Ridge regression is a type of linear models in which the target value is expected to be a
linear combination of features [202],
ŷ(ω,x) = ω0 +ω1x1 + · · ·ωnxn (4.8)
In the ridge regressor, the ridge coefficients minimize a penalized residual sum of squares:
min
w
∥Xω − y∥22 +α∥ω∥22 (4.9)
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where ω is the coefficient parameters,α ≥ 0 is a shrinkage coefficient, the larger α it is, the
greater the amount of shrinkage and thus the coefficients become more robust to collinearity.
α was tested from 10−3 to 103, and an optimal value was selected for the model fitting.
Bayesian regressor estimates a probabilistic model of the regression problem [203]. The
prior for the coefficient ω is given by a spherical Gaussian distribution:
p(ω|λ ) = N(ω|0,λ−1Ip) (4.10)
the priors over α and λ are chosen to be gamma distributions, the conjugate prior for
precision of the Gaussian distribution.
SVM regression performs linear regression in the high-dimension feature space using
ε-insensitive loss, and tries to reduce model complexity by minimizing ∥ω∥2 [204]. This can
be described by introducing (non-negative) slack variables xii xi∗i ,i = 1, · · · ,n, to measure
the deviation of training samples outside ε-insensitive zone. Thus, the SVM regression is











s.t.yi − f (xi,ω ≤ ε +ξ ∗i ) (4.12)
f (xi,ω)− yi ≤ ε +ξi (4.13)
ξi,ξ
∗
l ≥ 0, i = i, · · · ,n (4.14)







(αi −α∗i )K(xi,x) (4.15)
s.t.0 ≤ αi ≤C,0 ≤ α∗i ≤C (4.16)





g j(x)g j(xi) (4.17)
Three different types of kernels were tested, namely linear, RBF, polynomial kernel. For
the RBF kernel, parameter γ and C were tested within range of [10−3,103], and for the
polynomial kernel, another parameter degree was varied between 1 and 10.
KNN regressor uses feature similarity to predict values of the new data points, which
means that the new point is assigned a value based on how closely it resembles the points in
the training dataset [205]. Euclidean distance was selected for the distance calculation. The
key parameter which define the number of n-neighbours was test within range of 1 to 100.
A decision tree is a type of supervised machine learning model, which is used to predict
a target by learning decision rules from features. A decision tree is constructed by recursive
partitioning, which means that the tree will split from the root node, and each node will be
split into left and right child node [206]. A maximal depth of the tree will be set as a limit
when a decision tree is pruned. In order to split the nodes at the most informative features,
the objective function is to maximize the information gain at each split, which is defined as
below:










where f is the feature to perform the split, DP, Dle f t and Dright are the datasets of the parent
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and child nodes, I is the impurity measure, Np is the total number of samples at the parent
node, and Nle f t and Nright are the number of samples in the child nodes. For Decision Tree
model, different values of n between five and 15, where n is the number such that impure
nodes must have n or more observations to be split, were tested at a tree fitting stage. The best
level of pruning was estimated through cross validation (where the best level is the one that
produced the smallest tree that is within one standard error of the minimum-cost subtree).
Gaussian process regressor is a nonparametric kernel-based probabilistic model which
is based on Gaussian processes (GP). The prior of the GP need be specified based on the
training dataset, and the prior’s covariance is specified by passing a kernel object. The









where K is the covariance matrix, θ is the vector of hyperparameter, n is the number of data
points [160].
4.3 Experimental Dataset
The dataset was provided by BASF SE. The data is a set of mixtures with two continuous
system properties of the resulting product, namely SPF in vivo and UVA-PF in vitro. Based
on the function of the ingredients, the dataset was sorted based on the concentration of each
function. We start the analysis from O/W type sun cream products only, which contains 131
formulations. Each of the data can be described as:
• A combination of proportions of five functions of the ingredients (contagious variables):
high polarity emollient, medium polarity emollient, low polarity emollient, UVA filter,
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UVB filter.
• Emollient concentration: Emollients were categorised into three groups by its polarity:
high polarity, medium polarity and low polarity. The concentration of the emollients in
the same group was summed.
• UVA and UVB filters were represented by the overall absorbance of a UV filter
composition via Beer-Lambert’s law.
A = εlc
where ε is the molar attenuation coeffiecnt of absorptivity of the attenuating species, l
is the optical path length, c is the concentration of the attenuating species.
• UV filter ratios (continuous variables): UVB filter vs UVA filter (+broad spectrum
filter), UV filter in oil phase vs UV filter in water phase and absorbing type UV filter
vs scattering/reflecting type UV filter were included.
• A description of the UV protection of the final product (continuous variables): SPF in
vivo and UVA-PF in vitro.
An illustrative dataset for the O/W type sunscreen products is summarized in Table 4.1.
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We further analyse the gel type sun cream products to show that the method can be
applied to other systems with minor changes. This dataset contains 88 data points, and each
of them can be described same as above.
Then we move to a larger dataset which consisted of different formulation types of the
sun cream product. The overall dataset included 261 formulations and each formulation was
described as:
• Formulation type (categorical variables): O/W type, W/O type, gel, alcohol and
anhydrous.
• A combination of proportions of five functions of the ingredients (continuous variables):
high polarity emollient, medium polarity emollient, low polarity emollient, UVA filter,
UVB filter.
• UV filter ratios (continuous variables): UVB filter vs UVA filter (+broad spectrum
filter), UV filter in the oil phase vs UV filter in the water phase and absorbing type UV
filter vs scattering/reflecting type UV filter.
• A description of the UV protection of the final product (continuous variables): SPF in
vivo and UVA-PF in vitro.
A summary of the dataset can be found in Table 4.2.
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4.4 Results and Discussion
4.4.1 O/W type sun cream product
Feature importance
By applying the feature engineering methods introduced in Section 4.2.1 to the O/W dataset
described in Section 4.3, the direct outcome would be the ranking of features importances.
The features importances ranking under different feature engineering methods are shown
in the figures below. In Fig. 4.2, the features are ranked according to Pearson’s r values,
which correspond with the linear correlations between features and outputs. It can be seen
that the UVA filter and UVB filter concentration have a high positive linear correlation with
the SPF and UVA values. This matches the expert’s domain knowledge. It should also be
notice that all the features have a more then ±0.1 linear correlation to the sun protection
value, which means they all have a contribution to the final results. This further supports the
argument that sun cream protection is jointly, to some extent evenly, influenced by various
features; which proofs the complexity of design of sun cream product. By applying random
forest, as shown in Fig. 4.3, viscosity was identified as one of the most important features,
which is also consistent with expert’s observation. The identified can be selected and then
used to build machine learning models, which can reduce the model dimensionality and
therefore improve the prediction accuracy.
Feature Space Visualization
To better illustrate how feature engineering help ML modeling, some feature space visual-
ization effort is shown in this section. Although it is quite difficult to visualize the feature
distribution in high dimensional space, there are still several useful techniques that could give
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Fig. 4.2 Feature importances for SPF and UVA based on Person’s r correlation.
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Fig. 4.3 Feature importances for SPF and UVA based on Random forest method.
96 Identifying Key Components in Complex Systems using Feature Engineering Method
us some fundamental insights. Pairwise scatter plot is one of them. In a pairwise scatter plot,
the features are plotted against output such that the one-dimensional distribution of output in
the feature space can be obtained. In Fig. 4.5, pairwise scatter plot in the original feature
space is shown; only the five most important features in the original feature space are shown.
In Fig. 4.6, pairwise scatter plot in the transformed feature space through PCA is shown,
again only the five most important features are explored in the plot. Principal Components in
Fig. 4.4 are non- dimensional variables in the new feature space without any real physical
meaning. Although there is still no obvious pattern in this figure, compared to the original
feature space, the distribution has been flattened, which would make it easier to develop more
efficient predictors.
Model Fitting
The mean performance of each type of the model was reported in Table 4.3. It is defined as
mean square error between the model prediction and the experimental data. It can be seen
that Bayesian regression has the best performance among the six different models. Moreover,
as it is shown in Table 4.4, by applying feature engineering method, the prediction accuracy
was improved.
4.4.2 Influence of Different Types of Sunscreen Products
Encoding Discrete Variables
Categorical data is common in experimental datasets, however, it is hard to be used in machine
learning algorithms, due to the fact that many machine learning models are algebraic, thus
their input must be numerical. Therefore, to use these models, categorical features must be
transformed into continues numbers. Analysis and pre-processing of mixed datasets including
a combination of continuous can categorical variables has an important research interest
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(a) Feature importance of each principle component.
(b) Cumulative explained variance by different number of principle
components.
Fig. 4.4 Feature importance with principle component analysis.
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Fig. 4.5 Scatter plot between SPF/UVA and the five most important features in original
feature space.
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Fig. 4.6 Scatter plot between SPF/UVA and the five most important features in PCA-
transformed space.
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Table 4.3 Mean performance of six different types of models in SPF and UVA prediction.





SVM k-NN Decision Tree GP
36.28 18.10 20.89 26.32 28.83 45.99





SVM k-NN Decision Tree GP
26.85 15.10 18.29 19.51 19.77 28.97
Table 4.4 Mean performance of 6 different types of models in SPF and UVA prediction.
SPF in vivo prediction
Entire feature space 5 most important features 5 most important PCs
18.10 15.18 14.97
UVA-PF in vitro prediction
Entire feature space 5 most important features 5 most important PCs
15.10 10.72 9.25
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in the past decade [207, 208]. There are multiple methods which can convert categorical
features into continuous variables, such as encoding to ordinal variables, feature hashing,
Cat2vec and others. Due to the fact a small dataset was provided, I only applied the methods
which usually works well within small dataset, namely encoding to ordinal variables, one
hot encoding and feature hashing [209]. Performance was evaluated through the prediction
accuracy based on Bayesian regression model. As shown in Table 4.5, the method which
encodes the sun cream product type to ordinal variables has the lowest prediction error;
therefore the encoding method works the best compare to the rest of two.
Table 4.5 SPF and UVA prediction model performance using different category encoding
methods.
SPF in vivo prediction
Encoding to ordinal variables One hot encoding Feature hashing
28.87 39.40 37.54
UVA-PF in vitro prediction
Encoding to ordinal variables One hot encoding Feature hashing
20.26 35.64 28.30
Feature Importance Analysis
Based on the encoding to ordinal variables method, feature importances were analysed to
understand which features have larger impact in the entire sun cream product database. It
can be noticed from Fig. 4.7, product type is the most important feature. Also, compared to
o/w and gel type product, similar knowledge can be obtained when we use the whole product
database. Viscosity and UVB filter concentration is within the top three important features.
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Fig. 4.7 Feature importance analysis using random forest for the full dataset.: (a) Feature




In this work, feature engineering in sun cream protection prediction is discussed. Three
different types of feature engineering methods, namely feature visualization, feature selection,
and feature extraction are discussed in the chapter. Exploratory Data Analysis (EDA),
random forest (RF), and Principal Component Analysis (PCA) are used to implement feature
visualization, feature selection, and feature extraction respectively. By applying such methods
to the o/w and gel type database, some insights about the feature space can be obtained.
Concentrations of UVA and UVB filters are identified as the key features, as well as the
product viscosity. This matches with the domain knowledge experts have in sun cream
product design, although the fundatmental reason for the effect of viscosity is unknown.
Feature extraction methods, such as PCA can transform the original feature space into a
new principal component space within which the machine learning models may be easier to
develop. Six types of different machine learning models were applied to the dataset. Bayesian
regression model achieved the least prediction error and is the most promising for further
development. By applying feature engineering method before fitting in the ML model, it
gives higher prediction accuracy, compared to the previous attempt of using ML method for
SPF and UV prediction [193]. Moreover, the ML developed within this can give comparable
prediction accuracy to the one based on physical models [191], but with wider application
scenario over different UV protectors and emollients in our case.
The entire database of the sun cream products was also analysed. To convert the categori-
cal product type into numerical features, three methods were applied. The one which encode
categorical into ordinary variables has the least prediction error in Bayesian regression model,
which suggests this is the best encoding method so far for the dataset. Based on this method,
feature importances were analysed as well. Similarly, it can be seen that product viscosity and
UVB filter concentration are crucial to SPF in vivo and UVA-PF in vitro values. Moreover,
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product type is also vital to for sun cream products, which matches to experts’ knowledge.
Chapter 5
Identifying physico-chemical laws from
experimental data using symbolic
regression
5.1 Introduction
In the previous chapters, we have shown that by combining machine learning and robotic sys-
tems, digital molecular technology promises to significantly expand the accessible chemical
space, and to reduce the price of access to new functional molecules and materials. The key
component of the new Digital Molecular Technology (DMT) methods is the increased volume
and quality of chemical data obtained both through data mining, computational chemistry
tools and robotic experiments, as lack of data renders ML and AI methods inaccurate and
not very useful [210]. Here we ask a question, is it possible to make use of the increased
availability of experimental data to enhance our capability in inferring physical knowledge
from data by means of algorithmic research? This is driven by the desire to develop predictive
models of complex chemical processes, which could later be used in optimal control. The
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approach that we seek to develop should, ideally, not be based on selecting functional forms
from a pre-defined set. This has already been demonstrated within DMT, for example, in
selecting suitable kinetic expressions within an automated self-optimization system [211].
Our own interest is in the methods that are inherently not restricted to only the known
functional forms and are, therefore, potentially capable of discovering new physical models.
The data-driven development of interpretable physical models resisted automation for
a long time [164]. The possibility of building data-driven interpretable and generalizable
models for complex and poorly understood physical systems is important as these models
share a similar structure to those, based on first principles, and can be transferred to analogous
systems, whereas surrogate models cannot be easily generalized [212]. This, in the longer
term, can improve the time and resource efficiency for the product discovery and process
optimization, especially for the manufacturability and the scale-up, for which a mechanistic
understanding is often crucial [48, 211, 213].
The field of algorithmic search for physical models is relatively new, but has seen a
number of important advances. There are two main types of methods in this field: parametric
and non-parametric regression. In parametric regression, the potentially nonlinear functional
form is known a priori or approached by a weighting of multiple known basis functions. As
a parametric approach, ALAMO (automated learning of algebraic models for optimization)
platform can identify surrogate models from small datasets that are as accurate and as simple
as possible [214]. In [214], ALAMO was extended to incorporate a priori physical knowledge
by enforcing physical constraints on the model resulting from parametric regression; this
was further illustrated through application of ALAMO to learning problems in kinetics [143].
Similar approaches that linearly combine the candidate functions from a pre-defined library
are numerous in the literature domain of sparse regression. The identification of a data-
driven physical model (DDPM), specifically of sparse and interpretable (partial) differential
equations of nonlinear dynamical systems, has been successful with parametric regression
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techniques [215–219]. For instance, the technique was successfully applied to the data-driven
discovery of Navier-Stokes equations [218]. Furthermore, sparse regression was extended to
include selection of candidate basis functions by dimensional analysis, and by determining
the parameters including error bars by a hierarchical Bayesian framework [220].
In non-parametric regression, the a priori selection of basis functions is not needed.
Therefore, the non-parametric methods allow us to find free form equations. Recently,
Brunton et al. introduced a sparse regression approach to discover equations governing the
physics in a chaotic Lorenz system, and in a fluid vortex dynamic system [221]. However,
this technique is restricted to a pre-defined algebraic model structure, as selected basis
functions are linearly combined. Allowing free-form analytical equations, Bongard and
Lipson developed a criterion to find meaningful and complex mathematically invariant
models by means of the ML method of symbolic regression (SR) [222].
Recent applications of SR for physical models can be found in civil engineering [223] and
material science [224]. Although successfully proven, the earlier proposed SR was based on
a heuristic search that could terminate the optimization in local minima solutions, potentially
producing less suitable models than possible. Additionally, as the structure of a model reflects
the actual mechanistic interactions within the system studied, these approximate solutions
cannot be used reliably to infer any mechanistic information about the system, i.e. to use it
to identify chemical reaction mechanisms with certainty. Acknowledging this disadvantage,
SR is formulated as a mixed-integer nonlinear programming (MINLP) in Refs [225, 226]
and solved to global optimality. However, until now the method remains in the mathematical
domain and is yet to be applied to physical models and noisy experimental data.
Here we aim to advance the method of globally optimal symbolic regression towards
automated, data-driven identification of physical models, and its applications to chemical
engineering case studies. Compared to additive models in conventional regression and
heuristic searches in SR, the globally optimal data-driven modelling technique, without any
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previously imposed model structure, is expected to discover true underlying relationships
more reliably. To accomplish this, in this chapter a modified optimization formulation of
SR is developed and implemented in combination with a framework for physical model
selection. As proof of concept, several case studies were investigated in the areas of rheology
and reaction engineering. The purpose of this work is to illustrate an automated research
pipeline deriving interpretable and generalizable models, and thereby providing access to
physical knowledge from data. Within this big picture, closing the loop of utilizing the
obtained physical models in further experimentation and generation of physical knowledge
by (automated) interpretation, see Fig. 5.1, remains the target for future research. The caveat
to this is that we cannot expect such a methodology to be able to discover new phenomena
for which no physical response is measured. The assumptions for the model are that all
predictor variables are included in measurements, all possible operators are included and the
tree structure is large-enough to be able to discover the physical phenomena of a sufficiently
complex system.
Fig. 5.1 Schematic diagram of a concept of a closed loop automated physical model identifi-
cation.
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5.2 Materials and Methods
5.2.1 MINLP formulation
The MINLP formulation is based on a balanced binary tree superstructure for representation
of the equations describing a physical model. The overall goal is to enable the assembly
of free-form algebraic functions by connecting predictor variables and operators, such that
the resulting function predicts the dependent variable values accurately. As an example, the
structure with nodes in a four-layer balanced binary tree is shown in Fig. 5.2.
Fig. 5.2 An example of a four-layer balanced binary tree.
The formulation presented here is based on Ref. [226], but follows a different concept in
the set-up of the binary tree, which allows us to reduce the number of binary variables in the
global optimization. These modifications are addressed in Section 5.2.3.
An expression tree consists of N = 2NL−1 nodes, where NL defines the number of layers.
All nodes that have a connection with nodes on a lower level, their child nodes, are called
branch-nodes (Nb) or non-leaf nodes, and house a mathematical operator. The nodes on the
lowest layer in the tree, referred to as leaf-nodes (Nl), are assigned to a predictor variable
(xi, j) or a constant (εn). In the following sections we will refer to the total number of activated
nodes in the tree as “complexity of the model” (except the ones with an identity operator).
Each given data point deployed in the SR is described by two parameters: the value of the
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predictor variable (xi, j) and the dependent variable value (y j), which is predicted by the
model for each training data point ( j). As shown in Fig. 5.3, the input variables are assigned
for selection at the leaf-nodes only, while the dependent variable values are used at the root
node (n = 1) for comparison with the model prediction.
𝑛,𝑖
𝑥1,𝑗 𝑥2,𝑗 𝑥𝑖,𝑗 𝑥𝑁𝑋,𝑗𝜀𝑛
𝑉𝑛,𝑗
Fig. 5.3 The MINLP set-up in connection with the expression tree.
Each node has a value for each data point (Vn, j), which is computed to be used as operator
arguments on the layer above. The nodal values at the bottom of the tree are determined
by the selection of an input variable or a constant. On branch node layers, nodal values are
specified by the selected operator in combination with the node values of their children. The
allocation of the input predictor variables (xi, j) is implemented by the binary variables (ζn,i).
Continuous decision variables (εn) with bounds (ε lno) and (ε
u
n p) are designated for constants
at every even leaf-node. To decide between a variable input and the selection of a constant at
the even leaf-nodes, further binary variables (κn) are assigned. Both (κn) and (εn) are only
assigned to the even leaf-nodes, as the left leaf-nodes in each last bifurcation only contain the
constant values. With regard to the branch-nodes, there are binary variables (δn,k) assigned
for operator selection, where an operator is active at node n if δn,k = 1 and inactive if δn,k = 0.
If active, each binary operator is applied using both child nodes while a unary operator
uses only the value of the left node (V2n, j). Five binary operators (addition, subtraction,
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multiplication, division and power law) and three unary operators (identity, exponential and
square root) were implemented. It should be noted that the list of operators can be extended
further, such as cubic, square or logarithm operations as proven in Ref. [226].
Consequently, by using the tree structure and the index assignment (Table 5.1 to Table
5.3), the optimization problem was formulated with the objective to minimize the sum of
squared errors (SSE) between the values computed by the model and the experimental data
(Eq. 5.1), according to Ref. [226].
Eqs. (5.2) to (5.4) enable the operator selection at branch-nodes with a big-M approach.
With the aim of connecting the nodal values in the hierarchy of the tree, the functions ( fk)
are introduced for each operator, as shown in Table 5.4. If additional requirements apply for
the selection of an operator, such as a non-zero denominator for division or a positive base
for a power law, these are provided in the functions (gk) enforcing a minimum distance to
undefined regions. A detailed explanation of the implementation of big-M approach can be
found in Refs.[226] and [227]. The idea of the big-M facilitates the transformation of the
disjunctive choice between the operators into linear constraints [227]. If δn,k = 1, the two
inequality constraints reduce to fk = 0, which enforces the respective mathematical operation.
In contrast, if δn,k = 0, large M-values, as lower and upper bounds, ensure the free selection
of nodal values within their specific bounds. The coefficients (Mupn, j,k), (M
lo
n, j,k) and (G
up
n, j,k)
were introduced to preserve constraint linearity in the binary decision variables, which is
important to reduce non-convexities and for solving the MINLP efficiently.





(y j −V1, j)2 (5.1)
fk(Vn, j,V2n, j,V2n+1, j)≤ Mupn, j,k(1−δn,k), n ∈ Nb,k ∈ F , j ∈ J (5.2)
fk(Vn, j,V2n, j,V2n+1, j)≥ Mlon, j,k(1−δn,k), n ∈ Nb,k ∈ F , j ∈ J (5.3)
gk(Vn, j,V2n, j,V2n+1, j)≤ Gupn, j,k(1−δn,k), n ∈ Nb,k ∈ F , j ∈ J (5.4)
Vn, j ≤V upn, j ∑
k∈F
δn,k, n ∈ Nb, j ∈ J (5.5)
Vn, j ≤V lon, j ∑
k∈F
δn,k, n ∈ Nb, j ∈ J (5.6)
∑
k∈F
δn,k ≤ 1, n ∈ Nb (5.7)
Vn, j = ∑
i∈X
ζn,ixi, j +κnεn, n ∈ N ∗l , j ∈ J (5.8)
Vn, j = ∑
i∈X
ζn,ixi, j, n ∈ Nl \N ∗l , j ∈ J (5.9)
∑
i∈X
ζn,i +κn ≤ 1, n ∈ N ∗l (5.10)
∑
i∈X





ζn,i ≥ 1 (5.12)
δn,k ∈ {0,1}, n ∈ Nb,k ∈ F (5.13)
ζn,i ∈ {0,1}, n ∈ Nl, i ∈ X (5.14)
κn ∈ {0,1}, n ∈ N ∗l (5.15)
Vn, j ∈ [V lon, j,V
up
n, j ], n ∈ N (5.16)
εn, j ∈ [ε lon ,εupn ], m ∈ N ∗l (5.17)
If no operator is selected, its nodal value is set to zero by constraints (Eqs. (5.5) and (5.6)).
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Table 5.1 MINLP Notation: Set.
Description Index Set Value
Nodes n N {1, · · · ,N}
Branch-nodes Nb {1, · · · ,2NL−1 −1}
Leaf-nodes Nl {2NL−1, · · · ,N}
Even leaf-nodes N ∗l {2NL−1,2NL−1 +2, · · · ,N}
Algebraic Operators n F {+,−, · · ·}
Predictor Variables i X {1, · · · ,NX}
Input Data Points j J {1, · · · ,NE}
Table 5.2 MINLP Notation: Parameter.
Description Parameter
Input variable values xi, j i ∈ X , j ∈ J
Dependent variable values y j j ∈ J
Table 5.3 MINLP Notation: Decision variables.
Applicability Description Variable Bounds
General Nodal values Vn, j n ∈ Nb, j ∈ J [V lon, j,V
up
n, j ] ∈ R
Leaf-nodes Variable selection ζn,i n ∈ Nl, i ∈ X {0,1}
Constant selection κn n ∈ N ∗l {0,1}
Value of constants εn n ∈ N ∗l [ε lon, j,ε
up
n, j]
Operator selection δn, j n ∈ Nb,k ∈ F {0,1}
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Table 5.4 MINLP Notation: Operator Implementation.
Description Index fk gk
Binary
Operators
Addition + V2n, j +V2n+1, j −Vn, j
Subtraction - V2n, j −V2n+1, j −Vn, j
Multiplication · V2n, j ·V2n+1, j −Vn, j
Division / V2n, j −V2n+1, j ·Vn, j ε −V 22n+1, j
Power Law ∧ eln(V2n+1, j)V2n, j −Vn, j ε −V2n1, j
Unary
Operator
Identity id V2n, j −Vn, j
Exponential exp eV2n, j −Vn, j
Square Root √ V2n. j −V 2n, j ε −V2n, j
Additionally, either none or one operator can be selected at the branch-nodes. Hence, the
sum of operator binaries must be less or equal to one, which is constrained by Eq. (5.7).
In contrast to the branch-node values, the values at the leaf-nodes are determined by equal-
ity constraints including the binary selection of predictor variables or constants, Eqs. (5.8)
and (5.9). Also, Eqs. (5.10) and (5.11) make sure that either no operand, one variable or one
constant can be assigned. Overall, the model should include at least one predictor variable,
which is ensured by Eq. (5.12). For the purpose of completeness, Eqs. (5.13) to (5.17) depict
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the bounds on decision variables of the MINLP [226].
∑
k∈Funary
δn,k ≤ 1− ∑
k∈F
δ2n+1,k, n ∈ {1, · · · ,2NL−2 −1} (5.18)
∑
k∈Funary
δn,k ≤ 1− ∑
i∈X




















ζ2n+1,i, n ∈ {2NL−2, · · · ,2NL−1 −1} (5.23)
V2n, j′ −V2n+1, j′ ≥ MSCn, j′(1− ∑
k={+,∗}
δn,k), n ∈ Nb,∃ j′ ∈ J (5.24)
Due to the binary architecture and the commutative nature of addition and multiplication,
the expression tree contains many mathematically invariant models (symmetries). The design
of the formulation should, therefore, impede redundancies. Eqs. (5.18) and (5.19) resemble
cuts in the tree such that, if a unary operator is selected, the unused part towards the right
child node is set to zero [226]. Eqs. (5.20) to (5.23) assure that if an operator is selected
on a lower layer of the expression tree, there is an operator attached to the parental node
[226]. Likewise, it ensures that the children of a node with value zero also have no operator
or variables attached.
Additionally, symmetry breaking cuts (SC) to remove redundant solutions, which are
caused by the commutative nature of addition and multiplication, were implemented. Eq. (5.24)
is sufficient for one data point j = j′ to impose an order on the values of the child nodes
[226]. The symmetry breaking cuts also pose as big-M constraints where M∗n is set using
interval arithmetic on the bounds of the two child node values [227].
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Without a doubt and from experience with big-M formulations in the Mathematical
Programming community, this will lead to rather loose lower bounding in the associated
Branch-and-Bound (B&B) traditionally used to solve Mixed-Integer Linear (MILP) and
Mixed-Integer Nonlinear Programming (MINLP) problems. Indeed, such were the observa-
tions reported later in the computational results of this work, and hence the serious limitations
that is a challenge for future development of this rigorous methodology.
5.2.2 Determination of Big-M Coefficients
For the optimization, the MINLP variable bounds as well as appropriate big-M values must
be provided. Keeping them as small as possible is expected to reduce convergence times
in solving the MINLP. In the following, an automatable approach for any supplied dataset
is proposed based on bottom-up interval arithmetics on the training data itself. Initiated at
the leaf-nodes, the node value bounds V lo/upn, j can be determined based on the maximum and
minimum values within the dataset plus-minus a safety margin ρ . At even leaf-nodes the
bounds of constants are considered (Eqs. (5.25) and (5.26)). The bounds on the constants
ε
lo/up
n are defined a-priori.
V lon, j = min[ε
lo
n ,xi, j∀i]−ρ, j ∈ J ,n ∈ N ∗l (5.25)
V upn, j = max[ε
up
n ,xi, j∀i]−ρ, j ∈ J ,n ∈ N ∗l (5.26)
For the next layer above and subsequently for all other branch-nodes, the overall nodal
value bounds V lo/upn, j are determined as maximum or minimum value of interval arithmetics
based nodal bounds V lo/upn, j,k calculated for each operator and training data point (Eqs. (5.27)
and (5.28)). The calculation of operator specific V lo/upn, j,k is defined in Table 5.5. For improved
readability in the table, the j-indices are omitted but must be considered in the calculation.
As the intervals grow quickly with the number of layers, a predefined nodal value limit Vlimit
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can be set. Moreover, the root node bounds are determined top-down from the values of the
independent variable to be predicted. A model that remains within two standard deviations
2σ of the expected value is proposed in Eq. (5.29).
V lon, j = min[−Vlimit ,V lon, j,k k ∈ F ], j ∈ J ,n ∈ Nb (5.27)
V upn, j = min[−Vlimit ,V
up
n, j,k k ∈ F ], j ∈ J ,n ∈ Nb (5.28)
[V lo1, j,V
up
1, j ] = [y j −2,y j +2σ ], j ∈ J (5.29)
The big-M value bounds for each data point and operator can then be calculated using the
V lo/upn, j,k with Eqs. (5.30) and (5.31). They can also be subject to a user-defined limit Mlimit as
they grow quickly with the number of layers. For division and square root, different rules for
the M-values apply as their functions were formulated differently as seen in [226]. These





n, j , n ∈ Nb,k ∈ F \{/,
√ }, j ∈ J (5.30)
Mupn, j,k = |Vn, j|
lo +V upn, j,k, n ∈ Nb,k ∈ F \{/,





2n+1, j′, n ∈ Nb,∃ j
′ ∈ J (5.32)
The upper bounds Gupn, j,k in Eq. (5.4) are calculated applying the same logic. For the division
it is simply the safety margin ρ itself and in case of the power law or square root the absolute
value of the lower bound of the restricted nodal value in gn, j is added. For the successful
application of SC, the big-M values MSCn, j′ are determined for a single data point j
′ deploying
Eq. (5.32).
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Table 5.5 Calculation of Nodal Value Bounds.
Description Index Lower Bound V lon, j,k Upper Bounds V
up
n, j,k











2n −V lo2n+1 +ρ
Multiplication · min(arg·)−ρ max(arg·)+ρ




































Power Law ˆ −ρ VV2n2n+1 +ρ
Identity id V lo2n −ρ V
up
2n +ρ
Exponential e −ρ eV
up
2n +ρ
Square Root √ −ρ
√
V up2n +ρ
Table 5.6 Calculation of big-M values for Division and Square Root.
Description Index Lower Bound Mlon, j,k Upper Bounds M
up
n, j,k
Division / V lo2n −|V
up
n |max(arg)−ρ V up2n −|V lon |max(arg)+ρ
arg = [V up2n+1, |V lo2n+1|]
Square Root √ V lo2n −max(V
up
2n , |V lo2n |)2 −ρ V
up
2n +ρ
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5.2.3 Details of Modifications of the Formulation
The previously reported MINLP formulation [226] was modified in order to reduce the
number of required binary variables. This is expected to advance the overall efficiency
in solving the MINLP as fewer decision variables have to be determined in the global
optimization. The main difference is that in the formulation used in this work the tree is
always fully constructed for a given number of pre-defined tree layers NL. The predictor
variables and constants can only be assigned to the lowest layer. The inclusion of an identity
function allows to pass up the values without any change to a higher layer in the expression
trees.
In comparison to that, in Ref. [226] predictor variables and constants are available for
selection at every node in the expression tree superseding an identity function. If those
leaf-node operands are selected on a higher layer, their child nodes, as well as the other
subsequent lower levels, are discarded. Hence, the tree is not set up necessarily to the
maximum of allowed layers. By introducing an identity function in the modified version
of the MINLP, as was proposed in the theoretical formulation of the problem in the first
recorded publication in the open literature on the topic in chemical engineering [225], the
binaries on branch nodes for xi, j and εn can be spared. With N = 2NL − 1 = Nb +Nl and
Nl = 2(NL−1), Eqs. (5.33) to (5.35) specify the number of required binary variables (B) for
the herein compared MINLP formulations in order to quantify the effect in reduction and
scaling behaviour.




BCozad = N −b · (NF +NX +1)+Nl · (NX +1) (5.34)




The delta in Eq. (5.35) proves that the significance of the reduction increases with the number
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of layers (NL) and the number of overall considered input variables (NX) (see SI for a
quantitative comparison of scaling behaviour). Furthermore, the full construction of the tree
allowed replacing big-M constraints at the leaf-nodes by equality constraints due to linearity
in the binary variables. Another main difference is the asymmetric supply of continuous
variables as constants. This design reduces the symmetries in the superstructure set-up and
realizes a reduction in the number of required binaries as discussed above.
5.2.4 Solver
For the aims of this work, the choice of solvers is limited to those that can deterministically
solve MINLPs to the global optimum. According to Ref. [228], the general list of feasible
non-convex global MINLP solvers contains ANTIGONE [229], BARON [230], Couenne
[231], LindoGlobal [232], and SCIP [233]. According to the results of the comparative solver
study [226], BARON solves more SR problems and converges faster than all other solvers.
Hence, BARON (v. 18.5.9), as a commercial general-purpose solver in deterministic global
optimization, was selected in combination with IBM CPLEX [234] as a sub-solver. The
optimization problem was set-up and passed on to the solver using Pyomo (v.5.5) [235]. Upon
solver completion, the optimization results were analyzed within Python 3.6.5, allowing
to translate the optimal decision variable values into the corresponding algebraic equation.
This model can then be evaluated at different inputs for prediction as well. For further
mathematical simplification of the equation, Python’s library for symbolic mathematics
SymPy [236] was used.
5.2.5 Physical Model Selection
The SR is to be performed with noisy experimental data. Following a globally optimal
approach targeting model accuracy exclusively (Eq. (5.1)), errors are represented in the
5.2 Materials and Methods 121
final model, what is also known as overfitting. Hence, methodological measures have to
be included to restrict the influence of experiment errors on the final model and assure
generalisation capabilities with low errors to unseen data. In case of SR, the errors in the
training data are propagated through the expression tree and the selected operators apply to
the data including errors. The limited robustness to noise is especially prevalent among SR
due to its maximal flexibility in constructing free-form models [237].
To only extract the relevant terms describing the main signal and to preferably exclude
the errors, the complexity of the final model is penalized. Model complexity is restricted to a
threshold (C). The identity function does not add to the complexity of a model. Consequently,
the true complexity must be discounted by nodes with an identity function assigned. These












By limiting the flexibility allowed, overfitting can be reduced and sparse models found. This
also increases interpretability. Furthermore, this constraint filters mathematical invariants
including more terms from the search space.
Next, it is proposed to identify a portfolio of the most accurate models with varying
complexity (C) by solving multiple MINLPs in parallel to global optimality. In statistics, there
are multiple information theoretic criterion for model selection, such as Akaike information
criterion (AIC) [238], the Bayesian information criterion (BIC) [239], and others. However,
the extrapolation ability is considered as one of the key advantages of the physical model.
Consequently, in the method proposed one model is selected that is as sparse as possible to
allow interpretation and knowledge extraction but is also as complex as necessary to describe
the underlying physical system without overfitting. Hence, the portfolio of models are to be
compared with regard to validation error, defined as the sum of squared differences between
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the predicted and the experimental values of the validation data set. Due to the growing
flexibility, the training error is assumed to be the lowest for the model with the highest
allowed complexity. Without requiring assumptions about the underlying true model, these
can be compared quantitatively by a data set for validation to check for overfitting. With the
purpose of also comparing extrapolation capabilities of the models, the validation data set is
created by extracting the data points at extrema of the predictor variables. Finally, the model
selection can be based on the lowest validation error which also determines the required
model complexity. The framework is illustrated in Fig. 5.4.
𝐶
Fig. 5.4 The proposed framework for the automated identification and selection of physical
models via symbolic regression.
5.2.6 Experimental Procedures
Automated Viscosity Measurement
Set-up of the Capillary Viscometer The experimental design for viscosity measure-
ments follows the well-established concept of a capillary viscometer due to its simplicity and
low cost [240–242]. It operates on the principles of fluidic flow in a circular tube. In general,
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viscosity can be determined by measuring the pressure drop at varying flow rates or vice
versa.
The herein proposed experimental set-up consists of a syringe pump driving the fluid
at a known flow rate through a circular tube while the pressure drop is measured. Its more
detailed implementation is illustrated in Fig. 5.5 and is explained in the following. The
syringe pump (CETONI neMESYS 290N) was identified as feasible pump type in order
to generate constant volumetric flow rates in the range of up to 50 microliters per second
(µl · s−1). It consists of a linear motor (M1) that drives a syringe piston in translational
direction at adjustable velocities. Their advantage over other types of pumps are accurate
and constant flows free from pulsation. In addition, syringe pumps have the capacity to be
automated and apply elevated pressures. The selected pump has a maximum linear force
of 290 Newton, which translates into a pressure of 16 bar inside the selected syringe. The
syringe mounted to the pump is a CETONI glass syringe with a volume Vsyr of 10 milliliters
(ml) and an inner diameter (ID) of 14.57 millimeters (mm). The ID determines the volumetric
flow rate based on piston velocity. The glass syringe was selected over plastic syringes as it
withstands higher pressures. Its volume was chosen according to the small available volume
of sample.
The pump is connected to an automatable three-point valve (CETONI valve, 3 bar
maximum pressure) which allows to empty and refill the syringe using different routes of
fluid flow. When the syringe is emptied, the valve directs the fluid through the tube while
the refilling process draws fluid from a vial filled with sample. The pressure is measured
at the tube inlet by a microfluidic sensor (P1, Elveflow MPS3) with a range of zero to two
bar and accuracy of ± 4 millibar (mbar). This sensor was identified due to its low dead
volume inside the sensor which is advantageous for small sample sizes and efficient cleaning.
It was abstained from placing a second sensor at the tubing outlet to measure the actual
pressure drop. A high error in pressure drop deviating from the expected value was observed
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in initial experiments. This is expected to be caused by the inlet effects at the second sensor.
Consequently, in the present design the pressure drop is obtained relative to ambient pressure
at the tube outlet, where the sample is dosed into the sample vial for reuse. The measurement
of pressure drop is conducted over a stainless-steel tube of 0.5 m length (L), outer diameter
of 1.59 mm and an ID of 1.02 mm which is placed horizontally at the height of the syringe to
rule out influences of hydrostatic pressure. The reason for stainless steel as tube material was
to ensure a straight measurement zone. The tube length L has to be sufficiently high to allow
the development of a fully developed, laminar flow. Furthermore, the dimensions of ID and
L were selected to balance a measurable pressure drop for low viscous fluids with limiting
the pressure drop for fluids with higher viscosity. The remaining connections are realized
with elastic plastic tubes with an ID of 1.5 mm.
Fig. 5.5 Experimental set-up of the capillary viscometer in sample measuring configuration.
Solvent withdrawal and waste disposal for cleaning indicated by dashed line. Vials are
displaced axially for waste disposal.
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Due to temperature dependency of viscosity, each measurement is only valid at the current
temperature. The set-up does not allow to control the fluid temperature to reduce set-up
complexity. Nevertheless, it includes a temperature measurement (T1) by a Resistance Tem-
perature Detector (RTD) (Bearing Sensor Platinum 100Ω, Class B, Case Style C, three-wire
configuration) positioned in the sample vial. This sensor was selected over a thermocouple
as it provides higher measurement accuracies at ambient conditions (±0.4 ◦C). Theoretically,
the fluid temperature rises along the tube due to the shear stresses applied (viscous heating).
For this set-up, the temperature increase was conservatively estimated to be negligible. In an
energy balance of a worst-case adiabatic system, (Eq. (5.37)) the temperature increase is set
equal to the viscous dissipation energy ∆Evisc.
∆Evisc = ζ γ̇2avgπR









After mathematical transformations and using the expressions for the averaged shear rate
from Eq. (5.38), the temperature increase can be calculated by Eq. (5.39). Under adiabatic
conditions, which certainly not hold true, it would not exceed 0.4 ◦C. Additionally, all
changes in temperature below this value could not be accurately determined due to the error
range of the RTD sensor. For the estimation, the specifications of the set-up and its operational
limits were used: V̇max = 100 µl · s−1, Lmax = 0.5 m, Rmin = 0.5 mm. The fluid properties
were derived by considerations of the high water content (approx. 85%) of the measured
samples: ρmin = 1 kg ·m−3, ζmax = 1 Pa · s, specific heat capacity cp,min = 3 kJ · kg−1. In
conclusion of this analysis, temperature measurement and control are not required along the
tube. The experimental set up in the lab is shown in Fig. 5.6.
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Fig. 5.6 Capillary viscometer experimental set-up assembled in lab.
Data Collection and Automation The following section provides further details about
the data-collection and the automated operation of the capillary viscometer. For data-
acquisition, the set-up was connected with a PC. The pressure sensor signal is acquired via a
voltage and current input module (National Instruments (NI) NI-9207). Accordingly, the RTD
is connected to a temperature input module (NI-9217). The modules provide functionalities
such as amplifying, filtering and isolating signals. The connection with the PC is established
by a chassis (NI cDAQ-9172) which serves as a power supply and plug-and-play station for
multiple modules. Furthermore, to process the acquired signals as well as to manually or
automatically control the syringe pump and its valve, a user interface was implemented in
LabVIEW 2014 (SP1). The latter is a graphical programming language by NI. Moreover,
the interface developed allows to visualize, analyze and save acquired signal values. For
automated sample analysis, a special mode was established that tests multiple predefined
flow rates in a sequence without any further required actions by a user. Once the syringe is
empty, the valve is switched and it is refilled automatically before switching the valve again
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and continuing the dosing through the tube.
When dosing fluid at time t with a certain volumetric flow rate V̇(t), a corresponding
pressure drop ∆p(t) can be measured. Initially, the flow develops and ∆p stabilizes at a
constant value. As L and R remain constant, the data of T(t), ∆pt and V̇(t) are gathered for
analysis. A measured time response illustrating the interaction of all variables under study is
provided in Fig. 5.7. Once the syringe starts dosing (V̇ ≥ 0 ), a pressure drop along the tube
can be observed that is dependent on the level of flow rate as well as the viscosity of the fluid.
With the purpose of reducing random measurement errors, the same flow rate was set at three
independent runs with a dosing interval of 100 seconds. This time was selected to allow the
flow to develop properly. If this time span cannot be completed due to an empty syringe,
the run is repeated. This can be seen at the short peak in pressure drop before the syringe is
refilled (V̇ ≤ 0). Although the syringe motor stopped moving to refill the syringe, there is a
long delay until the next dosing cycle begins. This setting is essential due to delayed fluid
flow from vial into syringe which increases with fluid viscosity. The remaining underpressure
in the syringe drives the flow until it is refilled. Hence, sufficient waiting time is required to
prevent air intake through the tube outlet when switching the valve. The temperature profile
can be considered as constant within one dosing run. Only minor deviations occur (≤ 0.1◦C)
that are likely to be random measurement noise.
If the analysis of one sample is finished, the tubes have to be cleaned to prevent cross-
contamination with the next sample. As a solvent 2-propanol was identified due to its
compatibility with the sensors and its elevated vapor pressure for the drying of the system.
During the cleaning procedure, the sample vial is replaced manually by a solvent vial and
the syringe is fully filled with solvent. The solvent with traces of sample is then disposed
through the tube into a waste vial. In the following, the system is dried by filling the syringe
with air through the tube outlet. Afterwards, the syringe is emptied using the filling route
in normal operation. The two latter steps are repeated automatically until the system is dry
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Fig. 5.7 Experimentally measured time series data of ∆p(t),V̇(t),T(t).
(approximately 30 minutes). For drying, moderate flow rates (200−300 µl · s−1) are advised
to create enough shear to break down the remaining solvent droplets in the tubing but also to
allow enough time to establish a liquid-vapor equilibrium that dries the tubes.
Based on this experimental procedure, viscosity measurements of emulsions were per-
formed. The liquid sample under study is a formulated product forming an oil-in-water
(o/w) emulsion. The water phase of the emulsion is itself a mixture of water and multiple
emulsifying agents (amphoteric, nonionic and anionic surfactants) at varying concentrations.
Its viscosity behavior is found to be Newtonian. The oil phase consists of two polymeric oils
for product thickening and conditioning at different mixing ratios and can be assumed to be a
Newtonian fluid as well.
The following Fig. 5.8 shows the developed graphical user interface in LabView. It is
part of the measurement and control system used for the experimental set-up for viscosity
measurements. It implements all the main functions including the manual and automated
control of the syringe pump, data acquisition and saving into a comma delimited file. The
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collected data of temperature, pressure and volumetric flow rate is acquired at a frequency
of 1500 Hz with the described NI modules and is then averaged to reduce random errors.
For calibration purposes, the Hagen-Poiseuille equation for Newtonian liquids and the
empirical viscosity models for the viscosity of glycerol-water mixtures at varying weight
contents [243, 244] were implemented. Moreover, the functionalities to measure the viscosity
at different shear rates automatically and the drying procedure after the cleaning with
isopropanol were designated in the interface. The actual functionalities are implemented in
the backend, the block diagram.
Fig. 5.8 LabVIEW front panel - Graphical User Interface (GUI) for the automated operation
of the capillary viscometer.
Before the whole set-up was calibrated with the glycerol-water mixture, the pressure
sensor (Elveflow MPS3) was calibrated in combination with the NI-9207 module. This was
necessary as the supplier calibration is based on their own Elveflow amplification and data
acquisition system which was not available for set-up. The sensor was calibrated with a static
air pressure by closing the sensor outlet and applying a known pressure with the DRUCK
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digital pressure indicator. The voltage signals were then acquired in LabView for one to two
minutes for each constant pressure within the interval (0,2] bar with steps of 0.1 bar. Based
on the arithmetic mean for each, the calibration curve was plotted in Fig. 5.9. The resulting
linear fit was implemented in the LabView program, to convert the voltage signals into the
pressure measured.
Fig. 5.9 Calibration of the pressure sensor Eleveflow MPS3 (0-2bar) with DRUCK DPI
600/IS.
Data-Processing In the case study of viscosity, the acquired time series data must be
processed to derive the time-independent models of viscosity. As previously indicated in
Fig. 5.10, the time series data of the pressure drop for each flow rate is averaged over time.
Thereby, the information content is reduced to data triples of V̇ ,∆p and T at the steady-state
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Fig. 5.10 Detailed time-dependent pressure drop profile measured with the capillary viscome-
ter.
in pressure drop can be observed. This time interval is to be discarded in averaging. For the
developed laminar flow at constant flow rate, the ideal steady-state is a constant pressure
drop which is implied in the averaging scheme. A more detailed pressure profile over time
and its stable part considered for averaging are depicted in Fig. 5.11. To produce the discrete
data points in an automated fashion, an algorithmic averaging scheme was developed and
implemented in Python.
The procedure for data processing is summarized in Fig. 4.10. Let the set of different
flow rates measured be denoted by Q with cardinality NE, which represents the final number
of data points considered in the subsequent step of model building. The corresponding index
is j. Data points are considered for averaging for all times t when the time series flow rate
V̇t is equal to Q j. Moreover, the pressure drop at time t,∆pt must not deviate more than
ξ from the average of K prior times series data points ∆pt−h(h = 1, · · · ,K). This moving
average approach ensures that only the pressure drop at steady-state condition is considered.
The time interval of flow development where the pressure drop still changes significantly is













𝑡 = 𝑡 + 1









Fig. 5.11 Algorithm to average time series data into discrete averaged data points at steady-
state.
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neglected while slowly changing trends remain in the averaged data.
Viscometer Automation and Calibration Before taking advantage of the automated
set-up for measurements of the sample fluid, a calibration procedure was conducted. It
aims to reduce the systematic measurement errors to enhance model identification. The
calibration is important as the ideal pressure drop profile is found to be true for the results
at very low flow rates only. However, it can be observed that the higher the fluid viscosity
and the flow rates, the more the pressure drop decreases over time. Its beginnings are visible
in the last dosing in Fig. 5.7 . This phenomenon affects the averaged pressure drop causing
the measurements remaining below the true value. The potential error sources could not be
removed due to missing equipment alternatives that allow automation. In conclusion, the
flow rates are kept below 50 µl · s−1 and the measurable region of viscosities is bounded by
approximately 400 mPa · s. The quantification of this effect for the purpose of calibration as
well as the potential error sources are discussed below.
At first, the pressure sensor itself was calibrated using a digital pressure indicator (Druck
DPI 600/IS) applying a static pressure with air. The calibration curve can be found in the
Fig. 5.9. The overall accuracy of the pressure sensor is ± 4 mbar and the corresponding
reading error of the NI-9207 is ±0.6%. The RTD for temperature measurements has an
accuracy of ± 0.4 ◦C and an additional reading error of ± 0.2 ◦C introduced by the NI-9217.
The quantified dosing accuracy of the syringe pump could not be identified.
Furthermore, the full set-up was calibrated measuring the viscosities of glycerol-water
mixtures at different concentrations of glycerol (60, 80 and 90 weight percentages). Due to
its Newtonian behavior, the measured pressure drop and the corresponding flow rate enabled
to calculate the viscosity using the HP equation. The viscosities of the same mixtures were
also measured by a commercial rotational viscometer (Rheometric Scientific ARES G2) at
21.8 ◦C. The arising temperature difference was corrected using empirical relationships for
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the glycerol-water mixture [243, 244]. The results of the comparison including the errors
in terms of standard deviation for the capillary viscometer can be found in Table 5.7. The
measurement errors of the rotational viscometer were found to be below 6E −4 for all three
mixtures and therefore are considered negligible.







(Glycerol conc.) Visc. Dev. Visc.
◦C mPa · s mPa · s mPa · s mPa · s mPa · s %
60wt% 20.8 10.6 0.5 8.2 12.1 11.2 -6.0
80wt% 20.1 54.4 1.2 49.0 62.3 59.1 -8.0
90wt% 21.0 186.9 2.3 177.8 196.3 204.0 -8.4
As indicated earlier with non-ideal decreasing pressure drops over time, it was found that
the higher the viscosity of the fluid, the more the viscosity measured by the capillary vis-
cometer deviates negatively from the expected value. This is assumed to be a systematic error.
Moreover, the standard deviation in the measurements increases notably. For quantification,
a linear relationship was identified between measured pressure drop and the absolute error in
pressure drop (Fig. 4.11). This could be calculated by subtracting the expected calculated
pressure drop based on the rotational viscometer results. The obtained linear fit was then
implemented in the data processing to correct the systematic error in future pressure drop
measurements. Although the system was calibrated, the validation with both viscometers
using another fluid at elevated viscosity of 161 mPa · s still exhibited an error of −6.5%.
Despite the usage of the equipment within the operative limits, non-constant pressure
drops indicate that flow rates are not stable within one dosing process. This might be
caused by small air bubbles in the syringe being compressed, a decreasing force of the
pump while dosing or a leaking valve as higher pressures were needed to drive the fluids
at higher viscosity. Further error sources in the overall measurement could be mistakes
in the inaccurate preparation of water-glycerol mixtures, the impurity of glycerol itself or
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Fig. 5.12 Systematic error in pressure drop measurements of the capillary viscometer.
the cross-contamination with the cleaning solvent isopropanol due to insufficient drying.
Additionally, small errors could also arise from a non-straight tube with varying diameters
on a small scale, a tube orientation that is not fully horizontal as well as roughness effects
inside the tube. The idealized calculations of a fully developed laminar flow neglect wall slip
and potential inlet (turbulences) and outlet (dropping) effects.
In conclusion, the experimental set-up designed for automated data collection comes at
the cost of elevated experimental errors as the manual data collection using commercially
available rotational viscometers proves to be more accurate. Nevertheless, automated data
collection is inevitable for data-driven approaches. The calibration procedure reduces the
systematic error enabling the data collection at moderate accuracy in an automated fashion.
5.2.7 Reaction kinetic experiments
Reaction kinetic data were collected for hydrolysis of para nitrophenyl acetate (PNPA) under
basic conditions as a case study, Scheme 5.1. For each experimental run, three stock solutions
were prepared consisting of PNPA (at the desired concentration) in 3.0%(v/v) aqueous
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methanol, 3 mol · L−1 KCl, and an aqueous NaOH solution at a fixed pH. The adopted
conditions for each kinetic experiment are provided in the section below. 1 mL of each
solution was directly mixed in a spectrophotometric agitated disposable cuvette. Absorption
spectra (300-500 nm) were collected at fixed time intervals (Agilent, Cary 60). Absorption
data at 400 nm were converted to PNP concentration. Calibration was carried out using
different aqueous solutions at a known concentration of PNP at the same methanol and KCl
concentrations and pH of the tested solutions. PNPA concentrations were calculated as its
initial concentration minus the concentration of the formed product according to the literature
[245, 246], since no by-products formation was reported under the adopted conditions.
Scheme 5.1 Hydrolysis of para-nitrophenyl acetate case study reaction scheme.
5.2.8 Materials
All chemicals (glycerol ≥ 99.5%, isopropyl alcohol ≥ 99.5%, carboxymethyl cellulose, 4-
nitrophenyl acetate (esterase substrate), 4-nitrophenol ≥ 99.0%, potassium chloride ≥ 99.0%,
sodium hydroxide ≥ 98.0%, methanol ≥ 99.9%) were purchased from Sigma Aldrich and
used as received. Water was obtained using a Maxima (USF) Milli-Q system. Viscosity
experiments on a Newtonian fluid were carried out using a commercially available emulsion.
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5.3 Results and Discussion
5.3.1 Method comparison: model identification from ideal data
In the first instance, the methodology described in Section 5.2.1. was applied to data without
errors to assess global optimization in SR, gaining a deeper understanding of its performance,
and comparing it with parametric regression. For reasons of simplicity a function with the
same structure of Arrhenius law was considered, but without units and physically relevant
parameters (Eq. (5.42)). Arrhenius law is applicable in rheology as well as in reaction
kinetics.




In our test case, k = 3, η0 = 8, and x = T . 10 data points were randomly sampled in the x
interval (10,40). Unless specified otherwise, the following calculations were performed on
an Intel® Core™ i5-3337U CPU @ 1.80 GHz processor.
The parametric method ALAMO (v. 2018.4.3), introduced earlier, was selected as the
benchmark method due to its sparsity promoting techniques and openly accessible user-
interface. For ALAMO, linear, exponential and constant basis functions were selected as well
as discrete polynomial exponents up to third order. The modelling criterion was the corrected
Akaike Information Criterion (AICc) [214] . For the dataset consisting of 10 training data
points, ALAMO results in a polynomial equation of third order (Table 5.8, Fig. 5.13). Even
for noise-free data, only a surrogate model is found without any hints about the known
underlying true relationship. This serves as an example for the limitations of parametric
regression approaches in the discovery of true model structure. Nevertheless, it should be
noted that the model was obtained during the first iteration in less than one second. This can
be explained by the restricted search space and the high efficiency that can be achieved in
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solving parametric approaches.
Table 5.8 Comparison of ALAMO and symbolic regression proposed.














Fig. 5.13 Graphical comparison of performance of ALAMO and the proposed symbolic
regression in finding a model described in Section 5.2.1.
A schematic representation of a four-layers tree for Arrhenius law identification by SR
is shown in Fig. 5.14 . The resulting MINLP consisted of 54 binary and 154 continuous
variables as well as 1174 constraints. The included operators were F = {id,+,−, ·,/,exp}.
The globally optimal model (Eq. (5.43)) was found within 29 s. It is a mathematically
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Fig. 5.14 Binary expression tree for Arrhenius equation.











In comparison to ALAMO, the SR solved to global optimality identified the true un-
derlying model which allows significantly better generalization than the previously found
surrogate model. Another advantage that can be stressed is the sparse dataset used in training.
However, the structure identification without a-priori knowledge comes at computational
cost requiring more time to converge. It is worth mentioning that the choice of the basis set
of functions is crucial in both cases. However, the presented SR method is able to construct
more complex functions with a limited number of basis functions.
In the second instance, the function shown in Eq. (5.44) was adapted from [226] to
evaluate the impact of the modifications in the MINLP formulation (5.2.1) in terms of CPU
time until convergence. The settings for the formulated MINLP problems within this section
are shown in Table 5.9 The BARON solver was used with an absolute optimality gap of
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1E −5 and a relative tolerance of 0.01. All binary variables values must satisfy an absolute





Table 5.9 Settings for Evaluation and Comparisons with Ideal Data.
MINLP Parameter ε lo/up Vlimit ρ ε Mlimit
MINLP Parameter Value [−100,100] 100 5 0.01 1000
In order to assess efficiency improvements with the additional symmetric cut (SC)
proposed in Section 5.2.1, five different scenarios were tested based on the introduced
cuts. For each, it is worked with an expression tree with tree layers (NL = 3), 50 data
points (NE = 5) and the basic set of operators F = {id,+,−, ·,/}. The scenarios and the
corresponding CPU times are summarized in Table 5.10. Contradictorily, enabling either
cut by itself, the convergence time increased compared to the case without any additional
constraints. Thiscould be caused by the constraints itself that do not allow tight convex
underestimations by the solver. When GC and SC are combined, the lowest convergence
time could be obtained within the first four scenarios. When removing the identity function
invariants ± zero from the search space and using GC and SC. Considering this inconsistency,
the idea denoted in Ref. [226] of solving all scenarios in parallel and terminating once one
model was found could also be applied here.
Table 5.10 MINLP Extension: Comparison in CPU Times.
General Cut (GC)
Eqs. (5.18) to (5.23)
Omit Use
Symmetry Cuts (SC) Omit 171s 432s
Eq. (5.24) Use 338s 131s
± Zero Cut Eqs. (5.25) and (5.26) Use GC& SC 122s
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Then, in comparison with previously reported formulation [226] the scalability of globally
optimal regression is evaluated. The influence of the number of included operators (NF),
data points (NE), predictor variables (NX), and tree layers (NL) is studied.
The scale-up with regard to an increasing number of potential operators was studied first
(Fig. 5.15). A comparison with the previously published work of [226] is not provided as,
for algebraic operators, there is neither a conceptual nor a mathematical difference in the two
formulations. Since the number of binary variables and big-M constraints increases linearly
with the number of operators, a growth in the computational time is expected. The results
obtained for NE = 30 and NE = 50 did not show a consistent linear growth in CPU time. An
overall linear trend became apparent when using an increasing number of data points. The
Fig. 5.15 Scalability in the number of included operators.
number of data points in the training set affects the number of nodal values and constraints
in a linear fashion. The results obtained at different NE are summarised in Fig. 5.16 and
compared with the previously reported formulation [226]. For both formulations an increase
in CPU time was observed, and in all cases, our adapted formulation showed improved
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scalability in the number of data points. As described in Section 5.2.3, the conceptual
Fig. 5.16 Scalability in the number of included data points.
difference in the modified formulation allows to reduce the number of binary variables
which are required to allocate the predictor variables in the tree. As a result, a difference in
performance should be observed when increasing the number of predictor variables. The
expected improvements became evident at higher quantities of potential predictors and are
shown in Fig. 5.17.
As the last parameter, the influence of the number of allowed layers in the expression
tree was considered. By growing the tree in terms of the number of layers, an exponentially
increasing number of nodes is added. Accordingly, the number of variables and constraints
increases exponentially. As a result, the increase in CPU time is also exponential, as shown
in Fig. 5.18. In the case of layer-scalability, the previous MINLP formulation is superior.
The new proposed formulation timed out after a few hours for a number of layers greater
than four. For the function under study a three-layered tree was sufficient and the ability
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Fig. 5.17 Scalability in the number of predictor variables.
Fig. 5.18 Scalability in the number of expression tree layers.
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to discard sub-layers is favoured over constructing the whole tree with identity functions.
This advantage might diminish if more complex functions are sought within higher layered
trees. Applicable to both formulations, this result confirms the high computational expense
of SR due to the combinatorial search space. The exponential scale-up behaviour in tree
layers could strongly limit the method’s ability to identify more complex models. A limited
investigation of the effect of the time-out time limitation for the larger trees suggests that a
hyper-exponential behaviour may also be possible. A more detailed study of the scalability to
more complex models is the subject of further study, which will be enabled by a significantly
faster optimisation routine.
5.3.2 Physical model identification: Newton’s law of viscosity
The data collected from a commercially available emulsion sample by means of the automated
capillary viscometer were used to identify the simple linear relationship between shear stress
(τw) and shear rate (γ̇w) at the wall of the tubing (5.45).










For the parameter identification an expression tree with three layers, including the shear rate
(γ̇w) as the only predictor variable, and ten experimental data points were used. The two
extrema data points of the shear rate were not included in the training set and were used for
the calculation of the extrapolation error. The set of operators included the basic operators
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and a power law F = {id,+,−, ·,/,∧}. The resulting MINLP consisted of 28 binary and 58
continuous variables and 434 constraints. Five different instances of different complexities
C = {3,4,5,6,7} were solved in parallel.
The obtained portfolio of models, Table 5.11, initially consisted of five models. As the
complexity is constrained by an upper bound (inequality), similar models with the same
complexity are identified. These, together with invariant models at higher complexities, were
neglected. The shear rate and the shear stress were expressed as s−1 and Pa, respectively.
Table 5.11 Physical model identification: Newton’s law of viscosity.
Model Identified model Training Extrapolation Computational
Complexity Error Error Time (s)
3 τ(0.106±0.00042)γ̇ 0.644 0.109 112
5 τ = ((0.099 0.483 0.197 2926
±0.000396)γ̇)(1.023±0.00102)
7 τ = γ̇(0.213±0.00053)γ̇
(0.188±0.00047)
0.343 2.44 1139
To choose the best model among the identified ones, the prediction of the models was
plotted together with the experimental data, see Fig. 5.19a, and the training and extrapolation
errors were compared (Fig. 5.19b). In all cases, the error reported is the squared error, defined
as the sum of the squared differences between the predicted and experimental values for each
data set. As expected, the training error decreases with the complexity of the model as there
is more flexibility allowed to SR. However, the comparison of the extrapolation errors shows
the superiority of Newton’s law model (C=3), whereas the other identified models suffer
from overfitting. Overall, the Newton’s law model can be selected as the sparsest model with
the highest generalisation capability, and can be easily interpreted to generate knowledge
about the physics of the system under investigation.
The model identification was conducted with only 10 data points, highlighting the sparsity
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(a) Measured shear stress and shear rate: data used for model training.
(b) Errors in training and extrapolation data set for model identification.
Fig. 5.19 Physical model selection for Newtonian power law.
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of required data in the presented method compared to other data-driven methods. This is
especially beneficial in chemistry, where data points can be expensive to generate.
5.3.3 Non-Newtonian Power Law
Identification of a non-Newtonian power law was used to prove that the model selection
framework favours higher complexity models where required. Eleven experimental data
points were collected using 1% w /w aqueous carboxymethyl cellulose at different flow
rates. As for the Newton’s law identification, an expression tree with three layers was used,
including the shear rate (γ̇w) as the only predictor variable. Seven different instances of
different complexities C=1, 2, 3, 4, 5, 6, 7 were solved in parallel. The resulting MINLPs
have 24 binary and 65 continuous variables, and 486 constraints. The data were pre-processed
scaling down the apparent shear rate (Eq. (5.45)) by a factor of 10 before training. Especially
when including power law operations, this allowed to keep the variable bounds and big-M
values calculated by interval arithmetic low, reducing the overall search space of the solver.
With these settings, the portfolio of three models, Table 5.12, was obtained within 13
min. The mathematically invariant and similar models were discarded. The models with
complexities C = 2, C = 4, and C = 6, 7 were invariant to the models with complexities C = 1,
C = 3, and C = 5, respectively. The resulting portfolio consists of three different models of
different complexity.
It is noteworthy that all the computed models can be physically interpreted as the ones
describing Newtonian fluids, Bingham fluids and non-Newtonian (power law) fluids. The
model selection was carried out comparing their training and validation errors. Once again,
two experimental data points at the edges of the investigated range of shear rates were taken
aside and used to evaluate the extrapolation performance of the obtained models. The three
candidate models together with their performance on the training and validation data are
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Table 5.12 Physical model identification: Newton’s law of viscosity.
Model Identified model Training Extrapolation Computational
Complexity Error Error Time (s)
1 τ = γ̇ 242.4 16.02 60
3 τ = (4.448±0.3425)+ γ̇ 12.19 9.30 314.4
5 τ = 0.343 2.44 1139
(0.712±0.0044)γ̇(0.671±0.0017)
shown in Fig. 5.20. In this case, both the training and the extrapolation errors decrease
with complexity, indicating that the most complex power law is the most appropriate for the
description of the experimental data.
5.3.4 First-order kinetic law
Previous examples show the potential of the adopted methodology to discover sparse and
interpretable models to describe the viscous behaviour of different fluids with a limited
amount of experimental data. Moreover, a simple procedure was proven to be effective to
select the most appropriate model within the obtained portfolio. In the following, the same
procedure was applied to learn a kinetic model of a simple test reaction for which a large
amount of experimental data was available.
According to Ref [53], hydrolysis of carboxylic acid esters can be described by first order
kinetic law, Eq. (5.48).
r =kh[PNPA] (5.48)
where [PNPA] is the molar concentration of the investigated compound (para-nitrophenyl
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(a) Measured shear stress and shear rate: data used for model training.
(b) Errors in training and extrapolation data set for model identification.
Fig. 5.20 Physical model selection for non-Newtonian power law.
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acetate) and the kinetic constant kn can be expressed as shown in Eq. (5.49)
kh =kN + kA[H+]+ kB[OH−] (5.49)
Under the adopted experimental conditions (pH > 10.52) the terms kN and kA[H+] are
negligible and the overall kinetic law is given by Eq. (5.50)
r =kB[OH−][PNPA] (5.50)
In the first attempt, experimental data were collected at a fixed pH of 10.52, at different
PNPA concentrations. Concentrations vs time data series were pre-processed to obtain an
approximation of the reaction rate over time using the centered difference approximation.
For this example, a three-layer tree structure was allowed, including [PNPA] as the
only predictor variable. Due to the relatively low values of the measured reaction rates
(10−7 −10−9 mol ·L−1 · s−1), they were expressed as mmol ·L−1 ·h−1.
Five MINLP instances were solved C = {3,4,5,6,7} in parallel. The resulting MINLPs
have 21 binary and 219 continuous variables and 1354 constraints. 39 experimental data
points were split into 31 training examples and 8 validation data points in the range [PNPA]∈
(1.11 ·10−3, 4.63 ·10−2 mmol ·L−1). The validation points were chosen at the lower/upper
end of the dataset in order to test the extrapolation ability of the model.
The model portfolio without doubling is summarized in Table 5.13, and the errors are
shown in Fig. 5.21. The identified model with the lower extrapolation error is the true
underlying first-order kinetic law governing the physics of the chemical system.
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Table 5.13 Physical model identification: First order kinetic law.
Model Identified model Training Extrapolation Computational
Complexity Error Error Time (s)
3 r = (8.48±0.042)[PNPA] 3.070 ·10−4 2.365 ·10−3 62.6
5 r = (8.84±0.051)[PNPA] 2.840 ·10−4 2.692 ·10−3 84.3
+(0.00133±0.00109)
Fig. 5.21 Physical model selection for first order kinetic law identification: Errors in training
and extrapolation data set for model identification.
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5.3.5 First-order kinetic law: dependence on pH
In the second attempt experimental data collected at different pH were included in the training
algorithm to identify the dependence of the kinetic constant on the [OH−] concentration. The
training data set consisted of 80 experimental data obtained varying [PNPA] and [OH−] in the
ranges 5.04 ·10−4 −4.55 ·10−2 mmol ·L−1 and 3.33 ·10−1 −4.33 mmol ·L−1, respectively.
An expression tree with three layers was used again. The set of operators included
the basic operators and a power law F = id,+,−, ·,/,∧. The resulting MINLP consisted
of 25 binary and 450 continuous variables, and 2973 constraints. Five different instances
were solved in parallel of different complexities C = {3,4,5,6,7}. 80 experimental data
points were split into 80% training examples and 20% validation data in the ranges [PNPA] ∈
(5.00 ·10−4, 4.63 ·10−2 mmol ·L−1) and [OH] ∈ (3.33 ·10−1, 4.33 ·10−2 mmol ·L−1). The
validation points were chosen at the lower/upper end of the dataset in order to test the
extrapolation ability of the model. Reaction rates were expressed as mmol ·L−1 ·h−1.
According to the examples reported in Section 5.3.4 , invariant models were obtained for
C = 4 and 6, and discarded. The obtained portfolio of models is summarized in Table 5.14
and errors in Fig. 5.22.
Table 5.14 Physical model identification: kinetics dependence on pH.
Model Identified model Training Extrapolation Computational
Complexity Error Error Time (s)
3 r = (33.2±1.7)[PNPA] 6.70 4.59 241
5 r = (26.6±0.08)[PNPA][OH−] 2.99 ·10−2 1.79 ·10−3 226
7 r = ((24.7±0.074)[OH−]) 2.23 ·10−2 2.68 ·10−3 4287
[PNPA][OH−]
As shown in Fig. 5.22, both errors are of 2 or 3 orders of magnitude higher when C = 3,
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Fig. 5.22 Physical model selection for pH-dependent kinetic law identification: Errors in
training and extrapolation data set for model identification.
whereas similar training errors were obtained when C = 5 and C = 7. However, the lowest
extrapolation error suggests that the model with complexity C = 5 is the most suitable one
for the description of the kinetic behaviour of the system.
5.4 Conclusions
Based on a MINLP formulation for global SR reported in the mathematical domain, a different
approach in setting up the superstructure was introduced to reduce the number of binary
variables involved in globally optimal SR. In addition, this formulation is complemented
with a framework to enable the automated identification of physical models from crude data.
The new approach was found to outperform the previously proposed ones in terms of
computational time when increasing the number of included operators, predictor variable
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and experimental data. As examples, the developed method allowed to correctly identify the
models underlying the rheological behaviour of Newtonian and non-Newtonian fluids, as
well as simple kinetic laws, also in the case of sparse data sets, which is a common scenario
in chemical process development.
A significant limitation of the methodology was found in the exponential scale-up of
the computational time for an increasing number of adopted layers in the tree necessary to
represent complex algebraic structures of analytical function type models.
This serious issue of computational efficiency cannot be resolved by parallelization. This
presently seriously limits the identification of more complex models for which a larger
number of algebraic operators is often needed.
Work is currently underway to overcome these limitations using rigorous mathematical
programming approaches, such as the one presented in this work, as well as complementary
methodologies to derive globally optimal fitted model structures.
Chapter 6
Conclusions and Future Perspectives
6.1 Conclusions
This thesis targets the application of artificial intelligence algorithms combined with auto-
mated experimental systems in the modeling and optimization of products and process design
of formulated products. Moreover, this work targets the goal of automatable, data-driven
modeling techniques that derive interpretable and generalizable models for complex physical
and chemical systems. The primary motivation here is not only the automated generation of
a model itself but to distill knowledge about the prevalent physical phenomena from data.
If the knowledge about systems that have not been understood thus far could be created
automatically, scientific research could be accelerated significantly. Instead of trial-and-error
based experimentation, the newly created knowledge could guide further research. Long term,
the tasks of product discovery and process design could undergo a significant improvement in
time and resource efficiency. Especially with regard to manufacturing scale-up, a mechanistic
understanding is essential. A schematic representation of the project components and their
interactions can be found in Fig. 6.1 below.
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Fig. 6.1 Schematic representation of project components and their interactions.
Along the thesis there are several key insights that are worth to be mentioned again here:
• Time saving and highly reproducible robotic experiments were coupled with machine
learning algorithms for the efficient optimization of the recipe of a complex formulated
product of industrial interest. The optimization procedure outperformed human experts’
intuition and suggested more convenient and low-priced solutions within 15 working
days. The coupling of a naïve Bayes classifier with the TS-EMO algorithm allowed to
take into account in the optimization procedure binary discrete outputs, also avoiding
waste of time and material resources. Despite the fact that the optimization was carried
out in the absence of predictive physical models, the a posteriori analysis of the Pareto
front and the hyperparameters of the surrogate statistical model gave some important
qualitative information about the physics of the system. Moreover, further efforts
extended the method into different scenario.
• Feature engineering method as well a modified MINLP formulation for symbolic
regression was proposed with the aim of deriving ohysico-chemical knowledge from
noisy experimental data. As the proof of concept, key components were identified in
sunscreen product design by applying feature engineering methods. Moreover, physical
6.2 Future perspectives 157
models of reaction kinetics and viscosity are re-discovered entirely from experimental
data via symbolic regression. The purpose is to illustrate an automated research
pipeline deriving interpretable and generalizable models and thereby providing access
to physical knowledge.
6.2 Future perspectives
Although we have shown that artificial intelligence combined with laboratory automation can
speed-up the product and process optimization process, the discovery of new phenomenon
and/or the product are still challenging and not covered yet. One of the appealing potential
ways is to implement the process of curious and knowledge-based inquiry inherent to human
scientific research, within a reliable and high-throughput robotic system. Active searching
and pooling strategies were proposed and applied in automated discovery of new chemical
reactions.
Another open challenges in product design by using automated approaches is the trans-
lation of the acquired knowledge to full predictive scalability. At present, in the field of
chemistry and chemical engineering, most of the data collected in lab-scale robotic platforms
is used to build statistical reaction models, not taking into account scale-dependent or process-
dependent interactions. At a process scale, however, mass, heat and momentum transport
almost always become the most relevant controlling mechanisms, and very little information
about them can be inferred from small-scale black-box optimizations. Specifically, in the
field of formulated products, this can critically determine the thermodynamic state of the final
product, i.e. for example its stability, shelf life, physical properties, etc. One promising way
to overcome these limitations is to use robotic experiments to build generalizable physical
knowledge and to learn physical models that can be integrated at a later stage to predict the
behaviour of a chemical system at scale. A future challenge will be to use algorithms to
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find predictive correlations between the behaviours observed at the lab scale and the final
properties of the processed products at the production scale. The underlying hypothesis, still
to be proven or rejected, is that a direct correlation can be found between the final properties
of a processed sample, e.g. stability of oil-in-water emulsion, and the observable behaviour
of the two phases in a robotic platform.
The challenges of discovery and scale-up are intimately interconnected and of funda-
mental importance for speeding up product design and development under the constraints
of the fast-changing market. Ideally, given a product of interest with certain properties,
an algorithm would suggest libraries of possible combinations of ingredients and process
conditions for its manufacture and rank them according to different criteria, such as practical
feasibility, environmental impact, cost, etc. This may be done based on approaches similar
to those currently being developed for retro- and forward synthesis in synthetic chemistry,
and/or through their integration with high-throughput experimentation for discovery. And
these can be the future steps of this work.
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Curry, Andy R. Terrel, Štěpán Roučka, Ashutosh Saboo, Isuru Fernando, Sumith
Kulal, Robert Cimrman, and Anthony Scopatz. SymPy: symbolic computing in
Python. PeerJ Computer Science, 3:e103, jan 2017.
[237] Markus Quade, Markus Abel, Kamran Shafi, Robert K Niven, and Bernd R Noack.
Prediction of dynamical systems by symbolic regression. PHYSICAL REVIEW E,
94:12214, 2016.
References 177
[238] Hirotugu Akaike. A new look at the statistical model identification. IEEE transactions
on automatic control, 19(6):716–723, 1974.
[239] Scott I. Vrieze. Model selection and psychological theory: A discussion of the differ-
ences between the Akaike information criterion (AIC) and the Bayesian information
criterion (BIC). Psychological Methods, 17(2):228–243, 2012.
[240] Christopher W Macosko and Ronald G Larson. Rheology: principles, measurements,
and applications. Vch New York, 1994.
[241] Faith A Morrison et al. Understanding rheology. Oxford University Press, USA,
2001.
[242] Raj P Chhabra and John Francis Richardson. Non-Newtonian flow and applied
rheology: engineering applications. Butterworth-Heinemann, 2011.
[243] Andreas Volk and Christian J. Kähler. Density model for aqueous glycerol solutions.
Experiments in Fluids, 59(5):75, may 2018.
[244] Nian Sheng Cheng. Formula for the viscosity of a glycerol-water mixture. Industrial
and Engineering Chemistry Research, 47(9):3285–3288, 2008.
[245] Jorg Klausen, Markus A Meier, and Rene P Schwarzenbach. Assessing the fate of
organic contaminants in aquatic environments: Mechanism and kinetics of hydrolysis
of a carboxylic ester. Journal of chemical education, 74(12):1440, 1997.
[246] Peter S. Marrs. Class Projects in Physical Organic Chemistry: The Hydrolysis of
Aspirin. Journal of Chemical Education, 81(6):870–873, 2004.

