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Abstract
There have been massive improvements in the field of computer vision in recent years, mostly due to the efficacy of deep learning. Most if not all of these
tasks involve use of supervised learning. However, building a labelled dataset
of sufficient volume can be prohibitively expensive. This is where transfer
learning is applied, where the predictive models are trained on a related pretext task(most commonly using supervised learning) before being fine-tuned
on the target task. This reduces the volume of data required for the target
task but we are still bound by the volume of labelled data available for the
pre-training task. Unsupervised transfer learning by removing the need for
labelled data would allow any image to be used as a datapoint for a computer vision task. Autoencoders are a class of unsupervised learning models.
Autoencoders trained on image reconstruction can be fine-tuned on a target
task such as image classification and semantic segmentation to perform unsupervised transfer learning. This thesis seeks to test the efficacy of using
autoencoders (image reconstruction) as a pre-training task against other unsupervised tasks. It aims to employ state of the art findings on autoencoders
as well as apply modifications on top of it to maximize unsupervised transfer
learning performance. When tested on image classification and semantic segmentation it shows 3% to 26% performance improvement depending on the
model architecture.
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Chapter 1

Introduction
Neural networks are an active area of research in artificial intelligence. Deep
learning as whole has had great success in computer vision. Be it image classsification, object detection or semantic segmentation, deep learning is now the
preferred approach due to its efficacy. However training of predictive models
for all those aforementioned tasks are done through supervised learning. Supervised learning requires human labelled datasets which can be expensive if
we think about image classification. It can be much more expensive as well as
time consuming if we talk about object detection or semantic segmentation,
where the bounding boxes or segmentation maps have to be painstakingly
created and the latter might even need some expertise.
Transfer learning has been shown to be an effective way to reduce either
the volume of task-specific training data and/or reduce the amount of time
required to train a model that has been pre-trained on a pre-text transfer
learning task. The most common pre-text learning task for computer vision
is Image Classification on Imagenet [18] Dataset. Neural networks tend to
benefit from massive datasets and the problem with supervised learning tasks
is that it is restricted to the largest available labelled dataset. Since labelling
a dataset takes human labour it can be expensive, because of which freely
available labelled datasets are relatively small and bigger datasets created
by big organizations are kept private. This is why unsupervised learning is
an extremely attractive option since it allows more or less every image on
the internet or in digital format to be a part of a training corpus. This is
encouraging if the lower per sample efficacy [7] of non-annotated data points
1
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can be compensated by a volume of data that can be practically acquired and
used to pre-train models to a point where the added computational cost of
training on a larger corpus of data is offset by the cost of requiring human
annotation on the task specific dataset. We also have to take into consideration
if a default architecture can be used for multiple tasks in the same domain.
This pre-training can be performed once and hence largely mitigate the added
computational cost.
There have been recent works on self-supervised learning which involved
training image classification on Imagenet Dataset, where the downstream task
performance was inferior but reasonably close to Imagenet training performance. In other words since the amount of unlabeled data available is magnitudes of orders larger than the available labelled data, it is possible for
unsupervised techniques to surpass supervised learning techniques for pretext transfer learning [7]. Self-supervised learning is a branch of unsupervised
learning that programmatically perturbs the input and has the model predict what perturbation was applied. Although the task is supervised, since
the labels are automatically produced instead of human annotated we can call
this training technique self-supervised. Section 2.7 explores one self-supervised
learning technique.
Along with self-supervised techniques there has been work done on unsupervised techniques that use autoencoders i.e. image reconstruction as pretext transfer learning tasks [2, 15, 19]. However, there has been no research
that compares the downstream task performance of unsupervised and selfsupervised learning techniques. Moreover, research on unsupervised learning
focuses solely on testing latent vector representation using image classification
as opposed to self-supervised learning which has been tested on myriad of
downstream tasks. This research aims to fill in the gap.
Autoencoders are a class of neural networks which learn to reconstruct
the input given to it. These models were conceived to perform dimensionality
reduction and feature learning. More recently thay have been used as generative models [5]. Autoencoders include an encoder and decoder neural network.
The encoder neural network performs non-linear transformation of the input
data into a latent vector space, producing a embedding/latent vector. The decoder takes as input the embedding vector and reconstructs the original input,
essentially reversing non-linear transformation applied by the encoder. The
reconstructed output is compared with the input using Mean Squared Error
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or Sum of Squared Error which acts as the training loss which the encoder
and decoder must work jointly work to reduce and thereby trying to create
an exact replica of the input data as the reconstruction. Simple losses such
as MSE and SSE work on individual pixels rather than the high level context.
This means that even if the reconstruction were perfect but slightly translated
the MSE/SSE loss would be high. This is why the research looks at other
potential learned reconstruction loss functions that have image understanding
that output loss based on the high level contents of the image(in chapter 4).
Since autoencoders are reconstructing the input, we don’t need labelled data,
and can train using unsupervised learning.
Autoencoders can have multiple architectural components in addition to
the encoder and decoder, models such as VAEs (Section 2.2) use a pre-determined
prior distribution (probability distribution of latent vectors) and KL-divergence
loss to enforce this prior distribution. ACAI (Section 2.5) uses latent vector
interpolation to improve downstream task performance while MIDR (Section
2.6) employs prior distribution in combination with latent interpolation to
further improve on ACAI’s performance and finally there is reconstruction
loss.
The primary focus of this research is to explore the efficacy of the autoencoders as an unsupervised transfer learning task for computer vision applications. In this case the computer vision tasks are image classification
due to it being the most widely used task for all benchmarking and semantic segmentation because the similarity between the encoder-decoder models used to tackle this task and autoencoders. Previous research on autoencoders [12], [19], [2], [15] for this purpose primarily involves using shallow
network with small datasets such as CIFAR-10 and MNIST. Self-supervised
learning techniques such as Jigsaw solver [13] (which is the baseline unsupervised technique against which autoencoders are tested) on the other hand are
trained with deeper models such as ResNet along with large datasets where
ILSVRC-2012 Imagenet [18] dataset is the most commonly used large dataset.
Since unsupervised learning benefits from large volume of data and deeper
neural networks [7], this work attempts to bridge the gap between autoencoders and self-supervised techniques by experimenting on ResNet based autoencoders which are trained on the Imagenet dataset for image reconstruction. This way the power of autoencoders maybe amplified while also enabling
a direct comparison.
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Naturally, if autoencoders are being tested for unsupervised transfer learning. The following questions need to be answered:
• The final accuracy on downstream tasks (image classification and Semantic segmentation)
• Training iterations required to achieve the final accuracy. Fewer iterations is better
• Correlation between the image reconstruction performance and the downstream tasks. Strong correlation would allow one to accurately estimate
the downstream task performance from the image reconstruction performance, thereby potentially reducing the amount of experimentation
required. The initial intuition may be that there should almost always
be a positive correlation between image reconstruction and the downstream tasks and that the only thing then to explore is the strength of
correlation. However, sections 5.1 and 5.3 show that this may not always
be the case.
In addition this research also looks at different architectural components
of autoencoders in an attempt improve downstream task performance. Specifically it looks at:
• Reconstruction loss: replacing MSE/SSE loss with learned neural network based loss, similar to GANs [6]
• Prior distribution loss: modified KL-divergence and learned loss(inspired
by [12]) are explored
• Model depth: Shallow and deep(ResNet based) autoencoders are tested.
In deep autoencoders, asymmetric autoencoders, where the depth of
encoder and decoder are different (in this case the decoder is shallower)
yield enouraging results in semantic segmentation task.
While varying each of the components listed above, both the image reconstruction quality and downstream task performance are checked. Prior
distribution loss is an exception since it turns out not to be determining factor. Performing qualitative assessment of image reconstruction and tallying
that with the accuracy on image classification and semantic segmentation is
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how the correlation is between image reconstruction and the downstream tasks
is assessed. Even though there are no tangible numbers to perform this analysis because of the nature of image reconstruction task, this type of analysis
in the end does yield useful insights as to which downstream task the image
reconstruction is more suited to.

Chapter 2

Background
2.1

Types of Learning

In recent years, great progress has been made towards using neural networks
to perform tasks such as complex image classification that were once thought
to be impossible by machines. However, to train these models we need lots of
labelled data. For example, in imaging, each image is annotated by a human
and then the model learns image classification in a supervised manner. This
labelled data can be expensive to come by since we need large amounts of
data that must be labelled by humans before it is useful. This is why there
has been research in other types of learning which reduce the need of labelled
data.
Semi-supervised learning is where we have a model initially learn from
small amounts of labelled data to label larger amounts of unlabeled data.
After which a bigger model is trained on both labelled data and the data
labelled by the smaller network. This reduces the amount of labelled data
required. Self-supervised learning is another technique in which the labels
for a data are produced automatically. The labels are usually produced by
altering the data in some known form and having the alteration be the label.
During training, the neural network must then infer what type of alteration
was performed on the data. In solving this task, the neural network learns
overarching features of data which would also be necessary for supervised
tasks. If we are dealing with image data for example, the neural network
maybe trained with rotation self-supervised task where input image is rotated
6
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by some angle (usually 0◦ , 90◦ , 180◦ or 270◦ ) and the neural network has
to infer the rotation angle. Finally, we have unsupervised learning where we
have no labels, automatically or manually produced. Autoencoders are trained
without any labels and hence undergo unsupervised training. Self-supervised
training is also a type of unsupervised training but in the context of this
document we consider unsupervised training as any training that does not
involve labels in any form.
There are multiple type of autoencoder. Section 2.2 introduces VAE, an
autoencoder originally designed for image generation like GANs [6] that feature a prior distribution which is used to to sample latent vectors which are
used as input to the trained decoder for image generation. Section 2.4 and
2.5 explore linear interpolation of latent vectors as a way for the encoder to
produce more expressive latent vectors and explain the intuition behind it.
Section 2.6 looks at work which combines the use of prior distribution and
latent interpolation to further increase latent vector expressiveness.
The reason for attempting to achieve more expressive latent vectors is
that these latent vectors could be used for computer vision tasks other than
image reconstruction. This would increase the effectiveness of using image
reconstruction using autoencoder models as pre-training task for computer
vision problems. Lastly, section 2.7 explains the jigsaw solver self-supervision
technique which is used as a baseline self-supervised technique to compare
autoencoder based unsupervised learning techniques against.

2.2

Variational Autoencoder (VAE)

In Figure 2.1 we can see the general architecture of a VAE. X is the input
to the model and the encoder produces two vectors of the same dimensionality, say D. µ(X) denotes D-dimensional vector of the mean of a multivariate
gaussian distribution. Σ(X) denotes the D-dimensional vector of standard
deviation of the multivariate gaussian distribution. The decoder then samples
from the Gaussian distribution (µ(X), Σ(X)) for input and tries to reconstruct
the input. One implementation detail worth mentioning is that if we directly
sample from gaussian distribution as stated above (left sub-figure of Figure
2.1) we cannot pass gradients on to the encoder from decoder during back
propagation because we cannot compute gradient of random sampling. This
is why in practice we always sample a D-dimensional vector ‘e’ from a gaussian
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distribution N (0, 1), after which we apply the reparameterization trick which
is z = µ(X) + Σ1/2 (X) × e. Now we can pass the gradients from decoder to
encoder (right sub-figure of Figure 2.1). The random sampling from N (0, 1) is
not differentiable but we have reparameterization equation which uses output
of the encoder and is differentiable so the gradients from the decoder can be
backpropagated to the encoder. Since VAEs were intended be used for the
generation of data like Generative Adversarial Networks (GANs) [6], they try
to match the distribution of latent vectors (prior distribution) produced by
the encoder. VAEs use a pre-determined D-dimensional distribution (generally N (0, 1)), such that when generating data, we can sample any latent from
this pre-determined distribution. This matching or forced alignment of prior
distribution and pre-determined distribution N (0, 1) is done using K-L divergence loss as shown in Figure 2.1. VAEs use a mean squared error loss to
measure the similarity between input and the reconstructed output to train

Figure 2.1: VAE architecture [9] : Red box denotes non-differentiable op. Left
figure shows VAE which directly samples from Gaussian distribution with
mean and σ produced by encoder. Right figure shows VAE in which decoder
samples from Gaussian distribution with mean 0 and σ 1, then applies reparameterization to obtain a latent vector which is sampled from a Gaussian
distribution with mean and σ as output by the encoder.
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both the encoder and decoder using backpropagation. Refer [3] for a more
in-depth explaination on how VAEs work.

2.3

Vector Quantized Variational Autoencoder (VQVAE)

VQ-VAE strives to achieve similar reconstruction performance as VAE on
continuous image data while discretizing its latent vectors. The motivation
behind using discrete latent vectors comes from the inherent discrete nature of
certain types of data such as text. This model has been shown to be effective
on continous data such as image and audio as well. Figure 2.1 shows the
architecture of VQ-VAE. In a VQ-VAE we have an encoder and a decoder
network just like VAEs, along with a discretizing codebook. The codebook
has K vectors, each vector being D-dimensional. For a given input X the
encoder produces an output ze (X). Which is of shape (z height, z width, D)
where
z height < input height
z width < input width
Now given a row and column index for ze (X) we get a D-dimensional vector.
For each of these D-dimensional vectors we find the closest vector in terms
of L2 distance in the codebook and record the index of that vector in the
codebook. In this way we get a latent q(z|X) of shape (zheight , zwidth , 1). For

Figure 2.2: VQ-VAE architecture [19]
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the decoder, the latent q(z|X) is converted back to shape (zheight , zwidth , D)
by replacing the vector indices in the latent with the corresponding vector in
the codebook to obtain zq (X). Note that this discretization has no gradient
and thus gradient backpropagated to the start of the decoder is passed as is to
the output of the encoder for back propagation. To train the codebook we add
two additional loss terms along with mean squared error loss which is used to
compare input and reconstructed output. This loss is shown below:
L = log p(x|zq (x)) + ||sg(ze (x) − e||22 + ||ze (x) − sg(e)||22

(2.1)

The first term is the reconstruction loss, the second term is the codebook loss
to train the codebook so that the closest vector in the codebook e is pushed
closer to the ze (x). The third term is the commitment loss which forces the
encoder to commit to a codebook vector. ‘sg’ in the above equation denotes
stop gradient operator and β is a hyperparameter which is recommended to
be between 0.1 to 2.0 (although the training seems to be robust to the value
selected for β).

2.4

Deep Representation and Latent Interpolation

In tasks such as Image Classification for example a CNN is used in conjunction
with one or two linear layers. The CNNs act as the feature extractors while
the linear layers end up using the features or latent representation as input to
make the final classification decision. If we were to visualize the data space
of 128 × 128 RGB image, it would be extremely sparse where only a small
subset of the possible 128 × 128 × 3 × 256 possible values will represent realistic images or images that resembles the real world. The distribution of latent
representation values corresponding to the input data in contrast tends to be
dense and flatter instead of sparse and spiky [1]. In other words, if we have
a model that perfectly disentangles features or causes of variations in data
(for pose estimation it could be relative position of hands, legs and head) and
the interpolation of two latent vectors corresponding to for example, different
poses is computed, it should result in a latent vector corresponding to an intermediate pose image which would be a high probability data point. In this
case high probability means the data point has high probability of occuring in
real life. In comparison, pixel space interpolation of the same two poses would
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result in the superposition of the input images, a low probability (unrealistic)
data point. In practice since latent representation often end up encoding the
background information as well to some extent, in real world experiments the
latent interpolations in case of pose estimation don’t exactly produce an intermediate representation, however it works as a data augmentation technique
and ends up improving downstream performance [2], [15]. Hence, This concept is quite useful in maximizing the efficacy of autoencoder models for the
research’s use case.

2.5

Implementing Latent Interpolation using ACAI
[2]

ACAI stands for ”Adversarially constrained Autoencoder Interpolation”. It
features a regular autoencoder which is non-variational (no sampling from
gaussian distribution for the decoder) and doesn’t use a discretizing codebook.
ACAI instead relies on latent interpolation to produce better image reconstructions. Just like a regular autoencoder, this model is also trained to reconstruct
the given input, the reconstruction quality is measured by MSE/SSE loss. Latent interpolation is done in the following way:
• dividing each mini-batch into two parts.

Figure 2.3: ACAI architecture [2] Images of digits 2 and 3 are passed through
the encoder to produce their respective latent representations z2 and z3 . These
two latents are linearly latent by randomly sampled factor α. The interpolated
latent is input into the decoder to produce a ”reconstruction”. The critic tries
to predict the interpolation factor used to produce the ”reconstruction” and
by proxy judges how realistic the ”reconstruction” looks.
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• The interpolation factor is randomly sampled.
• The samples in the two halves are interpolated index-wise. That is, the
first sample in first half is interpolated with the the first sample in the
second half and so on.
It is possible to compute interpolation between all possible pairs but that
would be computationally intensive since for batch size of n there would be n2
pairs to be interpolated. Since the mini-batches are randomly sampled and the
same data sample may have any index in a mini-batch, over large enough iterations the latent interpolation pairings should approach all possible pairings.
The ”reconstruction” for interpolated latent vectors can be produced by simply
passing them through the deocder. But, there is no target output with which
the quality of reconstruction could be estimated of interpolated z (z 0 ). This
is where a discriminator network (referred to as critic in figure 2.3) functions
as an evaluator of the ”realness” the reconstruction by predicting the random
sampled interpolation factor. Non-interpolated latent vectors(interpolation
factor 0) have target output so they should produce realistic reconstruction.
Interpolated latent vectors (0 < interpolationf actor <= 0.5) don’t exactly
have a corresponding target in the dataset, so the autoencoder is producing a
”reconstruction” that corresponds to the interpolation of the latent vectors .
This is similar to a discriminator that is a part of GANs [6]. The autoencoder
works like the generator and the discriminator acts as a second criterion for the
quality of reconstructions to ensure that the ”reconstruction” corresponding
to interpolated latent vectors resemble images in the actual dataset as closely
possible. The loss functions listed below helps make the architecture clearer.
Ld = ||dω (x̄α ) − α||2 + ||dω (γx + (1 − γ)gφ (fθ (x))||2
Lf,g = ||x − gφ (fθ (x))||2 + λ||dω (x̄α )||2
• x̄α : reconstruction from interpolated latent
• dω : Discriminator
• fθ : Encoder
• gφ : Decoder

(2.2)
(2.3)
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• γ: linear interpolation coefficient in pixel space between two images
• α : linear interpolation coefficient between two latent vectors
Unlike the usual discriminators which are expected to produce 0 or 1 for
fake or real classification respectively, the discriminator is designed to predict
the latent interpolation factor, α which lies between 0 and 0.5 inclusive. 0 and
1 means no interpolation while 0.5 means the interpolation is perfectly half
and half between the pairs under consideration.
Equation 2.2 is the discriminator loss Ld which has two terms. The first
term is the loss on predicting the correct interpolation factor α for the reconstruction on interpolated latent. The second term acts as a regularizer,
involving hyperparameter γ which acts as interpolation factor for linear interpolation between input and its reconstruction. The discriminator should
produce predicted value as close to 0 as possible.
Equation 2.3 is the autoencoder loss Lf,g which again has two terms, the
MSE loss and the second term which is the discriminator loss which trains all
reconstructions by the autoencoder to be classified as real by the discriminator.

2.6

Further Improving Latent Interpolation

In linear interpolation only a single path of interpolation is chosen, which
means all dimensions in the latent are given equal weights. It turns out that
performing multi-dimensional interpolation can improve image classification
downstream task performance [15]. Multi-dimensional interpolation can result in a latent which lies outside the distribution of latent vectors produced
by the encoder network. This may result in an unrealistic reconstruction [15].
So enforcing a prior distribution loss such as Maximum Mean Discrepancy [15]
or a discriminator based loss [12] can force all latent vectors produced by the
encoder to lie within a pre-determined prior distribution and thereby ensure
all interpolations between the latent vectors to lie in the prior distribution.
Setting a prior distribution allows interpolation of latent vectors produced not
only by the encoder but also those sampled from the prior distribution. Interpolation between encoder-encoder with prior-encoder latent interpolation
further adds to the performance improvement in image classification downstream task [15] as compared to ACAI.
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Jigsaw Solver Self-Supervised Task

Noroozi et al. [13] introduced a self-supervised task which based on experimental findings in Goyal et al. [7] was one of the most effective self-supervision
technique for training a image feature extraction that consistently performed
well in multiple downstream tasks ranging from image classification, low shot
and zero shot learning, depth map prediction, image detection etc.
Figure 2.4 shows Jigsaw Solver, it divides an image into 3 × 3 pieces. The
pieces are then permuted like a jigsaw. Each piece is then provided as a separate input to a CNN model. The CNN model outputs a feature vector for
each jigsaw piece. These feature vectors are concatenated and given as input
to a couple of linear layer which make the final classification of which permutation has been applied to the jigsaw pieces. If we have 9 pieces to perform
permutations on, there are 9! or 362,880 possible permutations. This had
to be reduced. Noroozi et al. found that the permutation set has a significant effect on the efficacy of jigsaw solver. Permutations can be compared in
terms of the hamming distance, two permutations with hamming distance of
2 will look more similar compared to permutations with a hamming distance
of 9 and selecting a permutation set that maximizes the average hamming
distance between every pair of permutations tend to improve results on image
classification.
Secondly, bigger number of permutations in the permutation set increases

Figure 2.4: Context Free Network(CFN) [13] architecture and jigsaw solving
procedure
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difficulty and further improves image classification performance [7,13] and this
effect is more significant if the CNN model being trained is deeper [7]. Bigger
number of permutation and larger hamming distance of permutations ensure
that the same jigsaw piece is placed in multiple locations, so that the CFN
model as a whole cannot correlate the jigsaw piece with a particular jigsaw
position.
Lastly, each jigsaw piece is also random cropped, independently normalized
and color jittered so as to prevent the jigsaw solver from using low level features
like matching edges of the jigsaw pieces, low level artifacts introduced by
the camera which is invisible to human eye but is used by the model as a
shortcut solve the Jigsaw instead of the semantic content in each jigsaw piece
to perform jigsaw permute classification. Refer to Section A.3.1 for the exact
implementation details used to replicate the technique in this thesis.

Chapter 3

Downstream Tasks
The default practice of using image classification from Imagenet dataset for
pre-text transfer learning yields a model that performs well in multiple computer vision tasks. In the same way this research looks looks at the downstream
performance of unsupervised, self-supervised and supervised pre-text transfer
learning tasks on three computer vision problems.

3.1

Image Classification

Image classification is often used to gauge the quality of latent or embedding
vectors produced using different learning techniques such as self-supervised
learning. Evaluating latent vectors on the task of image classification would
allow comparison between different latent vector learning techniques. Similar
techniques can be used for cross modal retrieval in supervised learning except
the features taken from the neural networks are fed into one-layer MLPs to
perform final image classification. This process is explained in more detail in
Section7.3. Table 3.1 shows preliminary classfication performance between different Autoencoders discussed in Chapter 2. Despite the reconstructions only
being marginally better for ACAI, there is 10% increase in image classification
performance, as can be seen in table 3.1.
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Table 3.1: shows Accuracy with different autoencoders.
Model
Baseline
VAE
VQ-VAE
ACAI

Accuracy
0.3880
0.3812
0.4150
0.5190

Figure 3.1: Semantic Segmentation using SegNet [8] architecture which looks
similar to a generic autoencoder shown in Figure 3.2 except the use of unpooling layers instead of transpose convolutional layers

Figure 3.2: Sample Convolutional AutoEncoder featuring convolution layers
which (usually) perform dimensional reduction of the input to an embedding
and together form the encoder network. Convolution and transpose convolution layers which reverse the dimensional reduction form the decoder network
of the autoencoder.
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Semantic Segmentation

In Figure 3.1 a neural network takes an RGB input to output a multi channel
image which contains classification of each pixel into possible entities in an environment. These classes can be vehicle, road, trees, buildings etc. The neural
network used here is called SegNet [8]. When we compare this architecture
with a conventional autoencoder architecture in Figure 3.2. We see the similarity between the two architectures. Naturally, this raises the question as to
what part of the learned filters of a reconstructing autoencoder can be used to
initialize the weights of a segmentation network. We can use only the encoder
weights of the encoder for initializing the pooling stage of a SegNet like segmentation network or use part of the layers of decoder of the autoencoder to
initialize the unpooling/upsampling stage of the segmentation network. The
optimum number of layers will be found experimentally. It must be noted
that the layers initialized using the autoencoder weights in the segmentation
layers will need to have its weights frozen for the duration of the training for
semantic segmentation, so we know how well unsupervised learning works in
this problem domain.

Chapter 4

Autoencoder Architecture
To gauge the effectiveness of unsupervised learning, multiple ways of training
autoencoders have to be explored. There are multiple aspects of the autoencoder networks that can be changed from the architecture to the loss function
among other factors.

Figure 4.1: Image showing comparison between Autoencoder reconstruction.
From top to bottom row: input, ACAI, VAE, VQ-VAE all with latent dimension of 256.
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Model Scaling

The original ResNet [10] paper demonstrated that deeper networks, such as
ResNet-152, performed better than shallower networks, such as ResNet-50 in
ILSVRC and COCO 2015 competitions. Several studies reinforced this finding
and also discovered that deeper networks in autoencoders demonstrate better
performance [11]. This reinforces the fact that features computed by deeper
architectures are more conducive for better performance on the downstream
task at hand. Autoencoder models are composed of two underlying networks:
an encoder and a decoder. When scaling an autoencoder, both encoder and
decoder networks can be scaled equally; resulting in a symmetric autoencoder.
Alternatively, either the encoder or the decoder can be scaled more than the
other, resulting in an asymmetric autoencoder. Phrased like a self-supervised
task, image reconstruction can be considered as a pre-text task where both
the decoder and the reconstruction loss, form a part of the loss function.
So, based on the previous assertions, the hypothesis is that a shallow decoder would not reconstruct the input with the same fidelity/accuracy as a
deeper decoder. This means to get higher reconstruction accuracy; the encoder will have to compute more expressive latent representation/encoding.
Which in terms of model scaling would be to use a deeper encoder network.
This higher expressiveness of the latent encoding could translate to better
performance in downstream tasks. Conversely, an autoencoder with the decoder which has more layers than the encoder will be able to produce good
reconstruction despite the latent representation not being expressive enough.
Perhaps, contrary to our belief a more powerful decoder could allow a smaller
encoder to produce equally expressive latent representation which perform just
as well as the autoencoder with deeper encoder than the decoder.
For the experiments there are four classes of networks based on the number
of residual blocks.
1. Shallow: 2 residual blocks
2. Moderate shallow: 10 residual blocks
3. Moderate: 20 residual blocks
4. Deep: 30 residual blocks
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Model scaling experiments for symmetric and asymmetric autoencoders were
performed by testing on all 16 possible permutation of the above four classes
for both encoder and decoder.

4.2

Varying Latent Size

By changing the size of the latent encoding, the performance of the autoencoder varies. As can be seen in figures 4.2, 4.3 and 4.5 as the latent size is
reduced, the quality of reconstruction also goes down as we can see from the
color accuracy. However, it must be noted the structural details are preserved
for all latent sizes, so it is yet to be determined if the lowered color reconstruction accuracy affects the performance of the autoencoders in the downstream
task.

Figure 4.2: Reconstruction of faces on VAE taken from google image search.
First row is input while we vary the latent dimensionality D as 256, 128, 64,
48, 32 from second row onwards.
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Reconstruction Loss function

The Autoencoder architectures discussed in Chapter 2 use different losses to
get the best reconstruction accuracy. The three models use different losses

Figure 4.3: Reconstruction of faces on VQ-VAE taken from google image
search. First row is input while latent dimensionality D changes from 256,
128, 64, 48, 32 from second row onwards

Figure 4.4: a) Original image b) Reconstruction Image with low MSE loss c)
Reconstruction image which is semantically similar to sub figure 9-a but has
higher MSE loss than sub figure 9-b
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to improve the prior distribution (distribution of latent vectors) to improve
performance. VQ-VAE discretizes the prior distribution and hence relies on
quantization loss. VAE on the other hand uses KL-divergence loss to force the
prior distribution to Gaussian distribution N (0, 1). ACAI on the other hand
performs interpolation and uses a learned loss function in the form of discriminator which tries to compute the amount of latent interpolation. In the three
models, the Mean Squared Error loss is used to compare the reconstructed
image with the input image.

4.3.1

Mean Squared Error Loss

Mean Squared Error loss is a pixel wise loss. This means that it not only
requires the reconstruction to produce semantically similar images, but match
the exact intensity of each pixel for every channel. This issue is best demon-

Figure 4.5: Reconstruction of faces on ACAI taken from google image search.
First row is input while latent dimensionality D changes from 256, 128, 64,
48, 32 from second row onwards
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strated in Figure 4.4 [3] where although Figure 4.4-c is more visually similar
to 4.4-a; according to MSE loss, 4.4-b is more similar to 4.4-a with loss of
0.0387 compared to loss of 0.2693 for 4.4-c [3]. Finding alternatives to the
Mean Squared Error (MSE) which are perceptive may improve accuracy with
less data while enabling latent encodings applicable to a wider array of downstream tasks discussed in Section 3.

4.3.2

Adversarial Loss

We can model the autoencoder networks in terms of a GAN where the autoencoder is treated as a generator and instead of a Mean Squared Error loss
to compute reconstruction accuracy, a second neural network is used as a discriminator to differentiate between images that belong to the dataset (real)
and images that are reconstructions (fake). The objective of the autoencoder
would be to fool the discriminator into thinking its generated images are real.
The intuition behind this method is that the discriminator network is a learned
loss that would result in a more perceptive loss function. This alternate loss
function may yield semantically accurate reconstructions that allow the latent
vector to store more pertinent information for downstream tasks, improving
performance over using the exact locations of the different objects in the input
image.
Figure 4.6 show reconstruction performance using a discriminator as a loss
function. The figures are not encouraging and completely contradict the initial intuition. If we look closely, we see several reasons for the GAN setting
not working for autoencoder. The first one being that the discriminator isn’t
exactly working as perceptive version of mean squared error loss. All it does
is to classify if the images it receives belong to the dataset distribution or
the reconstruction distribution. So, this means that given the image of a cat,
if the autoencoder produces an image of dog which matches the dataset distribution (looks realistic), the discriminator would give it a low cost despite
potentially low MSE loss. This brings us to the second possible reason, the
difference in model architecture. A conventional GAN only has a generator
and discriminator, which would be equivalent to having only the decoder network of the autoencoder. Here the input to the generator is a random vector
which introduces some stochasticity during training compared to the autoencoder models where the generation is almost completely deterministic. The
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random sampling of latent in VAE does not seem to introduce the same level
of stochasticity. With the introduction of an encoder, the latent vector becomes subject to the gradients from backpropagation and the gradients for
all the input images push the encoder weights to compute a latent encoding
that result in an average image of the dataset. This might explain the mode
collapse seen in Figure 4.6.
These results were also observed in VAE-GAN [13] experiments where
the authors did not let the gradients from the discriminator pass through to
the encoder and achieved better results. The encoder was instead trained
by making it compute the same output in its lth layer as the output of the
discriminator at its lth layer, using a mean squared error loss between both
the vectors/volumes.

4.3.3

Alternative Adversarial Loss

In Section 4.3.2, there is no conclusive reason for degradation of performance
on the introduction of an encoder network. The discriminator networks only
differentiate between the images in terms of which distribution the discriminator inputs come from instead of comparing the autoencoder input (images

Figure 4.6: Autoencoder reconstruction with discriminator acting as loss. Fake
images are the corresponding autoencoder reconstructions
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in the dataset) and their corresponding reconstruction images directly or side
by side as MSE loss ends up doing or we would do to manually compare two
images. To address the issue, another form of a discriminator may be used.
This alternate discriminator uses both the input dataset images and a reconstructed image together. This research looks at three alternatives which go
from simple to slightly complicated. For all the three approaches the input
image and the reconstruction images are concatenated channel-wise yielding
a 6-channel input for the new type of discriminator, hereby referred to as a
comparator. Since this new discriminator takes in two images, convolutional
layers can perform channel-wise comparisons allowing a learned function approximator for comparing two images. Any image from the training dataset
can be considered as the anchor image. The second image (denoted by lighter
colored RBG channel rectangles in Figure 4.7, Figure 4.8 and Figure 4.9, Figure 4.10) to be channel-wise concatenated may be a reconstruction from the
anchor image, another image from the dataset or the anchor image itself. The
comparator must predict “real” ONLY when the second image is the anchor
image. For all other scenarios it must output “fake”. Since the comparator
relies on an anchor image it’ll be referred to as anchor comparator.
Building on the anchor comparator, instead of using channel-concatenated
images as input to comparator, the channels can be permuted in a way where
the RGB channels of both the images stay together after channel-wise permutation. There are two possible configurations in this scenario. The comparator
has to compute which permutation was applied on the input. In configuration 1 the first three channels could belong to the reconstruction image and in
configuration 2 the last three channels could correspond to the reconstructed
image. Figure 4.8 shows image permutation comparator which has to perform binary classification but has two nodes in the last layer. For training the
generator which is an autoencoder in this context, the comparator provides
gradients for optimizing the weights of the autoencoder. If the comparator
has only one node and the reconstruction is permuted with the input image
to be the last three channels of the input to comparator, the comparator must
predict configuration 1 so that the loss of autoencoder is minimized. The reconstructed image should fool the comparator into predicting the channels of
the real image to be fake. This may not necessarily be what we want since
we only want the reconstruction to be the same, not “better” than the input
image. This is why there are two nodes in the last layer. Node 1 predicts
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if the first three channels are reconstructions and node 2 predicts if the last
three channels are reconstructions. If the last three layers are reconstruction,
output of node 1 can be ignored and only output of node 2 can be passed to
the classification loss. This lets the autoencoder minimize the loss as long as
the image is similar enough to the original image as per the comparator.
We can have the autoencoder try to produce a reconstruction that fools
the comparator into predicting the reconstruction to be real and the actual
input to be fake which will be called comp-2-adv (compare-2permutationadversarial). Alternatively, the autoencoder can be made to produce a reconstruction that only fools the comparator into predicting the channels corresponding to the reconstruction are classified as real while the output corresponding to the real image channels is ignored. This can be done by back-

Figure 4.7: Anchor Comparator where one of the dataset images is set as the
anchor denoted by dark R-G-B rectangles. While the light R-G-B rectangle
denote channels of image to compared with the anchor; this could be another
image from the dataset, reconstruction of the anchor image, or reconstruction
of a different dataset image or the anchor image itself. Ideally, the comparotor
should produce “real” as output only when the second image is anchor image
itself.
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propagating based only on the output for reconstruction image channels This
will be referred to as comp-2-dc (compare-2permutation-don’t care).
The image permutation comparator can be further modified where instead
of having permutations where the channels stay combined together, the six
channels can be permuted in any possible way. In this case the comparator
would need six nodes in the last layer, where each node predicts if its corresponding channel belonged to the real image or reconstructed image. As
shown in Figure 4.9, nodes corresponding to channels of the real image output
1.
Just like the image permutation comparator, the channel permutation
comparator has the same two variants. Comp-6-adv (compare-6permutationadversarial) where the three nodes corresponding to the reconstructed image
channels must predict “real” and the three nodes corresponding to the real image channel must predict “fake” for the autoencoder to have low loss. Comp-6dc (compare-6permutation-don’t care) performs the same way comp-2-dc but
instead of the output of the relevant one node, the output of the relevant three
nodes corresponding to the reconstruction image channels are passed to the
classification loss as shown in Figure 4.10.

Figure 4.8: image permutation comparator, R-G-B channels of both images
stay together after permutation, which means there are two possible permutations and hence two nodes in the final layer of the image permutation permutation comparator.
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Prior Distribution Loss

Prior distribution or the distribution of latent encodings can be forced to be
the same as a pre-defined distribution such as a Gaussian distribution N (0, 1)

Figure 4.9: channel permutation comparator where all channels may be permuted in any way.. Comparator node in the last channel outputs 1 only if its
corresponding channel belongs to the dataset image (dark red, green or blue
rectangle).

Figure 4.10: channel permutation comparator in the generation phase. Output
of neurons corresponding to color channels of the real image is ignored (denoted
by X). The same concept applies for the image permutation comparator.
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as is done in VAEs. For the matching of distribution, KL-divergence loss
is generally used. Alternatively, we can use a learned loss function. This
approach was shown to work in [14]. In this research we look at both adversarial loss and a modified KL-divergence loss. The adversarial loss uses
a discriminator network that must predict if each input (latent vector) was
sampled from the pre-determined prior distribution or if it was computed by
the encoder network. The modified KL-divergence loss on the other hand is
computed by calculating the mean and standard deviation of the entire minibatch. Then creating a Normal distribution from the computed mean and
standard deviation. The KL-divergence loss between computed distribution
and the pre-determined prior distribution is calculated. This way of calculating prior distribution loss allows the standard deviation of latent vectors to be
calculated implicitly instead of the encoder network having to explicitly compute it like in VAEs where the encoder outputs mean and standard deviation
for each given input. This is especially desirable since we are more interested
in computing latent vectors and not a prior distribution to be later used in
image generation like in VAEs.

Chapter 5

Experiments
The objective of this work is to compare autoencoder and a self-supervised
technique called jigsaw solver [13] in terms of their effectiveness as an unsupervised pre-training task for transfer learning on image classification and
semantic segmentation, This involves exploring how modification of different
components of autoencoders influences the downstream task accuracy in order
to put forth the best autoencoder variant to compare with the jigsaw solver
technique.
Naturally, since training autoencoders for image reconstruction is a pretraining task it would be helpful to establish a correlation between image
reconstruction performance and downstream task accuracy. Since in the presence of such correlation, one may be able to estimate the downstream task performance based on the reconstruction quality and decide if more pre-training
is necessary or the pre-training could be halted. In this research the image
reconstruction is assessed qualitatively in terms of color accuracy and the
sharpness of the reconstruction in comparison with the original images. For
the downstream tasks of image classification and semantic segmentation, their
respective accuracy values serve as an objective measure. This attempt at associating reconstruction quality and downstream accuracy directs the experiments yielding insights about the feature representations and model weights
computed by autoencoders and which computer vision task is better suited
for image reconstruction based pre-training.
All autoencoder variants use multi-dimensional latent interpolation and
prior distribution N (0, 1) these two techniques together in subsequent sections
31
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are referred to as dual regularization (from [15]). Experiments on the effect
of modifying the size of the autoencoder is performed. This involved training
shallow autoencoders(architecture specified in A.1), ResNet-50 based autoencoders(refer 5.4) and asymmetric autoencoders with ResNet-50 as the encoder
and shallow(taken from the shallow autoencoder) decoder, the reason behind
which would become clear as we go through the experimental observations. In
addition, reconstruction loss function is also varied where the sum of squared
error loss is compared with learned loss functions discussed in section 4.3.3.
Both the reconstruction quality and downstream task accuracy is checked.
We also look at the effect of varying the prior distribution loss function on the
quality of image reconstruction. Unless specified, the autoencoders and the
jigsaw solver are pre-trained on the ISVRC-2012 [18] (Imagenet) dataset for 20
epochs. In the case of jigsaw solver, the context free network(see section 2.7)
used in jigsaw solver is the same as the encoder used for the autoencoder unless specified. The details of the jigsaw solver implementations are in sections
A.3.1.

5.1

Reconstruction Loss

The reconstruction quality can be compared perceptually or qualitatively. Figure 5.1 shows a comparison of all reconstruction losses in one image. Since
there are many variations, the autoencoders were trained on tiny-imagenet
dataset which is a subset imagenet containing 100,000 images (200 classes,
500 images per class) compared to 1 million (1000 classes 1000 images per
class) in the Imagenet dataset primarily to reduce training time. Lastly, modified KL-divergence loss is used as prior distribution loss.
From the image it is quite clear that sum of squared error loss (called
SSE from here) brings out the best reconstruction followed by comp-6-dc(full
permutation comparator don’t care) and comp-6-adv(full permutation comparator adversarial) which reconstruct the main subjects in the image fairly
accurately but are completely lacking in color accuracy. comp-2-dc, comp-2adv(clubbed permutation comparator) and comp (anchor comparator) on the
other hand perform poorly, unable to reproduce even the general details in the
input image. At this point it is assumed that since the latter three types of the
comparator loss functions produce poor reconstruction, the latent representation produced by the encoder and the weights learned by the autoencoder as
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whole must be poor as well which is why their accuracy on the downstream
tasks would be low as well. Hence these loss functions are not considered
for downstream accuracy tests to save time and hardware usage. In the later
sections, it’ll come to light that this assumption does not always hold true.
As for the the full permutation comparator(don’t care), the reason beind
the lacking color accuracy could be the fact that the comparator is only expected to predict if a color channel belongs to the reconstruction or the input
image. If the comparator were to predict the color channel along with the
prediction it was already making, then there could be an improvement in the
color accuracy. Fig 5.2 shows that this does not improve the color accuracy
and in fact introduces texture artifacts in the reconstructions which make the
general details even harder to resolve. In essence there is no improvement in
the image reconstruction quality due to this addition.

Figure 5.1: Reconstruction of input image from different loss functions. From
top to bottom, input, SSE loss, Anchor Comparator, comp-2-adv, comp-2-dc,
comp-6-adv, comp-6-dc
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Prior Loss

Various prior loss functions have been explored in the previous research. This
work compares a modified KL-divergence loss with adversarial prior loss func-

Figure 5.2: Reconstruction of input image from full permutation comparator
with color prediction after 20 epoch training on Imagenet

Figure 5.3: From top to bottom, input, kl-divergence, prior discriminator

Figure 5.4: Reconstruction using comp-6-dc reconstruction loss. From top to
bottom. input, kl-divergence, prior discriminator
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tion [12] to test its effect on image reconstruction and possibly on downstream
tasks. The reconstruction loss is set to sum of squared error in Fig 5.3 and
comp-6-dc in 5.4. In both cases there is no affect of changing the prior loss
whatsoever. This more or less means that prior loss can be used interchangeably. In both the images KL-divergence refers to the modified kl-divergence
loss function and prior discriminator refers to the adversarial prior loss function. Since image reconstructions are unaffected by changes in prior loss function, it is assumed that prior loss functions don’t influence the downstream
task accuracy either and hence not made a part of the downstream task experiments.

5.3

Image Classification Performance on shallow autoencoders

In order to test the efficacy of using autoencoders for image reconstruction as
a pre-training task the output of the encoder network is fed into a one-layer
MLP. The one-layer MLP acts as the final classification layer that uses features
encoded in the latents as inputs to compute final classification. During training
for image classification, the backpropagation of gradients from the final layer
MLP to the encoder of the autoencoder model being tested is blocked so only
the final layer is updated in this phase. This methodology has been used in
multiple studies [7], [2] and [15]. This method is used to replicate previous
results and also remove the need to tune the hyperparameters such as learning
rate if the encoder was fine-tuned instead of frozen.
For the image classification experiments all the autoencoders are trained
with input images of size 64 × 64. Since the Context Free Network in the Jigsaw Solver ends up working on images the aforementioned size. Usually image
resolution shouldn’t be an issue however since the feature extracting encoders
have their weights frozen during the image classification the convolutional filters never get a chance to adapt to another resolution and this may become
another reason for the performance difference if not controlled for. As mentioned at the start of the chapter the context free network has the exact same
architecture as the encoder network used in the autoencoder, unless otherwise
stated.
In Table 5.1 all the reconstruction loss functions end up being equally
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Table 5.1: Accuracy on CIFAR-10 image classification with different Reconstruction losses.
reconstruction loss
SSE
comp 6 dc
comp 6 adv
comp 6 dc color

Accuracy
50.56%
51.06%
50.50%
50.23%

effective in terms of the image classification accuracy. if these results are
tallied with the reconstruction results in fig 5.1, it would be fair to conclude
that quality of reconstruction does not seem to affect the downstream image
classification performance But this still raises the question, what happens to
the downstream image classification accuracy if the quality of reconstructions
were to be made even more inferior?
In order to test the effects of inferior reconstruction on downstream image classification accuracy we must come up with more scenarios where the
reconstruction quality is going to be inferior. The reconstruction quality is
going to be inferior when the model is partially trained, which can be seen in
fig 5.5 and the reconstruction for the anchor comparator is essentially akin to
gaussian noise to us. But, there is more or less no difference in image classification results shown in table 5.2, ”shallow 1-epoch” is for the partially trained
autoencoder and ”shallow + comp” is for shallow autoencoder using anchor
comparator reconstruction loss. One can argue that there is around 1% difference between different techniques, however this margin is much smaller than
10% increase that the jigsaw solver brings in. Secondly, 1% increase at the
50% accuracy mark is not that impactful for a dataset like CIFAR-10 especially considering the fact that the comparator based loss function are separate
neural networks that have to be trained with the autoencoders and hence use
the same compute resources that could be used to train a bigger(deeper), more
powerful autoencoder model with SSE loss. In other words the comparator
loss functions don’t sufficiently offset the added computation cost with better
image classification accuracy.
These counter intuitive results can be explained, the encoders in autoencoders have to learn both low and high level features to effectively reconstruct
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Table 5.2: Accuracy on CIFAR-10 image classification for scenarios
with inferior/poor image reconstruction
Autoencoder
shallow
shallow 1-epoch
shallow + comp (recons loss)
Jigsaw solver(shallow)

Accuracy
50.56%
51.70%
52.11%
60.60%

the input. Here the high level features correspond to the presence of different
types of objects and their relative positioning and general color information.
High level features by themselves should give a vague reconstruction of the
input. Low level features on the other hand correspond to edges and corners;
fine-grained details which when combined with high level features would yield
a sharp reconstruction. We know that during the training process it’s the low
level features that get trained first in the initial layers and are more widely
applicable to downstream computer vision tasks as well, compared to the high
level features learned in the later layers, which over the course of pre-training
tend to specialize to the pre-training task [7]. In other words autoencoder is
most likely learning low-level features relevant to image classification. The
added linear layer in image classification relying on low-level features would
explain how the classification accuracy does not decrease even when the image
reconstruction pre-training is done for one epoch instead of the usual twenty.
Also the anchor comparator is just good enough to teach the autoencoder
low-level features. On the other hand anchor comparator may be too simple a
model to extract useful high level features for both image reconstruction and
classification. This would explain inferior image reconstruction while at the
same time image classification accuracy being on par with SSE loss.

5.4

Deep autoencoders: Image reconstruction and
classification

To Further test the hypothesis of autoencoders mostly learning low-level features corresponding to image classification a ResNet based autoencoder ar-
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chitecure is introduced. The reasons is two-fold, the addition of more layers
and its affect on image classification would confirm the low-level feature extraction hypothesis. Secondly, ResNet-50 is one of the most widely used CNN
architectures for image classification task or any computer vision tasks which
require image feature extraction. This means the results would be more applicable for people who are trying to solve computer vision problems using deep
learning. As for the actual ResNet based autoencoder architecture, ResNet50 without the fully connected layers is used as the encoder. The sequence
of layers are reversed and the strided convolutions are replaced with strided
transpose convolutions for the decoder to form a symmetric ResNet autoencoder. In asymmetric autoencoder on the other hand the the same decoder
as the one used in shallow autoencoder is deployed.This is done in light of
the observations which showed that image reconstruction and classification
are not closely correlated from tables 5.1, 5.2 and fig 5.1. In other words if
reconstruction quality is not that important then the decoder depth maybe
scaled down with minimal to no impact on downstream task accuracy.
In order to train the ResNet-50 models V-100 GPUs were used in the
Research compute cluster at Rochester Institute of Technology [16]. Something to note is that the reconstructions at the end of 20 epochs for both
ResNet(symmetric and asymmetric) based models(in fig 5.6 and 5.7) are not
quite as sharp as the reconstructions produced by shallow autoencoder in fig
5.1. The latter still has a few tiling artifacts but is much sharper in reconstruc-

Figure 5.5: Reconstruction of Autoencoder trained with dual regularization
and SSE loss but only for 1 epoch
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tion than in fig 5.5 which has much worse tiling artifacts with the details also
being blurrier. This could be due to the tiling artifacts as well. So it is possible that the ResNet based autoencoders have not yet converged to achieve the
sharpest reconstructions yet. This shouldn’t be an issue since the reconstruction of the ResNet based autoencoders are better than the partially trained
(1 epoch) shallow autoencoders. In table 5.3 it is clear to see that addition
of depth to encoder and decoder produced no change in image classification
accuracy. This solidifies the hypothesis that image reconstruction task using
autoencoders teaches only low-level features. Although this is shown in [7] to
be true across all unsupervised tasks to some extent, there is an improvement
in performance when model depth is scaled up, unlike in this case.
It’s important to also look at the jigsaw solver self-supervised task with
60% image classification accuracy. It gets superior performance compared to
even the ResNet based autoencoders while employing the same encoder as
the shallow autoencoder. It has also been observed in [7] that scaling jigsaw
solver to use a ResNet-50 backbone CNN like the ResNet based autoencoders
improves perfromance in multiple downstream computer vision tasks. This
make jigsaw solver squarely ahead of autoencoder techniques for pre-training
before image classification. The aforementioned finding is not replicated in
this work.
A partially trained ResNet based autoencoder as we can see is barely reconstructing some patterns from the input (refer fig 5.8 and 5.9). It is still

Figure 5.6: Reconstruction of ResNet Autoencoder trained with dual regularization and SSE loss
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Table 5.3: Accuracy on CIFAR-10 image classification with ResNet50 based autoencoders.
Autoencoder
shallow
ResNet-50(symm)
ReseNet-50(asymm)
ReseNet-50(symm) 1-epoch
ReseNet-50(asymm) 1-epoch
Jigsaw solver(shallow)

Accuracy
50.56%
51.91%
50.70%
34.58%
41.53%
60.60%

better than anchor comparator reconsutruction in fig 5.1. As can be seen in
table 5.3 there can be a drop 10% to 17% in image classification accuracy. This
probably means that the anchor comparator is applying a different learning
stimulus on the autoencoders which is still helping it learn low level features
in images.

5.5

Semantic Segmentation

The most effective semantic segmentation models employ an encoder-decoder
architecture, which is pretty much the same as autoencoder except those mod-

Figure 5.7: Reconstruction of Asymmetric ResNet Autoencoder trained with
dual regularization and SSE loss

CHAPTER 5. EXPERIMENTS

41

els produce semantic maps instead of image reconstruction. In other words
pre-training task for semantic segmentation should ideally train both the encoder and decoder ends of the semantic segmentation model. This exactly
what image reconstruction pre-training on autoencoder does. Technically an
encoder-decoder model could be trained on jigsaw solver, such that the decoder produces the jigsaw output. However, this wouldn’t be optimum since
the image reconstruction is more similar semantic segmentation since it involves image understanding and manipulation. Intuitively, a model has to be

Figure 5.8: Reconstruction of ResNet Autoencoder partially trained(1 epoch)
with dual regularization and SSE loss

Figure 5.9: Reconstruction of Asymmetric ResNet Autoencoder partially
trained(1 epoch) with dual regularization and SSE loss
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able generate images in order to be able to manipulate them. Jigsaw solving
and other similar self-supervised tasks only involve image understanding.
To test efficacy of image reconstruction as pre-training task the weights of
the trained autoencoder network are not frozen.
Four types of tests for every autoencoder architecture are performed. Testing convergence accuracy for:
1. Random initialized model to establish a baseline
2. Model initialized from image reconstruction
3. Model initialized from image reconstruction but the decoder network is
random initialized. This allows us to find out if a pre-trained decoder
helps in achieving higher convergence accuracy.
4. Model initialized from partially trained weights(1-epoch) from image
reconstruction. This case is test only for shallow autoencoders to test
correlation between image reconstruction and semantic segmentation.
The semantic segmentation training is done on Pascal VOC 2012 dataset
[4]. It is a 21 class dataset where every image only features one class apart
from the background, so the pixels are either foreground or background. Since
the class-wise probability may differ. The dataset is iterated through once to
compute the class probability. The inverse of the class probability is used as
the class-wise weight in the cross entropy loss function. Lastly, the final layer
of all autoencoders,a 2-D Conv layer with a 3-channel reconstruction output is
replaced with 2-D Conv layer which yields 21 channel binary image as output.
One thing to note is that latent interpolation technique used in the image
reconstruction is omitted during the semantic segmentation phase.

5.5.1

Shallow Autoencoders

Looking at the observations in Table 5.4. pre-trained autoencoder gets the
lowest accuracy at 19.88%. In the cases where the autoencoder would get
inferior image reconstructions, such as when using anchor comparator reconstruction loss (shallow + comp) or the full permutation comparator (shallow
+ comp 6 dc) or autoencoder trained with SSE loss for one epoch (shallow 1epoch), the autoencoder get higher accuracy. Anchor comparator with the
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(a) train accuracy

(b) test accuracy

Figure 5.10: The accuracy of the shallow autoencoders as they are trained for
500 epochs names as in table 5.4. Blue is shallow+random init, pink is shallow,
grey is shallow + comp 6 dc loss, green is shallow + random init decoder and
light blue is shallow 1-epoch
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Table 5.4: Final semantic segmentation accuracy of shallow autoencoders on Pascal VOC-2012
Autoencoder
shallow + random initialized
shallow + random init decoder initialized
shallow
shallow 1-epoch
shallow + comp 6 dc (recons loss)
shallow + comp (recons loss)
shallow jigsaw solver

Accuracy
27.49%
23.85%
19.88%
24.72%
22.35%
25.61%
33.66%

worst reconstruction gets best accuracy among the 3 at 25.61%, partially
trained autoencoder with texturing artifacts being a close second at 24.72%,
followed by full permutation comparator which produces fairly accurate reconstruction but with the color accuracy being off at 22.35%. The best accuracy
is attained by a completely random initialized model, which should just have
noise as the reconstruction output gets 27.49% accuracy in semantic segmentation. Figure 5.10 show the training and test accuracy through the training
process. The random initialized model reaches a better accuracy and gets their
faster as well. In general there is a pattern of better image reconstruction on
the shallow autoencoders being associated with worse accuracy on sematic
segmentation. In other words pre-training on image reconstruction makes the
performance worse.
Pre-training on image reconstruction maybe helpful for the shallow autoencoders but after training for 1 epoch(or earlier), they start specializing
too much towards image reconstruction. So when it comes to learning semantic segmentation, the shallow models have to unlearn some of the image
reconstruction based features. This reduces the speed of training and hence
the final accuracy.

5.5.2

Deep Autoencoders

There are 2 type of ResNet based autoencoders included in experiments, symmetric and asymmetric autoencoders. The reason behind experimenting on
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Table 5.5: Final accuracy of symmetric ResNet autoencoders on
Pascal VOC-2012 semantic segmentation
Autoencoder
ResNet-50(symm) + random init
ResNet-50(symm) + random init decoder
ResNet-50(symm) Jigsaw
ResNet-50(symm)

(a) train accuracy

Accuracy
48.45%
53.41%
54.76%
57.70%

(b) test accuracy

Figure 5.11: The accuracy of the ResNet based autoencoders as they are
trained for 500 epochs colors corresponding to table 5.5. Red is ResNet50(symm) + random init, Orange is ResNet-50(symm), blue is ResNet50(symm) + random init decoder

asymmetric autoencoders are explained in section 5.4. The opposite trend is
observed when we look at the convergence accuracy and speed of convergence
when considering ResNet based Autoencoders. The pre-trained model performs the best for symmetric autoencoder and second best among asymmetric
autoencoders.
The observations in table 5.5 and 5.6 indicate that unlike the shallow
autoencoders, the ResNet based autoencoders take longer time to train and
hence probably never specialized to image reconstruction to the detriment
of semantic segmentation performance. Alternatively, it could simply be the
model size which prevents any specialization and is also able to correlate Image
reconstruction and semantic segmentation better. This can be observed when
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Table 5.6: Final accuracy of asymmetric ResNet autoencoders on
Pascal VOC-2012 semantic segmentation
Autoencoder
ResNet-50(asymm) + random init
ResNet-50(asymm) + random init decoder
ResNet-50(asymm) Jigsaw
ReseNet-50(asymm)

(a) train accuracy

Accuracy
45.13%
62.46%
36.45%
59.90%

(b) test accuracy

Figure 5.12: The accuracy of the ResNet based autoencoders as they are
trained for 500 epochs colors corresponding to table 5.6. Red is ResNet50(asymm) + random init, Orange is ResNet-50(asymm) + random init decoder, light blue is ResNet-50(asymm)

we compare figure 5.6 and 5.7 with figure 5.5. If we ignore the tiling artifacts
in figure 5.5 the detail level of the reconstructions are similar. Indicating that
the ResNet can get better at image reconstruction if its training epochs are
increased from 20 epochs.
Looking at table 5.5 the jigsaw solver ResNet model performed at a similar
level to the ResNet autoencoder with random initialized decoder. This means
that autoencoder produces same quality of latent representation as the jigsaw
solver for the purposes of semantic segmentation. The speed of learning for
both these methods is slower than a fully pre-trained model with the decoder
weights loaded from pre-training and has a lower convergence accuracy which
means that there is benefit to pre-training the decoder.
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The most interesting observations can be seen in table 5.6 where the best
accuracy among all models in this research is achieved by the Asymmetric
ResNet autoencoder with random initialized decoder. The fact that asymmetric autoencoders are getting higher final accuracy can be explained when
comparing test and train accuracy graphs in figures 5.12 and 5.11. Here the
Symmetric autoencoders have higher train accuracy but lower test accuracy
while asymmetric autoencoders have a little lower train accuracy but higher
test accuracy. This means that the reduction in the decoder size has a regularization effect. Remember that reducing both encoder and decoder depth
would yield a shallow autoencoder which we have seen has worse convergence
accuracy than random initialization. Moreover the asymmetric autoencoder
with random initialized decoder not only converges at a higher accuracy it
learns much faster and has no plateau at the beginning, unlike the other models. The train accuracy of this model is higher than that of the asymmetric
autoencoder with pre-trained decoder where the train and test accuracies are
quite close. Suggesting that still higher accuracy is possible with a bit more
regularization in the case of asymmetric autoencoder with random initialized
decoder. Furthermore, this finding solidifies the claim that if shallow models
are pre-trained for image reconstruction they get specialized and hence may
suffer during the downstream task training since they have to unlearn some
of their features to better reduce the loss values. Lastly, the asymmetric jigsaw solver accuracy is worse than complete random initialization. The jigsaw
solver has to learn high level spatial features to solve the created jigsaw puzzle where the learning of certain low-level features are deliberately suppressed
using patch normalization, random cropping of patches among other things.
This means that if low-level features have to be derived from them,(such as
for semantic segmentation) an equally deep decoder is required. This problem
is not the case for autoencoders since the encoders have to include both high
and low level features in the feature representation that they produce, since
both the high level features (such as the type of objects and their location) as
well as low level features (such as the textures of specific objects) are required
to produce an accurate image reconstruction . These characteristics in turn
allow even a shallow decoder to translate latent vectors to the required output.
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(b) test accuracy

Figure 5.13: The accuracy of the ResNet based autoencoders as they
are trained for 500 epochs. Red is ResNet-50(symm), Orange is ResNet50(asymm) + random init dec and blue ResNet-50(symm) Jigsaw.
Table 5.7: Comparison of learned reconstruction losses on Pascal
VOC-2012 semantic segmentation
Autoencoder
ResNet-50(symm) + random init
ResNet-50(symm) + comp 6 dc
ReseNet-50(symm) + comp

Accuracy
48.45%
42.91%
7.65%

Comparing loss functions on Deep autoencoders
Looking at table 5.7, it is evident that the learned loss function should be
kept off the table when it comes to semantic segmentation. When we refer
to the reconstructions of both the learned loss functions in fig 5.14 and 5.15
where the reconstructions show no relation to the input. These results make
a lot more intuitive sense. Although these learned loss functions were good
enough to teach the autoencoders low-level features that are applicable for
image classification. Based on the observations the learned loss functions do
NOT teach low and high level features necessary for image reconstruction
or semantic segmentation. Seeing that for a set model depth. There is a
correlation between reconstruction and segmentation which means that image
reconstruction is better suited for segmentation rather than classification.
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Figure 5.14: Reconstruction of ResNet Autoencoder trained with comp 6 dc
loss.

Figure 5.15: Reconstruction of ResNet Autoencoder trained with comp loss

Chapter 6

Discussion
While learning image reconstruction the encoder network of an autoencoder
has to produce a latent vector which has both high and low level features
pertinent to the reconstruction. This reduces the learning load for the decoder.
Self-supervised tasks such as jigsaw solver focus mainly on high-level features
and even actively suppress any low-level feature extraction to ensure that
spatial relationships are built based on image understanding and not low level
features like pixel values at certain position in an image produced due to a
camera for example. This enables jigsaw solver to train a network to be great
at Image classification if its good at solving jigsaw puzzles. Image classification
like jigsaw solving mostly require high level features since it is primarily about
image understanding. The fact that the encoders of autoencoders have to
include low and high level features seems to limit the accuracy it can achieve
on Image classification. So much so that increasing the depth from a shallow to
a ResNet-50 has no impact on the Image classification performance. All in all
the added cost of training a decoder ends up resulting in inferior performance
compared to the Jigsaw solver, which means autoencoders aren’t the best
option for image classification pre-training. Opting instead for self-supervised
techniques such as the Jigsaw solver or another technique that’s superior to it
would be a better choice.
When using shallow autoencoders for semantic segmentation, using image
reconstruction pre-training is actually detrimental to the convergence speed
and accuracy. In which case it’s best to just leave the networks random initialized due to there being negative correlation between image reconstruction
50
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quality and semantic segmentation performance. The exception being when
the encoder weights are loaded from jigsaw solving in which case the performance is improved over the random initialization baseline. The reason for this
may be that shallow autoencoders become specialized in image reconstruction
and when it’s trained on semantic segmentation, the models have to unlearn
the reconstruction features in order to improve in semantic segmentation.
When it comes to ResNet based models on the other hand, it works out
in favor of autoencoders for semantic segmentation. Both for symmeteric and
asymmetric autoencoders, image reconstruction improves convergence speed
and accuracy. In symmetric autoencoders there is a slight reduction in convergence speed and accuracy if the decoder is random initialized. Similar
convergence speed and accuracy is observed when the encoder is pre-trained
by jigsaw solving, where the performance is at par with the symmetric autoencoder with decoder random initialization. Which means that there is benefit
in training the decoder network as well.
Fastest covergence and best accuracy is achieved by asymmetric autoencoders which can be attributed to the fact that there is big room for regularization in symmetric autoencoders based on the difference in training and
test accuracy(30%), which is reduced in asymmetric autoencoders due to the
reduction in the decoder size which has a regularization effect. Note that reducing both encoder and decoder size to the same level would yield a shallow
autoencoder which we saw is not the best approach. Asymmetric autoencoder
with random initialized decoder performed the best ,having especially fast
convergence speed and having slightly higher accuracy than fully pre-trained
symmetric autoencoder. This further confirms the hypothesis that in shallow networks there is some specialization happening when it is pre-trained
and simply random initiliazing precludes this, preventing the need to unlearn
anything, while also maintaining the regularization effect of a shallow decoder.
At this point it would be fair to assume that in this case an asymmetric
autoencoder with weights loaded from jigsaw solving would be the best since It
has been seen that the encoder features work well across computer vision tasks
and model depths. But that is not the case, Asymmetric autoencoder with
encoder loaded with jigsaw solver weights performs worse than random initialized asymmetric autoencoder. This would mean that the features learned from
jigsaw solving are high-level features, from which low-level features required
for mask construction can only be done by an equally deep network. Here,
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since the encoder model in asymmetric autoencoder had to coordinate with
the decoder to produce appropriate latent vectors. Even when the decoder is
random initialized, the encoder latent vectors which have been optimized to
be consumed by a shallow decoder, allows the decoder and encoder to quickly
optimize their semantic segmentation performance.
In summary, autoencoders and image reconstruction as pre-training task
as whole are better suited to semantic segmentation compared to image classification. Primarily because they exhibit comparable if not better performance
than the Jigsaw solver technique, while at the time same time having positive
correlation between image reconstruction quality and semantic segmentation
accuracy, unlike in the case of image classification. This means autoencoders
have a more straight forward usage, where if the image reconstruction is good
then the downstream performance should be better as well(in case of deep
autoencoders). Sum of squared error loss despite, its potential pitfalls turns
out to be quite robust and simple, performing much better than the attempted
learned loss functions.

Chapter 7

Future Work
In light of the observed results of this work, the following ideas maybe worth
exploring but were not explored in this thesis due to time constraints.

7.1

Pre-training U-Net on Image reconstruction

U-Net [17] is an architecture which was originally introduced for tackling segmenting medical imaging data. It is a task which invariably tends to have
low volumes of data. U-Net has an encoder-decoder architecture (refer fig
7.1) which is common among all the neural networks built for semantic segmentation. It’s effectiveness in low data semantic segmentation has lead to
it being a widely used architecture for this task. Since it has been found the
autoencoders are most suited to semantic segmentation, it is only reasonable
to pre-train successful neural network architectures using image reconstruction. However the concatenation of intermediate feature maps across encoder
and decoder layers presents a challenge if a prior distribution were to be used.
This is because in this research dual regularization is used where not only
is the ”reconstruction” of latent vectors that are produced by interpolation
tested for ”realness” on the discriminator but there are latent vectors that
randomly sampled from the prior distribution. These random sampled latent vectors don’t have intermediate activation maps from the encoder layers.
Running test U-Net based models is useful for the same reason the ResNet
based models were tested in this research, the models are widely used and
further experimentation could provide useful information to vast number of
53
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practitioners.

7.2

Scaling Downstream task Datasets

The primary advantage of using unsupervised or supervised pre-training is
that it increases performance on the target task when compared to simply
random initializing the neural network models. In other words it can be said
that pre-training or transfer learning can reduce the amount data required on
the target/downstream task for achieving a set accuracy or loss value. More
generally, what is the relationship between the volume of pre-training data
and performance in pre-training with the volume of downstream task/training
data and performance in the downstream task. If for example someone had
1000 images and they must achieve > 95% accuracy on it, then how much
unlabelled data would be required for unsupervised learning. Conversely, If
someone had a million unlabeled images, how much labeled data would they
have to collect to reach a target accuracy or loss? Admittedly this is quite
a broad problem and the volume of data would be highly dependent on the

Figure 7.1: U-Net architecture [17], the grey arrows indicate intermediate activation maps in encoder layers being channel-wise concatenated to intermediate
activation maps in the decoder layers. The concatenation allows the decoder
to not have to infer the low-level features from only the latent vector of the input. The is because the intermediate activation maps from the encoder layers
have the necessary low-level feature information
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quality of data and the amount of correlation between individual data points.
However, In the context of this research for example, the training split could
be randomly sampled to the required size from the CIFAR-10 dataset for
image classification and Pascal VOC-2012 for semantic segmentation. Mutiple
training iterations on 25%, 50%, 75% of training split could be performed and
evaluted on the fixed test split to get an estimate of this relationship between
the volume of pre-training data and target/downstream task data.

7.3

Cross-Modal Generation

The hypothesis is that since the autoencoders are being trained to minimize reconstruction error instead of producing latent vectors, we can use this
method for downstream Common Vector Space transformation and retrieval.
We would be working on the strengths of autoencoder where they are being
trained on a task which for now seems to be better suited for Autoencoder.
Cross modal generation is described below. Autoencoder model takes as input that is usually an image and try to reconstruct the input. VQ-VAE was
especially of interest because it seems to perform well on different modalities
of data (image, audio and video). It would be worth exploring what would
happen if we had a VQ-VAE trained for each modality of data. Latent vectors
produced by the encoder of one modality would be fed us input to the decoder
of not only the corresponding modality but other modalities as well. Figure
7.2 shows the model architecture for two modalities of data, image and audio.
In this cross modal architecture, the decoder drives the learning of embedding as well as computation of a common vector space for embeddings of all
modalities. During training, the data of all available modalities of a sample
would be passed to the model. The encoders would compute the latent vectors
for their respective modalities and all the decoders would take as input latent
vectors of all modalities and force reconstruction in their respective modalities. In this way, gradients received from the decoders of all modalities would
train the encoders to not only to compute latent vectors but to the compute
the latent vectors directly in the CVS.
For training and testing our model, the following datasets can be used:
• Flickr8K, Flickr30K [20]: Dataset containing 8K and 30K images respectively with each image having five captions, each of which are spoken by
five different people.
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• MS COCO [11]: Dataset containing over 100K images with each image
having five captions and labels of all classes of objects present in each
image, for e.g. birds and surf board if both the objects are present in
the image
Since the cross modal generation model is essentially a cross modal autoencoder. It is possible to track the reconstruction loss in all modalities to
check if the model learns anything. This metric however is not intuitive so we
would have to rely on qualitative assessments where we may pass an input in
one modality like text and manually check the quality of output for a subset of
the data where we see for instance if the corresponding image output matches
the text description given as input which is common practice when looking at
data generated by models like GANs.

Figure 7.2: Cross Modal VQ-VAE

Chapter 8

Conclusion
In summary, autoencoders and image reconstruction as pre-training task as
whole are better suited to semantic segmentation compared to image classification. Primarily because autoencoders show comparable if not better performance than the Jigsaw solver technique for semantic segmentation. The
positive correlation between image reconstruction quality and semantic segmentation accuracy contributes to its relative ease of use. This means autoencoders have a more straight forward usage, where if the image reconstruction
is good then the downstream performance for semantic segmentation should
be better as well(in case of deep autoencoders). It must be noted that autoencoders and image reconstruction are effective pre-training tasks only if
the autoencoder model uses a deep neural network such as ResNet-50 as its
backbone. Pre-training of shallow autoencoders for semantic segmentation
may cause them to specialize in image reconstruction. This causes the autoencoders to have to unlearn image reconstruction and then learn semantic
segmentation, which means a lower accuracy than random initialization.
Sum of squared error loss despite, its potential pitfalls turns out to be quite
robust and simple, performing much better than the attempted learned loss
functions.
Asymmetric autoencoder where the decoder is smaller than the encoder
is an effective regularization technique that reduce the gap in train and test
accuracy. Moreover, it increases the test accuracy high enough to beat its
symmetric counterpart where the encoder and decoder are as deep as the deep
encoder in asymmetric autoencoder. It can potentially be combined with other
57
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semantic segmentation regularization techniques to further increase the test
accuracy.
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Appendix A

Appendix
A.1

Encoder and Decoder Architecture

This section discusses the architecture of the encoder and decoder networks.
Both the networks are made of two types blocks. Parameters given for programming in Pytorch are given below:
Encoder:
1. Down-sampling Block:
(a) 2-D Convolution, size: 4×4, Stride: 2, Padding: 1
(b) BatchNorm
(c) ReLU
2. Residual Block
(a) 2-D Convolution, size: 3×3, Stride: 1, Padding: 1
(b) BatchNorm
(c) ReLU
(d) 2-D Convolution, size: 1×1,
(e) BatchNorm
(f) ReLU
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Decoder:
1. Up-sampling Block
(a) 2-D Transposed convolution, size: 4×4, Stride: 2, Padding: 1
(b) BatchNorm
(c) ReLU
2. Residual Block (Same as encoder)
The even sized kernels in the Down and up-sampling blocks help reduce
checkerboard artifacts introduced due to kernels with size that aren’t perfectly
divisible by the stride size [14]. The encoder and decoder are created with the
number of residual blocks given as input. The encoder and decoder have two
down-sampling and up-sampling blocks respectively. In the current context,
the encoder and decoder have equal number of residual blocks resulting in
both networks being of equal size. Following is the architecture of the encoder
and decoder given the number of residual blocks to be n and latent vector size
of h.
Encoder:
1. Down-sampling block, h/2 activation maps
2. n/2 residual blocks
3. Down-sampling block, h activation maps
4. n/2 residual blocks
Decoder:
1. n/2 residual blocks
2. Down-sampling block, h/2 activation maps
3. n/2 residual blocks
4. Down-sampling block, 3 activation maps (output)
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As might be apparent from above, since there are no fully connected layers,
the latent representation is not a vector but a volume. If an input image
center cropped to size R × R then the latent representation will be of size
(R/4) × (R/4) × h. Since we have two down-sample blocks the input image
is down-sampled by a factor of four in height and width dimension. The
input image may be down-sampled further to a factor of eight based on the
experiments of ACAI [2] discussed in section 2.5.

A.2

Learned loss model architecture

Following is the model architectures for the comparators. The final layer
depending on the type of comparator has different number of units and the
residual block used here is the same as the ones used in the autoencoders.
1. 2-D convolution, in:6, out:128, size:4x4, stride:2, padding:1
2. BatchNorm2d
3. ReLU
4. 2-D convolution, in:128, out:256, size:4x4, stride:2, padding:1
5. residual block
6. 2-D convolution, in:256, out:512, size:4x4, stride:2, padding:1
7. residual block
8. 2-D convolution, in:512, out:1024, size:4x4, stride:2, padding:1
9. residual block
10. 2-D convolution, in:1024, out:512, size:4x4, stride:2, padding:1
11. Flatten
12. Linear, in:(img res/32)*(img res/32)*512, out:256
13. Linear, in:256, out:100,
14. Prediction layer, in:100
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Prediction layers:
• Anchor comparator 1 unit
• Clubbed permutation comparator 2 units
• Full permutation comparator 6 units

A.3

Baseline Jigsaw Solver Implementations

In order for their to be an apples to apples comparison, both baseline techniques use the same encoder as the autoencoder models.

A.3.1

Jigsaw Solver Implementation

Each input image is resized to 256×256 and then random cropped to 225×225.
This random cropped image is then split into 9 pieces (75 × 75), after which
each of the jigsaw piece is random cropped to 64 × 64 and finally random permuted like a jigsaw puzzle. Just like in [13] each jigsaw piece is passed through
a feature extraction CFN which is them fed to two linear layers to perform
final permutation classification. But, unlike [13] the feature extracting CNN
model is not AlexNet [10] but encoder model of the autoencoder. Moreover,
in the original implementation the feature extracting CNN the initial stride 4
of the first conv layer was reduced to 2 during training and brought back up to
4 for testing to perform an exact comparison of self-supervised vs supervised
learning. This isn’t repeated in our experiments the encoder model, wherein
the conv layers with stride > 1 are left as is for both training and testing.
The difficulty and ambiguity of the jigsaw task is dictated by the difference
between each permutation. If the difference between tow permutations is one
swap, then figuring that out is difficult due to the increased ambiguity. For
example, if we swap two adjacent jigsaw pieces in the same row in an image of
a forest filled with trees. There would be almost no difference between the two
permutations(ambigous) which would make the task difficult. This swapping
can be done in a smarter way but it is lot more convenient to maximize the
swaps between any pair of jigsaw permutations which should probabilistic-ally
account for this problem. This number of swaps can be quantified in terms
of hamming distance. Having lower ambiguity helps in downstream task performance but the task also has to be difficult, this can be accomplished by
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increasing the number of permutations. Since it’s not practical to classify
between 9! permutations; 100, 1000 permutations are computed based on Algorithm 1 specified in the original work [13]. Figure A.1 shows the histogram
pairwise hamming distance distribution of the selected permutations. High
hamming distance means the selected permutations comply with the intentions of the jigsaw solver authors.

A.3.2

Image Classification Implementation

A.4

First Appendix Section

A.4.1

First Appendix Subsection

Figure A.1: As can be seen the hamming distance between most pair of permutations are >= 8 and the minimum hamming distance is 6

