This article focuses on researching quality of service in telecommunication networks, using simulation models. Due to the presence of the self-similarity effect in network traffic, the author used the approach with self-similar traffic patterns.
Introduction
The problem of predicting the behavior of traffic in telecommunication networks is particularly important due to the tremendous development of information networks.
With the advent of broadband networks, which are characterized by a mixture of different types of traffic (video, ftp, http ...) , conventional methods for describing traffic become questioned. This type of traffic has strongly pulsating nature, which cannot be described by traditional models, such as the Poisson model. This phenomenon has a strong influence on networks design. New models that are characterized by this to the «explosion» effect, need analysis, design, planning and broadband networks overload management (Ramakrishnan, 1997, p. 29) .
Study of Traffic Models
Traffic study on broadband networks confirmed the presence of the above phenomenon. Traffic with such features is called «self-similar» or «fractal» (Erramilli et al., 1996) . Traffic in such a network has the so-called property of «self-similarity», i.e., it looks qualitatively uniform almost for any scale of the time axis, has memory (aftereffect) and is characterized by high level of Ts-Tpi (Park et al., 2000) . It turned out that in the conditions of self-similar traffic, methods of calculating parameters of modern computer networks (channel capacity, buffer capacity, etc.) based on Poisson models and Erlang's formulas, which are successfully used for designing telephone networks, provide unduly optimistic solutions and lead to underestimation of the real needs of network resources (Simpson, 2004) .
further use in programs of simulation modeling in studying real networks at the design stage with regard of Quality of Service. A good model can be used not only for traffic simulation, but also for identifying its structure, parameters of sources generating traffic, situation in the network over which the traffic is distributed, delay variations of a stream transmitted through the network, etc. However, there is still no single universally accepted model of self-similar traffic. Some known models do not feature the desired degree of self-similarity (Matrawy et al., 2002) ; others feature very high computational complexity (Melamed et al., 2003) . From the statistical point of view, the distinction between traditional models of traffic and measured network traffic is interesting and important. There is evidence that the fractal properties of the traffic observed during the experiment (in particular, long-range dependence and «heavy tail» distribution) have a real impact on a wide range of problems arising in designing and development of networks (Shelukhin et al., 2003) .
Currently, researchers offer many various models of self-similar network traffic (Park et al., 2000; Privalov & Blagov, 2011; Mondragon et al., 2001) . As a rule, for verifying adequacy and efficiency of a particular model, various statistical characteristics are offered, such as the Hurst parameter (describing the degree of self-similarity) (Gromov et al., 2007) , mathematical expectation, the autocorrelation function and one-dimensional traffic distribution. Less common are estimates of average and maximum queue length (Mondragon et al., 2001 ). However, in many cases, for example in studying quality of service in the network, of great importance is evaluation of its most important characteristic, the delay variation, i.e., the jitter (Blagov, 2011) .
Studying Quality of Service
Note that models that approximate the network traffic by several parameters simultaneously, e.g., by statistical characteristics of various levels, become increasingly important in practice due to the advent of quality of service requirements in today's networks (Shelukhin et al., 2003) .
Quality of service -this term is used in the field of telecommunication networks for denoting the ability of a network to provide traffic parameters corresponding to those specified in traffic agreement (Vegesna, 2002) .
In most cases, quality of connection is determined by four parameters:
• Bandwidth that describes the rated capacity of communication media determines channel width. Measured in bps, kbps, Mbps, Gbps.
• Packet Delay is measured in milliseconds.
• Oscillations (variation) of delay in packets transmission -jitter.
• Packet loss. Defines the number of packets lost in the network during transmission.
In particular, such QoS characteristic as jitter of a flow through a network node is determined by queue distribution at the particular node, where this stream competes for transmission to the other traffic in the same direction.
Method

Jitter in Data Transmission Networks
In addition to statistical characteristics of small levels in simulated traffic and natural traffic, from a practical point of view it is important to study quality of service in information networks using simulation models. The most important characteristic of QoS in this case is delay variation -jitter.
Jitter is inequality of periods of time allocated for package delivery. In other words, this is the variation of the maximum and minimum time of transferring a packet from the average (Dann, 2006) .
Jitter or the so-called packet delay variation is an indicator of the quality of support of a number of services by the network (Privalov, 2000) . Violation of jitter restrictions can lead to loss of quality of data transmission in telecommunication networks.
As a rule, jitter is determined using the following approach. Some source with constant rate transmits a deterministic (periodic) flow of packets into the network; in this flow packets follow each other at regular intervals T . We will call packets from this source «labeled». On their way across the network, labeled packets pass one or more network nodes that are statistical multiplexers (Figure 1 ). In the multiplexer, labeled packets compete for transmission with packets from other sources, which we will call «background packets», and the traffic up of such packages will be called «background traffic» (Privalov, 2007) . After passing the last multiplexer on their way, labeled packets may arrive at their destination with varying delay, due to jitter (Figure www.ccsenet.org/mas Modern Applied Science Vol. 9, No. 4; 2015 2). Intervals between their arrivals can be defined
. Accordingly, the jitter of the i-th package in this case is the time difference of the labeled packet passage with average time
For modeling and studying the jitter in level to verify the adequacy of models of network traffic, for example for different versions of «Input M/G/∞» and «On-Off Sources» models described below, let us present source traffic in one case, and simulated traffic in the other case, as background flow. In both cases, let us introduce a constant rate source (Figure 1 ), flow of packets from which will be the «labeled» flow. 
Modeling Network Traffic
Model of network traffic «Input M/G/∞» is a model that is able to generate self-similar traffic (Privalov and Blagov, 2011) . It is characterized by constant availability of traffic sources occurring in each time slot, which work for a certain period determined at the moment of source occurrence. Each source produces a number of information packets. In each time slot, traffic is defined as the total volume of all packets present in the system. Traffic sources are considered independent. Of course, in reality, especially in local area networks, this assumption is not always true, but it is made in level to describe a system comfortable enough for building computational algorithms for defining parameters of a system that generates network traffic.
In whole, the model «Input M/G/∞» is a good alternative to other existing network traffic models. It successfully simulates some widespread applications such as Telnet and FTP (Privalov and Blagov, 2011) , and also is good for mathematical treatment.
Model «Input M/G/∞» is organized as follows: Let us assume that in a system with discrete time t I −∞ ∈ information is transmitted in packets of the same size, and the traffic
is a random process of discrete time, where t Y is the number of packets arriving at a certain point in a time step. These packages are generated by a set of independent sources. In the «Input M/G/∞» model, the number of sources is infinite, but each of them generates packages during one final time interval, and then pauses.
In the model, new sources occur in the system in each time slot, forming a Poisson flow with parameter λ: Vol. 9, No. 4; 2015 where t A is the number of new traffic sources that have appeared in the system in time slot t. Each source has a finite time in the system, after which it disappears from the system. Working time of sources is a random value with a «heavy tail» distribution:
where x and y are constants to be determined, A is the normalization constant, and β is the parameter related to the self-similarity ratio (Hurst parameter) with rate H = 1-β/2 (Dann, 2006)..
Besides, each source has a certain rate of packets generation ( ) S n , in general case (basic model) ( ) 1 S n = . In the improved «Input M/G/∞» model, rate of packet generation is defined as follows:
where is the telecommunications traffic represented as a random process, value of which in each time slot is the total of intensity of information generation by all sources in the system at the moment:
A detailed derivation is given in works (Privalov and Blagov, 2011) .
The «Input M/G/∞» model works well for generating global (TCP traffic) routes (Privalov & Blagov, 2011; Blagov, 2011 ). An advanced «Input M/G/∞» model has a particular advantage in modeling traffic with statistical characteristics of small levels, like full-scale traffic characteristics (Privalov & Blagov, 2011) .
Models «Input M/G/∞» and «On-Off Sources» in general are similar. The main difference between them is primarily that the first of them at any given time in the system may be an infinite number of sources, and the number of sources of the second is strictly limited.
The model «On-Off Sources» has M independent sources. Each of them has two states: active state (ON), in which the source generates data, and the silent state (OFF), in which the source generates nothing. These periods follow each other alternately. In each ON period, the source generates information with certain (different from the other periods) intensity (rate) that is equal to a random value i S :
The probability of detecting an individual source in the active state and in a silent state is:
where τ is the duration of ON periods of sources, is a realization of a random process that has a heavy tail distribution (1) in the base model, (2) -in its improved version.
υ is the duration of OFF periods with Poisson distribution:
As in the model «Input M/G/∞» each source has the rate of packet generation that is defined for each ON period. The «On-Off Sources» model works well for generating local networks (Ethernet route) (Privalov and Blagov, 
Experimenting with this type of distribution, it can be argued that results of modeling statistical characteristics, such as sample average, sample variance, one-dimensional distribution and autocorrelation function are better than in case of geometric distribution of the silence period, which is characteristic for the «On-Off Sources» base model (Privalov and Blagov, 2011) .
Experiments and Results
Environment for Modeling
Let us choose the most suitable software package for the modeling jitter. Currently, there are many simulation environments. The most popular are: AnyLogic, Omnet ++, NS-2, GPSS (Karpov, 2005; Varga, 1999; Kudryavcev, 2003) . Each of them has certain features, pros and cons. Feature of AnyLogic software package is the fact that it has a graphical user interface, which certainly is a big plus, makes it possible to use Java for modeling (Karpov, 2005) . The wide range of tools and libraries allows system users to create models in many areas of knowledge, including the field of telecommunications and information systems.
The AnyLogic environment makes it possible to support approaches with both discrete and continuous time simulation.
For transferring into a continuous-time environment, we will use an approach of the AnyLogic environment called «system dynamics».
Let the service parameter in the system be: p s ν ρ = , where ν is assumed to be the amount of information in a single packet of the network traffic multiplied by the sample average of the tested trace traffic during a certain time slot of the trace. Here ρ is the system load factor ( 0 1
We shall use global telecommunications networks traffic traces (traces of TCP traffic) as tested material. Global TCP traces: dec-pkt-1.tcp, dec-pkt-2.tcp, dec-pkt-3.tcp, dec-pkt 2. In addition to the above well-known traces, let's take for studying yet another Ethernet trace with hour-long record in the LAN of Metromax, and denote it as «eth.3».
Building Jitter Distribution
As a result of creating in the AnyLogic medium a system with a single labeled (experimental oscillation frequency -1 packet per 10 ms) and a background threads, we will obtain values of the jitter. For comparing jitters in natural and simulated traffics, let us build its normalized one-dimensional distribution. For traffic that is modeled on developed modification of the «Input M/G/∞» model, for example, for trace tr.1 at system boot rate ρ = 0.8 the following results are valid -see Figure 3 . Implementations of jitter for natural continuous traffic and traffic generated by the base «Input M/G/∞» model are shown in Figure 4 . The resulting implementations of the jitter can demonstrate adequacy of the developed modification of the «Input M/G/∞» model for statistical characteristics of high levels, study of such characteristics as jitter requires, however, a more rigorous statistical assessment. As for modeling jitter in LANs (eth1 and eth2), let us use model «On-Off Sources» in the experiment. Inadvisability of using the «Input M/G/∞» model in working with a LAN is proved in (Privalov and Blagov, 2011) .
In course of system operation with a single labeled and background flow, generating in the basic and advanced modifications of the «On-off Sources» model, we have the following results (see Figures: 5, 6 ), for example, in working with trace eth.1. System load in this experiment we will also choose as ρ = 0.8. According to the graph (see Figures 5 and 6 ), we can visually compare obtained distributions of jitter in implementation of an improved modification of the «On-off Sources» model and full-scale traffic routes LANs, as well as implementation of jitter traffic generated by the base model. 
Testing the Hypothesis
Carry out checks that both samples (jitter distribution in natural and simulated traffic) obey the same distribution.
Using for this purpose the Kolmogorov-Smirnov test (used to determine whether the two independent samples
, , ,..., n x x x x and
x obey the same distribution of the random variable) (Kendall and Stuart, 1973) . Statistics of this criterion is defined as: Vol. 9, No. 4; 2015 ( ) ( )
Where is the empirical function of distribution built on the first sample (in our case, on the one-dimensional distribution of natural traffic), and is the empirical distribution function built on the second sample (in our case, on the one-dimensional distribution of the simulated traffic).
Let us denote as the hypothesis that the two tested samples obey the same distribution of the random value (Gmurman, 1972) . Then for introduced statistics:
Where is the Kolmogorov function.
If statistics of exceeds the quantile of Kolmogorov distribution 1 t α − , the zero hypothesis is rejected with an error probability. Otherwise, the hypothesis is accepted at the level of significance .
Let us calculate statistics for our problem, and then compare it to quantiles of distribution 1 t α − , thereby accepting or rejecting the hypothesis that the two tested samples obey the same distribution at the level of significance or with probability of error , respectively. Values for this statistics for various tested traces of global networks (let us denote them as tr1, tr2, tr3, tr4 and tr5) we will write into Table 1 . According to the results presented in Table 1 , it can be concluded that the hypothesis that the two tested samples obey the same distribution; is taken at the significance level 0.05 by the Kolmogorov-Smirnov criterion (Bolshev and Smirnov, 1983) in the case of with jitter distribution in natural traffic and in the traffic modeled according to the developed modification of the «Input M/G/∞» model with the approximation of one-dimensional distribution and autocorrelation function. For the case of the traffic received from the basic «Input M/G/∞» model without approximation, the hypothesis is rejected (obtained statistic values are greater than distribution quantile). At the same time, both accuracy of defining sample average and jitter sample dispersion are on the average 3-4 times higher than for the developed modification of the model. Same as in case of global traces, let us inspect implementations of jitter distribution in natural and simulated traffic by the Kolmogorov-Smirnov test (let us write statistics into Table 2 ). Vol. 9, No. 4; 2015 Same as is the case with the «Input M/G/» model, jitter distribution in traffic modeled according to the improved «On-off Sources» modification is identical to jitter distribution in natural traffic by selected criteria. The hypothesis that the two test samples obey the same distribution is taken at the level of significance 0.05, the criterion of the Kolmogorov-Smirnov test. In the case of traffic modeled according to the base model, the hypothesis is rejected.
According to obtained jitter implementations adequacy of the developed modification of the «On-off Sources» model can be judged by the statistical characteristic of high level -jitter.
Discussion, Conclusions and Perspectives
Performed experiments for assessing delay variation -jitter in natural and simulated traffic demonstrates the benefits of certain models of network traffic before others. As a result of comparing improved modifications of «Input M/G/∞» and «On-off Sources» models to the basic models it can be said that the former have advantage over the latter when checking for jitter in situations similar to real, obtained in an environment with continuous time and wide range of the AnyLogic tools. It means that the modeling according to developed modifications of models makes it possible to analyze Quality of Service in a telecommunications network by the characteristic of delay variation -jitter. The AnyLogic simulation environment provides, in turn, a convenient tool for building simulation models with continuous time. With that, the «Input M/G/∞» model is more applicable for simulation of global networks traces, and «On-off Sources» -for local.
The paper showed the opportunity to simulate network telecommunications traffic by improved modifications if tested «Input M/G/∞» and «On-off Sources» models with preserving QoS parameters, namely, delay variation. Distribution of jitters in natural and model traffic obey the same distribution by the Kolmogorov-Smirnov test.
As for modeling the jitter itself, the approach proposed in this paper makes it possible to both determine the variation of network delay, and to explain its physical nature. However, this approach only allows obtaining some assessment of the quality of service in a network without making concrete recommendations for improving it, which in turn requires use of additional methods and tools.
