For hybrid electric vehicles (HEVs) , vehicle velocity and road gradient are essential. They can decide the driving power demand and have a great impact on its powertrain energy management performance. This paper presents a power demand forecasting method, aiming to predict the short-term future velocity and road gradient in real-time for the predictive energy management of HEVs. The artificial neural networks (ANNs) and the autoregressive integrated moving average(ARIMA) learning model are established with the data from expereiments to predict the vehicle velocity and the road gradient during each control horizon. Simulation results indicate the predictors can reflect the varying tendency of the velocity and the road gradient perfectly, validating the good performance of the method. Then we employ Model Predictive Control (MPC) to build the predictive energy management strategy, and solve the optimal powertrain control problem during each control horizon with Dynamic Programming (DP), getting the HEV fuel economy improved by about 5%.
Introduction
Model predictive control (MPC) has been introduced into the energy management of HEVs and PHEVs for several years, which is known as the predictive energy management strategy in the literature [1] [2] [3] [4] . One of the most attracting interests brought by predictive energy management is improving the control performance or fuel economy by foreseeing possible future driving cycles [5] [6] . So it is vital to obtain the vehicle's accurate future power demand information to improve the performance of predictive energy management strategy. There are two main factors affecting the HEV driving power demand, the road gradient as well as the vehicle velocity. So, vehicle velocity and road gradient are predicted by ANNs and ARIMA respectively for power demand control in this paper.
Literature Review
In the literature, there are a variety of methods developed to predict the future driving velocities in the control horizon, such as the exponentially varying approximation, Markov-chain stochastic forecast and data-driven forecasting [7] [8] . But the predicted velocity is not accurate, leading a poor overall performance across a range of certification and real-world drive cycles. And for the HEVs energy management, we still have no method to acquire accurate future road gradient data with vehicle velocity in real-time.
Although from the pre-measured maps or many kinds of sensors some road gradient data are available, we still cannot acquire the future road gradient information for the future control horizon. Road gradient sensors can precisely measure the current gradient data, but do not have the ability to predict. The geographical information system (GIS) is a pre-measured map approach, but must be used together with high-accuracy global positioning systems (GPS) [9] [10] [11] . If one of the information from the GIS and GPS is unavailable, this method cannot be implemented. The price of GIS map is also very expensive and has not been widely equipped in the automotive industry [12] [13] . Therefore, it is necessary to develop a new way to predict the future road gradient along the driving mission.
The paper aims to develop a high precision, real-time, low-cost, and easy-implementing method to acquire the future velocity and then to predict the future road gradient information with forecast velocity, which can be used to enhance the HEVs predictive energy management strategy's performance.
ANN is a successful method for time series forecasting [14] . In [15] , ANN is applied to predict the road type to enhance the HEV fuel efficiency. Although tuning the NN parameters may produce different prediction performances, it is easy to design an NNbased velocity predictor with reasonable precision [3] . And there is no research on ANN-based velocity predictor for predictive energy management of HEVs. The autoregressive integrated moving average (ARIMA) model is a widely-used time-series forecasting method [16] [17] . ARIMA model can be used to analyze the past road gradient changing patterns, and predict future gradient information.
Innovations
The contribution of this paper lies in coupling the ANNs-based vehicle velocity prediction and the ARIMAbased road gradient prediction, and further using the V-G prediction results to solve the problem of energy management of HEV powertrain.
Our proposed ANNs-based velocity prediction coupling ARIMA-based road gradient prediction method can be used HEVs as well as plug-in HEVs powertrain.
The remainder of this paper is organized as follows. In Section 2, parallel hybrid electric vehicle model is presented. Section 3 introduces MPC-based energy management strategy. The driving cycle prediction methods are elaborated in Section 4. In Section 5, the V-G prediction and energy management results are presented, with conclusions drawn in Section 6.
HEV powertrain modelling
The parallel hybrid electric vehicle powertrain studied in this paper is adopted from a heavy-duty military truck, which is shown in Figure 1 . 
When clutch is off, the HEV work at the pure electric mode,
When clutch is on, the HEV work at the hybrid driving mode,
Where wheel is the wheel radius; is the vehicle velocity; m is the vehicle mass; brake is the friction brake torque; axle is the torque produced from powertrain on the drive axle, and axle is the corresponding angular speed.
is the gravitational acceleration; denotes the road gradient;
is the aerodynamic drag resistance; r represents C; t is the transmission ratio and f is the gear ratio of the final drive; mot is the torque output by the motor; eng is the output torque from the engine, and eng is the corresponding angular velocity.
At each time instant, the controller computes an optimal split between the engine and motor to minimize fuel consumption. Fuel flow rate of the engine (̇f uel ) and power transfer efficiencies for engine and MG ( eng , MG )are extracted from empirical maps.
where 1 , 2 , and 3 are corresponding empirical maps.
The battery output power is calculated according to its charging or discharging state, formulated as
where MG is the output power of MG , and eng is the output power of engine; the current inverter efficiency is notated with inv . The denotes the battery is discharging (1) or charging (-1), respectively. Equivalent circuit battery model is employed in the modelling of the powertrain,
where OC and batt represent the open-circuit and internal resistance, respectively; batt and batt are the battery current and capacity, respectively.
Predictive Energy Management
In this paper, We adopt Model Predictive Control(MPC) method and it is applied to realize the real-time energy management of the HEV powertrain. The optimal control sequence in the control time domain is calculated at each time instant. Here, we choose the engine torque and speed as the control variables and notate them as u. Battery SOC is used as the state variable, notated as x; And the vehicle velocity and road gradient are the system disturbance variable, notated as d.
Model Simplification
In order to reduce the control problem complexity, we assume the engines always operate around the optimal BSFC line. In this case, the control variables are reduced to = eng . The engine rotational speed is determined by,
The above proposed control-oriented powertrain model can be presented as:
where predict and predict are the predicted future vehicle velocity and road gradient, respectively, which are supposed to be predicted by the artificial neural networks (ANNs) and the autoregressive integrated moving average (ARIMA) during each control horizon.
Control Formulation
Considering one second time step (∆ = 1s), at time step k, the cost function is formulated as
Where is the prediction horizon length, which is herein equal to the control horizon length; ( ) is the switching on or off state of the internal combustion engine and is the penalty for engine on/off switching. Additionally, the following physical constraints must be enforced: 
Based on the given HEV model, the optimal powertrain energy management problem is formulated as in Eq. (19) . Considering of the V-G prediction, we assume the target vehicle is not equipped with any radar, GPS and so on. We measure the instant vehicle velocity by the speedometer and road gradient by a gradient sensor. The collected data including vehicle velocity and road gradient are applied for the online prediction. The forecasting horizon length (future vehicle driving time and future road gradient distance) are the same as the control horizon. The results of V-G prediction are implemented in energy management strategy to improve the fuel performance.
Driving Cycle Prediction

Coupling mechanism
In this paper, we collect the history vehicle velocity data and divide them into a number of groups in 15s. And then, we use 90% of this data to train and establish the ANNs model, and the left of the data are employed to test the performance validation of the predictor. Similarly, with the collected data, the ARIMA predictor can be established. With the ANNs model, the predicted vehicle velocity predict is obtained. We calculate the corresponding distance D with the obtained predicted velocity. Further, importing the distance D to the trained ARIMA model, the predicted road gradient predict can be aquired. We name this coupled mechanism V-G prediction. All the V-G prediction results are applied in real-time predictive energy management. Figure 2 shows the V-G driving cycle coupling mechanism. The ANN can be trained to learn a highly nonlinear input/output relationship by adjusting weights to minimize the error between the actual and predicted output patterns of a training set.
A radial basis function NN (RBF-NN) is a widely used feed forward network for time series forecasting. In the standard approach to RBF-NN implementation, an RBF needs to be predefined at first. Then, the number of hidden layer neurons is determined. In our simulation, the Gaussian function is used as the RBF in the hidden layer to activate the neurons, formulated as For velocity prediction purpose, the inputs of NNs are historical velocity sequences, and the outputs are predicted horizon velocity sequences. Each inputoutput pattern is composed of a moving window of fixed length, which can be expressed as
where h is the dimension of the input velocity sequence and n represents the nonlinear map function of an ANN-based predictor. In an MPC framework, the prediction horizon length is p , so that the ANN velocity predicting process is p step ahead.
The size of the ANN depends on the number of input nodes and the number of hidden nodes. Here, we only focus on evaluating the speed prediction performance of NNs with different numbers of hidden layer nodes.
Road gradient prediction
To realize real-time predictive energy management, we should have future V-G prediction information, therefore, we proposed autoregressive integrated moving average model (ARIMA) to forecast the road gradient. ARIMA is a time series forecasting method proposed by Box and Jenkins in the early 1970s, which also called as Box-Jenkins model [18] [19] . In statistics, econometrics and time series analysis, ARIMA is a generalization of the autoregressive moving average model [20] . The ARIMA model is fitted to time series data either to better understand the data or to learn\predict future points. It is usually applied to cases where the data shows stationarity characteristics. A linear time series model for response process g z and innovations δ z−q is a stochastic process that has the form of z = + 1 z−1 + 2 z−2 + ⋯ + p z−p + 1 z−1 + 2 z−2 + ⋯ + q z−q + z (24) Where c is a constant, the p are the parameters of the autoregressive part of the model, q are the parameters of the moving average part, z−q are the error terms which are assumed to be independent and identically distributed variables sampled from a Gaussian distribution with zero mean.
Simulation and Results
For ANN-based predictors, the dimension of the input, h , is specified to be 10. Although more neural nodes result in higher training precision, excessive complexity can lead to over-fitting. The eighteen driving cycle samples are used to train the vehicle velocity model, including six standard urban types, six highway types and six suburban types. A different set of eight driving cycles are used for performance validation. Now the road construction obeys the same standard, so we can realize the road gradient learning and prediction based on the data driven method. We collect 6000-meter road gradient data by the experiments for training and establishing the ARIMA model.
Driving Cycle Prediction
The ANNs-based velocity prediction result is shown in Figure 4 . The blue line represents the real velocity in the driving cycle, and the red lines show the predicted horizon velocity. We can see that the red lines can reflect the future velocity changing tendency. And the peak value represents the velocity reaches the highest point and then declines. The average error is about 1.378, validating the perfect performance of the velocity predictor. Figure 5 exhibits the ARIMA-based road gradient forecast results. The blue line is the real road gradient and the red lines show the predicted road gradient value at each time instant. We can see that the red lines can follow the trend of the blue line very well. It demonstrates the ARIMA-based predictor can catch variation characteristic of the road gradient. The calculated simulation results are listed in Table 1 . RMSE represents the average root mean squared error(in second) and T means the online computation time(in microseconds), showing the ANNs-based velocity and the ARIMA-based road gradient prediction accuracy. These data demonstrate the good performance of the two kinds of the predictors. 
Predictive Energy Management
In this paper, we choose the heavy-duty military truck as the research object. The basic parameters including mass parameters and size parameters are described in Table 2 . Aiming at the powertrain optimal energy management problem showed in equation (20), we utilize dymamic program(DP) to seek the lowest consumption. With the predicted vehicle velocity and road gradient, we calculate the power demand with matlab and then provide the result to DP to obtain the optimal control behavior combing with MPC strategy. The initial SOC and final SOC in all simulations are set as 0.70. Upper and lower SOC bounds are 0.9 and 0.2, respectively. The simulation result of fuel consumption is shown in figure 6 . We can see the fuel consumption comparison of DP and MPC. Figure 7 is battery SOC trajectory comparion. We can see that battery SOC can recover to the original value. With DP, the lowest energy consumption can be obtained by balancing the engine and the battery power along the whole driving cycle.
Figure 6 Fuel consumption comparison
Figure 7
Battery SOC trajectory comparison During all of the driving cycles, we choose 15s history vehicle velocity to predict future velocity and the road gradient during each control horizon. DP with known driving cycle is selected as the benchmark. Fuel consumption results of all driving cycles are shown in Table 3 . 
Conclusions
In this paper, we propose a power demand forecasting method and apply for the energy management in a parallel hybrid electric vehicle. Real-world driving cycles data are colledted and used for training and establishing the ANNs as well as the ARIMA predictor. DP under the MPC framework is employed as the solver in predictive energy management. The simulation results show the HEV powertrain fuel economy is increased by around 5% in the testing driving cycles, demonstrating the validation of the coupled predictor.
