Mesh denoising is crucial for improving the quality of meshes required by scanning devices. The main challenge is to maximally preserve geometric features while removing different kinds of noise. In this paper, we propose a novel normal filtering model that incorporates a high order p regularization term and an 1 fidelity term. Then, vertex positions of the mesh can be reconstructed according to the filtered face normals. Thanking to the proposed p -1 normal filtering model, our method has crucial advantage in preserving geometric features and simultaneously is robust against different kinds of noise. Numerically, we develop an efficient algorithm based on iteratively reweighted 1 minimization and augmented Lagrangian method to solve the problem. We testify effectiveness of our mesh denoising method on synthetic meshes and a broad variety of scanning data produced by the laser scanner and Kinect sensors. We compare our method to state-of-the-art methods and demonstrate the superiority of our method in various cases.
I. INTRODUCTION
In recent years, due to the rapid development of digital scanning devices (e.g., Microsoft Kinect, Xtion Pro, Google Project Tango, and Intel RealSense), more and more triangulated meshes can be easily acquired from the real world. Unfortunately, scanned meshes are usually corrupted by different kinds of noise introduced in physical scanning and reconstruction processes. The noise will degrade the quality of meshes and cause errors in downstream geometry applications, such as segmentation, parameterization, reconstruction, and visualization. Thus, the task of recovering high quality meshes from noisy inputs becomes increasingly important. The main challenge of mesh denoising is to preserve underlying geometric features of the surface as much as possible while removing different kinds of noise including Gaussian, impulsive, and mixed noise (impulsive noise is called outliers sometimes).
Mesh denoising has been widely studied in the last two decades. It is beyond our scope to review all existing mesh The associate editor coordinating the review of this manuscript and approving it for publication was Tao Zhang . denoising methods, and we only review several notable methods and methods that are most relevant to this work. Interested readers can refer to the works [1] - [3] for a comprehensive review of mesh denoising. In our opinion, mesh denoising methods can be rough classified into three categories: filter-based, optimization-based, and data-driven methods. Early filter-based methods [4] - [7] directly applied isotropic smoothing on mesh vertices for removing noise. Although these methods are simple and can remove noise from the mesh, they also smooth geometric features evidently. Later on, many anisotropic filtering methods [8] - [13] were proposed to recover geometric features while removing noise. Compared to the isotropic methods, the anisotropic methods are more robust against the noise and can produce clearer feature-preserving results. However, in the case of high noise density, these anisotropic methods still fail to preserve geometric features, especially for preserving sharp features (sharp edges and corners). To recover sharp features of the mesh, some methods [14] - [16] apply the bilateral filter on face normals and then update the vertex positions according to the filtered face normals. Although these bilateral normal filtering methods can produce satisfactory results for VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ preserving geometric features, the sharp features are still difficult to recover when the noise level is high. More recently, Yadav et al. [17] proposed a normal filter using a robust error norm, which can efficiently preserve sharp features over the mesh. Although their method preserves sharp feature well, it usually smoothes weak features and fine details of the surface. We should point out that, these methods belong to two-stage mesh denoising methods, i.e., face normal filtering followed by updating vertex positions [3] , [14] - [24] . The difference between these two-stage methods is in their normal filtering strategies. The variational denoising methods formulate the denoising process as an optimization problem and seek for a desired solution that satisfied the optimization goal. The optimization-based methods have became widespread recently. Zheng et al. [14] presented a global normal filtering model using bilateral weight function. Their method works well for preserving fine details and smooth regions, but cannot recover sharp features well. For preserving sharp features over the surface, many researchers used the conception of sparsity to remove the noise from the mesh. He and Schaefer [25] used the 0 minimization for removing the noise by inducing the sparsity for an discrete edge-based operator. However, the 0 minimization problem is NP-hard. A critical limitation of the problem is that the CPU cost of solving it is very time consuming. Moreover, for mesh denoising, the 0 minimization method tends to flatten smooth regions for its high sparsity requirement. In image processing community, the sparsity of the gradient (first order operator) is widely used for preserving image edges. The corresponding 1 minimization problem is the famous total variation (TV) model [26] . Inspired by the success of TV model in image processing, many researchers [18] , [27] , [28] extended it to mesh denoising for preserving sharp features. However, due to the using of the first order information over the surface, the TV-based models suffer producing staircase artifacts in smoothly curved regions. In order to overcome the staircase artifacts in smooth regions, Liu et al. [3] presented a 1 -based high order normal filtering model. Yet, the high order model sometimes blurs sharp features, especially for dealing with the large noise. Zhong et al. [29] proposed a 1 -based normal filtering model with three sparsity terms, which can recover both sharp features and smooth regions well. Moreover, their method can deal with outliers. Unfortunately, their method contains too many parameters to manually tune. The process of parameter tuning of their method is tedious.
More recently, researchers proposed some data-driven methods. Wang et al. [30] proposed a method based on the cascades normal regression, which can remove the noise without assumptions about geometric features of the underling surface and noise patterns. Their method first learns nonlinear regression functions mapping the filtered face normal descriptors to the face normals of the ground-truth input, and then applied the learned functions to compute filtered face normals. Wang et al. [31] presented a data-driven method by learning normal variations in two steps. In the first step, they learn mapping from the noisy input to its ground-truth counterpart and use neural networks to remove the noise, which might lost some fine details of the underling surface. Then in the second step, they learn to recover the missing fine details. Although these data-driven methods perform well for real scanned data, the performance of these methods depend on the completeness of the training data set.
As we can see, the above mentioned mesh denoising methods have their own limitations. This paper tries to overcome these limitations by using a novel normal filtering model including only two terms: a high order p regularization term for preserving geometric features (sharp features, fine details, and smoothly curved regions) without introducing unnatural artifacts, and an 1 fidelity term for encouraging the solution be less dependent on the exact value of outliers and noise. After filtering the face normals of the mesh, the vertex positions should be reconstructed to match the filtered face normals. To sum up, the main contributions of the paper are listed as follows:
• We present a novel high order normal filtering model.
The p regularization of the model enables us to efficiently remove noise and preserve geometric features maximally, while the 1 fidelity is formulated for dealing with outliers.
• We propose an efficient minimization method based on iterative reweighted 1 minimization (IRL1) and augmented Lagrangian method (ALM) to solve the problem.
• We demonstrate the performance of our denoising method on synthetic meshes and a variety of scanned data acquired by the laser scanner and Kinect sensors. Experiments illustrate that our method outperforms the compared state-of-the-art methods visually and quantitatively.
The remainder of this paper is organized as follows. In Section II, we present a high order p -1 normal filtering model. An efficient algorithm based on iteratively reweighted 1 minimization (IRL1) and augmented Lagrangian method (ALM) is proposed to solve the model. In Section III, vertex positions are reconstructed according to the filtered face normals. In Section IV, we discuss our two-stage mesh denoising method and compare it with typical existing methods both visually and quantitatively. Section V concludes the paper.
II. HIGH ORDER NORMAL FILTERING VIA P -1 MINIMIZATION
In this section, we introduce the high order p -1 minimization on face normals followed by some definitions over triangulated meshes. A mesh of arbitrary topology with no degenerate triangles in R 3 is represented as M . The set of vertices, edges, and triangle faces of M are denoted as {v i : i = 1, 2, · · · , V}, {e i : i = 1, 2, · · · , E}, and {τ i : i = 1, 2, · · · , T}, respectively. Here V, E, and T are the numbers of vertices, edges, and faces of M . 
A. HIGH ORDER NORMAL FILTERING MODEL
For a given noisy mesh, we write face normals of the mesh as N. To remove noise in N, we treat face normals N as a variable and solve the following p -1 minimization problem:
α is a positive parameter, len(l) is the length of line l connecting the barycenter with one vertex of triangle τ , and area(τ ) is the area of triangle τ . The high order operator ∇ 2 is defined on each line l of the mesh, which reads as follows
where e + and e − are two edges sharing the common vertex of l, τ + is the triangle sharing e + with τ , and τ − is the triangle sharing e − . w e + and w e − are two positive weights defined as
where N e,1 and N e,2 are two normals sharing the common edge e. All aforementioned descriptions are indicated in Fig. 1 . For more details about the description of the high order operator ∇ 2 , we refer readers to [3] , [32] . The proposed high order p -1 normal filtering model (1) consists of p regularization and 1 fidelity terms. The p regularization makes the solution smooth while preserving geometric features as much as possible. The p regularization is nonconvex. It penalizes large variations of the signal less than convex ones ( 1 and 2 ), and preserves sharp features better. This means that, using of nonconvex regularization can produce better results than the corresponding convex ones. The view, nonconvex regularization offers richer possibilities to recover high quality images with neat images, has been verified in image processing community widely [33] . The fidelity term of the model makes the solution harmonize well with the input noisy mesh. Yet, if the noisy mesh includes impulsive and mixed noise, the traditional 2 fidelity cannot produce a satisfactory denoised result. As we know, the 1 fidelity was first proposed in the work [34] for image restoration with impulsive and mixed noise. Here, we introduce the 1 fidelity in mesh denoising to help the solution less dependent on the exact value of outliers and noise.
B. NUMERICAL ALGORITHM FOR PROPOSED MODEL
Due to the using of p norm, the p -1 normal filtering model (1) is nonconvex and nonsmooth, which is challenging to directly solve. Fortunately, Candès et al. [35] tackled this challenge by the so-called iteratively reweighted 1 (IRL1) minimization. Their method approximates the exact solution by solving a sequence of 1 problems. The IRL1 algorithm was originally introduced to improve the sparsity in 1 related compressed sensing problems [33] , [35] .
Here, we use IRL1 algorithm to solve our nonconvex p -1 model (1). More specifically, (1) can be tackled by solving a sequence of 1 -1 problems as followed:
is a small constant to prevent the denominator from being 0 and we set it as 0.001.
Because of the involvement of vectorial seminorms and nonlinear constraints of (3), each 1 -1 problem (3) is nondifferentiable and thus still hard to solve. Recently, the variable splitting and augmented Lagrangian method (ALM) have attained intensive attention for their efficiency in solving 1 related optimization problems [36] . Thus, the minimization problem (3) is first rewritten as a constrained minimization problem by introducing a pair of new variables, which reads
where
Then, the augmented Lagrangian function is introduced to handle the above constrained optimization problem
Lagrange multipliers, and r x and r y are two positive penalty coefficients. L is the number of lines connecting the barycenter and one vertex of triangle τ . Explicitly, the problem (6) can be divided into three subproblems: the N , X, and Y subproblems.
Sub-minimization problem with respect to N: we can write the N subproblem as
which is a quadratic optimization with the unit normal constraints (N). Here we first ignore the term (N) and solve a quadratic problem, and then project the solution onto a unit sphere. Specifically, the quadratic problem without the term (N) is as followed
The solution of the problem (8) is achieved by a sparse linear system, which can be solved by using well developed numerical packages. Sub-minimization problem with respect to X: we can write X subproblem as
As the problem (9) is decomposable, we can solve each X l independently. For each X l , we need to solve the following problem
which has a closed form solution as
Sub-minimization problem with respect to Y: we can write Y subproblem as
Analogously, the problem (11) also can be decomposed, we can solve each Y τ solely. For each Y τ , we need to solve the following problem
Assembling the above parts, the overall alternating minimization algorithm for solving the high order p -1 model (1) is sketched in Algorithm 1. As we can see, N k,c is the sequence produced by Algorithm 1, where the index k refers to outer iterations and c refers to inner iterations. In each outer iteration, we first solve an 1 -1 minimization problem by ALM, and then update the weights W according to the current face normals N. Furthermore, in each inner iteration, the algorithm first solves three subproblems, and then updates the Lagrange multipliers. In summary, it is challenge to find the global minimizer of the nonconvex nonsmooth minimization problem (1) with the nonlinear constraints. We adapt IRL1 and ALM to approximate a well enough solution of the problem (1) numerically. In Section IV, we will show the efficiency of our algorithm, which can produce satisfactory denoising results visually and quantitatively.
III. VERTEX UPDATING SCHEME
After obtaining filtered face normals by solving the high order p -1 normal filtering model (1) , vertex positions of the mesh should be updated to match the filtered face normals. To this end, we use a vertex updating scheme presented by Liu et al. [3] . This scheme updates the vertex positions by minimizing the following problem
where (v i , v j , v k ) are vertices of τ with counterclockwise order, v is vertex positions of the noisy surface and η is a small positive parameter. This vertex updating model can overcome the trianglewise orientation ambiguity problem produced by the vertex updating model proposed by Sun et al. [37] . Due to this vertex updating model is not our main contribution, Algorithm 1 IRL1 and ALM for Solving High Order
we refer interested readers to the work [3] for further information.
We can reformulate partial derivatives of (13) with respect to v i as follows: (14) where N τ is the updating normal of τ according to updated v (the derivation process of (14) can refer to the work [3] ), and M 1 (v i ) is the set of triangles containing vertex v i . With the gradient information calculated from (14) and the initial vertex positions v, we use gradient descent algorithm to minimize the problem (13) . We adopt the backtracking line search strategy with our gradient descent algorithm to adaptively choose the step size. In each iteration, the line search strategy uses only the energy and gradient evaluated at current and previous iterations.
IV. EXPERIMENT RESULTS AND COMPARISONS
In this section, numerical experiments are presented on a wide range of triangulated meshes including CAD, non-CAD and raw scanned data (captured by the laser scanner and Kinect sensors). The tested meshes are corrupted by either synthetic or raw scanned noise. The synthetic noise added in random directions is generated by Gaussian, impulsive or mixed Gaussian and impulsive noise. We use two quantities as in the works [3] , [38] to verify the robustness of our method to mesh quality. These two quantities are defined as follows:
The mesh information of the surfaces used in this paper are recorded in Table 1 . From Table 1 we can see that, several meshes are very irregular, e.g., David and Child produced by Kinect sensors. Our method can effectively handle all the meshes and produce satisfactory denoising results. The clean meshes tested in this section are listed in Fig. 2 .
We have implemented our mesh denoising method and all methods compared in the paper in C++. All of the numerical examples are tested on a standard PC with Intel Core i7 processor and 16GB RAM. For showing faceting effect, all meshes are rendered in flat-shading model. We will first discuss influence of parameters of our method. Then, both visual and quantitative comparisons of state-of-the-art methods are presented.
A. PARAMETER CHOICES
As we know each mesh denosing method has its own parameters to manually tune for producing satisfactory results. Specifically, our method has two parameters, i.e., α and p. α is applied to balance the fidelity and regularization terms of our high order p -1 model (1), while p is used to control the abilities of feature preserving and noise suppressing.
The parameter α helps the denoising result to harmonize well with the input mesh, which is used to control the degree of denoising. According to our numerical experiments, when α is too small, noise of the mesh cannot be completely removed showed in Fig. 3b . During the increasing of α, the noise is removed obviously. However, if α is too large, the result is over-smoothed and a lot of details are flattened; see Fig. 3e . Moreover, for one noisy mesh, these exist a range of values of α to produce promising results. It indicates that our method is insensitive to perturbations of α; see The parameter p (0 < p < 1) is used to determine the degree of nonconvexity of the p regularization of our model (1) . Too strong nonconvexity of the regularization will sharpen the result and produce false edges in smooth regions; see Fig. 4b . In contrast, too weak nonconvexity will yield a result with blurred sharp features showed in Fig. 4e . In our experiments, p is suggested in the range of [0.4, 0.8] for producing satisfactory results; see Figs. 4c and 4d.
B. QUALITATIVE COMPARISONS AND EXAMPLES
Our high order p -1 denoising method (abbreviated as p -1 ) is visually compared with five state-of-the-art methods including high order normal filtering [3] , total variation normal filtering [18] , 0 minimization [25] , robust and high fidelity mesh denoising [17] , and bilateral normal filtering [14] (abbreviated as HO, TV, 0 , RHM, and BF, respectively). We should point out that parameters in all the tested methods are elaborately tuned to produce visually well results.
In Fig. 5 , we demonstrate and compare denoising results for CAD meshes containing both sharp features (sharp edges and corners) and smooth regions (smoothly curved regions and flat regions). As we can see, except BF, all the other five methods ( p -1 , HO, TV, 0 , and RHM) can preserve sharp features in some ways. By using the robust error norm, RHM can recover geometric features, but it usually flattens weak features and curves sharp features; see the zoomed view of Fig. 5f . One important thing can be observed, TV and 0 produce undesired artifacts in smoothly curved regions, whereas the high order methods ( p -1 and HO) can prevent these unnatural effects. The reasons are as follows. Due to the using of first order information of the mesh, TV suffers from staircase effects in smooth regions; see the zoomedin view of Fig. 5d . This phenomenon is more serious for 0 . 0 produces false edges in smooth regions sometimes for its high sparsity requirement; see Fig. 5e . In contrast, due to the using of high order information, both p -1 and Comparisons of denoising results on CAD meshes (corrupted by Gaussian noise, standard deviation = 0.2 mean edge length). From left to right: (a) input noisy meshes, denoising results produced by (b) our method p -1 , (c) HO [3] , (d) TV [18] , (e) 0 [25] , (f) RHM [17] , and (g) BF [14] , respectively. The even rows are zoomed-in views.
HO do well over smooth regions. In our experiments, when the noise level is low, both p -1 and HO can eliminate the staircase effects and simultaneously recover sharp features. Yet, when meshes corrupted by considerable noise, HO fails to keep sharp features; see the zoomed-in view of Fig. 5c . In contrast, our p -1 can enforce its properties and yield more attractive results with sharp features preserving; see Fig. 5b . Thus, qualitative comparisons in Fig. 5 demonstrate that our method outperforms the other compared methods in terms of preserving sharp features and recovering smooth regions. Fig. 6 shows the comparison results of non-CAD meshes. We can observe that, all the tested methods remove noise effectively. However, TV and 0 tend to flatten fine details, and 0 makes this situation even worse; see Figs. 6d and 6e. In some cases, 0 sharpens geometric features and produces false edges. Although HO and RHM do not sharpen features, they oversmooth features more or less. In addition, the oversmooth effect of RHM is more serious than that of HO; see Figs. 6f and 6c. Compared to these methods, p -1 and BF produce visually better results; see Figs. 6b and 6g. An important thing can be observed that, with the noncovex p regularization, our method can preserve fine details better than BF, leading to higher quality of the results. Furthermore, HO smoothes some weak features, whereas our method p -1 recovers these weak features as much as possible; see the zoomed views of Figs. 6b and 6c . In short, the results demonstrate that our method can also do a good job on non-CAD meshes.
In Figs. 7 and 8 , we show denoising results on a variety of real scanning data. In Fig. 7 , we present the comparison results of a mesh acquired by the laser scanner. As can be seen, our method p -1 and BF produce high fidelity results; see Figs. 7b and 7g. HO blurs some weak features a little; see Fig. 7c . In contrast, TV and 0 flatten some fine details. This VOLUME 7, 2019 FIGURE 6. Comparisons of denoising results on non-CAD meshes (corrupted by Gaussian noise, standard deviation = 0.3 mean edge length). From left to right: (a) input noisy meshes, denoising results produced by (b) our method p -1 , (c) HO [3] , (d) TV [18] , (e) 0 [25] , (f) RHM [17] , and (g) BF [14] , respectively. The even rows are zoomed-in views.
FIGURE 7.
Comparisons of denoising results by the laser scanner. From left to right: (a) input noisy mesh, denoising results produced by (b) our method p -1 , (c) HO [3] , (d) TV [18] , (e) 0 [25] , (f) RHM [17] , and (g) BF [14] , respectively. The second row is the zoomed-in view.
artifact is more serious for 0 for its high sparsity requirement, see Figs. 7d and 7e. In addition, RHM oversmoothes smallscale features; see Fig. 7f . We also verify the effectiveness of our method on meshes produced by Kinect sensors. In Fig. 8 , we compare the results produced by our method and the data-driven method proposed by Wang et al. [30] . As we can observe, even for the meshes produced by Kinect sensors with high level noise, Our method p -1 still can produce high quality results preserving geometric features well. In contrast, the method in [30] smoothes some fine details; see Fig. 8 . In summary, our method is robust and can recover high quality meshes from the noisy inputs obtained from the real world.
A stress test for our method with increasing noise level is showed in Fig. 9 . We can see that, when the noise level is smaller than the feature size, our method can preserve sharp features perfectly. However, if the noise level is too high, our method will fail to remove the noise and preserve sharp features; see the last column of Fig. 9 .
It is necessary to explain the differences between our method and the method in [29] . Both methods are variational methods. The method in [29] has five parameters to tune for producing satisfactory results, while our method only has two main parameters. Although both methods use the same high order operator, the norms in regularization terms of these two methods are totally different. Specifically, the method in [29] uses 1 norm in its high order regularization, while our method uses p norm. Thus, our method is more robust for preserving geometric features, see Fig. 10 for example. Fig. 11 demonstrates comparison results of the meshes corrupted by impulsive or mixed noise. As we can see in Fig. 11b,  FIGURE 8 . Denoising results of scanning data captured by Kinect sensors. From left to right: noisy mesh, denoising results produced by our method p -1 and the method proposed by Wang et al. [30] , noisy mesh, and results produced by ours and the method proposed by Wang et al. [30] . our method p -1 can remove impulsive or mixed noise completely and simultaneously preserve geometric features well. In contrast, HO, TV, and 0 cannot effectively remove impulsive or mixed noise; see Figs. 11c, 11d, and 11e. Although RHM and BF can remove the impulsive or mixed noise, they oversmooth weak features and fine details evidently; see Figs. 11f and 11g. Thus, as the result of using 1 fidelity, our method has crucial advantages in handling the meshes corrupted by impulsive or mixed noise.
The above visual comparisons present that our denoisng method has the best denoising result among all the tested methods. In the following paragraphs, we will compare our method to the other five quantitatively.
C. QUANTITATIVE COMPARISONS
In addition to the above qualitative comparisons, to show more objective comparisons, quantitative evaluations are carried out in this subsection. For meshes whose ground truth shapes are known, two widely-used error metrics that, mean square angular error (MSAE) and 2 vertex-based surface-tosurface error (E v,2 ), are employed to measure the deviation of the denoising result from the clean mesh [3] , [29] , [32] . These two error metrics are defined as follows:
• Mean square angular error (MSAE):
where (N , N) is the square angle between the normal of the denoising result and the clean surface, average ( (N , N) ) is the square angle averaged over all faces.
• L 2 vertex-based surface-to-surface error:
where dist(v , i , M ) is the distance between the updated vertex v i and a triangle of the clean surface M which is closest to v i , and M 1 (v i ) is the set of triangles containing vertex v i . The first metric is to estimate the mean square angular error between face normals of the clean mesh and those of the denoising result, and the second one is to measure the mean positional error between the clean mesh and the denoised one. Our method p -1 is compared to the other state-ofthe-art methods by using the two metrics for the examples in Figs. 5, 6 , and 11. The evaluation results are listed in Table 2 .
As can be seen in Table 2 , for both CAD and non-CAD meshes, our method p -1 outperforms all the other compared methods. The values of MSAE of our method are significantly smaller than the other five methods. From Table 2 we also observe that, in most cases, the results produced by our method p -1 have least errors of E v,2 showing that the results FIGURE 11. Comparisons of denoising results in handling impulsive or mixed noise. From left to right: (a) noisy meshes (Block is corrupted by 10 % of impulsive noise with standard deviation = 1.0 mean edge length, and Bunny is corrupted by 15% of impulsive noise with standard deviation = 1.0 mean edge length and Gaussian noise with standard deviation = 0.1 mean edge lenth), denoising results produced by (b) our method p -1 , (c) HO [3] , (d) TV [18] , (e) 0 [25] , (f) RHM [17] , and (g) BF [14] , respectively. The even rows are zoomed-in views. [3] , TV [18] , 0 [25] , RHM [17] , and BF [14] .
from our method are more faithful to the corresponding clean meshes. Besides, for the meshes corrupted by impulsive and mixed noise, the values of MSAE and E v,2 of our method are also significantly smaller than the other compared methods. These quantitative evaluations present that our method p -1 outperforms the other five compared state-of-the-art methods. Accordingly, the quantitative evaluation results are consistent with the qualitative comparisons, which show the superiority of the method proposed by us.
We also record the CPU costs of all the tested methods in Table 2 . As we can see, 0 is the slowest method, while BF is the fastest one. Although RHM is faster than 0 , it is slower than all the other methods. We also can observe that, the first order method (TV) is faster than the second order methods (HO and p -1 ) obviously. As expected, our method p -1 is slower than its convex counterpart (HO). In summary, although our method p -1 is a little computationally intensive, the CPU costs of it are still acceptable; see the CPU costs of our method in Table 2 .
V. CONCLUSION
In this paper, we present a novel high order p -1 method for feature-preserving mesh denoising. The method applies the p -1 minimization on face normals, which is a challenge for optimization. We propose an iterative algorithm based on iteratively reweighted 1 minimization to solve the problem. Each subproblem in the iteration can be solved by augmented Lagrangian method. Then, vertex positions are reconstructed according to the filtered face normals. Various experiment results illustrate the advantages of our mesh denoising method over the state-of-the-art methods on both synthetic meshes and real scanning data.
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