We analyze the discriminatory power of k-nearest neighbors, logistic examples. A variety of statistical and machine learning apregression, artificial neural networks (ANNs), decision tress, and supproaches to classification tasks are currently available, but port vector machines (SVMs) on the task of classifying pigmented few comparisons among different models have been done skin lesions as common nevi, dysplastic nevi, or melanoma. Three on the same data sets. Although the potential advantages different classification tasks were used as benchmarks: the dichotomous problem of distinguishing common nevi from dysplastic nevi and melaand disadvantages of utilizing each of these methods have noma, the dichotomous problem of distinguishing melanoma from been defined theoretically, given certain assumptions about common and dysplastic nevi, and the trichotomous problem of correctly data distribution, characteristics of the classification task, distinguishing all three classes. Using ROC analysis to measure the signal-to-noise ratio, etc., it is often the case that these asdiscriminatory power of the methods shows that excellent results for sumptions cannot be verified in practice. Under these cirspecific classification problems in the domain of pigmented skin lesions can be achieved with machine-learning methods. On both dichotomous cumstances, empirical comparison of classification perforand trichotomous tasks, logistic regression, ANNs, and SVMs permance using standard metrics to describe discrimination and final selection of the "best model" for a given classification task can only be concluded after considering the tradeoffs between classification performance, costs, and model interpretability.
INTRODUCTION
Since the first step toward the selection of a class of models for a particular data set is based on classification performance, this area was the focus of our investigations. We compare the discriminatory performance of five methods The increasing number of electronic data bases containing (k-nearest neighbors, logistic regression, artificial neural netmedical data has led to an increasing interest in their utilization for building classification models that can "learn" from works, decision trees, and support vector machines) on the task of classifying pigmented skin lesions (PSLs) as being The images of the lesions were obtained by using a digital epiluminescence microscopy system (MoleMax II, Dermacommon nevi, dysplastic nevi, or melanoma. The same data set was used for all models; it was split differently 100 times Instruments, Austria). Images of lesions were taken by a hand-held video microscopy unit with a CCD color sensor into training and test sets to eliminate the effect of having particularly good or bad combinations of cases in training at a resolution of 752 ϫ 582 pixels and stored in 24-bit resolution. From these images, 107 morphometric features and test sets. All algorithms were run on all 100 splits. The task of classifying PSLs is complex and involves automated were extracted using an adaptation of gray level tresholding to three-dimensional color space (hue, saturation, value). feature measurements obtained from digital images, as well as clinical and demographical data collected by dermatolo-
The algorithm for feature extraction was developed at the Department of Computer Graphics and Vision, Technical gists.
The motivation for using PSL data as testbed for the University Graz. The morphometric features were categorized in global and local features. Global features contained classification algorithms is the fact that incidence of melanoma has risen dramatically in recent years. Therefore, it is basic features, shape features, color features, normalized color features, quantized color features, and border features. increasingly important to accurately diagnose PSLs. This classification task is difficult, as can be seen from the fact that Local features contained segment features, quantized color features, and ratios of features. the diagnostic performance of even expert dermatologists is far from optimal, with accuracy of diagnosing early mela-
The data set was split into training and test sets for the machine learning algorithms. The training sets contained noma reported to be only slightly higher than 60% [1] .
Epiluminescence microscopy was developed as a tool to 600 common nevi, 144 dysplastic nevi, and 65 melanoma, and the test sets contained 690 common nevi, 80 dysplastic aid in the diagnostic process, and expert performance increases when using this method [2] . The availability of diginevi, and 40 melanoma. To determine the influence of different data set splits on the methods, a total of 100 different tal PSL images raises the question as to whether machinelearning methods can perform better than human experts.
splits were used in each method. The data set splits were the same for each of the methods used. To ensure that no An answer to this question would help to determine whether an increase in performance could be gained from automated method was given an advantage due to the scaling of the data set, each variable was transformed to be zero-mean and decision-support tools.
In this paper, we study the performance of five machineunit variance over the whole data set. learning methods on a data set of 1619 PSLs. Section 2 gives details about the data set and briefly outlines the characteristics of the different learning algorithms. The results k-Nearest Neighbors of the experiments are presented in Section 3. A discussion follows in Section 4; concluding remarks are given in Sec-
The k-nearest-neighbors algorithm [3] is a popular density estimation algorithm for numerical data. In contrast to the tion 5.
other methods, this algorithm does not implement a decision boundary, but uses the elements of the training set to estimate the density distribution of the data. They implicitly combine 2. MATERIAL AND METHODS this information with class prevalences in Bayes' rule to obtain the posterior (class membership) probability estimates of a data point. The density estimation uses a distance measure (usually Euclidean distance). For a given distance meaThe data set used for the experiments in this paper was collected at the pigmented lesion unit of the Department of sure, the only parameter of the algorithm is k, the number of neighbors. The parameter k determines the smoothness Dermatology, Division of General Dermatology, University of Vienna Medical School. A total of 1619 PSL images in of the density estimation: larger values consider more neighbors, and therefore smooth over local characteristics. Smaller three classes (common nevi, dysplastic nevi, melanoma) were selected. The distribution of cases in the data set was values consider only limited neighborhoods. Generally, the choice of k can only be determined empirically. In our experi-1290 common nevi, 224 dysplastic nevi, and 105 melanoma. The diagnosis of the lesions was established by histopatholments, we used values of k ϭ 10, 20, . . . , 100.
In medicine, most applications use nearest-neighbor algoogy (melanoma and dysplastic nevi) and 1-year follow-up examinations (common nevi), respectively. In addition to the rithms as benchmarks for other machine-learning techniques [4] [5] [6] . image, six clinical data items were recorded for each lesion.
Logistic Regression
on a measure of disparity (usually entropy). It does this by identifying a variable and a threshold in the domain of this Logistic regression is an algorithm that constructs a sepavariable that can be used to divide the data set into two rating hyperplane between two data sets, using the logistic groups. The best choice of variable and threshold is the one function to express distance from the hyperplane as a probathat minimizes the disparity measures in the resulting groups. bility of class membership.
The advantage of decision trees over many of the other Logistic regression is widely used in medical applications methods used here is that small decision trees can be interprefor the ease with which the parameters in the model can be ted by humans as decision rules. They therefore offer a way interpreted as changes in log odds, for the variable selection to extract decision rules from a database. This makes them methods that are often available in commercial implementaespecially well suited for medical applications, and advantions, and for allowing the interpretation of results as probatages and disadvantages of decision trees in medicine have bilities. Although the model is linear-in-parameters and can been widely investigated [13] [14] [15] . thus only calculate linear decision boundaries, it is a widely We used the See5 decision tree software by Rulequest used predictive model in medical applications [7] [8] [9] .
Research . The most attractive feature of imizing a cross-entropy error function [10] .
this paradigm is that it is possible to give bounds on the The ANN consists of several small processing units (the generalization error of the model, and to select the best artificial neurons) that are highly interconnected. Informamodel from a class using the principle of structural risk tion flow in an ANN is modeled after the human brain, in minimization [16] . that information is propagated between neurons, with the Support vector machines calculate separating hyperplanes information stored as connection strengths (called weights) that maximize the margin between two sets of data points. By between neurons. The minimization process is implemented using Lagrange multipliers, the problem can be formulated in as an update rule for the weights in the network. Since this such a way that the only operations on the data points are iterative process requires many presentations of the training the calculation of scalar products. While the basic training set, the system is said to learn from examples. algorithm can only construct linear separators, kernel funcFor medical applications, a major drawback of ANNs is tions can be used to calculate scalar products in higherthe fact that the parameters in the model are not directly dimensional spaces. If the kernel functions are nonlinear, the interpretable, so that no additional understanding of a data separating boundary in the original space will be nonlinear. set can be derived from a neural network model. NevertheBecause there are many different kernel functions, there is less, the ability to calculate nonlinear decision boundaries a wide variety of possible SVM models. makes them attractive in several medical problem domains
In this work, we used the SVM-Light implementation [11, 12] .
(Department of Computer Science, University of Dortmund, For our experiments, we used the NETLAB (Neural ComGermany) with polynomial kernels of degrees 1-3 and puting Research Group, Aston University, UK) implementaGaussian radial basis function kernels with ␥ (inverse varition of conjugate gradient optimization, with all parameters ance) parameters between 10 Ϫ2 and 10 Ϫ6 . set to default values.
EXPERIMENTS Decision Trees
The decision tree paradigm constructs classifiers by dividEach of the five algorithms presented above was run on each of the 100 different splits of the data set into training ing the data set into smaller and more uniform groups, based and test data. Since the classification problem is trichotodichotomous classification tasks: First, to discriminate common nevi from the other two lesion types (dysplastic nevi mous, there are several possibilities to report the results of the different algorithms. Three of the five methods (k-nearest and melanoma), and second, to discriminate melanoma from common and dysplastic nevi. Standard ROC analysis [21-neighbors, neural networks, logistic regression) give results that can easily be interpreted as probabilities; we therefore 23] was used to summarize the results of both these classification tasks. For support vector machines, there are extenanalyzed the discriminatory power of these methods over all three classes by means of three-way ROC analysis [19] .
sions for multiclass discrimination [24] , but the basic algorithm is strictly dichotomous. Although the outputs of Three-way ROC analysis is an extension of ROC analysis to trichotomous tests. It summarizes the discriminatory support vector machines cannot be interpreted as probabilities, it is still possible to calculate AUC values and thus power of a trichotomous test in a single value, called the volume under surface (VUS) in analogy to the area under compare results by using the equivalence of the AUC measure and the c-index [25, 21] . The classification tasks for curve (AUC) value for dichotomous tests. Just as the AUC value for dichotomous tests is equivalent to the probability this method were the same as for the decision trees.
As dichotomous tasks to compare all five methods, we of correctly ranking a given pair of normal and abnormal cases, the VUS value for trichotomous tests is equivalent to used the problem of distinguishing common nevi from dysplastic nevi and melanoma, and the problem of distinguishthe probability of correctly distinguishing three cases, where each case is from a different class. A trichotomous test that ing melanoma from common and dysplastic nevi. For these tasks, we already had the results from decision trees and discriminates perfectly has a VUS value of 1, whereas an uninformative test has a value of only 1/6. This means that support vector machines. To obtain results from k-nearest neighbors, logistic regression, and artificial neural networks, VUS values which correspond to poor AUC values are often quite good. For example, a VUS value of 0.6-0.7 corresit was sufficient to suitably combine the probabilities (outputs) of the trichotomous tasks to arrive at dichotomous ponds to an AUC value of 0.83-0.88 [20] . Since it is possible to visualize the general shape of a three-way ROC surface, probabilities. A summary of the results of the three methods for which but not possible to easily obtain meaningful information three-way ROC analysis can be used is given in Table 1 . from its two-dimensional image on paper, we do not show
The results for all five methods on the task of discriminating three-way ROC surfaces here. The important aspect of these common nevi from dysplastic nevi and melanoma are shown surfaces is that they measure the discriminatory power of a in Table 2 ; the results on the task of discriminating melanoma classification method. The discriminatory power is summafrom common and dyplastic nevi are shown in Table 3 . The rized by numerical VUS value, which is given in Table 1 entries in Table 1 show the discriminatory power of the for the methods considered here. methods, as measured by the average of the volume under Of the other two methods, decision trees can be used for the ROC surface (VUS) over the 100 test sets. Furthermore, multiclass discrimination; however, the See5 software does Table 1 gives the standard deviations of VUS values, and not support the calculation of probabilities for all classes minimum and maximum VUS values. in the model. We therefore reduced the problem to two
The results of the two dichotomous tasks, which were used by all five methods, are given in Tables 2 and 3 . The entries are the following, for each method and task: Average AUC over 100 tests sets, standard deviation of AUC, maxi- and neural networks are almost the same as those of support Note. For nearest neighbors, k ϭ 50. For SVM, the optimal polynomial kernel was linear, with C ϭ 100, and the optimal Gaussian RBF kernel had inverse variance ␥ ϭ 10 Ϫ4 and C ϭ 100.
vector machines, their ROC curves are virtually indistinover all values of k ranged from 0.5788 (k ϭ 70) to 0.6042 guishable.
(k ϭ 40). While these results are not as good as those of We now briefly discuss the results of the different methods logistic regression or neural networks, they are a good starton the data sets.
ing point against which the other methods can be measured. For the dichotomous tasks summarized in Tables 2 and  3 , it can be seen that the results of the k-nearest-neighbors k-Nearest Neighbors algorithm are only slightly inferior (3 to 4 percentage points) to those of the better methods. On the other hand, there is The distance metric used for this method was the standard a larger difference of 7 to 8 percentage points in VUS values Euclidian distance on real vectors. Since the data had been (see Table 1 ). This discrepancy is due to the different scalings normalized to zero mean and unit variance, every variable of the measurements: In the range of the VUS values for contributed equally to the distance measure.
trichotomous tests in Table 1 (0.60 for k-nearest neighbors It is interesting to note that the k-nearest-neighbors algoto 0.68 for neural nets), 8 percentage points correspond to rithm is very robust on this problem; i.e., the classification only 4 percentage points in AUC values for a dichotomous results vary only little with the choice of parameter k. Not test. Thus, the difference in results for the trichotomous shown in Table 1 are the results for k ϭ 20, k ϭ 30, k ϭ classification task is comparable to the difference in results 50, k ϭ 60, k ϭ 80, and k ϭ 90 because these vary only slightly from those shown in the table. The VUS results for the two dichotomous classification tasks. Note. For nearest neighbors, k ϭ 50. For SVM, the optimal polynomial kernel was linear, with C ϭ 100, and the optimal Gaussian RBF kernel had inverse variance ␥ ϭ 10 Ϫ4 and C ϭ 100.
this paper, we used a conjugate gradient algorithm that required no additional parameters to be set. We used 20 nodes in the hidden layer; sample runs with 10 nodes showed similar results. The results obtained by neural networks were in the same range as those of logistic regression and support vector machines. The training times were comparable to most of the other methods as well, with only a few seconds for each of the 100 data set splits on a standard workstation. For the training process, 200 common nevi, 64 dysplastic nevi, and 20 melanoma were randomly selected from the training set 
Decision Trees Logistic Regression
Decision trees are not ideally suited for the task of classifying PSL images, as can be seen from the results in Tables  Although logistic regression is a linear-in-parameters 1 to 3. The reason for this is that almost all the variables in method that can only implement linear separating hyperthe data set represent continuous data. This makes it hard planes between data points, it is nevertheless widely used to find the optimal thresholds needed to construct the deciin medicine. The two main advantages this method has over sion tree. other algorithms is its ease of use (it is implemented in Given this fundamental disadvantage, it is not surprising numerous software packages), and its variable-selection cato see that decision trees perform poorest of all the methods pability. The latter has only limited importance for the PSL investigated for this paper. The main advantage that this classification tasks, since the input variables are obtained paradigm has over the other methods-the human interpretfrom an image segmentation algorithm and are not directly ability of the results, the trees themselves-is not applicable interpretable as humanly visible features of an image. Neverin this domain, since the input variables are machine-genertheless, it is desirable to eliminate input variables that conated (from the vision segmentation system) and do not corretribute only random correlations to the overall result. spond directly to visible features of the lesion. Separate In all three classification tasks (summarized in Tables 1 experiments with a different image segmentation system that to 3), logistic regression performs on about the same level as artificial neural networks and support vector machines, which are both capable of implementing nonlinear separating surfaces.
Artificial Neural Networks
This machine learning method has received considerable interest over the past decade for its promise to automatically "learn" structure from data. However, many of the early implementations required a significant amount of parametertuning to achieve satisfactory results, a process that needed too much time and expertise for a nonexpert. Over the past few years, statistically motivated Bayesian methods [26] The results for ␥ ϭ 10 Ϫ5 and ␥ ϭ 10 Ϫ3 are not listed in the tables because they are less than the best results, but better distribution on the lesion, asymmetry) gave even poorer results, both for decision trees and for the other algorithms.
than those for ␥ ϭ 10 Ϫ6 and ␥ ϭ 10
Ϫ4
, respectively. From the point of view of optimal classification results, it seems that the images can be represented better by variables that are not easily interpreted by the human eye.
DISCUSSION

Support Vector Machines
As mentioned previously, choosing a "best model" for a given classification task depends not only on discriminatory While SVMs only implement separating hyperplanes, they can effectively construct nonlinear decision boundaries by power, but also on other factors such as cost of model construction and model interpretability. In this paper, we focused mapping the data into a higher-dimensional space in a nonlinear manner by using kernel functions. Since it is not solely on determining the classification performance and disregarded the latter two points. This is because we used possible to determine a priori which kernel function works best for which data set, considerable time is spent on trying the same data set for all methods, so that the cost of collecting data is the same for each method. Furthermore, the variables different kernel functions. The most popular kernel functions are polynomials and Gaussian radial basis functions (RBFs).
in the data set were automatically derived from an image segmentation system and are not human interpretable, so For polynomial kernels, the adjustable parameter is the degree of the polynomial; for Gaussian RBF kernels, it is that interpretability of the model itself is not an issue.
Of the five methods investigated in this paper, the top three the inverse variance. For any kernel function, it is also necessary to specify a cost factor C that determines the importance (logistic regression, artificial neural networks, and support vector machines) give almost identical results, whereas the of misclassifications on the training set.
In our experiments, we used polynomial kernels of degrees other two (k-nearest neighbors and decision trees) drop off considerably on some of the classification tasks. Even the 1 to 3, Gaussian RBF kernels with parameter ␥ ϭ 10 Ϫ6 , 10 Ϫ5 , . . . , 10 Ϫ2 , and cost factor parameter values of C ϭ worst of the five (decision trees) achieves sensitivity and specificity values that are comparable to human experts [1] . 100 and C ϭ 1000. The results for both these cost parameter settings were similar, with the C ϭ 100 models performing
The top three (logistic regression, artificial neural networks, and support vector machines) obtain results that are well slightly better than the others. Therefore, we report only results for C ϭ 100. Training times were about an order of above this level.
With the experimental setup of this paper of using 100 magnitude slower than for the neural network models, but still in the range of only a few minutes. For the polynomial different data set splits for training and test sets, it is not possible to check for statistically significant differences in kernels, convergence times depended heavily on the degree of the kernel polynomial, with times for degree four kernels classification performance. This is due to the fact that the 100 different splits are highly correlated, and thus the results too slow to be included here. Gaussian RBF kernels were generally fast to converge, and did not depend as heavily obtained from these runs are not independent. Statistical tests would have to consider the dependencies introduced on the choice of precision parameter ␥.
Since few results comparing the performance of SVM by using overlapping training sets, making formal statistical tests extremely difficult. models with other machine learning paradigms on medical data sets are available, we report the results of the SVM What can be said about the results of the runs is that the data set was large enough (or well-behaved enough) so that models on the dichotomous classification tasks in more detail in Tables 4 and 5 . For the polynomial kernels, it is interesting for almost all methods on all the tasks, there were no outliers in the results. By this, we mean that the results of the 100 to note that the linear kernel function performs better than the polynomial kernels of degrees 2 and 3. In light of the splits are nicely distributed almost within two standard deviations around a mean value. good performance of the logistic regression model, it is not surprising that a linear model should do well. It is surprising, Furthermore, it is surprising to note that the nonlinear methods are not able to give better results than logistic however, that the higher-degree polynomial kernels did not perform at the same level. For the Gaussian RBF kernels, the regression, which is "only" a linear method. The good performance of logistic regression cannot even be attributed to the best results were obtained for ␥ ϭ 10
Ϫ4
. The classification performance decreases for smaller and larger values of ␥.
high-dimensional input space, since we used only the eight Note. All models used cost factor settings of C ϭ 100. most significant variables for this model. It seems that in neighbors) to very well (logistic regression, artificial neural networks, and support vector machines) on the data sets. this domain, as with other real-world problems, there is not much to be gained by including nonlinearities in the Although it is not desirable to replace dermatologists in the diagnostic procedure, the results of this paper indicate models.
The good results of support vector machines indicate that that decision support tools could be used to increase the performance of human experts. One possible application this paradigm is going to be investigated and used more frequently in medical domains. It seems to be a viable alterarea is in intelligent training tools. Such tools could be designed as tutoring systems for dermatologists, with large native to logistic regression and neural networks, especially since there are theoretical bounds on the generalization error repositories of lesion images and gold standard diagnoses for these images. Trained models could then provide reference in SVM models [16] .
probability assessments and, for a given lesion from the repository, present lesions with similar degrees of malignancy. Similarity matching on the lesion features could also 5. CONCLUSION be used to present features that are not only similar in diagnosis, but also similar in appearance. Further work will be needed to investigate these ideas in detail. We investigated the use of five machine-learning paradigms on the problem of automatically classifying pigmented skin lesions as common nevi, dysplastic nevi, or ACKNOWLEDGMENTS melanoma. While the decision tree paradigm is not well suited for this problem domain (most of the input variables Note. All models used cost factor settings of C ϭ 100.
