Abstract. Strongly dependent ordered abelian groups have finite dprank. They are precisely those groups with finite spines and |{p prime : [G : pG] = ∞}| < ∞. We apply this to show that if K is a strongly dependent field, then (K, v) is strongly dependent for any henselian valuation v and the value group and residue field are stably embedded as pure structures.
introduction
Ordered abelian groups were classified up to elementary equivalence (and beyond) by Gurevich [15] and Schmitt [36] (and references therein). One significant application was the proof in [14] that ordered abelian groups are dependent (i.e., do not have the independence property). This result, when combined with transfer principles (such as [8] and [2] , and most recently [20] ), reduced -under fairly general conditions -the task of checking whether a (pure) henselian valued field is dependent to checking whether its residue field is.
The finer classification of henselian dependent fields, motivated mainly by Shelah's conjecture ( [39] ) that all infinite (strongly) dependent fields are henselian (or separably closed or real closed), called for a finer classification of ordered abelian groups. The immediate motivation for the investigation carried out in the present paper was the lack of worked out examples of strongly dependent ordered abelian groups (and henselian fields) that are not dp-minimal. We prove, generalising the classification of dp-minimal groups of [23] : Theorem 1. Let G be an ordered abelian group. The following are equivalent (1) G is strongly dependent; (2) dp-rk(G) < ℵ 0 . The spines of an ordered abelian group, in the terminology of [37] , are (interpretable) coloured linear orders determining the first order theory of the group. To the best of our knowledge, no systematic study of ordered abelian groups with finite spines has been carried out before. In Section 2, after collecting a few useful facts about ordered abelian groups, we show that strongly dependent ordered abelian groups have finite spines. In Section 3 we apply Schmitt's characterization of lexicographic sums of ordered archimedian groups to characterize groups with finite spines.
Theorem 1 is proved in Section 4. The proof proceeds by explicitly calculating the dp-rank of strongly dependent ordered abelian groups. This is done by first calculating the dp-rank of a certain 1-based reduct of the group, and then studying the effect of re-introducing the order into that structure.
We have recently learned that Rafel Farre had obtained, independently and using different methods, some of the results concerning ordered abelian groups obtained in this paper (see [12] ).
In Section 5 we apply our classification of strongly dependent ordered abelian groups to the study of strongly dependent henselian fields. Our main result is: Theorem 2. Let K be strongly dependent field and v any henselian valuation on K. Then (K, v) is strongly dependent. The value group, vK, is stably embedded in (K, v) as a pure ordered abelian group (up to one constant), and the residue field, Kv, is stably embedded as a pure field.
As a corollary we deduce (using results of Johnson, [24] ) that strongly dependent fields are defectless (and therefore also algebraically maximal) with respect to any henselian valuation. Our study of strongly dependent valued fields builds on ideas of Jahnke and Simon ( [19] , [20] ).
The characterization of dp-rank in 1-based groups, allowing the calculations of Section 4, is carried out in an appendix written by the first author and D. Palacin. try to keep the present work as self contained as possible, referring to more accessible sources whenever we are aware of such. In particular, for the study of ordered abelian groups we chose the language of [7] , rather than the language used by Schmitt. The next sub-section is dedicated to a quick overview of (parts) of the language we are using, and to the basic properties of definable sets.
Ordered abelian groups.
Recall that an abelian group (G; +) is orderd if it is equipped with a linear ordering < such that a < b implies a + g < b + g for all a, b, g ∈ G. An ordered abelian group is discrete if it has a minimal positive element, and dense otherwise. It is archimedean if for all a, b ∈ G there exists n ∈ Z such that na > b. In particular, archimedean ordered abelian groups do not have non-trivial convex subgroups.
The following is well-known:
Lemma 2.1. Let G be a dense archimedean ordered abelian group, 0 < a < b elements of G and n ∈ N.
(1) nG ∩ (a, b) = ∅.
(2) For every 0 < g there exists a < c < b with g − c ∈ nG.
Proof.
(1) Choose a 0 , a 1 , . . . , a n with 0 = a 0 < a 1 < · · · < a n < b − a and let c be equal to the least among all a i+1 − a i . Thus nc ∈ nG with 0 < nc < b − a. G is archimedean so a < k(nc) < b for some integer k, clearly knc ∈ nG as well. (2) We first assume that a = 0, by (1) there exists g − b < x < g with x ∈ nG. Thus c := g − x is our desired element. Now for a general a, by what we have just shown, there exists x with x − a ∈ nG such that g − (b − a) < x < g. Now, c := g − x + a is our desired element. Definition 2.2. An ordered abelian group is n-regular if any open interval of cardinality at least n in G contains an n-divisible element. It is regular if it is n-regular for all n.
Here are some known properties Proposition 2.3. [35, 4] (1) The completions of the theory of regular groups are (a) the theory of discrete regular groups, and (b) the theory T χ of dense regular groups G with dim p (G/pG) = χ(p), for any function χ : primes → ω ∪ {∞}. Each completion is the theory of some archimedean group. (2) Let H be a nonzero convex subgroup of G. Then G is n-regular if and only if H is n-regular and G/H is n-divisible. (3) G is n-regular if and only if G/H is n-divisible for any nonzero convex subgroup H of G.
Schmitt and Gurevich [15, 36] were the first to provide quantifier elimination for ordered abelian groups. For most of our needs in the present paper a slightly different language introduced by Cluckers and Halupczok in [7] will be more convenient. We remind some of the notation and conventions from [7] :
For any n ∈ N and a ∈ G\nG let H n (a) be the largest convex subgroup of G such that a / ∈ H n (a) + nG (equivalently, it is the largest convex subgroup not meeting a+nG), and H n (a) = 0 if a ∈ nG. By [7, Lemma 2.1] the groups H n (a) are definable (uniformly in a) in the language of ordered abelian groups. We set S n := G/∼, with a ∼ a ′ iff H n (a) = H n (a ′ ), and let s n : G → S n be the canonical map, we denote H n (a) by G α for s n (a) = α.
Since the system of convex subgroups of an ordered abelian group are linearly ordered, S n is an interpretable set linearly ordered by
For any α ∈ S n and m ′ ∈ N define
Other than the sorts S p , Cluckers-Halupczok define two more auxiliary sorts T p and T + p parametrizing more definable convex subgroups of G. It suffices, for our needs, to know that they are intersections and unions of convex subgroups G α for α ranging in S p .
In order to use freely results from [36] we need the following observation appearing, without proof, in [7, Section 1.5].
Notation. Given an an ordered abelian group G, a natural number n > 1 and g ∈ G we denote:
(1) B(g) the smallest convex subgroup containing g.
(2) A n (g) the smallest convex subgroup C such that B(g)/C is n-regular.
Lemma 2.4. Let G be an ordered abelian group. Then A n (g) = H − n (g) for all n > 1 and g ∈ G.
Proof. First, we show that B(g)/H − n (g) is n-regular, because then A n (g) ⊆ H − n (g) by definition. By virtue of Proposition 2.3 it is equivalent to showing that B(g)/C is n-divisible for every convex subgroup
The following is taken from [36, Lemma 2.8] . Assume that A n (g) H − n (g), thus there exists h with g / ∈ H n (h) such that
By the latter strict inequality and definition of H n (h), there is f ∈ g + nG with f ∈ B(g).
Remark. As we will need results from [36] we note that the groups denoted H n (a) in [7] (and in the present text) are denoted F n (a) by Schmitt.
We conclude this section with some basic results, some probably already known.
Lemma 2.5.
(
(1) Immediately from the definition.
. By (1) we may switch between a and a+ng, so assume that a ∈ H n (b). As a result, a+b / ∈ H n (b)+nG and by maximality,
Until the end of this section, fix a prime p. Lemma 2.6. The map sending a → p k−1 a induces an order isomorphism
The last lemma allows us, for a fixed p, to identify S p with S p k for all k. We will from now on, tacitly, assume such an identification.
As a consequence of Lemma 2.5, the s n are pre-ultrametrics, i.e. for any a, b ∈ G s n (a + b) ≤ max{s n (a), s n (b)}, moreover:
Proof. The first is essentially Lemma 2.5(5). For the second, it is enough to show that s p 2 (pa) ≤ s p 2 (a) or equivalently H p 2 (pa) ⊆ H p 2 (a). By maximality, and towards a contradiction we assume that a ∈ H p 2 (pa)
Proposition 2.8. Let k > 0 and a ∈ G. There exists g ∈ G such that
or equivalently, for every α ∈ S p and k > 0 there exists g ∈ G such that
Proof. If a ∈ pG there is nothing to show. Assume that a / ∈ pG and set
Recalling that for any torsion-free abelian group
Remark. By Lemma 2.7(2), the element g in the conclusion of the previous proposition also satisfies
Consider g := a 1 + pa 2 + p 2 a 3 + · · · + p k−1 a k . We prove by induction that this element satisfies our requirement.
by Lemma 2.5(3), 
and B p is the Z module generated by B p . Due to the linear independence of B,
and thus [G : pG] = χ(p) for every prime p. Letting G inherit the order from R we get a dense archimedean group with the same property.
Example 2.11. Any discrete archimedean group is isomorphic (as an ordered abelian group) to Z.
Example 2.12. Let (I, <) be an ordered set and for each i ∈ I let G i be an ordered abelian group. Let i G i be the direct product of the groups, as abelian groups. For f ∈ i∈I G i we define
The Hahn-product of the G i is the subgroup
is a well ordered subset of I} endowed with an order defined by
The subgroup {f ∈ H : supp(f ) is finite} is called the lexicographic product\sum.
2.3.
Strong dependence, burden and dp-rank. We remind the basic model theoretic definitions with which this paper is concerned:
Definition 2.13. Let T be complete theory and C a sufficiently saturated model. All the following elements and sequences are taken from C.
(1) T has an inp-pattern of depth κ over A if there are mutually indiscernible sequences (b α i ) i<ω , where α < κ, and formulas ϕ α (x, y α ) such that each system {ϕ α (x, b α i ) : i < ω} is k α -inconsistent for some k α < ω, but for any function η ∈ ω κ the partial type {ϕ α (x, b α η(α) ) : α < κ} is consistent. (2) The burden (over A) of T is the supremum over all κ such that there is an inp-pattern of depth κ (over A).
The dp-rank (over A) of T is the supremum over all κ such that there is a system of κ mutually indiscernible sequences over A and b such that none of them are indiscernible over Ab. (4) For a structure M , define burden(M ) and dp-rk(M ), over A to be burden(Th(M )) and dp-rk(Th(M )) over A, respectively. Remark. We may take A = ∅.
The above definitions are tied together by:
Fact 2.14.
[1] If T is dependent then burden(T ) = dp-rk(T ). In Section 5 Shelah's expansion, M sh of a structure M, will play an important role. We remind that Shelah's expansion of M is obtained by adding to M all externally definable sets. Shelah, [38] , shows that if M is dependent M sh has quantifier elimination, and is therefore NIP. It follows immediately from the above definitions (and is well known) that if M is dp-minimal (resp., strongly dependent) then M sh is dp-minimal (strongly dependent).
The next proposition, though not hard, is the starting point of the analysis of strongly dependent ordered abelian groups. Among others, it assures, as already mentioned above, that the auxiliary sorts T and T + in the language of [7] are redundant in the strongly dependent setting. It will be convenient to introduce:
Notation. For an abelian group G, let Proof. If P ∞ (G) is infinite then G is already not strongly dependent in the group language (see, for example, Corollary A.7).
Since S p is an interpretable linear order, in order to show that it is finite it is enough, by compactness, to show that it has no infinite ascending chain.
We assume that it is infinite and derive a contradiction. Recall that by Proposition 2.15 it is enough to find an infinite indiscernible sequence a i : i ∈ I and c such that for any partition I = I 1 ⊔ · · · ⊔ I k into disjoint convex subsets at least one of the a j : j ∈ I i is not indiscernible over c.
Assume that S p is infinite for some prime p. Using [39, Theorem 4.1] we may find an indiscernible sequence a i : i < ω such that
By Proposition 2.9 and compactness there exists
It is now obvious that α i : i ∈ I is not indiscernible over c for any infinite convex I ⊆ ω.
If G is a pure ordered abelian group, the other direction of this proposition is also true and it will be proved later on (Theorem 4.15) by an explicit calculation of dp-rk(G). This can be also proved, more concisely, using Proposition 2.15 and the proof of [39, Claim 1.11]. However, the former proof gives considerably more information, so is the one we present.
Stable Embeddedness.
The content of the present sub-section will only be used in Section 5. It contains no new results, it is included for the sake of completeness, and since we needed to stress several subtle points which were not transparent enough in available sources.
Let T be a complete theory and M a sufficiently saturated model of T . Let D be a ∅-definable subset of M and let D ind be D equipped with the induced M-structure, i.e. the ∅-definable sets of D ind are the traces in D of M-∅-definable sets.
If D is a definable group (field) it is stably embedded as pure group (field) if ψ is equivalent to a formula in the pure language of groups (rings). Since the definition of stable embeddedness is invariant under naming parameters it is equivalent to: (2) ⇒ (1). Although this may be proved, similarly to the proof in [5] , one just needs to take group (field)-automorphisms of and consider types over the pure language, we give another proof, due to Antongiulio Fornasiero. Let σ be an automorphism of D fixing A, it is thus also a group automorphism so may be lifted. It follows that D is stably embedded. If σ is a group automorphism fixing A it may be lifted an thus it is also an automorphism D. By compactness D is stable embedded as a pure structure. , after extending (K, v, Γ) with predicates for ∃y(x = y n ) for the base field, ∃y(x = ny) for the value group and constants for an F p basis of O/p, we have quantifier elimination. It is now obvious that vK is stably embedded as a pure structure. Kv is finite so trivially stably embedded as a pure structure. Proposition 2.24 below was already noticed without proof in [20] , we give the details. Definition 2.22. Let (K, v) be a valued field with value group vK and residue field Kv. Assume that p = char(Kv) > 0.
(1) We say that (K, v) is algebraically maximal if (K, v) has no immediate algebraic extensions.
(2) We say that (K, v) is tame if the value group vK is p-divisible, the residue field Kv is perfect and (K, v) is algebraically maximal. Proof. We show it for the residue field, the value group is similar. Let K = (K, Γ K , k K ) be a countable strongly dependent tame field, where K is the base field, Γ is the value group and k is the residue field. Fix
is an elementary extension of Γ K and are both torsion-free.
Let σ : k L → k L be an automorphism over k K (we may choose ρ to be trivial). By Fact 2.23 this extends to an automorphism of L over K, as needed.
Ordered abelian groups with finite spines
We start by defining our main object of interest for the remainder of this and the next section: Definition 3.1. A pure ordered abelian group G has finite spines if S p is finite for all prime p.
Remark. If S p is finite for all p then S n is finite for all n [7, Lemma 2.2].
We collect a few easy or known facts about groups with finite spines. In the notations introduced before Lemma 2.4 we have: Lemma 3.2. Let G be an ordered abelian group with finite spines. Then
Proof. Because S n is finite and convex subgroups are linearly ordered by inclusion, X ⊆ Y . In the other direction, if H n (h) is maximal within the set X then
Proposition 3.3. Let G be an ordered abelian group with finite spines. Then {G α : α ∈ S n , n ∈ N} are all the definable convex subgroups of G. In particular, there are only countably many definable convex subgroups.
Proof. By [9, Theorem 4.1], for every definable convex subgroup of (any) ordered abelian group, there exists n ∈ N such that
If G has finite spines, then by Lemma 2.4 and Lemma 3.2, H = H n (g) for some n ∈ N and g ∈ G.
Quantifier elimination for G with finite spines is considerably simpler than in the case of arbitrary ordered abelian groups: Proposition 3.4. Let G be an ordered abelian group with finite spines and let {H i } i<α be its definable convex subgroups (including {0}) for some 0 < α ≤ ω. Then G has quantifier elimination in the the following language:
where
• for each k ∈ Z, "x = H y + k G/H " is defined by π(x) = π(y) + k G/h for π : G → G/H and k G/H denotes k times the minimal positive element of G/H, if it exists, and 0 otherwise.
Proof. This is a direct consequence of the main theorem of [7] . The auxiliary sorts T n and T + n do not add any new convex subgroups because they are unions or intersection of convex subgroups coming from S n , and S n is finite. Also the ternary relation given by x ≡ 
Remark. We do not need predicates for π(x) > π(y) + k G/H since, for example,
We will need the following result, due to Schmitt: 
This already shows that groups with finite spines can be fairly well studied, as the groups H n (a) obtain an explicit form. This is summed up in the next two results: Corollary 3.6. Every ordered abelian group with finite spines is elementary equivalent to a lexicographic sum of non zero archimedean groups.
Lemma 3.7. Let G = i∈I G i be a lexicographic product of non-zero archimedean groups.
, where e i (j) = δ i,j , gives different definable convex subgroups.
Example 3.8. G may have finite spines, infinitely many definable convex subgroups and still be strongly dependent, even dp-minimal. E.g.
where Z (p) is as in Example 2.10. Indeed, since [G : pG] < ∞ for every prime p, by [23, Proposition 5.1] G is dp-minimal and therefore has finite spines (Lemma 2.5(1)). By Lemma 3.7(1) the definable convex subgroups are all of the form
for prime p 0 .
4. Calculating the dp-rank
In the present section we combine all the results and observations collected in the previous sections to calculate the dp-rank of strongly dependent ordered abelian groups. Let G be an ordered abelian group with finite spines. We consider G as a structure in the language L of Proposition 3.4. The reduct of G to the group language is the restriction of G obtained by dropping the order symbol. Namely, it is G considered as a structure in the language:
In the following, by abelian structure we mean an abelian group A with some predicates for subgroups of powers of A. The key fact about abelian structures is: This will allow us to compute the dp-rank of strongly dependent groups by, first, computing the dp-rank of their reduct to the group language (see also the appendix to this paper), and then compute the effect of re-introducing the order on the dp-rank. Of course, quantifier elimination will play a crucial role in this computation. We will first compute the dp-rank of G in the reduct language. 
(5) Let H 1 , H 2 be convex subgroups and e 1 , e 2 ∈ N, then
Moreover, in this situation, necessarily H 1 H 2 and e 1 < e 2 , or H 2 H 1 and e 2 < e 1 .
Proof.
(1) This is just the Chinese remainder theorem in G/H.
(2) By an old (and easy) fact due to Dedekind, the lattice of subgroups of an abelian group is modular (i.e. if x ≤ z then x∨(y∧z) = (x∨y)∧z), so
(3) Let h ∈ nG ∩ H, and write ng = h for g ∈ G. Replacing h with −h if needed, we may assume that 0 < g. So 0 < g < ng, but ng = h ∈ H and by convexity g ∈ H. (4) This is an easy proof by induction, for k = 2 notice that by (2) (
by (3) this is equal to
(5) Assume without loss
implies that e 1 < e 2 and H 1 = H 2 . So we can apply (4). (1) If for every r < κ
where, here, H n := G.
Proof. By Corollary 3.6 we may assume that G = i∈I G i , where all the G i are non zero archimedean ordered abelian groups. Lemma 3.7(1) and Proposition 3.3 characterize all the definable convex subgroups of G, i.e for every i < κ there exists i − ∈ I such that
By Lemma 3.7(2) and Lemma 4.3(5), κ is a finite ordinal.
The result follows.
Notation. Let G be an ordered abelian group with finite spines and p prime. Denote by k p the length of the maximal chain of definable convex subgroups H 1 . . . H n such that for all i,
where, here, H n+1 := G. If no such chain exists, define k p := 0. By Lemma 4.4, k p is finite.
Example 4.5. Assume G = i∈I G i where the G i are nonzero archimedean. If G has finite spines, by Lemma 3.7 G i is not p-divisible for finitely many
We can finally compute the dp-rank of ordered abelian groups with finite spines in the reduct language: Proposition 4.6. Let G be an ordered abelian group with finite spines, considered in the reduct language. Then dp-rk(G) is equal to
Proof. Let {H i } i<α≤ω be the definable convex subgroups of G. By Proposition A.6 every inp-pattern realizing the dp-rank of G is witnessed by definable groups. That is, if dp-rk(G) = κ, there exist definable subgroups {N β } β<κ , and an indiscernible array (b
is an inp-pattern of depth κ.
Fix β < κ. By quantifier elimination N β is of the form H β + n β G for some definable convex subgroup H β and some natural number n β . By Lemma 4.3(1) we get
for some primes p 1 , . . . p k (depending on β). Notice that
Since {b β i + N β } i<ω is an inconsistent family of cosets of N β , for a certain 1 ≤ j ≤ k,
is also an inconsistent family of cosets of H i j + p e j j G. Hence there is an inp-pattern of depth κ, built by formulas of the sort
give an inp-pattern of the desired depth. Indeed, to show that a certain path is consistent, notice that for every p, restricting the path to the columns associated with p is consistent. Now, since
form an inp-pattern by the Chinese remainder theorem, so the path is consistent.
Corollary 4.7. Let G 1 and G 2 be ordered abelian groups with finite spines, considered in the reduct language, then dp-rk(G 1 ⊕G 2 ) = dp-rk(G 1 ) + dp-rk(G 2 ) − 1 if G 1 or G 2 are dp-minimal dp-rk(G 1 ) + dp-rk(G 2 ) otherwise, where G 1 ⊕G 2 is the lexicographic sum of G 1 and G 2 considered in the reduct language.
We now proceed to reintroducing the order. Our key technical observation is simple: Proof. Every term t(x 1 , . . . , x n ) is equivalent to a term of the form
where z i ∈ Z and d is a term which is a Z-linear combination of constants. Thus every quantifier free formula in the ordered group language (+, 0, −, < ), not using equality, is equivalent to
Towards a contradiction assume that there exist terms t 1 (x 1 , . . . , x k ) and t 2 (y 1 , . . . , y m ), of the above form, such that
By multiplying the first two by w and the second two by z and then renaming the terms and renaming wzc as c we may assume that
Proposition 4.9. Let (G; +, −, 0, <, . . . ) be a NIP ordered abelian group, possibly with some more relational symbols and constants, admitting quantifier elimination. Then dp-rk(G) ≤ dp-rk reduct (G) + 1, where by "reduct" we mean the reduct to the language without the order.
Proof. Let κ = dp-rk reduct (G), {I i<κ + } be mutually indiscernible sequences and c ∈ G. Then we can find i 1 = i 2 such that both I i 1 and I i 2 are indiscernible over c in the reduct language. By Lemma 4.8 at least one of them is indiscernible over c in the full language.
The following example shows that quantifier elimination is essential for the proposition. Example 4.10. In the notation of Example 2.10 consider G = i<ω Z (2) in the language of ordered abelian groups. It has infinitely many definable convex subgroups. Indeed, fixing e i (j) = 1 if j = i 0 otherwise , we get that the groups H 2 (e i ) (in the sense of Section 2.1) are all definable and distinct for i < ω. By Proposition 2.16 G is not strongly dependent.
On the other hand, as an abelian group G is dp-minimal by Corollary A.7.
Proposition 4.11. Let G be an ordered abelian groups with finite spines. Then dp-rk(G), in the language L, is dp-rk
Proof. If [G : pG] < ∞ for every prime p then G is dp-minimal by [23,
Assume there exists a prime p with [G : pG] = ∞. By Corollary 3.6, we may assume that G = i∈I G i , where the G i are non zero archimedean groups. Since every discrete archimedean ordered abelian group is isomorphic to Z the existence of a prime p such that [G : pG] = ∞, and the fact that G is with finite spines, guarantee the existence of a dense archimedean G j .
Let (b i ) i<ω be an ascending indiscernible sequence of elements of the ordered set G j and C i be the definable convex subset defined by
We want to augment the inp-pattern supplied by Proposition A.6 by adjoining the formulas {x ∈ C i } i<ω . By Proposition 4.9, it will suffice to show that the augmented pattern is an inp-pattern. As before, since
we only need to show that nG ∩ C i is consistent for every n ∈ N and i < ω. This follows from Lemma 2.1.
Corollary 4.12. Let G 1 and G 2 be ordered abelian groups with finite spines then dp-rk(G 1 ⊕ G 2 ) = dp-rk(G 1 ) + dp-rk(G 2 ) − 1.
Corollary 4.13. Every strongly dependent ordered abelian group is of finite dp-rank, and the following are equivalent (1) dp-rk reduct (G) = dp-rk(G); (2) G is dp-minimal; (3) [G : pG] < ∞ for every prime p.
The Corollary is not true for discrete left-ordered groups:
Example 4.14. Let K 2 = x, y : yx = xy −1 be the Klein bottle group. Since it is abelian-by-finite it is 1-based. It is easily seen to be isomorphic to Z ⊕ Z with the following group operation:
Endow it with the lexicographic order. It has dp-rank at most 2.
The following answers a question in [10] .
Claim. The dp-rank of K 2 , as a pure group, is 2.
Proof. For g ∈ K 2 , let g be the subgroup generated by g. Computation gives that the center of K 2 is generated by x 2 , i.e Z(K 2 ) = x 2 , hence x 2 is definable. Consider the formula ϕ(z) := (∃w)(wz = z −1 w). By some more easy computation,
thus y is also a definable subgroup. Since x 2 and y have trivial intersection, by Proposition A.6 the result follows.
(claim)
The above may be generalized to show that K n , which is Z n together with the binary operation
has dp-rank n. Thus for any n ≥ 2 we may find a left-ordered group K n such that dp-rk reduct (K n ) = dp-rk(K n ) = n. Proof. We readily get that P ∞ (G) = P ∞ (H) + P ∞ (G/H). Similarly, the p-spine of G is naturally isomorphic to the ordered union of the p-spine of H and the p-spine of G/H.
Strongly dependent henselian fields
As an application of our results on strongly dependent ordered abelian groups we show that if (K, v) is henselian, with K strongly dependent (as a pure field) then (K, v) is strongly dependent. The heart of the proof, and the main new ingredient, will be showing that the value group vK is strongly dependent. To conclude we adapt a transfer theorem (due, essentially, to Jahnke, [19] , after Johnson, [24] ) to the strongly dependent setting 1 . The following fact will be used repeatedly Dealing with the value group is more complicated. The valuation itself may not be definable but under mild assumptions Theorem 4.15 allows us to find a definable (non-trivial) coarsening of it. We need the following: Definition 5.3. [22] Let G be an ordered abelian group and p a prime. Then, G is p-antiregular if no non-trivial quotient of G is p-divisible and G has no rank−1 quotient.
Remark. p-antiregularity is an elementary property of G, see [22, Section 3] .
Proposition 5.4. Let G be a non-divisible ordered abelian group with finite spines. Then there exists a prime p such that G is not p-divisible and not p-antiregular.
Proof. By the above remark and by Corollary 3.6 we may assume that G = i∈I G i where all the G i are non-zero archimedean groups. Let p be a prime with G not p-divisible. Since G has finite spines, S p is finite and hence there is a maximal element α ∈ S p . Let g ∈ G be such that s p (g) = α (i.e. G α = H p (g)). By Lemma 3.7(1) we may assume that |supp(g)| = 1, so if supp(g) = i 0 then g(i 0 ) / ∈ pG and
1 All standard valuation theoretic terminology used in this section can be found in any textbook on the subject, e.g, [11] or [28] .
Thus, since G i 0 is archimedean,
Aiming for a contradiction, assume that G is p-antiregular. So G/H is not of finite rank, implying that |{j : j < i 0 }| ≥ 1. By maximality of H p (g), necessarily G/H is p-divisible, a contradiction.
Recall that if (K, v) is a valued field and u is a coarsening of v then there exists a convex subgroup ∆ ≤ vK such that uK ∼ = vK/∆. In this situation v induces a valuationv on Ku with valuation ring {xu : x ∈ O v } and there exists an isomorphismv(Kw) ∼ = ∆.
For a field K and a prime p, let K(p) be the compositum of all Galois extensions of K of p-power degree. A field K is p-closed if K = K(p). We can now show:
Proposition 5.5. Let K be a strongly dependent field. Assume that K admits some henselian valuation v with vK non-divisible. Then K admits a non-trivial ∅-definable henselian coarsening u of v. Moreover, if Kv is separably closed and q is such that vK is not q-divisible, then u may be chosen so that the convex subgroup corresponding to u is q-divisible.
Proof. K is necessarily not separably closed, otherwise, together with Fact 5.1 we would get that vK is divisible. Case 1: If the residue field is separably closed, and hence algebraically closed, then K admits a ∅-definable non-trivial henselian valuation by [21, Theorem 3.10] . As the result we care about (i.e. that we actually get a coarsening) appears only in the proof of that theorem (not in its statement) we give the details: Let q be such that vK is not q-divisible, (so q is different from the characteristic of K). As Kv is algebraically closed, by definition, the canonical q-henselian valuation has a q-closed residue field. As K = K(q) (since vK is not q-divisible) it is also non-trivial (see [21, Section 2.2]). Denote it by v q K . It is coarser than v, and -by definition -also coarser than the canonical henselian valuation on K.
If K contains a primitive q th root of unity, then v q K is a ∅-definable coarsening of v ([21, Theorem 2.7]). If K does not contain a primitive q th root of unity, we repeat the same argument with L := K(ζ q ) to obtain a ∅-definable u coarsening the unique extension of v to L. Since L is a ∅-definable extension, u|K is a ∅-definable coarsening of v.
Finally K admits some ∅-definable non-trivial henselian coarsening of v. As any coarsening of a henselian valuation is henselian, the proposition is proved.
The following observation will not be used for the proof of our main result, but may be interesting on its own right: Corollary 5.6. Let K be a strongly dependent field, (K, v) a henselian field with vK not divisible, and K elementarily equivalent to K (as pure fields). Then K is henselian.
Proof. By the last proposition K admits a ∅-definable non-trivial henselian valuation. Since K ≡ K the same is true of K.
Remark. Recall ( [34] ) that a field is t-henselian if it is elementarily equivalent (in the language of rings) to a henselian field. The assumptions of the last corollary are equivalent to K being t-henselian, admitting some valuation v with vK non-divisible.
Using the above results we can finally conclude the following: Proposition 5.7. Let K be a strongly dependent field, v a henselian valuation on K. Then the value group vK is strongly dependent as a pure group.
Proof. If K is separably closed, and hence algebraically closed, the result follows from the strong dependence of ACVF. So we assume this not to be the case.
If P ∞ (vK) = ∅ we get by [23, Proposition 5.1] that vK is dp-minimal, and we are done. So we may assume that |P ∞ (vK)| > 0 and fix some prime p ∈ P ∞ (vK). We may assume that Kv is algebraically closed, otherwise, v is K sh -definable, and we are done.
Proposition 5.5 supplies us with a non-trivial ∅-definable henselian coarsening u of v. Consider Ku, equipped with the valuationv. By Proposition 5.5,v(Ku), the corresponding convex subgroup of vK, may be chosen to be p-divisible. So P ∞ (v(Ku)) P ∞ (vK).
Proof. Either by [27, Corollary 3.12] or by Corollary A.7, since K × is a strongly dependent abelian group |P ∞ (K × )| < ∞. Now notice that
We conclude by induction on |P ∞ (vK)|: by the induction hypothesis v(Ku) is strongly dependent (becausev is henselian). It follows from Corollary 4.16 that vK is strongly dependent since vK/vKu andvKu are strongly dependent.
Before proceeding to the proof of our main result, we need to sort out some technicalities: Proof. The proof is similar to that of [20, Proposition 2.5] (and uses it). By Fact 5.8 D is stably embedded in M ′ . As the conclusion of the proposition is independent on the choice of language, we may assume that D ′ admits quantifier elimination in the relational language L p and that M admits quantifier elimination in L.
Let ā t : t ∈ I be an infinite indiscernible sequence in M ′ and c a singleton. By [39, Observation 2.1], we may assume that eachā t = a t,α : α < α * enumerates a model M t . Since D ′ and M are strongly dependent there exists a finite convex equivalence relation E on I such that if s ∈ I then ā t : t ∈ (s/E) is indiscernible over c with respect to formulas of the form ϕ(x, y) ∧ χ(x, y), where ϕ(x) is a quantifier-free L-formula and χ(x) is a quantifier-free L pformula (with all variables restricted to D). In particular, if c / ∈ D the variable y does not appear in χ(x, y).
As in [20, Proposition 2.5], we must show that for each s ∈ I, ā t : t ∈ (s/E) is indiscernible with respect to D-bounded formulas, i.e. formulas of the sort (
where ϕ i and χ i are as before. We proceed by induction on the number of quantifiers Qz ∈ D. If there are no quantifiers, this follows from the assumption on E. Now consider
where ψ(x, z) is a D-bounded formula for which the inductive hypothesis holds. If the sequence is not indiscernible over c with respect to this formula, there are α 1 < · · · < α k < α * and β 1 < · · · < β k < α * , where k = |x|, such that (∃z ∈ D)ψ(a t,α 1 , . . . , a t,α k , z, c), but ¬(∃z ∈ D)ψ(a t,β 1 , . . . , a t,β k , z, c), for t ∈ (s/E). Since M t is a model, there exists a ∈ D(M t ) with ψ (a t,α 1 , . . . , a t,α k , a, c) .
With out loss of generality, assume that a = a t,α for some α 1 ≤ α ≤ α 2 . But by the second formula, ¬ψ(a t,β 1 , . . . , a t,β k , b, c) for every b = a t,β with β 1 ≤ β ≤ β 2 . This is a contradiction to the assumption that the inductive hypothesis holds of ψ(xz, y).
Recall the following definition:
Definition 5.10. A valued field (K, v) of residue characteristic p > 0 is a Kaplansky field if the value group is p-divisible, the residue field is perfect and the residue field does not admit any finite separable extensions of degree divisible by p. Proof. Passing to an elementary extension we may assume that such a field has an angular component map (see [40, Corollary 5.18] ). In [29, Section 3] , Kuhlmann proves that if F and L are any such valued fields with F , |L|-saturated and K a common substructure, then any embedding RV L ֒→ RV F (over RV K ) may be lifted to an embedding L ֒→ F (over K), where RV is the rv-structure (see for instance [13] and the connection to the amc-structures defined by Kuhlmann). By [3, Lemma 4.3] this result gives elimination of field quantifiers in the Denef-Pas language (the 3-sorted language with an angular component-map). The result now follows from [39, Claim 1.17 (2)]. We may finally drop the ac-map, the valued field remains strongly dependent.
For a direct proof of this fact see also a subsequent paper [16] .
Remark. Following Proposition 2.24, we only need to check that the residue field and value group are strongly dependent as pure structures. Proof. Consider X = {g ∈ vK : for all 0 ≤ |x| ≤ |g|, x is p-divisible}.
All elements of X are obviously p-divisible and it is closed under inverses. Let g, h ∈ X and assume for simplicity that 0 < g + h. We may assume that g, h > 0 and let 0 < c < g + h. If c ≤ g or c ≤ h then c is p-divisible so assume with out loss of generality that h < c, but then 0 < c − h < g hence c − h is p-divisible and thus so is c. By definition we must have that X = ∆ p .
As a side note, notice that since vK has finite spines, ∆ p is equal to the definable convex subgroup H p (a) corresponding to the minimal element of the spine S p .
As a result, what we want to prove is first order expressible so we may assume that (K, v) is saturated and specifically that |[0, v(p)]| > |R|.
Let ∆ be the minimal convex subgroup of vK containing v(p) and ∆ 0 the maximal convex subgroup not containing v(p). Since ∆/∆ 0 is archimedean it embeds into R. If ∆ 0 were trivial then, since [0, v(p)] ⊆ ∆, |∆| > |R|, which is impossible.
The following claim will finish the proposition.
Claim. ∆ 0 is p-divisible and thus ∆ 0 ⊆ ∆ p .
Proof. The coarsening v 0 : K → Γ/∆ of v is henselian of equi-characteristic 0. In particular K 1 := Kv 0 is strongly dependent. Also, the valuation
Finally, consider the valuation v 2 : K 2 → ∆ 0 , where
It is of equi-characteristic (p, p) and K 2 is strongly dependent. By Lemma 5.12, ∆ 0 is p-divisible.
We can now prove the main part of Theorem 2:
Theorem 5.14. Let K be a strongly dependent field. Assume that v is a henselian valuation on K then (K, v) is strongly dependent.
Proof. We may move to a sufficiently saturated extension of (K, v), the base field remains strongly dependent. By Propositions 5.2 and 5.7, vK and Kv are strongly dependent. In particular K 1 := Kv 0 is strongly dependent. Also, the valuation v 1 :
Finally, consider the valuation v 2 : K 2 → ∆ 0 , where So assume that (K, v) is of characteristic (0, p) and let
be the decomposition of the place K → Kv, as in the proof of Theorem 5.14 (so ∆ is the smallest convex subgroup containing v(p) and ∆ 0 is the largest convex subgroup not containing v(p)).
The result now follows by applying Proposition 2.24, Proposition 2.19, the equi-characteristic cases and the special instance of the mixed characteristic case dealt with in the proof of Theorem 5.14. Before giving the details we need one extra observation:
Claim. v 1 K 1 and K 1 v 1 are stably embedded as pure structures in (K 1 , v 1 ) . Here are the details: Let σ be a field automorphism of Kv, seen as a definable 2 set in a sufficiently saturated model. By the purity of the group structure (Proposition 2.24) and stable embeddedness (the equi-characteristic p case) it lifts to an automorphism of (K 2 , v 2 ). Again, this lifts to an automorphism of (K 1 , v 1 , K 2 , v 2 ), by stable embeddedness of K 2 in (K 1 , v 1 ) (Claim 2 of Theorem 5.14). Finally it lifts further to (K, v 0 , K 1 , v 1 , K 2 , v 2 ) (by the equicharacteristic 0 case). As (K, v) is ∅-definable in that structure, this shows that Kv is stably embedded in (K, v).
Let ρ be an ordered group automorphism of Γ = vK fixing v(p) 3 , seen as a definable set in a sufficiently saturated model. Since it fixes v(p) it also fixes ∆ and ∆ 0 . So ρ induces an automorphism of ∆ 0 , which -by the equi-characteristic p case -we can lift to an automorphismρ 2 of (K 2 , v 2 ). By Claim 2 of Theorem 5.14, K 2 and ∆/∆ 0 are stably embedded as pure structures in (K 1 , v 1 ) so we can extend the automorphism induced by ρ on ∆/∆ 0 and the automorphismρ 2 to an automorphismρ 1 of (K 1 , v 1 ). Finally, by the equi-characteristic 0 case, we can liftρ 1 and the automorphism induced by ρ on Γ/∆ to (K, v 0 ).
We have thus obtained, in fact, an automorphismρ of the structure (K, v 0 , K 1 , v 1 , K 2 , v 2 ). As before, this induces and automorphism on (K, v) agreeing with ρ on Γ.
Appendix A. Dp-rank of 1-based groups
The following is joint work with Daniel Palacin. In this appendix we calculate the dp-rank of 1-based groups. The main results are not surprising, and may be known to the experts, but we could not find any relevant references. We first collect some basic facts concerning (1-based) groups.
Lemma A.1. Let G be a group, {H i } i∈I a collection of subgroups and {a i } i∈I ⊆ G.
(1) (Intersection of cosets is a coset) If i∈I a i H i is non empty then it is a coset of i∈I H i . (2) If {b i } i∈I ⊆ G and i∈I a i H i = i∈I b i H i = ∅ then for every i,
Proof.
(1) If z ∈ i∈I a i H i then a i H i = zH i for all i and z i∈I H i = i∈I zH i .
2 In fact, Kv is interpretable, but as any automorphism of a structure M extends (uniquely) to an automorphism of M eq , we may freely use imaginaries. 3 One may need, maybe, to fix some finitely more elements if K2 is finite and (K1, v1) is finitely ramified -see the proof of Proposition 2.21.
(2) If z ∈ i∈I a i H i = i∈I b i H i then z ∈ a i H i and z ∈ b i H i for all i. Then the partial type p(x) := {ϕ(x, b i )} i<ω is consistent.
Proof. We may assume that H 0 ∩ b i,j H j = ∅ for every i, j. Assume that p(x) is k-inconsistent, so by compactness H 0 is a finite union of cosets of {H 0 ∩H j } 1≤j≤n . By Proposition A.2 we may assume that [H 0 : H 0 ∩H j ] < ∞ for all j, but then also [G : H j ] < ∞, and by dropping the subgroups of infinite index we still get an inconsistent family of formulas. Thus, by Aindiscernibility , b i 1 ,j H j = b i 2 ,j H j for all j and i 1 , i 2 < ω, contradicting the consistency of ϕ(x, b 0 ).
The following is straightforward. Proof. We start with a couple of reductions:
(1) By mutual indiscernibility and the consistency of paths we reduce to the case where all the ϕ α (x, b α i ) are without disjunctions. ) nα ) i<ω . Possibly after multiplying on the left by the inverse of (b α i ) 0 , the assumptions of Lemma A.4 hold and so the conclusion of the lemma implies that the cosets {(b α i ) 0 · H α 0 } i<ω are distinct. This is true for every α < κ and thus each system {ϕ α (x, b α i ) : i < ω} is 2-inconsistent and {x ∈ (b α i ) 0 · H α 0 } i,α gives an inp-pattern of size κ. We may, therefore, drop the index 0 and write it as {x ∈ b α i · H α } i<ω,α<κ . Let i 0 < κ, and let I = {i < κ : i = i 0 }. In view of Lemma A.1(1) we may assume that we have two groups H I := i∈I H i and H i 0 . They give rise to an "inp-pattern" of depth 2: For the other direction, since G is 1-based we may assume that G is abelian. Indeed, if K is an acl eq (∅)-definable subgroup of finite index, by Lemma A.5 we may intersect each subgroup H α by K. Now, the same proof as in [6, Proposition 4.5] gives an inp-pattern of depth κ.
Corollary A.7. Let G be an abelian group in the group language. Then dp-rk(G) is equal to
