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We consider conditions under which the compact-open, Isbell, or natural topologies on
the set of continuous real-valued functions on a space coincide. To this end, we consider
the natural topology on the set of upper semicontinuous set-valued functions and give
a concrete description of its open sets. This description allows us to give a number
examples of function spaces where the compact-open, Isbell, and natural topologies do
or do not agree. We show that R-concordance and local compactness coincide for metric
spaces. We ﬁnd the ﬁrst example of an R-harmonic non-locally compact space. Also, under
some set-theoretical hypotheses, we ﬁnd the ﬁrst example of an R-concordant non-R-
harmonic space.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
By space we mean a topological space, with no assumption of separation, unless otherwise noted. In this paper we
consider various topologies on the set C(X, Y ) of continuous functions between two spaces X and Y . The most well-known
topologies on C(X, Y ) we consider are the compact-open (k), Isbell (is), and natural (T (c)) topologies. The natural topology
is also widely known as the ﬁnest splitting topology. We use the notation T (c) for the natural topology because the natural
topology is the topological modiﬁcation of the continuous convergence. In general, we have
Ck(X, Y ) Cis(X, Y ) CT (c)(X, Y ).
If the compact-open topology and Isbell topologies on C(X, Y ) coincide, we say that X is Y -consonant. If the natural topology
and Isbell topologies on C(X, Y ) coincide, we say that X is Y -concordant. If a space X is both Y -consonant and Y -concordant,
it is said to be Y -harmonic.
If X is core compact or Y is the Sierpin´ski space S, then Y -consonance and Y -concordance are well understood. When X
is core compact, X is Y -concordant for all Y , see [15,16,19]. When X is regular and locally compact, X is Y -harmonic
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F. Jordan / Topology and its Applications 157 (2010) 336–351 337for all Y [2]. Every space is S-concordant [7]. The S-harmonic spaces, more commonly called consonant spaces, and R-
consonant spaces have been studied extensively [1,3–7,18]. There has been less progress in the study of Y -concordant and
Y -harmonic spaces, even when Y = R [10–12].
We give concrete descriptions of the open sets in the natural topology for the upper or lower semicontinuous set-
valued functions. These topologies induce subspace topologies on the collection of continuous single-valued functions. It
turns out that neither of these subspace topologies necessarily coincides with the natural topology on the set of continuous
single-valued functions. Thus, determining when these topologies coincide will be of interest to us. We characterize those
completely regular Lindelöf spaces X for which the natural topology on C(X,R) and the subspace topology induced by the
natural topology on the upper semicontinuous set-valued functions from X into R coincide. This characterization allows
us, for example, to see that a metric space X is locally compact if and only if X is R-concordant, which greatly expands
the number of known non-R-concordant spaces. Also, the characterization allows us to show that the countable sequential
fan is an example of non-locally compact space that is R-harmonic, which answers part of Problem 13 of [13]. Finally,
under some set-theoretic hypotheses we construct a concordant non-R-harmonic space, which gives a consistent answer to
Problem 15 of [13].
2. Prerequisites
We denote the non-negative integers by ω. Also, we let ω stand for the ﬁrst inﬁnite cardinal. The ﬁrst uncountable
cardinal is denoted by ω1. We use the symbol card(A) to stand for the cardinality of the set A. For a product of two sets X
and Y we let πX and πY stand for the usual projections of X × Y onto X and Y , respectively.
A ﬁlter on a set X is a collection F of nonempty subsets of X that is closed under ﬁnite intersections and supersets.
Given a nonempty family of ﬁlters {Fα: α ∈ I} we denote the ﬁnest ﬁlter coarser than every ﬁlter in the collection by∧
α∈I Fα . We say two families of sets F and G mesh and write G #F provided that F ∩ G = ∅ for every F ∈F and G ∈ G .
Given a family of ﬁlters {Fα: α ∈ I} such that for any ﬁnite {α1, . . . ,αn} ⊆ I and selection Fi ∈ Fαi we have
⋂n
i=1 Fαi = ∅
there is a coarsest ﬁlter that is ﬁner than every ﬁlter in the family which we denote by
∨
α∈I Fα . If F is a ﬁlter in a space
we deﬁne the adherence of F , written adh(F), to be ⋂F∈F cl(F ).
For a set X we let P(X) denote the set of all subsets of X . Given A ⊆ X we let A+ = {Y ∈ P(X): Y ⊆ A} and A =
{Y ∈ P(X): A ∩ Y = ∅}. Suppose X is endowed with a topology T . By the upper topology on P(X) we mean the topology
with base {U+: U ∈ T }. We denote P(X) with the upper topology by P+(X). By the lower topology on P(X) we mean the
topology with subbase {P(X)} ∪ {U : U ∈ T }. We denote P(X) with the lower topology by P−(X). By the Vietoris topology
on P(X) we mean the supremum of the upper and lower topologies on P(X). We denote P(X) with the Vietoris topology
by P±(X).
Let X and Y be spaces. A function f : X → P(Y ) is upper semicontinuous, lower semicontinuous, or continuous provided
that f ∈ C(X,P+(Y )), f ∈ C(X,P−(Y )), or f ∈ C(X,P±(Y )), respectively.
Let f : X → P(Y ) be a function. By the graph of f we will mean the set {(x, y) ∈ X × Y : y ∈ f (x)}. To avoid excessive
notation, we will identify functions with their graphs. In particular, single-valued functions will not be distinguished from
singleton-valued functions and we will write f ∪ g to denote the union of the graphs of f and g . Also, we write f c to mean
the complement of the graph of f in X × Y . Similarly, we will treat subsets of X × Y as set-valued functions by identifying
the set S ⊆ X × Y with the function S : X →P(Y ) deﬁned by S(x) = {y ∈ Y : (x, y) ∈ S}. Given H ⊆ X we deﬁne the image
of H under S ⊆ X × Y to be the set S(H) =⋃x∈H S(x). Given T ⊆ X we deﬁne the restriction of f to T to be the function
f |T : X →P(Y ) deﬁned by ( f |T )(x) = f (x) if x ∈ T and f (x) = ∅ when x /∈ T .
Recall a family B of open sets is compact provided that it is closed under open supersets and for every B ∈ B and open
cover U of B there is a ﬁnite V ⊆ U such that ⋃V ∈ B (compact families are also known as Scott open sets). A compact
family B of open sets is said to be compactly generated provided that for every B ∈ B there is a compact K ⊆ B such that
K↑ ⊆ B, where K↑ is the collection of all open supersets of K in X . We say X is consonant, see [7], provided that every
compact family on X is compactly generated. If X is not consonant, then we say X is dissonant.
A convergence ξ is a relation between a set X and the ﬁlters on X (if x ∈ X and a ﬁlter F on X are related, we write
x ∈ limξ F ) such that the following axioms are satisﬁed for any x ∈ X and ﬁlters F and G on X :
(a) x ∈ limξ {x} for every x ∈ X and
(b) limξ F ∩ limξ G = limξ (F ∧ G).
Note that there is a number of variants of the condition (b) in the literature. It is easy to verify that if one begins with
a topological space the symbol lim (taken in the sense of topological limit) satisﬁes axioms (a) and (b) of a convergence
space. So, the convergence spaces include the topological spaces.
Let X be a set equipped with a convergence ξ . By the topological modiﬁcation of (X, ξ) we mean the topological space
(X, T (ξ)) where T (ξ) is the topology whose open sets are precisely those sets U such that for any x ∈ U and ﬁlter F on X
if x ∈ limξ F , then there is an F ∈F such that F ⊆ U . Notice that a subset A of X is closed in the topological modiﬁcation
of ξ provided that for any ﬁlter F on A, if x ∈ limξ F , then x ∈ A. Let A ⊆ X . We deﬁne cl0ξ (A) = A. Assume that α > 0 is
an ordinal and that we have deﬁned clβ(A) for every β < α. We deﬁne clαξ (A) to be the set of all x ∈ X such that there isξ
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is the closure of A in the topological modiﬁcation of (X, ξ), which we denote by clT (ξ)(A).
If B ⊆ X the restriction of ξ to B is deﬁned to be the convergence ζ on B deﬁned by x ∈ limζ F if and only if x ∈ limξ F
where x ∈ B and F is a ﬁlter based in subsets of B .
Proposition 1. Let X be a set and ξ be a convergence on X and A ⊆ X. The topological modiﬁcation of the restriction of ξ to A is ﬁner
than the restriction of the topological modiﬁcation of ξ to A.
3. Preliminaries
Let X and Y be spaces. A topology τ on C(X, Y ) is said to be a splitting topology provided that the transpose map
t : C(W × X, Y ) → C(W ,C(X, Y )), deﬁned by t( f )(w)(x) = f (w, x), is continuous for any space W . The natural topology on
C(X, Y ) is the ﬁnest splitting topology.
The continuous convergence on C(X, Y ) is the convergence ξ deﬁned by g ∈ limξ F if and only if for every x ∈ X and
neighborhood V of f (x) there is a neighborhood U of x and an F ∈F such that f (u) ∈ V for every u ∈ U and f ∈ F .
The continuous convergence on C(X, Y ), C(X,P+(Y )), C(X,P−(Y )), and C(X,P±(Y )) will be denoted by c, c+ ,
c− , and c± , respectively. If Z is a subspace of P+(Y ), then we denote C(X, Z) with the subspace topology from
CT (c+)(X,P+(Y )) by CT (c+)(X, Z). We keep the similar conventions with c− and c± . Notice that the restriction of c+ ,
c− , or c± to C(X, Y ) is c. So, by Proposition 1, we have the following proposition.
Proposition 2. Let X and Y be spaces. CT (c)(X, Y ) is ﬁner than any of the spaces CT (c+)(X, Y ), CT (c−)(X, Y ), or CT (c±)(X, Y ).
The following proposition is an immediate consequence of the fact the continuous convergence is the ﬁnest splitting
convergence. See, for example, [9] or [10].
Proposition 3. T (c) is the natural topology on C(X, Y ).
In Section 6 we show that the topology of CT (c+)(X,P+(Y )) turns out to be a natural generalization of the Isbell topology.
To demonstrate the nature of the generalization we will present the compact-open and Isbell topologies in a non-standard
way. Let M,N ⊆ X × Y we say N is buried in M and write N  M provided that for every x ∈ X , there exist open sets W
and V such that x ∈ W , N(x) ⊆ V , and W × V ⊆ M . Given H ⊆ X × Y and J ⊆P(X) we let
[J , H] = { f ∈ C(X,P+(Y )): S| J  H for some J ∈ J }.
Let Z be a subspace of P+(Y ). The ﬁne Isbell topology on C(X, Z) is the topology generated by the subbase of sets of
the form [J , H] ∩ C(X, Z) where H ⊆ X × Y is open and J is a compact family on X . We denote C(X, Z) with the
ﬁne Isbell topology by CT (c+)(X, Z). We use the notation T (c+) for the ﬁne Isbell topology as it will be shown to be
the topological modiﬁcation of c+ . The Isbell topology on C(X, Z) is the topology generated by the subbase of sets of the
form [J , X × V ] ∩ C(X, Z) where V ⊆ Y is open and J is a compact family on X . We denote C(X, Z) with the Isbell
topology by Cis(X, Z). The compact-open topology on C(X, Z) is the topology generated by the subbase of sets of the form
[{K }, X × V ] ∩ C(X, Z) where K ⊆ X is compact and V ⊆ Y is open. We denote C(X, Z) with the compact-open topology
by Ck(X, Z). Notice that Ck(X, Y ) and Cis(X, Y ) are exactly the compact-open and Isbell topologies as they are usually
deﬁned.
We record the relationships between the compact-open, Isbell, and ﬁne Isbell topologies on C(X,P+(Y )).
Proposition 4. Ck(X,P+(Y )) Cis(X,P+(Y )) CT (c+)(X,P+(Y )). Moreover, if X is consonant and regular, then Ck(X,P+(Y )) =
CT (c+)(X,P+(Y )).
Proof. The relation Cis(X,P+(Y ))  CT (c+)(X,P+(Y )) is immediate from the deﬁnitions. To see that Ck(X,P+(Y )) 
Cis(X,P+(Y )) it is enough to notice that for any compact K ⊆ X we have that K↑ is a compact family and [{K }, X × Z ] =
[K↑, X × Z ] for every open Z ⊆ Y .
Let X be consonant and regular. Since Ck(X,P+(Y ))  CT (c+)(X,P+(Y )), it is enough to show that [C,U ] is open in
Ck(X,P+(Y )) for every compact family C on X and open set U ⊆ X × Y . Let g ∈ [C,U ]. There is a C ∈ C such that g|C  U .
Since X is consonant, there is a compact K ⊆ C such that K↑ ⊆ C .
Let x ∈ K . There is an open neighborhood Zx of x and an open set Tx containing g(x) such that Zx × Tx ⊆ U . Since
g(x) ⊆ Tx , there is an open Wx such that x ∈ Wx ⊆ Zx and g(Wx) ⊆ Tx . By regularity, there is an open Vx such that
x ∈ Vx ⊆ cl(Vx) ⊆ Wx . Notice that g| cl(Vx) ⊆ Zx × Tx ⊆ U .
Since K is compact, there exist x1, . . . , xn ∈ K such that K ⊆ ⋃ni=1 Vxi . Let S = ⋂ni=1[{cl(Vxi ) ∩ K }, X × Txi ]. Since
g(cl(Vxi ) ∩ K ) ⊆ Txi for every i, g ∈ S .
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i=1 Li ∈ K↑ ⊆ C . Let x ∈
⋃n
i=1 Li . There is an i such that x ∈ Li . Now {x} × f (x) ⊆ Li × Txi ⊆ U . So, f |(
⋃n
i=1 Li)  U . Thus,
g ∈ S ⊆ [C,U ].
Therefore, [C,U ] is open in Ck(X,P+(Y )). 
Corollary 5. Ck(X, Y ) Cis(X, Y ) CT (c+)(X, Y ) CT (c)(X, Y ).
Proof. It follows from Proposition 2 that CT (c+)(X, Y )  CT (c)(X, Y ). Since C(X, Y ) ⊆ C(X,P+(Y )), the other inequalities
follow from Proposition 4. 
4. Results
Our ﬁrst result indicates why it may be worthwhile to look at topologies on C(X, Y ) induced by topologies on set-valued
functions.
Theorem 6. If Y is a Hausdorff space, then CT (c)(X, Y ) = CT (c±)(X, Y ).
While we have not found an internal description of CT(c±)(X,P±(Y )), we can give internal descriptions of CT(c+)(X,P+(Y ))
and CT (c−)(X,P−(Y )).
In Section 6 we describe the open sets of CT (c+)(X,P+(Y )) in two different ways.
Theorem 7. The ﬁne Isbell topology on C(X,P+(Y )) is the topological modiﬁcation of c+ .
Along with Theorem 7, we give a characterization of the closed sets of CT (c+)(X,P+(Y )) in terms of complements. This
approach gives a result similar to the characterization of the open sets in CT (c)(X,S), in terms of complements given in
Theorem 3.1 of [7].
Let P be a collection of subsets of X × Y and S ⊆ X × Y . We say P is a padded cover of S provided that for every x ∈ X
and closed subset T of S(x) there is a P ∈P and an open neighborhood W of x such that T ⊆ P (w) for every w ∈ W . We
say a set P ⊆ X × Y is padded provided that {P } is a padded cover of P . We say a collection B of subsets of X × Y is weakly
compact provided that for every B ∈ B and every padded cover P of B there exist P1, . . . , Pn ∈ P such that every padded
superset of
⋃n
i=1 Pi is in B. Given a family A of subsets of X × Y we denote the set {Ac: A ∈A} by cmpl(A).
Theorem 8. LetA⊆ C(X,P+(Y )).A is open in the topological modiﬁcation of c+ if and only if cmpl(A) is a weakly compact family.
In Section 7, we give an internal description of CT (c−)(X,P−(Y )). Let X and Y be spaces and Z be a subspace of P−(Y ).
Given f ∈ C(X,P−(Y )), we say a cover O of f by open sets is a basic cover of f provided that for every (x, y) ∈ f the set
{O ∈ O: (x, y) ∈ O } forms a local base at (x, y). We say A ⊆ C(X,P−(Y )) is saturated provided that for every f ∈ A and
basic open cover O of f , there is a ﬁnite set {O 1, . . . , On} ⊆O such that
n⋂
i=1
{
g ∈ C(X, Z): πX (O i) ⊆ πX (O i ∩ g)
}⊆ A.
The saturation topology on C(X, Z) is the topology whose subbase consists of sets of the form S ∩ C(X, Z) where S is a
saturated set. We denote C(X, Z) with the saturation topology by CT (c−)(X, Z) because of the following theorem.
Theorem 9. The saturation topology on C(X,P−(Y )) is the topological modiﬁcation of c− .
Theorem 10. Let Y be Hausdorff. CT (c+)(X, Y ) CT (c−)(X, Y ).
An immediate corollary of Proposition 4, Corollary 5, and Theorem 10 is:
Corollary 11. If Y is Hausdorff, then
Ck(X, Y ) Cis(X, Y ) CT (c+)(X, Y ) CT (c−)(X, Y ) CT (c)(X, Y ).
We now turn to the question of when some of the inequalities of Corollary 11 may or may not be replaced by equali-
ties.
We say a space X is sequentially inaccessible provided that for any sequence (Ln)n∈ω of countably based z-ﬁlters (ﬁlters
based in zero sets) on X ; if adh(Ln) = ∅ for every n ∈ ω, then adh(∧n∈ωLn) = ∅. Notice that if X is Lindelöf, completely
regular, and sequentially inaccessible, then no sequence on β(X) \ X has a point of X in its adherence, where β(X) is the
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metric spaces. We will see that some sequential fans are sequentially inaccessible. Spaces in which countable intersections
of open sets are open are also examples of sequentially inaccessible spaces. Aren’s space is an example of a non-sequentially
inaccessible space.
The following theorem is proved in Section 8.
Theorem 12. Let X be completely regular. If X is not sequentially inaccessible, then
(a) CT (c+)(X,R) < CT (c−)(X,R) and
(b) CT (c−)(X,R) < CT (c)(X,R).
Corollary 13. Let X be metrizable. X is locally compact if and only if X is R-concordant if and only if X is R-harmonic.
In Section 9 we prove the following theorem.
Theorem 14. If X is completely regular, Lindelöf, and sequentially inaccessible, then CT (c+)(X,R) = CT (c)(X,R).
Combining Theorem 14 with Corollary 11 we get:
Corollary 15. If X is completely regular, Lindelöf, sequentially inaccessible, and consonant, then X is R-harmonic.
We show that for certain spaces the Isbell topology and ﬁne Isbell topologies are actually different.
Example 1. If X and Y are two consonant zero-dimensional spaces whose topological sum X ⊕ Y is not consonant, then
Cis(X ⊕ Y ,A) < CT (c+)(X ⊕ Y ,A), where A is R or the two point discrete space D.
A prime space is a space with exactly one non-isolated point.
Theorem 16. If X is a prime space, then Cis(X,R) = CT (c+)(X,R).
Given f , g ∈ ωω we write f <∗ g provided that {n ∈ ω: g(n) f (n)} is ﬁnite. The bounding number, b, is deﬁned to be
the smallest cardinality of a set A ⊆ ωω such that for every f ∈ ωω there is a g ∈ A such that g ≮∗ f . It is well known that
ω < b.
Given a cardinal κ the sequential fan Sκ is the space formed by topologizing the set Sκ = (κ × ω) ∪ {∞} by making the
points of κ × ω isolated and letting the neighborhood ﬁlter N (∞) of ∞ be ∧ξ∈κ ((ξ,k))k∈ω . Alternatively, Sκ is formed
by identifying the limit points of κ many pairwise disjoint convergent sequences and giving the resulting set the quotient
topology.
In [18] it is shown that Sκ consonant if and only if κ is uncountable. We have a similar result for sequentially inaccessible
spaces.
Theorem 17. Sκ is sequentially inaccessible if and only if κ < b.
Proof. Suppose κ < b. Let (Cl)l∈ω be a countable collection of countably based z-ﬁlters such that adh(Cl) = ∅ for every l.
Since every point of X \ {∞} is isolated, we only need to check that ∞ /∈ adh(∧l∈ω Cl). For each l ∈ ω, let {Clk: k ∈ ω} be a
⊆-decreasing base of zero sets for Cl . Without loss of generality, we may assume that ∞ /∈ Cl0 for every l ∈ ω. For each α ∈ κ
and l ∈ ω deﬁne fα : ω → ω so that fα(l) is the smallest element p of ω such that Clp ∩ {(α,k): k ∈ ω} = ∅. Notice that
fα is a well-deﬁned function, since adh(Cl) = ∅. Since ω < b, there is a g : ω → ω such that fα <∗ g for every α ∈ κ . Let
C =⋃l∈ω Clg(l) . Clearly, C ∈∧l∈ω Cl . Let α ∈ κ . There is an lα ∈ ω such that fα(l) < g(l) for all l lα . By the deﬁnition of fα ,
Clg(l) ∩ {(α,k): k ∈ ω} = ∅ for all l lα . Since ∞ /∈ Clg(l) for every l < lα , C ∩ {(α,k): k ∈ ω} is ﬁnite. Since C ∩ {(α,k): k ∈ ω}
is ﬁnite for every α ∈ κ , ∞ /∈ cl(C). Thus, ∞ /∈ adh(∧k∈ω Ck). Therefore, Sκ is sequentially inaccessible.
Suppose b  κ . Let F ⊆ ωω be such that card(F ) = b and for every g ∈ ωω there is an f ∈ F such that f ≮∗ g . Without
loss of generality, we may assume that each element of F is strictly increasing. Moreover, we may assume that { f (n): f ∈ F }
is unbounded in ω for every n ∈ ω. Since card(F ) b, there is an onto function θ : κ → F .
For each l, i ∈ ω and α ∈ κ deﬁne Cli,α = {α} × {k: i  k  θ(α)(l)}. Since { f (l): f ∈ F } is unbounded, the set Clp =⋃
pi
⋃
α∈κ Cli,α is nonempty for every p ∈ ω. It can checked that (Clp)p∈ω is a countably based z-ﬁlter with empty adher-
ence for every l ∈ ω.
Assume that ∞ /∈ adh(∧α∈κ (Clp)p∈ω). There are functions g : κ → ω and h : ω → ω such that {(α, p): g(α)  p} ∩⋃
l∈ω Cl = ∅. Let α ∈ κ . Since θ(α) is strictly increasing, g(α) < θ(α)(l) for all l in a coﬁnite B ⊆ ω. Let l ∈ B . Sinceh(l)
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contradicting our choice of F . Thus, ∞ ∈ adh(∧α∈∈κ (Clp)p∈ω). Therefore, Sκ is not sequentially inaccessible. 
Recall that X is called a q-space provided that for every x ∈ X , there exists a sequence (Qn)n∈ω of neighborhoods of x
such that adh(xn)n∈ω = ∅ for any sequence (xn)n∈ω with the property that xn ∈ Qn for every n ∈ ω. It is known, and easy to
prove, that Sω is not a q-space. The next example answers Problem 13 of [13].
Example 2. Sω is an R-harmonic space that is not a q-space.
Proof. In [18] it is shown that Sω is consonant. Since Sω is Lindelöf, consonant, and completely regular, it is enough, by
Corollary 15, to show that Sω is sequentially inaccessible. Since ω < b, Sω is sequentially inaccessible by Theorem 17. 
The next example gives a consistent answer to Question 15 of [13].
Example 3. If ω1 < b, then there is a countable prime space X such that Ck(X,R) < Cis(X,R) = CT (c)(X,R). In other
words, X is R-concordant and not R-harmonic.
5. Proof of Theorem 6
Lemma 18. If Y is Hausdorff and f ∈ clT (c−)(C(X, Y )), then f is at most singleton-valued.
Proof. Every element of C(X, Y ) = cl0c− (C(X, Y )) is singleton-valued. Suppose α > 0 and we have shown that every element
of clβc− (C(X, Y )) is at most singleton-valued for every β < α. Let f ∈ clαc− (C(X, Y )). There is a ﬁlter F on
⋃
β<α cl
β
c− (C(X, Y ))
such that f ∈ limc− F . Suppose x ∈ X . By way of contradiction, assume that there are two distinct points p and q in f (x).
Let V1 and V2 be disjoint open sets such that p ∈ V1 and q ∈ V2. Since f ∈ limc− F , there is an open neighborhood
U of x and an F ∈ F such that g(u) ∩ V1 = ∅ and g(u) ∩ V2 = ∅ for every g ∈ F and u ∈ U . In particular, there is a
g ∈⋃β<α clβc− (C(X, Y )) such that, g(x) ∩ V1 = ∅ and g(x) ∩ V2 = ∅, contradicting our inductive assumption. Thus, f is at
most singleton-valued. Therefore, every element of clT (c−)(C(X, Y )) is at most singleton-valued. 
Lemma 19. Let Y be a nonempty space. If f ∈ clT (c+)(C(X, Y )), then f (x) = ∅ for all x ∈ X.
Proof. Let x ∈ X . Clearly, f (x) = ∅ for every f ∈ cl0c+ (C(X, Y )). Suppose α > 0 and g(x) = ∅ for every g ∈
⋃
β<α cl
β
c+ (C(X, Y )).
Suppose f ∈ clαc+ (C(X, Y )). There is a ﬁlter F on
⋃
β<α cl
β
c+ (C(X, Y )) such that f ∈ limc+ F . By way of contradiction, as-
sume that f (x) = ∅. Since f ∈ limc+ F , there is an open neighborhood U of x and an F ∈ F such that g(u) ⊆ ∅ for every
g ∈ F and u ∈ U . In particular, there is a g ∈⋃β<α clβc+ (C(X, Y )) such that, g(x) = ∅, contradicting our inductive assumption.
Thus, f (x) = ∅. Therefore, f (x) = ∅ for every clT (c+)(C(X, Y )). 
Proof of Theorem 6. The subspace topology on C(X, Y ) induced by CT (c±)(X,P±(Y )) will be denoted by τ in this proof. By
Proposition 2, Cτ (X, Y ) CT (c)(X, Y ).
It remains to check that CT (c)(X, Y ) is coarser than Cτ (X, Y ). Obviously, this is true if Y is empty. So, we will assume Y
is not empty. Let A be closed in CT (c)(X, Y ). We will show that A is closed in CT (c±)(X,P±(Y )). Suppose F is a ﬁlter
on A, and f ∈ C(X,P±(Y )) is such that f ∈ limc± F . Since the restriction of c± to C(X, Y ) is c, it is enough to show that
f ∈ C(X, Y ). Since f ∈ limc+ F and F is a ﬁlter on C(X, Y ), f (x) = ∅ for every x ∈ X , by Lemma 19. Since f ∈ limc− F and
F is a ﬁlter on C(X, Y ), f is at most singleton-valued, by Lemma 18. So, f ∈ C(X, Y ). 
6. Proof of Theorem 7 and Theorem 8
Lemma 20. The ﬁne Isbell topology on C(X,P+(Y )) is coarser than the topological modiﬁcation of c+ .
Proof. Suppose J is a compact family on X and U ⊆ X × Y is an open set. Let g ∈ [J ,U ]. Assume that F is a ﬁlter on
C(X,P+(Y )) such that g ∈ limc+ F . There is a J ∈J such that g| J  U .
Let x ∈ J . There is an open neighborhood Zx of x and an open set Vx such that g(x) ⊆ Vx and Zx × Vx ⊆ U . There
is an Fx ∈ F and an open neighborhood Wx of x such that f (w) ⊆ Vx for every w ∈ Wx and f ∈ Fx . Without loss of
generality, we may assume that Wx ⊆ Zx . Now, f |Wx ⊆ Wx × Vx ⊆ U for every f ∈ Fx . In other words, f |Wx  U for every
f ∈ Fx .
Since {Wx: x ∈ J } is a cover of J by open sets, there exist x1, . . . , xl such that W =⋃li=1 Wxi is in J . Let F =⋂li=1 Fxi
and f ∈ F . Since f |Wxi  U for every i, f |W  U . Thus, F ⊆ [J ,U ]. Therefore, [J ,U ] is open in the topological modiﬁca-
tion of c+ . 
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Lemma 21. Let f ⊆ X × Y . f is upper semicontinuous provided that f c is padded.
Lemma 22. Let F be a ﬁlter on C(X,P+(Y )) and f ∈ C(X,P+(Y )). The collection {(⋃ F )c: F ∈ F} is a padded cover of f c if and
only if f ∈ limc+ F .
Proof. Let f ∈ limc+ F . Suppose x ∈ X and T is a closed subset of f c(x). Since f (x) ⊆ Y \ T , there is an F ∈ F and a
neighborhood U of x such that g(u) ⊆ Y \ T for every g ∈ F and u ∈ U . It follows that T ⊆ gc(u) for every g ∈ F and u ∈ U .
So, T ⊆⋂g∈F gc(u) = (⋃ F )c(u) for every u ∈ U . Thus, {(⋃ F )c: F ∈F} is a padded cover of f c .
Suppose {(⋃ F )c: F ∈F} is a padded cover of f c . Let x ∈ X and V ⊆ Y be an open set such that f (x) ⊆ V . Notice that
Y \ V is a closed subset of f c(x). There is an F ∈ F and a neighborhood W of x such that Y \ V ⊆ (⋃ F )c(w) for every
w ∈ W . So, Y \ V ⊆⋂g∈F gc(w) for every w ∈ W . So, g(w) ⊆ V for every g ∈ F and w ∈ W . Thus, f ∈ limc+ F . 
Proof of Theorem 8. Suppose A is open in the topological modiﬁcation of c+ . Let A ∈A and Q be a padded cover of Ac .
Let P be the cover of Ac generated by taking ﬁnite unions of elements of Q. Notice P is a padded cover of Ac . For each
P ∈ P let P∗ be the collection of all upper semicontinuous functions contained in Pc . Clearly, {P∗: P ∈ P} is a ﬁlter on
C(X,P+(Y )). Let x ∈ X and T ⊆ Ac(x) be closed. There is a P ∈ P and an open neighborhood U of x such that T ⊆ P (u)
for every u ∈ U . For every u ∈ U we have Pc(u) ∩ T = ∅. So, for any F ∈ P∗ , we have F (u) ∩ T = ∅ for all u ∈ U . Hence,
T ∩ (⋃ P∗)(u) = ∅ for all u ∈ U . So, T ⊆ (⋃ P∗)c(u) for all u ∈ U . Thus, {(⋃ P∗)c: P ∈P}, is a padded cover of Ac .
By Lemma 22, A ∈ limc+{P∗: P ∈ P}. Since A is open, there is a P ∈ P such that P∗ ⊆A. Let U be a padded superset
of P . By Lemma 21, Uc is upper semicontinuous. Since Uc is contained in Pc and P∗ ⊆A, Uc ∈A. So, U ∈ cmpl(A). Thus, all
padded supersets of P are contained in cmpl(A). By our deﬁnition of P , there exist Q 1, . . . , Qn ∈Q such that P =⋃ni=1 Q i .
Therefore, cmpl(A) is weakly compact.
Suppose that cmpl(A) is weakly compact, M is a ﬁlter on C(X,P+(Y )), and A ∈ A is such that A ∈ limc+ M. Now,{(⋃M)c: M ∈ M} is a padded cover of Ac , by Lemma 22. So, there exist M1, . . . ,Mn ∈ M such that every padded
superset of
⋃n
i=1(
⋃
Mi)c is contained in cmpl(A). Let J ∈ ⋂ni=1 Mi . Since J ⊆ ⋂ni=1(⋃Mi), we have ⋃ni=1(⋃Mi)c =
(
⋂n
i=1(
⋃
Mi))c ⊆ J c . By Lemma 21, J c is padded. Since ⋃ni=1(⋃Mi)c ⊆ J c and J c is padded, J c ∈ cmpl(A). So, J ∈ A.
Hence,
⋂n
i=1 Mi ⊆A. Thus, A is open in the topological modiﬁcation of c+ . 
We call a collection of sets a weak ideal provided that it is closed under ﬁnite unions. We say a collection B of subsets of
X × Y is very weakly compact provided that for every B ∈ B and every weak ideal P that is a padded cover of B by padded
subsets of X × Y there exists P ∈P such that every padded superset of P is in B.
Lemma 23. IfA is a very weakly compact family on X × Y consisting of padded sets, then⋃A∈A(πX (A))↑ is a compact family on X.
Proof. Clearly,
⋃
A∈A(πX (A))↑ is a family of open sets that is closed under open supersets.
Let U ∈⋃A∈A(πX (A))↑ and V be an open cover of U . There is an A ∈A such that πX (A) ⊆ U . So, V is an open cover
of πX (A). For each V ∈ V let V ∗ = π−1X (V ). Notice that the collection of sets formed by closing the collection {V ∗: V ∈ V}
under ﬁnite unions is a padded cover of A by padded elements of X × Y that is a weak ideal. So, there exist V1, . . . , Vn ∈ V
such that
⋃n
i=1 V ∗i is in A. Now,
⋃n
i=1 Vi = πX (
⋃n
i=1 V ∗i ) ∈
⋃
A∈A(πX (A))↑ . Thus,
⋃
A∈A(πX (A))↑ is a compact family
on X . 
Lemma 24. Let A be a weakly compact family on X × Y and C be padded. The family M formed by taking all padded supersets of
elements of {A ∈A: A ⊆ C} is a very weakly compact family on X × Y .
Proof. Suppose M ∈ M. There is an A ∈ A such that A ⊆ C ∩ M . Let P be a weak ideal of padded sets that is a padded
cover of M . Since A ⊆ M , P is a padded cover of A by padded sets. Since the intersection of two padded sets is padded,
{P ∩ C : P ∈ P} is a weak ideal of padded sets. Let x ∈ X and T be a closed subset of A(x). There is a P ∈ P and an open
neighborhood U of x such that T ⊆ P (u) for every u ∈ U . Since C is a padded cover of A, there is an open neighborhood V
of x such that T ⊆ C(v) for every v ∈ V . So, T ⊆ (P ∩ C)(w) for every w ∈ U ∩ V . Thus, {P ∩ C : P ∈P} is a weak ideal that
is a padded cover of A by padded sets. By the weak compactness of A, there is a P ∈P such that P ∩ C ∈A. Since P is a
padded superset of P ∩ C and P ∩ C ∈A, P ∈M. 
Lemma 25. The topological modiﬁcation of c+ is coarser than the ﬁne Isbell topology on C(X,P+(Y )).
Proof. Suppose A is open in the topological modiﬁcation of c+ . Let A ∈A. For each x ∈ X and closed T ⊆ Ac(x) there is a
Ux,T ∈N (x) such that A(Ux,T ) ⊆ Y \ T . Let Mx,T = Ux,T × T . Notice that Mx,T ∩ A = ∅ and T ⊆ Mx,T (u) for every u ∈ Ux,T .
Also, Mx,T is padded.
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closed. Clearly, M is a padded cover of Ac and M is a weak ideal. We will show that each element of M is padded. Let
Mx1,T1 , . . . ,Mxn,Tn ∈M and M =
⋃n
i=1 Mxi ,Ti . Fix x ∈ X and a closed C ⊆ M(x). Let H = {i: x ∈ Uxi ,Ti } and U =
⋂
i∈H Uxi ,Ti .
For u ∈ U we have M(u) =⋃i∈H Mxi ,Ti (u) =⋃i∈H Ti ⊇⋃i∈H (Ti ∩ C) = C . Thus, M is padded.
By Theorem 8, cmpl(A) is weakly compact. There are Mx1,T1 , . . . ,Mxn,Tn such that every padded superset of
⋃n
i=1 Mxi ,Ti
is contained in cmpl(A). Let M =⋃ni=1 Mxi ,Ti . Since M is padded, M ∈ cmpl(A). Let P be the collection of all padded
supersets of {B ∈ cmpl(A): B ⊆ M}. By Lemma 24, P is very weakly compact. Let L = {(πX (P ))↑: P ∈ P}. By Lemma 23,
L is a compact family. Notice that πX (M) ∈L.
For each x ∈ πX (M) let Sx be the set of all i ∈ {1, . . . ,n} such that x ∈ Uxi ,Ti . Let O =
⋃
x∈πX (M)((
⋂
i∈Sx Uxi ,Ti ) ×
(Y \⋃i∈Sx Ti)). Clearly, O is an open set and M ∩ O = ∅.
We claim that A|πX (M)  O . Let x ∈ X . If x /∈ πX (M), then (A|πX (M))(x) = ∅. Now, (A|πX (M))(x) ⊆ ∅ and X × ∅ ⊆ O .
If x ∈ πX (M), then the set Sx is nonempty. Let V = Y \ (⋃i∈Sx Ti) and U =⋂i∈Sx Uxi ,Ti . Since A(Uxi ,Ti ) ∩ Ti = ∅ for each
i ∈ Sx , A(U ) ∩ (⋃i∈Sx Ti) = ∅. So, A|U ⊆ U × V ⊆ O . Therefore, A|πX (M)  O .
Since A|πX (M)  O , A ∈ [L, O ]. It remains to show that [L, O ] ⊆A. Let R ∈ [L, O ]. There is an L ∈L such that R|L  O .
Let P ∈ P be such that πX (P ) ⊆ L. There is a B ∈ cmpl(A) such that B ⊆ M ∩ P . Since R|L ⊆ O and B ⊆ M , R|L ∩ B = ∅.
Since πX (B) ⊆ πX (P ) ⊆ L, R ∩ B = ∅. By Lemma 21, Rc is a padded superset of B . Since cmpl(A) is weakly compact,
Rc ∈ cmpl(A). So, R ∈A. Thus, [L, O ] ⊆A. Therefore, A is open in the ﬁne Isbell topology on C(X,P+(Y )). 
Theorem 7 now follows from Lemma 20 and Lemma 25.
7. Proof of Theorem 9 and Theorem 10
Let X and Y be spaces and {Uα}α be an indexed collection of subsets of X × Y . We let ♠α∈I Uα stand for the collection
of all elements f of C(X,P−(Y )) such that πX (Uα) ⊆ πX ( f ∩ Uα) for every α ∈ I .
Lemma 26. The topological modiﬁcation of c− is coarser than the saturation topology on C(X,P−(Y )).
Proof. Let A be open in the topological modiﬁcation of c− .
Fix f ∈ A. By lower semicontinuity of f , for each x ∈ X and open V ⊆ Y such that f (x)∩ V = ∅ there is a neighborhood
U f ,x,V of x such that f (w)∩ V = ∅ for every w ∈ U f ,x,V . Let M f be the ﬁlter on C(X,P−(Y )) whose base is the collection
of all sets of the form ♠ni=1(U f ,xi ,Vi × Vi) where xi ∈ X and Vi ⊆ Y is open with f (xi) ∩ Vi = ∅. Notice that f ∈ limc−M f .
Let Z be the collection of all ♠ni=1 Zi such that Zi ⊆ X × Y is open for each 1 i  n and ♠ni=1 Zi ⊆ A. Let O =
⋃Z . Notice
that O ⊆ A. Since A is open in CT (c−)(X,P−(Y )) and f ∈ limc− M f , there exists M ∈M f such that M ⊆ A. Since M ⊆ A,
M ∈Z . By construction, f ∈ M ⊆ O . It remains to show that O is saturated.
Suppose h ∈ O and U is a basic open cover of h by open sets. Let G be the ﬁlter on C(X,P−(Y )) whose base is given by
all sets of the form ♠ni=1Ui where U1, . . . ,Un ∈ U .
We claim that h ∈ limc− G . Let x ∈ X and V ⊆ Y be an open set such that h(x) ∩ V = ∅. Let (x, y) ∈ h ∩ (X × V ). Since
U is a basic open cover of h, there is a U ∈ U such that (x, y) ∈ U ⊆ (X × V ). Let g ∈ ♠U . For every w ∈ πX (U ) we have
({w} × g(w)) ∩ U = ∅. Since U ⊆ (X × V ), it follows that g(w) ∩ V = ∅ for every w ∈ πX (U ). Thus, h ∈ limc− G .
Since h ∈ A and h ∈ limc− G , there exist U1, . . . ,Un ∈ U such that ♠ni=1Ui ⊆ A. So, ♠ni=1Ui ⊆
⋃Z = O . Thus, O is
saturated. 
Lemma 27. The saturation topology on C(X,P−(Y )) is coarser than the topological modiﬁcation of c− .
Proof. Let A ⊆ C(X,P−(Y )) be saturated. Let g ∈ A and F be a ﬁlter on C(X,P−(Y )) such that g ∈ limc− F .
Let (x, y) ∈ g and W ⊆ X × Y be a neighborhood of (x, y). There exists an open rectangle RW × Q W such that (x, y) ∈
RW × Q W ⊆ W . Since g ∈ limc− F there is a neighborhood Ux,y,W of x and an Fx,y,W ∈ F such that f (w) ∩ Q W = ∅
for every w ∈ Ux,y,W and f ∈ Fx,y,W . Shrinking Ux,y,W , if necessary, we may assume that Ux,y,W ⊆ RW . Now (x, y) ∈
Ux,y,W × Q W ⊆ W and Fx,y,W ⊆ ♠(Ux,y,W × Q W ). Notice that the collection of all sets of the form Ux,y,W × Q W where
(x, y) ∈ g and W and is a neighborhood of (x, y) is a basic cover of g .
Since A is saturated, there exist Ux1,y1,W1 × Q W1 , . . . ,Uxn,yn,Wn × Q Wn such that ♠ni=1(Uxi ,yi ,Wi × Q Wi ) ⊆ A. Let F =⋂n
i=1 Fxi ,yi ,Wi . For each i we have Fxi ,yi ,Wi ⊆ ♠(Uxi ,yi ,Wi × Q Wi ). Thus, F ⊆ ♠ni=1(Uxi ,yi ,Wi × Q Wi ) ⊆ A. Thus, A is open in
the topological modiﬁcation of c− . 
Theorem 9 now follows from Lemma 26 and Lemma 27.
Proof of Theorem 10. Let h ∈ clT (c−)(C(X, Y )). Since h is lower semicontinuous, h∅ = {x ∈ X: h(x) = ∅} is closed in X . By
Lemma 18, h|(X \ h∅) is singleton-valued and is, therefore, continuous for every h ∈ clT (c−)(C(X, Y )). So, the set-valued
function h∗ deﬁned by
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{
Y if x ∈ h∅,
h(x) if x /∈ h∅
is upper semicontinuous. Given S ⊆ clT (c−)(C(X, Y )) we let S∗ = {h∗: h ∈ S}.
Let A ⊆ C(X, Y ) be closed in CT (c+)(X, Y ). Since cl0c− (A) = cl0c+ (A) = A, cl0c− (A) ∩ C(X, Y ) ⊆ A and (cl0c− (A))∗ ⊆ cl0c+ (A).
Suppose α > 0 and we have shown that clβc− (A) ∩ C(X, Y ) ⊆ A and that (clβc− (A))∗ ⊆ clβc+ (A) for all β < α. Let
f ∈ clαc− (A) ∩ C(X, Y ). In this case, there is a ﬁlter F on
⋃
β<α cl
β
c− (A) such that f ∈ limc− F . Consider the ﬁlter F∗ on⋃
β<α cl
β
c+ (A) deﬁned by {F ∗: F ∈ F}. We claim that f ∈ limc+ F∗ . Let x ∈ X and V be an open neighborhood of f (x).
Since f ∈ C(X, Y ) and f ∈ limc− F , there is an open neighborhood U of x and an F ∈F such that g(u)∩ V = ∅ for all u ∈ U
and g ∈ F . Since F ⊆ clT (c−) (C(X, Y )), by Lemma 18, g is at most singleton-valued for every g ∈ F . So, ∅ = g(u) ⊆ V for each
u ∈ U and g ∈ F . Now, g∗(u) = g(u) ⊆ V for all g ∈ F and u ∈ U . So, f ∈ limc+ F∗ . Since F∗ is a ﬁlter on clT (c+)(A), f ∈ A.
Thus, clαc− (A)∩C(X, Y ) ⊆ A. Suppose that j ∈ clαc− (A). In this case, there is a ﬁlter J on
⋃
β<α cl
β
c− (A) such that j ∈ limc− J .
Consider the ﬁlter J ∗ on ⋃β<α clβc+ (A) deﬁned by { J∗: J ∈ J }. We claim that j∗ ∈ limc+ J ∗ . Let x ∈ X and V be an open
set such that j∗(x) ⊆ V . Suppose j∗(x) = Y . In this case, V = Y and h∗(w) ⊆ Y = V for all h ∈⋃β<α clβc− (A) ∈J and w ∈ X .
Suppose that j∗(x) = Y . In this case, j(x) = j∗(x). Since j ∈ limc− J there is a J ∈ J and open neighborhood Z of x such
that h(z) ∩ V = ∅ for all h ∈ J and z ∈ Z . Now, h∗(z) ∩ V = ∅ for all z ∈ Z and h ∈ J . Since h∗(z) = h(z) and, by Lemma 18,
h(z) is singleton-valued, we have h∗(z) ⊆ V for all z ∈ Z and h ∈ J . So, j∗ ∈ limc+ (J ∗). Thus, (clαc− (A))∗ ⊆ clαc+ (A).
Since clαc− (A) ∩ C(X, Y ) ⊆ A for every ordinal, clT (c−)(A) ∩ C(X, Y ) = A. 
8. Proof of Theorem 12
For the remainder of this section X will be a ﬁxed completely regular topological space that is not sequentially inac-
cessible. There exist a p ∈ X and a collection of countably based z-ﬁlters {Gn: n ∈ ω} on X such that adh(Gn) = ∅ for each
n ∈ ω and p ∈ adh(∧n∈ω Gn).
Let (G0k )k∈ω be a ⊆-decreasing base of zero sets for G0. Without loss of generality, we may assume that there is an open
neighborhood Z of p such that cl(Z) ∩ G00 = ∅. We may also assume that Gn # cl(Z) for every n = 0.
For each n ∈ ω \ {0} let Fn = cl(Z)∨ (∧0<kn Gk). Notice that (Fn)n∈ω\{0} is a -decreasing sequence of countably based
z-ﬁlters such that adh(Fn) = ∅ for every n ∈ ω \ {0}, G00 does not mesh with Fn for every n ∈ ω \ {0}, and p ∈ adh(
∧
n∈ωFn).
Moreover, for every open neighborhood U of p we have U #Fn for almost all n ∈ ω \ {0}.
Let F be a ﬁlter on C(X,P+(Y )). We deﬁne the upper limit of F , written limF , by
limF(x) =
⋂
F∈F
⋂
V∈N (x)
cl
( ⋃
f ∈F
f (V )
)
.
Lemma 28. Let Y be compact and regular. If F is a ﬁlter on C(X,P+(Y )); then
(c1) limF ∈ C(X,P+(Y )),
(c2) limF ∈ limc+ F , and
(c3) limF ⊆ g for every closed valued g such that g ∈ limc+ F .
Proof. Let x ∈ X and U ⊆ Y be an open set such that limF(x) ⊆ U . By compactness of Y \ U , there is an F ∈ F and a
neighborhood V of x such that cl(
⋃
f ∈F f (V )) ⊆ U . It follows that limF is upper semicontinuous and limF ∈ limc+ F .
Suppose g ∈ limc+ F and g is closed valued. Let (x, y) ∈ limF . By way of contradiction, assume that (x, y) /∈ g . By
regularity, there is an open set W such that g(x) ⊆ W and y /∈ cl(W ). Since g ∈ limc+ F , there is an open neighborhood U
of x and an F ∈F such that ⋃ f ∈F f (U ) ⊆ W ⊆ cl(W ). So, y /∈ cl(⋃ f ∈F f (U )), which contradicts that (x, y) ∈ limF . 
Lemma 29. Let X be completely regular, M ⊆ X be a zero set, and F be a countably based z-ﬁlter on X such that adh(F) = ∅ and
F does not mesh with M. There is a sequence of continuous functions ( fn)n∈ω on C(X, [0,1]) such that limc fn = 0, f −1n (1) ∈F for
every n ∈ ω, and fn(M) = {0} for every n ∈ ω.
Proof. Let {Fn: n ∈ ω} be a ⊆-decreasing base of zero sets for F . Without loss of generality, we may assume that
F0 ∩ M = ∅. Since F0 and M are disjoint zero sets there is a continuous function f0 : X → [0,1] such that M = f −10 (0)
and F0 = f −10 (1) [14].
Suppose we have deﬁned functions f0, . . . , fn ∈ C(X, [0,1]) so that the following conditions hold;
(a0) fk(M) = {0} for each 0 k n,
(a1) Fk = f −1(1) for each 0 k n,k
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We show how to construct fn+1 ∈ C(X, [0,1]) so that (a0), (a1), and (a2) are preserved. Let E =⋂nk=0 f −1k ((1− 2−n−1,1]).
Since E is a ﬁnite intersection of cozero sets, E is a cozero set. By the condition (a1) and the assumption that the base
of F is nested, we have that Fn+1 ⊆ E . Since Fn+1 ∩ (X \ E) = ∅ and X \ E is a zero set, there is a continuous function
fn+1 : X → [0,1] such that X \ E = f −1n+1(0) and Fn+1 = f −1n+1(1). It is now easily checked that f0, . . . , fn+1 satisfy (a0), (a1),
and (a2).
We now show that ( fn)n∈ω has the desired properties. Clearly, fn(M) = {0} for every n ∈ ω, by (a0). By (a1), f −1n (1) ∈F
for every n ∈ ω. Let x ∈ X . There is a k ∈ ω such that x /∈ Fk . By (a1), there is an n ∈ ω large enough that x ∈ f −1k ([0,1−2−n)).
By (a2), we have fm( f
−1
k ([0,1− 2−n))) = {0} for all m n. Thus, limc fn = 0. 
Lemma 30. Let (Fn)n∈ω\{0} be the sequence of ﬁlters deﬁned in the beginning of this section. There is a continuous function h : X →
[0,1] such that h(p) = 0 and for every n ∈ ω \ {0} there is an F ∈Fn such that h(F ) ⊆ [2−n,1].
Proof. Since p /∈ adh(F1), there is an F1 ∈ F1 and an h1 : X → [0,1] such that h1(F1) = {1} and h1(p) = 0. Suppose now
that k 1 and we have deﬁned h1, . . . ,hk ∈ C(X, [0,1]) and F1, . . . , Fk ⊆ X so that
(b0) hi(p) = 0,
(b1) Fi ∈Fi and hk(Fi) ⊆ [2−i,1] for all 1 i  k, and
(b2) |hi − h j | < 2−i−1 for all 1 i  j  k.
We show how to construct hk+1 ∈ C(X, [0,1]) and Fk+1 ∈Fk+1 so that (b0), (b1), and (b2) are preserved.
Since p /∈ adh(Fk+1), there is an Fk+1 ∈ Fk+1 and an open neighborhood U of p such that Fk+1 ∩ U = ∅ and
U ⊆ h−1k ([0,2−k−1]). There exists a continuous function j : h−1k ([0,2−k−1]) → [0,2−k−1] such that j(p) = 0 and
j((cl(Fk+1) ∩ h−1k ([0,2−k−1])) ∪ h−1k (2−k−1)) = {2−k−1}. We deﬁne
hk+1(x) =
{
hk(x) if x ∈ h−1k ([2−k−1,1]),
j(x) if x ∈ h−1k ([0,2−k−1]).
Clearly, hk+1 is continuous and hk+1(p) = 0. Since |hk − hk+1|  2−k−1, it follows from the inductive hypothesis that
(b2) is satisﬁed. It remains to verify that (b1) is satisﬁed. Clearly, hk+1(Fk+1) ⊆ [2−k−1,1]. By inductive hypothesis, we
have hk(Fi) ⊆ [2−i,1] for every i < k + 1. It follows that Fi ⊆ h−1k ([2−i,1]) ⊆ h−1k ([2−k−1,1]) ⊆ h−1k+1([2−k−1,1]). So, we
have (b1).
By (b2), the sequence (hk)k∈ω\{0} converges uniformly to an h ∈ C(X,R). By (b0), h(p) = 0. By (b1), Fk ∈Fk and h(Fk) ⊆
[2−k,1] for all k ∈ ω \ {0}. 
Proof of Theorem 12(a). Let (Fn)∈ω\{0} be as deﬁned in the beginning of this section. Fix k ∈ ω \ {0}. By Lemma 30, Fk does
not mesh with the zero set h−1([0,2−k−1]). So, by Lemma 29, there is a sequence ( fk,n)n∈ω such that limc( fk,n)n∈ω = 0,
fk,n(h−1[0,2−k−1]) = {0}, and f −1k,n (1) ∈ Fk for every n ∈ ω. For each n > k + 2 there is a continuous function jk,n : X →
[0,2−k] such that jk,n(h−1([0,2−n−1])) = {0}, jk,n(h−1([2−n,2−k−2])) = {2−k}, and jk,n(h−1([2−k−1,1])) = {0}. For each
n ∈ ω deﬁne gk,n = fk,n + jk,n . Let gk = lim(gk,n)n∈ω . By Lemma 28, gk is upper semicontinuous as a set-valued func-
tion and gk = limc+ (gk,n)n∈ω . Moreover, gk(X) ⊆ [0,2−k]. Also, notice that gk,n(h−1([2−n,2−k−2])) = {2−k} for all n > k + 2.
Let Ak = {gk,n: n > k + 2}.
Let A =⋃k∈ω Ak . Since (gk)k∈ω converges uniformly to 0, 0 ∈ clT (c+)(A). By Theorem 7, A is not closed in CT (c+)(X,R).
We claim that if v ∈ clT (c−)(A) \ A, then v(p) = ∅, which will show that A is closed in CT (c−)(X,R).
Let v ∈ cl1c− (A) \ A. There is a free ultraﬁlter U on A such that v ∈ limc− U .
Suppose Ak ∈ U for some k ∈ ω. Let U ∈ U and W be a neighborhood of p. There is an l > k + 2 such that
Fi # (W ∩ h−1([0,2−k−2])) for all i  l. Let gk,i ∈ U be such that i > l. By Lemma 30, there is an F ∈ Fi such that
h(F ) ⊆ [2−i,1]. Now, F ∩ W ∩ h−1([2−i,2−k−2]) = ∅. So, 2−k ∈ gk,i(W ). Since p ∈ W , 0 ∈ gk,i(W ). So, 0,2−k ∈⋃ f ∈U f (W )
for every U ∈ U and neighborhood W of p. It follows that v is not singleton-valued at p. By Lemma 18, v is at most
singleton-valued at p. Thus, v(p) = ∅.
Suppose Ak /∈ U for every k ∈ ω. Let U ∈ U and W be a neighborhood of p. There is an inﬁnite J ⊆ ω such that
A j ∩ U = ∅ for every j ∈ J . Let g j,n j ∈ A j ∩ U for every j ∈ J . There is a k ∈ ω such that Fk # W . Let j ∈ J such that
j > k. Since g−1j,n j (1) ∈ F j and F j  Fk , we have g−1j,n j (1) ∈ Fk . So, 1 ∈ g j,n j (W ). Since p ∈ W , we have 0 ∈ g j,n j (W ). So,
0,1 ∈⋃ f ∈U f (W ) for every U ∈ U and neighborhood W of p. It follows that v is not singleton-valued at p. Since v is at
most singleton-valued at p, v(p) = ∅.
By the preceding two paragraphs, if v ∈ cl1c (A) \ A, then v(p) = ∅.−
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U be an ultraﬁlter on ⋃β<α clβc− (A) such that t ∈ limc− U . If A ∈ U , then t ∈ cl1c− (A) \ A, in which case t(p) = ∅. So, we
may assume that A /∈ U . Let U ∈ U be such that U ∩ A = ∅. By the inductive hypothesis, u(p) = ∅ for every u ∈ U . So,
t(p) = ∅.
Thus, v(p) = ∅ for every v ∈ clT (c−)(A) \ A. The proof of CT (c+)(X,R) < CT (c−)(X,R) is now complete. 
Proof of Theorem 12(b). Let G0 and (Fn)∈ω\{0} be as deﬁned in the beginning of this section. For each k ∈ ω \ {0} let
f k(x) =
{∅ if x ∈ G0k ,
0 if x /∈ G0k .
Since adh(G0) = ∅, 0 ∈ limc− f k .
Fix k ∈ ω \ {0}. Let {Fkn: n ∈ ω} be a ⊆-decreasing base of zero sets for Fk . Without loss of generality, we may assume
that G00 ∩ Fk0 = ∅. There is a continuous function f k0 : X → [−1,0] such that G0k = ( f k0 )−1(0) and Fk0 = ( f k0 )−1(−1).
Suppose we have deﬁned functions f k0 , . . . , f
k
n ∈ C(X,R) so that the following conditions hold;
(c0) f kl (X) ⊆ [−1, l] for each 0 l n,
(c1) G0k = ( f kl )−1(l) for each 0 l n,
(c2) Fkl = ( f kl )−1(−1) for each 0 l n,
(c3) if 0 j < l n, then f kl (( f kj )−1([−1+ 2−l, j − 2−l])) = {0}.
We show how to construct f kn+1 ∈ C(X, [−1,n + 1]) so that (c0), (c1), (c2), and (c3) are preserved. Let E =⋂n
l=0( f kl )
−1([−1,−1 + 2−n−1) ∪ (l − 2−n−1, l]). Since E is a ﬁnite intersection of cozero sets, E is a cozero set. So, X \ E
is a zero set. By the condition (c2) and the assumption that the base of Fk is nested, we have that Fkn+1 ⊆ E . By the
condition (c1), we have G0k ⊆ E . So, Fkn+1, G0k , and X \ E are mutually pairwise disjoint. There is a continuous function
g : X → [0,n + 1] such that g((X \ E) ∪ Fkn+1) = {0} and G0k = g−1(n + 1). There is a continuous h : X → [−1,0] such that
h((X \ E) ∪ G0k ) = {0} and Fkn+1 = h−1(−1). Let f kn+1 = g + h. It is now easily checked that f k0 , . . . , f kn+1 satisfy (c0), (c1),
(c2), and (c3).
For each k ∈ ω \ {0} let Ak = { f kn : n ∈ ω}. Let A =
⋃
k∈ω\{0} Ak .
Since 0 /∈ A, to prove A is not closed in CT (c−)(X,R) it is enough to show that 0 ∈ clT (c−)(A). To show that 0 ∈ clT (c−)(A),
it is enough to verify that f k ∈ limc− f kn for every k ∈ ω \ {0}. Let k ∈ ω \ {0} and x ∈ X \ G0k . There is an n ∈ ω such that
x /∈ Fkn . By (c2) and (c1), there is a j > n large enough that x /∈ ( f kn )−1([−1,−1+ 2− j) ∪ (n − 2− j,n]). Let m > j. By (c3), we
have f km(( f
k
j )
−1([−1+ 2−m, j − 2−m])) = {0}. Since m > j > n, we have that ( f kj )−1([−1+ 2− j,n− 2− j]) is contained in the
interior of ( f kj )
−1([−1+ 2−m, j − 2−m]). So, there is an open neighborhood V of x such that f km(V ) = {0} for all m > j. Let
w ∈ G0k . Let U be an open neighborhood of f k(w) in P−(R). Since f k(w) = ∅ and the only open set in P−(R) containing ∅
is P−(R), f kn (v) ∈ U for all v ∈ X and n ∈ ω. Thus, f k ∈ limc− f kn .
We now show that A is closed in CT (c)(X,R). Let U be a free ultraﬁlter on A. By way of contradiction, assume there
is a g ∈ C(X,R) such that g ∈ limc(U). Suppose Ak ∈ U for some k ∈ ω \ {0}. Let x ∈ G0k . Pick n ∈ ω such that g(x) < n and
an open interval J ⊆ R such that g(x) ∈ J and n /∈ J . There is a U ∈ U and a neighborhood V of x such that f km(v) ∈ J for
every v ∈ V and f km ∈ U . Since U is free and Ak ∈ U there is an l > n such that f kl ∈ U . Now f kl (x) = l /∈ J a contradiction.
So, we may assume that Ak /∈ U for all k ∈ ω \ {0}. Let I be a neighborhood of g(p) with diameter 1/2. There is an open
neighborhood W of p and a U1 ∈ U such that h(w) ∈ I for all w ∈ W and h ∈ U1. There is a k ∈ ω \ {0} such that Fl # W
for all l k. Let l k be such that U1 ∩ Al = ∅. Let f ln ∈ U1 ∩ Al . Since f ln(F ln) = {−1} and W #Fl , −1 ∈ I . On the other hand,
since p ∈ W , 0 ∈ f ln(W ) ⊆ I , contradicting that the diameter of I is 1/2. So, A is a closed set in CT (c)(X,R). This completes
the proof that CT (c−)(X,R) < CT (c)(X,R). 
9. Proof of Theorem 14
Recall that a family of F of sets in a space X is locally ﬁnite provided that for every x ∈ X there is an open neighborhood
U of x such that U has nonempty intersection with at most ﬁnitely many elements of F .
Lemma 31. Let X be completely regular and Lindelöf. If {Zn: n ∈ ω} is a locally ﬁnite collection of zero sets, then⋃n∈ω Zn is a zero set.
Proof. Since X is completely regular, for every x ∈ X we can ﬁnd a cozero set Wx such that Wx is an open neighborhood of
x and Wx ∩ Zn = ∅ for at most ﬁnitely many n ∈ ω. Since X is Lindelöf, there exist {xn: n ∈ ω} such that X =⋃n∈ω Wxn . For
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⋃{Zk: Zk ∩ Wxn = ∅}) is a cozero set. Notice that X \ (⋃n∈ω Zn) =⋃n∈ω(Wxn \ (⋃{Zk: Zk ∩ Wxn = ∅})).
Since a countable union of cozero sets is a cozero set, X \ (⋃∈ω Zn) is a cozero set. Thus, ⋃n∈ω Zn is a zero set. 
Proof of Theorem 14. Let A ⊆ C(X,R) be closed in CT (c)(X,R) and ψ be an ordinal such that clψc+ (A) = clψ+1c+ (A).
Claim. For every β ψ :
(1β ) if f ∈ clβc+ (A), P ⊆ X is a cozero set, and M ⊆ X × R is a cozero (hence, Lindelöf ) set such that f |P is buried in M; then there is
a sequence (hi)i∈ω on A such that for every x ∈ P there is an open neighborhood W of x and an i ∈ ω such that⋃il hl|W ⊆ M.
Proof. Clearly, 1β is true when β = 0. Suppose 0< β and 1ζ holds for all ζ < β .
Let U be a ﬁlter on ⋃ζ<β clζc+ (A) and f ∈ limc+ U , M ⊆ X × R a cozero set, and P be a cozero subset of X such
that f |P is buried in M . For every x ∈ P there is an open neighborhood Wx ⊆ P of x and an open Nx ⊆ R such that
Wx × f (x) ⊆ Wx × Nx ⊆ M . Since f ∈ limc+ U , we may ﬁnd a cozero neighborhood Zx ⊆ Wx of x such that g(z) ⊆ Nx for
every z ∈ Zx and g ∈ Ux . Since P is Lindelöf, there exist {xi: i ∈ ω} such that P =⋃i∈ω Zxi . Deﬁne a sequence (gi)i∈ω by
picking gi ∈⋂ ji Ux j .
For every i ∈ ω deﬁne Pi =⋃ ji Zx j . Notice that Pi is cozero. Clearly, P =⋃i∈ω Pi .
Let k ∈ ω. Let x ∈ Pk . There is a j  k such that x ∈ Zx j . Since gk ∈ Ux j , gk(x) ⊆ Nxj . Notice that Zx j × Nxj ⊆ Wxj × Nxj ⊆
M . So, gk|Pk is buried in M .
Since gk ∈⋃ζ<β clζc+ (A) for each k ∈ ω, we may apply the inductive hypothesis to ﬁnd sequences (hkj) j∈ω on A such
that for every k ∈ ω and x ∈ Pk there is an open neighborhood W ⊆ Pk of x and an i ∈ ω such that ⋃il hkl |W ⊆ M . Let
H=∨l∈ω∧lk(hkj) j∈ω .
Let k, j ∈ ω. If {x ∈ P : {x} ×⋃ ji hki (x)  M} = ∅, then (hki )i∈ω is a sequence on A such that ⋃ ji hki |P ⊆ M . So, we
may assume that {x ∈ P : {x} ×⋃ ji hki (x)  M} = ∅ for every k, j ∈ ω. Let Fk be the ﬁlter generated by {{x ∈ P : {x} ×⋃
ji h
k
i (x)  M}: j ∈ ω}. Notice that Fk is countably based.
Let p ∈ P . There is an l ∈ ω such that p ∈ Pl . Let G ⊆ Pl be a neighborhood of p that is a zero-set.
Let k  l. For each i ∈ ω let Fi = {x ∈ X: (x,hki (x)) /∈ M}. Let T : X × R → R be a continuous function such that M =
T−1(R\{0}). Now S : X → R deﬁned by S(x) = T ((x,hki (x))) is a continuous function verifying that Fi is a zero-set. So, Fi ∩G
is a zero-set. Let z ∈ G . Since G ⊆ Pl ⊆ Pk , there is an open neighborhood W of z and a t ∈ ω such that ⋃ti hki |W ⊆ M . So,
Fi ∩ W = ∅ for at most ﬁnitely many i ∈ ω. Hence, {Fi ∩ G: j  i} is a locally ﬁnite collection of zero-sets on G for every
j ∈ ω. Since G is Lindelöf, ⋃ ji(Fi ∩ G) is a zero-set for every j ∈ ω, by Lemma 31. Thus, Fk ∨ G is a countably based ﬁlter
of zero-sets with empty adherence for every k l.
Since X is sequentially inaccessible, adh(G ∨ (∧klFk)) = ∅. Since p is in the interior of G , p /∈ adh(∧klFk). It follows
that there is a sequence ( jk)∞k=l on ω such that p /∈ cl(
⋃
lk{x ∈ P : {x}×
⋃
jki h
k
i (x)  M}). In other words, there is an open
set V p such that p ∈ V and ⋃lk⋃ jki hki |V p ⊆ M . Let Hp = {hki : l k and jk  i}. Notice Hp ∈H.
Since P is Lindelöf, there exist {pi ∈ P : i ∈ ω} such that P =⋃i∈ω V pi . Deﬁne a sequence (hi)i∈ω on A by picking
hi ∈⋂ ji Hp j . Let z ∈ P . There is a j ∈ ω such that z ∈ V p j . Let i  j. Since hi ∈ Hp j , hi |V p j ⊆ M . So, ⋃i j hi |V p j ⊆ M .
Thus, 1β holds. 
Let f ∈ clψc+ (A) ∩ C(X,R). For each n ∈ ω let Mn = {{x} × ( f (x) − 1/2n, f (x) + 1/2n): x ∈ X}. Let Tn : R → R be a
continuous function such that T−1n (0) = R \ (−1/2n,1/2n). Deﬁne Sn : X × R → R by Sn(x, r) = Tn( f (x) − r). Now, Sn is
continuous and S−1n (R \ {0}) = Mn . So, Mn is a cozero-set. It is easy to check that f is buried in Mn .
By (1ψ ), for each n ∈ ω there is a sequence (hni )i∈ω on A such that for every x ∈ X there is an open neighborhood W of
x and an in ∈ ω such that ⋃inl hnl |W ⊆ Mn . Let L=∨k∈ω∧kn(hnl )l∈ω . For each n, i ∈ ω let Fni = {x ∈ X: (x,hni (x)) /∈ Mn}.
Assume that for some inﬁnite Z ⊆ ω there is for every n ∈ Z a jn such that Fnjn = ∅. In this case, the sequence (hnjn )n∈Z
converges uniformly to f . So, f = limc(hnjn )n∈Z , which yields that f ∈ A. So, we may assume that there is an l ∈ ω such that
Fni = ∅ for all i ∈ ω and n l.
For each n l let Fn be the ﬁlter generated by {⋃ ji F ni : j ∈ ω}. Let n l and i ∈ ω. Deﬁne Rn : X ×R → R to be a con-
tinuous function such that Mn = R−1(R\ {0}). Now, Qn,i : X → R deﬁned by Qn,i(x) = Rn((x,hni (x))) is a continuous function
verifying that Fni is a zero-set. Let z ∈ X . There is an open neighborhood W of z and a t ∈ ω such that
⋃
ti h
n
i |W ⊆ Mn . So,
Fni ∩ W = ∅ for at most ﬁnitely many i ∈ ω. Hence, {Fni : j  i} is a locally ﬁnite collection of zero-sets for every j ∈ ω. By
Lemma 31,
⋃
ji F
n
i is a zero-set for every j ∈ ω. It is easily checked that the collection {
⋃
ji F
n
i : j ∈ ω} is locally ﬁnite,
which yields that adh(Fn) = ∅. Since X is sequentially inaccessible, adh(∧nlFn) = ∅.
Let x ∈ X and U be a neighborhood of f (x). By continuity, there is a k ∈ ω and a neighborhood W of x such that
( f (w) − 1/2k, f (w) + 1/2k) ⊆ U for all w ∈ W . Since adh(∧nlFn) = ∅, we may assume there is a sequence ( jn)nl such
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Thus, f ∈ limc L. Therefore, f ∈ A. 
10. The ﬁne Isbell topology
Lemma 32. Suppose C is a compact family on X and D ∈ C . The family CD = {C ∈ C: C ∩ D ∈ C} is compact.
Proof. It is easy to check that CD is closed under open supersets. Let F ∈ CD and U be an open cover of F . Clearly,
F ∩ D is covered by the collection of open sets U∗ = {D ∩ U : U ∈ U}. Since F ∩ D ∈ C , there is a ﬁnite V ⊆ U∗ such that⋃V ∈ C . For each V ∈ V let UV ∈ U be such that UV ∩ D = V . Now, D ∩ (⋃V∈V UV ) =⋃V∈V (D ∩UV ) =⋃V∈V V ∈ C . Thus,⋃
V∈V UV ∈ CD . 
We say a compact family C on a space Z is nowhere compactly generated provided that for every compact K ⊆ Z , there
is an open superset of K that is not contained in C .
Lemma 33. Suppose X is a regular dissonant space. There is a compact family C on X that is nowhere compactly generated.
Proof. Let C be a compact family on X that is not compactly generated. There is a C ∈ C that witnesses that C is not
compactly generated.
Let U be a cover of C by open sets such that cl(U ) ⊆ C for every U ∈ U . There is a ﬁnite subfamily U0 of U such that⋃U0 ∈ C . Let D =⋃U0. Notice cl(D) ⊆ C . By Lemma 32, CD is a compact family.
Let K ⊆ X be compact. Since cl(D) ∩ K ⊆ C , there is an open superset V of K ∩ cl(D) such that V /∈ C . Since V /∈ C and
CD ⊆ C , V /∈ CD . So, no subset of V ∩ D is an element of C . Let W = V ∪ (X \ cl(D)). Now, W is an open superset of K and
no subset of W ∩ D = V ∩ D is an element of CD . So, W /∈ CD . Thus, CD is nowhere compactly generated. 
Let Z be the topological sum of the irrational numbers with their usual topology and the countable sequential fan Sω .
In [7] it is shown that the irrationals are consonant and in [18] it is shown that Sω is consonant. Moreover, in [18] it is
shown that Z is not consonant. For the remainder of this section we will let X be a ﬁxed completely regular and dissonant
space such that X is the topological sum of two consonant spaces X1 and X2.
Lemma 34. If C is a compact family on X such that X1 ∈ C or X2 ∈ C , then C is not nowhere compactly generated.
Proof. Suppose X1 ∈ C . By Lemma 32, CX1 is a compact family. Notice that D = {C ∈ C: C ⊆ X1} is a compact family on X1.
Since X1 is consonant, there is a compact K ⊆ X1 such that every X1-open superset of K is contained in D.
Let U be an open superset of K in X . Since U ∩ X1 ∈D ⊆ C and C is compact, U ∈ C . Thus, C is not nowhere compactly
generated.
A similar argument applies to the case when X2 ∈ C . 
Lemma 35. There is a compact family C on X such that C # X1 , C # X2 , and C is nowhere compactly generated.
Proof. Since X is regular and dissonant there is a nowhere compactly generated C compact family on X , by Lemma 33. The
lemma now follows from Lemma 34. 
Lemma 36. If X is zero-dimensional, then Cis(X,D) < CT (c+)(X,D).
Proof. By Lemma 35, there is a compact family C on X such that C # X1, C # X2, and C is nowhere compactly generated.
Deﬁne g ∈ C(X,D) by g(X1) = {0} and g(X2) = {1}.
Let O = (X1 × {0}) ∪ (X2 × {1}). Clearly, g  O and O is open. Now, [C, O ] is open in CT (c+)(X,D) and g ∈ [C, O ].
By way of contradiction, assume that [C, O ] is open in Cis(X,D). There exist open subsets V1, . . . , Vn of D and compact
families E1, . . . ,En on X such that g ∈⋂ni=1[Ei, X × Vi] ⊆ [C, O ]. We may assume that Vi ∈ {{0}, {1}} for each i. Since
intersections of compact families are compact, we may assume that n = 2 and V1 = {0} and V2 = {1}. So, we can write
g ∈ [E1, X × {0}] ∩ [E2, X × {1}] ⊆ [C, O ].
Since g ∈ [E1, X × {0}], we have X1 = g−1({0}) ∈ E1. Similarly, X2 ∈ E2. By Lemma 34, there exist for each i ∈ {1,2}, a
compact Ki ⊆ Xi all of whose supersets are contained in Ei .
Let K = K1 ∪ K2 and U be an open superset of K . Since X is zero-dimensional and K is compact, there is a continuous
h ∈ C(X,D) and clopen sets U1 ⊆ X1 ∩ U and U2 ⊆ X2 ∩ U such that h(U1) = {0}, h(U2) = {1}, h(X1 \ U1) = {1}, and
h(X2 \U2) = {0}. Since K1 ⊆ h−1(0), h−1(0) ∈ E1. Similarly, h−1(1) ∈ E2. So, h ∈ [E1, X ×{0}]∩ [E2, X ×{1}] ⊆ [C, O ]. There is
a C ∈ C such that h|C ⊆ O . It follows from the deﬁnition of h and O that C = (C ∩ X1)∪ (C ∩ X2) ⊆ U1 ∪ U2 ⊆ U . So, U ∈ C .
Thus, every superset of K is contained C , which contradicts that C is nowhere compactly generated. 
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Proof. By Lemma 35, there is a compact family C on X such that C # X1, C # X2, and C is nowhere compactly generated.
Deﬁne g ∈ C(X,R) by g(X1) = {0} and g(X2) = {1}. Let O = (X1 × (−1/4,1/4)) ∪ (X2 × (3/4,5/4)). Notice that [C, O ] is
open in CT (c+)(X,R) and g ∈ [C, O ].
By way of contradiction, assume that [C, O ] is open in Cis(X,R). There exist open subsets V1, . . . , Vn of Y and com-
pact families E1, . . . ,En on X such that g ∈⋂ni=1[Ei, X × Vi] ⊆ [C, O ]. Without loss of generality, we may assume that[Ei, X × Vi] = C(X,R) for every i. So, we may assume that ∅ /∈ Ei for every i.
Let S be the collection of all i ∈ {1, . . . ,n} such that there is a compact Ki such that every open superset of Ki is in Ei
and g(Ki) ⊆ Vi . Let K 1i = X1 ∩ Ki and K 2i = X2 ∩ Ki . Let S1 be the collection of all i ∈ S such that K 1i = ∅ and S2 be deﬁned
similarly. Since {0} = g(K 1i ) ⊆ Vi for every i ∈ S1, there is an open neighborhood V S1 of 0 such that 0 ∈ V S1 ⊆ (
⋂
i∈S1 Vi).
Similarly, there is an open neighborhood V S2 of 1 such that 1 ∈ V S2 ⊆ (
⋂
i∈S2 Vi). Let KS1 =
⋃
i∈S1 K
1
i and KS2 =
⋃
i∈S2 K
2
i .
It can be checked that g ∈ [{KS1 }, X × V S1 ] ∩ [{KS2 }, X × V S2 ] ⊆ [Ei, X × Vi] for every i ∈ S .
Let T = {1, . . . ,n} \ S . For each i ∈ T we have that for every compact L either g(L)  V i or some open superset of L is not
contained in Ei . Since g ∈ [Ei, X × Vi], there is an E∗i ∈ Ei such that g(E∗i ) ⊆ Vi . Let O be a cover of E∗i by clopen subsets
of E∗i . Since Ei is compact, there exist O 1, . . . , Ol ∈O such that
⋃l
i=1 O i ∈ Ei . Letting Ei =
⋃l
i=1 O i , we have g(Ei) ⊆ Vi and
Ei is clopen.
Let i ∈ T . Assume there is a compact L such that all open supersets of L are elements of (Ei)Ei . Since (Ei)Ei ⊆ Ei ,
g(L)  Vi . Since g(Ei) ⊆ Vi , L  Ei . Let L1 = L ∩ Ei . Since g(L1) ⊆ Vi , there is an open superset W of L1 such that W /∈ Ei .
Now, W ∪ (X \ Ei) is an open superset of L such that Ei ∩ (W ∪ (X \ Ei)) /∈ Ei , a contradiction to our choice of L. Thus, (Ei)Ei
is nowhere compactly generated.
By Lemma 34 and the previous paragraph, Ei ∩ X1 = ∅ and Ei ∩ X2 = ∅ for every i ∈ T . Hence, 0,1 ∈ g(Ei) ⊆ Vi for every
i ∈ T .
Let VT be an open set such that 0,1 ∈ V T ⊆⋂i∈T V i . Let ET =⋂i∈T EEi . It can be checked that g ∈ [ET , X × VT ] ⊆[Ei, X × Vi] for every i ∈ T . We now have that g ∈ [ET , X × VT ] ∩ [{KS1 }, X × V S1 ] ∩ [{KS2 }, X × V S2 ] ⊆ [C, O ].
Since C is not compactly generated we can ﬁnd a closed and open set G such that KS1 ∪ KS2 ⊆ G and G /∈ C . Deﬁne
h : X → R so that h(G ∩ X1) = {0}, h(G ∩ X2) = {1}, h(X1 \ G) = {1}, and h(X2 \ G) = {0}. It is easily checked that h ∈
[ET , X × VT ] ∩ [{KS1 }, X × V S1 ] ∩ [{KS2 }, X × V S2 ]. However, h /∈ [C, O ], because C \ G = ∅ for every C ∈ C . 
11. Proof of Theorem 16
Let X be a space and p ∈ X be the only non-isolated point of X . By Corollary 5, Cis(X,R) CT (c+)(X,R). So, it remains
to show that CT (c+)(X,R) Cis(X,R).
Suppose A ⊆ C(X,R) is open in the ﬁne Isbell topology and let f ∈ A. There is an open set W ⊆ X × Y and a compact
family C on X such that f ∈ [C,W ] ⊆ A. Let C ∈ C be such that f |C  W .
Suppose there is a ﬁnite D ⊆ C such that D ∈ C . For each d ∈ D we can ﬁnd an d > 0 such that {d} × ( f (d) − d,
f (d)+ d) ⊆ W . Let Ed = [{{d}}, X × ( f (d)− d, f (d)+ d)] for each d ∈ D . Clearly, f ∈⋂d∈D Ed . Suppose g ∈⋂d∈D Ed . Since
g(d) ∈ ( f (d) − d, f (d) + d) and d isolated for every d ∈ D , g|D  W . So, g ∈ A. Thus, f ∈⋂d∈D Ed ⊆ A. We may now
assume that no ﬁnite subset of C is in C .
Assume that p /∈ C . Since every point in C is isolated, {{x}: x ∈ C} is an open cover of C . It follows that there is a ﬁnite
D ⊆ C such that D ∈ C , a contradiction to our assumptions about C .
Assume that p ∈ C . Let T p an open neighborhood of p and p > 0 be such that T p ⊆ C and f |T p ⊆ T p ×
( f (p)− p, f (p)+ p) ⊆ W . Now, {T p}∪ {{x}: x ∈ C \ T p} is an open cover of C . It follows that there exist x1, . . . , xn ∈ C \ T p
such that T p ∪{x1, . . . , xn} ∈ C . By Lemma 32, D = {C ∈ C: C∩(T p ∪{x1, . . . , xn}) ∈ C} is compact. Notice that we may assume
that D # T p . Otherwise, there would be an E ∈ C such that E ∩ T P = ∅ and E ∩ (T p ∪ {x1, . . . , xn}) ∈ C , which would imply
that {x1, . . . , xn} ∈ C , a contradiction to our assumptions about C . Since T p #D and T p is closed, one can check that the
collection F of all open supersets of sets of the form T p ∩ D , where D ∈D, is a compact family. For each 1 i  n let i > 0
be such that {xi}× ( f (xi)−i, f (xi)+i) ⊆ W . For each 1 i  n let Ei = [{{xi}}, X × ( f (xi)−i, f (xi)+i)]. Let Ep stand for
the set [F , X × ( f (p)− p, f (p)+ p)]. Clearly, f ∈ Ep ∩ (⋂ni=1 Ei). Suppose g ∈ Ep ∩ (⋂ni=1 Ei). There is an F ∈F such that
g(F ) ⊆ ( f (p)−p, f (p)+p). By the deﬁnition of F we may assume F ⊆ T p . So, g|F ⊆ T p × ( f (p)−p, f (x)+p) ⊆ W . So,
g|(F ∪{x1, . . . , xn})  W . There is a D ∈D such that F = D∩T p . Now, D∩(T p ∪{x1, . . . , xn}) ∈ C and D∩(T p ∪{x1, . . . , xn}) =
F ∪({x1, . . . , xn}∩D), yielding that F ∪{x1, . . . , xn} ∈ C . So, g ∈ A. Thus, f ∈ Ep ∩(⋂ni=1 Ei) ⊆ A. Hence, A is open in Cis(X,R).
12. Example 3
In [18, Lemma 6.1], it is shown that an uncountable sequential fan is not consonant. We reﬁne this argument to get a
countable, hence Lindelöf, space that is sequentially inaccessible and not consonant.
Let 2<ω be the collection of all ﬁnite strings of elements of set 2 = {0,1}. For each n ∈ ω let 2n be the set of elements of
2<ω that have length n. Given strings S1 and S2 we write S1  S2 provided that S2 extends S1, equivalently, S1 is an initial
segment of S2. We denote the empty string by ∅. Let {Aα: α ∈ ω1} be a collection of distinct maximal -increasing chains
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n ∈ ω. Let X = {∞}∪2<ω . Topologize X by making every point of 2<ω isolated and letting N (∞) =∧α∈ω1 (Aα,n)n∈ω be the
neighborhood ﬁlter of ∞. For the remainder of this section X will always stand for 2<ω ∪ {∞} with the topology described
in the previous sentence.
Proposition 38. ([18, Lemma 4.2]) If F and {Fn: n ∈ ω} are compact families of open sets in a space Y and F ∈Fn for every F ∈F
and almost all n ∈ ω, then F ∩ (⋂n∈ωFn) is a compact family.
Lemma 39. X is not consonant.
Proof. For each n ∈ ω deﬁne
Fn =
{
O ∈N (∞): card({α ∈ ω1: Aα,m ∈ O for everym n})> n}.
Keeping in mind that Fn ⊆N (∞), it is easily checked that Fn is a compact family for every n ∈ ω.
Let O ∈N (∞). For each α ∈ ω1, there is an nα ∈ ω such that Aα,m ∈ O for all m nα . Since ω1 is uncountable, there is
an n ∈ ω such that n = nα for all α in an uncountable Z ⊆ ω1. Now, Z ⊆ {α ∈ ω1: Aα,k ∈ O for every km} for every m n.
Thus, O ∈Fm for all m n. Since {Fn: n ∈ ω} and N (∞) satisfy the conditions of Proposition 38, G =N (∞) ∩ (⋂n∈ωFn)
is a compact family.
We now show that G is nowhere compactly generated. Let K ⊆ X be compact.
We claim that the set M = {α ∈ ω1: card(Aα ∩ K ) = ω} is ﬁnite. By way of contradiction, assume M is inﬁnite. Let
α0 ∈ M , n0 = 0, and β0 ∈ M \ {α0}. Since Aβ0 ∩ K is inﬁnite, there is a k0 > n0 such that Aβ0,k0 ∈ K and Aβ0,k0 = Aα0,k0 .
Suppose now that 0< l and we have constructed α0, . . . ,αl, β0, . . . , βl ∈ M , n0, . . . ,nl,k0, . . . ,kl ∈ ω such that:
(a) n0 < k0 < n1 < k1 < · · · < nl < kl ,
(b) Aαi ,ni  Aαi+1,ni+1 for all 0 i < l,
(c) the elements of the set {Aβ0,k0 , . . . , Aβl,kl } are mutually pairwise -incomparable,
(d) Aβi ,ki ∈ K for every 0 i  l,
(e) for each 0 i  l there are inﬁnitely many α ∈ M such that Aαi ,ni ∈ Aα , and
(f) Aβi ,ki = Aαi ,ki for all 0 i  l.
We show how to pick αl+1, βl+1, nl+1, and kl+1 so that (a)–(f) remain true with l + 1 replacing l. Let nl+1 > kl and P =
{Aα,nl+1 : α ∈ M and Aαl,nl ∈ Aα}. Since P is ﬁnite, there is, by (e), an αl+1 ∈ M so that Aαl+1,nl+1 ∈ P and there are inﬁnitely
many α ∈ M such that Aαl+1,nl+1 ∈ Aα . Since there are inﬁnitely many elements of M such that Aαl+1,nl+1 ∈ Aα , we can ﬁnd
a βl+1 ∈ M \ {αl+1} such that Aαl+1,nl+1 ∈ Aβl+1 . Since Aβl+1 ∩ K is inﬁnite, we can ﬁnd a kl+1 > nl+1 such that Aβl+1,kl+1 ∈ K
and Aβl+1,kl+1 = Aαl+1,kl+1 . All of the conditions of the induction for l + 1, except (c), are easily seen to be satisﬁed by our
choices. We check that the condition (c) is preserved. Suppose i  l. Since ki < kl+1, Aβl+1,kl+1  Aβi ,ki . Since Aβi ,ki = Aαi ,ki
and Aαi ,ki  Aαl+1,nl+1  Aβl+1,kl+1 , Aβi ,ki  Aβl+1,kl+1 . Thus, (c) holds and the induction is complete.
Let S = {Aβl,kl : l ∈ ω}. For each l ∈ ω let Zl = {ξ ∈ ω1: Aβl,kl ∈ Aξ }. Let Z =
⋃
l∈ω Zl . It follows from (c) that
U = {∞} ∪
(⋃
l∈ω
{Aξ,k: k > kl and ξ ∈ Zl}
)
∪
( ⋃
ξ∈ω1\Z
Aξ
)
is an open neighborhood of ∞ such that U ∩ S = ∅. So, S is an inﬁnite, closed, discrete subset of K , contradicting that K is
compact. Thus, M is ﬁnite.
Let j be the number of elements of M and K1 = (⋃α∈M Aα) ∪ {∞}. For each α ∈ ω1 \ M let iα be the smallest element
of ω such that Aα,iα /∈ K1 and iα  j. Notice that for any α ∈ ω1 \ M and k  iα , we have Aα,k /∈ K1. Let O = {Aα,k: α ∈
ω1 \ M and k > iα} ∪ K1. Notice that O is open and K ⊆ O . Let α ∈ ω1 \ M . By way of contradiction, assume Aα,iα ∈ O . In
this case, there is a β ∈ ω1 such that Aα,iα = Aβ,iα . Since Aα,iα /∈ K1, β /∈ M . So, we have that β /∈ M and iα > iβ . Since
iα > iβ , Aα,iβ = Aβ,iβ . So, Aα,iβ /∈ K1. Since iβ  j and Aα,iβ /∈ K1, iα  iβ , which gives a contradiction. Thus, Aα,iα /∈ O for
all α ∈ ω1 \M . Since iα  j for every α ∈ ω1 \M , we have card({α ∈ ω1: Aα,m ∈ O for every m j}) j. So, O /∈F j . Hence,
O /∈ G . Thus, G is nowhere compactly generated. 
Lemma 40. If ω1 < b, then X is sequentially inaccessible.
Proof. Let (Ck)k∈ω be a countable collection of countably based z-ﬁlters such that adh(Ck) = ∅ for every k. Since every point
of X \ {∞} is isolated, we only need to check that ∞ /∈ adh(∧k∈ω Ck). For each k ∈ ω, let {Ckn: n ∈ ω} be a ⊆-decreasing
base of zero sets for Ck . Without loss of generality, we may assume that ∞ /∈ Ck0 for every k ∈ ω. For each α ∈ ω1 deﬁne
fα : ω → ω so that fα(k) is the smallest element n of ω such that Ckn ∩ Aα = ∅. Notice that fα is a well-deﬁned function,
since adh(Ck) = ∅. Since ω1 < b, there is a g : ω → ω such that fα <∗ g for every α ∈ ω1. Let C =⋃k∈ω Ck . Clearly,g(k)
F. Jordan / Topology and its Applications 157 (2010) 336–351 351C ∈∧k∈ω Ck . Let α ∈ ω1. There is an lα ∈ ω such that fα(k) < g(k) for all k  lα . By the deﬁnition of fα , Ckg(k) ∩ Aα = ∅
for all k  lα . Since ∞ /∈ Ckl for every l < lα , C ∩ Aα is ﬁnite. Since C ∩ Aα is ﬁnite for every α ∈ ω1, ∞ /∈ cl(C). Thus,
∞ /∈ adh(∧k∈ω Ck). Therefore, f is sequentially inaccessible. 
By Theorem 14, CT (c+)(X,R) = CT (c)(X,R). Since X is a prime space, by Theorem 16, CT (c+)(X,R) = Cis(X,R). So,
Cis(X,R) = CT (c)(X,R), which is to say X is R-concordant. Since X is not consonant, X is not R-harmonic, by [17, Proposi-
tion 4.17] or [8, Theorem 4.4].
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