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Resumen
El aprendizaje de conceptos a partir de ejemplos es una tarea muy compleja. Dentro del a´rea de
la Programacio´n en Lo´gica Inductiva se han desarrollado diversas propuestas para afrontar tal prob-
lema utilizando paradigmas tradicionales de programacio´n en lo´gica. En este trabajo se propone la
utilizacio´n de Programacio´n en Lo´gica Rebatible como herramienta de representacio´n de conocimien-
to y razonamiento no mono´tono a partir de la cual desarrollar aprendizaje inductivo de conceptos.
La Programacio´n en Lo´gica Rebatible como herramienta de razonamiento no mono´tono, ofrece una
mayor flexibilidad al momento de sintetizar definiciones que modelen los conceptos que son objeto de
aprendizaje.
1 Programacio´n en Lo´gica Rebatible
La Programacio´n en Lo´gica Rebatible (plr) combina programacio´n en lo´gica con argumentacio´n
rebatible. La plr permite la representacio´n de conocimiento a trave´s de reglas estrictas y reglas
rebatibles. Las reglas rebatibles, representan informacio´n de´bil o tentativa. Una regla rebatible
de la forma A —≺ B. es utilizada en la pra´ctica para representar conocimiento rebatible. Esto
es, conocimiento que puede considerarse va´lido solo si no hay razones fundadas para considerar
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lo contrario. Por ejemplo, ¬ vuela —≺ mamı´fero.. Las reglas estrictas, por otro lado, son de la
forma X ← Y y representan informacio´n no rebatible, como por ejemplo ceta´ceo← delf´ın.
Un programa lo´gico rebatible (p.l.r) P es un par (Π,∆), donde Π es el conjunto de informa-
cio´n no rebatible representada por reglas estrictas y hechos lo´gicos, mientras que ∆ representa
el conocimiento rebatible a trave´s de un conjunto de reglas rebatibles. La plr ofrece un pro-
cedimiento de justiﬁcacio´n que implementa un ana´lisis diale´ctico evaluando argumentos a favor
y en contra de aquellas piezas de conocimiento bajo discusio´n. De esta forma un literal L
se dice que estara´ garantizado si existe un argumento para L que no puede ser derrotado en
forma efectiva. En la plr un argumento A para un literal p, denotado 〈A, p〉, es un conjunto
minimal de reglas rebatibles consistente con el conocimiento estricto disponible (reglas estric-
tas y hechos) y que junto a este permite obtener una derivacio´n para p. En este caso se dice
que el argumento A soporta al literal p. Cualquier argumento formado u´nicamente por reglas
rebatibles utilizadas en un argumento A se denomina subargumento de A.
El ana´lisis dia´lectico utilizado en la plr considera todos los posibles argumentos en contra
del argumento A que soporta p. Si existe algu´n argumento B que esta´ en contra del argumento
A, y es lo suﬁcientemente bueno, se dice que el argumento B derrota al argumento A. Pero a
su vez, si este argumento B es derrotado por un tercer argumento, el argumento A prevalecera´.
El ana´lisis diale´ctico considerara´ entonces todos los derrotadores de A y luego los derrotadores
de estos u´ltimos y continuara´ con este procedimiento hasta determinar efectivamente si A
prevalece o no. Para realizar este ana´lisis se deﬁne la nocio´n de ataque entre argumentos. Se
dice que un argumento 〈B, q〉 ataca a un argumento 〈A, p〉, si existe un subargumento de A,
〈C, r〉, y se sabe que {q, r} es inconsistente con el conocimiento estricto disponible. Dicho de
otra forma, B soporta un literal (q) que va en contra de un literal (r) utilizado en la formacio´n
del argumento A. La nocio´n de ataque no es suﬁciente para determinar una relacio´n de derrota
entre argumentos. Es necesario tener un criterio de preferencia entre argumentos. Con estas
dos nociones, ataque y preferencia entre argumentos se deﬁne la nocio´n de derrota. Entonces, si
existe un argumento A que es atacado en alguno de sus subargumentos Asub por un argumento
B y de acuerdo al criterio utilizado B es preferido a Asub, se dice que B es un derrotador propio
de A. En caso que ninguno de los argumentos considerados, Asub y B, sea preferido por sobre el
otro, se dice que B bloquea a A y es un derrotador por bloqueo. En la plr se utiliza especificidad
[GS03] como criterio de comparacio´n entre argumentos. Intuitivamente, este criterio favorece a
aquellos argumentos que utilizan mayor informacio´n del dominio y utilizan menos reglas. Dicho
de otra forma, se preﬁeren aquellos argumentos que son ma´s precisos y concisos.
2 Aprendizaje y PLR
Dentro del a´rea de la Programacio´n en Lo´gica Inductiva (ilp) se han desarrollado diversas
te´cnicas y me´todos de s´ıntesis de programas lo´gicos que sirvan como deﬁnicio´n de uno o ma´s
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conceptos. Esta s´ıntesis es guiada por un conjunto de observaciones que son ejemplos de instan-
cias del concepto que se desea aprender. En general, cuando se desarrollan tareas de aprendizaje
a partir de ejemplos suelen utilizarse dos clases de ejemplos. Por un lado se utilizan ejemplos
u observaciones positivas y por otro lado se utilizan ejemplos negativos. Las observaciones
clasiﬁcadas como positivas son instancias ciertas del concepto que se desea aprender mientras
que aquellas observaciones clasiﬁcadas como negativas describen instancias que no pertenecen
a ese concepto. Las observaciones positivas sirven para obtener informacio´n acerca de las
propiedades que cumplen los objetos pertenecientes al concepto mientras que las observaciones
negativas sirven para identiﬁcar propiedades que no debieran cumplirse en instancias del con-
cepto. Tradicionalmente las observaciones se dividen en dos conjuntos disjuntos, un conjunto
de observaciones positivas y un conjunto de observaciones negativas. Por ejemplo, los sigu-
ientes conjuntos de observaciones positivas (O+) y negativas (O−) podr´ıan ser utilizados en el
problema de aprender el concepto “par”:
O+ = { par(2)., par(4)., par(8). }
O− = { par(1)., par(7)., par(5). }
En el contexto de la plr, no consideraremos expl´ıcitamente la separacio´n entre observa-
ciones positivas y negativas. Al contar con la posibilidad de representar informacio´n negativa
expl´ıcitamente a trave´s de literales negativos, esta distincio´n, en principio, no es necesaria. De
esta forma, para ese mismo problema se puede considerar el siguiente conjunto uniﬁcado de
observaciones:
O = { ¬ par(1)., par(2)., par(4)., ¬ par(5)., ¬ par(7)., par(8). }.
El objetivo, como en toda propuesta de aprendizaje a partir de ejemplos, sigue siendo el
mismo. Encontrar una deﬁnicio´n adecuada, en el lenguaje de representacio´n utilizado, que
modele el concepto descripto por un conjunto de observaciones.
2.1 El problema del aprendizaje en el marco de la PLR
El problema del aprendizaje a partir de ejemplos puede plantearse en el marco de la plr.
En este escenario, todo concepto C que pueda ser objeto de aprendizaje, es convenientemente
modelado por reglas rebatibles cuya cabeza sera´, un literal positivo c(x1, . . . , xn) o un literal
negativo ¬ c(x1, . . . , xn). En cada caso c es un a´tomo predicativo n ario del lenguaje utilizado
para representar el concepto real C.
Consideraremos una deﬁnicio´n del problema de aprendizaje a trave´s de ejemplos en el marco
de la plr. En este caso el problema de aprendizaje puede deﬁnirse de la siguiente manera:
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Definicio´n 2.1: Problema de aprendizaje en el marco plr
Dados:
- un programa lo´gico rebatible BC = (Π,∆)
- un conjunto de observaciones O
- un espacio de hipo´tesis H
Encontrar:
- un conjunto de reglas rebatibles S ∈ H, tal que ∀o ∈ O, se veriﬁque que el p.l.r (Π,∆∪S)
cubra o

Una instancia particular del problema de aprendizaje de conceptos en el marco plr lo no-
taremos con una tupla 〈Π,∆,H,O〉. El programa lo´gico rebatible BC representa el conocimiento
previo disponible, ya sea conocimiento estricto (Π) o rebatible (∆). El conjunto de observa-
ciones O es un conjunto de hechos (informacio´n no rebatible) que hacen referencia u´nicamente
al concepto que se desea aprender. Asumimos que O ∪ Π es no contradictorio. El espacio de
hipo´tesis H determina que´ reglas rebatibles pueden utilizarse para conformar la deﬁnicio´n del
concepto que se desea aprender, de esta forma se restringe el tipo de deﬁniciones que pueden
considerarse. Por esa razo´n el resultado del aprendizaje, el conjunto de reglas rebatibles S, sera´
un elemento de este espacio de hipo´tesis. La condicio´n “ (Π,∆ ∪ S) cubra o” quiere signiﬁcar
que la deﬁnicio´n hallada deber servir, junto con el conocimiento previo, para sancionar cada
una de las observaciones consideradas. Dicho de otra forma, cada una de las observaciones debe
ser una consecuencia, una conclusio´n va´lida, del programa lo´gico rebatible (Π,∆ ∪ S).
Como el formalismo de representacio´n de conocimiento y razonamiento utilizado es la plr
consideraremos que un p.l.r cubre un literal si este literal esta´ garantizado [GS03] por dicho
programa.
Ejemplo 2.1:
Considere la siguiente instancia del problema de aprendizaje, 〈Π1,∆1,H1,O1〉.
• BC1= (Π1, ∆1) representa el conocimiento previo, donde:
Π1= {gato(reimundo)., perro(topper)., canario(crispı´n).}
∆1= {mascota(X) —≺ perro(X)., mascota(X) —≺ gato(X).}
• El espacio de hipo´tesis H1 esta´ determinado por aquellas reglas rebatibles que pueden
formarse utilizando los literales y te´rminos en la base de conocimiento previo BC1=(Π1,∆1)
y en el conjunto de observaciones O1.
• O1= { mimoso(topper)., ¬ mimoso(crispı´n)., mimoso(reimundo). }
El conjunto de observaciones O1 indica que el concepto que se desea aprender es “mimoso”.
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Luego, una solucio´n al problema 〈Π1,∆1,H1,O1〉 es:
S1 = {mimoso(X) —≺ mascota(X).,¬ mimoso(X) —≺ canario(X).}

En el ejemplo anterior se puede observar que el conjunto obtenido, S1, cumple con las
condiciones buscadas pues todas las observaciones son cubiertas (garantizadas) por el programa
lo´gico rebatible (Π2,∆2 ∪ S1). Decimos que S1 es una deﬁnicio´n rebatible completa para el
concepto “mimoso”.
Definicio´n 2.2: Definicio´n rebatible para el concepto C
Llamaremos deﬁnicio´n rebatible para un concepto C a cualquier conjunto de reglas rebatibles
cuyas cabezas son de la forma c(x1, . . . , xn) o ¬ c(x1, . . . , xn), donde c es el a´tomo predicativo
del lenguaje utilizado para representar el concepto C. 
Definicio´n 2.3: Completitud
Dado un problema de aprendizaje 〈Π,∆,H,O〉,
• decimos que la deﬁnicio´n C ∈ H es incompleta si: ∃o ∈ O tal que o no esta´ garantizado
por el p.l.r (Π,∆ ∪ C)
• decimos que la deﬁnicio´n C ∈ H es completa si: ∀o ∈ O se veriﬁca que o esta´ garantizado
por el p.l.r (Π,∆ ∪ C)

Definicio´n 2.4: Conflicto
Dado un problema de aprendizaje 〈Π,∆,H,O〉, decimos que existe un conﬂicto entre una
deﬁnicio´n C ∈ H y el conjunto de observaciones O si:
• o esta´ garantizado por el p.l.r (Π,∆ ∪ C) y o ∈ O,
Con o denotamos al complemento del literal o. 
Obse´rvese que si una deﬁnicio´n rebatible es conﬂictiva tambie´n es incompleta. Dicho de
otra forma, si una deﬁnicio´n rebatible es completa no es conﬂictiva.
Definicio´n 2.5: Clasificacio´n de observaciones
Dado un problema de aprendizaje 〈Π,∆,H,O〉 y una deﬁnicio´n rebatible C ∈ H, el conjunto
de observaciones O = Of ∪ Ook ∪Oc, donde:
• Of = {o ∈ O: (Π,∆ ∪ C) no garantiza o }
• Ook = {o ∈ O: (Π,∆ ∪ C) garantiza o }
• Oc = {o ∈ O: (Π,∆ ∪ C) garantiza o }
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En la deﬁnicio´n anterior, el conjunto Of representa el conjunto de observaciones que no son
cubiertas por la deﬁnicio´n C. El conjunto Ook representa las observaciones que son cubiertas
correctamente. Por u´ltimo, Oc es el conjunto de observaciones que presentan conﬂicto con la
deﬁnicio´n C, decimos que son observaciones cubiertas en forma erro´nea. Obse´rvese que Oc ⊆
Of .
El pro´ximo ejemplo ilustra los te´rminos introducidos en las deﬁniciones anteriores.
Ejemplo 2.2: 1
Considere la siguiente instancia del problema de aprendizaje, 〈Π2,∆2,H2,O2〉.
• Π2 = { paloma(pio)., paloma(pepe)., gallina(tina)., gallina(turu).,
bebe´(pepe)., pingu¨ino(tweety)., asustada(tina).
pa´jaro(X)← paloma(X)., pa´jaro(X)← gallina(X).,
pa´jaro(X)← pingu¨ino(X)., ¬ vuela(X) ← pingu¨ino(X). }
• ∆2 = ∅
• O2 = { vuela(tina), vuela(pio), vuela(turu), ¬ vuela(tweety), ¬ vuela(pepe) }
• H2 deﬁnido por las reglas rebatibles que pueden formarse utilizando los literales y te´rminos
en BC2=(Π2,∆2) y O2.
La deﬁnicio´n C1 = {vuela(X) —≺ pa´jaro(X).}, genera un conﬂicto ya que el literal “vuela(pepe)”
esta´ garantizado por (Π2,∆2∪C1) pero “¬ vuela(pepe)” ∈O2. Dicho de otra forma, “¬ vuela(pepe)”
∈ Oc. Por otro lado, hay que observar que la deﬁnicio´n C1 permite obtener una derivacio´n re-
batible [GS03] para “vuela(tweety)”, esto no genera conﬂicto alguno debido a que si bien existe
tal derivacio´n, el literal “vuela(tweety)” no esta´ garantizado por (Π2,∆2 ∪ C1).
De igual forma, la deﬁnicio´n C2 = {¬ vuela(X) —≺ gallina(X).} genera un conﬂicto pues el
literal “¬ vuela(turu)” esta´ garantizado por (Π2,∆2 ∪C2) mientras “vuela(turu)” ∈ O2. Esto
es, “vuela(turu)” ∈ Oc
Por otro lado la deﬁnicio´n C3 es completa (O2 = Ook) y por lo tanto no genera ningu´n conﬂicto:
C3 = { vuela(X) —≺ pa´jaro(X)., ¬ vuela(X) —≺ gallina(X)., vuela(X) —≺ paloma(X).,
¬ vuela(X) —≺ paloma(X), bebe´(X)., vuela(X) —≺ gallina(X), asustada(X). }.

La solucio´n a una instancia del problema de aprendizaje consiste en hallar un conjunto de
reglas rebatibles que permita junto con el conocimiento previo garantizar las observaciones.
Existen diversas propuestas en el a´rea de ilp [MR94, NCd97, Bra90] para afrontar el problema
de generar una deﬁnicio´n adecuada del concepto en cuestio´n. En el marco de la plr tambie´n
se pueden deﬁnir mecanismos para generar una deﬁnicio´n. En la siguiente seccio´n se analiza el
1Ejemplo adaptado de [GS03]
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problema de la generacio´n de deﬁniciones rebatibles para afrontar el problema de aprendizaje
en el marco plr.
2.2 Aprendizaje Top Down de reglas rebatibles
Se propone que el aprendizaje (generacio´n) de reglas rebatibles siga un esquema top down.
Dada una instancia particular del problema de aprendizaje es necesario generar un conjunto de
reglas rebatibles que sirva como deﬁnicio´n del concepto que se desea aprender.
La tarea de aprendizaje comienza considerando una deﬁnicio´n general. Esta deﬁnicio´n
estara´ formada por una u´nica regla rebatible lo ma´s general posible. A partir de la regla
inicial que se haya seleccionado, se procede con un mecanismo de ajuste o reﬁnamiento el cual
ﬁnaliza cuando las observaciones suministradas son cubiertas correctamente por el conjunto de
reglas generadas. El proceso acaba cuando se obtiene una deﬁnicio´n completa. Si se presenta
algu´n conﬂicto entre la deﬁnicio´n actualmente considerada y el conjunto de observaciones, la
deﬁnicio´n actual debe ser reﬁnada. El objetivo en cada paso de reﬁnamiento es eliminar tantos
conﬂictos como sea posible para conducir el proceso de aprendizaje hacia la obtencio´n de una
deﬁnicio´n completa.
La naturaleza no mono´tona de la plr permite que el conjunto de literales sancionados pueda
variar fa´cilmente con la modiﬁcacio´n del conjunto de reglas rebatibles. Por eso, el proceso de
reﬁnamiento se basa en la modiﬁcacio´n del conjunto de reglas rebatibles que conforman la
deﬁnicio´n actual. Este reﬁnamiento consistira´, en la mayor´ıa de los casos, en el agregado de
una o ma´s reglas rebatibles a la deﬁnicio´n actual. La nuevas reglas que pasan a formar parte de
la deﬁnicio´n se originan a partir de alguna de las reglas ya presentes en la deﬁnicio´n actual. Los
conﬂictos son los que determinan el paso de especializacio´n a realizar. Se debe analizar para
cada elemento de Oc, que´ argumentos permiten que los complementos de estas observaciones
sean garantizados. De esta forma se pueden identiﬁcar cua´les son las reglas rebatibles, dentro
de la deﬁnicio´n actual, que permiten garantizar (cubrir) el complemento de una observacio´n.
A partir de estas reglas se generara´n las nuevas reglas rebatibles que pasara´n a formar parte de
la deﬁnicio´n.
Son diversas las modiﬁcaciones que pueden realizarse en cada paso de reﬁnamiento. Estas
modiﬁcaciones dependen de las observaciones y las reglas rebatibles que se consideren en cada
momento. Se analizan a continuacio´n diversas situaciones y heur´ısticas que pueden utilizarse
al momento de seleccionar un reﬁnamiento de la deﬁnicio´n actual.
Heur´ıstica 1 : Cubrimiento erro´neo
Si una de las reglas rebatibles pertenecientes a la deﬁnicio´n actual permite garantizar u´nica-
mente observaciones en forma erro´nea se puede incluir a la deﬁnicio´n la regla obtenida de negar
su consecuente.
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Por ejemplo, dado el problema 〈∅, ∅,H,O〉. Si O={p(a).,p(b).} C = { ¬ p(X) —≺ .} es la
deﬁnicio´n actual, se genera la nueva deﬁnicio´n C’ = { p(X) —≺ ., ¬ p(X) —≺ .}
Heur´ıstica 2 : Bloqueo Mutuo
Supongamos que considerando un problema 〈Π,∆,H,O〉 y una deﬁnicio´n actual C, existen
dos argumentos A y B incluidos en ∆ ∪ C que se bloquean mutuamente y que soportan o y −o
respectivamente. Se sabe adema´s que o ∈ O. En este caso, se puede eliminar la regla principal
del argumento B para permitir que el argumento A que soporta o se convierta en un argumento
que garantice o (esto u´nicamente si no existen otros derrotadores de A). Obse´rvese que si B
era garant´ıa de alguna observacio´n, esta garant´ıa ya no se mantiene con la eliminacio´n de B.
Por ejemplo, dado el problema 〈Π, ∅,H,O〉. Si Π = { r(a), r(b), s(a) }, el conjunto de obser-
vaciones es O = { p(a)., ¬ p(b) } y C = { ¬ p(X) —≺ r(X)., p(X) —≺ s(X). } es la deﬁnicio´n
actual, el argumento A = { p(X) —≺ s(X).} soporta el literal “p(a)” mientras que el argumento
B = { ¬ p(X) —≺ r(X). } soporta el literal “¬ p(a)”. No obstante, ninguno de estos dos literales
esta´ garantizado. Eliminando de la deﬁnicio´n actual la regla que conforma el argumento B se
puede obtener la deﬁnicio´n C’= { p(X) —≺ s(X). } que garantiza el literal “p(a)”, pero hay
que notar que se pierde la garant´ıa sobre el literal “¬ p(b)” que aportaba C.
Heur´ıstica 3 : Especializacio´n de contra-argumentos
Supongamos que la deﬁnicio´n actual permite la formacio´n de algu´n argumento que garantice
un literal p con
−
p∈ Oc. Supongamos tambie´n que A es el argumento ma´s espec´ıﬁco que
garantiza p, y B es el u´nico argumento que garantiza una observacio´n q ∈ O, veriﬁca´ndose
adema´s que A —≺ B1, . . . , Bn. es la regla principal en A y B. En este caso no ser´ıa conveniente
eliminar esa regla de la deﬁnicio´n actual. Ser´ıa conveniente solucionar el conﬂicto causado por
la observacio´n
−
p sin perder la garant´ıa sobre q. Para ello se puede generar una regla de la forma
¬ A —≺ B1, . . . , Bn, E. que sirva en la formacio´n de un argumento para
−
p. La especializacio´n
v´ıa el literal E debe ser guiada por la observacio´n
−
p para no generar un argumento que derrote
al argumento que utiliza A —≺ B1, . . . , Bn. para soportar q puesto que esta u´ltima modiﬁcacio´n
generara´ posiblemente un argumento ma´s espec´ıﬁco que el original.
Por ejemplo, dado el problema 〈Π, ∅,H,O〉. Si Π = { g(a), g(b), s(a)}, O= { v(a), ¬ v(b)}
y la deﬁnicio´n actual es C = { ¬ v(X) —≺ g(X). } aplicando esta heur´ıstica puede obtenerse
una nueva deﬁnicio´n C’ = { ¬ v(X) —≺ g(X)., v(X) —≺ g(X), s(X). } que garantiza ambas
observaciones.
Heur´ıstica 4 : Unfolding
Supongamos que existe una regla rebatible en la deﬁnicio´n actual que permite formar argu-
mentos que garantizan observaciones correctas y erro´neas. La aplicacio´n de unfolding permite
separar el conocimiento utilizado para soportar cada tipo de observaciones.
Por ejemplo, dado el problema 〈Π, ∅,H,O〉. Si Π = {p(X) ← g(X), p(X) ← t(X), g(a), g(b),
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t(c)}, O= { ¬ v(a), ¬ v(b), v(c) } y la deﬁnicio´n actual es C = { v(X) —≺ p(X). }. La u´nica
regla de la deﬁnicio´n permite cubrir algunas observaciones en forma correcta y otras en forma
incorrecta. Por aplicacio´n de unfolding se puede obtener la deﬁnicio´n C’ = { v(X) —≺ p(X).,
v(X) —≺ t(X)., v(X) —≺ g(X). }. De esta forma se obtienen nuevas reglas que soportan solo
observaciones en forma correcta o solo observaciones en forma erro´nea, facilitando posteriores
pasos de reﬁnamiento.
En la siguiente seccio´n se analiza una instancia del problema de aprendizaje en el marco de
la plr y se muestra co´mo pueden utilizarse algunas de estas heur´ısticas.
3 Un ejemplo: buy stock
El siguiente ejemplo 2 ilustra co´mo puede llevarse a cabo la tarea de aprendizaje en el marco
de la plr. Conside´rese el problema de aprendizaje 〈Π,∆,H,O〉, donde:
• Π = { strong(steel)., closing(faber)., in fusion(tnt, faber)., in fusion(acme, steel).,
good price (acme)., good price (tnt)., ¬ good price (faber)., ¬ good price (red).,
¬ good price (green). }
• ∆ ={ risky company(C) —≺ in fusion(C,D)., risky company(C) —≺ closing(C).,
¬ risky company(C) —≺ in fusion(C,D), strong(D). }
• H determinado por las reglas rebatibles que pueden formarse utilizando los literales y
te´rminos en BC=(Π,∆) y O.
• O= { buy stock(acme)., ¬ buy stock(faber)., ¬ buy stock(tnt). }
De acuerdo al conjunto de observaciones, el concepto que se desea aprender es “buy stock”.
Ya que el mecanismo de aprendizaje propuesto sigue una l´ınea top down, se propone como
primera deﬁnicio´n rebatible aquella conformada por una u´nica regla rebatible que sea lo suﬁ-
cientemente general. Por esto, la primera deﬁnicio´n considerada es C1={buy stock(X) —≺ .}.
Cabe destacar, que como las deﬁniciones consideradas son conjuntos de reglas rebatibles, en
el caso de C1, la regla que lo conforma es una regla rebatible sin cuerpo. Este tipo de reglas
rebatibles son conocidas como “presunciones” [GS03].
La deﬁnicio´n C1= {buy stock(X) —≺ .} particiona el conjunto de observaciones de la sigu-
iente forma:
- Of = { ¬ buy stock (faber)., ¬ buy stock (tnt). }
- Ook = { buy stock (acme). }
- Oc = {¬ buy stock (faber)., ¬ buy stock(tnt). }
2 Ejemplo adaptado de [GS03]
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Es necesario reﬁnar C1 con el objetivo de eliminar los conﬂictos existentes. Se puede aplicar
la heur´ıstica 3 y para ello se necesita una propiedad (literal) que permita reﬁnar el cuerpo de
la regla que forma la deﬁnicio´n actual. Informalmente decimos que una propiedad es simple si
representa un atributo y se deﬁne en forma expl´ıcita, por ejemplo “good price”. Por otro lado,
consideramos que una propiedad es derivada, si se deﬁne en te´rmino de otras propiedades o
atributos, por ejemplo “risky”.
Un simple ana´lisis muestra que no pueden utilizarse propiedades simples para eliminar los
conﬂictos presentes. Por eso se utiliza la propiedad “risky”. Esta propiedad permite separar
las observaciones cubiertas correctamente, Ook, de aquellas que esta´n siendo cubiertas en forma
erro´nea, Oc. Pues “risky company(X)” se veriﬁca si X es faber o si X es tnt. Por el contrario,
no se veriﬁca si X es acme. Entonces, utilizando la regla “buy stock(X) —≺ .”, y la propiedad
“risky”, se genera la nueva regla “¬ buy stock(X) —≺ risky company(X).”. As´ı se obtiene una
deﬁnicio´n completa:
C2 = {buy stock(X) —≺ ., ¬ buy stock(X) —≺ risky(X).}.
veriﬁcando Ook = O y Of = Oc = ∅.
Obse´rvese que si se hubiese elegido como primera deﬁnicio´n el conjunto { ¬ buy stock(X) —≺ .},
siguiendo un proceso similar al anterior se hubiera obtenido una solucio´n diferente al mismo
problema:
{¬ buy stock(X) —≺ ., buy stock(X) —≺ ¬ risky company(X).}.
Consideremos ahora una nueva instancia del problema de aprendizaje, 〈Π,∆ ∪ C2,H,O′〉,
donde se consideran nuevas observaciones; O′ = { ¬ buy stock(red)., buy(green)}.
Debido a que el conocimiento actual, BC’ = (Π,∆ ∪ C2), tiene un conjunto de reglas que
sirve de deﬁnicio´n para el concepto “buy stock”, se analiza primero si existe conﬂicto entre las
nuevas observaciones y la deﬁnicio´n actual.
El literal “buy stock(red)” esta´ garantizado por BC’ por lo tanto es necesario modiﬁcar
la deﬁnicio´n del concepto “buy stock”. El conjunto de reglas que sirve de deﬁnicio´n actual
es C2, y el u´nico argumento que garantiza “buy stock(red)” es el formado por la regla regla
“¬ buy stock(X) —≺ .”. Es necesario entonces obtener una regla rebatible que soporte y garan-
tice correctamente la observacio´n eliminando el argumento que garantiza su complemento. La
propiedad utilizada para esto es “good price”, ya que esta propiedad permite solucionar el con-
ﬂicto en forma completa. La nueva regla rebatible sera´ “¬ buy stock(X) —≺ ¬ good price(X).”.
As´ı el conjunto C3 = C2 ∪ {¬ buy stock(X) —≺ ¬ good price(X).} forma una deﬁnicio´n com-
pleta para el concepto “buy stock”.
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4 Conclusiones
En este trabajo se presenta la utilizacio´n de Programacio´n en Lo´gica Rebatible como her-
ramienta de representacio´n de conocimiento y razonamiento no mono´tono a partir de la cual
desarrollar aprendizaje inductivo de conceptos. La naturaleza no mono´tona de la plr permite
que el conjunto de literales sancionados pueda variar fa´cilmente con la modiﬁcacio´n del conjunto
de reglas rebatibles. Esto, junto con la propuesta de representar deﬁniciones, precisamente, a
trave´s de un conjunto de reglas rebatibles permite que la tarea de aprendizaje sea ma´s ﬂexible.
La consideracio´n de nuevas observaciones se acota al reﬁnamiento de la deﬁnicio´n actual. Los
reﬁnamietos se basan en pequen˜as modiﬁcaciones al conjunto de reglas rebatibles que confor-
man la deﬁnicio´n de concepto en cuestio´n. Estas modiﬁcaciones involucran, en cada paso, la
eliminacio´n o agregado de algunas reglas rebatibles originadas en el ana´lisis de los conﬂictos
presentes. Estas modiﬁcaciones provocan que el conjunto de literales sancionados modele a
cada paso, en forma ma´s precisa el concepto que se esta´ aprendiendo.
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