In the first part of this paper a critical analysis of the fundamental prmciples of the theory of 'thermal fluctuations of electricity' is given, and a new derivation of Nyquist's theorem is presented which avoids some of the main difficulties encountered by Nyquist's original work. The chief aim of the second part is to show that the two types of electrical fluctuation phenomena, namely, th£ 'thermal fluctuation' and the 'shot effect', are in fact identical, in spite of the apparently different origin of the fluctuations. For this purpose the methods for the derivation of the expressions for the shot fluctuations and their meaning are critically analyzed, and the reasons discussed which lead to the above-mentioned conclusion. Finally, on the basis of this idea, a tentative derivation of a general formula for the shot-effect in diodes is given which ought to be valid throughout the whole range of the characteristic.
R e v i s e d t h e o r y o f t h e r m a l f l u c t u a t i o n s o f e l e c t r ic
it y § 1. In his famous paper on the Brownian motion Einstein (1906) postulated for the first time th a t a spontaneous irregular motion of electricity should occur in electric circuits. He derived a formula for the mean square of the total electric charge Q which according to this phenomenon should be transferred through a cross-section of the circuit in time t:
where R is the resistance of the circuit, k Boltzmann's constant and T the absolute temperature.
In her well-known book on the Brownian motion Mrs de Haas-Lorentz (1913) gave an expression for the average square of the current I due to this Brownian motion of electricity:
, " P = ^
(1-2) JLi (where L is the self-inductance of the circuit), which was based on the assumption th at the mean magnetic energy \ L Po f the current should be equal to equipartition law. She also showed that if the circuit contained a condenser the average square of the voltage V across this condenser should be equal to (1*3) (where C is the capacity of the condenser), which implies th at the average magnetic energy of the circuit is equal to its average electric energy.
The most important progress was made by Nyquist (1928) who derived formulae for the current and voltage fluctuations in any branch of an arbitrary electrical network. Vol. 192. A. [ 593 ] His formula for the current fluctuations reads
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(1-4)
Here I 2 is the mean square of the fluctuation current measured by means of a gal vanometer in some branch of the network, the complex impedance for an alter nating current of angular frequency o) = galvanometer and measured across the terminals of the generator, and the real part of p ((o) .
The formula for the voltage fluctuations is _ _ _ 9^/ 77 (*oo F2 = -R'{<D)dAD.
(1-5)
Here V2 is the mean square of the fluctuating voltage measured by means of an electrometer connected to two terminals of the network and R'(oj) the real part of the complex impedance for a current of frequency a) supplied by a generator in parallel with the electrometer and again measured across the terminals.
Formula (1*4) is usually interpreted as meaning that if I(t) is expanded into a Fourier series the fluctuations due to all those harmonic components within a range/ . . . / + A /o f frequency give rise to a mean square current
I } = 4 k T j^A f .
(1-6) Similarly, one can interpret (1*6) as meaning th at the mean square voltage due to the fluctuations within the frequency range A/ is equal to V} = 4JcTR'Af.
(1-7)
The purpose of the first part of the present paper is to give a critical analysis of the above-mentioned underlying principles of the theory of ' thermal fluctuations of electricity' (as these phenomena are usually called) and to give a new derivation of Nyquist's theorem which avoids some of the main difficulties encountered in Nyquist's original work. § 2. Einstein's equation (1 • 1) is obtained by analogy from his formula for the meansquare displacement in an arbitrary but specified direction of a particle in a viscous medium in virtue of its Brownian motion. This in turn rests on the assumption th at the mean kinetic energy of this movement is equal to \JcT. Now according to the equipartition law the mean kinetic energy of an arbitrary system in statistical equilibrium with a 'b a th ' of temperature T is equal to \k T per degree freedom in the limit of sufficiently high temperatures. As a solid particle is certainly a system of very many degrees of freedom one has first to prove that, in spite of this fact, the method of observation of the Brownian displacement makes it equivalent to a system of one degree of freedom only to which the classical equipartition law can be applied even at low temperatures.
As the generalized co-ordinates which determine the configuration of a material system can be arbitrarily chosen, provided they determine this configuration uniquely, it is clear th at some of them can be chosen such as to be observable, the rest being only microscopically observable. The former are usually called 'phenomenological co-ordinates' (see, for example, Fiirth 1929). They are in general defined by certain averages over the whole system like the position of the centre of gravity, the density, etc. As they are macroscopically defined the formulae of classical statistical mechanics, and in particular the classical equipartition law, can be applied to measurements based on the observation of such phenomenological parameters.
Thus the above-mentioned formula of Einstein is, strictly speaking, valid only if the projection of the displacement of the centre of gravity of the particle upon a specified direction is observed and measured as a function of time. Although this may prove very difficult in some cases it becomes particularly simple when the dimensions of the particle are small compared with the measured displacements.
Similarly, in the case of the electrical Brownian movement, in order to check formula (1*1) one would have to observe the movement of the electrical centre of gravity of a definite number of electrons (or other charged particles) within an electric circuit. This, however, is obviously not possible; the only thing that can be observed is the fluctuation of the electric field due to the movement of a W electrons in the circuit. In particular, the position of the centre of gravity of the whole system of electrons will be stationary. Hence formula (1-1) is of purely academic interest.
On the other hand, the true speed of the Brownian motion of a material particle cannot be measured by macroscopic observation, and hence the fundamental assump tion th at the mean kinetic energy of the movement of the centre of gravity of the particle is \h T cannot be directly verified. In the electrical case, however, the combined effect of the irregular movement of the electrons produces a magnetic field which can be observed. The average magnetic field strength in some specified region of the field can thus be measured, for example, by the deflexion of a magnetic needle which can be calibrated by sending a steady current through the circuit. This quantity can now be defined as the time derivative of a phenomenological co-ordinate to which the equipartition law may be applied. As the energy of the magnetic field belonging to a given I is equal to b L P we obtain formula (1*2) at once by equalizing its time average to \k T . This, it is hoped, will make it clear under what circumstances and why an electric circuit can be considered as a system of one degree of freedom as regards electrical fluctuations in spite of the fact that every electrical system has a very large number of normal modes of vibration. Formula (1*2) applies only if the ' current ' I is defined by a measurement of the average magnetic field of the whole circuit, in particular, for instance, if the circuit consists entirely of the coil of the measuring galvanometer.
Similar considerations apply to formula (1-3). The measurable quantity in this case is the average electric field strength in some region of the electric field of the condenser, exhibited, for example, by the deflexion of a charged fibre and calibrated
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39-2 by a static voltage V across the condenser plates. This again shows th at formula (T3) only applies if the 'voltage' V is defined by a measurement of the average electric field of the whole condenser, in particular, for example, if the condenser plates are used as the deflecting plates of an electrometer. § 3. The theorem about the equality of the time averages of magnetic and electrical energy in a damped oscillating circuit was derived by de Haas-Lorentz (1913) by using her improvement of the method of Einstein & Hopf (1910) . That this theorem holds for ideal undamped oscillators can be regarded as common knowledge. But it seems that its generalization to damped oscillators is not so well known. I t is there fore perhaps not superfluous to give a short derivation here which is based on a general statistical theorem of Einstein (1906) (see also Furth 1929) which is extremely valuable for many problems of statistical mechanics: Consider a system for which certain phenomenological co-ordinates £x are defined and which has the property th at each configuration of values of these parameters has the same probability. If now external forces are introduced which can be derived from a potential the distribution will be altered. Call W(£x, ..., £n) the work which would have to be done against these forces in order to bring the system from its position of minimum potential energy = 0 into a configuration confined to the infinitesimal intervals d£x, ...,d£,n around £x, ...,£n. Then Einstein's theorem asserts th at the probability of finding the system in this configuration is given by
-d g n = const, exp <%...< I t follows immediately from (1*8) th at the mean potential energy is equal to r = J...JVp(f,..
In the particular case of only one phenomenological co-ordinate £ and taking W = a£2, which is characteristic for a harmonic oscillator, the above formula gives
independently of the amount of damping. In the electrical case just considered one has W = $CV2 which by virtue of (MO) immediately leads to formula (1*3). § 4. From what has been stated in § 2 it appears th at in such cases where the Brownian motion of a complex mechanical system is observed by 'm arking' an arbitrary point on its surface and measuring the Brownian displacements of this point with respect to a fixed system of co-ordinates, the system cannot be regarded as having one degree of freedom only, but all (or at least a considerable number of) degrees of freedom have to be taken into account. The general method of dealing with such a problem is due to Ornstein (1919) and has been applied by himself (Omstein 1927) and other workers (Houdijk 1925; van Lear & Uhlenbeck 1931) to the special problems of the Brownian movement of stretched strings and elastic rods. The application is possible in all such cases where the eigenfunctions of the equations of motion of the system under the given boundary conditions have the character of damped harmonic oscillations, which is, indeed, the case in the two examples mentioned above. Thus the system is completely equivalent to an assembly of independent damped harmonic oscillators, and the displacement at any point of the system will be the superposition of all the displacements of the component oscillators to each of which, as was shown in § 3, an average potential and kinetic energy \k T can be assigned.
Similarly, in all such cases where the current or voltage fluctuations in a part of an electrical network are observed, the relations (1*2) and (T3) do not apply and the system must be treated as one of many degrees of freedom. This could be done by calculating all normal modes of vibration of the network and assigning the value \k T to their average magnetic and electric energies. This method, however, is cumbersome and not generally applicable. Moreover, it could not lead to Nyquist's theorem although it was allegedly used by that author for deriving his formula (T5). For it would give an expression for the mean-square voltage fluctuation containing a sum over the discontinuous spectrum of eigenfrequencies of the network, whereas formulae (T4) and (T5) contain integrals over certain continuous functions of frequency which express the response of the network to alternating voltages.
In order to obtain his theorem Nyquist uses the trick of replacing the actual circuit by two resistances connected by a transmission line of practically infinite length, in one of which the fluctuations are supposed to be ' generated ' and in the other to be 'dissipated' and vice versa. Hence the frequency spectrum simply consists of the harmonics of an extremely low fundamental frequency and thus is practically continuous in the relevant part of the spectrum. But this procedure is by no means justified. Moreover, the notions 'generation' and 'dissipation' of power which are borrowed from the dictionary of electrical engineering have no meaning if applied to fluctuations which are essentially identical with the thermal motion and therefore incapable of being 'dissipated' into heat.
The following simple treatm ent of the phenomenon avoids these difficulties by replacing the given network by a virtual system of damped harmonic oscillators chosen in such a way as to have the same electrical characteristic with respect to alternating voltages as the given real network.f § 5. In order to get the expression for the current fluctuations, consider a large number N of simple oscillating circuits (figure 1), each consisting of an k y ( c ; -4
for an alternating current of frequency oj.
F igure 1
As they are connected in parallel the overall impedance is given by
For a given set of values o)n, 2 N of the 3 N parameters L n, Cn be arbitrarily adjusted. Thus in the limit N ->oo two complete real functions L(o)n) C(ajn) are adjustable so as to yield any arbitrarily given complex function p H from (1-12) and (M 3). This proves th at the virtual assembly of oscillators can be made equivalent to the given network to any desired degree of accuracy and th at this equivalence is unique. Now because of the independence of the fluctuations in the different oscillators the total mean square current fluctuation will be equal to the sum of the expressions (1*2) over all the oscillators _ ^( 1*14)
On the other hand, it can be shown by means of Cauchy's theorem of residues (see Appendix) that the real part of the integral where pn{(o) is the expression (1*12), is equal to
independently of the other quantities contained in (1*12). Thus, substituting into (1*14) and using (1*13), we have
(W7) which is identical with Nyquist's formula (1*4).
The procedure for obtaining the expression for the voltage fluctuations is similar, the only difference being th at in order to get the total mean-square voltage fluctua tion as the sum of the fluctuations in the single oscillators we must now assume them to be connected in series as indicated by figure 2.
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In this case the complex impedance p'n of the nth. oscillator is instead of (1*12)
n=l and the total impedance p' is p'(oj) = 2 p'n(oj).
= 1
Instead of (1-14) we have now in consequence of (1-3)
( 1*20)
Again it can be shown (see Appendix) that the real part of the quantity bn = f is equal to 9?(6") = ~, all the other quantities contained in (1 • 18) dropping out. Hence from (1-19) and (1 -20)
F* = -S W «) = -9t(fV (a>)A o)=-(1-23)
n n = 1 n \Jo / Jo which is identical with Nyquist's formula (1*5). § 6. The above-presented derivation of Nyquist's formula evidently does not require the frequently used notion of an irregular fluctuation composed of harmonic oscillations with a continuous spectrum. This seems to be a definite advantage because it is by no means clear what is actually meant by such a statement. For the decomposition of a strictly periodic function of time into a discrete series of harmonic components can, of course, be carried out by Fourier analysis, and similarly the decomposition of a non-periodic function, which is defined within and restricted to a finite time interval, into a continuous Fourier spectrum is also possible by means of Fourier transforms. But in the case of a non-periodic function which does not satisfy the above-stated condition the result of the Fourier analysis will depend on the arbitrarily chosen zero point of time and has therefore no definite meaning unless this zero point is given. Hence it is difficult to see why a random function of time should indeed have a definite continuous spectrum at all (see also Fry 1925). This criticism does not apply to such fluctuations which arise out of the superposition of incoherent harmonic modes of vibration, but here the spectrum is, of course, always a discontinuous one.
An interpretation of formulae (1*6) and (T7) which avoids these difficulties can be given on the basis of the results of §5. Formula (1*4) reduces to (1*6) if the mean-square current fluctuation is observed in a network which has the character of a narrow ' band-pass ' filter of width A/ and uniform impedance within th at interval, and formula (1*5) reduces to (1-7) if the voltage fluctuations are observed across the terminals of a ' band-stop ' filter of uniform impedance p' . This is equivalent to using a ' spectral filter ' or monochromator in an optical investigation, and is in fact the only means by which information about the alleged 'spectrum ' of the fluctuations can be obtained experimentally.
§ 7. A further question which we are now going to analyze critically is whether, in view of the fact th at the current and voltage fluctuations in a circuit are clearly the outcome of the fluctuations in density and velocity of the electronic gas in the con ducting parts of that circuit, the formulae for the observable effects ought ljot to be derived from the statistical theory of electrons in metals. The formulae resulting from such a theory would then express the current and voltage fluctuation in terms of the atomic constants of the conductors concerned. A derivation of formula (1-7) has, indeed, been given on these lines by Bernamont (1937) with the help of Lorentz's classical theory of electrons. This result is rather astonishing in view of the fact th at the Boltzmann energy distribution law which forms the basis of the Lorentz theory is not really valid at ordinary temperatures, the electron gas being almost com pletely degenerate in the sense of the Fermi-Dirac statistics. Furthermore, it seems remarkable th at the atomic constants should drop out of the final formula, which, apart from the Boltzmann constant k, contains only t The first of these facts can be explained by remembering th at the observed effect is the fluctuation of a macroscopic parameter, equivalent to a system of compara tively few degrees of freedom (that is, few as compared with the actual number of degrees of freedom). Thus we are not concerned with the energy-distribution law of the single electrons but with the statistical distribution law of whole systems comprising very many electrons. I t can be shown by statistical mechanical reasoning (Furth 1929) where E(qv is the total energy of the system in this configuration and C a constant to be determined in such a way as to make the integral of (1-24) over all configurations equal to unity. Now, in the overwhelming majority of configurations E will be very large as compared with kT , and hence the term 1 in the denominator of (1*24) can be practically neglected, even at low temperatures, so th at the formula reduces to the classical Boltzmann law.
The explanation of the second fact mentioned above can be given on similar lines. As long as the quantity whose fluctuations are observed has the character of a phenomenological co-ordinate only such physical constants ought to appear in the fluctuation formulae as determine the time variation of th at quantity under the action of external forces, th at is again macroscopic and not atomic constants. Thus if a fluctuation formula is in fact obtained from a detailed electronic consideration, the atomic constants concerned can appear in this formula only in such a combination th at they can be replaced by bulk constants. This shows th at the procedure is unnecessarily complicated and that such derivations as the one presented in § 5 are more appropriate for dealing with the problem because, apart from the equipartition law, only macroscopic considerations are used. Here again the situation is completely analogous to th at of the theory of the mechanical Brownian movement where the same argument was first used by Einstein (1906) in his classical derivation of the formula for the Brownian displacement of a particle in a viscous medium which apart from k contains only the dimensions of the particle and the bulk viscosity of the surrounding medium.
The justification for using the classical equipartition law in all such problems is finally to be found in the argument of the preceding paragraph which answers the query put in the first paragraph of § 2.
The method will break down, however, when the observed quantity is no longer a phenomenological co-ordinate in the true sense of the word, for instance, if the band width of the recording instrument is so wide that time intervals of the order of magnitude of the mean time interval between successive collisions of electrons with metal atoms have to be taken into account. In all such cases formulae (1-4) and (1*5) are no longer valid and have to be modified on the basis of a detailed statistical treatment. Such investigations were carried out by Bakker & Heller (1939) , whose formulae, indeed, contain atomic constants apart from the bulk constants.
In view of certain discussions to be found in the literature on electrical fluctuations, for example, in Moullin's book (1938), as to the actual source of the fluctuations, it is perhaps not superfluous to state clearly once again th at this source is, of course, the thermal movement of the electrons, and neither the 'resistance' nor the 'in ductance' nor the 'capacity' of the circuit components, similarly as the source of the ordinary Brownian movement of a particle is the thermal agitation of the molecules of the surrounding medium and not its 'viscosity'. It depends entirely on the method of observation which of the above-mentioned bulk constants and in what combination they will appear in the fluctuation formula. Schottky (1918 Schottky ( , 1922 and is usually referred to as 'shot effect'. I t occurs in thermionic valves and similar devices where the current consists in the emission of electrons from an electrode and is therefore considered to be essentially due to the electronic structure of electricity, and hence of an entirely different nature from th at of the thermal fluctuations. This is also indicated by the fact th at the thermal fluctuation formulae contain the quantity kT, the statistical measure of temperature, whereas the shoteffect formulae contain the quantity e, the magnitude of the electronic charge.
G e n e r a l s t a t is t ic a l t h e r m o d y n a m ic a l t h e o r y o f t h e s h o t -e
However, under certain limiting conditions (retarding field condition in electronic valves) the shot-effect formula can be brought into a form which is very similar to (1-6), and a special investigation of the shot-effect under these conditions by Mac Donald and the present author (Fiirth & MacDonald 1946 , MacDonald & Fiirth 1947 has completely confirmed the theory. This fact has frequently been discussed in the literature, e.g. by Schottky (1937 ), North, Harris & Thomson (1941 , 1942 , and it has been suggested that in this limiting case the two phenomena become identical. I t is the main aim of section 2 of this paper to show th at the two phenomena are actually always identical, in spite of the apparently different origin of the fluctuations; in other words, it is maintained that there exists only one kind of intrinsic electrical fluctuation phenomenon which assumes different aspects under different experimental conditions.
In the following the methods for the derivation of the expressions for the shotfluctuation and their meaning will be critically analyzed and the reasons discussed which lead to the above-mentioned conclusion. Finally, on the basis of this idea, a tentative derivation of a general formula for the shot-effect will be given which coincides with the expressions obtained by the electronic theory in all those cases where this latter theory is workable. § 9. The phenomenon of current fluctuation in a diode due to the shot-effect was successfully treated by Schottky (1918 Schottky ( , 1922 under the assumption th at the emission of the individual electrons from the cathode was a sequence of random events, and th at the transits of these electrons through the valve were independent of each other, which is actually the case when the diode is operated under saturation con ditions. He introduced here for the first time the idea of resolving the irregular fluctuations into a continuous spectrum of harmonic oscillations and random phases (see § 6).
Calling 81 the deviation of the actual value I of the current from its average and denoting by (81)} th at part of the total current fluctuation which consists of harmonic components in the frequency range/ , . . . , / + A h e obtained the formula
where e is the magnitude of the electronic charge. The general objections against the notion of a harmonic spectrum of irregular fluctuations have been discussed in § 6, and they apply, of course, also to the case of shot fluctuations. A derivation of the formula for the current fluctuations in an oscillating circuit connected to a diode, where this artifice is not used, was first given by the present author (Fiirth 1922). I t consists essentially in treating the discharge of the individual electrons through the valve as sudden charging up processes of the circuit condenser. A somewhat similar but more general and very ingenious method of treating the shot-effect was recently published by Campbell & Francis (1946) , who consider the individual passages of the electrons through the valve as sharp 'pulses' of current. The method is based on what is usually known as ' Campbell's theorem ' and on the use of Fourier transforms, and in view of its extreme usefulness may be summarized here as follows:
Suppose the fluctuation to be the outcome of independent ' events ' ), the number of these events in time dt being A dt,and call X(oj) the Four
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Suppose further th at the recorded effect is described by a time function y(t) whose Fourier transform is called Y(o>). The quantity 0 (a>) defined by and hence with the help of (2*4) and (2*5)
Let us now first assume th at the measured quantity y is the current I and $(&>) accordingly the (complex) response characteristic G((o) of the recording instrument plus attached network to alternating current of angular frequency Then from (2-7)
If, in particular, the recording device has the properties of a narrow 'band-pass filter' of width A/ = Aw/27t with unit response within th at range formula (2*8) leads at once to Schottky's formula (2*1).f If y is the voltage across two terminals of a network connected with the diode, <!>(& >) is the product of the 'transfer impedance' Z(oj) of the network (i.e. the ratio of the output voltage to the current input) and the response characteristic G'(oj) of the recording device, hence
JdVf = ^-j C°\Z(o))G'{(o)\2d(o.
(2-9) I t may be noticed th at formulae (2*8) and (2*9) contain, apart from c, only macro scopic properties of the electric circuits; this reflects again the typical behaviour of the fluctuation of phenomenological co-ordinates as discussed before ( § 6). Their validity is again restricted to periodic times 2nloj which are long compared with the mean time intervals between two successive interactions of an electron with atoms, th at is, in this case the mean ' transit time ' of the electrons through the valve. Modifications of (2-1) for such extreme conditions have been discussed by Ballantine (1928) , Spenke (1937) and others. § 10. The next task is to discuss the reasons for the alleged identity of the two phenomena, thermal fluctuation and shot-effect, in spite of the fact th at the formulae in § 1 contain the temperature and the formulae in § 9 the electronic charge and therefore seem to have nothing to do with each other. In order to make the argument clearer let us first study the analogous phenomenon of density fluctuations in gases (Furth 1920) .
If it is supposed th at the probability for an individual molecule of the gas to be found in an arbitrary volume v is independent of the presence of other molecules in th at volume (which is the case in a rarified ideal gas), then it follows immediately On the theory of electrical fluctuations 605 from a well-known theorem of the theory of probability th a t the mean square of the relative density fluctuation within v is given by the formula (2) (3) (4) (5) (6) (7) (8) (9) (10) where n is the average number of molecules in v.
On the other hand, it follows from Einstein's theorem (1*8) th at the probability P(v) dv for a fixed mass m of the gas, kept under constant pressure to occupy a volume between v and v + dv (e.g. by having it contained in a cylinder with a loaded piston) is equal to
where W is the work to be done in compressing the gas from its initial volume v0
For small values of 8v one has
and hence from (2*11)
from which immediately follows for the mean square of the spontaneous volume fluctuation . ,, .
-------l/n/n\ According to the first treatment the phenomenon of density fluctuation seems to be entirely due to the molecular constitution of matter, and, indeed, formula (2* 10) contains the quantity n which depends on the mass of the molecules concerned. According to the second treatment the phenomenon seems to be due to the statistical nature of heat and, as a consequence, formula (2-18) contains apart from the macroscopic quantity k only the quantity In actual fact, however, the two formulae can be brought into the same form. For by introducing the compressibility k 0 of an ideal gas and this reduces to (2-10) for an ideal gas. This shows th at the two treatments only reflect two different aspects of one and the same phenomenon for which both the discontinuous constitution of m atter and the thermal movement are essential. For there would be no fluctuation in the \ absence of an irregular thermal agitation, and there could be no such agitation in a real continuum.
In a non-ideal gas formula (2*20) remains still valid while (2*10) becomes invalid. Although due account could be taken of the inter-molecular forces in the purely statistical treatm ent and thus a modification of (2-10) derived for such gases, it appears th at the treatm ent by statistical thermodynamics gives the desired result in the form (2*20) in a much simpler manner, a t the same time introducing no other than macroscopic constants (k/k0), as it ought to be according to the general discus sion in § 7 on the fluctuations of phenomenological co-ordinates. § 11. Returning to the case of electrical fluctuations it must now appear highly plausible that the two treatments presented in § § 5 and 9 also reflect but two different aspects of one and the same phenomenon for which both the electronic structure of electricity and the thermal movement of the electrons are essential. For again there is no reason why an electric current, even if consisting of the passage of single electrons, should exhibit any irregular fluctuations unless these are brought about by the irregularity of the thermal movement of the electrons, and, on the other hand, no such thermal movement would occur in a truly continuous electro magnetic field.
The reason why the ' shot-effect ' formulae contain e instead of k T is, so to speak, more or less accidental. For in order to get a discharge through an electronic valve a t all the order of magnitude of the thermal kinetic energy of the electrons within the cathode metal must be the same as the potential energy eVc, where Vc is the negative potential barrier at the cathode surface. Thus e can be replaced by kT[Vc, which brings in the factor k T th at is supposed to be characteristic of the 'thermal fluctuation' effect.
This becomes particularly evident in a derivation of N yquist's formula (1*5) by Campbell & Francis (1946) in the already mentioned paper where these authors use the same method as the one described in § 9, assuming the primary events responsible for the phenomenon to have again the character of sharp 'pulses'. By supposing th at these fluctuations are 'generated' in a simple circuit having the character of a system of one degree of freedom (see § 2), and from there transferred to the measuring instrument by a network with given properties, they can make use of the equipartition theorem and put the mean electrical energy of th at circuit equal to \ k T . By this procedure the quantity e is eliminated and k T substituted instead, which eventually leads to formula (1-5) for the thermal fluctua tions of voltage. The success of this procedure shows very strikingly th at there can be no difference in the statistical behaviour of thermal and shot fluctuations, at least within the frequency range indicated by the discussions in § § 7 and 9. § 12. In view of the preceding argument we are now justified in trying to reverse the procedure, namely, to apply the method of statistical thermodynamics for the derivation of the shot-effect formulae. Moreover, in analogy to the conclusions reached in the last paragraph of § 3, we may expect that this treatm ent will hold not only in the case of a valve under saturation conditions where the electrons are independent of each other, but also in the more general case of a valve under ' space-charge limitation ' conditions where they are more or less strongly interacting with each other. But before proceeding with this programme we must first try to invalidate certain obvious objections against the method.
It can first be objected that the shot-effect seems to be intimately tied up with the flowing of a finite mean current I through the valve, whereas it was supposed th at no mean current flows in a circuit exhibiting thermal fluctuations, and it may there fore be suspected th at the presence of a source of power, for example, a battery, is essential for the shot phenomenon. But it is easy to see, on the one hand, that one can include a battery in a metallic circuit which will produce a non-vanishing steady mean current but will obviously not alter the magnitude of the fluctuations. One has simply to replace the quantity I 2 in the fluctuation formulae by (SI)2 = (I -I)2. And similarly in the case of a constant e.m.f. acting between the terminals across which the voltage fluctuations are measured one will just have to replace the quantity V2 by (£F)2.
On the other hand, it is by no means essential to have a mean current flowing in a circuit in which shot fluctuations are measured. This becomes evident when con sidering the circuit diagram shown in figure 3, which contains two identical valves connected to one and the same anode battery in a completely symmetrical circuit.
If the voltage across the terminals
A , B is measured by me it will exhibit fluctuations due to the independent shot fluctuations in the two halves ( A C D E A )and ( B C D E B ) of the circuit, and this in spite of the fact that no current is flowing through G and that the average potential difference between A, B is zero.
The circuit of figure 3 is evidently equivalent to that of figure 4, which con tains one valve with two cathodes and a ' grid ' anode between them ; here, too, the galvanometer will exhibit 'shot fluctuations', although the mean current through the instrument is zero.
The second objection is th at in the derivation of Nyquist's theorem it is tacitly assumed th at the circuits employed contain only linear conductors, th a t is, con- ductors which obey Ohm's law, whereas valves are non-linear conductors, the current I being a non-linear function of the voltage However, as the fluctuations are invariably small one can always with negligible error consider I to be linear in V within the range of fluctuations and thus replace the ohmic resistance R by the reciprocal of the differential conductivity dljdV.
The third ob j ection is of a more serious nature. It is directed against the application of statistical thermodynamics in general and of the equipartition theorem in particular to valves from which a current is drawn, as in such a case the electrons are not in thermodynamic equilibrium with the emitting electrode and with the rest of the circuit. Now the fact th a t the electrons are moving from the hot towards the cold electrode would in itself not justify this objection, as it only means th a t there is a steady ' drift ' motion superposed over the irregular thermal movement of the electrons which has been dealt with above. But as a result of the emission mechanism of the electrons from the hot electrode the velocity distribution law is essentially asymmetrical, a fact which cannot be reconciled with a statistical equilibrium.
This difficulty can be overcome by again considering the symmetrical circuit of figure 4. Here the outer circuit ( A C B E D F) contains both em symmetrically and is therefore (if the thermal fluctuations generated in the cold part of th at circuit are neglected) equivalent to a device in which the velocity distribution of the electrons is completely symmetrical, so th at they can now be regarded as being in thermal equilibrium with these electrodes at their temperature T.
There still remains the difficulty th at this circuit (and in fact any circuit used for measuring the shot-effect) consists, apart from the valves, of an external part which is at a much lower temperature T0. The problem of treating thermal electrical fluc tuations in a simple oscillating circuit in which the temperature is not constant throughout has been solved by Ornstein (1927) , and his theory has been experi mentally confirmed by himself and his collaborators (Ornstein, Burgers, Taylor & Clarkson 1927) . The result of this theory can be simply expressed by saying th at the formula (1-2) still holds in such a case provided th at T is replaced by an 'effective temperature ' T* = 'Z RsTJ'Z Rs, (2-21)
S
where Rs is the resistance of th at part of the circuit which is at temperature Ts. Applying this result to the circuit figure 3 or 4 it follows that, as long as 2 is kept sufficiently small compared with (
T, the thermal fluctu external part of the circuit can be practically neglected and the observed fluctuations attributed to the fluctuations of the electrons within the valves. Now the differential conductivity dl/dV for the external circuit ( of figure 4 is the same as that for the asymmetrical circuit (A CDF), as every electron th at succeeds in overcoming the space-charge barrier in front of F and penetrates through a mesh of the grid into the other part of the valve will reach the other 'cathode' E and therefore encounter no additional resistance in th at other part. On the other hand, the mean-square voltage fluctuation observed across 2r will be twice that measured across r, as the fluctuations in the two halves of the circuit are independent of each other. Hence if formulae (1-6) and (1*7) are applied to a mon-symmetrical circuit containing a valve with one hot electrode the factor 4 has to be replaced by a factor 2. This fact has been frequently discussed by several authors (e.g. Schottky 1937; Bakker & van der Pol 1938; North and collaborators 1941, 1942) for the particular case of a valve under 'retarding field conditions' (see later), and it is sometimes referred to as to mean th at the ' effective temperature ' for making the shot fluctuations appear as thermal fluctuations is equal to one-half of the cathode temperature of the valve. The above consideration shows th at the significance of the fact is much more general and by no means restricted to the special case mentioned. § 13. Having thus cleared the ground by the foregoing discussion, we can now proceed with the treatm ent of the shot-effect on the basis of statistical thermo dynamics. It will be sufficient to derive the generalization of formula (2*1) for a valve under arbitrary working conditions, as the formulae (2*8) and (2*9) can be then obtained by straightforward macroscopic network analysis.
The mean current I will, in general, be a function of the mean saturation current Is and of the anode voltage Va.
Is in turn depends on th voltage Vc and the cathode temperature T according to
where e is again the magnitude of the electronic charge. We now follow the example of Ornstein (1919) and others (see, for example, Uhlenbeck & Ornstein 1930) by assuming th at the current fluctuations are 'pro duced' by some small additional irregularly fluctuating 'electromotive forces' 8VC and 8Va, the seat of the first of these being the surface layers of the cathode th a t of the second the interelectrode space. 
We now apply formula (1*6), remembering th at according to § 12 the factor 4 has to be replaced by a factor 2, the quantity R/\p |2 by and by (81)}; hence which, by means of (2*25), can be written
8V 8V and where, because of (2*24), This formula may first be checked by applying it to a diode valve under ' retarding field condition', where Va has a sufficiently large negative value so as to make the potential within the valve increase monotonically from the cold towards the hot electrode. In th at case Va acts in the same way as the potential barrier Vc, and one has accordingly in analogy to (2-23)
and consequently from (2-28) and (2-29)
which is seen to be identical with (2-1). The fact th at Schottky's formula should hold not only in the saturation region but also in the retarding field region has been frequently commented upon and has been experimentally proved to be correct by MacDonald and the present author (Furth& MacDonald 1946 , MacDonald & Fiirth 1947 )-In the particular case just considered the quantities happen to appear in the final formula only in the combination of their sum which is always equal to unity. In the general case, however, the two quantities will appear explicitly in the expression for the fluctuation, and as they are not independently determined we have to substitute their time averages into (2-28). Thus in the general case This is again Schottky's formula (2*1), which is known to hold under saturation conditions. Let us now apply (2-33) to the case of a valve under ' space-charge limitation' 1 when it is operated at a point within the lower bend of the characteristic, but still at positive anode potential. Under this condition is practically independent of I8, as follows from the well-known Langmuir-Child theory. Therefore we have here 40-2 gc = 0. Further, 81 will now be correlated to 8Va only but not to 8VC , and hence (8V e) = 0, and from (2*34) = 0, = 1> which substituted into (2*33) yields
In order to compare this formula with the classical Schottky formula (2*1) it is usual to write -----(81)} = 2 e A /r 2, where the factor T2 is called the 'space-charge reduction factor'. Comparing (2*36) and (2*37) we find , ~T % = ~d 9a' (2' 38)
The expression (2*38) is essentially identical with the one obtained by North and collaborators (1941, 1942 ) from a theory which involves the detailed evaluation of the potential interelectrode field and the paths of the electrons within this field, and is incomparably more complicated than the present one. I t is true th at N orth's formula contains a numerical factor which is almost constant and equal to 1-3 in the above-mentioned region, and drops more or less suddenly to unity by approaching the retarding field region. The reason for this discrepancy is most probably th at in the present derivation I is assumed to be completely independent of Is, which would be the case only if the electrons would leave the cathode with zero velocities, and which therefore is evidently only an approximation, f
In the three special cases just dealt with it was possible to eliminate the quantities (8VJ8V)and (8VJ8V) from the expression (2-33) and to obtain formulae for the shoteffect which, in accordance with the principles laid down in § 6, contain only macroscopic parameters. To achieve the same object quite generally seems to be rather difficult. But the preceding procedure suggests th at a t least a very approxi mate solution will be obtained by assuming the quantities (8VJ8V) and (8VJ8V) to have always statistical weights proportional to gc and ga respectively. This leads immediately to the relations (2*36). For gcP ga (ordinary operating condition) one can, with the help of (2-26) write it in the form (2*37) with h This formula has been derived by D. K. C. MacDonald from a different considera tion and discussed in his Ph.D. Thesis (Edinburgh). I t would be highly desirable to check formula (2-40) by conducting an experi mental investigation of the shot-effect in a diode over the whole range of operating conditions, and at the same time to determine the anode and temperature character istics of th at same diode from which the quantities gc and ga in their dependence on the operating conditions can be derived.
(Note added in proof. Quite generally formula (2-40) can be written in the form (81)} 2 kTga --A/ (a = which differs from (2*36) by the factor (l + a2/l+ot) which is unity for a = 0 and a = 1 (and approximately so within these limits) but increases rapidly for in creasing values of a. This formula also holds for diodes with two electrodes (double diodes) apart from the fact that the factor 2 has to be replaced by 4. The integrand f(x) of (3-2) has evidently the two poles x2 which, as is easily seen from (3*4), are both in the upper half of the complex x-plane. Their respective residues are ri X, -Xg *'2 *^1 *^2
Integrating along the indicated contour in figure 5 we obtain now from (3*5) by Cauchy's theorem h f(x )d x = 2ni(rx + r2) = 2m'. (3*6)
, rx + r2 = 1. (3) (4) (5) 
