When a high harmonic is removed from a cosine-phase harmonic complex, we hear a 25 sine tone pop out of the perception; the sine tone has the pitch of the high harmonic while the 26 tone complex has the pitch of its fundamental frequency, f 0 . This phenomenon is commonly 27 referred to as Duifhuis Pitch (DP). This paper describes, for the first time, the cortical 28 representation of DP observed with magnetoencephalography. In Experiment 1, conditions 29 that produce the perception of a DP were observed to elicit a classic onset response in 30 auditory cortex (P1m, N1m, P2m), and an increment in the sustained field (SF) established in 31 response to the tone complex. Experiment 2 examined the effect of the phase spectrum of the 32 complex tone on the DP activity: Schroeder-phase negative waves elicited a transient DP 33
Musical tones, the vowels of speech, and many animal calls are quasi-periodic sounds 77 with peaky waveforms. Their magnitude spectra are composed of sets of adjacent harmonics 78 of a fundamental whose frequency, f 0 , is the repetition rate of the wave, and the dominant 79 harmonics are mode locked (Fletcher and Rossing, 1998) , that is, their relative phases bear a 80 simple, fixed relationship to the phase of the fundamental. The harmonics fuse in perception 81 to produce a musical tone with a distinctive timbre and a prominent pitch corresponding to f 0 , 82 even when there is no energy at f 0 (Schouten et al., 1962) . Magnetoencephalography (MEG) 83
shows that when these harmonic complex tones (HCTs) with smooth phase spectra are 84 presented to listeners, they produce a strong response with a characteristic tripartite deflection 85 at stimulus onset (P1m, N1m, P2m), and a large sustained field (SF) that builds up over about 86 SIN HCT and we hear a DP. Moreover, there is no transient MEG response when a harmonic 154 is removed and we do not hear a DP (either because the frequency of the excluded harmonic 155 is too low or the relative phases of the components have been randomized). The details are 156 presented in the Results Section for the first experiment. 157
The strength of the DP feature in the MEG data led to a second MEG experiment, again 158 prompted by the research reported in Lin and Hartmann (1997) . In this case, the MP stimulus 159 was a Schroeder-phase wave (Schroeder, 1970) in which the phase of the n th harmonic, n , is 160 progressively shifted to produce the phase spectrum 161 n = (+/-)πn(n-1)/N (radians) (1) 162 N is the total number of harmonics. These Schroeder-phase (SCHR) waves have a low peak 163 factor, like RAND waves, but the instantaneous frequency increases (SCHR-) or decreases 164 (SCHR+) in an orderly way during the period of the sound depending on the sign of the phase 165 term. A typical SCHR-wave is shown in the upper panel of the third row of fig. 1, left  166 column; the wave for the same sound with the 19 th harmonic removed is shown in the right 167 column. The removal of the high harmonic is not obvious in the wave. Nevertheless, Lin and 168 after the removal of the 19 th harmonic when the listener hears a DP. We also measure the 180 MEG response with SCHR+ waves because the cochlear response to SCHR+ waves is not 181 simply a time-reversed version of the response to the SCHR-wave. This is because the 182 stimulus phase spectrum interacts with the phase characteristic of the basilar membrane (e.g., 183 Kohlrausch and Sander, 1995) . The waves and cochlear responses for the SCHR+ waves are 184 shown in the fourth row of fig. 1 . The progressive, positive phase shift alters the temporal 185 alignment of the channels and the depth of modulation over the course of the period, in a way 186 that increases the size of the quiet interval within the period of the cochlear response. As a 187 result, the effect of removing the 19 th harmonic (right column) is clearly visible. The BMM 188 plots suggest that the DP might be more audible in SCHR+ waves than in SCHR-waves, and 189
we might expect to find that the DP response in the auditory evoked field (AEF) differs for 190 the SCHR+ and SCHR-waves. The fact that the depth of modulation in the cochlear response 191 differs between SCHR+ and SCHR-waves is well known (e.g. Carlyon and Datta, 1997a,b; 192 Dau et al., 2000; Kohlrausch and Sander, 1995; Rupp et al., 2008; Uppenkamp et al., 2001) . 193 session was 32 minutes. 258
Data were analyzed offline using the BESA 5.2 software package (BESA GmbH, 259
Germany) with a spherical head model and a homogeneous volume conductor. Artifacts were 260 rejected by visual inspection of the raw data and by automatic rejection tools in BESA: first, 261 noisy channels were excluded from further analyses; then, epochs with amplitudes > 8000 262 fT/cm or gradients > 800 fT/cm were discarded. The average level in the interval of -100 to 0 263 ms, relative to stimulus onset, was used as the baseline. 264
In an effort to model the different components of the AEF in response to the overall 265 onset, as well as the second stimulus segment, we applied spatio-temporal source models 266 (Scherg et al., 1989; Scherg, 1990; Scherg and Picton, 1991) using BESA. In this source 267 localization approach, equivalent current dipoles are modeled as intracerebral sources of the 268 activity observed at the scalp, and the spatial position and orientation of the dipoles is 269 iteratively varied until maximum variance is explained in the scalp data. The source model 270 comprises the spatial information for each dipole and its physiological activity across time 271 (source waveform). Source models were calculated with one dipole per hemisphere, 272 separately for each AEF component at the onset and at the transition, and for the steady-state 273 response (SSR) during the first stimulus segment. Different band-pass filters were applied to 274 carry out the dipole fits: For the N1m and P2m components, MEG data were zero-phase 275 filtered 1-30 Hz; for the P1m component, a 2-60 Hz forward filter was used. The dipole fits 276 on the SFs were based on unfiltered MEG data; for the SSR fit, data were zero-phase filtered 277 20-100 Hz. For the onset AEF components, dipole fits were conducted on pooled conditions 278
[SIN2+SIN19+RAND2+RAND19]; for the responses at the transition, fits were based on the 279 SIN19 condition. The fitting interval was about 30 ms in duration around the peak of the P1m 280 and N1m components. For the P2m component, the fitting interval covered about 50-70 ms 281 around its peak. The SF was fitted in the interval from 500 to 800 ms after onset or transition, 282 respectively, and the SSR was fitted from 300 to 800 ms after overall onset.
Individual fits at the onset AEF responses were successful for all thirteen subjects in 284 the case of the P1m and SF components, and for eight, ten and twelve subjects in the case of 285 the SSR, N1m, and P2m components, respectively. A symmetry constraint was introduced to 286 stabilize the individual fits where necessary. For the P1m, N1m, P2m, and SSR dipoles at the 287 onset, symmetry conditions were applied in two, two, five, and four subjects, respectively; for 288 the onset SF dipoles, no symmetry constraint was needed for any subject. Turning to the AEF 289 responses at the transition, dipole fits were successful for all thirteen subjects in the case of 290 the N1m and SF components, and for twelve subjects in the case of the P1m and P2m 291 components, respectively. For the P1m and P2m dipoles, symmetry conditions were applied 292 in four and three subjects, respectively; for the N1m and SF dipoles, no symmetry constraint 293 was needed for any subject. The subjects that did not show stable fits in a dipole model were 294 discarded from all further analyses regarding that model. No further constraints were 295 introduced concerning the orientation and location of the dipoles. Prior to statistical analyses, each source waveform was adjusted to the baseline 312 calculated as the average of the last 100 ms before stimulus onset or transition, respectively. 313 MEG data were evaluated statistically using a bootstrap technique (Efron and Tibshirani, 314 1993). In this robust and distribution-free method, the distribution of any test statistic can be 315 approximated by repeated random drawing, with replacement, from the original data. The 316 resulting bootstrap distribution is used to derive confidence intervals for this test statistic. In 317 contrast to most standard methods, bootstrap techniques are well-suited for physiological 318 datasets in which peaks cannot be clearly identified for each subject in every experimental 319 condition, which was the case in our study. If, in the following, bootstrap comparisons are 320 reported between a single condition and n > 1 other conditions, this does not mean n pairwise 321 comparisons; rather, it refers to one contrast between the single condition and the averaged 322 data of those other conditions. A significance level of 1% was used throughout the paper to 323 compensate for bias due to multiple testing. have argued that transmission-line filterbanks provide a more accurate representation of BMM and that it is particularly important for stimuli with complex phase spectra. The model 336 of Sieroka et al. (2006) has the added advantage that it combines long and short wave 337 approximations of cochlear hydrodynamics to overcome an inconsistency within the 338 resonance region of previous transmission line models (e.g., Giguère and Woodland, 1994) . 339
Both BMM models contained 350 channels that were equally spaced on an equivalent 340 rectangular bandwidth scale covering the frequency range from 1 to 10,000 Hz. For 341 presentation, the individual channels of the BMM output were half-wave rectified as this 342 makes it easier to identify the oscillation associated with DP. 343 344
Psychoacoustics 345
The salience of the change percept at the transition between the two stimulus segments 346 was investigated with a short two-alternative forced-choice experiment for paired 347 comparisons. Stimuli were delivered to the subjects at 48,000 Hz sampling rate using 348 MATLAB and Sennheiser HDA-200 headphones. Listeners were presented with every 349 possible combination of two sounds from the stimulus set in both orders, and they were asked 350 to judge which of the two transitions elicited the more salient change percept. In total, there 351
were 12 comparisons to be made, each with an inter-stimulus interval of 500 ms. 352
Subsequently, the Bradley-Terry-Luce method (BTL; David, 1988) was applied to evaluate 353 the individual response matrices. Based on the frequency with which a given stimulus is 354 judged to be more salient than another stimulus, the technique calculates preference 355 probabilities which, in turn, make it possible to derive a linear scale for the relative salience of 356 the change percept. have been pooled, separately, because the first stimulus segment was identical in each case. 364
The data have also been pooled across hemispheres, since no overall lateralization effects 365 were found for either AEF component at the onset or the transition (the p-values obtained 366 from the statistical evaluation of the AEF components are given in table 2). The overall onset 367 of the tone complex elicited AEF responses with P1m, N1m, and P2m components as well as 368 subsequent SFs in all conditions. No significant amplitude differences occurred between SIN 369 and RAND conditions for any of the onset AEF components; however, the RAND stimuli 370 elicited P1m and N1m responses with slightly shorter latencies than the SIN stimuli. The 371 magnitude of the SF at the end of the first interval was the same for these average SIN and 372 RAND source waves. In addition to the standard AEF components, there was a distinct SSR at 50 Hz (f 0 ) 377 riding on the SF in the source waveforms. It was observed in all experimental conditions and 378 it was present throughout the stimulus. Moreover, the magnitude of the SSR appeared to be 379 stronger in the SIN conditions than in the RAND conditions. Accordingly, an FFT was 380 performed on the source waveforms of the SSR model (0-800 ms, zero-padded to 1000 ms), 381 and the magnitudes of the 50-Hz peaks in the resulting power spectra were evaluated with the 382 bootstrapping technique. This procedure revealed that the SSR was more pronounced in the 383
SIN conditions than in the RAND conditions (cf. table 2). 384
The neuromagnetic response to the emergence of DP in the second half of the stimulus 388 interval is depicted in fig. 3 which shows the grand-average source waves of Experiment 1 for 389 the complete stimulus duration; the waves were high-pass filtered at 25 Hz to remove the 390 SSR. There is a clear onset complex (P1m, N1m and P2m) at the transition to the second 391 stimulus segment (at 800 ms) for the SIN19 condition but not for any of the other conditions 392 (cf. table 2). It is also the case that the SF in the SIN19 condition becomes more negative 393 when the 19 th harmonic (950 Hz) is removed compared to the SF in the onset segment of the 394 same condition (p < .001**), and there is no corresponding effect in the source waves of the 395 other conditions. These transient and sustained deviations of the MEG in the SIN19 condition 396 are neuromagnetic evidence of DP. is not possible to observe any oscillations associated with absent harmonics in either the 407 RAND2 or RAND19 conditions. The results support the peripheral-origin hypothesis that a 408 DP is heard when the removal of a high harmonic produces an oscillation on the basilar 409 membrane in a quiet interval within the period of a MP sound. 410
In the psychoacoustic experiment, the perceived change at the transition to the second 411 stimulus segment was found to be much more detectable in the SIN19 condition than in the 412 other conditions ([SIN2+RAND2+RAND19]; p < .001**). This was expected because it is this condition that produces a clear DP percept when the 19 th harmonic (950 Hz) is omitted. In 414 the SIN2, RAND2 and RAND19 sounds, it was difficult to perceive any change at the onset 415 to the second segment of the HCT. 416 417
Interim summary 418
The MEG data from Experiment 1 clearly reflect peripheral auditory processing as 419 well as the perception of the stimuli. In the SIN19 condition, at the transition to the second 420 stimulus segment, the emergence of DP in the perception is accompanied by a pronounced 421 onset complex (P1m, N1m and P2m) and a subsequent SF increment (see fig. 3 ). These AEF 422 responses can be regarded as DP-specific since they are not elicited by the omission of a low 423 harmonic or the associated energy reduction; rather, they only occur when the subjects hear a 424 DP join the ongoing MP. The second experiment was designed to investigate the influence of stimulus phase 442 spectrum on DP and the AEF in more detail. Specifically, two stimuli with phase spectra that 443 produce pulsive waves (SIN and COS) were compared with two stimuli with phase spectra 444 that produce minimum peak factor waves, namely, Schroeder-phase negative (SCHR-) and 445
Schroeder-phase positive (SCHR+) stimuli. Despite the low peak factor, the BMM responses 446 associated with SCHR-and SCHR+ waves both exhibit quiet intervals at some point within 447 the period in the higher frequency channels. The form of the quiet interval varies with was employed as in Experiment 1: In the first segment, all harmonic components were 463 present; in the second segment, the 19 th component (950 Hz) was removed to evoke a DP. 464
There were also two control stimuli in the experiment; they did not reveal any interesting differences between conditions, so they were excluded from the analysis for brevity and 466 clarity. 467 468 3.1.3 MEG recordings and data analysis 469
All procedures regarding the acquisition and preprocessing of MEG data were the 470 same as those described in Experiment 1. The duration of the MEG recording session in 471 Experiment 2 was 48 minutes. 472
Separate spatio-temporal source models, each with one equivalent current dipole per 473
hemisphere, were employed to analyze the specific neuromagnetic responses to overall onset 474 and the transition to the second stimulus segment. All dipole fits were based on MEG data 475 averaged across all four conditions. With respect to the onset responses, individual dipole 476 modeling was successful for all eighteen subjects in the case of the N1m and SF components, 477 for seventeen subjects in the case of the P1m and P2m components, and for twelve subjects in 478 case of the onset SSR. In order to stabilize the fits, a symmetry constraint was applied in 479 three, ten, six, and five subjects, respectively, for the P1m, N1m, P2m, and SSR dipoles. For 480 the SF dipoles, no symmetry constraint was needed in any subject. Similarly, fitting the 481 transition responses was successful for all eighteen subjects in the case of the SF component, 482 and for seventeen subjects in the case of the P1m, N1m, and P2m components. For the P1m, 483
N1m, and P2m dipoles at the transition, symmetry was applied in three, nine, and two 484 subjects, respectively; for the SF dipoles, no symmetry constraint was required. The subjects 485 that did not show stable fits in a dipole model were excluded from all analyses regarding this 486 model. With respect to the location and orientation of the dipoles, no further constraints were 487
introduced. All procedures regarding the derivation and drift-correction of the source 488 waveforms and their statistical analyses were identical to Experiment 1. Table 3 shows means 489 and standard deviations for the Talairach coordinates of the dipole models from Experiment 2, 490 based on the standardized head model as implemented in BESA. Figure 5 presents the grand-mean source waves for the four stimuli of Experiment 2 520 for the complete stimulus duration, after the waves were high-pass filtered at 25 Hz to remove 521
the SSR. The figure shows that all of the stimuli elicited tripartite onset responses and a large 522 SF. In the first segment (up to 800 ms), the SIN and COS stimuli with large peak factors 523 produce source waves that are very similar in form, and the Schroeder-phase stimuli with 524 minimum peak factors produce source waves that are very similar in form, despite the 525 pronounced differences in the BMMs they produce. The Schroeder-phase stimuli elicit P1m's 526 with slightly shorter latencies than the SIN and COS stimuli, and they produce SFs with 527 greater magnitudes than the SIN and COS stimuli, but the Schroeder-phase source waves do 528 not differ as a function of the chirp direction of the stimulus (c.f. table 4). It seems that the 529 factors which are thought to explain SSR magnitude (i.e. modulation depth within channels 530 and temporal alignment across channels) are not the determining factors for the more central 531 AEF components (in this case, the P1m and the SF). It may be that the Schroeder-phase 532 waves with their frequency glides place a greater processing burden on the auditory system, 533 or recruit more neurons during the extraction of auditory features associated with pitch and 534 timbre. In any event, the slow AEF components are not sensitive to peripheral phase effects in 535 the way that the SSR is. In this experiment, in the second segment of the stimulus, it is invariably the 19 th 540 harmonic that is removed, and all of the stimuli have orderly phase spectra in the region of the 541 19 th harmonic. As a result, they all produce a DP perception and the source waves all exhibit a 542 tripartite "DP onset" response following the removal of the 19 th harmonic. In the SIN and COS source waves, these DP onset responses are very similar, and both are similar to the 544 onset response for the SIN19 source wave in Experiment 1, although the N1m magnitude is 545 somewhat reduced in Experiment 2. It is also the case that the DP onset response in the 546 SCHR+ source wave is similar in form to that for the SIN and COS waves; there are no 547 significant differences in peak delay or amplitude for any of the onset components (c.f. table 548 4). However, the DP onset response of the SCHR-stimulus is different; the amplitude of the 549 P1m in the SCHR-source wave is significantly smaller than those in the SIN, COS and 550 SCHR+ waves, and the peak delays of the N1m and P2m are significantly longer in the 551 SCHR-source wave than in the SIN, COS and SCHR+ source waves. 552
Since the Schroeder-phase waves produce very similar onset responses at the start of 553 the first segment, it seems likely that the source-wave differences between the SCHR-and 554 SCHR+ responses at the start of the second segment reflect differences in DP processing or 555 DP perception. It was noted in the Introduction that the BMM plots in fig. 1 suggest that DP 556 will be less audible in the SCHR-condition than in the SCHR+ condition (and the SIN 557 condition). Accordingly, a discrimination experiment was performed in five normal-hearing 558 volunteers (mean age: 31.2 years) to determine the relative strength of the perceptual cue 559 associated with DP in three of the conditions of Experiment 2 (SIN, SCHR+ and SCHR-560 phase). The stimuli and earphones were the same as those used for the paired comparison 561 (BTL) experiment in section 2.1.5. 562
On each trial, the listener was presented with two versions of the stimulus which had 563 all harmonics present and one version in which the 19 th harmonic (950 Hz) was attenuated by 564
x dB; the order of the three stimuli was randomized on each trial and the listener was asked to 565 indicate which of the three sounds contained a DP. Between trials, x was varied adaptively in 566 a 3-down, 1-up procedure (Levitt, 1971 ) to determine the attenuation required to support 567 reliable detection of the interval with the attenuated 19 th harmonic. The initial attenuation was 568 reversals the step size was reduced to 1 dB and after another four reversals it was reduced to 570 0.5 dB. The run was terminated after 13 reversals and DP threshold was taken to be the 571 average value across the last six reversals. Each listener performed two runs for each phase 572 configuration; the first run served as practice while the second run was used to determine 573 threshold. Feedback was provided at the end of each trial. 574
The results were straightforward: DP becomes audible in the SIN and SCHR+ 575 conditions when the attenuation is only about 2.5 dB, whereas the attenuation has to be 576 greater than 6 dB, on average, to support DP perception in the SCHR-condition. The 577 threshold difference between the SCHR-and SCHR+ conditions is highly significant (p < 578
.001**). The listeners also commented that it was difficult to hear the DP in the SCHR-579 condition. In summary, the DP onset responses that occur when the 19 th harmonic is removed 580 from Schroeder-phase waves are compatible with the peripheral origin hypothesis for DP. The 581 SCHR-wave, which reduces the depth of modulation in the BMM, and which makes the DP 582 feature harder to detect, leads to a source-wave onset complex with reduced amplitude and 583 increased delay. 584
In the latter part of the second segment, after the P2m, the source waves of the SCHR-585 and SCHR+ stimuli converge on the same SF value, and that value is the same as these 586 stimuli produced in the latter part of the first interval where the 19 th harmonic was present 587 (not shown). As the interval proceeds beyond 1300 ms, the SF appears to decay slightly, but 588 for both of the waves with low peak factors, the SF remains considerably larger (more 589 negative) than that produced by the waves with large peak factors. This suggests that the 590 magnitude of the SF is more closely associated with the processing of the HCT than the 591 extraction or perception of the DP. 592
Finally, in the second segment, the SF appears to vary in magnitude between 593 experimental conditions ( fig. 5, 1200-1600 ms) . In an effort to reveal any significant
Discussion 622
The experiments show that there is a pronounced neuromagnetic response in auditory 623 cortex when listeners hear a DP and the form of the source wave is affected by the phase 624 spectrum of the HCT that produces the initial complex tone with its MP. 625 With regard to the SSR, in both experiments, the magnitude of the 50-Hz oscillation is 638 related to the peak factor of the stimulus wave: In Experiment 1 (fig. 2) , the SSR magnitude is 639 considerably larger for SIN waves which have a large peak factor, than for RAND waves 640 which have a small peak factor. In Experiment 2 ( fig. 4) , the SIN and COS waves with large 641 peak factors also produce pronounced SSRs whose magnitudes are similar to those for the 642 SIN waves in Experiment 1. The low peak-factor SCHR+ wave produces an SSR whose 643 magnitude is small relative to those of the SIN and COS waves. But the SCHR-wave 644 produces an SSR whose magnitude is, if anything, larger than those of the large peak-factor 645 waves (SIN and COS). 646
The obvious explanation in this case is that the SCHR-wave tends to counteract the natural phase delay in the cochlea which increases the number of filter channels whose 648 modulation cycles go through their peaks and troughs at the same time (Kohlrausch and 649 Sander, 1995; Rupp et al, 2008) . The results suggest that SSR magnitude is closely related to 650 stimulus peak factor and phase alignment in the cochlea, that is, to peripheral aspects of 651 auditory processing. This interpretation is reinforced by the relative phases of the SSRs. The 652 small vertical lines at 600 ms in fig. 5 show that there are consistent differences in phase 653 between the SSRs. It is surprising to see such a precise representation of cochlear phase in a 654 cortical response, especially as the source waves are grand averages over replications both 655 within a listener and over listeners as well. It is this precise encoding of phase that makes it 656 possible to observe the enhancement of phase alignment produced by the SCHR-wave in the 657 cochlea and the reduction in phase alignment by the SCHR+ wave in auditory cortex. 658 In Experiment 2, the SCHR+ and SCHR-waves produce very similar P1m-N1m 671 complexes despite their differential effects in the cochlea; moreover, the amplitude difference 672 in the latter part of the P2m is not significant. The delay of the P1m in the pooled SCHR+ and SCHR-response is a little shorter than in the pooled SIN and COS response, but this just 674 appears to be part of the progressive divergence of the pooled responses which eventually 675 culminates in a larger SF for the low peak-factor waves. The major differences in the BMM 676 patterns produced by SCHR+ and SCHR-waves ( fig. 1) are not reflected in the source waves 677 at stimulus onset. 678 679
Sustained Field 680
In Experiment 1, as the onset complex ends and the SF forms, the RAND source 681 waves become indistinguishable from the SIN source waves (c.f. table 2). Despite the major 682 differences in BMM patterns, the SF of the source wave is the same for the two classes of 683 stimuli throughout the first segment. The RAND stimuli of Experiment 1 are readily 684 discriminable from the COS and SIN stimuli on the basis of their ragged timbre (Patterson, 685 1987) . They also have a somewhat weaker pitch (Shofner and Selas, 2002) . Nevertheless, the 686 SF is the same for all of these stimuli. (Similarly, the minor differences in the onset response 687 do not bear any obvious relationship to the perceptual differences.) 688
In Experiment 2, the SIN and COS waves with large peak factors produce SFs with 689 the same magnitude, as would be expected, and the magnitude is about the same size as for 690 the SIN waves in Experiment 1. However, the SCHR waves with minimal peak factors both 691 produce larger (more negative) SFs, and they produce the same SF despite their differential 692 effects on modulation depth and alignment in the cochlea. Thus, the SF is not like the SSR; its 693 magnitude is not dominated by modulation depth and alignment in the cochlea. 694
The fine structure of the Schroeder-phase waves chirps across the 20-ms period of the 695 wave. But the acoustic chirp does not impart a corresponding up-chirp to the SCHR-sound or 696 a down chirp to the SCHR+ sound; the period of the wave is too short to support the 697 perception of a repeating frequency glide. Both stimuli are perceived to have a slight flutter, stimuli. The difference in perceived stability might be associated with the difference in SF 700 magnitude (or P1m latency); perhaps it takes more effort to process the repeating frequency 701 glides of the SCHR stimuli. But if this were the case, we might have expected the RAND 702 stimuli in Experiment 1 to produce larger SFs than the SIN stimuli, which they do not. Thus, 703 there does not seem to be any simple perceptual interpretation of the differences between the 704 source waves of the high and low peak factor waves. This suggests that the morphology of the 705 onset complex and SF reflect processing activity in more central stages of the auditory 706 pathway. This is not particularly surprising; physiological data from awake primates show 707 that frequency modulated sinusoids produce greater sustained responses than unmodulated 708 sinusoids in primary auditory cortex (Liang et al., 2002 , in-vivo extracellular recordings), 709 while there is no corresponding difference in auditory nerve fibers (Sinex and Geisler, 1981) . At the end of the first interval of each trial, the HCT has invariably established a large 715 stable SF that provides a platform for observing the onset of DP. In the first experiment, the 716 removal of one harmonic produces a deflection of the SF in one and only one case -when the 717 19 th harmonic (950 Hz) is removed from the SIN wave. This is also the one stimulus in this 718 experiment that produces a DP. The response consists of an onset complex (P1m, N1m, P2m) 719 whose magnitude is comparable to that produced by the HCT at the onset of the first segment. 720
There is also a small increase in the magnitude of the SF relative to the SFs produced by the 721 other three stimuli. The difference is largest at 1300 ms and decays back towards the average 722 SF as the interval proceeds to 1600 ms (not shown). Together the onset complex and the 723 enhanced SF represent the MEG response to the DP that listeners hear. The response appears 724 when the filtering action on the basilar membrane causes the membrane to vibrate in the region of the 19 th harmonic when it would otherwise be quiescent. Thus, the source waves 726 from Experiment 1 support the peripheral origin hypothesis. 727
In Experiment 2, when the 19 th harmonic is removed at the end of the first segment, all 728 of the stimuli produce a DP perception and the source waves all exhibit a clear DP onset 729 response. The response to the SCHR+ wave is similar in form to that for the SIN and COS 730 waves; the BMM pattern for to the SCHR+ wave contains a broad quiet section in all of the 731 high-frequency channels. The response to the SCHR-wave is different: The amplitude of the 732
P1m is significantly smaller than those for the SIN, COS and SCHR+ responses, and the peak 733 delays of the N1m and P2m are significantly longer in the SCHR-response than in the 734 responses to the SIN, COS and SCHR+ waves. The DP is also less detectable in the SCHR-735 condition. Thus, the DP onset responses are compatible with the hypothesis that DP is of 736 peripheral, in the sense that they reflect the relative magnitude of the oscillation associated 737 with the missing harmonic in the BMM patterns. The SCHR-wave, whose BMM has less 738 modulation depth, and which produces a less detectable DP, leads to a source wave onset 739 complex with reduced amplitude and increased delay. This finding is compatible with 740 previous MEG work on masking period patterns obtained with Schroeder phase stimuli (Rupp 741 et al., 2008) ; the sinusoidal signal, which was more detectable in the SCHR+ masker than in 742 the SCHR-masker, was observed to produce a stronger MEG response (P1m) in SCHR+ 743 conditions. 744 745
Peripheral models of DP 746
A comparison is presented in fig. 6 of the simulated patterns of BMM produced by 747 the TL-AFB and the GT-AFB in response to the stimuli of Experiments 1 and 2. Both models 748 provide support for the peripheral origin hypothesis: There is a DP-specific feature in the 749 form of a high-frequency oscillation in the quiet period of the BMM in both panels of the first 750 row (the SIN stimulus) -a condition where DP is clearly audible. There are no corresponding features in the panels of the second row (the RAND stimulus) -a condition where DP is not 752 audible. Similarly, there is a DP-specific oscillation in the quiet period of the BMM in both 753 panels of the fourth row (the SCHR+ stimulus) -the Schroeder phase condition where DP is 754 clearly audible. Finally, there is a prominent DP-specific oscillation in the BMM of the 755 SCHR-stimulus when it is generated with the GT-AFB (third row, right column). The 756 oscillation is as prominent as it is in the panel below for the SCHR+ stimulus with the GT-757 AFB. Perceptually, however, DP was found to be less audible with the SCHR-stimulus than 758
with the SCHR+ stimulus. The perceptual difference is more compatible with the BMMs 759 produced by the TL-AFB -the panels in the left column of rows 3 and 4. The DP-specific 760 oscillation is identifiable in the BMM of the SCHR-stimulus but it is much less prominent 761 than in the BMM of the SCHR+ stimulus. Thus, peripheral models can explain the perception 762 of DP and the main features of MEG source waves, but the more physiologically-accurate, 763 transmission-line model is required to explain the difference in DP strength between the 764 SCHR-and SCHR+ stimuli, and the differences between the MEG source waves that they 765 produce. Towards the end of their paper, Lin and Hartmann (1997) describe an intriguing 770 experiment concerning the phase spectrum of the HCT used to generate DP: In the frequency 771 region around the harmonic to be removed, the harmonics of the HCT were fixed in phase, as 772 usual, but outside this band, the phases of the harmonics were randomized. They varied the 773 width of the band of coherent harmonics and found that it had to be surprisingly wide -12 or 774 more harmonics for listeners to hear the DP. They point out that this is not consistent with the 775 the GT-AFB for the SIN stimulus (right column, row 1) is very similar to that presented by 778 Lin and Hartmann (1997) , and it shows the DP-specific oscillation restricted to one or two 779 channels near the 19 th harmonic. Consequently, they concluded that the GT-AFB fails as a 780 peripheral model of DP, at least in this one respect. 781
We noted earlier (Section 2.2.2) that the TL-AFB includes the coupling of basilar 782 membrane sections observed in the cochlea and that this is important for accurate 783 representation of BMM when sounds have complex phase spectra (Uppenkamp et al., 2001) . 784
Comparison of the DP oscillations in the left and right columns of fig. 6 shows that the 785 coupling in the TL-AFB results in the DP feature appearing in the channel centered on the 786 19 th harmonic and a range of channels extending some distance above the 19th harmonic. 787
This could explain why there has to be a relatively wide region of phase coherence to produce 788 a DP. In the band narrowing experiment of Lin and Hartmann (1997) , as the region of 789 coherence is reduced, it will interfere with the DP feature in the BMM of the TL-AFB sooner 790 than in the BMM of the GT-AFB. Thus, a peripheral model based on a TL-AFB might well 791 be able to explain DP in its entirety. Since the broadening of the DP feature is limited to 792 channels above the 19 th harmonic, the TL-AFB predicts that the coherence band will be found 793 to be asymmetric, extending further above the channel of the removed harmonic than below 794 it. The coherence bands in Lin and Hartmann were not, however, sufficiently asymmetric to 795 test this hypothesis. 796
The peripheral models also explain why the magnitude of the SSR is greater for the 797 SCHR-stimulus than for the SCHR+ stimulus. For both stimuli, the frequency glide extends 798 across the entire 20-ms period of the wave, either going from low to high (SCHR-) or from 799 high to low (SCHR+). These glides interact with the normal phase delay in the cochlea which 800 goes from high to low. As a result, the SCHR-wave tends to counteract the cochlear delay 801 and concentrate neural firing within the period (row 3 of fig. 6 ), whereas the SCHR+ wave 802 tends to accentuate the cochlear delay and distribute neural firing more evenly across the period (row 4 of fig. 6 ). The magnitude of the SSR reflects the distribution of firing across the 804 period of the stimulus. 805
This paper describes cortical representations of pitch and phase information, and their 808 relationships with peripheral auditory processing and perception. The MEG experiments 809 show, for the first time, specific neuromagnetic activity associated with the onset of Duifhuis 810 Pitch (DP); moreover, they demonstrate how cortical responses to DP are affected by the 811 phase spectrum of the stimulus, cochlear phase alignment, and higher auditory processes. 812
Computer simulations of the cochlear mechanics can account for major portions of the 813 neurophysiological and psychoacoustic results, both with respect to DP and the underlying 814 harmonic complex tone, provided that they include physiologically-accurate coupling 815 between adjacent frequency channels. affects the form of the main ridge in the BMM, and the within-channel activity between these 951 ridges. In the right column, the oscillation associated with the omission of the 19 th harmonic is 952 visible within the quiet interval except for the random phase stimulus, where no DP is heard. 953
The simulations were generated with the transmission line model proposed by Sieroka et al. 954 (2006) ; the individual oscillations that form the cochlear response have been half-wave 955 rectified to make it easier to identify the feature associated with DP. 1, based on a dipole fit to the SF (ca. 500-800 ms after overall onset). The two sine phase and 959 two random phase conditions have been separately pooled; the data were also pooled across 960 hemispheres. Note the strong 50-Hz SSR in the sine phase conditions. Table 4 : p-values obtained from the statistical evaluation of the AEF components in 1010 Experiment 2. For each component, the baseline of the source waveforms was set to the 100-1011 ms interval before the onset or the transition, respectively. P1m -50.4 (7.9) -27.4 (4.9) 5.7 (6.9) 52.3 (5.6) -20.7 (8.4) 6.2 (7.4)
N1m
-51.8 (7.8) -27.0 (11.2) 2.6 (9.1) 53.7 (6.8) -23.2 (13.1) 2.4 (8.4)
P2m
-48.4 (7.0) -19.0 (6.4) -0.4 (9.6) 46.7 (7.5) -16.7 (7.5) 2.0 (9.2) SF -45.8 (5.9) -23.6 (3.9) -0.7 (5.5) 45.9 (5.4) -17.2 (5.9) 0.4 (5.8)
SSR
-52.6 (11.3) -24.6 (7.5) 2.9 (14.1) 52.2 (8.6) -25.0 (5.7) -1.0 (11.9)
TRANSITION Left Right
x y z x y z P1m -51.8 (7.7) -26.2 (6.2) 1.8 (7.5) 48.8 (5.5) -20.8 (8.3) -0.8 (7.5)
N1m
-51.7 (4.9) -23.9 (10.4) -2.1 (7.0) 50.4 (6.6) -21.4 (11.2) 0.5 (7.7)
P2m -49.3 (6.2) -22.8 (9.0) -3.6 (7.2) 47.8 (6.9) -12.8 (7.8) 0.3 (9.4) SF -44.0 (6.5) -23.0 (4.4) -1.7 (5.0) 44.1 (6.2) -16.1 (5.1) 0.2 (5.5) 
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