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Re´sume´ – Nous proposons une me´thode d’estimation non-parame´trique rapide et efficace pour estimer la distribution des
marques d’un processus de shot-noise exponentiel dans le contexte d’un fort taux d’empilement. A partir d’une formule reliant la
fonction caracte´ristique des marques a` celle du shot-noise et sa de´rive´e, nous construisons un estimateur de type  plug-in  qui
converge en norme uniforme vers la densite´ des marques a` une vitesse logarithmique. Cette me´thode est ensuite valide´e sur deux
jeux de donne´es simule´es.
Abstract – We propose an efficient method to estimate in a nonparametric fashion the marks’ density of a shot-noise process
subject to a high pile-up effect. Based on a formula linking the characteristic function of the mark density to a function involving
the shot-noise characteristic function and its derivative, we construct a “plug-in” estimator which converges to the mark density
in uniform norm at a logarithmic speed. Two limited Monte-Carlo experiments are provided to support our findings.
1 Introduction
1.1 Dispositif expe´rimental et empilement
Nous nous inte´ressons a` un proble`me inverse non-
line´aire qui apparait en physique nucle´aire, et plus par-
ticulie`rement en spectrome´trie Gamma ou X. Des par-
ticules (un faisceau de photons) frappent un de´tecteur.
Chaque interaction est ensuite convertie par le de´tecteur
en une impulsion e´lectrique proportionnelle a` l’e´nergie
de´pose´e par le photon correspondant. La forme de
l’impulsion originelle- i.e. l’impulsion observe´e lorsque
l’e´nergie de´pose´e vaut 1 eV- de´pend du de´tecteur et de
l’e´lectronique associe´e. Meˆme si le de´poˆt d’e´nergie associe´
a` un photon s’ave`re parfois partiel (effet Compton, voir
par exemple [5]), la distribution des e´nergies de´pose´es
refle`te tre`s e´troitement celle des e´nergies des photons :
l’objectif de la spectrome´trie gamma ou X consiste a` me-
surer pre´cisement cette dernie`re quantite´, caracte´ristique
capitale du faisceau.
Les re´actions nucle´aires ge´ne´rant les photons e´tant
inde´pendantes, on conside`re que le processus ponctuel des
instants d’interaction faisceau/de´tecteur est bien mode´lise´
par un processus de Poisson homoge`ne d’intensite´ λ sur la
droite re´elle. Le signal analogique mesure´ par le de´tecteur
correspond alors a` un processus de Poisson filtre´ par la
re´ponse impulsionnelle- suppose´e connue- et marque´ mul-
tiplicativement par une amplitude ale´atoire de distribu-
tion inconnue : en d’autres termes, un processus shot-
noise. Dans ce contexte, nous souhaitons retrouver la dis-
tribution des e´nergies photoniques a` partir du courant
e´lectrique mesure´. Or, les techniques d’instrumentation
nucle´aire actuelles ne permettent pas de mesurer cette dis-
tribution lorsque l’intensite´ λ est suffisamment forte pour
que les impulsions, de dure´e courte mais non nulle, s’em-
pilent : ce phe´nome`ne est commune´ment connu sous le
nom d’empilement ou de pile-up. Cette superposition de
courants e´lectriques empeˆche d’une part d’e´tablir une cor-
respondance bijective entre une re´ponse impulsionnelle et
l’e´nergie de´pose´e associe´e et d’autre part limite notre ana-
lyse aux distributions marginales du shot-noise. En pra-
tique, ce proble`me d’estimation se complique puisque le
signal observe´ est e´chantillonne´ a` une fre´quence plus faible
que la fre´quence moyenne d’interarrive´e de deux photons.
1.2 Mode`le
Afin de re´soudre ce proble`me inverse, nous mode´lisons le
courant e´lectrique par un processus stationnaire de shot-
noise X = (Xt)t∈R de´fini par :
Xt =
∑
k:Tk≤t
Yk h(t− Tk) , (1)
ou` h repre´sente la re´ponse impulsionnelle du de´tecteur
et
∑
k δ(Tk,Yk) correspond a` un processus de Poisson ho-
moge`ne a` valeurs dans R de mesure d’intensite´ λ > 0 de
marques i.i.d. a` valeurs re´elles admettant une densite´ θ
par rapport a` la mesure de Lebesgue.
Le processus (1) est bien de´fini si, et seulement si, la
fonction h et la densite´ θ ve´rifient∫
min(1, |y h(s)|)θ(y)dyds <∞ . (2)
Lorque la re´ponse impulsionnelle h est une fonction expo-
nentielle de taux de de´croissance α > 0, i.e.
h(t)
∆
= e−α t1R+(t) , (3)
le shot-noise est dit exponentiel et la condition (2) est alors
e´quivalente a` E
[
log+(|Y1|)
]
< ∞. La figure ci-dessous
illustre la trajectoire d’un shot-noise et du processus ponc-
tuel marque´ associe´.
Figure 1 – Trajectoire d’un shot-noise exponentiel
De´sormais, notre proble`me s’apparente a` un proble`me
inverse non-line´aire et se formule de la manie`re suivante :
a` partir d’observations X1, · · · , Xn d’un shot-noise ex-
ponentiel d’intensite´ λ e´leve´e, notre objectif consiste a`
identifier la densite´ θ des marques. Nous allons mon-
trer que cette densite´ peut eˆtre estime´e de manie`re non-
parame´trique pour un certain espace de fonctions conte-
nant θ. A` notre connaissance, l’article qui se rapproche le
plus de ce proble`me est [4]. Les auteurs proposent un esti-
mateur non-parame´trique de la fonction k qu’ils nomment
fonction canonique et qui est relie´e a` la densite´ θ par la
formule
k(x) = λ
(
1−
∫ x
−∞
θ(u)du
)
, x ∈ R . (4)
2 Formule d’inversion
La densite´ de la marginale du shot-noise exponentiel
de´fini par (1) n’est ge´ne´ralement pas expressible analyti-
quement. En revanche, e´tant donne´ qu’un shot-noise peut
eˆtre regarde´ comme un processus de Poisson filtre´, la fonc-
tion caracte´ristique de X0 s’e´crit, pour tout re´el u
ϕX0(u) = exp
(
λ
∫ ∞
0
∫
R
(eiuxh(v) − 1) θ(x)dxdv
)
(5)
= exp
(
λ
∫ ∞
0
∫
R
(eiuxe
−αv − 1) θ(x)dxdv
)
. (6)
De plus, si on suppose que E [|Y1|] =
∫
R |x|θ(x)dx <∞, la
fonction ϕX0 est de classe C1 sur R et on a pour tout re´el
u
ϕ′X0(u) = ϕX0(u)
λ
αu
(ϕY (u)− 1) . (7)
Comme la variable X0 est infiniment divisible, la fonction
ϕX0 ne s’annule pas. Par conse´quent, et sous l’hypothe`se
que ϕY est inte´grable, l’e´quation (7) permet d’exprimer la
densite´ θ connaissant α/λ
θ(x) =
∫
R
e−ixuϕY (u)du =
∫
R
e−ixu
(
1 +
αu
λ
ϕ′X0(u)
ϕX0(u)
)
du .
(8)
Dans la suite du papier, nous supposerons que le rapport
α/λ est une constante connue en tant que parame`tres de
l’appareil de mesure. Cependant, dans le cas ou` une incer-
titude surviendrait, il est possible d’estimer ce rapport en
utilisant la proprie´te´ ([3][Theore`me 1]) que la distribution
G de X0 est a` variation re´gulie`re d’indice λ/α en 0, i.e.
G(x) ∼ xλ/αL(x) , x→ 0 (9)
ou` L est une fonction a` variation lente en 0. L’estimateur
de Hill applique´ a` l’e´chantillonX−11 , · · · , X−1n fournit alors
un estimateur consistant de α/λ.
3 Estimation non-parame´trique
Pour u re´el, on de´finit ϕˆn(u)
∆
= n−1
∑n
i=1 e
iuXj comme
la fonction caracte´ristique empirique base´ sur les observa-
tions X1, · · · , Xn et ϕˆ′n sa de´rivee. A partir de la formule
d’inversion (8), nous sommes tente´s de de´finir un estima-
teur θˆn en pluggant la fonction caracte´ristique empirique
dans la formule (8), comme re´alise´ dans [2] .
Soient (hn)n≥0 et (κn)n≥0 deux suites de nombres po-
sitifs telles que
lim
n→∞hn = limn→∞κn = 0 .
On de´finit alors l’estimateur θˆn par
θˆn(x)
∆
=
1
2pi
∫ h−1n
−h−1n
e−iux
(
1 +
αu
λ
ϕˆ′n(u)
ϕˆn(u)
1|ϕˆn(u)|>κn
)
du .
(10)
Le choix de cet estimateur est motive´ par des raisons
de stabilite´ nume´rique : d’une part,a` u fixe´, on es-
time 1/ϕ(u) par 1{|ϕˆn(u)|>κn}/ϕˆn pour une suite (κn)n≥0
strictement positive. Une me´thode semblable est uti-
lise´e dans [6] pour des observations i.i.d. : les fluctua-
tions de
√
n (ϕˆn(u)− ϕ(u)) e´tant borne´es en probabi-
lite´, ils proposent de choisir κn = κn
−1/2 pour un
certain κ > 0. D’autre part, nous tronquons l’inter-
valle d’inte´gration R par
[−h−1n , h−1n ], permettant ainsi
de controˆler l’erreur d’estimation θ − θˆn en norme uni-
forme. Comme les de´viations de
√
n (ϕˆn(u)− ϕ(u)) sur[−h−1n , h−1n ] de´pendent de la bande passante hn, le pa-
rame`tre κn sera choisi le´ge´rement plus grand que n
−1/2.
Afin d’e´valuer la performance de notre estimateur en
norme uniforme, nous de´finissons un ensemble de classes
de fonctions auxquelles la densite´ est susceptible d’appar-
tenir. Pour K,L,m des nombres strictement positifs et
s > 1/2, on de´finit
Θ(K,L,m, s) =
{
θ est une densite´ de probabilite´ t.q.∫
R
|y|4+mθ(y)dy ≤ K,∫
R
(1 + |u|2)s||Fθ(u)|2du ≤ L} .
ou` Fθ repre´sente la transforme´e de Fourier de θ.
4 Re´sultats principaux
Nous ajoutons dans cette section un indice θ aux
symboles d’espe´rance et de probabilite´ afin d’e´tablir des
bornes pouvant e´ventuellement de´pendre de la densite´ in-
connue θ. Le the´ore`me ci-dessous garantit que l’estimateur
propose´ converge a` une vitesse logarithmique de`s lors que
la densite´ θ appartient a` l’une des classes Θ(K,L, s,m).
Theore`me 1. Soient X le processus de shot-noise expo-
nentiel de´fini par (1), K,L,m des nombres strictement
positifs et s > 1/2. Pour tout choix de constantes stricte-
ment positives γ, δ satisfaisant
γ < 1/2− δ λK
2/(4+m)
4α
,
on pose hn
∆
= (δ log(n))
−1/2
, κn = n
γ−1/2 et on de´finit θˆn
par (10). Alors, pour tout M ≥ √L/pi,
lim sup
n
sup
θ∈Θ(K,L,m,s)
Pθ
(
‖θ − θˆn‖ > Mhsn
)
= 0 . (11)
On voit d’apre`s (10) que l’estimateur θˆn de´pend seule-
ment des parame`tres hn et κn qui a` leur tour sont choi-
sis en fonction de K et m. Il est d’ailleurs inte´ressant de
noter que l’exposant de Sobolev s n’intervient pas dans
la de´finition de θˆn. En pratique, la connaissance de K
et m sont des hypothe`ses relativement faibles : dans les
applications en physique nucle´aire, Y est borne´ presque
suˆrement par une constante connue. Cependant, une esti-
mation trop e´leve´e de la borne supe´rieure de K2/(4+m) en-
traˆıne ne´cessairement un choix de δ plus petit, et donc un
plus grand hn : autrement dit, une vitesse de convergence
plus faible. Ainsi, il serait inte´ressant de pouvoir choisir
ces parame`tres en fonction des observations X1, · · · , Xn.
Pour y parvenir, nous exploitons la formule connue des
cumulants d’un shot-noise (cf. [1] par exemple) qui donne
V ar(X0)
∆
= σ2X = λEθ
[
Y 2
] ∫ ∞
0
e−2αtdt =
λ
2α
Eθ
[
Y 2
]
.
(12)
Graˆce a` cette relation, nous pouvons formuler une version
adapte´e du the´ore`me pre´ce´dent avec γ = 1/8, m = 1
et un choix de δ en fonction des donne´es de sorte que
l’estimateur ne de´pende plus de la connaissance de K.
Theore`me 2. Soient X le processus de shot-noise expo-
nentiel de´fini par (1), K,L,m des nombres strictement
positifs et s > 1/2. On de´finit
µˆ(2)n
∆
=
2α
λ
σˆ2X,n
ou` σˆ2X,n est la variance empirique des observations
X1, · · · , Xn. Posons
δˆn
∆
=
3α
2λ(µˆ
(2)
n + 1)
,
puis
hn =
(
δˆn log(n)
)−1/2
et κn = n
−3/8 .
Alors, pour tout M ≥ √L/pi, on a
lim sup
n
sup
θ∈Θ(K,L,s,1)
Pθ
(
‖θ − θˆn‖ > Mhsn
)
= 0 . (13)
Il est d’ailleurs inte´ressant de noter que la finitude du
moment d’ordre 5 de Y est une condition suffisante au
controˆle uniforme de la variance empirique σˆ2X,n sur la
classe de fonctions Θ(K,L, s, 1).
5 Algorithme
Dans le cadre des applications en physique nucle´aire,
la taille de l’e´chantillon disponible atteint souvent plu-
sieurs millions. Afin d’estimer d’une manie`re rapide et
efficace la loi des marques, nous avons de´veloppe´ une
proce´dure d’e´stimation semblable a` celle propose´e en (10)
dans laquelle l’ e´valuation de la fonction caracte´ristique
empirique est substitue´e par la transformation discre`te
de Fourier d’un histogramme base´ sur les observations
X1, · · · , Xn.
Algorithm 1: Nonparametric mark density estimator
Inputs : Shot-noise observations X1, · · · , Xn, λ, α.
1. Choix de ∆ > 0.
2. Calcul de l’histogramme (Hi)i∈Z d’intervalle ∆ base´ sur
les observations X1, · · · , Xn :
Hi = {Xk ∈ [∆i; ∆(i+ 1)]}/n
3. Soit (dHi)i∈Z de´finie par dHi = ∆iHi
4. Pour N
∆
= 216, on calcule Xφ = FFT(H,N),
dXφ = FFT(dH,N) Pour k = 1, · · · , N , on a
(Xφ)k ' ϕˆn
(
− 2pi(k−1)
N∆
)
et (dXφ)k ' −iϕˆ′n
(
− 2pi(k−1)
N∆
)
5. Calcul de ϕˆY,n :
ϕˆY,n
(
2pi(k−1)
N∆
)
= 1 +
2piα(k−1)
N∆λ
dXφk
dXφk
puis
θˆn =
2
N∆
FFT (ϕˆY n, N)
6 Re´sultats nume´riques
Pour donner quelques ordres de grandeur en instrumen-
tation nucle´aire, les de´tecteurs posse`dent une re´solution
temporelle d’environ 10 MHz tandis que leur re´ponse
impulsionnelle associe´e devient ne´gligeable en au plus
quelques microsecondes. Dans un contexte de fort em-
pilement, cette atte´nuation rapide du courant e´lectrique
n’est pas perceptible du fait d’un taux d’interarrive´e entre
deux photons relativement haut, d’environ 106 arrive´es
par seconde. Afin d’illustrer la performance de l’estima-
teur θˆn de´fini en (10), nous fournissons ci-dessous deux
exemples d’estimation de la loi des marques, a` λ = 5.105
et α = 3.104 fixe´s.
Cas d’un me´lange de gaussiennes : Nous
conside´rons le cas ou` la loi des marques suit une me´lange
de trois gaussiennes de´finies par
p = [0.3 0.5 0.2] , µ = [4 12 22] , σ = [1 1 0.5]
ou` p, µ, σ repre´sentent respectivement le poids, la
moyenne et la variance de chaque gaussienne.
Figure 2 – Estimation d’un me´lange de gaussiennes
Cas d’un me´lange de lois Gamma(a, β) : la
loi des marques suit un me´lange de trois lois gammas
inde´pendantes de´finies par
a = 2 , p = [0.2 0.3 0.5] , β = [3 6 12]
ou` a est le parame`tre de forme commun et p, β le vecteur
des poids et des parame`tres d’e´chelle de chaque loi gamma.
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