X-ray computed tomography (CT) reconstructs cross-sectional images from projection data. However, ionizing X-ray radiation associated with CT scanning may induce cancer and genetic damage. Therefore, the reduction of radiation dose has attracted major attention. Few-view CT image reconstruction is an important topic to reduce the radiation dose. Recently, data-driven algorithms have shown great potential to solve the few-view CT problem. In this paper, we develop a dual network architecture (DNA) for reconstructing images directly from sinograms. In the proposed DNA method, a point-wise fully-connected layer learns the backprojection process requesting significantly less memory than the prior arts do. Proposed method uses O(C × N × N c ) parameters where N and N c denote the dimension of reconstructed images and number of projections respectively. C is an adjustable parameter that can be set as low as 1. Our experimental results demonstrate that DNA produces a competitive performance over the other state-of-the-art methods. Interestingly, natural images can be used to pre-train DNA to avoid overfitting when the amount of real patient images is limited. the computational complexity from O(N 4 ) in 8 to O(N 2 ×N d ), where N and N d denote the size of medical images and the number of detectors respectively. But one consumer-level GPU is still unable to handle the iCT-Net.
INTRODUCTION
Few-view CT is often mentioned in the context of tomographic image reconstruction. Because of the requirement imposed by the Nyquist sampling theorem, reconstructing high-quality CT images from under-sampled data was considered impossible. When sufficient projection data are acquired, analytical methods such as filtered backprojection (FBP) 1 are widely used for clinical CT image reconstruction. In few-view CT circumstance, severe streak artifacts are introduced in these analytically reconstructed images due to the incompleteness of projection data. To overcome this issue, various iterative techniques were proposed in the past decades, which can incorporate prior knowledge in the image reconstruction. Well-known methods include algebraic reconstruction technique (ART), 2 simultaneous algebraic reconstruction technique (SART), 3 expectation maximization (EM), 4 etc. Nevertheless, these iterative methods are time-consuming and still not able to produce satisfying results in many cases. Recently, the development of the graphics processing unit (GPU) technology and the availability of big data allow researchers to train deep neural networks in an acceptable amount of time. Therefore, deep learning has become a new frontier for CT reconstruction research. [5] [6] [7] In the literature, only a few deep learning methods were proposed for reconstructing images directly from raw data. Zhu et al. 8 use fully-connected layers to learn the mapping from raw k-space data to a corresponding reconstructed MRI image. There is no doubt that fully-connected layers can be used to learn the mapping from the sinogram domain to the image domain. However, importing the whole sinograms into the network requires a significant amount of memory and posts a major challenge to train the network for a full-size CT image/volume on a single consumer-level GPU such as an NVIDIA Titan Xp. A recently proposed method, iCT-Net 9 reduces
METHODS
This section presents the proposed dual network architecture and the objective functions.
Dual network architecture (DNA)
DNA consists of 2 networks, G 1 and G 2 . The input to the G 1 is a batch of few-view sinograms. According to the Fourier slice theorem, low-frequency information is sampled denser than high-frequency information. Therefore, if we perform backprojection directly, reconstructed images will become blurry. Ramp filter is usually used to filter projections for avoiding this blurring effect. In DNA, filtration is performed on the sinogram in the Fourier domain through multiplication with the filter length (filter length, can be shorten, equals twice the length of sinogram). Then, the filtered projections are fed into the first network G 1 . G 1 tries to learn a filtered backprojection algorithm and output an intermediate image. Then, G 2 further optimizes the output from G 1 , generating the final image. G 1 can be divided into three components: filtration, backprojection, and refinement. In the filtration part, 1-D convolutional layers are used to produce filtered data. Theoretically, the length of the filter is infinitely long for a continuous signal, but it is not practical in reality. Filter length is here set as twice the length of a projection vector (which can be further shortened). Since the filtration is done through a multi-layer CNN, different layers can learn different parts of the filter. Therefore, the 1-D convolutional window is empirically set as 1 4 the length of the projection vector to reduce the computational burden. The idea of residual connections is used to reserve high-resolution information and to prevent gradient from vanishing.
Next, the learned sinogram from the filtration part is backprojected by G 1 . The backprojection part of G 1 is inspired by the following intuition: every point in the filtered projection vector only relates to pixel values on the x-ray path through the corresponding object image and any other data points in this vector contribute nothing to the pixels on this x-ray path. There is no doubt that a single fully-connected layer can be implemented to learn the mapping from the sinogram domain to the image domain, but its memory requirement becomes an issue due to extremely large matrix multiplications in this layer. To reduce the memory burden, the reconstruction process is learned in a point-wise manner using a point-wise fully-connected layer. By doing so, DNA can truly learn the backprojection process. The input to the point-wise fully-connected layer is a single point in the filtered projection vector, and the number of neurons is the width of the corresponding image. After this point-wise fully-connected layer, rotation and summation operations are applied to simulate the analytical FBP method. Bilinear interpolation 11 is used for rotating images. Moreover, C is empirically set as 23, allowing the network to learn multiple mappings from the sinogram domain to the image domain. The number of C can be understood as the number of branches. Note that different view-angle uses different parameters. Although the proposed filtration and backprojection parts all together learn a refined FBP method, streak artifacts cannot be eliminated perfectly. An image reconstructed by the backprojection part is fed into the last portion of G 1 for refinement.
Refinement part is a typical U-net 12 with conveying paths and is built with the ResNeXt 13 structure. U-net was originally designed for biological images segmentation and had been utilized in various applications. For example, Ref [14] [15] [16] use U-net with conveying paths for CT image denoising, Ref 17, 18 for few-view CT problem and Ref 19 for compressed sensing MRI, etc. U-net in the DNA contains 4 down-sampling and 4 up-sampling layers, each has a stride of 2 and is followed by a rectified linear unit (ReLU). A 3 × 3 kernel is used in both convolutional and transpose-convolutional layers. The number of kernels in each layer is 36. To maintain the tensors size, zero-padding is used. G 2 uses the same structure as the refinement part in G 1 . The input to G 2 is a concatenation of FBP-result and output from G 1 . With the use of G 2 , the network becomes deep. As a result, the benefits of deep learning can be utilized in this direct mapping for CT image reconstruction.
Objective functions
As shown in Fig. 1 , DNA is optimized using the Generative Adversarial Network (GAN) framework, 20 which is one of the most advanced framework in the field. In this study, the proposed framework contains three components: 2 generator networks G 1 and G 2 which are introduced in Subsection 2.1, and a discriminator network D. G 1 and G 2 aim at reconstructing images directly from a batch of few-view sinograms. D receives images from G 1 , G 2 or ground-truth dataset, and intends to distinguish whether an image is real (from the ground-truth dataset) or fake (from either G 1 or G 2 ). Both networks are able to optimize themselves in the training process. If an optimized network D can hardly distinguish fake images from real images, we will say that generators G 1 and G 2 can fool discriminator D which is the goal of GAN. By the design, the network D also helps to improve the texture of the final image and prevent over-smoothed issue from occurring.
Different from the vanilla generative adversarial network (GAN), 21 Wasserstein GAN (WGAN) replaces the logarithm terms in GAN loss function with the Wasserstein distance, improving the training stability during the training process. In the WGAN framework, the 1-Lipschitez function is assumed with weight clipping. However, Ref 22 points out that the weight clipping may be problematic in WGAN and suggests to replace it with a gradient penalty term, which is implemented in our proposed framework. Hence, the objective function of the proposed WGAN framework is expressed as follows:
where S SV , I SV = G 1 (S SV ), I F V represent a sparse-view sinogram, an image reconstructed by G 1 from a sparseview sinogram and the ground-truth image reconstructed from the full-vew projection data respectively. E a [b] denotes the expectation of b as a function of a. θ G1 ,θ G2 and θ D represent the trainable parameters of G 1 , G 2 and D respectively.Ī represents images between fake (from either G 1 or G 2 ) and real (from the ground-truth dataset) images. ∇(Ī) denotes the gradient of D with respect toĪ. The parameter λ balances the Wasserstein distance terms and gradient penalty terms. As suggested in Refs, 20, 22, 23 G 1 , G 2 and D are updated iteratively.
The objective function for optimizing the generator networks involves the mean square error (MSE), 16, 24 structural similarity index (SSIM) 25, 26 and adversarial loss. 27, 28 MSE is a popular choice for denoising applications, 29 which effectively suppresses the background noise but could result in over-smoothed images. 30 Moreover, MSE is insensitive to image texture since it assumes background noise is white gaussian noise and is independent of local image features. The formula of MSE loss is expressed as follows:
where N b , W and H denote the number of batches, image width and image height respectively. Y i and X i represent ground-truth image and image reconstructed by generator networks (either G 1 or G 2 ) respectively.
To compensate for the disadvantages of MSE and acquire visually better images, SSIM is introduced in the objective function. The SSIM formula is expressed as follows:
where C 1 = (K 1 · R) 2 and C 2 = (K 2 · R) 2 are constants used to stabilize the formula if the denominator is small. R stands for the dynamic range of pixel values and K 1 = 0.01,
and σ XY are the mean of Y and X, variance of Y and X and the covariance between Y and X respectively. Then, the structural loss is expressed as follows:
Furthermore, the adversarial loss aims to assist the generators, producing sharp images that are indistinguishable by the discriminator network. Refer to equation 1, adversarial loss for G 1 is expressed as follows:
and adversarial loss for G 2 is expressed as follows:
As mentioned early, solving the few-view CT problem is similar to solving a set of linear equations when the number of equations is not sufficient to perfectly resolve all the unknowns. The intuition of DNA is trying to estimate those unknown as close as possible by combining the information from the existing equations and the knowledge hidden in the big data. The recovered unknowns should satisfy the equations we have. Therefore, MSE between the original sinogram and the synthesized sinogram from a reconstructed image (either G 1 or G 2 ) is also included as part of the objective function, which is expressed as follows:
where N b , V, H denote the number of batches, number of views and sinogram height respectively. Y sino i represents original sinogram and X sino i represents sinogram from a reconstructed image (either G 1 or G 2 ).
Both generator networks are updated at the same time. The overall objective function of 2 generators is expressed as follows:
where the superscripts (1) and (2) indicate that the term is for measurements between ground-truth images and results reconstructed by G 1 and G 2 respectively. λ Q , λ P and λ R are hyper-parameters used to balance different loss functions.
Discriminator network
The discriminator network of proposed method takes input from G 1 , G 2 , and the ground-truth dataset, trying to distinguish whether the input is real. In DNA, the discriminator network has 6 convolutional layers with 64, 64, 128, 128, 256, 256 filters and followed by 2 fully-connected layers with number of neurons 1,024 and 1 respectively. The leaky ReLU activation function is used after each layer with a slope of 0.2 in the negative part. 3 × 3 kernel and zero-padding are used for all convolutional layers, with stride equals 1 for odd layers and 2 for even layers. 
EXPERIMENTS AND RESULTS

Experimental design
The clinical patient dataset was generated and authorized by Mayo Clinic for "the 2016 NIH-AAPM-Mayo Clinic Low Dose CT Grand Challenge". 31 The dataset contains a total of 5,936 abdominal CT images selected by Mayo Clinic with 1 mm slice thickness. Pixel values of patient images were normalized between 0 and 1. In this dataset, 9 patients (5,410 images) are selected for training/validation while 1 patient (526 images) is selected for testing. As mentioned early, DNA was first pre-trained using natural images from ImageNet. During the pre-training segment, a total of 120,000 images were randomly selected from ImageNet, among which 114,000 images were used for training/validation and the remaining 6,000 images were used for testing. Pixel values of ImageNet images were also normalized between 0 and 1. All the pixel values outside a prescribed circle were set to 0. All images were resized into 256 × 256. The Radon transform was used to simulate few-view projection measurements. 39-view and 49-view sinograms were respectively synthesized from angles equally distributed over a full scan range.
A batch size of 10 was selected for training. All experimental code was implemented in the TensorFlow framework 32 on an NVIDIA Titan Xp GPU. The Adam optimizer 33 was used to optimize the parameters. We compared DNA with 3 state-of-the-art deep learning methods, including LEARN, 34 sinogram-synthesis U-net, 18 and iCT-Net. 9 To our best knowledge, the network settings are the same as the default settings described in the original papers.
For the LEARN network, the number of iterations λ t was set as 50; the number of filters for all three layers was set to 48, 48, and 1 respectively; the convolutional kernel was set as 5 × 5; the initial input to the network was the FBP result; the same preprocessed Mayo dataset described above was used to train the LEARN network. Please note that the amount of data we used to train the LEARN network was much larger than that in the original LEARN paper.
For the sinogram-synthesis U-net, 720-view sinograms were simulated using the Radon transform. Then, the simulated sinograms were cropped into 50 × 50 patches with a stride 10 for training. The FBP method was applied to the reconstructed sinograms for generating final images.
The training process of iCT-Net is divided into two stages. In the first stage, the first 9 layers were pretrained with projection data. In the second stage, the pre-trained iCT-Net performed end to end training using the patient data. In the original iCT-Net paper, iCT-Net used a total of 58 CT examinations acquired under the same condition for stage 2 training. However, since we do not have their dataset, limited Mayo images might have caused overfitting in stage 2 training when we made efforts to replicate their results. Therefore, for a fair comparison, testing images were included in the training stages. Please note that iCT-Net was handled by 2 NVIDIA Titan Xp GPUs.
Visual and quantitative assessment
To visualize the performance of different methods, a few representative slices were selected from the testing dataset. Figure 2 shows results reconstructed using different methods from 49-view real patient sinograms. Table 1 shows the number of parameters used for these methods. Three metrics, PSNR, SSIM, and root-mean-square-error (RMSE), are selected for quantitative assessment. Table 2 shows quantitative measurements for different methods, acquired by averaging the metrics over the testing dataset, for both 39-view and 49-view results. 
Examination of intermediate results
To demonstrate the effectiveness of two generators in DNA, another G 2 network was trained using solely the FBP results as the input. Figure 3 shows typical results reconstructed from 49-view sinograms using various methods.
@1A @BA @/A @0A @)A As shown in the first row in Figure 3 , streak artifacts cannot be perfectly eliminated by G 2 when the network is trained using only the FBP results. G 1 , on the other hand, eliminates these artifacts through learning from projection data (first row, red arrows). Moreover, as mentioned early, by the design G 1 intends to assist G 2 for producing better results. This effect can be observed in the second row of Figure 3 . G 1 removes artifacts that cannot be removed using G 2 (second row, red arrow), but it introduces new artifacts (second row, orange arrow). These artifacts can then be removed by G 2 . In summary, G 1 helps remove artifacts that could not be removed by processing FBP results. Even though it brings up new artifacts, the newly introduced artifacts can be removed by the second generator network. Put differently, the proposed method, DNA, combines the best of two worlds. Quantitative measurements on the outputs reconstructed by various components in DNA are listed in Table 3 . 
Generalizability analysis
To demonstrate that the proposed method truly learns the backprojection process and can be generalized to other datasets, DNA and LEARN (second best method) were tested directly on female breast CT datasets acquired on a breast CT scanner (Koning corporation). 4,968 CT images, scanned at 49 peak kilovoltage (kVp), were acquired from 12 patients. There is a total of 3 sets of images per patient, reconstructing from 300, 150, 100 projections respectively. Koning images are reconstructed using commercial FBP with additional post-processing. Figure 4 shows representative images reconstructed using different methods. Table 4 gives the corresponding quantitative measurements. Completely dark images in the dataset were excluded, resulting in a total of 4,635 CT images.
DNA demonstrates outstanding performance in terms of generalizability, as shown in Figure 4 . Specifically, images reconstructed using LEARN appear over-smoothed and lose some details. On the other hand, DNA not only reserves more details than LEARN does, but also suppresses streak artifacts effectively (relative to 150-view and 100-view results). Moreover, images reconstructed by DNA from 49-view sinograms are better than 100-view images in terms of SSIM and RMSE. Also, we validated DNA and LEARN on the Massachusetts General Hospital (MGH) dataset. 35 MGH dataset contains 40 cadaver scans acquired with representative protocols. Each cadaver was scanned on a GE Discovery HD 750 scanner at 4 different dose levels. Only 10NI (Noise Index) images were used for testing. NI refers to the standard deviation of CT numbers within a region of interest in a water phantom of a specific size. 36 Typical images are shown in Figure 5 . The corresponding quantitative measurements are shown in Table 5 . 
CONCLUSION
Although the field of deep imaging is still at its early stage, remarkable results have been achieved over the past several years. We envision that deep learning will play an important role in the field of tomographic imaging. 37 In this direction, we have developed this novel DNA network for reconstructing CT images directly from sinograms. In this paper, even though the proposed method has only been tested for the few-view CT problem, we believe that it can be applied/adapted to solve various other CT problems, including image denoising, limited-angle CT, and so on. This paper is not the first work for reconstructing images directly from raw data, but previously proposed methods require a significantly greater amount of GPU memory for training. It is underlined that our proposed method solves the memory issue by learning the reconstruction process with the point-wise fully-connected layer and other proper network ingredients. Also, by passing only a single point into the fully-connected layer, the proposed method can truly learn the backprojection process. In our study, the DNA network demonstrates superior performance and generalizability. In the future works, we will validate the proposed method on images up to dimension 512 × 512 or even 1024 × 1024.
