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Abstract 
Set-up cost is an indispensable factor that must be considered in many 
situations when implementing control actions. However, this factor has been 
neglected in the literature of control theory and methodology. This thesis consid-
ers a discrete-time linear-quadratic model with a limited control implementation 
time, which is known as the cardinality constrained discrete time linear-quadratic 
control problem. Efficiently solving this problem plays a key role in the solution 
of discrete-time linear-quadratic control problems with set-up cost. Dynamic 
programming is only practically useful in the scalar state case of the cardinal-
ity constrained linear quadratic control problem, and thus to handle the multi-
dimensional state case, the problem is converted to a cardinality constrained 
quadratic programming problem. Efficient branch and bound rules are developed 
in this thesis to solve such a problem. 
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Although investors have the freedom to adjust their portfolios at all times, they 
do not perform such adjustments in every period due to the transaction cost. 
Similarly, in many situations the set-up cost cannot be neglected. However, set-
up cost is not taken into consideration in traditional control theory. Without 
a doubt, linear-quadratic control [1] [2] [3] [4] is one of the most successful de-
velopments of control theory, because of its wide application and mathematical 
elegance in tractability. 
Consider the following discrete-time linear-quadratic control problem with 
a set-up cost that is attached to nonzero control actions. 
T-l 
(P) min w ^ Suppiut) + x'tQtXt 
t 二0 
T - L 
+ y^\x[QtXt + u[RtUt], 
t=o 
subject to : Xt+i = AtXt + BtUt 
xq is given, 
1 
where Xt € i T is the state, ut e R爪 is the control, At G R ^ , Bt G R""她)for 
all t matrices Qt G R^^^ and Rt E R獻爪 are positive semi-definite and positive 
definite, respectively, Supp{ut) 二 0 if i^ t is a zero vector and Supp{ut) 二 1 other-
wise, and w is the set-up cost of implementing a control action. 
When w is zero, problem (P) reduces to the conventional linear-quadratic 
optimal control problem, whereas a very large w forces all i^ t,亡二 0, 1 . . — 1, 
to take a zero value. In general, the incorporation of a set-up cost into the formu-
lation of linear-quadratic control is equivalent to placing an upper limit on the 
number of times that the control can be applied in discrete-time systems. Con-
sider the following cardinality constrained discrete-time linear-quadratic control 
problem with a value of s that satisfies 1 < s < T. 
T - L 
{Ps) J{s) = min x'j^QtXt + ^ [x'tQtXt + u[RtUt 
t=o 
Subject to : Xt+i = AtXt + BtUt 
xq is given 
T - L 
Supp(ut) < s. 
When s = T, problem [Ps) reduces to the conventional linear-quadratic control 
problem. Let v(-) denote the minimum value of problem (.). 
Lemma 1.1 Monotonicity. For any ki and k�that satisfy 1 < ki < k2 < T, 
v{Pk,)>v{Pk,). 
Proof. The lemma is obvious from the fact that the feasible region Sk^  of 
{ut} I G in problem (P^J is a subset of the feasible region Sk^  of {ut} 
2 
in problem (Pfc2)，that is, 
〜 二 { { M & 尺“了 I ^ ^ S u p p { u , ) < k , } 
t=0 
T - 1 
c 只爪了 I E 仇 卵 ⑷ 仏 } 二〜. 
t=0 
In problem (P^), the larger the cardinality size s, the smaller the optimal 
value J{s). However, as s is increasing, the set-up cost also increases (see Figure 
1.1). The optimal solution for the primary problem (P) can be found first by 
solving (Ps) for 1 < s < T, and then identifying the optimal cardinality s*, 
s* = arq min ws + J(s). 
^0<s<T \ 丨 
The solution to (Pg*) is the optimal control of (P)，and thus efficiently solving 
problem (Pg) plays a key role in solving problem (P). 
There are no studies in the literature that directly discusses cardinality 
constrained optimal control problems. However, problem (P^) has a certain rela-
tionship with the optimal control problem of switched systems where the system 
switches between two sub-control models, one of which has no control and one of 
which has control. The target of this optimal control problem is not only to find 
the optimal control input for the subsystem model, but also to find the optimal 
switching instance between these subsystems. Many real-world processes, such 
as chemical processes, automotive systems, and manufacturing processes, can be 
modeled using this modeling approach. The main approach to the solution of 
the optimal control problem of switching systems in the literature [8] [9] is to de-
compose the problem into two sub-problems by parameterizing the time interval 
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Figure 1.1: Cost with Different Values of s 
parameters. At a higher lever, the switching instance is determined by nonlinear 
programming techniques. It must be pointed out that even for linear systems 
with a quadratic performance measure, an analytical solution for the lower level 
problem is not obtainable. Thus, the linear quadratic optimal control problem 
of switched systems remains as an open problem (see [7]), and the model in this 
thesis is just related to such a problem. 
A natural connection between the linear-quadratic control problem and 
the quadratic programming problem can be easily revealed, if state Xt at any 
stage t is rewritten as a function of Uq,Ui,. . .,Ut-i. Using a matrix form，problem 
(Pg) can be expressed as a special case of the following cardinality constrained 
4 
quadratic programming problem (Qs), 
{ Q s ) v{y) 二 min ^v'Gy + g'y 
Subject to : Supp{y) < s, 
where y G R^, G is an S x S positive definite matrix, g is an 5-dimensional 
vector, Supp{y) is the cardinality of y that is the number of components of y that 
are not equal to zero, and s < 5 is a given positive integer number. The details 
of the transformation procedure are given in Section 3.1. 
Problem {Qs) is studied in [10], in which the mathematic model con-
tains bounds that have been placed for components of y and there is a lin-
ear side constraint Ay < b. It is proposed in [10] that a surrogate constraint, 
upper bound of yi) < s, be used to handle the cardinality constraint. Note 
that there is no upper bound constraint in problem {Qs) in this thesis. 
Problem (Qs) also arises in the subset selection problem in regression. In 
a traditional subset selection problem, m sets of sample data are given as {xi,队)， 
where Xi E K^ and yi G R, and the target is to find the best linear function 
y = l3'x under the L2 criterion, such as min Yl'iLi {Vi — f^'^iY- A closed form 
solution = { X ' X y ^ X ' Y has been derived for this problem, where X G R獻几 
with x[ as its 2-th row and Y G R爪 with 队 as its i-th component. However, for 
adding robustness, it is often considered, as in [12], to be more appropriate to find 
a small subset of the variables instead of using all of the data for the regression. 
5 
minimize {Y — Xf3y{Y — XP) 
Subject to : \supp{[3)\ < k. k < m. 
This model is actually the same as (Qs) if we ignore the constant part in the 
objective function. Currently, simple greedy heuristics [12], such as forward and 
backward regression, are the most commonly used solution methods to this prob-
lem, because they are fast, even for large-sized problems. However, these heuristic 
methods cannot guarantee an exact solution. 
The rest of this thesis is organized as follows. In Chapter 2, a solution 
scheme is developed using dynamic programming, although this method is only 
practically useful for cases with a scalar state. In Chapter 3, problem (Pg) is 
treated as a cardinality constrained quadratic optimization problem (Qs)- First, 
the properties of this problem are studied and then an efficient branch and bound 
method is proposed to solve it. An illustrative example is presented to demon-
strate the solution procedure. The results of numerical experiments are given to 
compare the computational performance between the method in this thesis and 
the CPLEX 9.1 solver, which is a commercial optimization software. The thesis 
concludes in Chapter 4 with some suggestions for future work. 
6 
Chapter 2 
Solution Framework Using 
Dynamic Programming 
In Section 1 of this chapter, the difficulties of using dynamic programming as a 
solution scheme for the general case of problem (Pg) is illustrated. In Section 2, 
however, it is shown that if state a: is a scalar state, then dynamic programming 
provides an elegant solution scheme. In Section 3, the time-invariant system is 
discussed as a special case, and the computational procedure for an illustrative 
example problem is demonstrated in Section 4. 
7 
2.1 Difficulty of using dynamic programming 
Dynamic programming is, without a doubt, the most powerful general methodol-
ogy for optimal control problems that are separable with respect to time. Problem 
{Ps) becomes separable when the state space is expanded by adding an integer-
valued variable r ,^ which represents the remaining times of control implementation 
time at stage t. Obviously, rt satisfies the recursive equation 
To = s (2.1) 
n+i = n — Supp{ut). 
Define the cost-to-go at stage t for a given state Xt and rt as 
T T - L 
Jt{xt, rt) 二 min { Y ^ x'^Qk^k + V ] u'j^ RkUk | 工t, rt}-
k=t k=t 
The following is evident from Lemma 1.1, 
M工t,ri) < Jt(xt,r2), if ri�r2. 
The interpretation of this inequality is that the existence of more control oppor-
tunities in time interval [t, T] with the same starting point Xt leads to a better 
outcome. 
To verify this, a simple example can first be examined. Assume that 
T = 5 and s = 2. At stage 5, the optimal r^ can only be 0. At stage 4, the 
potential optimal 7*4 can only belong to {0 ,1 } . Otherwise, if rt > 1，then the 
remaining control will not be used up in stage 5. For the same reason, at stage 3 
the feasible set of r^ that is be considered is {0，1,2}. Figure 2.1 gives all of the 
possible situations in which optimality can be achieved and the feasible sets of rt 
for t = 0,1，...，5. 
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Figure 2.1: Potential Optimal Sets of Vt with T 二 5 and s 二 2 
In general, the feasible sets of n to be considered for t = 0，1...T can be 
expressed as 
Ft = {n e I m a x ( 0 , s - t ) S n S min(s,T —t)} . (2.2) 
Dynamic programming starts the solution process at stage T — 1. The 
feasible set of n is Ft-i 二 {0 ,1 } . 
For vt-i = 0, 
Jt—IOT—i，0) = 
where 
For Tt-i = 1, 
JT-I{XT-I, 1) = 
where 
PT-1 = ^T-I[QT — QTBT-]XB'T-IQTBT—I + + QT-I, 
9 
which can be obtained by minimizing the cost-to-go with respect to Ut-i. At 
t = T — 1, no decision has to be made on whether or not to implement control. 
At stage T - 2, the feasible set of ty—2 is Ft-2 = {•，1,2}. Check the 
situation for 7^ —2 = 1. 
JT-2{XT-2, 1) = MM{X'RJ^_2QT-2XT-2 + JT-I{AT-2XT-2, 1), 
mm[x'j^_2QT-2^T-2 + U'T—2Rt_2UT-2 
UT-2 
-\-JT-I{AT-2XT-2 + BT-2UT-2, •)]} 
—    
where 
= ^T-2[PT-1 - + i ^ T - 2 ) + QT-2, 
Thus, for 7Y—2 = 1 at stage T - 2, whether Supp{uT-2) = 0 or 1 depends on 
whether 
= - Pt-2)^T-2 > 0 
一 
or not. Note that matrix — Pt-2 may be indefinite, as can be seen by 
observing the following simple example. 
1 0 2 0 1 0 
AT-1 = AT-2 = QT = , BT-1 = , BT-2 = , 
0 1 0 2 [ 0 0.5 
r 1 0 1 r 1 0 
Rt-1 = , RT-2 = . 




1 丫 - 1 . 4 5 0 
0 0 . 4 
—、 
In other words, whether 工't_2(P去—2 _ P去-2)财-2 is positive depends on state Xt-2 
when the dimension of the state is greater than 1. 
Assume that at stage t + 1 the optimal cost-to-go can be expressed as 
where P '^Yi may be dependent to Xt+i-
At stage t, the optimal cost-to-go is given by the following formula for n 
eFt, 
Jt(xt, n) = mm{x[QtXt + Jt+i{AtXt, rt),mm[x[QtXt + u[RtUt 
Ut 
+Jt+i(AtXt + BfUt, n — 1]}. 
Thus, it is often impossible to solve this recursive equation analytically when 
state X is not scalar. In other words, dynamic programming usually fails to solve 
the multi-dimensional cardinality constraint linear-quadratic control problem. 
When state x is scalar, however, it is possible to obtain solution recursively 
using dynamic programming. 
11 
i 
2.2 Scalar-state problems 
In this section, the focus is on the situation in which x E R^. Problem (Pg) is 
restated as 
T一 1 
( A ) J{s) = m m i Q r x l + ^ ( Q t X ? + u[RtUt)} 
Subject to : Xt+i 二 atXt + BtUt 
T-l 
Y^ Supp{ut) <s<T, 
t=o 
w h e r e xt G R\ Ut G R爪,at e R, Bt e B"咖,Qt e R, Rt e R獻爪,Rt is pos i t ive 
definite, and Qt>0 for all t. 
A major result for ( A ) is as follows. 
Theorem 2.1 For the scalar-state problem (Ps), whether or not an optimal con-
trol Ut is implemented at time t is determined by the following formula for t = 
T - 1 ， T - 2 . . ， 1 , 0 . 
. , , / 1 q PI 二两 
Supp{ut) 二 � — 
0 if PI = PI, 
\ 
where 
min{P[,P[} if t + r <T 
P[ = \ Pf if t + r = T 
P[ if r = 0 
\ 
with 
p r - l 
'pr 以,尸杆1 + a 
^ = alPWi + Qu 
12 
where the initial condition is given by P冬二 QT- Furthermore, the magnitude of 
Ut is given by 
• 
0 if Supp{ut) 二 0 
Ut = { 
[-atP[+,\B[Pr'Bt + Rt)-'Bixt if Supp{ut) = 1 
and the corresponding objective value is v* = PqxI-
Proof. The cost-to-go at {xt, r) can be defined as 
T T - 1 
J{xt,r) = min QfcO；》+ 只fc叫 I 而，厂], 
Ut,..UT-l f ‘ ,—“"f 
k=t k—t 
where r e Ft, r is defined in (2.1) and Ft is defined in (2.2). Because the dynamics 
are separable, dynamic programming can be used to derive the recursive equation 
of the cost-to-go, 
J(xt,r) = mm[QtXt + u[RtUt + J^x^.r - Supp{ut))'. 
Ut 
In the following, the induction method is used to prove the result. Notice that 
the initial condition at T is 
J(xt,0) = QtXt-
It will be proved that the cost-to-go takes a quadratic form for all of the stages 
T - 1 , . . , 1 , 0 , 
Jix^r) = P[xl 
The induction method starts at A: = T - 1. The feasible set of r at stage 
T - 1 is Ft-i = {0,1} . 
For r 二 0, the cost-to-go is 
J(xt-I, 0) = PT-i^T-I^ 
13 
where 
P t - 1 — Q T - 1 + c l ^ - i Q T -
For r 二 1, the cost-to-go is 
JT-I(xt-I, 1) 二 min{(5T-i^T-i + ^T-I^T-I^T-I + 
-^Qriar-iXT-i + BT—iUT—I?}. 
The minimization of Jt-i(xt-i, 1) with respect to ut-i identifies the optimal 
control, 
二 —ciT—iP狄B'T_�TBT-I + RT—ITIK—IXT—I. 
The substitution of back to function Jt-i {xt-i，1) yields the minimum value, 
JT-I{xt-IA) 二 — Q t B t — i Q T 彻—1 + 丑 + 1. 
Notice the following well-known identity with proper dimensions for Mi, M2, M3, M4 
(Ml + M2M4-IM3)-' = Mf ^ + Mr'M2(M4 MsMf 
Thus， 
{B'T-IQTBT-I + RT-I)- 二 RT-1 - 1 + Q^BT-.RTUB'T-,， 
and JT-I(工T-l, 1) can be rewritten as 
Jt-I{XT-\^ 1) = -P^-l^T-l' 
where 
pi _ ( clt-i^t QT 1) 
1 + QtBt-iR'jp_IB'J._^ 
14 
The induction assumption holds true for T — 1. 
Assume that the induction assumption holds true at stage k I. The 
optimal cost-to-go takes the following form for a given Xk+i and Vk+i 二 j, 
= PLhi 式+1, 
where j e i^fc+i. For convenience, let 
Jk+l{Xk+lj) 二 +00, 
for j 朱 Fk+i. 
At stage k, the cost-to-go can be calculated as follows for each r G Fk, 
J{xk, r) = mm[Qkxl + Supp{uk) . u'^RkUk + - Supp{uk)' 
Uk 
=mm{Qkxl + J{xk+ur),mm[Qkxl + u]^RkUk + J{xk+i,r - 1)]}. 
Uk 
There are three possible situations. 
i) If r 二 0，then r - 1 0 Fk+i, and the cost-to-go is 
J{xk,r) = mm{Qkxl + J {xk+i, r), +oo； 
= P J ^ ^ k , 
where 
N = 孤 i + Q i (2-3) 




ii) If r 二 T - A:, then r ^ F^+i, and the cost-to-go is 





PT = � — 1 + Qk (2.4) 
and the optimal control is 
ul 二 - a / c 尸 冗 二 + RkT'E'^x,. 
In this situation, control action must be taken at every remaining stage, otherwise 
the resulting control policy will not be optimal. 
iii) li r < T - k, then both r G Fk+i and r - 1 G F^+i, and the cost-to-go 
can be calculated by 
where and P^ are given above in (2.3) and (2.4), respectively. Denote 
Control action should be taken only when P； > and it can be concluded that 
the induction assumption holds true for stage k, which completes the proof. 
By using this theorem, optimal control can be obtained by recursively 
calculating a two-dimensional recursive equation for (P^, P^) from stage T to 
stage 0. An illustrative example is given in Section 2.4. 
16 
t 
2.3 Time-invariant system 
In this section, the time-invariant case of problem ( A ) is considered, and an 
interesting result is obtained. 
A 
Corollary 2.3.1 Consider the time-invariant case of (Pg), where at = a，Bt == 
B，Qt 二 Q > and Rt 二 R. The optimal control strategy must satisfy Supp{uo) 
=1, Supp{ui) = 1,…，Supp{us-i) = 1, and Supp{us) 二 0，…’ Suppiur) = 0. 
Remark: The idea behind the proof is to use theorem (2.1) recursively to prove 
that the claim P[ 二 pf holds for all r > 1 and r G Ft, where 亡二 0, 1，•..， 
T - 2. The direct result of this claim is that the optimal control strategy is to 
implement control in the first s stages. Take Figure 2.1 as an example. At stage 
3, it must be proved that P^ = P^, at stage 2, it must be proved that P^ = P^ 
and Pi = and at stage 1, it must be proved that Pi = ff and F^ 二 P}. 
Lastly, at stage 0，it must be proved that Pq 二 P�?. 
Proof. Recognizing (2.3) and (2.4), the following fact is evident for all r > 1 
and r 6 Ft, t = 0 , 1 , . . . , T — 2, 
PI = P[ 
(2.5) 
^ PMPI+iC > Pl^i - P/+1 • 
where C 二 B B ' is a positive scalar. 
The mathematical induction method starts ai t = T - 2, and the feasible 
一 
region of r is Ft-2 = {0 ,1 ,2} . For the case r = 2, it is obvious that P|_2 = Pt-2 
17 
holds due to Lemma 1.1. For the case r = 1，relationship (2.5) implies that 
一  
proving P^-^ = P t -2 is equivalent to proving 
(2.6) 
Using (2.3), (2.4), and = Q yields 
PT-I^T-I^ - ( ^ T - l - PT-I) 
which completes the proof for 力二 T — 2. 
Assume that P[ = P[ for all r > 1 and r G Ft, where 力二 Z + 1，Z + 2,...， 
T — 2. The next target is to prove that for any r > 1 and r G F；, P[ = P[, or 
equivalently, 
holds true. 
(i) For r•二 1，Theorem 2.1 and the induction assumption are used to 
rewrite i^+i and Ff+i as 
巧+1 二 l + + 
Pl+1 — + Q . 
Thus, 
- - P/+1) 




p O ^ Q ^ ^ a ^ - (2.9) 
n=0 
for any j = 0 , 1 , . . . , T - 1. It follows that 
+ g = a 軒 1�Q + i f + 2 
=^a2if+2 + Q�尸尸+2. 
Substituting this inequality into (2.8) gives CP^^i^z+i > — ^ i i ) for r = 1. 
(ii) For r > 1, the left-hand side of (2.7) is considered first. Because of 
the induction assumption and Theorem 2 . 1 ， c a n be expressed as 
2 pr-i 
二 a 尸i+i+i g (2.10) 
Letting i = 1, 2 , . . . , r in the aforementioned equation yields 
pr _ , ^ , + Q 
尸 = i + 广 〉 i + ciT+-2” 
_ a-Fl-l a-Fl-l^q 
p�+2 - i + c i T + - 3 2 + y � 1 + c p - r 
pi — 以 … … + Q 
尸《杆 = 1 + 鄉 r + i + y 〉 1 + 二 . 
The performance of successive substitution and the dropping of the part 
in the numerator for the iteration for i yields 
pr \ + Q Yli=o (9 ^^^ 
终 1 r r n - ^ r p ^ " ' �‘ � ^ 
Similarly, can be expressed as 
2 pr-i-l 
p r - ' = z+i+i + Q (2.12) 
^ l+i 1 I 广 pr—卜 1 ‘ ^ ‘ \ ‘ 
19 
7 
for i = 1 , 2 , . . . , r — 1. It follows that 
广 1 ^ + (2 13) 
P i + i �E c r i a + c i ^ ^ i i ) . ( ) 
Solving (2.12) and (2.10) recursively provides the following expression for 
the right-hand side of (2.7), 
广 厂 — 付） 
Because of the induction assumption, 
Pllr = O^ltr^H + 0 
and 
Thus, 
p r - l _ pr 二 尸 (2 14) 
From (2.9), 
a 2 ( 卜 竹 + g § 二 T艺 a'^Q + P二 > i f付+ i . 
i:=T—l—r 
Thus, from (2.11)，(2.13), and (2.14), it can be concluded that (2.7) holds true 
for r > 1，and the proof is complete. 
20 
2.4 Illustrative example of a scalar-state prob-
lem 
The following illustrative example for problem ( A ) is now considered. 
6 5 
(A) J(3) 二 min{Z Qtx\ + ^  vl.RtUt} 
t^o t=0 
s.t. Xt+i = atXt + BtUt 
T - L 
Supp{ut) < 3, 
t=o 
where the data are given as, 
ao = - 1 . 0 8 1 4 , ai = - 4 . 1 6 4 0 , a? = 0.3133, 
ag = 0.7192, (14 二 - 2 . 8 6 6 2 , as = 2.9773; 
Bo = - 0 . 4 3 2 6 1.1892 - 0 . 5 8 8 3 ] ； = [ —1.6656 - 0 . 0 3 7 6 2.1832 j , 
: 1 r " 
B2 = 0 . 1 2 5 3 0 . 3 2 7 3 - 0 . 1 3 6 4 ， 战 二 0 . 2 8 7 7 0 . 1 7 4 6 0 . 1 1 3 9 , 
L J 1 匕 I" 1 
B 4 = [ - 1 . 1 4 6 5 - 0 . 1 8 6 7 1.0668 , -65 = [ 1.1909 0.7258 0.0593 J； 
Qo = 29.1231, Q i = 46.0058, Q2 = 15.2920, Q3 = 36.4065, Q4 = 0.6004, 
Qs 二 9 . 4 8 7 2 , Oe 二 20.4342, 
— p -
55.2073 - 3 5 . 3 2 0 2 -69 .8318 47.4482 1.2527 1.5143 
Ro= - 3 5 . 3 2 0 2 6 3 . 5 8 6 0 0 . 1 2 4 1 , Ri = 1 . 2 5 2 7 4 8 . 4 8 6 9 - 0 . 2 4 2 9 ， 
- 69 .8318 0.1241 275.3748 1.5143 - 0 . 2 4 2 9 44.5971 
= ^ r -
418.1174 -79 .3356 0.8914 36.2151 1.0870 0.5769 
R 2 = —79.3356 381.4516 -27 .9630 , Rs = 1.0870 32.4531 - 0 . 3 4 4 3 , 
0.8914 -27 .9630 456.8184 0.5769 一0.3443 42.5195 
_ J u J 
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r "1 � — 
377.9890 —63.7029 —7.2765 31.2435 6.8929 -2.5035 
F U = -63.7029 352.0914 -1.8472 , Rs = 6.8929 22.2387 0.3656 . 
-7 .2765 一 1.8472 438.2543 —2.5035 0.3656 18.9408 
Table 2.1 shows the procedure for the solution of the example problem. 
More details of the solution process are given in the following. 
Stage 6: for r = •，P^ = 20.4; 
Stage 5: for r 二 0, i f 二 190.6; 
for r = 1, Pi 二 93.4; 
Stage 4: for r 二 0, P^ = 1566.6 ； 
for r = 1，巧二 767.8, P^ = 707.5, thus P ] 二 707.4908; 
for r = 2, P42 二 481.5; 
Stage 3: for r = 0, P^ = 846.7; 
for r 二 1，再二 402.4，巧=163.7, thus P^ = 163.7; 
for r = 2，巧=285.5 , ^ = 143.3, thus P| = 143.3; 
for r = 3, P i = 130.4 
Stage 2: for r = 1 , 再 = 3 1 . 4 , ^ 二 77.4, thus P^ = 31.4; 
f o r r = 2 , ^ = 2 9 . 4 ,拜= 3 0 . 4 , thus P| = 29.4; 
for r = 3 , 再 = 2 8 . 1 , 玲 = 2 8 . 6 , thus P| = 28.1; 
Stage 1: for r = 2 ,拜 = 5 5 5 . 0 , ^ 二 131.6, thus f f = 131.6; 
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for r = 3，再二 533.1, Ff = 130.7, thus Pf 二 130.7; 
Stage 0: for r = 3 , 再 = 1 8 1 . 9 , ^ 二 66.3，thus P^ 二 66.3. 
After this backward calculation, the direction is reversed to fix Supp{ut)： 
Supp{uo) = 1 ； Supp{ui) 二 1; 
Supp{u2) 二 0 ； Suppiu^) = 1; 
Supp{u4) 二 0; SuppQus) = 0. 
At the same time, the optimal control can be found in the stages in which 
Supp{ut) = 1， 
- - 0 . 1 5 0 4 1 r 0.7545 1.3711 
UQ - - 0 . 7 2 6 7 孙 ， = - 0 . 0 0 8 7 ^ I , 以 3 = 0.9110 工3. 
0.0357 -1.0316 0.4628 
J L J 匕 J 
The optimality of this strategy can be verified by enumerating all of the possible 
situations in Table 2.2. 
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Table 2.1: Solution procedure of the algorithm 
No. step t Ft Pr The computational process of 尸广 
1 6 M 二 
2 5 {0 ,1 } P i Pi P l ^ P l P l ^ P ' , 
3 4 {0 ,1 ,2 } P i P i Pi P t ^ P l P l ^ P l P l ^ n 
4 3 {0 ,1 ,2 ,3 } P l P h P h P ! PI - P t . P l - P t . P i - P I P ! - n 
5 2 { 1 , 2， 3 } PI P I P ! —PI,PI —PI,PI —PI 
6 1 {2 ,3 } P h ^ P l P f ^ P i 
7 |Q| {3 } —   
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Table 2.2: Result of the complete enumeration 
Supp{ut) t = 0 ,1 , . . . ,5 Optimal value 
1 1 1 0 0 0 66.8805 
* 1 1 0 1 0 0 66.3064 
1 0 1 1 0 0 74.8100 
0 1 1 1 0 0 182.4791 
1 1 0 0 1 0 66.7135 
1 0 1 0 1 0 75.9750 
1 0 0 1 1 0 74.7116 
0 1 1 0 1 0 189.0695 
0 1 0 1 1 0 181.9271 
0 0 1 1 1 0 662.7013 
0 1 0 1 0 1 182.0644 
0 1 0 0 1 .1 187.5329 
1 1 0 0 0 1 66.7435 
1 0 1 0 0 1 76.0616 
1 0 0 1 0 1 74.7361 
1 0 0 0 1 1 75.7050 
0 1 1 0 0 1 189.5634 
0 0 1 1 0 1 667.1678 
0 0 1 0 1 1 902.8433 





In this chapter, problem (Pg) is reformulated as a special case of the cardinality 
constrained quadratic optimization problem (Q^). In Section 1，the reformulation 
of {Ps) to {Qs) is given, and it is briefly demonstrated in Section 2 that problem 
(Qs) is an NP-hard problem. In Section 3，an efficient branch and bound method 
is introduced to solve the problem, and in the last section, an illustrative example 
and the computational performance are presented. 
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3.1 Reformulation 
For problem (P^), the linearity of the systems dynamic implies that the state Xt 
can be written as a function of r = 0, 1, . . t - 1, at any stage t > 1, 
t - i t - i t - i 
Xt = AiXo + f j AjBrUr], 
i=0 T = 0 j = T + l 
where U V o • 二 八 - 1 . . . ] �a n d Hl l t A 二 1. Thus, (P,) can be reformulated 
as a static optimization problem. To give a systematic and compact method for 
the reformulation, the following fictitious outputs are introduced. 
A 
As Qt and Rt are positive definite, there exit Qt = Qt and Rt = Rf such 
that Qt = Q t Q t and Rt = R t R t - Define 
• —- 「 • 
Qt 0 
0 Rt 
where Q is an (m + n) x n matrix and Dt is an (m + n) x m matrix. The fictitious 
outputs, 
yt = CtXt + Dtut / o r 力= 1 , 2 , . . . , T — 1 
VT = QTXT 
are introduced. Notice that C'JJt = 0, and that the objective function of (P^) 
can therefore be expressed as 
T-l 




where Yt = [yo yi ... yr]'- The following matrices are then defined. 
「 1 r -
uq CO 
Ui CiAQ 
U = , L= , 
• • 
• • 
ut-1 CT nL/ A 
_ ml I— J 
Do 0 0 ••• 0 
CiBo Di 0 … 0 
Mt = C2A1B0 C2B1 D2 … 0 ， 
： ： ： 0 
and 
Nt = [ct{YitiA)Bo c“n二 以 n 二 A)召2 …QBt—i. . 
Thus, a compact form of the fictitious output can be expressed as 
YT = Lxo + MU, 
where 
Mt 
M = T (3.1) 
Nt 
The size of Mt is (m + n)T x m{T — 1), the size of Nt is 2(m + n) x m(T - 1), 
and the size of matrix M is (m + n)T x m ( T - l ) . The original problem (P^) now 
becomes 
(CPs) min J 二 hj'GU + g'U + constant 
Li 
T - 1 




G 二 2M'M g = 2 M L . 
Matrix G is a (Tm) x (Tm) matrix and ^ is a (Tm) x 1 vector. 
There is a slight difference between problem {Qs) and {CPs), if Ut G R爪 
and m> 1. However, the following modification can be adopted. 
{CPs) m i n J=IU'ZGZU + 1/ZU 
Li 
T - l 
s.t y^^{Supp{ut)) < s, 
t=0 
where 
Imxm • Supp(uo) 0 . . . 0 
0 Imxm • Supp(ui)… 0 
z 二 • 
. • • • • • ‘ • 
0 0 ••• Imxm • Supp(uT-l) _ 
In other words, the m x m elements that are associated with each ut can be 
bundled together. Problem {CPs) and (Qs) are of the same formulation, if each 
mxm block in problem {CPs) is treated as an element in problem (Qs). 
It is still necessary to demonstrate that G 二 M'M is positive definite in 
problem (CPs). If MU is regarded as a vector, then {MU)'MU is simply the 
norm of this vector, which means that U'M'MU > 0, if MU ^ 0. The definition 
of Dt implies that the rank of A is m. It follows that the rank of M is mT, 
which means that, all of the columns of M are independent, and it can thus be 
concluded that MU = 0 implies U = 0. That is to say, U'GU > 0 for any U ^ 0. 
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By the definition of the positive definite matrix, it can concluded that G 0 in 
the reformulated problem {CPs). 
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3.2 NP hardness 
In this section, it is shown that problem (Qs) is an inherent NP-hard problem. 
Although the techniques that are used to prove NP-completeness vary almost as 
widely as the NP-complete problems themselves, there are some widely adopted 
general methods. The restriction method is the most frequently used technique 
(see [5]). To prove that a given problem n G NP is iVP-complete using this 
technique requires the identification of a known NP-complete problem IT as a 
special case of IL Problem IT is called the restriction of problem H, which is 
restated in the following lemma. 
Lemma 3.1 Problem n is an NP-complete if problem IT is NP-complete and W 
is the restriction of IL 
The gist of such a technique lies in the transformation of a known NP-
complete problem to the target problem by the addition of further restrictions. 
Here, only the one-to-one correspondence between the instances of the restricted 
problem and the known NP-complete problem is required. In the following part, 
some known NP-complete problems are given first, which is followed by the proof 
that problem (Qs) is NP-hard. 
Take the following well-known NP-complete problem. 
•SUBSET SUM: 
INSTANCE: A finite set A, with a "size" s(a) E for each a E A and a positive 
integer B. 
QUESTION: Is there a subset A' C A such that =召？ 
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This problem belongs to the class of NP-completeness problems that are listed in 
5]. The following problem is closely related to the SUBSET SUM problem, 
• k-SUBSET SUM: 
INSTANCE: A finite set >1, with a "size" s{a) G for each a G ^ and positive 
integers k and B. 
QUESTION: Is there a subset A' C A such that = k and Eaew ^(a) = B7 
The NP-hardness of this problem is obvious, because if the k-SUBSET SUM prob-
lem can be solved by polynomial time, then SUBSET SUM can also be solved by 
polynomial time, which contradicts the NP-completeness of the SUBSET SUM 
problem. 
Another decision problem is now introduced. In the following problem, the nota-
tion of vector x > 0 implies that all of the elements of this vector are positive. 
• M A T R I X PARTITION: 
INSTANCE: Given n vectors mi, ?n2, •' •, ^n ^ such that r r i i � = 1, 2，..., n -
1 and m^ < 0, a positive integer k, and a matrix M = (mi ,m2, . . . , rrin). 
QUESTION: Is there a vector x e {0’ such that x'e = k and Mx = 0? 
Lemma 3.2 MATRIX PARTITION is NP-complete. 
Proof. The situation is first confined to p 二 1. Let set A = {mi,m2, • • •, rUn-i} 
and regard - m ^ as a positive number. The problem becomes that of choosing 
subset A' C A such that \A'\ = k and “‘饥i = — 爪 n , which is indeed a 
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K-SUBSET SUM problem. MATRIX PARTITION is NP-complete by the re-
striction method. 
Theorem 3.1 Problem (Qs) is NP-hard. 
Proof. Construct a special case of problem {Qs) as its restriction, 
( g j J = m i n ] - x ' M ' M x 
Zi 
Supp{x) 二 s , 
where Supp(x) is the number of components that are not equal to 0. The ma-
trix M is constructed as M = (mi, m2 , . . . , mn), where rrii G BP, > 0 for 
all i = 1，2，• • •，n - 1 and m几 < 0. It is obvious that J > 0. Solving such an 
optimization problem is at least as difficult as asking the decision question I, "Is 
the optimal value of (広)equal to 0?，，. (see [6]). If it is claimed that there is a 
polynomial time algorithm to solve problem (Qs), then there must be a polyno-
mial time algorithm to answer question I. It follows that MATRIX PARTITION 
can be solved using a polynomial time algorithm, which contradicts the fact that 
MATRIX PARTITION is an NP-complete problem. 
This theorem reveals that problem {Qs) is an NP-hard problem and it is 
widely believed that no polynomial time algorithm can solve this class of prob-
lems. 
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3.3 Solving CCQP with an efficient branch and 
bound method 
3.3.1 Efficient branch and bound algorithm 
When s = S, the cardinality constrained optimization problem {Qs) reduces to 
the conventional unconstrained convex quadratic optimization problem, the an-
alytical solution and correspondent optimal value of which are well known to 
be y* = -G-ig and v* = -\g'G-^g respectively. When s < S, problem {Qs) 
becomes non-convex, mainly because of its non-convex feasible region. Consider 
a simple case in which 5 = 2 and s = 1. It is easy to see that the non-convex 
feasible region for this simple case is a union of the two axes in the y-space. Thus, 
it is very difficult to develop the optimality condition for the global minimum. 
Furthermore, problem [Qs) is of a combinatorial nature. Solving problem (Qs) 
can be accomplished by comparing the optimal values of the C| s-dimensional 
unconstrained convex quadratic optimization problem, where C| = s\iS-s)\ ^^  the 
number of s unordered outcomes that can be chosen from S possibilities. Ob-
viously, it is impossible to enumerate all of the possible situations, even for a 
moderate-sized problem with S' = 50 and s 二 20. 
Define the index set for problem {Qs) as follows, where 1 < s < 5. 
i f = I {jl，:/2，. . .，js} ^ h}^ 
where 
Is = {1,2,...,外 
This index set can be interpreted as the selection of s indices from S total indices. 
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Denote the complementary set of / F as 
W = I s \ I ， 
Without loss of generality, it can be assumed that j i < J2 < • - • < js. 
Clearly, there are Q possible index sets of /P] for problem (仏).Consider the 
following reduced convex quadratic optimization problem. 
( Q約 min l y ' G y + g'y y Z 
subject to yi = Q, Vi e 
It is clear that the solution value of yi, i G in problem ((jL)]) can be obtained 
by solving the formulation, 
where y f^ = fe,, 如.•.，Vj.]', = [Oh,"加...，9js]'. and d f is formed by taking 
rows j i , js, • • j s and columns j i , J2, .. • ， j s from G . It is well known that any 
principle sub-matrix of a positive definite matrix is positive definite, which makes 
it a well-posed problem. 
In the following, the optimal value of problem (Qs) and problem ( q P ) are 
defined as v{Qs) and respectively. Thus, the following is obvious, 
测 = m i ” 納 . 
jb] 
Definition 1 is said to be the optimal index set of Qs i f v { Q s ) = ] ) , 
When i t ] is an optimal index set of (Qs), any solution to ((gi)]) is an optimal 
solution to {Qs)-
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Theorem 3.2 Assume that s < k. If there are one index set /丄for problem 
{Qk) and one index set iP for problem (Q,) such that > then 
no subset i s � C j f ” will be an optimal index set for problem Qg. 
Proof. As for any /P] C lf\ v{Q^f)) > and further 
v { Q f ) > V{QT^) > ^ ( Q D ( 3 - 2 ) 
for any / F C I � ). T h e conclusion of the theorem follows from the definition of 
the optimal index set. 
Let i P be the incumbent index set for problem (仏）and v* be the value 
of The following two corollaries can be easily obtained from Theorem 
3.2. 
Corollary 3.3.1 Assume that k> s. If for an index set > v；, then 
at least one element from must be in the optimal index set for problem {Qs)-
Corollary 3.3.2 If for an index set 4)1” ”(Q孔i) > <； then the element of 
must be in the optimal index set for problem {Qs). 
Example 3.1 The proposed solution concept is now illustrated by considering the 
following example (QA) with S = 7 and s = 4, where the data are given as 
11.58 -0 .08 0.24 -0 .02 -0 .13 -0 .00 -0 .05 
-0 .08 17.38 - 3 . 0 4 0.26 1.58 0.23 0.26 
0 . 2 4 一 3 . 0 4 2 8 . 2 9 0 . 1 8 - 8 . 7 3 0 . 2 0 - 2 . 6 4 
G 二 一 0 . 0 2 0 . 2 6 0 . 1 8 1 5 . 9 7 1 . 8 5 - 1 . 0 2 1 . 2 1 , 
- 0 . 1 3 1.58 -8 .73 1.85 17.62 - 0 . 3 6 -0 .02 
- 0 . 0 0 0.23 0.20 - 1 . 0 2 - 0 . 3 6 16.89 4.65 
一 0 . 0 5 0 . 2 6 - 2 . 6 4 1 . 2 1 - 0 . 0 2 4 . 6 5 1 8 . 0 9 
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g' = 175.50 141.63 195.05 183.66 189.59 125.53 152.11 • 
The following can be verified 
{ 2 , 3 , 4 ,5 ,6 ,7 } , ^(qW) ^ _5236.14; 
j f = { 1 ,3 ,4 ,5 ,6 ,7 } , v{Qf) = -5914.73; 
= { 1 , 2 ,4 ,5 ,6 ,7 } , v{Qf) = -4537.07; 
/ ^ U { 1 , 2 , 3 , 5 , 6 , 7 } , 二 -5920.66; 
/ f = { 1 , 2 , 3 , 4 , 6 , 7 } , ” ( Q � j ) 二—4740.22; 
/ ， 二 {1,2，3，4，5，7}, ^ ； 働 二 - 6 3 0 7 . 9 1 ; 
4 ^ 丨 二 仏 2 , 3 , 4 , 5 , 6 } ， 二 - 6 0 2 1 . 8 6 . 
r .1 
A natural conjecture from Corollary 3.3.2 is that the larger the value of V{QQ ), 
the more important the variable . Thus, the variables in y can be ranked in 
the following way according to the decreasing order of their corresponding values 
ofv[QF), 
{3 ,5 ,1 ,2 ,4 ,7 ,6 } . 
The first four members in this ranking order are used first in this cardinality 
constrained convex quadratic programming problem as a solution candidate. Let 
/ 4 叫 = { 3 , 5 , 1 ， 2 } . 
Solving qI州 yields an incumbent (yi,2/2,ys,ys)' = (—15.1,—9.0,—12.8，-16.4)' 
and its corresponding objective vl = ]) = -4766.16. 
< G 『 ） 二 -4537.07 > and = -4740.22 > {3 ,5 } 二 
must be in the optimal index set of {Q4) according to Corollary 3.3.2. 
Let 
4 州 二 {3，4，5, 6, 7 } . 
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Solving gives = -4589.44, which is larger than vl = -4766.16. Thus, 
at least one of {1,2} 二 /^工]must be in the optimal index set of (Q4) according to 
Corollary 3.3.1. 
Let 
/ 严 = { 2 , 3 , 5 , 6 , 7 } ， 
關 = { 2 ， 3 ， 4 ， 5 , 6 } . 
= -4589.46 andv{Qt^) = -4692.93 are greater than vl 二-4766.16， 
and thus at least one o / { l , 4 } 二 /严 and at least one o / { l , 7 } = must be in 
the optimal index set of (Q4) according to Corollary 3.3.1. 
Notice that two members in the optimal index set, {3, 5}, have been deter-
mined, and therefore not all o / { 2 , 4 , 7 } can be members of the optimal index set 
at the same time. This implies that { 1 } must be in the optimal index set. 
Three members in the optimal index set, { 1 , 3 , 5 } ， h a v e now been con-
firmed. The remaining single member in the optimal index set can be found out 
by checking QT for I � � �二 { 1 , 3 , 4 , 5 } ， { 1 , 3 , 5 , 6 } ， a n d {1,3,5 J}, which identifies 
the optimal index set { 1 , 3 ,5 ,7 } and an optimal solution to (O4)； O/i，奶，奶 
= ( - 1 5 . 1 , - 1 3 . 1 , - 1 7 . 4 , - 1 0 . 4 ) with v(Q4) = -5040.68. 
Note that the total enumeration requires the evaluation of Cj = 35 pos-
sible index sets by solving the corresponding unconstrained convex quadratic 
optimization problems of {Q4). Using the optimality conditions that are given in 
Theorem 1, Corollary 1, and Corollary 2，only 13 unconstrained convex quadratic 
optimization problems need to be carried out. This solution scheme provides a 
bounding condition that can be used to construct a branch and bound algorithm 
to solve problem {Qs)-
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In the following, the structure of a branch and bound algorithm that is 
combined with the depth-first searching strategy for the enumeration tree that 
is to be used as an exact solution methodology is described. 
A branching order table h is defined to store the branching order of the 
index. The notation It{i) denotes the z-th element of It, where < 二 1 ,2 , . . •, s. 
The following members store the information at every node in the enu-
meration tree. 
• pard: The address of the parent node. 
• The index set U\ To record which decision variables have been branched up, 
where branch up means that the variable takes a non-zero value. 
• The index set D: To record which decision variables have been branched down, 
where branch down means that the variable takes a zero value. 
• The indicator next: To indicate which variable will be processed in the child 
node (Note that such an indicator is used for producing the right child). 
• The indicator tindex: To indicate the position of the branching variable in the 
branch order table It. 
• The indicator flag: To indicate whether this node produces the right child, left 
child, or no child. If flag is 0，then node produces the left child. If it is 1, the 
node produces the right child node, and if it is 2, then the node does not produce 
any child. This marker is used for the purpose of backtracking. 
In the following, the notation [X.x] is used to denote a member x at node 
X . 
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Suppose that all v{Q^s-i) have been calculated and all of the indices have 
been ranked according to their importance. Choose first s indices as the initial 
branching up variables and store them in It. The algorithm can then be illus-
trated as follows. 
Initial step: Construct the root node of the enumeration tree. Let [root, flag 二 
0, [root.tindex] = 0, and all of the other elements be 0. Then add this root to 
tree. Pointer cp points to root: cp = root. Let the incumbent optimal value 
CV = +00 and set the current solution Cy = null. Go to step 1. 
Step 1: If cp = root and [cp.flag] = 2, then CV is the optimal value and 
Cy is the optimal solution. Otherwise go to step 2. 
Step 2: Check [cpjlag] to see whether it produces a left child or not. 
If [cp.flag] = 1, then go to step 4, otherwise, produce a node new and mark 
cp.flag] = 1. Then, let [new.D] = [cp.D], [new.tindex] = [cp.tindex] + 1 and 
newnode.pard] = cp. Choose Is{new.tindex) to branch up. Thus, [newnode.U = 
cp.U]U Is{new.tindex). Mark [cp.next] = Is{new.tindex). Check [new.U]. If the 
number of the indices in [new.U] is equal to s, then go to step 3, otherwise, add 
node new to the Tree, let cp 二 new, and repeat this step. 
Step 3: Calculate the optimal value V and optimal solution y based on 
index set [new.U]. \iV < CV, replace CV by V and cy by y. Go to step 4. 
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s t e p 4; Check [cp.flag] to see whether or not it produces a right child. 
If [cp.flag] = 2, then go to step 5, otherwise, let [cp.flag] 二 2 and produce a new 
node as new. Copy [cp.U] to [new.U] and let [new.padr] = cp, [new.tindex = 
cp.tindex]. Then, choose index [cp.next] to branch down. Let [new.D] = [cp.z]U 
cp.next]. Denote [new.D] as the complementary set of [new.D]. Calculate the 
optimal value BV and the optimal solution by based on index set [new.D]. If 
BV > CV], then go to step 5, otherwise, check the number of indices in [new.D • 
If it is equal to S - s, then let CV = BV, y = by, and go to step 5. If it is not, 
then update the branching order table It. Let n = s - \new.U\, which is the 
number of indices that must be updated in It. Suppose that 
{ii,22,... ,in} C new.D \ new.U, 
which satisfies 
I By, J > 队 2I > > > others. 
/t can then be updated as It (new.tindex + 1) 二 ii, It {new.tindex + 2) 二 ii� 
..•山(s) 二 i化 Add new to the Tree and let cp = new. Go to step 1. 
Step 5: Let cp = [cp.padr] and go to step 1. 
In this algorithm, the rules for choosing an initial solution are based on 
the value of and the variables with the largest value of v(Q^Li) are 
branched first. The reason behind this selection rule is further explained in the 
next section. At each node, if a variable is chosen to branch, then this node 
produces two children. The left child is for branching up and the right child is 
for branching down. When dealing with left children, the information is updated 
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and stored, and the left children are produced one by one until s variables are 
branched up. When dealing with right children, based on Theorem 3.2, Corollary 
3.3.1 and Corollary 3.3.2, the complementary set problem is calculated, which 
is a natural lower bound of this branch. The production of right children stops 
when S - s variables are branched down, as branching down S - s variables is 
equivalent to branching up s variables. If such a bound is better than the current 
incumbent, then the branching procedure continues and the branching order ta-
ble is updated, otherwise, this branch is ended. 
The solution process of this algorithm can be illustrated by considering the 
data that are given in Example 3.1. The process of implementing the algorithm 
is presented in Figure 3.1. Based on the value of 妒），the initial branching 
table is h 二 { 3 , 5 ,1 ,2 } . 
The algorithm starts with the initial step. Construct the root and add the 
root to the Tree. The member pard at each node is not explicitly given and it 
can be assumed that such information has been stored. 
node flag next tindex U D 
root 0 0 0 0 0 
The algorithm then goes to step 1 and cp = root. As [cp.flag] is 0，then 
go to Step 2. New node ai is produced as the left child. Mark [cp.flag] as 1 and 
let [al.tindex] = [cp.tindex] + 1 = 1. Thus, choose index 7^(1) = 3 to branch up. 
It follows that [ai.U] = {3 } . Mark [cp.next] as 3. Add ai to the Tree and let 
cp = ai. As Step 2 is repeated, the nodes a) and <23 are subsequently added (see 
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Figure 3.1). The data of the Tree can be given as follows after a^ is added. 
node flag next tindex U D 
root 1 3 0 0 0 
ai 1 5 1 3 0 
a2 1 1 2 3,5 0 
as 0 2 3 1,3,5 0 
cp = as at Step 2. Produce a^ with the data [a^.U] 二 { 1 , 2 ,3 ,5 } . The 
number of elements in [a4.U] is 4. Thus, go to Step 3 and carry out the cal-
culation with the index set 叫二{1, 2，3，5}. The solution is {2/1,2/2,2/3,2/5}= 
{-15.1,—9.0,—12.8，—16.4} with the objective value 二 —4766.14. As 
is less than CV, let CV = -4766.14 and cy == y. 
The algorithm then goes to Step 4. Note that cp = as and [as.flag 二 
1. Produce as as the right child. Let [a^.U] 二 [cp.t/] and [cp.flag] = 2. As 
cp.next] = 2, then [cp.D] = 0 U { 2 } = {2 } . Now calculate the complementary 
problem based on [cp.D] = IQ \ which was already obtained in the initial step. It 
turns out that BV = v{Qf) = -5914.7 < CV and 
{hyiMs, Im, by,, by,, byj} = { - 1 5 . 1 , - 1 2 . 4 , - 9 . 3 , - 1 6 . 2 , - 6 . 0 , - 8 . 1 } . 
Branching order table It must now be updated. A s n = 4 — 3 = 1， t h e r e is 
only one index that needs updating. Choose the index 4 that has the largest 
absolute solution value in [a^.D] \ [a^.U] 二 {4, 6, 7}. Update the branching table 
as If = {3 ,5 ,1 ,4 } . As the number of element in [ab.D] is 1, simply add this node 
to the Tree. Let cp 二 as and go to Step 1. The data of the Tree are given now 
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as follows. ：  
node flag next tindex U D 
root 1 3 0 0 0 
ai 1 5 1 3 0 
a2 1 1 2 3,5 0 
as 2 2 3 1,3,5 0 
as 0 0 3 1,3,5 2 
1 I I J 1  
The algorithm arrives at Step 2. Produce new node ae with [ae.U = 
{1，3,5} U /t(4) = { 1 , 3 , 4 , 5 } . Solving the optimization problem with index set 
二 {1,3,4，5} yields V 二 —4803.2 < CV. Let CV 二 -4803.2 and {cyi, q/3, m, q/5} 
二 {—15.1,—11.5,—9.6’ 一15.6}. Go to Step 4. Produce new node a-j. Set 
aj.U] = { 1 , 3 , 5 } , [cp.next] 二 4, [a^.tindex] 二 [cp.tindex], [a^.D] 二 [cp.D] U 
cp.next] = { 2 , 4 } , and carry out the optimization problem with index set [a^.D = 
{ 1 , 3 , 5 , 6 , 7 } . It turns out that BV = 二 —5249.4 < CV and 
{byi, bys, by,, bye, byj} = { - 1 5 . 1 ， — 1 2 . 9 , - 1 7 . 4 , - 5 . 2 , - 9 . 0 } . 
The index that has the largest absolute value of by in index set [aj.D] \ [aj-U 二 
{ 6 , 7 } is { 7 } , and thus the branching order table is updated as It = {1 ,3 ,5 ,7 } . 
Add a? to the Tree. Let cp = aj and go to Step 1. The data of the enumeration 
tree is now as follows. 
node flag next tindex U D 
root 1 3 0 0 0 
ai 1 5 1 3 0 
as 1 1 2 3 ,5 0 
a3 2 2 3 1 ,3 ,5 0 
as 2 4 3 1,3,5 2 
a7 0 0 3 1,3,5 2,4 
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As before, the algorithm repeats Step 2, Step 3, and Step 4 to produce 
the nodes ag and ag. The index set 二 {1,3,5，7} in node ag gives a better in-
cumbent CV = -5040.7 with {cyi’cy3,q/5,q/7}={—15.1,-11.5,-17.4，—10.4}. 
After exploring the node ag, [a^.flag] becomes 2. Notice that [a^-flag] = 2 and 
a^.flag = 2]. The algorithm backtracks to node as- At this stage, the data of 
T厂ee are as follows. 
node flag next tindex U D 
root 1 3 0 0 0 
ai 1 5 1 3 0 
a2 1 1 2 3,5 0 
As [a2.flag\ = 1, it is able to produce a right child aio with [ai^.D] = {1} . 
Thus, BV = v(QI') 二 -5236.1 and 
{by), bys, by*, by,, bye, byj} = { - 8 . 7 , - 1 3 . 4 , —9.1, — 1 5 . 8， - 5 . 8 , - 8 . 2 } . 
The number of indices that must be updated in is n 二 4 — 2 二 2. Check the 
index set 二 {2 ,4 ,6,7} . Thus, h = {3 ,5 ,4 ,2} . Add aio to the 
Tree.  
node flag next tindex U D 
root 1 3 0 0 0 
ai 1 5 1 3 0 
a2 1 1 2 3,5 0 
aio 0 0 2 I 3,5 I 1 
The algorithm continues to explore the children of aio. The index set 
[ai2.t/] = = {2 ,3 ,4 ,5} gives = -4143.2 > CV, and thus this 
branch can be cut. For ai3, the index set 4^2]二[汉 二(2，3，4,6，7} yields 
U ( Q � ) = - 4 9 7 5 . 3 > CV, and thus this branch can also be cut. For au, in-
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dex set 二 二 {2 ,3 ,5 ,6 , 7} and = -4589.5 > CV, and thus this 
branch can be cut. At this stage, the data of Tree are 
node flag next tindex U D 
root 1 3 0 0 0 
ai 1 5 1 3 I 0 
The algorithm goes back to check node a ” the right child of which is ais 
with [ai5.L>] 二 {5 } . It is known that v{Qf) 二 —4740.2 > CV, and thus this 
branch can be cut. Finally, the algorithm returns to root and checks the right 
child ai6 with [aiQ.D] = {3 } . Similarly, it is known that ^;(Q�])==—4530.7 > CV, 
and thus this branch can be cut. The algorithm is terminated, and the optimal 
solution and optimal value are found to be cy and CV, respectively. 
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Figure 3.1: Enumeration Tree ^ 
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3.3.2 Geometrical interpretation of the proposed ranking 
order 
Computation experience shows that an initial solution or an initial ranking order 
plays an important role in any branch and bound algorithm. A good incumbent 
that is obtained at an early stage will facilitate the process of cutting out many 
branches. In this section, the idea behind the initial ranking order is explained. 
Given a proper objective value, there is a contour in RS space. Notice 
that 
y'Gy + g'y 二 \{y + G-'g)'G[y + Q-'g) — I g ' G � 
The objective contour of {Qs) can be defined as follows for any V > — Ig'G'^g. 
T(lO = {y| V 二 y'Gy + g'yV (3.3) 
As G ^ 0, this contour is an ellipse in the R^ space with its origin at -G'^g. 
The axes of this ellipse are not necessarily parallel to the x coordinates if G is 
not a diagonal matrix. 
Let a and (5 E R^, such that 
r n � -
a = . ， P = 
• • 
a s P s - � L J 
Denote the box (hyper-rectangle) by 
a , (5] = I Qi S S ，i 二 1，2..，S7. 
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Lemma 3.3 The minimum box that contains the ellipse T{V) = {y | 二 
y'Gy 4- g'y} is [a{V), l3{V)], where 
a{V) = -G-^g - + g'G-^gCol{^} 
PiV) 二 -G-^g + y/2V + 
where D = {dij)sxs = G'^ and 二 (V^，V^, •.., V^)-
Proof. The j-th component of the upper corner /3{V) of the minimum box that 
contains T{V) is the optimal value of the following optimization problem. 
max yj 
Subject to: V 二 V'Gy + g'y. 
The Krush-Kuhn-Tucker conditions of this problem can be written as 
e^ ' - iiGy - fig = 0 (3.4) 
\y'Gy + g'y 二 (3.5) 
where e^ is the j-th unit vector in R^ and /i G is a multiplier. Denote D] as 
the j-th column of D for j - 1, 2 , . . . , S. Equation (3.4) implies that 
y = i c r V — G-'g = -D, — G-'g. (3.6) 
Substituting (3.6) into (3.5) yields 
“ 一 / 力 J 
^ 二 pV + g'G-^g-
Thus, the optimal solution is 
叫 ^ D 广 G g 
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and the optimal value is 
Similarly, solving 
min Uj 
subject to : V =�y'Gy + g'y 
yields 
for j = 1, 2,…，aS. 
When the value V decreases from positive infinity to both the 
contour TiV) and the minimum box that contains T{V) become smaller and 
eventually converge to a singleton. As we can see from Figure 3.2, when the box 
shrinks, the product aj{y)f5j{y), j 二 0，1， . . .，becomes positive one by one. 
It is easy to see that once aj{y)pj{V) > 0, it will remain positive as V continues 
to decrease (see Figure 3.2). That is to say, variable yj cannot take a zero value 
once aj{V)l3j{V) > 0. Let V/ denote the value y at which a j {V )p j {V ) = 0. The 
larger the value V/ , the earlier the occurrence of a j {V)f3j (y) > 0, and thus the 
earlier it is that yi no longer takes a zero value. Therefore, the importance of 
each index can be measured by the value of V^ .^ 
In Figure 3.2, the data are given as 
r "I r _ 
2 一 1 - 1 0 
Q = 9== 
- 1 3 - 5 
-J L J 
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Varying V from 二 16 to = - 3 0 makes the box shrink and the first index 
that does not change sign is Xi. Thus, the ranking order is 1,2. 
Let denote the optimal value of (Q^l i ) under the constraint of 
yj 二 0. As described in the previous section, the initial ranking order is based on 
the value ” ( Q ^ L j . In the following, the relationship between Vf and v(Q^sL) is 
investigated. 
Theorem 3.3 For problem (Qs), ”(QIi) = /^； where j 二 1，2…S. 
Proof. The objective contour of problem {Qs) is defined in (3.3). Denote the cen-
ter of the ellipse as (9 二 [Oi, O2, •. •, On\' and the inverse of G as D = {di^j}. It is 
clear that O = -Db. As proven in Lemma 3.3，the minimum box is [a{V),P{V)], 
where 
AJ{V) = OJ — + 
P j { V ) = O j + 
for j = 1，2， . . .，Notice that all djj > 0. Solving ai{V)l3j{V) 二 0 for yields, 
V 卜 碟 ( 3 . T ) 
For any j, the element of matrix G and vector g can be re-ordered and partitioned 
as 
^ “ G j j L ' ] — [ 恥 . 
G = , g 二 , 
L H h 
• � L J 
where matrix H is formed by taking rows 1，2，...，j 一 1, j + 1, . . . ’ and columns 
51 
Figure 3.2: Minimum Box 
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• • • • 
L = , h= gj—i . 
. ‘ • • 
Gs,j 9s 
• 」 L J 
As can be seen from (3.7), there are two parts in the expression of The part 
t 
g 'G-ig can be expressed as follows, as re-ordering does not change the value of 
g'G-ig. 
g'G-�g 二 卯-、 (3-8) 
=[力 卜.1卜1. (3.9) 
”3 \ L H h 
• 」 L J 




- ( 网 — W 2 W 4 — - W - 购 ) - l呢所 4 — 1 
二 - W 2 W 4 — W 4 - I + W4—1 购 (购 - W 2 H 7 I 购 ) - 1 购恢4—1 _ 
Thus, the inverse of G can be expressed as 
“ 1 L'H-i 
7^-1 = G^j-L'H-^L -Gjj-L'H-^L (3.10) 
H-^L TT-1 , if-iLL'H-i 
_ —Gjj-L'H-iL n 十 Gjj-L'H-^L」 
Together with (3.8), 
作 、 二 “ ， 1 二 ； 1 濃 — + k'H-�. (3.11) 
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For the part P~，O = -Dg and (3.10) give the following, 
_ 历 - L ' H - ' h 
] — - L'H-il 
and 
— 1 
二 Gj,j — 
Thus, 
9 1 = ( d 广 肥 1 时 (3.12) 
— — L'H-^L . 
Using (3.11) and (3.12) in (3.7) yields 
Li 
which is exactly the same as v {Qf_ i ) 二 
The geometrical interpretation of the initial solution can be explained by 
using a box to approximate the objective contour. The larger the value of !//， 
the higher possibility that this index will be included in the optimal index. This 
measure of the importance of the indices, of course, may not be totally accurate, 
but it can be used to determine the branching order of the indices at the initial 
stage along with some branch and bound rules to modify the ranking order until 
the exact solution is found. 
Table 3.1 demonstrates the efficiency of the initial ranking order in a set of 
test problems. For each kind of test problem, 50 problems are randomly gener-
ated for testing. The procedure for generating such problems is similar to that 
which is mentioned in Section 3.4. The first two columns of Table 3.1 represent 
the (5, s) pair for the problem, and the third column is the average similarity 
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Table 3.1: Accuracy of the initial index set 
S s Similarity Accuracy 
20 10 9 87.0% 
30 15 13 85.0% 
40 20 16 83.7% 
50 25 20 82.3% 
60 20 14 70.0% 
between the initial solution and the optimal solution, which is round up to the 
nearest integer. The last column is the accuracy. The similarity and the accu-
racy are defined as follows. Let set h be the initial solution that is determined 
by and the set I be the optimal index set. Then, Similarity = |/t n / 
and Accuracy = Similarity/\I\, where |/t| and |/| are the cardinality of h and 
I, respectively. 
From Table 3.1, it can be seen that a high average accuracy can be achieved 
by using ” ( Q I I ) as the importance measure. That is to say, most of the indices 
in the initial index set that is determined by will be in the optimal index 
set. However, a significant amount of computation is needed to check the opti-
mality of the solution. 
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3.3.3 Additional algorithmic ideas for enhancing compu-
tational efficiency 
A major bottleneck in the computation process is caused by the calculation of 
the inverse matrix. To enhance the computational efficiency, a special method is 
adopted in this thesis. At each step of branching down, only one new variable is 
set to be zero, and thus the new inverse can be obtained by modifying the inverse 
at the parent node. 
Lemma 3.4 Take a nonsingular symmetric matrix Gn e R磁 and its inverse 
D …For aj G { l , 2 , . . . , n } , construct two ( n - 1 ) x ( n - 1 ) dimensional matrices 
Gn—i and D^-i, by deleting the j-th column and the j-th row of Gn and the j-th 
column and the j-th row of Dn, respectively. Let the column vector d G 丑("—i) 
he formed by the j-th column of D^ with dropping element Djj, and let � denote 
Djj. The inverse of Gn-i is then G'^ 二 Dn—i — , which can be realized with 
no more than 3(n - 1) elementary row operations. 
Proof. Without loss of generality, only the situation for j = 1 is proved. The 
partition of Gn and Dn is 
r "I r 
1/ q' (jJ d! 
Gn= , Dn 二 ， 
g Gn-1 d Dn-l 
J 匕 J 
where g is an (n — 1) dimensional column vector and is a scalar. 
Note the following relationship, 
则 ug' + d'Gn-i /o iQ\ 
DnGn= ^ • (3.13) 
vd + Dn-ig gd' + Dn-lGn-l 
By the definition of the inverse matrix, it is known that 
Dn—从-广 In-i - gd'. (3.14) 
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As g and d are vectors, gd' is a rank one matrix. Let gi and 4 be the z-th 
component of g and d, respectively. Construct matrix E as 
「 _ 
1 0 ••• 0 
— 迎 1 … 0 
E = • 
• • • 
1 • • • 
. . • • 
0 … 1 L 91 J 
Then, 
1 — Qidi gid2 . . . Qidn-i 
-91 1 … 0 
E{I - gd') = . . . • 
. • • • . . ‘ • 
0 … 1 L 91 J 
Thus, only the elementary row operation need to be used to eliminate first the 
row and the first column, which requires 2(n — 1) row operations. Together with 
the elementary row operation for E, there are in total 3(n - 1) elementary row 
operations, which is linear to the size of problem. 
In equation (3.13), it is known that 
Ujg' + d'Gn-l = Olx(n- l)， 
which becomes ujdg' + dd'Gn-i 二 Oix(n-i) after pre-multiplying d on both sides. 
Substituting it into (3.14) yields 
(Dn-l dd')Gn-l = Ai—1， 
UJ 
which explicitly gives the inverse of Gn-i-
Actually, this lemma provides two methods for calculating G~\. The first 
uses elementary row operations to obtain matrix I 一 gd', which requires the stor-
age of the vector d at the parent node to implement the algorithm. The second 
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method gives the explicit expression of but requires the storage of every D 
matrix in the parent node, which takes up more memory. However, both of these 
two methods are more efficient than the approach of calculating directly. 
The second method is used in the computation in this thesis. The com-
putation experiment shows that applying such method to the children problem 
of each node significantly reduces the computational burden in calculating the 
inverse. Incorporating this computational method into the algorithm, the flow 
chart of the improved algorithm is given in Figure 3.3. 
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Figure 3.3: Flow Chart of the Proposed Algorithm 
� • � Initialization of all variables and 
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3.4 Numerical example and computational re-
sults 
In this section, an example is presented to show how to solve problem (P) us-
ing the proposed method. The computational performance of this method and 
CPLEX 9.1, which is a commercial optimization software, is then compared. 
The solution algorithm that was developed in the previous section for 
cardinality constrained convex quadratic programming problems can be read-
ily applied to problem (P) . Consider the following illustrative example for a 
discrete-time linear-quadratic control problem with set-up costs that are attached 
to nonzero control actions 
6 
min 2500 ^ Supp{u{t)) + x'{7)Q{7)x{7) 
t=o 
6 
+ ^ [x'{t)Q{t)x{t) + u'{t)R{t)u{t)] 
t=0 
Subject to : x{t + 1) = A{t)x{t) + B{t)u(t) 
x{0) 二（—2.16,-8.33)', 
where \ / \ / \ 
/ 0.125 - 1 . 1 4 7 � ， � ( -1 .147 1.190 - 1 . M 7 1.189 
、 ) [ 0 . 2 8 8 1.191 I \ 1-191 - 0 . 0 3 8 ； \ [ 皿 — 。 側 
( 一 1.147 1.189 \ , / —1.147 1.189 \ . ( —1.147 1.189 \ 
、 ) [ 1 . 1 9 1 - 0 . 0 3 8 J \ 1-191 - 0 . 0 3 8 ； \ 1.191 - 0 . 0 3 8 
( - 1 . 1 4 7 1.189 \ 
A(6) 二 ； 
y 1.191 —0.038 y 
/ - 0 . 6 1 2 1.054 \ , \ ( —15.705 0.661 \ _ 、 ( —13.666 2.386 \ 
BlO) = , B(l) = ，B { 2 ) = ， 
、 ) [ — 2 . 3 5 5 2.419 J [ "60.473 1.5167 / \ —52.619 5.476 ； 
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( - 8 . 6 7 0 0 . 5 7 6 \ [ - 2 0 . 6 8 9 2 . 4 0 7 \ 乃 ⑷ ( — 1 2 . 8 2 6 5 . 5 4 8 \ 
B(3) 二 ，B(4) = , B(5)= ， 
y -33.384 1.322 J [ -79.664 5.526 ； 乂 -49.386 12.734 
( - 1 8 . 1 6 1 2 . 7 1 2 \ 
B ( 6 ) = ； 
y - 6 9 . 9 2 8 6 . 2 2 5 
( 2 9 . 3 1 4 . 0 1 \ _ / 1 3 . 1 7 0 . 5 8 \ 〜 。 、 ( 7 . 5 5 — 4 . 4 2 \ 
Q ( 0 ) - 二 ，Q⑵二 ， 、 4 . 0 1 44.80 ) \ 0.58 17.39 ； 乂 —4.42 19.90 
( 1 5 . 0 6 - 3 . 7 7 \ / 2 0 . 4 5 0 . 2 5 \ . ( 2 2 . 9 7 2 . 8 9 \ 
Q � 二 ，Q � 二 ， 卵 ） 二 , ， 
^ ) [ -3.77 4.73 乂 V 0.25 21.96 ； \ 之別 36.84 
( 4 2 . 0 0 — 1 . 9 1 \ , \ ( 2 3 . 6 6 - 0 . 0 9 \ … ( 1 ^ 4 7 . 4 4 - 3 1 6 . 8 2 \ 
n(f\\ = 0(7) = ； Rio)= ， 
_ _ 1^ —1.91 31.93 ) \ -0.09 23.26 ； —316.82 762.43 
( 5 . 6 5 0 . 3 1 \ , \ ( 3 6 . 9 1 3 . 5 3 \ . ( 1 5 1 1 . 6 8 - 8 6 . 5 6 \ 
R(l)= , R{2)= ，尺(3)= , 、 )[0. 31 28.17 J [ 3.53 39.16 ； \ 476.25 J 
( 2 4 . 5 8 1 . 7 4 \ / 2 4 . 3 0 - 0 . 7 6 、 . ( 9 3 8 . 8 5 — 0 . 4 3 \ 
RU)= ，丑(5 = ,丑(6) 二 . 
、 ) [ 1 . 7 4 3 6 . 1 6 J [ - 0 . 7 6 0 . 4 3 ； 乂 — 0 . 4 3 9 1 3 . 2 2 ； 
The control problem is first converted into a cardinality constrained convex 
quadra t ic programming problem. The da t a of G and g are given in Figure 3.4. 
Note that in this example the control vector is two dimensional. Although the 
resulting y vector actually 14 dimensions, the two variables that are associated 
with each u{t) are bundled together and are dealt with as a single entity. Thus, 
in the cardinality constrained problem, s varies from 1 to = 7. Solving problem 
(Qs) for 1 < s < 7 yields the optimal index set for each s and the corresponding 
value of v{Qs), which are shown in Table 3.2 where the set-up cost, ws, is also 
calculated for different s. In the calculation of v[Qs), the algorithm that was 
developed in the previous section is used. The solution process only requires 15 
unconstrained quadratic optimizations, whereas the total enumeration requires 
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the evaluation of 
7 
[ c t ) = 27 — 1 二 127 
S=1 
unconstrained convex quadratic optimization problems. 
A comparing of the values of the sum of v{Qs) + ws identifies the optimal 
cardinality for the example problem 
s* 二 3 
and the corresponding optimal control 
( 0 . 6 7 \ 
Uq = 0, Ui = , 
、6.26 
( - 1 . 9 1 \ I 0.58 \ 
U2 二 )以 3 二 , 
Y -8 .41 y \ 0.08 y 
= 1^ 5 二 二 0. 
To evaluate the computational performance of the proposed solution scheme, 
this method is compared with the CPLEX 9.1 solver for the solution of problem 
( Q � . All of the problems are randomly generated using the following procedure. 
For matrix G, generate a diagonal matrix A, the elements of which are uniformly 
distributed in a range of (0，50], then generate orthogonal matrix F, the elements 
of which are normally distributed with a 0 mean and a standard deviation of 50. 
This orthogonal matrix is generated by the Gram-Schmidt procedure. Finally, 
the matrix G is given by VAT. The elements of vector b are uniformly distributed 
in a range of [-400,400:. 
The results for five different kinds of problems are listed in Table 3.3. In this 
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 3.2: Solutions to (Qs) 
s Optimal index set v{Qs) 鶴 
T | 101,013.899 2,500 
2 {2 ,3 } 28,815.6693 5,000 
3 {2 ,3 ,4 } 23,651.8494 7,500 
4 {1 ,2 ,3 ,4 } 21,493.9760 10,000 
5 {1 ,2 ,3 ,4 ,5 } 21,402.2807 12,500 
6 {1 ,2 ,3 ,4 ,5 ,6 } 21,332.0927 15,000 
7 {1 ,2 ,3 ,4 ,5 ,6 ,7 } 21,332.0909 17,500 
dimension of G, the second column shows the cardinality size, and the third col-
umn is the combinatorial number C| if all cases are enumerated. The notation 
“S - s” is used to denote a case with a problem size of S and a cardinality size 
of s. It is not possible to solve any of these problems, except for "30-15", using 
the enumeration method in a given time length of 3600 CPU seconds, even with 
a fast machine such as SUN blade workstation (2 Gmhz). 
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Table 3.3: Problem types 
S s Total Number 
30 15 1.1512 X 108 
40 20 1.3785 x l O � 
50 25 4.7129 x 
60 20 4.1918 X 1015 
100 20 5.3598 x lO^^ 
For the CPLEX 9.1 implementation, the problem {Qs) is rewritten in the 
following formula. 
[cplex - Qs) 咖 ) 二 min \y'Gy + g'y 
s,t Vi + Mzi > 0 i = 1,2… 
yi -Mzi<0 i = 1,2...5 
s 
i 
Zi e { 0 , 1 } i = i,2...S, 
where M is a large positive number. Both for < 二 1，2,..., and M are in-
troduced to convert {Qs) into a mixed integer programming formulation. After 
several tries, it was found that M = 1000 is large enough to cover the optimal 
solutions for the computation. CPLEX 9.1 is designed to deal with a general class 
of mixed-integer problems, such as linear and quadratic mixed-integer problems. 
The CPLEX user manual mentions that the program uses disjunctive cuts and 
cover cuts. 
For each kind of problem that is listed in Table 3.3, 20 cases are generated 
for calculation. In Tables 3.4, 3.5, 3.6, 3.7, and 3.8, the column "CPU" refers 
to the CPU execution time in seconds. An upper limit of 3600 CPU seconds is 
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pre-set for calculation, which means that the calculation is stopped if a solution 
is not found within 3600 CPU seconds. The column "node" corresponds to the 
number of nodes that is visited in the enumeration tree. The column "speed" 
is calculated by “node，，/“CPU”’ which measures the transition speed from one 
node to another. For the proposed method, the accurate rate of the initial index 
set in column "Acc" is given, as detailed in Section 3.3.2. 
Tables 3.4 and 3.5 show that both the proposed method and the CPLEX 
9.1 obtain exact solutions for problems "30-15" and "40-20" within the 3600-
second time limit. The columns "CPU" and "node" show that the proposed 
method uses less time and checks less nodes than CPLEX 9.1，and has a higher 
transition "Speed" • It is thus apparent that the proposed method is more efficient. 
Furthermore, Tables 3.6 and 3.7 show that most of the problems of sizes 
"50-25" and “60-20” can be solved by the proposed method within the given time 
limit, whereas CPLEX 9.1 is unable to solve most of them with this limit, espe-
cially for the case “60-20” in Table 3.7. Although CPLEX 9.1 finds the optimal 
solutions for some of the problems, it is unable to prove the optimality within 
the given time limit, and only solves two problems exactly. 
For problems of a large "size", such as “100-20” in Table 3.8, neither the 
proposed method nor CPLEX 9.1 are able to find exact solutions within the time 
limit. However, it can be seen that the incumbent of the proposed method is bet-
ter than or equal to CPLEX 9.1 in 17 cases out of 20, and the proposed method 
has a higher transition speed. 
The main bottleneck that occurs both with the proposed method and 
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CPLEX 9.1 is caused by the number of nodes that must be visited to prove the 
optimality. Even when the optimal solution can be found at the beginning, the 
branch and bound tree can still grow to several million nodes before termina-
tion, even for a moderate-sized problem such as "40-20". However, the proposed 
bounding strategy provides a relatively efficient pruning process for the enumer-
ation tree, which is why the proposed method visits less nodes than CPLEX 9.1 
to reach optimality. Furthermore, the proposed method of calculating the inverse 
matrix for relaxation problem enhances the transition speed. 
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Table 3.4: Experiment for “30-15” 
IMPLICIT Branch and Bound CPLEX  
Prob CPU Node Speed Acc OptV CPU Node Speed OptV 
1 0.04 195 4875 0.93 -2566 0.20 266 1538 -2566 
2 0.02 100 5000 0.93 -1769 0.11 169 1536 -1769 
3 0.83 4120 4964 0.73 -1409 4.48 6862 1530 一 1409 
4 0.26 1257 4903 0.80 -2414 1.24 1797 1449 -2414 
5 0.58 2846 4907 0.80 -2215 2.89 4398 1476 -2215 
6 0.15 698 4653 0.93 一3138 1.11 1564 1409 —3138 
7 0.08 406 5075 0.87 —2146 0.57 714 1253 -2146 
8 0.64 3103 4848 0.80 -1670 3.67 5825 1587 -1670 
9 0.20 961 4805 0.87 -3177 1.39 2089 1503 -3177 
10 0.09 416 4622 1.00 -1231 0.52 735 1414 -1231 
11 0.06 296 4933 0.87 一 2899 0.40 5161 1290 -2899 
12 0.20 983 4915 0.87 -2010 1.65 2438 1478 -2010 
13 0.12 589 4908 0.87 -2111 0.96 1402 1460 一 2111 
14 0.46 2288 4974 0.60 -3202 3.17 4631 1461 -3202 
15 0.09 445 4944 0.87 —2938 0.52 687 1321 -2938 
16 0.32 1551 4847 0.67 -1964 1.09 1613 1480 一 1964 
17 0.12 575 4792 0.87 -2135 0.69 911 1320 一 2135 
18 0.57 2829 4963 0.80 一 3122 3.35 4985 1488 - 3122 
19 0.03 126 4200 0.93 -2398 0.31 310 1000 -2398 
20 0.03 128 4267 1.00 —5404 0.26 303 1165 -5404 
Avg 0.245 1195 4878 0.85 — 1.44 2111 1466 -
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Table 3.5: Experiment for “40-20” 
IMPLICIT Branch and Bound CPLEX  
Prob CPU Node Speed Acc OptV CPU Node Speed OptV 
4906 2490 0.75 -3599 8.72 9418 1080 -3599 
2 2.33 5781 2481 0.85 -3144 9.58 9700 1013 -3144 
3 2.66 6663 2505 0.90 -4209 8.99 9248 1029 -4209 
4 3.39 8459 2495 0.75 —3267 11.34 11994 1058 -3267 
5 2.04 5120 2510 0.85 -2231 9.94 10192 1025 —2232 
6 0.40 1036 2590 0.95 -7878 2.42 6059 2504 -7878 
7 3.60 9041 2511 0.85 -4415 16.39 16894 1031 -4415 
8 2.10 5219 2485 0.95 -3092 15.67 17120 1093 -3092 
9 0.25 633 2532 0.90 -3777 0.89 815 916 -3777 
10 3.50 8834 2524 0.90 -1791 15.07 16208 1076 -1791 
11 4.49 11287 2514 0.90 -3019 21.93 24157 1102 一 3018 
12 0.24 591 2462 0.90 —4373 1.03 814 790 -4373 
13 0.73 1788 2449 0.85 -5469 2.67 2604 975 -5468 
14 1.14 2792 2449 0.85 -3905 4.00 4100 1025 -3905 
15 1.00 2469 2469 0.90 —2210 5.26 5442 1035 -2210 
16 0.48 1202 2504 0.80 -5192 5.28 5201 985 -5292 
17 3.22 8037 2496 0.75 -5342 17.51 18433 1053 一 5342 
18 3.04 7630 2510 0.90 -7376 21.17 22746 1074 -7376 
19 4.69 11893 2536 0.75 —3343 10.43 11156 1070 -3343 
20 4.45 11203 2518 0.90 -2465 16.77 18341 1094 -2465 
^ 5 7 2 9 2506 0.857 - 10-25 11032 1076^ 一 
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Table 3.6: Experiment for “50-25” 
IMPLICIT Branch and Bound CPLEX  
Prob CPU Node Speed Acc OptV CPU Node Speed OptV 
93.8 139936 1492 0.84 -3764 472.3 377994 800 -3763 
2 134.5 201847 1501 0.68 -4686 533.5 429403 805 -4686 
3 9.0 13286 1475 0.84 -8446 39.9 29417 737 -8444 
4 7.7 11267 1456 0.92 -5460 19.9 14937 752 一 5461 
5 67.3 100731 1497 0.88 -10123 257.2 199983 778 -10123 
6 35.4 52017 1468 0.76 -4599 147.0 111496 759 -4599 
7 7.3 10875 1496 0.84 -7438 56.4 42183 748 -7438 
8 9.0 13286 1476 0.84 -8446 40.1 29417 733 -8446 
9 252.1 381174 1512 0.80 -8004 1240.1 973654 785 -8004 
10 15.1 21940 1455 0.88 -15737 76.1 55400 728 -15736 
11 9.7 13550 1448 0.84 -5359 50.2 39729 792 -5359 
12 13.9 20396 1463 0.96 -7084 53.1 40333 760 一 7083 
13 80.9 121703 1505 0.88 -7481 312.1 235800 756 -7480 
14 148.1 223882 1511 0.76 -4624 417.1 318545 764 -6424 
15 7.2 10333 1443 0.96 -6411 36.3 28124 775 -6411 
16 8.9 13299 1493 0.80 -12950 38.7 30229 781 -12948 
17 3.3 4755 1445 0.88 -13449 14.0 10533 751 一 13448 
18 15.5 22612 1458 0.80 -13622 60.8 47162 776 -13622 
19 39.8 58925 1482 0.92 -3858 350.1 271508 775 -3858 
20 18.4 27093 1471 0.76 —8239 60.4 46368 767 -8239 
Avg 48.829 73145 1501 0.842 一 213.8 166610 779.4 -
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Table 3.7: Experiment for “60-20” 
IMPLICIT Branch and Bound CPLEX  
Prob CPU Node Speed Acc OptV CPU Node Speed OptV 
1789.1 2882292 1611 0.65 -5879 3600.0 1971850 548 -5845 
2 976.9 1550888 1588 0.75 -10035 3437.0 1914699 557 —10034 
3 3146.3 4971152 1580 0.80 -4780 3600.0 2328831 647 -4779 
4 771.1 1240238 1608 0.80 -10974 3600.0 2038739 566 -10974 
5 1584.7 2506706 1582 0.75 —6044 3600.0 2090008 581 —6045 
6 3600.0 5791477 1609 0.75 -8966 3600.0 2097874 583 -8955 
7 3228.2 5381900 1667 0.30 -6372 3600.0 2081549 578 —6055 
8 1148.0 1801659 1569 0.75 -5194 3600.0 2261514 628 -5194 
9 3600.0 6077933 1688 0.75 -6238 3600.0 2248350 625 -6237 
10 3.4 4874 1442 0.95 -18712 19.4 9797 505 一 18712 
11 2594.3 4075817 1571 0.70 -5724 3600.0 2166104 602 -5725 
12 377.7 606946 1607 0.80 -5974 3600.0 2468798 686 -5974 
13 3491.7 5561049 1593 0.45 -4893 3600.0 2375712 660 -4893 
14 1787.9 2810716 1572 0.80 -5035 3600.0 2189012 608 一5035 
15 3600.0 6015737 1671 0.55 -5905 3600.0 2164438 601 一 5902 
16 1221.2 1927594 1578 0.70 -5379 3600.0 2189241 608 -5379 
17 2354.6 3774418 1603 0.80 -5609 3600.0 2102171 559 -5609 
18 67.9 99727 1468 0.70 -6433 792.7 443368 584 -6433 
19 1057.8 1651446 1561 0.90 -6002 3600.0 2241343 623 -6000 
20 996.3 1558087 1564 0.75 -5657 3600.0 2134921 593 -5657 
1869.9 3014532 1612 0.700 - 3272 1975900 | 604 | — 
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Table 3.8: Experiment for "100-20" 
IMPLICIT Branch and Bound CPLEX  
Prob CPU Node S p i Acc OptV CPU Node Speed OptV 
3600 3254805 904 0.75 -6855.0 3600 1125201 313 -6392 
2 3600 3332764 926 0.80 -5251.0 3600 1066701 296 -4958 
3 3600 3204344 890 0.75 -6099 3600 1018361 283 —6099 
4 3600 3374212 937 0.70 -6028 3600 1009624 281 -6544 
5 3600 2983456 829 0.85 -5315 3600 1153369 320 —4911 
6 3600 3000456 833 0.90 -6583 3600 986664 274 —6583 
7 3600 3413072 948 0.65 -5031 3600 878901 244 —5031 
8 3600 3011222 836 0.75 -6722 3600 1361740 378 —5646 
9 3600 2899322 805 0.55 -39333 3600 1027848 286 - 28900 
10 3600 3004543 835 0.60 -7033 3600 1099801 306 一 7060 
11 3600 2978562 827 0.50 -5119 3600 1126426 313 一 5688 
12 3600 3054333 848 0.65 -9037 3600 984410 273 -9037 
13 3600 3012112 836 0.80 一6788 3600 1358008 377 -5102 
14 3600 3056245 848 0.60 -5100 3600 1383312 384 一 5101 
15 3600 3232727 897 0.70 -4344 3600 1413923 393 -4344 
16 3600 3198994 888 0.70 —5232 3600 1288321 358 -4412 
17 3600 3124543 868 0.75 一 7232 3600 1208283 336 -6679 
18 3600 3124434 867 0.80 -6678 3600 1208283 336 一 6679 
19 3600 3023273 839 0.70 一8410 3600 806521 224 一8405 
20 3600 3093305 859 0.90 -8543 3600 1229834 342 -6735 




Summary and Future Work 
In this thesis, the cardinality constrained discrete-time linear-quadratic control 
problem (P,) is studied. Such a problem with limits on the number of times 
that control can be implemented is motivated by the need to solve discrete-time 
linear-quadratic problem with a set-up cost for control actions. 
In Chapter 2, the feasibility of using dynamic programming as a solution 
scheme is investigated, and for scalar-state situations an elegant solution struc-
ture is revealed. In the derived analytical solution, a two-dimensional recursive 
equation is solved backward to achieve the optimal control policy. Dynamic pro-
gramming fails to solve the general cardinality constrained discrete-time linear-
quadratic control problem in multi-dimensional-state situations, because of the 
state dependency in solving the Riccatti equation. 
In Chapter 3, the cardinality constrained discrete-time linear-quadratic 
control problem with a multi-dimensional state is reformulated as a cardinality 
constrained quadratic programming problem (Q,). This kind of problem has been 
studied in the area of subset regression and portfolio selection. By studying the 
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structure of the cardinality constrained quadratic programming problem, an effi-
cient branch and bound solution method is developed in this thesis, the success 
of which is largely due to the procedure for generating the initial solution index. 
Despite the effectiveness of the method that is proposed in this thesis, 
many issues remain to be explored in future research. Cardinality constrained 
discrete-time linear-quadratic stochastic control has a direct application to multi-
period portfolio selection, and this extension from a deterministic situation to 
a stochastic situation would be significant in terms of its academic value and 
its relevance to real applications. There is much room for the improvement of 
the branch and bound rules in the proposed algorithm. A tighter bound would 
speed up the fathoming process, which would thus relax the difficulty that arises 
from the combinatorial nature of the problem. An optimality condition for (Qs) 
would greatly assist the design of a solution methodology. As can be observed in 
the numerical implementation, the algorithm often reaches the optimal solution 
very quickly as a result of the good initial solution. However, much more time 
is needed to check the optimality of these solutions and thus derivation of either 
the necessary or sufficient optimality condition for (Qs) would be very helpful in 
the development of more efficient solution methods. 
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