Abstract. We here investigate the efficient implementation of the energy-conserving methods named Hamiltonian Boundary Value Methods (HBVMs) recently introduced for the numerical solution of Hamiltonian problems. In this note, we describe an iterative procedure, based on a triangular splitting, for solving the generated discrete problems, when the problem at hand is separable.
INTRODUCTION
Recently, the class of energy-conserving Runge-Kutta methods named Hamiltonian Boundary Value Methods (HBVMs) has been introduced for the efficient solution of Hamiltonian problems [8, 9, 10, 11, 12, 13] . Further generalization of such methods have been also devised [2, 4, 14] , all essentially deriving from the original idea of discrete line integral, at first devised in [19, 20, 21] . For such methods, we propose an iterative procedure for solving the generated discrete problem, based on a suitable triangular splitting. The proposed approach follows the recent trend started in [6, 3] . Let then consider a separable Hamiltonian problem defined by the Hamiltonian H(q, p) = 
which we plan to assume to solve on the interval [0, h]. A HBVM(k, s) method, k ≥ s, is a Runge-Kutta method defined by the Butcher tableau
with {c ℓ } the k Gauss-Legendre abscissae on [0, 1], {b ℓ } the corresponding weights, Ω = diag(b), I s = c i 0 P j−1 (x)dx ∈ R k×s , and, in general, P r = P j−1 (c i ) ∈ R k×r , with {P j } j≥0 the Legendre polynomials orthonormal on [0, 1] . Moreover, it is well-known that
In particular, when k = s one retrieves the usual s-stage Gauss method [10] . The following discrete problem then [10, 12, 13] ,
T and P = (P 1 , . . . , P k ) T are the stage vectors, e = (1, . . . , 1) T ∈ R k , and ∇U(Q) = (∇U(Q 1 ) T , . . . , ∇U(Q s ) T ) T . Subsitution of the second equation into the first one, then gives, by considering that I s P T s Ωe = c and This problem has (block) dimension k, which may be significantly larger than s [10, 11, 13] . In order to recover a problem of (block) dimension s, independently of k, we set γ γ γ = P T s Ω ⊗ I m ∇U(Q), thus resulting in the following discrete problem, obtained by substituting (2) in such an equation:
Application of the simplified Newton method for its solution, then gives the following iteration, by taking into account that P T s ΩP s+1Xs X s = [I s 0]X s X s = X 2 s , and setting I the identity of dimension sm:
The efficient (possibly approximate) solution of the first linear system in (3) will be our main concern.
MODIFIED TRIANGULAR SPLITTING
Instead of solving the original linear system in (3), which would require the factorization of a matrix of dimension sm, we consider the following equivalent linear system,
where
for a suitable choice of the set of s auxiliary abscissaeĉ 1 , . . . ,ĉ s . In particular, by following the approach used in [6, 3] (see also [18, 1] ), these latter abscissae are chosen in order to obtain a Crout factorization A s = L s U s , with L s lower triangular and U s upper triangular with unit diagonal entries, such that L s has constant diagonal entries, all of them equals to d s = s det X 2 s . Following the approach in [3] , this allows us to express the first s − 1 auxiliary abscissaê c 1 , . . . ,ĉ s−1 as a function of the last one,ĉ s . This latter abscissa, in turn, is chosen in order to optimize the convergence properties of the following inner iteration, coupled with the outer iteration (3),
by (approximately) minimizing its maximum amplification factor ρ * which, if not larger than 1, makes the iteration P-convergent, according to [7] . The advantage of using the inner iteration (4) is that the coefficient matrix is lower block triangular, with diagonal block entries all equals to which is a symmetric matrix having the same size as that of the continuous problem (1), independently of s. In Table 1 , we list the computed optimal auxiliary nodes, for s = 2, . . . , 6, along with the corresponding diagonal entry d s , with 36 significant digits: one may see that the auxiliary nodes are all distinct and in the interval [0, 1]. Their order (which is not commutative in the definition of matrixP s ) is the increasing one except, possibly, for last auxiliary abscissa, c s , which may not always be the largest one. According to the analysis in [7] , a linear convergence analysis of the iteration (4) is obtained by considering the scalar problem y ′′ = −µ 2 y, with µ ∈ R. By setting x = hµ ∈ R, one then obtains that the iteration matrix is given by
whose spectral radius will be denoted by ρ(x 2 ). Clearly, the iteration will be convergent if and only if ρ(x 2 ) < 1. We observe that ρ(x 2 ) → 0, as x → ∞. The maximum amplification factor [7] of the iteration is then defined as ρ * = max x≥0 ρ(x 2 ). Moreover, according to the analysis in [7] , one has ρ(x 2 ) ≈ρx 2 , for x ≈ 0, and ρ(x 2 ) ≃ρ ∞ |x| −2/(s−1) , for |x| ≫ 1. Clearly, the smaller the parameters ρ * ,ρ, andρ ∞ , the better the iteration properties. In particular, the most important one is ρ * which, if not larger than 1, makes the iteration P-convergent and, therefore, L-convergent (see [7] for full details). In Table 2 we list the convergence factors for the iteration (4). For sake of comparisons, in the last column we list the maximum amplification factor obtained by settingĉ s = 1 (denoted by ρ * 1 ), as is done in [6] : the improvement by appropriately choosing the last auxiliary abscissa is evident, by comparing the last column in the table with the second one, containing the maximum amplification factor obtained by choosingĉ s according to Table 1 .
NUMERICAL TESTS
For assessing the effectiveness of the proposed iteration, we consider a problem for which the traditional fixedpoint iteration may be not always effective, i.e., the Fermi-Pasta-Ulam problem, which is defined by the following Hamiltonian [17, page 21] :
Indeed, such a problem is an example of stiff oscillatory problem. We solve it with ω = 100, m = 3, integration interval [0,10], and initial condition q 0 = (0 1 2 3 4 5) T /10, p 0 = (0 0 0 0 0 0) T , by using the following 4-th order methods: HBVM(4,2), which is energy-conserving, in such a case, and HBVM(2,2), i.e., the 2-stage Gauss method [10] , which is symplectic but not energy conserving. Table 3 contains the computational costs, in terms of total iterations, required when using a constant stepsize h = 2 −i 10 −1 , i = 0, . . . , 6. For both methods we used the following iterative procedures for solving the generated discrete problems: the fixed-point iteration; the iterative procedure here described; the blended iteration, for special second order problems, as described in [11] (see also [15, 16] ). Moreover, for the triangular splitting here described, we used either ν iterations (splitting-ν column in Table 3 ) in (4), where ν is the least value of iterations minimizing the total number of outer iterations (3) (ν is listed in the corresponding column), or we fixed ν = 2 inner iterations (splitting-2 column in Table 3 ) since, in so doing, one outer-inner iteration (3)-(4) and one blended iteration as described in [11] have a comparable cost. From the obtained results, it follows that the outer-inner iteration, based on the modified triangular splitting here proposed, is the most effective one, among those considered, especially for coarser stepsizes (**** in Table 3 means that the iteration doesn't converge). We also observe that the number of iterations needed for solving the discrete problem, whichever the iterative method considered, is approximately independent of k, for a HBVM(k, s) method, but only depends on s. This fact has been systematically observed for such methods (see, e.g., [8, 10, 11, 12] ) and is indeed confirmed also in the present case,
