This paper analyzes the behavior of posterior distributions under the Je reys prior in a simultaneous equations model. The case under study is that of a general limited information setup with n + 1 endogenous variables. The Je reys prior is shown to give rise to a marginal posterior density which has Cauchy-like tails similar to that exhibited by the exact ÿnite sample distribution of the corresponding LIML estimator. A stronger correspondence is established in the special case of a just-identiÿed orthonormal canonical model, where the posterior density under the Je reys prior is shown to have the same functional form as the density of the ÿnite sample distribution of the LIML estimator. The work here generalizes that of Chao and Phillips (J. Econ. 87 (1998), 49) which gave analogous results for the special case of an equation with two endogenous variables.
Introduction
For practical applications of Bayesian statistical methods, one would often like to have a reference prior-i.e., a roughly noninformative prior distribution against whose results inference that is based on more subjective priors can be compared. Since its introduction by Je reys (1946) , the Je reys prior has been one of the most intensively studied reference priors in Bayesian statistics and econometrics. In particular, much research has been done on the relationship between Bayesian posterior distributions under the Je reys prior and frequentist sampling distributions and conÿdence intervals. One prominent line of research, which goes back to the classic papers of Welch and Peers (1963) and Peers (1965) and which also includes such recent contributions as Tibshirani (1989) and Nicolaou (1993) , has produced an impressive body of results showing, for general likelihood functions, the large sample correspondence between frequentist conÿdence intervals and posterior intervals based on the Je reys prior and its variants.
Similarities between frequentist results and Bayesian results derived under the Je reys prior have also been documented for speciÿc parametric models. For the classical linear regression model with Gaussian disturbances, the Je reys-prior marginal posterior distribution of each coe cient parameter is known to be a univariate t-distribution, as is, of course, the distribution of the classical t-statistic, albeit with a slight di erence in the degrees of freedom (cf. Zellner, 1971) . On the other hand, a Je reys-prior Bayesian analysis of the linear regression model with unobserved independent variables was ÿrst conducted by Zellner (1970) , where it was shown that the mode of the conditional posterior density of the regression coe cient given a ratio of the scale parameters corresponds exactly to the maximum likelihood estimator of the coe cient parameter. With respect to linear time series models, Phillips (1991) derives both exact and asymptotically approximate expressions for the posterior distributions of the autoregressive parameter and ÿnds that on the issue of whether macroeconomic time series have stochastic trends, Bayesian inference based on the Je reys prior is in much closer agreement with classical inference than inference based on the uniform prior. Finally, for single-equation analysis of the simultaneous equations model (SEM), Chao and Phillips (1998) show for the special case of a just-identiÿed, orthonormal canonical model with one endogenous regressor that, under the Je reys prior, the posterior density of the coe cient of the endogenous regressor has the same Cauchy-tailed, inÿnite series representation as the exact sampling distribution of the LIML estimator given by Mariano and McDonald (1979) . Moreover, even when this model is overidentiÿed of order one, Chao and Phillips (1998) show that, analogous to the ÿnite sample distribution of the LIML estimator, the posterior density of the structural coe cient under the Je reys prior has no moment of positive integer order.
Because of its prominence as a reference prior, as evident from the literature cited above, it seems important to develop a good understanding of how the use of the Je reys prior a ects statistical inference in situations of interest to econometricians. Our main purpose in this paper is to contribute to this understanding within the context of the simultaneous equations model. Our work builds on Chao and Phillips (1998) and generalizes results obtained in that paper to the case with n endogenous regressors. In particular, analogous to the single endogenous regressor case, we show that a Je reys-prior, single-equation analysis of a just-identiÿed, orthonormal canonical model with n endogenous regressors leads to a posterior density for the structural coe cient vector ÿ which has the same inÿnite series representation in terms of zonal polynomials as the ÿnite sample density of the LIML estimator, derived by Phillips (1980) . In addition, even if we allow for an arbitrary degree of overidentiÿcation and an arbitrary, non-canonical reduced-form error covariance structure, the posterior density of ÿ under the Je reys prior still exhibits the same tail behavior as the small sample distribution of LIML.
The paper is organized as follows. Section 2 discusses the various model and prior speciÿcations to be studied in the paper. Section 3 presents exact posterior results for the orthonormal, canonical model (to be deÿned below). Section 4 gives a theorem which characterizes the tail behavior of the Je reys-prior posterior density of ÿ in the general case and provides some numerical evaluation of the accuracy of the Laplace approximation derived in Chao and Phillips (1998) . We o er some concluding remarks in Section 5 and leave all proofs and technical material for the appendix.
Before proceeding, we brie y introduce some notations. In what follows, we use tr(·) to denote the trace of a matrix, |A| = |det(A)| to denote the absolute value of the determinant of A, and r( ) to signify the rank of the matrix . The inequality "¿ 0" denotes positive deÿnite when applied to matrices; vec(·) stacks the rows of a matrix into a column vector; the symbol "≡" denotes equivalence in distribution and the symbol "∼" denotes asymptotic equivalence in the sense that A T ∼ B T if A T =B T → 1 as T → ∞. In addition, P X is the orthogonal projection onto the range space of X with P (X1; X2) similarly deÿned as the orthogonal projection onto the span of the columns of X 1 and X 2 . Finally, we deÿne Q X = I − P X and, similarly, Q (X1; X2) = I − P (X1; X2) .
Model and prior speciÿcation

The simultaneous equations model
We conduct a single-equation analysis of the following m-equation simultaneous equations model (SEM):
(1)
where y 1 (T × 1) and Y 2 (T × n) contain observations on the m = n + 1 endogenous variables of the model; Z 1 (T ×k 1 ) and Z 2 (T ×k 2 ) are observation matrices of exogenous variables which are, respectively, included in and excluded from the structural equation (1); and u and V 2 are, respectively, a T × 1 vector and a T × n matrix of random disturbances to the system. In addition, let u t and v 2t (1 × n) be, respectively, the tth element of u and the tth row of V 2 , and the following distributional assumption is made:
where is symmetric m × m matrix such that ¿ 0. The covariance matrix , in turn, is partitioned conformably with (u t ; v 2t ) as
To ensure that the likelihood function associated with the model deÿned above is identiÿed, we assume the rank condition r( 2 ) = n 6 k 2 . 1 Moreover, as we shall consider both just-identiÿed and overidentiÿed models, we use L = k 2 − n to denote the degree of overidentiÿcation. Although technically only the ÿrst equation is a structural equation, we shall, for simplicity, refer to the representation given by Eqs. (1) and (2) under error condition (3) as the structural model representations of the SEM to distinguish it from the alternative representations of this model to be discussed below.
The SEM (1) and (2) has the alternate reduced form representation:
where v 1 = (v 11 ; : : : ; v 1t ; : : : ; v 1T ) and where, under (3),
Analogous to (4) above, the covariance matrix can be partitioned conformably with (v 1t ; v 2t ) as
A third representation of the SEM, which will prove to be useful in our subsequent Bayesian analysis, is what we shall refer to as the restricted reduced form representation. This representation is suggested by the identifying restrictions which link the parameters of the structural model with that of the reduced form, and it takes the form:
This representation highlights the fact that the SEM can be viewed as a multivariate (linear) regression model with nonlinear restrictions on some of its coe cients. As explained in Chao and Phillips (1998) , the marginal posterior density of ÿ will be the same regardless of whether we deÿne the joint likelihood function in terms 1 We note that this rank condition imposes a restriction on the parameter space and, thus, on the support of the posterior distribution. Similar to its role in classical econometrics, this rank condition also serves to ensure identiÿcation of the likelihood function in the sense that it excludes points in the support which map to a at region of the likelihood. This condition is especially useful in large sample Bayesian analysis since in this case it is often convenient, though not necessary, to assume the existence of a "true" data generating process and of true parameter values. It is correspondingly convenient in this case to think of the rank condition as being explicitly satisÿed by the true value 0 2 , much as in classical econometrics. of the structural model representation under error condition (3) and marginalize with respect to ; 1 ; 2 , and or deÿne the joint likelihood function in terms of the restricted reduced form representation under error condition (7) and marginalize with respect to ; 1 ; 2 ; and . Writing the model in terms of the restricted reduced form representation is especially convenient since, as we shall explain in the next section of the paper, we are interested in obtaining the posterior density of ÿ for an SEM in canonical form, i.e. an SEM as described above, but with the additional speciÿcation that
To complete the speciÿcation of our model, we make the following assumptions on the sample second moment matrix of Z;
and
Conditions (12) and (13) are standard in classical analysis of the SEM. Condition (13) is not needed for much of the small sample analysis given in this paper but is needed to obtain the Laplace approximation result of Chao and Phillips (1998) , which we shall discuss in Section 4 below. Also, in some case, we will impose the stronger condition
and we will refer to an SEM which satisÿes conditions (11) and (14) as an orthonormal, canonical model or the standardized model. See Phillips (1983) and Chao and Phillips (1998) for further discussion of the orthonormal canonical model. In addition, we shall have more to say about the usefulness of orthonormal canonical models in ÿnite-sample Bayesian analysis of the SEM in the next section.
The Je reys prior for the SEM
As proposed by Je reys (1946), the Je reys prior has a prior density which is derived from the information matrix of the statistical model of interest. Let L(Â|X ) be the likelihood function of a parametric statistical model which is fully speciÿed except for an unknown ÿnite-dimensional parameter vector Â ∈ and set I ÂÂ = −E{(@ 2 =@Â@Â )ln (L(Â|X ))}. Then, the Je reys prior density is given by p J (Â)˙|I ÂÂ | 1=2 . Since the Je reys prior has already been the subject of intense study by many authors, both for general likelihood functions and for many speciÿc models (see, for example, Je reys, 1946 Je reys, , 1961 Zellner, 1971; Kass, 1989; Phillips, 1991; Kleibergen and van Dijk, 1994; Poirier, 1994 Poirier, , 1996 , we focus attention here only on the Je reys prior as it applies to the various representations of the SEM discussed in Section 2.1 above. For the SEM, research on the Je reys prior was initiated by Kleibergen and van Dijk (1992) , who ÿrst derived the functional form of the Je reys prior density for the structural model representation under error condition (3). Subsequently, Chao and Phillips (1998) derived the form of the Je reys prior density both for the restricted reduced form representation under error condition (7) and for the orthonormal canonical model. To facilitate exposition, let k = k 1 + k 2 ; ! 11:2 = ! 11 − ! 21 −1 22 ! 21 , and B 1 = (ÿ; I n ) ; and we shall restate, without derivation, the forms of the Je reys prior density for the various representations of the SEM.
(a) Je reys prior density for the structural model representation:
(b) Je reys prior density for the restricted reduced form representation:
(c) Je reys prior density for the orthonormal canonical model:
An important feature of the Je reys prior in the context of the SEM is that its density re ects the dependence of the identiÿcation of the structural parameter vectors ÿ and on the rank condition r( 2 )=n 6 k 2 . Taking expression (15), for example, we see that the Je reys prior density is not uniform in the coe cients of the SEM but rather carriers the factor, | 2 Z 2 Q Z1 Z 2 2 | 1=2 , which is simply the square root of the determinant of the (unnormalized) concentration parameter matrix. Since our rank condition r( 2 )=n 6 k 2 speciÿcally excludes the set of points D = { 2 ∈ R k2n : r( 2 ) ¡ n} from the parameter space, it seems sensible to have a prior distribution which also re ects this assumption on the speciÿed model. As Poirier (1996) points out, the use of the Je reys prior e ectively captures the econometrician's prior belief that the model is fully identiÿed by giving no weight to the points in the set D and relatively low weight to regions of the parameter space where the model is nearly unidentiÿed, i.e., areas of the parameter space near D. As observed in Chao and Phillips (1998) , this feature of the Je reys prior helps to explain why, in contrast to the frequently used di use prior which leads to a nonintegrable posterior distribution for ÿ in the just-identiÿed case, posterior distributions of ÿ derived under the Je reys prior are always integrable, regardless of whether the model is just-or over-identiÿed.
Posterior analysis of the orthonormal canonical model
This section derives an exact expression for the marginal posterior density of ÿ under the Je reys prior for the orthonormal canonical model satisfying conditions (11) and (14). Although the orthonormal canonical model is admittedly highly stylized, there are at least two reasons why it is worthy of analysis. First, since much of the classical literature on the ÿnite sample distributions of single-equation estimators has focused on the orthonormal canonical model, 2 analysis of this model allows us to compare Bayesian results under the Je reys prior with results from this literature. Secondly, as discussed in Mariano (1982) and Phillips (1983) and brie y in the previous section, the orthonormal canonical model typically arises as a reduction from an SEM in general form (i.e., an SEM whose exogenous regressors and reduced form error covariance matrix are not restricted to satisfy conditions (11) and (14) through the application of certain standardizing transformations). These transformations preserve all the key features of the SEM model, allow for notational simpliÿcation and mathematical tractability, and reduce the parametrization to an essential set. Hence, as we will see later in Section 4 of this paper, lessons learned about the tail bahaviour of the Je reys-prior posterior density of ÿ from an analysis of the orthonormal canonical model will also turn out to be applicable to more general model settings as well.
3
Theorem 3.1. Consider the orthonormal canonical model as described by expressions (9) and (10) under conditions (7), (11), and (14). Suppose further that the rank condition for identiÿcation is satisÿed so that r( 2 ) = n 6 k 2 . Then, the marginal posterior density of ÿ under the Je reys prior (17) has the form:
where Y = (y 1 ; Y 2 ), where the (n + 1) × n matrix B 1 is as deÿned in Section 2.2, and where 1 F 1 (·) is a matrix argument con uent hypergeometric function. Moreover, if the model is just-identiÿed, i.e., r( 2 ) = n = k 2 , then expression (18) reduces to
are the 2SLS estimator of ÿ and the OLS estimator of 2 , respectively, for the orthonormal canonical model in the case of just identiÿcation.
Remark 3.2. (i) The matrix argument con uent hypergeometric function given in expression (18) above has the following inÿnite series representation in terms of zonal polynomials
(cf. Constantine, 1963) . In (20), J indicates a partition of the integer j into not more than n parts, where a partition J of weight r is deÿned as a set of r positive integers { j 1 ; : : : ; j r } such that ( 1 2 k 2 ) J denote the hypergeometric coe cients given by, for example,
where
In addition, the factor C J ( (20) is a zonal polynomial and can be represented as a symmetric homogenous polynomial of degree j of the latent roots of the matrix
−1 or, equivalently, those of the matrix
(ii) To analyze the tail behavior of the posterior density (18), we adopt an approach introduced by Phillips (1994) to examine the tail shape of the sampling distribution of the maximum likelihood estimator of cointegrating coe cients in an error-correction model. To proceed, we write ÿ = bÿ 0 , where b is a positive scalar and ÿ 0 = 0 is a ÿxed vector giving, respectively, the scale and the direction of the vector ÿ. The idea is to reduce the dimension of the problem by focusing the analysis on uni-dimensional "slices" of the multi-dimensional posterior distribution. This can be accomplished by looking at the limiting behavior of the density (18) along an arbitrary ray ÿ = bÿ 0 as b → ∞. This limiting behavior is characterized by the corollary below.
Corollary 3.3. Consider the marginal posterior density of ÿ given by expression (18) of Theorem 3.1. Let ÿ approach the limits of its domain of deÿnition along the ray ÿ = bÿ 0 for some ÿxed vector ÿ 0 = 0 and some scalar b which tends to inÿnity. Then,
Here,
where R 2 is a n × (n − 1) matrix such that ÿ 0 R 2 = 0 and R 2 R 2 = I n−1 .
Note from (23) that along the ray ÿ=bÿ 0 as b → ∞, the tail behavior of the posterior density of ÿ under the Je reys prior is determined by the factor |1 + b
which is proportional to the density of a multivariate Cauchy distribution. It follows that the marginal posterior of ÿ under the Je reys prior is integrable but has no ÿ-nite absolute moment of positive integer order. This result extends that of Chao and Phillips (1998) which shows for the cases where L = 0; 1 and where there is only one included endogenous variable that the Je reys-prior posterior density of ÿ has (univariate) Cauchy-like tails of order O(|ÿ| −2 ) as |ÿ| → ∞. 4 Moreover, as in the univariate case, the result here reveals a correspondence between classical MLE results and Bayesian results under the Je reys prior in the sense that the ÿnite sample distribution of the LIML estimator has also been shown by Phillips (1980 Phillips ( , 1984 Phillips ( , 1985 to exhibit Cauchy-like tail behavior. (See Phillips (1985) , in particular, for a discussion of the nonexistence of positive integer moments for the small sample distribution of the LIML estimator.)
The characterization of tail behavior given in Corollary 3.3 can also be contrasted with Bayesian results obtained under the di use prior. DrÂ eze (1976) and Kleibergen and van Dijk (1998) have shown that a di use-prior analysis of the same SEM leads to a posterior density for ÿ which is nonintegrable in the case of just identiÿca-tion but has moments which exist up to (but not including) the degree of overidentiÿcation for an overidentiÿed model. Hence, with respect to tail behavior, it appears that the tradeo between using the Je reys prior versus a di use prior lies in the fact that the di use-prior posterior distribution will have thinner tails for an overidentiÿed model but the Je reys-prior posterior distribution will always be proper (in the sense of being integrable) and is, thus, less susceptible to near identiÿcation failure. See Remark 4.4 (iii) of Chao and Phillips (1998) for more discussion of this point.
(iii) As in the case with only one included endogenous variable analyzed in Chao and Phillips (1998) , a stronger correspondence between Je reys-prior posterior results and classical LIML/2SLS results can be established in the case of just identiÿcation. Comparing expression (19) to expression (14) of Phillips (1980) , which gives the density of the ÿnite sample distribution of the LIML/2SLS estimator for the just-identiÿed case, we see that up to a constant of proportionality the two expressions have the same functional form. Of course, the interpretations of the densities given in the two cases are di erent. Expression (19) here denotes the density function of the random parameter vector ÿ conditional on the data, while the result of Phillips (1980) gives the probability density of the LIML/2SLS estimator conditional on a particular value of the parameter vector.
(iv) When n = 1, i.e., when there is only one endogenous explanatory variable in the structural equation (1), we can also give a simple intuitive explanation for why there is a functional equivalence between the Je reys-prior posterior density and the ÿnite sample density of LIML/2SLS in the just-identiÿed case. We note ÿrst that the reduced form of the system as given by Eqs. (5) and (6) is simply a (linear) multivariate regression model. Moreover, under Gaussian errors, it is well known that the maximum likelihood/least squares estimators of the coe cients of this reduced form have ÿnite sample distributions which are jointly normal. In particular, the joint distribution of (ˆ 2 ;ˆ 2 ) is bivariate normal. It is also well known that under just identiÿcation, both the LIML estimator and the 2SLS estimator are equivalent to the indirect least squares (ILS) estimatorÿ ILS =ˆ 2 =ˆ 2 , so that the ÿnite sample distribution of the estimator, being a ratio of normals, has a Cauchy-type distribution. On the other hand, for the Bayesian case, we have shown in Section 6 of Chao and Phillips (1998) that under the assumptions of just identiÿcation and Gaussian errors, the speciÿcation of the Je reys prior on the structural form of the SEM results in a prior which is uniform in the coe cients of the reduced form. As a result, the joint posterior distribution of ( 2 ; 2 ) is also bivariate normal. Of course, in the just-identiÿed case, given the posterior distribution of the reduced form parameters, the posterior distribution of the structural parameters is simply that which is implied by the one-to-one mapping from the reduced form parameters to the structural parameters, while the jacobian of this transformation is, in turn, provided by the Je reys prior density under the structural form. It, thus, follows from the identifying relation ÿ = 2 = 2 that, not surprisingly, the marginal posterior distribution of ÿ in this case is of the same Cauchy type as in the classical case.
(v) A drawback of the exact formula (18), with its matrix argument hypergeometric function having the inÿnite series representation given by (20), is that, in this form, the posterior density of ÿ does not easily lend itself to numerical evaluation, especially in the case where the number of endogenous variables n is greater than two. One di culty arises because no general formula is known for the zonal polynomials in expression (20) in the case where n ¿ 2, so numerical calculations of the coe cients in the zonal polynomials themselves are also needed.
5 A further problem stems from the slow convergence of the series involved, particularly if the latent roots of the matrix argument of the hypergeometric function are large. Thus, one often has to work deeply into the higher terms of the series in order to achieve convergence. 6 These problems make exact numerical computation very di cult but, in principle, not impossible. General algorithms for the numerical evaluation of the zonal polynomial coe cients are available (see James, 1968; McLaren, 1976; Muirhead, 1982) , and a computer program for implementing the algorithm of James (1968) has been developed and made available by Nagel (1981) .
A viable alternative, if one chooses to avoid working with the inÿnite series representation altogether, is to base posterior calculations on an asymptotic approximation obtained via the Laplace's method. Section 4 of this paper gives an approximate formula for the Je reys-prior marginal posterior density of ÿ, which was ÿrst derived by Chao and Phillips (1998) using the Laplace's method (see Theorem 5.1 of that paper). A main advantage of this approximate formula is that it can be easily implemented with just a few lines of code on a personal computer. Moreover, we shall in the next section of the paper give some simulation results which suggests that this approximation actually performs reasonably well.
(vi) Figs. 1-4 depict graphs comparing the exact posterior density of ÿ under the Je reys prior with that under the uniform (or di use) prior for the case n = 1. The data generating processes used to generate the graphs are orthonormal, canonical models with ÿ =0:6; 2; L =0; 9; T = 50; 2 = T 2 2 = 40, and k 1 = 0 (i.e., no exogenous variable is included in the structural equation (1)). Since the posterior density is essentially a conditional density given the data, it should be noted that the exact outlook of a posterior density will vary depending on the particular data sample that is drawn. However, from a large number of simulations, qualitative regularities of the posterior distribution under the Je reys and the uniform prior speciÿcations do emerge, and we have tried to present graphs which illustrate these regularities.
Among the regular features which appear in Figs. 1-4 are that both the Je reysprior posterior density and the uniform-prior posterior density are unimodal and both are asymmetric about their mode. Indeed, both tend to be rightwardly skewed relative to their mode. Another interesting feature is that in the case of overidentiÿcation, the mode of the posterior density of ÿ based on the Je reys prior appear to be more centrally located relative to the true value of ÿ, than the mode of the posterior density based on the uniform prior; that is, in a sampling theoretic sense, the use of the posterior mode under the Je reys prior appears to give a less biased estimator of ÿ than the posterior mode under the uniform prior.
7 This can be observed in Figs. 3 and 4 where the mode of the Je reys-prior posterior distribution is clearly closer to the true value of ÿ (0.6 and 2, respectively, in Figs. 3 and 4) than that of the uniform-prior posterior distribution. On the other hand, Figs. 1 and 2 show that the posterior mode under the Je reys-prior is not signiÿcantly better located than the uniform-prior posterior mode in the case of just identiÿcation. We note that these observations about the posterior mode under the Je reys prior vis-a-vis the posterior mode under the uniform prior have also been made by a recent paper, Kleibergen and Zivot (2000) , whose results became known to us after the completion and submission of the original version of the present paper.
(vii) It should be noted that the assumption of orthonormalized exogenous regressors is not at all critical to our ability to obtain an exact expression for the marginal posterior density of ÿ under the Je reys prior. On the other hand, the fact that we are able to derive expression (18) and to interpret it as the exact marginal posterior density of ÿ under the Je reys prior does depend importantly on our assumption of a canonical covariance structure, i.e., = I n . In the case where we are considering a more general SEM with unknown error covariance matrix , the method of derivation used in the proof of Theorem 3.1 only allows us to obtain the conditional posterior density of ÿ given a particular value of . Analogous to expression (18) above, this conditional posterior density of ÿ given takes the form p(ÿ| ; Y; Z)
where Y; B 1 , and 1 F 1 (·) are as deÿned in Theorem 3.1 above. Note that, as a mathematical expression, (18) is, in fact, a special case of expression, (27) above. However, we have referred to expression (18) as a marginal posterior density but have referred to expression (27) as a conditional posterior density because we believe that whether a posterior density is referred to as a marginal or a conditional density should depend on the statistical model under consideration. When the model under consideration is an orthonormal canonical SEM; then, expression (18) is indeed a marginal posterior density since is not part of the set of unknown parameters in this case. On the other hand, when a more general SEM with unknown error covariance matrix is considered; then, the resulting density (27) is more appropriately referred to as the conditional posterior density of ÿ given a particular value of since in this case is a nuisance parameter (matrix) of the model.
Posterior analysis in the general case
Tail behavior of the posterior distribution in the general case
In the more general case where the reduced form error covariance matrix is an arbitrary positive deÿnite matrix, the exact posterior density of ÿ under the Je reys prior cannot be readily obtained. We can, however, say something formally about the tail behavior of this posterior distribution. The main result is summarized in the following theorem.
Theorem 4.1. Consider the model described by Eqs. (9) and (10) under error condition (7) (or, alternatively, the model described by Eqs. (1) and (2) under error conditions (3)). Suppose that the model is identiÿed, so that r( 2 ) = n 6 k 2 . Then, the marginal posterior density under the Je reys prior (16) (or, alternatively, the Jeffreys prior (15)) is integrable but has no ÿnite absolute moments of positive integer order.
Remark 4.2. Since the nonexistence of absolute moments of positive integer order also characterizes the Je reys-prior posterior density of ÿ derived in Section 3 for the orthonormal canonical model, we see that the assumption of a more general covariance structure does not alter the tail behavior of this posterior distribution. Moreover, Theorem 4.1 tells us that, even in the overidentiÿed noncanonical case, the posterior density of ÿ under the Je reys prior exhibits the same Cauchy-like tail shape as the ÿnite sample distribution of the classical LIML estimator. (See Phillips (1985) for a discussion of the nonexistence of positive integer moments for the ÿnite sample distribution of the LIML estimator.)
Discussion of the asymptotic approximation and some numerical evaluations
While the exact density cannot be readily extracted in the general case, asymptotically valid analytical expressions for the Je reys-prior posterior density of ÿ can be obtained for this case via Laplace's method for approximating multiple integrals. In Chao and Phillips (1998) , the Laplace's method was applied by expanding the joint posterior density as a second order Taylor series, which then allows integration of the nuisance parameters as approximately normally distributed elements. (See Section 5 of Chao and Phillips (1998) for details.) The resulting approximation has the form
We evaluate the accuracy of the Laplace approximation given in expression (28) through a small Monte Carlo experiment. The data generating processes we use are two-equation orthonormal canonical models of the form 
and where v 1t and v 2t denote the tth element of v 1 and v 2 , respectively. We set T = 50 and 2 = T 2 2 = 40 and vary ÿ and L. To assess the accuracy of the approximation, we calculate the average maximum absolute error (AMAE) deÿne as
where F i (ÿ) denotes the ith realization of the cumulative distribution function of the exact posterior distribution of ÿ under the Je reys prior,F i (ÿ) denotes the ith realization of the cumulative distribution function calculated from the Laplace approximation (28), and N denotes the number of simulation runs.
8 Table 1 reports the AMAE for ÿ =0; 0:6; 2 and L =0; 3; 9 based on 20,000 simulation runs. Note that for the nine experiments conducted, the AMAE ranges from a low of 0.02234 for ÿ = 0:6 and L = 0 to a high of 0.08059 for ÿ = 0 and L = 9. Observe also that AMAE increases as the degree of overidentiÿcation L increases. This is to be expected since the dimension of parameter space increases and the number of nuisance parameters to be integrated out increases as L increases. We believe that the numbers reported in Table 1 show that the Laplace approximation works very well, especially given the moderate sample size used in these experiments. In addition, note that these experiments are not completely fair to the Laplace approximation since the Laplace approximation in expression (28) is derived under the assumption that (or, alternatively, ) is an unknown nuisance parameter matrix and, thus, must be integrated out. On the other hand, the data generating processes used in these experiments are orthonormal canonical models, and the exact posterior density with which the Laplace approximation is compared is derived conditional on the knowledge that = I 2 . Hence, there is a di erence in the level of initial knowledge assumed in the two distributions being compared. We would expect the Laplace approximation to do even better if it is compared to the exact marginal posterior density of ÿ derived for the case where is unknown; but, unfortunately, analytical form for the latter does not seem to be obtainable given currently available techniques.
Figs. 5-12 depict graphs which visually compare the exact posterior density of ÿ under the Je reys prior with the Laplace approximation given by expression (28). The data generating processes used to generate the graphs are of the same form as that used for the simulation above with ÿ taking on the values 0.6 and 2 and L taking on the values 0 and 9. Again, we note that a posterior density is a conditional density given the data so that its exact outlook will vary depending on the particular data sample that is drawn. Hence, we provide two graphs for each data generating process used, one illustrating the case where the approximation is very good (Figs. 5, 7, 9 and 11) and another illustrating the case where the approximation is not so good (Figs. 6, 8, 10 and 12) . Focusing on the cases where the approximation does not perform so well, we see that in most cases the bulk of the approximation error is actually incurred in the region around the posterior mode (see Figs. 6, 8 and 12) although, in a minority of cases, the approximation may also be shifted relative to the exact distribution as in Fig. 10 .
Before leaving this section, we note that the need to integrate out nuisance parameters in a Bayesian analysis of the SEM can also be handled by Monte Carlo integration techniques as explained in Kloek and van Dijk (1978) and Kleibergen and van Dijk (1998) . Both the Laplace method, discussed and studied in this section, and the simulation-based Monte Carlo integration methods are approaches for approximating the marginal posterior distributions in cases where exact analytical integration is deemed unachievable. For practical implementations, the Laplace approximation is subject to large sample approximation errors, while simulation-based methods are subject to Monte Carlo sampling errors. In Bayesian empirical work, both methods could be used for cross-check purposes and it would be of some interest to explore how the two methods could be used interactively in a Bayesian analysis of the SEM. 
Conclusion
This paper extends the work of Chao and Phillips (1998) to the general case with n included endogenous regressors. Analogous to the single endogenous regressor case studied in that paper, we ÿnd here that the marginal posterior density of ÿ under the Je reys prior is integrable but exhibits the same nonexistence of moments which characterizes the exact ÿnite sample distribution of the classical LIML estimator. In addition, we show that in the special case of a just-identiÿed, orthonormal canonical model, the posterior density of ÿ under the Je reys prior has the same inÿnite series representation as the exact ÿnite sample density of LIML derived in Phillips (1980) for that case.
The methods employed in this paper come from classical multivariate analysis and the classical literature on the ÿnite sample distribution of single-equation estimators. These methods are likely to have applications in Bayesian analysis beyond the conÿnes of the present paper. In particular, they are likely to be useful in analyzing the e ects on posterior inference of applying other types of information-matrix-based priors to the simultaneous equations model. Indeed, exploring other types of information-matrixbased priors seems an interesting avenue for future research. Research by Kleibergen and van Dijk (1992 ), Poirier (1996 , and Chao and Phillips (1998) suggests that the primary reason why posterior distributions based on the Je reys prior do not su er from the same pathologies that a ict di use-prior posterior distributions is the fact that the Je reys prior is derived from the information matrix.
9 However, a drawback of the Je reys prior in the context of the SEM is that it leads to a posterior density for ÿ which has no ÿnite moments of positive integer order even when the model is overidentiÿed. It would be nice to ÿnd a prior which not only preserves the advantages of the Je reys prior but also gives rise to posterior tails that are thin enough to allow for the existence of moments at least up to the degree of overidentiÿcation. In this regard, the alternative information-matrix-based priors proposed by Bernardo (1979) , Tibshirani (1989) , Berger and Bernardo (1992) , and Kleibergen and van Dijk (1998) emerge as interesting possibilities, although further research on these priors in the context of the SEM is obviously needed.
Note that (A); (B), and (C) are, respectively, proportional to the conditional posterior density of given (ÿ; 1 ; 2 ), the conditional posterior density of 1 given (ÿ; 2 ), the conditional posterior density of 2 given ÿ. Moreover, note that we can easily integrate (A.2) with respect to and 1 since (A) is proportional to the p.d.f. of a multivariate normal distribution while (B) is proportional to that of a matric-variate normal distribution.
To integrate (C) with respect to 2 , we proceed as in the derivation of the density function of the noncentral Wishart distribution (cf. Muirhead, 1982) .
whereM =T 1=2˜ 2 and where (d 2 ) and (d M ) denote the exterior products of the k 2 n elements of d 2 and dM as described in Muirhead (1982) . To evaluate the right-hand side of (A.3), we further write M =H 1 L, where H 1 is a k 2 ×n matrix such that H 1 H 1 =I n and where L is upper triangular. Moreover, by Theorem 2.1.14 of Muirhead (1982) , the measure (dM ) decomposes as follows:
where (d(M M )) is the measure on the positive deÿnite matrix M M and (H 1 dH 1 ) is the measure on the matrix of orthogonal columns of H 1 . Note that
Making use of (A.4) and (A.5), we can rewrite the right-hand side of (A.3) as A¿0 H1∈V n; k 2
where V n; k2 is the Stiefel manifold of k 2 × n matrices with orthonormal columns. The inner integral in (A.6) can, in turn, be evaluated as follows:
where O(k 2 − n) denotes the orthogonal group of (k 2 − n) × (k 2 − n) matrices and where
The second and the fourth equality above follow in a standard way, e.g. see Lemma 9.5.3 and Theorem 7.4.1 of Muirhead (1982) respectively. Now, using (A.7) in (A.6), we obtain
Finally, the integral (A.8) can be evaluated by noting that the matrix argument hypergeometric function 0 F 1 (·) can be given an inÿnite series representation in terms of zonal polynomials as follows:
where the series is absolutely convergent (e.g., Constantine, 1963) . In view of (A.9), we can integrate the integrand of (A.8) term-by-term using Theorem 7.2.7 of Muirhead (1982) to obtain (A.10) where
Note further that .11) and that
From expressions (A.2) and (A.10)-(A.12), we deduce that
as required by expression (18). To show (19), we note that for the just-identiÿed case, k 2 = n. Moreover, in this case (A.14) but (A.14) has the same eigenvalues as
where we have made use of the fact that under just identiÿcation Z 2 Y 2 is nonsingular almost surely. It follow, then, in this case
which establishes expression (19).
Proof of Corollary 3.3. We start with the marginal posterior density of ÿ as given by (18). We want to show that along each ray of the form ÿ = bÿ 0 for some ÿxed vector ÿ 0 = 0 and some scalar b which tends to inÿnity, we have .17) as b → ∞, where
where 11 = y 1 Z 2 Z 2 y 1 =T; and write
Now, note that
since S(b) and S 1 (b) have the same set of eigenvalues. Hence, we can alternatively show that
To proceed, note that with some straightforward algebra, we obtain
Next, observe that since the eigenvalues of S 1 (b) are continuous functions of the variates of S 1 (b) and since the hypergeometric function 1 F 1 (·) is continuous with respect to the eigenvalues of its matrix argument, it follows by continuity that .19) which establishes the desired results (A.17).
Proof of Theorem 4.1. We prove this theorem in two steps
Step 1: We want to show that the conditional posterior density of ÿ given has no ÿnite absolute moments of positive integer order from which it follows by the Tonelli Theorem that the marginal posterior density of ÿ also has no ÿnite absolute moments of positive integer order. As this step follows from arguments very similar to those given in the proofs of Theorem 3.1 and Corollary 3.3 above, we will only brie y outline the argument.
To begin, we note that proceeding as in the proof of Theorem 3.1, we can show that p(ÿ| ; Y; Z)
Next, by following arguments similar to those in the proof of Corollary 3.3, we can show that along each ray of the form ÿ = bÿ 0 for some ÿxed vector ÿ 0 = 0 and some scalar b which tends to inÿnity, the limiting behavior of the conditional posterior density (A.19) is of the form: .20) as b → ∞, where
and where
with ' 11 ; ' 21 , and ' 22 deÿned as follows:
11:2 (y 1 ! 21
22:1 ! 11:2 ): As before, deÿne R=(r 1 ; R 2 )=(ÿ 0 (ÿ 0 ÿ 0 ) −1=2 ; ÿ 0; ⊥ (ÿ 0; ⊥ ÿ 0; ⊥ ) −1=2 ) ∈ O(n) so that ÿ 0 r 1 =1 and ÿ 0 R 2 = 0.
Note that the tail behavior of the right-hand side of (A.20) is determined by the factor
which is proportional to the probability density function of a multivariate Cauchy distribution. From this, we deduce that the conditional posterior density of ÿ given has no ÿnite absolute moments of positive integer order. As noted before, it then follows by the Tonelli Theorem that the marginal posterior density of ÿ also has no ÿnite absolute moments of positive integer order.
Step 2: We need to show that the marginal posterior density of ÿ under the Je reys prior is integrable.
To do this, note ÿrst that given the triangular structure of the SEM described in Section 2 and given the invariance of the Je reys prior to 1:1 parameter transformation, we will obtain the same marginal posterior density of ÿ regardless of whether we proceed from the parameterization given by expressions (9) and (10) under error condition (7) or the parameterization given by expressions (1) and (2) 
Next, observe that the conditional posterior density of
−1
11 21 given all the other parameters is proportional to the p.d.f. of a multivariate normal. Hence, we can integrate with respect to −1 11 21 to obtain p(ÿ; ; 1 ; 2 ; 11 ; 22:1 |Y; Z)
Moreover, note that the conditional posterior density of 11 given (ÿ; ; 1 ; 2 ; 22:1 ) and that of 22:1 given (ÿ; ; 1 ; 2 ) are both that of an inverted Wishart distribution, so we integrate with respect to 11 The posterior density of ÿ and 2 cannot be readily integrated with respect to 2 to obtain in closed form the marginal posterior density of ÿ. Instead, we bound (A.25) with an expression for which 2 can be integrated out in closed form and use dominated convergence. To proceed, note that for Rank( 2 ) = n 6 k 2 , where k2−n+1 ; : : : ; k2 are the n largest eigenvalues of the matrix Z 2 Q Z1 Z 2 and 1 ; : : : ; n are the n smallest eigenvalues of Z 2 Q (y1;Y2;Z1) Z 2 . Note that the ÿrst inequality above arises because (Y 2 − Z 2 2 ) (P (y1;Y2;Z1) − P (y1−Y2ÿ;Z1) )(Y 2 − Z 2 2 ) is at least positive semideÿnite. The second inequality, on the other hand, makes use of Theorem 15 of Chapter 11, Section 13 of Magnus and Neudecker (1988) 
×|(Y
by Theorem 15 of Magnus and Neudecker (1988) . Note further that the upper bound we achieve in (A.26) can be integrated in closed form with respect to 2 since the sole factor containing 2 in this expression is proportional to the p.d.f. of a matric-variate t distribution. Performing this integration, we obtain an expression proportional to 
