Abstract. An implementation of neural network models for reading English words aloud is proposed. Since 1989, there has been existing a debate in neuropsycholgy and cognitive science about the models of reading. One is the Dual Route Cascaded model, another is the Triangle model. Since there exist arbitrary variables in both models, it was difficult to decide which model would be appropriate to explain the data from psychological experiments and neuropsychological evidence. Therefore, in order to provide a solution of this debate, an attempt to integrate both models was attempted. By introducing the Mixtures of Experts Network model, a solution to overcome the arbitrariness of both models could be given. The Mixtures of Experts Network model could include both models as a special case. From the Mixtures of Experts network's point of view, the difference between the Dual Route Cascaded model and the Triangle model would be considered as a quantitative difference of the dispersion parameters.
Introduction
We discuss here an implementation of neural network models for reading English words aloud. Neuropsychologists and speech therapists, who have to take care of dyslexic patients, ask for neural network modelers to develop an efficient model to explain the performance of the language abilities of their patients. Among models proposed previously, two models have been considered as important, the Dual Route Cascaded (DRC) [1] [2] [3] and the Triangle model [13, 14] . Although these models can describe dyslexic symptoms, some problems remains still unsolved. We can point out several problems; the arbitrariness of the blending parameter, the existence of the lookup table, and the problem of division of labor. Therefore, nobody could judge which model is able to give a better description. The debate between them still continues, no consensus has not hitherto been reached. In this
Terminology
Here, we will try to make some terms clear: the distinction between regular words and exception words, and between consistent words and inconsistent words. Regular words are the words which is in accordance with the Grapheme-toPronunciation-Corresponding (GPC) rule. Irregular words are the ones that the pronunciation of the words is not accordance with the GPC rules, for example "yacht". With regard to consistency, since the words like "hint", "mint", "saint", and "lint" share the same pronunciation /int/, they are consistent words. But the word "pint" is inconsistent, because it does not share the pronunciation /páint/. Consistent words have many neighbor words like "hint" and "mint" and inconsistent words have few neighbors like "yacht". Exception words, as the definition per se., are inconsistent (Glushko, 1979, p.676) . Therefore, the concept "regular-irregular" and the concept "consistent-inconsistent" are not independent.
The surface dyslexic patients can read regular words and non words, but they cannot read exception words, especially low frequency non words. On the contrary, the symptom of phonological dyslexia is described as that the phonological dyslexic patients can read real words but they cannot read non words.
The DRC and the Triangle models

The DRC model
The DRC model has one to one corresponding between orthographic and phonological lexicons. All the real words have been registered into the orthographic and the phonological lexicons in advance. And each orthographic lexicon has a connection to the corresponding unit in the phonological lexicon [3] . Coltheart and his colleagues employed 7981 real words, which means there were 7981 entries, which can be regarded as a lookup table) in the orthographic and the phonological lexicons. This path way from orthography to phonology is called a lexical route. On the other hand, non-words and pseudo words can be read via GPC route. The GPC route was consisted of general rules so that it can translate given words to sound. The GPC rule are not always perfect since English as a orthographic language has many exception words, but almost all non-words can be pronounced by the GPC route. Real words might be read through the lexical route, because there are entries in the lookup table. However, since non-words and pseudo words do not have any entries in the lookup table, these words would be pronounced through the GPC route. In the original DRC model, a discrete switch was postulated to decide which route have to be adopted when we read a word. If there is an entry in the lookup table, then the word is pronounced via the lexical route. However, in the latest version of the DRC (Coltheart et al.,2001 ), a parameter was introduced in order to merge the outputs from two routes. Here, we can point out the problem how we can adjust the value of this parameter by hand.
The Triangle model
In the framework of the Triangle model, on the contrary, dyslexic symptoms can be explained as follows. The surface dyslexia might be caused by the lesion in a phonology orthography single route (Plaut et al [11] , simulation 4). The letters in the orthography can be pronounced both the direct route and the indirect route via semantics. The pronunciations are affected both routes. In the direct route, regular words and high frequency exception words will be learned, exception words with low frequency need a support of semantics. The degree of dependency on the semantics is called the "division of labor". Suppose we can extent the concept of the lexical route in the DRC model such that the lexical route can deal with not only the words which it could recognize, but also it can deal with the words which the GPC route could not deal with. Then we can regard that there are no difference between the DRC and the Triangle models, because we cannot point out through which route the word was pronounced. The point is that the DRC model has an arbitrariness to decide the parameter to blend the lexical and the GPC route. Also in the Triangle model, as O'Reilly and Munakata[9, p.322] pointed out as follows: "Note that PMSP (Triangle model) did not actually simulate the full set of pathways. Instead, they simulated the effect of a semantic pathway by providing partial correct input to the appropriate phonological representation during training of their direct pathway model, and then removed these inputs to simulate semantic damage (p.322)"
The Triangle model has an arbitrariness to the degree of contribution of the semantic system. As discussed above, the model should be sufficient to cover all the dyslexic symptoms for reading English words aloud so that how it deals with the problem of blending between the outputs of the lexical and the GPC route in the DRC model. In other words, how it can implement the division of labor problem in the Triangle model.
Introduction of the Mixtures of Experts model
In this paper, we propose to introduce the Mixtures of Experts model [5, 6 ] so that we can let the model learn the GPC rules and classify regular and exception words automatically at the same time. Also, it could become a model which can suggest a solution for the problem of the division of labor if it can learn to classify distinction with regular words and exception words automatically. The ME can learn both the GPC rules and an automatic classification of the lexicons simultaneously. Mixtures of Experts (ME) model has been applied to many problems such as the problem of control of robot arms [6] , the problem of character recognition and its location [?] . However, no attempts to apply the ME model as a psychological model of reading English words aloud has not been done. The ME is a technique to solve a complicated problem so that it divides the input space into a set of regions and fits simple surfaces to the data that fall in these regions. The division of input space into a set of regions and the rule of the regions were called "divide and conquer" strategy, which would take effectively in many cases. The regions have "soft" boundaries, meaning that data points may lie simultaneously in multiple regions. This "soft" boundaries seems to be roughly "fusion parameter" between the lexical route and the GPC route in the DRC model, or the solution of the "division of labor" problem in the Triangle model, because the boundaries between regions are themselves simple parameterized surfaces that are adjusted by the learning algorithm.
If we trained one large hierarchal neural network by the back propagation algorithm for the data comprising the problems that we can divide into small tasks, then we would observe that learning became slow and we would get only poor generalization because of interference among tasks to be solved. If we know in advance that training data set can be divided into some small regions, then we can apply expert networks to the divided regions by some kinds of gating mechanisms. This kind of strategy would lead us to let each small expert network do effective learning. Learning in the ME stands for letting the gating networks discover ways of the division of input space and let the experts find out the most suitable output for the data belonging to each divided region. The ME model is a kind of supervised learning algorithms. The ME consists of experts networks and gating networks. The gating networks are used to divide problem space, and each expert network is a comparatively simple network producing an output in divided regions. The ME is able to divide problem space automatically and the ME is also able to allocate expert networks for suitable spaces which gating network divided. A two level of the ME architecture is shown in Figure 1 . The original Mixtures of experts allows hierarchical multi tree structures more than two layers, but for the sake of our purpose, a two layers' architecture is sufficient here. 
The dispersion parameter, and the Dirac's delta function
We can formulate the probability of an output y i of the ith expert network as a conditional probability in which the value is in accordance with a density function with parameter θ i as follows:
where θ i is a parameter vector which determine the density function. If P i is in accordance with a multi dimensional normal distribution, and its covariance matrix is given as σ 2 I, where I is a n dimensional unitary matrix, then we can get the final probability of the output vector y:
where we postulate that g is known in advance as a producing from a Gaussian density function. We can regard that the dispersion parameter σ 2 i determines a radius of a hyper sphere. At the limitation σ 2 → 0, it tends to the Dirac's delta function. The Dirac's delta function is a function which satisfy:
and,
The function δ(x) is 0 everywhere except for the point x = 0. The value of the δ(x) at the point of x = 0 is ∞, and the value of the integral which the interval contains x = 0 is 1. There are several definitions of the Dirac's delta function. As one of them, there exists a definition in the limitation as we approximate σ 2 → 0 in the normal distribution, where σ 2 is a variance of the normal distribution.
An explanation of reading English words in the ME
The DRC model has two routes, the lexical route and the GPC route. The Triangle model has also two routes, the direct route and the indirect route. The meanings, the purposes, the processes, and the mechanisms of the two routes in both models are different. However, whatever the names these routes are, and whatever these routes' implementations are, we might have to postulate at least two routes in order to explain the data from dyslexic patients (surface and phonological dyslexia). The ME is able to have more than two routes, or expert networks, and is able to have gating networks. We could consider that the gating networks in the ME might be regarded as a solution of the blending parameter in the DRC model, or a solution of the arbitrariness in the Triangle model. In the limitation of σ 2 → 0, the output of the gating network is the Dirac's delta function, which means that the expert network controlled the expert network become to respond the only one input vector x, or the only one word. This word might be special, an exception word or a low frequency inconsistent words. On the contrary, when we set the value of σ 2 greater, then the expert network controlled by this gating network can deal with many similar words. This network might have to read regular words or consistent words.
One of the main points in this paper is that the ME can learn the dispersion parameter automatically, in which we do not need to look for a high dimensional parameter space. Also, we do not need to prepare an arbitrary input like the equation which was adopted Plaut et al.(p.96, eq. 16). Therefore, introducing the ME, we can implement that the gating networks which would become to respond the word 'pint' only, but it would not respond other neighbor words like 'hint', 'mint', 'print', 'lint' and so on. We would be able to have the model in which the high dimensional space consist of many monosyllabic English words and the model could divide this space according to the regularity and irregularity of the words in this corpus. Also we can regard that when the small value of σ 2 , almost 0, it can be identified the same as the lookup table in the DRC model, because these networks could respond the only one word in the corpus. On the other hand, when the dispersion parameter σ 2 is large, the expert network controlled by this gating network can be regarded as an implementation of the GPC rule, because this network could read many words. In addition, the gating networks force their expert networks to learn words shared the same pronunciations, and in other case the gating networks force their expert networks to learn words with specific pronunciations. In this way, the ME model could explain the frequency effect as well. Thus, we can consider that the ME model is possible model to explain both the lookup table and the division of labor simultaneously.
Numerical experiment
All the 2998 words which Plaut et al. [11] adopted were used in our experiment 1 . We set the learning coefficient 0.01. All the initial values of connection weights were randomized with uniform random numbers [−0.1, 0.1] The criterion to complete the learning were set the mean squared error as below 0.1. Almost every trial, the iterations were within 20-50 times, and we could get the almost the same results. Plaut et al. [11] checked the generalization ability of their Triangle model by applying the non words list in Glushko [4] . They asserted the validity the Triangle model to compare the result of the model and the data of human subjects. If the ME proposed in this paper showed the same performance as the human subjects, then it might be possible to claim that the ME is one of the candidates models to solve the problems of the way of implementation. This way of implementation is not clear in both the DRC and the Triangle models. Then, we presented the Glushko's non words list to the ME after learning completed, then compared the results with others. The ratios of percent correct are shown in Table1 The results of the human subjects and the Triangle model in the figure Table 3 . For the sake of comparison, the normal back propagation methods were applied with 100 and 30 hidden units and the convergence criteria of the mean square error (MSE) 0.03 and 0.05. All the results of the back propagations are worse in the inconsistent words than other results of human, the Triangle, and the ME. In case of the 100 hidden units and 0.03 MSE, which means the most 1 All the data we used here was obtained from the URL http://www.cnbc.cmu.edu/~Plaut/. Also we obtained the Glushko's non-word list for the generalization experiment from the same URL. Thus, all the data we used in this paper were exactly the same as Plaut et al. (1996) . strict convergence criterion, the performance was the worst of all. This might imply that when we employ a large network to learn the complicated task which can be divided into some regions, it is difficult for the model to extract the statistical characteristics included in the training data. It can be regarded to confirm the findings by Jordan and Jacobs(1994) that we would have poor generalization abilities when we trained large networks to learn complicated problems. It should be considered to employ the "divide and conquer" strategy in such a case.
Discussion
As mentioned, the DRC model requires humans to look for the best point of the blending parameter between the lexical and the GPC routes in the high dimensional space. Also, the Triangle has not implemented the division of labor yet. Therefore, these models might not be able to give any substance solutions for simulating dyslexic symptoms even when these models are well mimic human behavior. For the sake of discussion about merits and demerits of the models, we must consider not only the task performances, but also the real nature behind the models. In addition to this point, we should take into consideration about the possibilities of implementations for models as well.
If we could consider that there are expert networks specialized to process exception words, roughly corresponds to the lexical route in the DRC model, and where there exists localized division of regions, roughly corresponds to the division of labor, it might be possible to solve the problems of arbitrariness of both models. In this point of view, when we take into consideration of the limitation the dispersion parameter σ 2 → 0, the region divided by this parameter can be identified the lookup table in the DRC model. That is, from the point of the ME model's prospects, we could reinterpret the difference between the DRC model and the Triangle model without discrepancy. Not only the problem of the lookup table and the blending parameter between the lexical route and the GPC route, but also the problem of the division of labor and the arbitrariness of the degree of contribution of semantic pathways, we can provide an unified description.
There is no essential difference between the DRC and the Triangle model in this meaning. In different words, the qualitative difference between the two model can be described as the quantitative difference of the dispersion parameters. It could be considered that the DRC and the Triangle model are particular cases of more general and comprehensive model. When we introduce the ME model as a model of reading English words aloud, it is possible to explain the difficult problem to tune the best point in high dimensional parameter space, and to formulate the arbitrary problem remained unsolved.
Numerous articles have cited the works of Plaut et al. [11] and Coltheart et al. [3] . Thus, it is obvious that both the models are the most valuable model for reading English words and its impairments. On the other hand, in this paper we showed an only one result shown in Table1. Therefore, it is difficult to insist that the ME is superior to previous two models. Not so much as saying so, this model still can be uncompleted. A number of points remain unclear. However, this model might be considered to formalize clearly the problems remained to be unclear in the previous models. Rather than closing the debate between two models, it might be worth attempting to integrate both of them.
