In order to predict hot deformation behavior of superalloy nimonic 80A, a back-propagational artificial neural network (BP-ANN) and strain-dependent Arrhenius-type model were established based on the experimental data from isothermal compression tests on a Gleeble-3500 thermo-mechanical simulator at temperatures ranging of 1050-1250˝C, strain rates ranging of 0.01-10.0 s´1. A comparison on a BP-ANN model and modified Arrhenius-type constitutive equation has been implemented in terms of statistical parameters, involving mean value of relative (µ), standard deviation (w), correlation coefficient (R) and average absolute relative error (AARE). The µ-value and w-value of the improved Arrhenius-type model are 3.0012% and 2.0533%, respectively, while their values of the BP-ANN model are 0.0714% and 0.2564%, respectively. Meanwhile, the R-value and ARRE-value for the improved Arrhenius-type model are 0.9899 and 3.06%, while their values for the BP-ANN model are 0.9998 and 1.20%. The results indicate that the BP-ANN model can accurately track the experimental data and show a good generalization capability to predict complex flow behavior. Then, a 3D continuous interaction space for temperature, strain rate, strain and stress was constructed based on the expanded data predicted by a well-trained BP-ANN model. The developed 3D continuous space for hot working parameters articulates the intrinsic relationships of superalloy nimonic 80A.
Introduction
Nimonic 80A, as a nickel-based superalloy, has been widely used in jet engines for aircraft, gas turbines for power plant and marine diesel engines because of its high creep strength, superior oxidation resistance and strong resistance to corrosions at high temperature [1] [2] [3] . Generally, the Nimonic 80A is used to fabricate exhausting valve. The upsetting and closed die forging are traditionally applied to form the exhausting valve. However, in recent years, the electric upsetting process with isostatic loading and high heating efficiency is developed to form the exhausting valves [4, 5] . It is well known that the hot deformation behavior for a specific material is sensitive to the hot deformation parameters involving strain, strain rate and temperature, and is highly non-linear during hot deformation. The flow behavior of materials is often complex due to the comprehensive function of hardening and softening mechanisms. Consequently, modeling and prediction of the constitutive stress-strain relationships with a high precision is quite complex in nature; meanwhile, it is significant to study and understand the hot deformation behavior and furthermore optimize the deformation process (electric upsetting, forging and extrusion) by numerical simulations. How to billet by wire-electrode cutting. A thermo-mechanical simulator, Gleeble-3500, with a high speed heating system, a servo hydraulic system, a digital control system and a data acquisition system, was used for compression testing. It is common to be used for simulating both mechanical and thermal process at a wide range during hot deformation. Twenty specimens were resistance heated to a proposed deformation temperature with a heating rate of 5˝C/s and then held at that temperature for 180 s by thermo-coupled-feedback-controlled AC current to obtain a homogeneous temperature field. Afterwards, all twenty-four specimens were compressed to a true strain 0.9163 (a fixed height reduction of 60%) at five different temperatures of 1050˝C, 1100˝C, 1150˝C, 1200˝C and 1250˝C, and four different strain rates of 0.01 s´1, 0.1 s´1, 1 s´1 and 10 s´1 [25] . After each compression, the deformed specimen was immediately quenched into water to retain the high temperature microstructures.
During the compression process, the variations of strain and stress were continuously monitored by the computer equipment with the automatic data acquisition system. Generally, the true stain and true stress were derived from the nominal stress-strain relationship based on the following formula: σ T = σ N (1 + ε N ), ε T = ln(1 + ε N ), where σ T is true stress, σ N is nominal stress, ε T is true strain and ε N is nominal strain.
Flow Behavior Characteristics of Superalloy Nimonic 80A
The true compressive stress-strain curves for nimonic 80A, heat-resisting alloy, are illustrated in Figure 1a -d, which show that both deformation temperatures and strain rates have considerable influence on the flow stress of nimonic 80A heat-resisting alloy.
Appl. Sci. 2016, 6, 66 3 of 16 system, was used for compression testing. It is common to be used for simulating both mechanical and thermal process at a wide range during hot deformation. Twenty specimens were resistance heated to a proposed deformation temperature with a heating rate of 5 °C/s and then held at that temperature for 180 s by thermo-coupled-feedback-controlled AC current to obtain a homogeneous temperature field. Afterwards, all twenty-four specimens were compressed to a true strain 0.9163 (a fixed height reduction of 60%) at five different temperatures of 1050 °C, 1100 °C, 1150 °C, 1200 °C and 1250 °C, and four different strain rates of 0.01 s −1 , 0.1 s −1 , 1 s −1 and 10 s −1 [25] . After each compression, the deformed specimen was immediately quenched into water to retain the high temperature microstructures. During the compression process, the variations of strain and stress were continuously monitored by the computer equipment with the automatic data acquisition system. Generally, the true stain and true stress were derived from the nominal stress-strain relationship based on the following formula: σT = σN(1 + εN), εT = ln(1 + εN), where σT is true stress, σN is nominal stress, εT is true strain and εN is nominal strain.
The true compressive stress-strain curves for nimonic 80A, heat-resisting alloy, are illustrated in Figure 1a -d, which show that both deformation temperatures and strain rates have considerable influence on the flow stress of nimonic 80A heat-resisting alloy. As shown in Figure 1 , the strain rate and temperature have a significant effect on the flow curves. Apparently, the flow stress decreases markedly as the temperature increases at a specific strain rate. In contrast, the flow stress increases with the increasing of the strain rate while for a fixed temperature, which is owing to an increase of the dislocation multiplication rate and dislocation density [4] . All the true strain-stress can be summarized in three distinct stages of the stress evolution with strain [4, 6, 7] . At the first stage of the forming process, the flow stress rapidly increases to a critical As shown in Figure 1 , the strain rate and temperature have a significant effect on the flow curves. Apparently, the flow stress decreases markedly as the temperature increases at a specific strain rate. In contrast, the flow stress increases with the increasing of the strain rate while for a fixed temperature, which is owing to an increase of the dislocation multiplication rate and dislocation density [4] . All the true strain-stress can be summarized in three distinct stages of the stress evolution with strain [4, 6, 7] . At the first stage of the forming process, the flow stress rapidly increases to a critical value, where work hardening (WH) predominates. At the second stage, where the thermal softening owing to dynamic recrystallization (DRX) and dynamic recovery (DRV) gets more and more predominant, flow stress slowly increases to the peak value even exceeds work hardening. At the third stage, the curves can be divided into two types based on the variation tendency. Evidence of DRX softening, the flow stress decreases continuously, which corresponds to the conditions of 0.01 s´1 and 1050-1250˝C, 0.1 s´1 and 1050-1200˝C and 1-10 s´1 and 1050-1200˝C. However, in the parameter domains of 0.1-10 s´1 and 1250˝C, the stress approximately keeps a steady state with significant DRV softening. From the previous descriptions, the typical form of flow curve with DRX softening involved a single peak followed by a flow of steady state. The reason lies in the fact that the highter rate of work hardening slows down the DRX softening rate with lower temperatures and higher strain rates, therefore, the onset of steady state flow is shifted to higher levels [4] .
Development of Constitutive Relationship for Superalloy Nimonic 80A

BP-ANN Model
BP-ANN has been widely used to process complex non-linear relationships among several variables [6, [20] [21] [22] [23] 26] . It is a quite efficient computing tool to learn and predict the hot deformation behavior between inputs and outputs by simulating the neural networks structure of the biological neurons. The typical artificial neural network contains three layers, which are input layer, hidden layer and output layer. The input layer receives outside signals and then the output layer generates output signals, while the hidden layer provides the complex network architecture to mimic the non-linear relationship between input signals and output signals [20] . Basically, a feed forward network, which was trained by the back propagation algorithm, was used to establish the back-propagation (BP) neural network. Back-propagation (BP) algorithm adjusts the biases and weights aiming to minimize the target error through gradient descent during training procedure, while learning the relationships between input data and output data.
In this investigation, the input variables of BP-ANN include deformation temperature (T), strain rate ( . ε) and strain (ε), while the output variable is flow stress (σ). The schematic representation of the BP-ANN architecture was shown in Figure 2 . All the data from twenty stress-strain curves were divided into training dataset and independent test dataset. In order to ensure the efficiency of training, each continuous stress-strain curve was discretely handled by strain parameter from 0.05 to 0.9 at an interval of 0.01. Hence, a total of 1386 discrete data points from the eighteen stress-strain curves were defined as the training data of this BP-ANN work. The testing dataset was determined as the others curves involving the curves under 0.01 s´1 and 1100˝C and 1 s´1 and 1200˝C. Among such two curves, the stress values of 36 points picked out from 0.05 to 0.9 with a strain interval of 0.05, and 162 points from the other eighteen training curves in a strain range of 0.05 to 0.9 with a strain interval of 0.1 were considered as the test data for the BP-ANN work performance. The BP-ANN model was trained based on the training dataset, and generalization property of the trained network was assessed by the test dataset selected with a fixed strain rate. value, where work hardening (WH) predominates. At the second stage, where the thermal softening owing to dynamic recrystallization (DRX) and dynamic recovery (DRV) gets more and more predominant, flow stress slowly increases to the peak value even exceeds work hardening. At the third stage, the curves can be divided into two types based on the variation tendency. Evidence of DRX softening, the flow stress decreases continuously, which corresponds to the conditions of 0.01 s −1 and 1050-1250 °C, 0.1 s −1 and 1050-1200 °C and 1-10 s −1 and 1050-1200 °C. However, in the parameter domains of 0.1-10 s −1 and 1250 °C, the stress approximately keeps a steady state with significant DRV softening. From the previous descriptions, the typical form of flow curve with DRX softening involved a single peak followed by a flow of steady state. The reason lies in the fact that the highter rate of work hardening slows down the DRX softening rate with lower temperatures and higher strain rates, therefore, the onset of steady state flow is shifted to higher levels [4] .
Development of Constitutive Relationship for Superalloy Nimonic 80A
BP-ANN Model
In this investigation, the input variables of BP-ANN include deformation temperature ( T ), strain rate (   ) and strain (  ), while the output variable is flow stress (  ). The schematic representation of the BP-ANN architecture was shown in Figure 2 . All the data from twenty stressstrain curves were divided into training dataset and independent test dataset. In order to ensure the efficiency of training, each continuous stress-strain curve was discretely handled by strain parameter from 0.05 to 0.9 at an interval of 0.01. Hence, a total of 1386 discrete data points from the eighteen stress-strain curves were defined as the training data of this BP-ANN work. The testing dataset was determined as the others curves involving the curves under 0.01 s −1 and 1100 °C and 1 s −1 and 1200 °C. Among such two curves, the stress values of 36 points picked out from 0.05 to 0.9 with a strain interval of 0.05, and 162 points from the other eighteen training curves in a strain range of 0.05 to 0.9 with a strain interval of 0.1 were considered as the test data for the BP-ANN work performance. The BP-ANN model was trained based on the training dataset, and generalization property of the trained network was assessed by the test dataset selected with a fixed strain rate. The selected experimental data have been measured in different units, and thus different data have great differences, which induce the poor convergence speed and predicted accuracy of a BP-ANN model. From the stress-strain curves, it can be seen that the input strain data varies from 0.05 to 0.9, strain rate data varies from 0.01 to 10 s´1, and temperature data varies from 1050 to 1250˝C, the output flow stress data varies from 25.93 MPa to 387.63 MPa. Therefore, before training the network, the input and output datasets have been normalized to avoid value concentrating on weights and some neurons when the iterative calculation of BP-ANN. The main reason for normalizing the data matrix is to recast them into the dimensionless units to remove the arbitrary effect of similarity between the different data. In this research, the normalization processing was realized by Equation (1) [6, 17] . The coefficients of 0.05 and 0.25 in Equation (1) are regulating parameters for the sake of narrowing the magnitude of the normalized data within 0.05 to 0.3. Furthermore, it should be noted that the initial numerical values of true stain rates exhibit great magnitude distinction, thereby a logarithm was taken for transforming the true stain rate data before normalization processing.
x n " 0.05`0.25ˆx´0
.95x min 1.05x max´0 .95x min (1) where x is the initial data of input or output variables; x min is the minimum value of x and x max is the maximum; x n is the value of x after normalization processing.
The structural parameter settings of the BP-ANN are very complex, which require an appropriate transfer function and an appropriate number of neurons for the hidden layers. It has been proved that two hidden layers are necessary to construct the BP-ANN model to ensure the training accuracy. The determination of the neurons number for hidden layers has a direct relationship with the number of training samples which are often settled by the experience of designers and a trail-and-error procedure. In order to achieve the proposed accuracy, the BP-ANN model was trained with only two neurons for each hidden layer at the beginning; afterwards, the neuron number was adjusted continually (three, four, etc.). After repeated trials by changing the neuron number, two hidden layers and 11 neurons in each hidden layer are determined for the final network architecture. Here, "trainbr" function and "learngd" function were empirically chosen as the training function and learning function respectively. In the meantime, the transfer function of the hidden layers was assumed as "tansig" function, whereas the output layer adopted "purelin" function. In addition, an evaluator, sum square error (SSE) between experimental and predicted values is introduced into this net to check the ability of the ANN training model. SSE is expressed as Equation (2) [6] . Here, the proposed accuracy, i.e., the maximum SSE-value is set as 0.0001. The work was accomplished by the neural network toolbox available with MATLAB software (R2013b, MathWorks, Natick, MA, United State, 2013).
where, E i is the sample of experimental value; P i is the sample of predicted value by the BP-ANN model; and N is the number of true stress-strain samples.
Based on the well-trained BP-ANN model, the true stress values under experimental conditions, which include the deformation conditions corresponding to the previous training points and test points, were predicted. Figure 3 exhibits the comparisons between the true stresses predicted by BP-ANN model and the corresponding experimental true stresses for superalloy nimonic 80A. Apparently, the predicted true stress decreases with temperature increasing or strain rate decreasing, which is consistent with experimental stress-strain curves. The phenomenon predictably indicates that the BP-ANN model is able to effectively grasp the stress-strain evolution rules, that is, it possesses excellent capability to track the dynamic softening (including DRX and DRV) and work hardening regions of superalloy nimonic 80A. Additionally, the test data including the data under 0.01 s´1 and 1100˝C and 1 s´1 and 1200˝C, are used to assess the generalization property of the BP-ANN model. The result of comparisons shows that the true stresses predicted by BP-ANN model has good agreement with experimental stress-strain curves, which indicates the high generalization property of the BP-ANN model. has good agreement with experimental stress-strain curves, which indicates the high generalization property of the BP-ANN model. 
Arrhenius-Type Constitutive Model
Generally, Arrhenius type equation is expressed as Equation (3) [27], which correlates the flow stress (  ) with temperature ( T ) and strain rate (   ).
where
for all , and where   is the strain rate (s −1 ), R is the universal gas constant (8.31 J•mol −1 •K −1 ), T is the absolute temperature (K), Q is the activation energy of deformation (kJ•mol −1 ),  is the flow stress (MPa) for a given stain, A ,  , n and n are the material constants,
For the low stress level ( 0.8  
), taking natural logarithms on both sides of Equation (3), the following equation can be obtained:
For the high stress level (
), taking natural logarithms on both sides of Equation (3) gives: 
Generally, Arrhenius type equation is expressed as Equation (3) [27] , which correlates the flow stress (σ) with temperature (T) and strain rate (
where Fpσq "
and where .
ε is the strain rate (s´1), R is the universal gas constant (8.31 J¨mol´1¨K´1), T is the absolute temperature (K), Q is the activation energy of deformation (kJ¨mol´1), σ is the flow stress (MPa) for a given stain, A, α, n 1 and n are the material constants, α " β{n 1 .
For the low stress level (ασ ă 0.8), taking natural logarithms on both sides of Equation (3), the following equation can be obtained:
For the high stress level (ασ ą 1.2), taking natural logarithms on both sides of Equation (3) gives:
According to Equations (4) and (5) ε for strain of 0.5 at the temperatures of 1050-1250˝C were fitted out as shown in Figure 4 . The adjusted coefficient of determination R 2 for each condition was calculated and showed in Figure 4 , which was used to prove the reliability of fitting curves. The inverse of the slopes of straight lines in lnσ-ln . ε and σ-ln . ε plots is accepted as the values of material constants n 1 and β at each tested temperature, respectively. Thus the values of n 1 and β at strain of 0.5 were obtained by averaging the inverse of slopes under different temperatures, which were found to be 5.3625 MPa´1 and 0.0336 MPa´1, respectively. Furthermore, the value of another material constant α " β{n 1 " 0.0063 MPa´1 was also obtained. According to Equations (4) and (5), For all the stress level (including low and high-stress levels), Equation (3) can be rewritten as the following:
Taking natural logarithms on both sides of Equation (6), the following equation can be obtained:
For the given deformation temperature (T), the stress exponent ( n ) is expressed as Equation (8):
When the strain rate (   ) is a constant, the activation energy (Q) can be expressed as Equation (9):
According to Equations (8) and (9), the linear relationship between ln(sinh( ))  and ln   and the relationship between ln(sinh( ))  and 1 / T were fitted out as shown in Figure 5 and the determination coefficient For all the stress level (including low and high-stress levels), Equation (3) can be rewritten as the following:
. ε " Arsinhpaσqs n expp´Q{RTq (6) Taking natural logarithms on both sides of Equation (6), the following equation can be obtained:
ε " tlnA`n rln sinhpασqs´Qu{RT
For the given deformation temperature (T), the stress exponent (n) is expressed as Equation (8):
When the strain rate ( . ε) is a constant, the activation energy (Q) can be expressed as Equation (9):
According to Equations (8) and (9), the linear relationship between lnpsinhpασqq and ln . ε and the relationship between lnpsinhpασqq and 1{T were fitted out as shown in Figure 5 and the determination coefficient R 2 have been exhibited in each figure. Consequently, the value of constant parameter n and the activation energy Q can be derived from the mean slope of lines in Figure 5a ,b respectively, here, n is 3.7806 and Q is 403.81 kJ¨mol´1. In addition, the material constant A can be calculated as 4.5496ˆ10 14 s´1. However, the effect of temperature and strain rate on flow behavior cannot be considered in Equation (3). Zener-Hollomon parameter, Z , in an exponent-type Equation (10) [28] has been introduced to model the comprehensive function of temperature and strain rate.
Base on Equations (6) and (10), the stress  at the strain of 0.5 can be written as a function of Z parameter:
It is well known that the constitutive model is affected not only by the deformation temperature and strain rate, but also by the strain in the hot deformation of metal materials [7, 10, 12, 17, [29] [30] [31] [32] . Therefore, the values of material coefficients (i.e.,  , A , n , Q ) of the constitutive equation are calculated under different strains in a range of 0.05 to 0.9 with the interval of 0.05 by the same method used previously. These values were then used to fit the polynomial functions (Figure 6 ), and the variation of  , ln A , n and Q with true strain  could be represented by a sixth order polynomial respectively, as shown in Equation (12) . The coefficients of the sixth order polynomial functions are tabulated in Table 1 However, the effect of temperature and strain rate on flow behavior cannot be considered in Equation (3). Zener-Hollomon parameter, Z, in an exponent-type Equation (10) [28] has been introduced to model the comprehensive function of temperature and strain rate.
Base on Equations (6) and (10), the stress σ at the strain of 0.5 can be written as a function of Z parameter:
It is well known that the constitutive model is affected not only by the deformation temperature and strain rate, but also by the strain in the hot deformation of metal materials [7, 10, 12, 17, [29] [30] [31] [32] . Therefore, the values of material coefficients (i.e., α, A, n, Q) of the constitutive equation are calculated under different strains in a range of 0.05 to 0.9 with the interval of 0.05 by the same method used previously. These values were then used to fit the polynomial functions (Figure 6 ), and the variation of α, lnA, n and Q with true strain ε could be represented by a sixth order polynomial respectively, as shown in Equation (12) . The coefficients of the sixth order polynomial functions are tabulated in Table 1 : Thus, the improved Arrhenius type model with variable coefficients can be expressed as Equation (13) .
Applying the aforementioned material constants to Equation (13), the true stress values are calculated for the experimental temperature, strain and strain rate ranges. Figure 7 shows comparisons between the experimental data and the predicted results calculated from the developed constitutive equations (considering the compensation of strain) at the temperatures of 1050 °C, 1100 °C, 1150 °C, 1200 °C, and 1250 °C, and the strain rates of 0.01 s −1 , 0.1 s −1 , 1 s −1 and 10 s −1 . It can be seen that the proposed constitutive equation gives an accurate estimation on the flow stress of superalloy nimonic 80A in most of the experimental conditions. Thus, the improved Arrhenius type model with variable coefficients can be expressed as Equation (13) .
where g pεq, f pεq, h pεq, j pεq are polynomial functions of strain for α, A, n, Q. Applying the aforementioned material constants to Equation (13), the true stress values are calculated for the experimental temperature, strain and strain rate ranges. Figure 7 shows comparisons between the experimental data and the predicted results calculated from the developed constitutive equations (considering the compensation of strain) at the temperatures of 1050˝C, 1100˝C, 1150˝C, 1200˝C, and 1250˝C, and the strain rates of 0.01 s´1, 0.1 s´1, 1 s´1 and 10 s´1. It can be seen that the proposed constitutive equation gives an accurate estimation on the flow stress of superalloy nimonic 80A in most of the experimental conditions. Thus, the improved Arrhenius type model with variable coefficients can be expressed as Equation (13) .
Applying the aforementioned material constants to Equation (13), the true stress values are calculated for the experimental temperature, strain and strain rate ranges. Figure 7 shows comparisons between the experimental data and the predicted results calculated from the developed constitutive equations (considering the compensation of strain) at the temperatures of 1050 °C, 1100 °C, 1150 °C, 1200 °C, and 1250 °C, and the strain rates of 0.01 s −1 , 0.1 s −1 , 1 s −1 and 10 s −1 . It can be seen that the proposed constitutive equation gives an accurate estimation on the flow stress of superalloy nimonic 80A in most of the experimental conditions. 
Prediction Capability Comparison between the BP-ANN Model and Arrhenius Type Constitutive Equation
Depending on the improved Arrhenius type constitutive equation, in this study, the true stresses of 32 points under the conditions of 1100 °C and 0.01 s −1 and 1200 °C and 1 s −1 at a strain range of 0.05 to 0.9 with a strain interval of 0.05 were calculated to compare with the true stress predicted by BP-ANN model and obtained from the isothermal compression tests. For the sake of the contrast of prediction accuracy between these two models, the relative error (δ) is introduced, which is expressed by Equation (14) .
where i E is the sample of experimental value and i P is the sample of predicted value.
The δ-values relative to the experimental true stress was calculated by Equation (14) and listed in Table 2 . 
Depending on the improved Arrhenius type constitutive equation, in this study, the true stresses of 32 points under the conditions of 1100˝C and 0.01 s´1 and 1200˝C and 1 s´1 at a strain range of 0.05 to 0.9 with a strain interval of 0.05 were calculated to compare with the true stress predicted by BP-ANN model and obtained from the isothermal compression tests. For the sake of the contrast of prediction accuracy between these two models, the relative error (δ) is introduced, which is expressed by Equation (14).
where E i is the sample of experimental value and P i is the sample of predicted value. The δ-values relative to the experimental true stress was calculated by Equation (14) and listed in Table 2 . It is found in Table 2 that the relative percentage error obtained from BP-ANN model varies froḿ 4.26% to 3.24%, whereas it is in the range from´4.83% to 11.13% for the improved Arrhenius-type constitutive model. As shown in Figure 8a ,b, the relative percentage errors have been summarized in which the height of the histogram expresses the relative frequency of the relative percentage errors. Through nonlinear curve fitting, the distributions of relative percentage errors obtained from Arrhenius-type model and BP-ANN model present a typical Gaussian distribution, which was expressed as in Equation (15) . In the function, the two parameters of µ and w represent the mean value and standard deviation, respectively, which are two of the most important indexes in statistical work. The mean value and standard deviation calculated by Equations (16) and (17) [6] , respectively, reflect the central tendency and discrete degree of a set of data, and smaller value of w and µ close to 0 hint that better errors distribution is achieved. As shown in Figure 8a ,b, the mean value (µ) and the standard deviation (w) of the Arrhenius-type model is 3.0012 and 2.0533, respectively, while the mean value (µ) and the standard deviation (w) of the BP-ANN model is 0.0714 and 0.2564, respectively, which indicate that the distribution of relative percentage errors obtained by the BP-ANN model is more centralized. It suggests that the BP-ANN model has a good generalization capability.
where δ i is a value of the relative error; µ, w, and y are the mean value, standard deviation and probability density of δ respectively; y 0 and A are constants, and N is the number of relative errors, here N = 36. In addition, two commonly used statistical indicators of the correlation coefficient (R) and average absolute relative error (AARE) are introduced to check the ability and the predictability of the BP-ANN model and Arrhenius-type model, which are expressed by Equations (18) and (19) [6] . R is a numerical value between −1 and 1 that expresses the strength of the linear relationship between two variables. A high R-value close to 1 illustrates that the predicted values conform to the experimental ones well. A value of 0 indicates that there is no relationship. Value close to −1 signal a strong negative relationship between the two variables. The average absolute relative error (AARE) is also computed through a term-by-term comparison of the relative error and thus is an unbiased statistical parameter to measure the predictability of a model [6, 15] . Meanwhile, a low AARE-value close to 0 indicates that the sum of the errors between the predicted and experimental values tends to be 0.
where i E is the sample of experimental value and i P is the sample of predicted value. E is the mean value of experimental sample values, P is the mean value of predicted sample values, and N is the number of data which were employed in the investigation. The correlation relationships between the experimental and respectively predicted true stress by BP-ANN model and modified Arrhenius-type constitutive equation were illustrated in Figure 9 . It is discovered that the points in Figure 9 , which take experimental true stress as horizontal axis and predicted true stress as vertical axis, lie fairly close to the best linear fitted line, suggesting that the predicted stress-strain values conform very well to the homologous experimental ones. Besides, the R-values for the predicted true stress of BP-ANN and modified Arrhenius are 0.9998 and 0.9899, respectively, from another quantitative perspective proving the strong linear relationships between the predicted and experimental true stress. Additionally, the AARE-values relative to the experimental true stress was calculated by Equation (19) and exhibited in Figure 9 . According to the calculation results, it is manifest that the AARE-value for the BP-ANN model is 1.20%, but, for the constitutive equation, it reaches a higher level, 3.06%. Lower AARE-value means a smaller deviation on the whole; therefore, the BP-ANN model has higher accuracy in predicting the true stress of superalloy nimonic 80A than the constitutive equation. In addition, two commonly used statistical indicators of the correlation coefficient (R) and average absolute relative error (AARE) are introduced to check the ability and the predictability of the BP-ANN model and Arrhenius-type model, which are expressed by Equations (18) and (19) [6] . R is a numerical value between´1 and 1 that expresses the strength of the linear relationship between two variables. A high R-value close to 1 illustrates that the predicted values conform to the experimental ones well. A value of 0 indicates that there is no relationship. Value close to´1 signal a strong negative relationship between the two variables. The average absolute relative error (AARE) is also computed through a term-by-term comparison of the relative error and thus is an unbiased statistical parameter to measure the predictability of a model [6, 15] . Meanwhile, a low AARE-value close to 0 indicates that the sum of the errors between the predicted and experimental values tends to be 0.
where E i is the sample of experimental value and P i is the sample of predicted value. E is the mean value of experimental sample values, P is the mean value of predicted sample values, and N is the number of data which were employed in the investigation. The correlation relationships between the experimental and respectively predicted true stress by BP-ANN model and modified Arrhenius-type constitutive equation were illustrated in Figure 9 . It is discovered that the points in Figure 9 , which take experimental true stress as horizontal axis and predicted true stress as vertical axis, lie fairly close to the best linear fitted line, suggesting that the predicted stress-strain values conform very well to the homologous experimental ones. Besides, the R-values for the predicted true stress of BP-ANN and modified Arrhenius are 0.9998 and 0.9899, respectively, from another quantitative perspective proving the strong linear relationships between the predicted and experimental true stress. Additionally, the AARE-values relative to the experimental true stress was calculated by Equation (19) and exhibited in Figure 9 . According to the calculation results, it is manifest that the AARE-value for the BP-ANN model is 1.20%, but, for the constitutive equation, it reaches a higher level, 3.06%. Lower AARE-value means a smaller deviation on the whole; therefore, the BP-ANN model has higher accuracy in predicting the true stress of superalloy nimonic 80A than the constitutive equation. By several comparison methods, the performance of the two models can be concluded that the BP-ANN model has higher prediction accuracy than the improved Arrhenius-type model. It is valuable to note that, in the training stage of the BP-ANN model, the experimental stress-strain data of two test curves under the conditions of 1100 °C and 0.01 s −1 and 1200 °C and 1 s −1 did not participate. However, when establishing the constitutive equation, they were involved. However, even on this premise, the BP-ANN model still shows smaller errors, giving the full proof that the present BP-ANN model has better prediction capability than the constitutive equation in the flow characteristics of superalloy nimonic 80A.
Prediction Potentiality of BP-ANN Model
There is no doubt that the well-trained BP-ANN model is effective to predict the flow stress based on the experimental data for the non-linear material. With the well-trained BP-ANN model, the flow stresses outside of the experimental conditions including 950 °C and 1000 °C were predicted for superalloy nimonic 80A. Additionally, based on the data at a temperature range of 950 to 1250 °C under strain rate of 0.01 s −1 , 0.1 s −1 , 1 s −1 and 10 s −1 , an interpolation method was implemented to densely insert stress-strain data into these data; furthermore, a 3D continuous response space (illustrated in Figure 10 ) with flow stress along the V-axis and deformation temperature, logarithm of strain rate and strain and along the X, Y and Z axes, respectively, was constructed by a surface fitting process. The values of V-axis are represented by different colors. Figure 10a shows the 3D continuous interaction space, which reveals the continuous response relationship between stress and strain, strain rate and temperature of superalloy nimonic 80A. Figure 10b -d respectively exhibit the cutting slices of 3D continuous response mapping at diverse parameters, involving temperature, strain rate and strain. In the 3D continuous interaction space, all the stress-strain points are digital and can be determined, since the surface fitting step has transformed the discrete stress-strain points into continuous stress-strain surface and space. The accuracy of such a 3D continuous interaction space is strongly guaranteed by the excellent prediction performance of an optimally-constructed and well-trained BP-ANN model. As is known, the stress-strain data are the most fundamental data to predict the deformation behaviors of the superalloy nimonic 80A during electric upsetting with finite element model It is realizable to pick out dense stress-strain data from the 3D continuous interaction space and insert such continuous mapping relationships into commercial software such as Marc, etc. by program codes. In this way, the accurate simulation of one certain forming process is able to perform. By several comparison methods, the performance of the two models can be concluded that the BP-ANN model has higher prediction accuracy than the improved Arrhenius-type model. It is valuable to note that, in the training stage of the BP-ANN model, the experimental stress-strain data of two test curves under the conditions of 1100˝C and 0.01 s´1 and 1200˝C and 1 s´1 did not participate. However, when establishing the constitutive equation, they were involved. However, even on this premise, the BP-ANN model still shows smaller errors, giving the full proof that the present BP-ANN model has better prediction capability than the constitutive equation in the flow characteristics of superalloy nimonic 80A.
There is no doubt that the well-trained BP-ANN model is effective to predict the flow stress based on the experimental data for the non-linear material. With the well-trained BP-ANN model, the flow stresses outside of the experimental conditions including 950˝C and 1000˝C were predicted for superalloy nimonic 80A. Additionally, based on the data at a temperature range of 950 to 1250˝C under strain rate of 0.01 s´1, 0.1 s´1, 1 s´1 and 10 s´1, an interpolation method was implemented to densely insert stress-strain data into these data; furthermore, a 3D continuous response space (illustrated in Figure 10 ) with flow stress along the V-axis and deformation temperature, logarithm of strain rate and strain and along the X, Y and Z axes, respectively, was constructed by a surface fitting process. The values of V-axis are represented by different colors. Figure 10a shows the 3D continuous interaction space, which reveals the continuous response relationship between stress and strain, strain rate and temperature of superalloy nimonic 80A. Figure 10b -d respectively exhibit the cutting slices of 3D continuous response mapping at diverse parameters, involving temperature, strain rate and strain. In the 3D continuous interaction space, all the stress-strain points are digital and can be determined, since the surface fitting step has transformed the discrete stress-strain points into continuous stress-strain surface and space. The accuracy of such a 3D continuous interaction space is strongly guaranteed by the excellent prediction performance of an optimally-constructed and well-trained BP-ANN model. As is known, the stress-strain data are the most fundamental data to predict the deformation behaviors of the superalloy nimonic 80A during electric upsetting with finite element model It is realizable to pick out dense stress-strain data from the 3D continuous interaction space and insert such continuous mapping relationships into commercial software such as Marc, etc. by program codes. In this way, the accurate simulation of one certain forming process is able to perform. 
Conclusions
(1) A BP-ANN model taking the deformation temperature (T), strain rate (   ) and strain (  ) as input variables and the true stress (  ) as output variable was constructed for the compression flow behaviors of superalloy, nimonic 80A, which presents desired precision and reliability. (2) A strain-dependent Arrhenius-type model is developed to predict the flow behavior of superalloy nimonic 80A under the specific deformation conditions. A sixth order polynomial is adopted to reveal the relationships between variable coefficients (including activation energy Q , material constants n ,  , and A ) and strain with good correlations. 
(1) A BP-ANN model taking the deformation temperature (T), strain rate ( . ε) and strain (ε) as input variables and the true stress (σ) as output variable was constructed for the compression flow behaviors of superalloy, nimonic 80A, which presents desired precision and reliability. (2) A strain-dependent Arrhenius-type model is developed to predict the flow behavior of superalloy nimonic 80A under the specific deformation conditions. A sixth order polynomial is adopted to reveal the relationships between variable coefficients (including activation energy Q, material constants n, α, and A) and strain with good correlations. (3) A series of statistical indexes, involving the relative error (δ), mean value (µ), standard deviation (w), correlation coefficient (R) and average absolute relative error (ARRE), were introduced to contrast the prediction accuracy between the improved Arrhenius type constitutive equation and BP-ANN model. The mean value (µ) and standard deviation (w) of the improved Arrhenius-type model are 3.0012% and 2.0533%, respectively, while their values of the BP-ANN model are 0.0714% and 0.2564%, respectively. Meanwhile, the correlation coefficient (R) and average absolute relative error (ARRE) for the improved Arrhenius-type model are 0.9899 and 3.06%, while their values for the BP-ANN model are 0.9998 and 1.20%, which indicate that the BP-ANN model has a good generalization capability. (4) The true stress data within the temperature range of 950-1250˝C, the strain rate range of 0.01-10 s´1, and the strain range of 0.1-0.9 were predicted densely. According to these abundant data, a 3D continuous interaction space was constructed by interpolation and surface fitting methods. It significantly contributes to all the research requesting abundant and accurate stress-strain data of superalloy nimonic 80A.
