A two-step reconstruction scheme is introduced to solve fixed frequency inverse scattering problems in Born approximation conditions. The aim of the approach is to achieve super-resolution effects by constraining the inversion method to exploit some a priori knowledge on the scatterer. Therefore, the first step is to apply the linear sampling method to the far-field data in order to obtain an estimate of the support of the inhomogeneity. The second step is to apply the projected Landweber method to the linearized scattering equation in order to obtain super-resolution effects via out-of-band extrapolation. The effectiveness of the approach, which has a rather wide applicability power, is tested in the case of a two-dimensional problem for some scatterers of simple geometry.
Introduction
The present paper is concerned with the solution of the inverse scattering problem of determining the refractive index of an inhomogeneous medium from measurements of the far-field pattern of the scattered field when the incident field is a time-harmonic, fixed-frequency wave. Modeling the interaction process between radiation and matter within a scattering framework is typical of imaging approaches, such as diffraction [18] , microwave [7] and optical [2] tomography, in which the radiation sources do not travel along straight rays but according to unknown paths depending on the internal structure of the body under investigation (for a comprehensive description of models and reconstruction methods used in these techniques, see [29] ). An important medical motivation at the basis of these modalities is the fact that detecting variations in the electrical parameters of a biological tissue may provide information about the presence of diseases like leukemia [1] which may alter the refractive index of the cellular agglomerates without altering, for example, the corresponding density or water content and which are therefore invisible to X-ray or MR interrogation. Furthermore, the electromagnetic waves used in these tomographic applications are easy to generate (easier, for example, than X-rays) and are characterized by a very low degree of invasivity. Finally, the use of fixed-frequency interrogation avoids dispersion effects which may affect the efficiency of the imaging approach.
From a mathematical viewpoint, solving inverse scattering problems is difficult. In fact, from one hand, these problems are ill-posed in the sense of Hadamard [24] and this implies that the presence of measurement noise affecting the far-field data may lead to numerically unstable restorations. On the other hand, these problems are non-linear, whereby non-linearity arises from the notable diffractive effects occurring in the scattering process.
Current numerical methods for the solution of inverse scattering problems can be grouped in two families, in the following denoted as reconstruction and visualization or qualitative methods.
Reconstruction methods aim at determining the point values of the electrical parameters. This can be accomplished by means of non-linear optimization schemes [19] according to which stable approximations of the refractive index are obtained by stopping an iterative procedure appropriately initialized; or by solving the inverse scattering problem in the Born or Rytov approximation [29] by using restoration techniques formulated within the framework of the regularization theory for linear inverse problems. Common advantageous features of these techniques are the rich informative content of the restored map and a notable accuracy of the reconstruction. On the other hand, these methods have significant applicability limitations: optimization algorithms converge only if accurately initialized (and an accurate initialization can be realized only by means of precise a priori information on the scatterer, which are seldom at disposal in medical imaging) and are typically computationally expensive; inversion methods applied to the linearized scattering equations are reliable only when the approximation conditions are fulfilled and lead to rapidly deteriorating reconstructions in more general physical situations.
Visualization methods [10] pertain mostly to the frequency domain and construct a criterion to decide whether or not a point is in the support of the inhomogeneity. Historically, the first example of visualization method is the linear sampling method [12] , which provides images of the profile of a scatterer by plotting all the points where the regularized solution of a linear Fredholm equation of the first-kind blows up. After that, other visualization methods have been formulated (see [10] for a review), most requiring a factorization scheme for integral operators related to the far-field operator. All of these methods share the advantage that no a priori information on the scatterer is required for their application and that, in particular for two-dimensional applications, a little computational effort (at least less than the one required by a typical Newton-like optimization scheme) is necessary. However, these methods provide images of the object with a much poorer information content (the pixel content has nothing to do with the values of the electrical parameters) and, furthermore, are typically characterized by a coarse, in some cases very coarse, spatial resolution.
The aim of the present paper is to exploit the integration of these two families of solution methods for inverse scattering problems. The idea is to use the information given by a visualization method in order to improve the accuracy of the restoration of the refractive index provided by a reconstruction method. We point out that a procedure of this kind could be formulated very easily, for example by using a visualization method to obtain an initialization profile for an iterative optimization scheme. However, here we want to do something more sophisticated which is inspired by the approach followed in [6] in the case of obstacle scattering under physical optics conditions. Our scheme has the following theoretical background. Under the Born approximation regime the inverse problem of determining the electrical parameters reduces to a Fourier transform inversion problem with limited data. This is a linear inverse problem which can be addressed in terms of some regularization techniques. Moreover, in this case, super-resolution effects can be obtained by constraining the algorithm to exploit some a priori known information on the support of the scatterer [3] . Starting from this state-of-the-art, we formulate the following two-step reconstruction scheme:
(1) the linear sampling method is applied to the far-field data and an estimate of the support of the scatterer is selected from its visualization map; (2) a projected iterative method is applied to the linear inverse scattering problem formulated in Born approximation conditions, whereby each projection is performed onto the subspace of the solution space containing all the functions with the support estimated in step (i).
We note that, at least in principle, whatever reconstruction or visualization method could be used to obtain estimates of the support of the scatterer in the preprocessing step (1). However linear sampling method results to be extremely effective to this purpose: indeed it is fast, can be applied without any (or with very few) a priori information on the scatterer and, which is particularly important in this context, works quite well at reproducing the overall size and coarse shape of the object.
The result of this two-step scheme is a reconstruction method which is able to extrapolate the Fourier transform of the regularized solution outside the band induced by the Born approximation condition and therefore succeeds in widening the applicability limitations of Born approximation outside the constraint imposed by physical conditions. Applications of such an approach may involve diffraction and microwave tomography or ultrasound investigations.
The plan of the paper is as follows. In Section 2 we introduce the test problem we will use to formulate the reconstruction scheme. In Section 3 we will discuss the inverse problem under Born approximation conditions as an out-of-band extrapolation problem and we will formulate the inversion scheme. Section 4 will contain some numerical applications while in Section 5 we will discuss a related back-scattering problem. Final comments will be given in Section 6.
Setup of the inverse scattering problem
The reconstruction scheme introduced in the present paper has a completely general flavor within the inverse scattering theory framework. However, in order to describe the approach and discuss its application to synthetic scattering data we make use of a two-dimensional test problem, significant in applications in medical imaging.
We consider in IR 2 the inhomogeneous refractive index n(x) such that
has compact support D ⊂ IR 2 and D has smooth boundary ∂D. Then we denote with u ∈ C 2 (IR 2 \ ∂D) ∩ C 1 (IR 2 ) the solution of the scattering problem
where k is the wavenumber of the plane wave and d ∈ Ω = {x ∈ IR 2 , |x| = 1} denotes the incident direction. If the Sommerfeld radiation condition
holds, the well-posedness of the direct problem of determining u s (x) by solving equations (2)- (3) is proved in [13] by means of arguments based on the unique continuation principle. The Sommerfeld radiation condition also implies that the scattered field u s can be asymptotically factorized in the form
with r = |x|,x the observation direction and u ∞ (x; d, k) the far-field pattern associated with the scattered field. The inverse scattering problem we are interested in is the one to reconstruct the contrast function m(x) from measurements of the far-field pattern. Such a problem is non-linear and ill-posed in the sense of Hadamard, although a rather general uniqueness result is obtained in [20] where it is shown that there exists a countable set of wavenumbers such that the refractive index can be uniquely determined from a complete knowledge of the far-field pattern for each k not in such set. Both the non-linearity and ill-posedness can be clearly illustrated through an integral formulation of the inverse scattering problem. In fact, it is shown in [13] that the direct problem (1)- (4) is equivalent to the problem of solving the Lippmann-Schwinger integral equation
for u, where
is the fundamental solution of the Helmholtz equation in IR 2 , with H
(1) 0 the Hankel function of the first kind of order zero. Equations (3), (5)- (7) lead to
√ 8πk
and the map F :
defined by the right-hand-side of (8) and mapping the contrast function m to the far-field pattern is non-linear and compact.
Equation (8) represents a reliable mathematical model for those radiationtissue interactions, such as in microwave tomography, where diffraction effects due to finite wavelengths cannot be ignored. However, in the case of weak scattering it is possible to formulate the model in a way more similar to X-ray tomography. The idea at the basis of Born approximation [13] is that, for k sufficiently small, u in the Lippmann-Schwinger equation can be obtained by means of the successive approximation method. In particular, if this process is stopped at the first iteration or, equivalently, in equation (8), the scattered wave is neglected with respect to the incident plane wave, we obtain the Born approximation equation
The physical conditions under which Born approximation can be applied have been the subject of a huge amount of scientific literature (see [25, 8, 23] as examples). Most papers found that a condition of the form (10) is needed, where m(x) = 0 for |x| > R and c is a 'small' constant. In [28] this constant is based on exact mathematical theory and an explicit estimate of the approximation error is given. In the numerical experiments we will assume c = 1/2. From an application viewpoint, equation (9) represents a model for diffraction tomography and is solved with different numerical techniques involving Fourier methods, iterative procedures and back propagation techniques for conventional tomography. An enhanced reconstruction of m(y) based on the solution of (9) obtained with the help of the linear sampling method will be the topic of the rest of the paper.
Extrapolation
The equation of Born approximation (9) shows that under condition (10) the Fourier transform of the contrast function m(x) is proportional to the far-field pattern. In fact, we use the change of variable
in equation (9) and obtain
Furthermore, definition (11) implies that
with k satisfying (10). Definition (11), equation (12) and condition (13) mean that if the wavenumber satisfies (10) the Fourier transform of the contrast function over the disk |ω| ≤ 2k is (approximately) proportional to the farfield pattern computed in all the observation directions (i.e., k is kept fixed and the ω domain is filled by sampling the incident and observation angles). Under these conditions nothing can be said aboutm(ω) for ω > 2k. Since m(x) is compactly supported, the Paley-Wiener theorem [30] assures that its Fourier transform is an analytic function and therefore its analytic continuation outside the disk defined by (13) is unique. Unfortunately, in actual applications, only a noisy version of the data is available and the noise term is typically far from being analytic. Furthermore, although we could find many analytic functions whose Fourier transform are close tom(ω) in the band (13), these Fourier transforms could be very different outside the band [33] .
These pathologies related to the out-of-band extrapolation problem can be described in an effective way within the general framework of the theory of linear inverse problems. Let us first consider the case when no information is a priori available on the support of the contrast function. In this case we assume that m ∈ L 2 (IR 2 ) and introduce the linear operator A :
and B is the band in the ω domain defined by (13) . Therefore the inverse problem of Born approximation is the one of determining m ∈ L 2 (IR 2 ) by solving the equation
where g is a noisy version of the function in L 2 (IR 2 ) whose Fourier transform isĝ
We notice that the function has been set to zero in the ω region where we have no information on the Fourier transform of the contrast function. Although such an inverse problem is ill-posed (for example, uniqueness does not hold in general), the problem of determining its generalized solution is well-posed.
The explicit form of the generalized solution is given by (18) and this function is still band-limited, so that no extrapolation can been obtained. A reasonable estimate of the spatial resolution provided by the generalized solution is given by the Nyquist distance Λ associated with the smallest square in the frequency domain containing the band B defined by (13) . In this case
Things are different if some a priori assessment of the support of the contrast function is known. Let us suppose to know that D is the support of m(x) (or a good approximation of it). Then we define the operator
which is compact. It follows that the problem of determining the generalized solution of
is ill-posed and the application of some regularization algorithm becomes crucial to obtain a numerically stable approximate solution. Truncated Singular Value Decomposition (TSVD) represents a very easy way to regularize this problem. The singular system of A D is defined as the set of triple
where σ k denotes the singular values and u k and v k denote the singular functions (the singular functions are related to the generalized prolate spheroidal functions introduced by Slepian [32] ). The generalized solution of the inverse problem is given by the expansion
and regularizing effects can be obtained by truncating the sum up to a term j in order to exclude the components characterized by small singular values and therefore dominated by noise. A standard criterion for the truncation is [27] 
where and E are the power spectra of the noise and of the generalized solution respectively.
In order to discuss the resolution issue in this case, for sake of simplicity we consider a one-dimensional situation. In 1D the singular function u j−1 is characterized by j − 1 zeros, and therefore we can assume that a reasonable estimate of the spatial resolution provided by the regularized solution is given by the distance between adjacent zeros. Now the question is to determine whether such distance is smaller than the Nyquist distance, i.e. whether any super-resolution effect has been achieved. A general result in this field is not available, although very interesting discussions for some particular cases are given in [3] and [21] . In particular, from these works it can be said that: 1) outof-band extrapolation and, therefore, super-resolution effects, are possible only when a rather precise estimate of the support of the scatterer is at disposal; 2) the degree of out-of-band extrapolation achievable depends rather strongly on the product of the linear size of the support estimate times the linear size of the band, and rather weakly on /E.
These considerations imply that an efficient way to solve the inverse scattering problem under Born approximation conditions can be applied when two ingredients are at disposal: a possibly precise a priori estimate of the support of the contrast function m(x) and a regularization algorithm for the linearized inverse problem (16) able to exploit this a priori information on the scatterer during the reconstruction procedure.
As far as the support estimate is concerned, the linear sampling method turns out to be an effective estimator for the size of the support. The idea at the basis of this method is to introduce a parameter z ∈ IR 2 and the corresponding one-parameter family of far-field equations
where Φ ∞,z (x) is the far-field pattern of the fundamental solution Φ(x, y) of the Helmholtz equation and is given by
For a fixed z, the solution of (25) does not exist for any far-field data and, when it exists, has no physical meaning. However it can be proved [9] that an approximate solution exists which blows up in the L 2 topology when z approaches the boundary from inside and stays large outside. This behavior naturally inspires a visualization algorithm [16] where, for each z, a regularized solution of (25) is computed and the norm of such a solution is plotted: the profile of the scatterer will be obtained by appropriately thresholding the norm of the regularized solution. The linear sampling method can be used under very general scattering conditions and its main advantages are that it is rather fast and does not need a priori information on the scattering event to be applied.
As far as the regularization method is concerned, we point out that TSVD cannot actually be applied in this case for two reasons. First, the truncation condition (24) is essentially theoretical, given that the ratio /E is very difficult to estimate. Second, the computation of the singular system of A D may be difficult if D does not have a simple geometrical structure. Therefore here we have decided to utilize an iterative algorithm which explicitly accounts for a priori information on the support of the scatterer by means of convex projections. In particular, we consider again the convolution operator A defined in (14) and apply the Landweber method [5] to the operator AP D , where P D is the projection operator onto the subspace of L 2 (IR 2 ) containing all the functions with support D. Simple computations [31] show that, with the initialization m 0 = 0 this is equivalent to applying the projected Landweber algorithm
where P D is the projection operator onto the subspace of the L 2 functions with support in D, A * is the adjoint operator of A and τ satisfies
Equations (27) and (28) represent a different (and easy to generalize) implementation of the Gerchberg-Papoulis method originally introduced for 1D applications [22] .
A reconstruction scheme for the linearized inverse scattering problem (16) can now be formulated. The approach is as follows. After measuring the far-field pattern of the scattered field for different incident directions and observation angles:
(1) apply the linear sampling method to the far-field matrix and determine an estimate of D, the support of the contrast function m, from the resulting visualization map; (2) apply the iterative algorithm (27) , (28) where P D is the projection operator onto the subspace of functions supported by D as estimated in the previous step.
From a computational viewpoint, this scheme is rather fast in the first step but may require many iterations to converge in the second. However, our implementation is made notably faster by using the computational scheme in [4] based on the use of the Fast Fourier Transform and, furthermore, preconditioned versions of the algorithm [31] may assure a more rapid convergence without deteriorating the reconstruction accuracy.
Numerical computations
In this section we consider some easy simulations showing the out-of-band extrapolation effects of the two-step reconstruction method described in the previous section. We first point out that the implementation of the two-step approach presents a still open issue, concerned with the implementation of the linear sampling method. In fact, in a numerical experiment, i.e. in a finite dimensional setting, a truncation criterion for the norm of the regularized solution of the far-field equation (25) is necessary in order to decide whether the sampled z in the computational grid is close to the boundary of the scatterer. Here a heuristic criterion is followed, whereby a 'universal' truncation value is fixed by adopting the same value which, in a calibration experiment performed in the same scattering conditions, better reconstructs a disk of given radius [15] In order to produce the simulated data considered in the present section we have used a forward code based on a finite-element method in the frequency domain [17] . 
These two formulas are used to interpolate the far-field pattern over all the grid values and to finally obtain the dataĝ(ω). Gaussian noise of different intensity is added to mimic the measurement error of the detectors.
The scattering object utilized for the experiment is a homogeneous rectangle with real refractive index and sides equal to 1 and 2, placed in the vacuum. We first assume n(x) = 0.9 and a wavenumber k = 5 well inside the Born approximation condition range (the corresponding band B is therefore the disk described by |ω| ≤ 10). In Figure 1 we compare the data of the problem computed by means of equation (17) struction provided by the two-step scheme to the original central line, while Figure 3 (b) shows the corresponding Fourier transform. These results point out that in this physical regime the two-step reconstruction approach provides a gain in the restoration accuracy but this gain is not very significant.
Things are notably different for n(x) = 2. In this case the Born approximation condition becomes k < π/2 and we choose k = 1, which corresponds to a band B defined by |ω| ≤ 2. The reason for this choice is that smaller wavenumbers would exclude too many frequencies in the data information content. Figure  4 compares the data function (17) to the Fourier transform of the support function. Figure 5 contains the reconstructions in the same order as for Figure  2 while Figure 6 represents the reconstructions of the central line of the rectangle together with the corresponding Fourier transforms. It is evident that in this scattering situation, the effectiveness of the constraint becomes crucial to improve the reconstruction and the out-of-band extrapolation effects are now much more significant.
In order to provide a more quantitatively evaluation of the effectiveness of the method, in Table 1 we give the reconstruction errors corresponding to the generalized solution and to the two-step reconstruction scheme for the two scattering conditions. These errors are computed according to the formula Table 1 Reconstruction errors corresponding to two different scattering conditions and two reconstruction methods: the generalized solution approach and the two-step reconstruction scheme.
where m r is the reconstructed contrast function, m 0 is the contrast function of the original rectangle and · denotes the Frobenius norm. We point out that, in the case of the two-step method, the stopping rule for the projected Landweber algorithm is determined by looking for the minimum of the error (31) . This is made possible by the fact that we are using simulated data, but in the case of real data some optimal stopping rule should be applied. From the values in Table 1 we also notice that the reconstruction errors given by the twostep method, although much smaller than the ones given by the generalized solution, are still rather big, particularly if compared to the accuracy of the reconstructions in Figure 5 (d) and Figure 6 (a). This is due to the fact that close to the object boundary the difference between m r (x) and m 0 (x) is significant also in the case of the two-step method. 
Back-scattering
Coming back to equation (9), we observe that another Fourier transform inversion relation between the scattering data and the contrast function of the scatterer can be obtained in the back-scattering situationx = −d. In fact, through the definition ω = −2kd we obtain with the Born approximation condition
In this case the Fourier transform of the contrast function over the disk (33) is (approximately) equal to the back-scattering far-field pattern computed for all the incident directions and all the k satisfying (10) (i.e., the observation angle is kept fixed along the back-scattering direction and the ω domain is filled by sampling the incident angle and the wavenumber). With respect to the full-scattering case described in the previous section, this application has two main drawbacks. First of all, in this case the wavenumber is not kept fixed and therefore the scattering data are reliably connected to the electrical parameters only when the dispersion effects are negligible or if the dispersion relation is known. Second, the data acquisition is here more complicated, since several scattering experiments must now be performed, corresponding to several wavenumbers for the incident wave and therefore multistatic data would be necessary to apply the two-step method.
For a numerical experiment in a back-scattering situation we consider as scattering object a disk of radius 1 and refractive index n(x) = 2. In Figure 7 we compare the left and the right hand side of (32). Table 2 Reconstruction errors in the back-scattering case for two different choices of the cut-off frequency. The reconstructed support functions are given by the generalized solution and by the two-step reconstruction method. shows the improvement provided by the two-step method (the mask profile for the support is obtained by applying the linear sampling method to a full scattering far-field matrix computed for a value of k satisfying the Born approximation condition). Figure 8(c) shows what happens to the generalized solution ifĝ(ω) is taken up to frequencies well outside the Born condition limit (we took frequencies up to ω = 20): the circular symmetry is maintained but the ringing effects are really notable. Such effects are significantly reduced in Figure 8(d) by applying the two-step procedure as in Figure 8(b) . These results are quantitatively confirmed by the reconstruction errors in Table 2 obtained by using formula (31) . 
Comments and open problems
This paper introduces a two-step reconstruction procedure for the solution of inverse scattering problems in the Born approximation regime. The most appealing advantage of this approach is that it provides super-resolution effects through an out-of-band extrapolation process based on iterative convex projections. The information on the support of the scatterer, which are necessary to constrain the iterative scheme are given by the linear sampling method. We think that another interesting feature of the method is that it combines two different approaches to the solution of inverse problems, trying to exploit the advantages of both. The result is the possibility to obtain satisfactory reconstructions of the inhomogeneity by solving the linearized scattering equation even when the wavenumber is at the edge or even outside the wavenumber range defined by the Born approximation condition.
The main open issue concerning this approach is the determination of a rigorous criterion to select the optimal support mask profile in the visualization map provided by the linear sampling method. This is a general issue in the implementation of the linear sampling method and a systematic investigation is currently in due course. Finally, applications of the approach may involve non-destructive testing, geophysical inverse problems and, above all, medical imaging setups related to diffraction or microwave tomography. In particular, applications of the method to the case of multiple scatterers and non-uniform background and to a simulated mammographical experiment are in due course.
