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Abstract-we present some criteria for the oscillation of the second-order nonlinear differential 
equation 
[a(+Sr(t))z’(t)] + z#)z’(t) + &)f(z(t)) = 0, t L to > 0, 
where a E C’( [to, 00)) is a,nonnegative function, q E C( [to, 00)) are allowed to change sign on [to, co), 
@, f E C’(B;R), $(z) > 0, zf(z) > 0, f’(z) 1 0 for z # 0. These criteria are obtained by using a 
general class of the parameter functions H(t, s) in the averaging techniques and represent extension, 
ss well as improvement of known oscillation criteria of Philos and Purnarae for the generalized 
Emden-Fowler equation. @ 2001 Elsevier Science Ltd. All rights reserved. 
Keywords+sciilation, Nonlinear differential equation, Integral, Weighted functions. 
1. INTRODUCTION 
Since many physical problems are modeled by second-order nonlinear differential equations, the 
oscillatory and nonoscillatory behavior of solutions of such differential equations have been con- 
siderably investigated by many authors. Probably the most considered differential equation is 
Emden-Fowler equation 
x”(t) + q(t)(z(t)lr sgn z(t) = 0, (EF) 
which attracted attention for the first time around the turn of the century, with earlier theories 
concerning gaseous dynamics in astrophysics. This equation also appears in the study of fluid 
mechanics, relativistic mechanics, and nuclear physics. 
Some of the more important and useful criteria of oscillation of the mentioned nonlinear equa- 
tions involve the average behavior of the integral of the alternating coefficient. These tests have 
been motivated by the classical averaging criterion of Wintner [l] which states that if q(t) satisfies 
jirn~ t * + JJ q(u) duds = co, 0 0 
then the linear equation 
5” + q(t)x(t) = 0 
(Ad 
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is oscillatory. Hartman [2] improved this result by proving that condition (Al) can be replaced 
by the following weaker condition: 
q(T) d,r ds. G42) 
Butler [3] proved that Wintner’s theorem remains valid for the superlinear equation (EF) (y > 1). 
In the sublinear case (0 < y < l), condition (Al) can be relaxed to 
lim sup 1 
t s 
ss t--rm t to to 
q(-r) dr ds = lim sup 1 
s 
t(t - s)q(s) ds = co, 
t+Yx t to 
C-43) 
(see [4]). On the other hand, Willett [5] showed that condition (As) alone is not sufficient for the 
oscillation when y L: 1. However, if we assume in addition to (AS) the following condition: 
-+ J 
t 
litm &f q(s)ds = -b > -03, u > 0, 
to 
(A4) 
then we have oscillation in the linear case (see [2]), as well as in the superlinear case (see [6]). 
In the 196Os, efforts were made to show that oscillation criteria for the linear equation and for 
the Emden-Fowler equation remain valid for the more general equation 
under appropriate assumptions on f E C(W; R) n C1( (-00, 0) U (0, cm)). A differential equation 
of such form is known in the literature as the generalized Emden-Fowler diflerential equation. 
The shown oscillation criteria are usually classified into sublinear and superlinear cases, where 
equation (GEF) is said to be strongly sublinear if f(z) satisfies 
and it is said to be strongly superlinear if f(x) satisfies 
J foe du --OO du o< - - E f(u)’ J --E J-(u) < O”, for every E > 0. 
For example, Philos [7,8] and Onose [9] extended result of Wong [6] to the general case of the 
superlinear differential equation (GEF). 
From Wintner’s and Hartman’s criteria, it follows that condition (As), together with 
lim inf 1 
t s 
JJ t+,XJ t to to q(T) dT ds > -00, (A5) 
are sufficient for the oscillation of the linear differential equation. By an application of the 
Szhwarz inequality, we see that condition (As) implies the following condition: 
(Ad 
Philos and Purnaras [lo] give an affirmative answer to the question as‘to whether conditions (As) 
and (As) are sufficient for the oscillation of equation (GEF). In place of assumption (As), they 
used the condition 
1 t 
lim sup - 
t+oo P--l s 
(t - s)+lq(s) ds > -00, for some integer 72 2 2, (AT) 
to 
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in the sublinear case, and the condition 
s 
t 
(t - s)“-%J(s) ds > -00, for some integer 12 1 1, 
to 
(As) 
in the superlinear case. Clearly, both conditions (A,) and (As) hold if (As) is satisfied. They 
established the following oscillation criteria. 
THEOREM A. (See (101.) Suppose that 
The sublinear equation (GEF) is oscillatory if A6 and A, are satisfied 
THEOREM B. (See [IO].) Suppose that 
The superlinear equation (GEF) is oscillatory if As and A8 are satisfied 
The main purpose of this paper is to extend and improve Theorems A and B to the more 
general second-order nonlinear differential equation of the form 
bww>)~‘(~)l’ + @)f (z(t)) = 0, (E) 
where a E C’([b, 00); (0, m)), q E C([b, m);R), $J, f E C’(&W), q,(x) > 0, xf(x) > 0, 
f’(x) 2 0 for 2 # 0. 
We assume throughout that every solution x(t) of the differential equation (E) is nontrivial 
and can be continued to the right, i.e., every solution x(t) is defined on some ray [T, oo), where 
T 1 to may depend on the particular solution, and sup{lx(t)l : t 2 T} > 0 for every T 2 to. 
Such a solution is said to be osciZZatory if it has arbitrarily large zeros, otherwise, it is said to be 
nonoscillatory. Equation (E) is called oscillatory if all continuable solutions are oscillatory. 
Equation (E) is said to be strongly sublinear if 
o< J ’ +&, J --E ti(u) o+ f(u) ’ -ddu<oo, o- f(u) for all E > 0, 
and it is said to be strongly superlinear if 
o< J ’ for all E > 0. E 
Investigation of the second-order nonlinear oscillation in this work is motivated by the most 
recent contributions in the sphere of weighted averages. Namely, among numerous papers dealing 
with averaging techniques in the study of second-order nonlinear differential equations, the oscil- 
latory and nonoscillator nonlinear oscillation, the majority involve the function (t - s)~, for Q 2 1 
integer or real, as the weighted functions (for example, conditions (AT) and (As)). Therefore, 
it is natural to ask if it is possible to use a more extensive class of functions as the weighted 
functions. An affirmative answer to this question has been given for the first time by Philos [ll], 
who has used averaging functions from a general class of parameter functions 
and obtained new oscillation criteria for the linear differential equation. Grace [12] and Li and 
Yeh [13] proceeded further in this direction and established general oscillation criteria for the 
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second-order nonlinear differential equations, the oscillatory and nonoscillator nonlinear equa- 
tion (E). 
In order to simplify notation, we set the following definition. 
DEFINITION 1.1. Let the continuous function 
H : v = {(t,s) 1 t 2 s 2 to} + I[$ 
have a continuous partial derivative on l3 with respect to the second variable and satisfy condition 
H(t, t) = 0, for t 2 to, 
(i) If the function H(t, s) satisfies 
dH(t, s) h(t, s) = -7 
aH(t,s) 
lim inf A 
t+oo H(t, s) 
H(t, s) > 0, for t > s 2 to. (Hi) 
2 0, 
> -co, 
for (t, s) E V, 
for s > to, 
(Hz) 
(H3) 
liminf - H(k s) < o. 1 t+m H (t, to) - ’ W4) 
we shall say that it has a property $I on 2). We denote a class of functions H(t, s) with 
property fi on 2, by 7?(C). 
(ii) If the function H(t, s) satisfies conditions (H3) and (H4), 
H(t, t)s = 0, fort 2 to, H(t, s)s 5 0, for (t, s) E V, PSI 
-g ( a(s)?&s) > 2 0, for (t,s) E V, Pd 
we shall say that it has a property Hz on V. We denote a class of functions H(t, s) with 
property Hz on V by ?-i:(V). 
In this paper, we are concerned with the oscillation of the differential equation (E) in both 
cases where (E) is either strongly sublinear or strongly superlinear. In each of these cases, an 
additional assumption on the function f and II, will be imposed. Namely, in the sublinear case, 
suppose that 
073) 
and define . 
i@(x) = J x +(u) - du, o+ f(u) for x > 0, Q(x) = s x ?@ du, o- f(u) for z < 0, 
while in the superlinear case suppose that 
and define 
A(x) = 
J 
, for 2 > 0, A(x) = -“mdu for 2 < 0. 
I J I f(u) ’ 
P4) 
Clearly, for $(x) = 1, conditions (F3) and (F4) reduce to conditions (Fl) and (Fz) of Theorems A 
and B. 
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2. PRELIMINARIES 
Here we shall present two lemmas which will be used in the proof of our main results. For that 
purpose, for arbitrary nonoscillatory solution z(t), z(t) # 0, t 1 To, of equation (E), we define in 
the sublinear case 
4t) = @(x(t)>, for every t E [TO, 00) , (1) 
and in the superlinear case 
w(t) = A(s(t)), for every t E [To, co) . (2) 
LEMMA 2.1. If we suppose that for an arbitrary nonoscillatory solution x(t), 
J O” f’(xc(s)) -u(s) [w’(s)]~ ds = cm, To $(x(s)) (3) 
then for the function H(t, s) which satisfies conditions (I$) and (I&) and has a continuous, 
nonpositive partial derivative on 2) with respect to the second variable, it follows that 
1 
J 
t 
lim sup 
t--*03 H(CTo) To 
H(& s) f’(G)) 
q-q@) b’(412 ds = 00. 
PROOF. According to condition (Hd), there exists a constant e such that 
so that, by (3), there exists TI 2 TO such that 
J t f'(x(s)) T qqq44 W(412 ds L ;, for every t > Tl, cl 
where ~1 is an arbitrary constant. Then we have that 
Since (5) guarantees that 
liminf H(t7 T’) > p 
t--rm H(t,to) ’ 
(4) 
(5) 
there exists TZ 2 TI such that 
H(t, Td 
- >P, 
H (6 to> 
for every t 2 T2. 
1526 
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1 J 
t 
H(CTo) To 
H(t 
7 mw bw12 ds s) f’(x(s>) 2 P, for every t 2 T2, 
which shows that (4) holds. 
LEMMA 2.2. If the following condition holds: 
lim sup 1 
t--%X t s 
k<m 
to a(s) ’ 
and for an arbitrary nonoscillatory solution x(t) of equation (E), 
J Oc, f’(x(s)) -----a(s) [w’(s)]~ ds < co, To ti(x(s)) 
then it is 
lim W(t) 0 -=. 
t-em t 
(6) 
(7) 
PROOF. First, we consider the sublinear equation (E). By condition (Fs), there exists a positive 
constant 6 such that 
$&(x(t)) = f ‘(x(t)) -----20(t) 2 4 
$(x(t)) 
t 2 To. 
Also, by condition (Cl), there exists a constant M such that 
M = sup 1 
s 
t ds 
txb t Tl_l 4s). 
Let us consider an arbitrary number E > 0. Then we can choose a Tl > TO, so that 
J O” f’(x(s)) -u(s) [w’(s)]~ ds 5 $. Tl $(x(s)) 
(8) 
(9) 
By using the Szhwarz inequality, for t 2 Tl, we derive 
and thus, by (9), we get 
1 
112 
’ 
for t > Tl (10) 
If we suppose that 
J’ 
M $(x(s)) 
T, f’(z(s))a(s) ds < O”, 
then from (lo), we conclude that w is bounded function on [Tl, co), so that (7) is true. Thus, we 
restrict ourselves to the case where 
I O3 ?!J(x(s)) T, f’(x(s))a(s) ds = O”* 
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In that case, there exists a TZ > Tl such that 
a [J t +(x(s)) 1 
l/2 
ur(T1) S 2&j T1 f’(z(s))a(s) ds ’ 
for t 2 Tz, 
so that from (8) and (lo), it follows that for t > T2, 
Thus, 
~[~#ds]-1’26&, fortLT2. 
An integration of the last inequality from TZ to t, with t 2 T2, gives 
By setting 
Ts=max 
we obtain for t 2 Ts, 
{ 
2 
1 [JT: zds]“‘< Ft+ 
Then, from (ll), it follows that 
w(t) < Et, for every t 1 Ts, 
which, since E > 0 is arbitrary, completes the proof for the sublinear equation. 
In the case of the superlinear equation, condition (F4) ensures that 
f ‘(x(t)) f ‘(x(t)) 
ti(x(t)) dt) = $(x(t)) *(x(t)) 2 1, for t 2 TI. 
(11) 
(12) 
Next, following the same procedure as for the sublinear equation, for 6 = 1, we can prove (7). 1 
3. MAIN RESULTS 
We are now able to state the main results. The following oscillation criterion holds. 
THEOREM 3.1. The sublinear equation (E) is oscillatory if (Cl) and 
hold and for some function 
1 J 
t 
lim sup - 
t--roe H(t,to) to 
H(t, s)q(s) ds > -oo 
cc21 
(C3) 
is fulfilled. 
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PROOF. Assume the contrary; then there exists a nonoscillatory solution z(t) of equation (E) on 
[Te,oo), Ts > tc such that z(t) # 0 on [To, oo). The function w(t) defined by (1) satisfies the 
second-order nonlinear differential equation 
(a(t)w’(t))’ = -q(t) - $gga(t) [w’(t)12, t 2 To. (13) 
We distinguish two mutually exclusive cases where ~~(f(~(s))/$~(z(s)))a(s)[w’(s)]~ ds is finite 
or infinite, and arrive in each case at a contradiction. 
CASE I. 
s 
O” f’@(s)) --a(s)[~‘(s)]~ ds < 03. 
To Q@(s)) 
In this case, according to Lemma 2.2, equation (7) is fulfilled. From (13), we obtain for all 
t ZTo, 
s 
t 
q(s) ds = Cl - a(t)w’(t) - 
to s 
t f’(x(s)) 
T 
0 
me(s) [w’(s)12 ds, 
where Ci = JtT q(s) ds + a(To)w’(To). Then, for every t 2 TO, we have 
[l;q(s)ds]’ = bl -a(t)w’(t) -l $$#a(s)[w’(.s)j2ds]2 
2 
5 3C? + 3 bWW12 + 3 1 
5 C2 + 3 [~ww)12 , 
where 
c2 = 3c,2 + 3 [J O” f’b(s)) T 0 ma(s) b’(412 ds 1 
2 
* 
By taking 
Q(t) = 6 47) d7, 
To t 2 to and u= J Q2(4 ds to a0 7 
and using (8), for every t 1 TO, we derive that 
1 t 
t J t Q2(4 -,,z;+; - to u(s) J Q2(4 & To u(s) 
<~+~~~+qS:ou(s,[wi(s,12ds 
J tds 3 -+at o Jt f’(x(s)) to 4s) Tqqjy’“‘“‘“‘b”““2 f&J 
Consequently, 
1 J ' Q2(4 J t ds t -dsS;+% -+FT,5S5t to 4s) to 4s) ma w(s), t 2 To, 
c4 = 3 J * f'(x(s)) -u s)[w'(s)]~ ds > 0. 6 To ?l(ds)) 
(14) 
where 
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On the other hand, by (7), we can choose T* 2 To such that w(t) 5 t for every t > T*. Therefore, 
max w(s) 5 max w(s) +t, 
Tolslt To<s<T* 
for every t 2 To. 
Thus, (14) gives 
1 ' Q2W 
t J -,,I;+? to a(s) W(s)+t , 1 t 2 To. 
Accordingly, by taking into account (Cl), we conclude that 
which contradicts assumption (CZ). 
CASE II. 
J O3 f’(x(s)) -a(s)[~‘(s)]~ ds = 00. To dx(s)) 
In this case, according to Lemma 2.1, equation (4) holds. From (13), for every t 2 To, we 
obtain 
J 
t t t 
H(t, s)q(s) ds f 
s) f’(x(s>) 
To J H@ ------u(s) [w’(s)]~ ds = - To ’ cws)) J H(t, s)(a(s)w’(s))‘ds. To 
Integrating by parts, 
have that 
using properties (HI), (HG), and (Hs) of the weighted function H(t, s), we 
+H (4 To) a (To) ‘w’ PO) - EHs (4 To) a (To) w (To) 
To f’c-ds)) 
cc to) J” Ids)l ds + H (ti to) lo 
to 
maw [w’w2 ds 
+H(t,to)a(To)lw’(To)/-~(t,to)a(to)w(To), 
which implies that 
1 J 
t 
lim sup - 
H(t s) f’(x(s)) 
ma(s)[~‘(~)]2 ds L L - a (to) w (TO) limw 
g (6 to) 
t-+oo H (&to) to 
, 
t+m H (t, to) 
1 t - lim inf - J t-m H(t,to) to H(t, s)q(s) ds, 
where 
L= J toTo IdslIds + oTo$$#a(s)[w'(s)12 ds +a@'~  l w'(To)I. 
Thus, according to conditions (Ha) and (Ca), we conclude that 
1 J 
t 
lim sup 
t--+x, H (t,To) TO 
H(t s) f’(x(s)) -u(s) [w’(s)]~ ds < co, 
’ %G(s)) 
(15) 
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which contradicts (4). 
Therefore, the proof of the theorem is completed. 
By an application of Schwarz inequality, we have that 
Consequently, by condition (Cl), we conclude that condition 
lim sup 1 
t+oo t 
q(T) dr ds = oo (C4) 
implies (Cz). Therefore, we have the following corollary. 
COROLLARY 3.1. The sublinear equation (E) is oscillatory if conditions (Cl) and (Cd) hold and 
for the function H : 2, --f R with a property Hz, condition (C’s) is satisfied. 
Now, we state and prove oscillation criterion for the superlinear equation (E). 
THEOREM 3.2. The superlinear equation (E) is oscillatory if (Cl) and (Cz) are satisfied and for 
the function H E 7?(C) for which there exists constant m > l/Lf,+ such that 
a 
as 4s)g(t’s) L m (W s))” (qs) W&s) ’ for (t, s) E D, 057) 
condition (C’s) is fulfilled. 
PROOF. Assume that differential equation (E) has a nonoscillatory solution z(t) such that 
x(t) # 0 for every t 2 To 2 to. 
From (2), by differentiation and using equation (E), we obtain 
(4WW = q(t) + t 1 To. 
We consider two cases where ~~(f’(z(s)))/(~(z(s)))a(s)[ur’(~)]~ ds is finite or infinite. 
CASE I. 
J m f’(x(s)) -u(s)[w’(s)]~ ds < co. To VWs)) 
In this case, according to Lemma 2.2, we have that (7) is true. From (16), we obtain 
J 
t 
q(s) ds = KI + a(t)w’(t) - J t f’(xc(s)) -a(s) [w’(s)]~ ds, t L To, to TIJ G+(s)) 
where K1 = JtT q(s) ds - a(To)w’(To). Thus, if we define 
[I O” f’(x(s)) 1 
2 
K2 =3K,2+3 To Ilo) bm12 ds 7 
we get 
K: ds 1 2 2 q(s) 5 3K1” + 3 [a(t)w’(t)]’ + 3 [I t f’(x(s)) 
T 
0 
ma(s) bJ’(412 ds 
1 
(16) 
I K2 + 3 [a(t)w’(t)12, t 2 To. 
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Condition (Fd) guarantees that (12) holds for every t > To. Accordingly, following the same 
procedure as in the proof of Theorem 1, for 6 = 1, we can arrive at the contradiction to condi- 
tion (CZ). 
CASE II. 
J O” f’(x(s)) -u(s)[w’(s)j2 ds = co. To ‘+(x(s)) 
According to Lemma 2.1, equation (4) holds. From (16), it follows that 
J 
t 
J 
t 
fW, Sk(s) ds + H(t s) f’(x(s’)u(s) [w’(s ]~ ds 
TO TO ’ fb,(x(s)) 
J 
t 
ZZ ~(t, s) (a(s)w’(s))’ ds 
TO 
= -H (t, To) a (To) w’ (To) - 
J 
T; z(t, s)u(s)w’(s) ds. 
Let x : V -+ IR be a continuous function qualified by 
-E(t, s) = X(6 s)@@X for all (t, s) E 23. 
By condition (HT), there exists constant m > l/Lf,$ such that 
g a(s)g(t, s)) L mx2(t, s)a(s), 
( 
for every (t, s) E 2). 
Hence, we can choose real number R such that 1 < R < rnLf,$. 
We claim that, for every t* > TO, there is a t 2 t* such that 
J 
t 
H(t s) f’(x(s)) 
J 
t 
-u(s) [w’(s)]~ ds > R 
TO ’ $,(x(s)) 
To X(G s) d’~Ww’(4 ds. 
Otherwise, there exists a t* 2 TO such that 
J 
t 
H(t s) f’(x(s>) 
J 
t 
-u(s) [w’(s)]~ ds 5 R x(h 4d~+,w’(s, ds, 
TO ’ 1cl(x(s)) TO 
for all t 2 t*. According to selection of the number Lf,$, we have that 
4(x(t)) < w(t) - - 
f’(x(t)) - Lfd’ 
for every t > TO. 
(17) 
(18) 
(19) 
(20) 
By using the Schwarz inequality and taking into account (19) and (20), for t 2 t*, wepbtain 
J 
t 
05 x(t, 4d~4s)w’(4 ds 
To t 1’2 5 (J H(t ,)f’(z(S)),(s) [w’(s)]~ ds 1’2 TO ’ ?Nx(s)) > (s t x2(t s)@%(s) ds TO ’ f’(x(s)) > 
5&Ll 
112 t 
> (S ) 
l/2 
x(t, s) d~44w’(4 ds x2@, s>4s)w(s) ds , 
TO 
so that we have for t 1 t* , 
J 
t 
x(t, s)dmu(s)w’(s) ds 5 ?- J 
t 
x2(& s)u(s)w(s) ds. 
To L.f,lLTo (21) 
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On the other hand, using partial integration and assumption (Hr), we obtain 
L w (TO) a (TO) ds aH (&To) +m s t x2(& s>a(s>w(s> d , TO 
so, from (21), we find that for all t 2 t*, 
x(t, s) dma(s)w’(s) ds 5 - 
where W = w(Ts)a(Tc) > 0. Therefore, from (19), we have for every t 2 t*, 
s t H(t s) f’(x(s)> -a(s) [w’(s)]~ ds 5 - TO ’ 444s)) m;T_ R$ (t,Ta). 
Hence, since R < rnLf,$, by (Ha), we conclude that 
1 
s 
t 
lim sup 
t--rw H(t,To) ~~ 
H(t s) f’(z(s)) -a(s) [w’(s)]~ ds < 00, 
’ @(x(s)) 
which contradicts (4). Thus, we proved that (18) is satisfied, so that we can consider a sequence 
(tv)vEN of points in the interval [To, co], such that limv_,m t, = co, and for all v E N, 
J 
L 
s) f’(x(s)) -a(s) [w’(s)]~ ds > R 
J 
L 
H(t 
v’ Ijl(x(s)) 
X(tv, s> ~~b(s>w’(s) ds. 
To TO 
Then from (17), it follows that 
s L t” H (tv, s) q(s) ds = - To s To H (t,,, s) $f$+(s) [w’(s)]~ ds 
- H(t,,To) W* + I 
b 
xh, s) 1/~44w’(s> ds (22) 
To 
1-R ‘, 
< -H (t,,To) W* + R 
s To 
H (t,,, s) #a(s) [w’(s)12 d% 
. . 
where W* = a(To)w’(To). Since R > 1, from the previous inequality and (4), we derive that 
1 
s 
t” 
kf% H (t,,To) To 
H (t,,, s) q(s) ds = -00, 
which shows that 
lim inf 
1 
J 
t 
t+w H(t,To) To 
H(t, s)q(s) ds = -0~. (23) 
Finally, for every t 2 TO, we obtain 
J 
t 
H(t, s)q(s) ds 5 
to 
I” H(t, s)lq(s>l ds + jTI H(t, Sk(s) ds 
to 
I 
To 
I H (6 to) [q(s)1 ds + t H(t, s)q(s) ds. 
to J To 
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Accordingly, (23) implies that 
1 
s 
t 
lim inf - 
t+cQ H(t,to) to 
H(t, s)q(s) ds = --co, 
which contradicts (Cs), and therefore, proves the theorem. 
REMARK 3.1. If for the function H E 6(C), there exists some constant m > l/Lf,$ such 
that (H7) holds, then (Hs) is fulfilled, and accordingly, H E ‘Hi(D). Therefore, the class of the 
weighted functions for which condition (Cs), together with conditions (Cl) and (Cz) ensures the 
oscillation of the superlinear equation (E) is smaller then the appropriate class of the weighted 
functions in the case of the sublinear equation (E). 
For the illustration, we present the following example. 
EXAMPLE 3.1. Consider the differential equation (E) for 
pP(qZl(t)] + p&1(2 - cost) + Psint] Iz(t)l”sgnz(t) = 0, 
wheremEN,a,XElR,a>l. 
First, we observe that Lf,$ = X/(X - 2m - 1) > 1 for all m E N. Also, condition (Cl) is 
satisfied. Furthermore, we get 
I 
t 
q(s) ds = IL d sx 2 -coss)j = tX(2 - cost) - kO, 1 ( 
Jt, 
where to’(2 + cos to), so that 
Jt, - 
s 
t 
tA - /co 5 q(s) ds I 3tX, 
to 
Accordingly, 
where 
for every t > to. 
_ 2k&P 
x-p+1 
+g+!&, 
p=$ Cl = 2ko x-p+1 
t2++1 
t0 
0 k,2 -- -fi+1 
x-/J+1 2x-CL+1 1-P 
to . 
Hence, condition (Cz) is also satisfied for X > l/2. 
We can choose H(t, s) = (4 - &)2, t 2 s 2 to. It is easy to check that H E fi(C). Moreover, 
condition (H7) holds for m 5 l/2. To ensure the assumption m > l/Lf,+,, it has to be Q: < 4m+2. 
Besides that, we have 
=:1:($-l) (~;qkW) dstfL;($-l)(s”-ko)ds 
z (X+1);2X+1) 
t +$+$-lo, 0” 
where 
LX+1 cd+m 
L1=4r-_ 
x+1 
Loto, L2 = 2ko& - k. 
Therefore, condition (Cz) is satisfied. So, by Theorem 3.2, the differential equation under con- 
sideration is oscillatory for X > l/2 and Q: < 4m + 2. 
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