We derive some results for linear di erential-algebraic equations (DAEs) of the form N (t)z (t) + z(t) = h(t), where N (t) is a smooth nilpotent matrix for all t concerned and such that the system is uniquely solvable, i.e., has exactly one solution for each smooth h. Such systems play a fundamental role in the investigation of more general DAEs, but their theory is still incomplete. We give some su cient conditions for unique solvability, and a global representation for the solution operator constructed in terms of a ÿnite set of special solutions.
Introduction
We are concerned, in this paper, with some basic properties of solutions to linear singular systems of the form
where h is a given smooth n-dimensional vector-valued function deÿned on an interval I ⊆ R; z is the vector of unknowns and N is a smooth n×n matrix-valued function such that N (t) is nilpotent for every t in I. These systems play an important role in the study of the structure of the solution space of more general singular systems of di erential equations A(t) dx dt + B(t)x(t) = f (t); (1.2) where the matrix A(t) is singular (i.e., noninvertible) for each t in the interval concerned. Other names for (1.2) are di erential-algebraic equations (DAEs, for short), constrained, semi-state or nonstandard systems. In spite of their simple appearance, the equations of the form (1.1) already possess much of the complicated behavior of more general, nonlinear di erential-algebraic equations and for this reason they represent a convenient mathematical model for their investigation. An important notion associated with (1.1) and (1.2) is that of solvability [1] [2] [3] [4] [5] [6] [7] [8] [9] , which can be given the following equivalent phrasing: (1.2) is solvable on an interval I when all the conditions:
for each f ∈ C ∞ (I; R n ); there exists at least one solution on some subinterval J ⊆ I which is of class C 1 (J; R n ); (1.3a)
every solution x ∈ C 1 (J; R n ) of (1:2); where J ⊆ I; is actually deÿned on the whole interval I; is of class C 1 (I; R n ) and satisÿes the equation everywhere on I;
and (1.3b) the solutions of (1:2) are uniquely determined by their value at any point in the interval I; i:e:; if x; y ∈ C 1 (I; R n ) are any given solutions such that x(t 0 ) = y(t 0 ) at some point t 0 ∈ I; then one has x(t) = y(t) for every t ∈ I (1.3c) are satisÿed for that interval. A fundamental result due to Campbell [4] states that, under some additional regularity assumptions, (1.2) is solvable on I if and only if this system can be put in the canonical form
by some linear change of variable ( y(t); z(t)) T = Q(t)x(t) and left multiplying (1.2) by a nonsingular matrix P(t), where N (t) denotes a nilpotent matrix such that (1.4b) is uniquely solvable (i.e., solvable cf. (1:3) but having a single, unique solution for each h ∈ C ∞ (I; R n ) given), with (1.4a) maybe absent.
In some cases, it is possible to ÿnd an analogous transformation which decouples the equation into the so-called standard canonical form [4, 6] dy dt + C(t)y(t) = g(t); (1.5a)
where (t) is a nilpotent triangular matrix for every t in I. It has been shown that this can always be done for solvable systems (1.2) when A(t); B(t) are (real) analytic in I, but not for arbitrary solvable systems [4, 6] . However, an important result obtained by Gear and Petzold [7, 8] , which will be used in Section 2 below, shows that, given A(t); B(t) smooth (C n ) such that (1.2) is solvable on a certain interval I, it is always possible to decompose I into a countable collection of open subintervals I i with I i dense in I and such that (1.2) can be put into the standard canonical form on each I i separately. As with (1.4b), Eq. (1.5b) has exactly one solution for each smooth h given, and we see again how these nilpotent systems play an important role in the understanding of more general di erential-algebraic equations. In fact, as is apparent from (1:4), the singular behavior of (1.2) is completely determined by the critical component (1.4b) built into the system. Moreover, the solvability of (1:4) rests entirely on whether or not (1.4b) is solvable itself. In principle, this question can be solved for a given problem using, e.g. the algorithmic procedures and results described in [2] [3] [4] [5] 9, 10] . Some more pieces in this theory are presented in Section 2 below concerning nilpotent systems (1.1) which are uniquely solvable, as in (1:4) and (1:5) above. In contrast with other papers on the subject, we favor a more analytic treatment by starting from a series solution obtained through the formal inversion of the di erential operator I + N (t)d=dt. We also formulate an important result, Theorem 2.2, giving a representation formula for the solution operator which holds globally in the interval.
Throughout the text, boldface symbols are used to represent vector quantities, while matrices are denoted by capital letters, with the exception of C which is used for constants. For deÿniteness, the results have been stated in terms of real matrices and vectors, but they can all be restated for complex quantities as well, with only a few obvious minor changes. Also, we let M n (R) denote the space of real matrices of order n×n, and C Ä (I; M n (R)) the set of mappings from I to M n (R) which are Ä times continuously di erentiable on I.
Nilpotent systems
In this section, we derive a few results for singular systems of the form (1.1), where N (t) is nilpotent for every t concerned and is such that (1.1) is uniquely solvable. This is the case, for example, when the operator N (t)d=dt happens to be nilpotent itself (i.e., (N (t)d=dt) k = 0 for some k ¿ 1), as when N (t) is strictly triangular (i.e., triangular with a zero diagonal); a less obvious example of unique solvability is given in Theorem 2.3 at the end of the section. For these systems, the solution for arbitrary h can be readily computed once certain particular solutions have been found, see Theorem 2.2. Before we derive these results, we will examine a simple approach to (1.1) which works well in some cases (e.g., when N (t)d=dt is nilpotent); this leads to Theorem 2.1.
Because I + N (t)d=dt deÿnes, when (1.1) is uniquely solvable, a one-one mapping from some linear set W ⊆ C 1 (I; R n ) onto C ∞ (I; R n ), it seems natural that we consider the inverse operator for investigating the problem. This inverse operator can be formally expressed as
but clearly further conditions must be imposed so that the series in (2.1) above is well deÿned (in particular, N (t)d=dt should not have eigenvalues with | | ¿ 1). While considering this approach, and deriving Theorem 2.1 below, we will then assume that N ∈ C ∞ (I; M n (R)) is such that, for every h ∈ C ∞ (I; R n ), the series
converges uniformly in t on compact sets K ⊆ I, and that, given any ' ∈ C ∞ (I; R n ) compactly supported in the interior of I, that is,
for some constant C(')¿0 which depends on '; N only, where · 1 denotes the L 1 -norm on the interval I. In particular, we immediately obtain from the convergence of (2.
2) that S[h](t) deÿned by
gives a solution S[h] ∈ C 1 (I; R n ) to (1.1) on I, for every given h ∈ C ∞ (I; R n ). As we will see, the role of condition (2.3) is to guarantee that (2.4) is the unique solution available for each h ∈ C ∞ (I; R n ), so that (1.1) is uniquely solvable if assumptions (2.2), (2.3) are veriÿed. It may be interesting to note that the unique solvability would follow very easily from (2.2) alone, had we known at this point that the di erence Â = z − w of an arbitrary pair of solutions to (1.1) was inÿnitely di erentiable. In fact, because Â satisÿes the homogeneous equation
we would immediately get, applying S =
Theorem 2.1. Assuming (2:2)-(2:3); it follows that, for every h ∈ C ∞ (I; R n ); S[h] given in (2:4) is the only continuously di erentiable solution of (1:1) on the interval I; that is, given any solution z ∈ C 1 (J; R n ) of (1:1) deÿned on some interval J ⊆ I; we have z = S[h] everywhere on J.
Proof. It is su cient to show that any solution Â ∈ C 1 (I; R n ) of the homogeneous equation (2.5) must vanish identically on I. Introducing the transpose operator P :
we will show that, given any ' ∈ C ∞ 0 (
• I; R n ), i.e., ' ∈ C ∞ (I; R n ) compactly supported in the interior of I, there exists, for any ¿0, an integer k 0 = k 0 ( ; ')¿0 depending only on and ' such that
where · ; · denotes the standard inner product of the Euclidean space R n , that is,
Before we establish (2.6), let us show immediately how it yields that Â = 0 on the interval I.
, we get, integrating by parts,
so that, because N (t)Â (t) = − Â(t), we obtain
Proceeding similarly with the integral on the right-hand side of the above expression, and repeating this argument any k number of times, it then follows that
for any k ¿ 1. Hence, using estimate (2.6), we obtain
which gives, because ¿0 is arbitrary,
so that Â(t) = 0 for all t ∈ I, as claimed.
To ÿnish the argument, it only remains to obtain (2.6). Let then ' ∈ C ∞ 0 (
we obtain, integrating by parts and using the Cauchy-Schwarz inequality,
so that, from (2.3) and (2.7) above, we get
for some constantĈ(')¿0. Because (2.4) converges uniformly on [a; b] when we take h = u, this immediately gives (2.6), which completes the proof.
Thus, the nilpotent system (1.1) is solvable when assumptions (2.2) and (2.3) are veriÿed, having exactly one solution, given by S[h] in (2.4). It should be noted, however, that the convergence of this series is not necessary for the solvability of Eq. (1.1). A few examples will help clarify the situation.
Example 2.1. This example shows the well-known fact that time-varying systems of form (1.1) need not be solvable, which is convenient to repeat here. Considering the nilpotent matrix
we see that the function z given by
satisÿes N (t)z (t) + z(t) = 0 on I for any given ' ∈ C 1 (I; R). In particular, taking t 0 ∈ I, there exist inÿnitely many solutions z(t) to this equation verifying z(t 0 ) = 0, if we only take '(t) so that '(t 0 ) = 0. Hence, for N ∈ C ∞ (I; M 2 (R)) above, Eq. (1.1) is not solvable on any interval I ⊆ R. (In fact, not one of the conditions (1.3a) -(1.3c) holds for this example.) Now, it follows from N 2 ≡ 0 that
for every k ¿ 1, so that, because N (t) 2 = I , the identity matrix, we obtain
series (2.4) is not convergent for arbitrary h ∈ C
∞ (I; R 2 ) at any t ∈ R, and the results above do not apply in this case. Example 2.2. We now apply Theorem 2.1 and give an example of a solvable system (1.1), with N (t)d=dt not nilpotent, whose solutions are described by series (2.4). Consider
which, again, is nilpotent at every t ∈ R. We have
for each even k, and
when k is odd, so that we obtain, recalling (2.8), .2) is also satisÿed by the transpose matrix N (t) T in the intervals just given, so that (2.3) automatically holds. Hence, with N (t) given above, Eq. (1.1) is solvable on any one of these intervals, say I = ] − 1; 1[. Moreover, for any h ∈ C 2 (I; R 2 ), the solution of (1.1) is given by
for every t ∈ I. We also get from this expression that, for N (t) above, ( 
we obtain, from (2.8) again,
for any k ¿ 1, so that in this case the series (2.4) does not converge for arbitrary h ∈ C ∞ (I; R 2 ) at any t ∈ R. However, as we now show, Eq. (1.1) with N (t) above happens to be solvable on the entire real line. Given h(t) = (f(t); g(t)) T , we multiply (1.1) on the left-hand side by
and obtain
whereg(t) = g(t) − e 2t f(t). This gives z 2 (t) =g(t) + e 2t z 1 (t), and z 1 (t) can then be easily computed from the ÿrst equation. The result is
so that (1.1) is solvable on any interval, although (2.2) and (2.3) are not satisÿed in this case.
Observe that the solutions obtained in Examples 2.2 and 2.3 are valid for any h in C 2 (I; R 2 ), not just in C ∞ (I; R 2 ). A generalization of this fact for the whole class of singular equations (1.1) which are uniquely solvable -and then, through (1:4), for the more general equations (1.2) as well -will be given in Theorem 2.2. In particular, when (2.2) and (2.3) are veriÿed, this result shows that series (2.4) can always be rearranged so that a sum with a ÿnite number of terms emerges in the case previously considered.
Theorem 2.2.
If N ∈ C n (I; M n (R)) is such that the nilpotent system (1:1) is uniquely solvable on I (i.e.; veriÿes (1:3) and has only one solution for every h ∈ C ∞ (I; R n )); then there exist A 0 ; A 1 ; : : : ; A n−1 ∈ C 1 (I; M n (R)); depending only on the matrix N and its ÿrst n − 1 derivatives; such that
gives the solution of (1:1) for every h ∈ C n (I; R n ). Moreover; one has A 0 = I; the identity matrix; and
for every t ∈ I and 0 6 j 6 n − 1; where B 0 ; B 1 ; : : : ; B n−1 ∈ C 1 (I; M n (R)) are the solutions to the matrix equations
respectively; where j = 0; 1; : : : ; n − 1.
Proof. We ÿrst consider h ∈ C ∞ (I; R n ). By the unique solvability of (1.1), the decomposition result of Gear and Petzold [7, 8] gives the existence of a countable collection of (disjoint) open subintervals I i ⊆ I, with D = I i dense in I, and nonsingular matrices H i ; K i ∈ C n (I i ; M n (R)) depending solely on the matrix N ∈ C n (I; M n (R)) such thatz
is strictly lower triangular with full dimension n andh i = H i (t)h(t) for each t ∈ I i . The special structure of˜ i (t) yields
so that, recalling (2.4), we obtaiñ
or, in terms of the original variables,
for every t ∈ I i . Thus, we have, for each I i ,
where A n−1 ∈ C 1 (I i ; M n (R)) depend only on the matrix N and its ÿrst n − 1 derivatives. Setting A j ∈ C 1 (D; M n (R)) by putting
for each j = 0; 1; : : : ; n − 1; we thus have
Having established (2.13b) for arbitrary h ∈ C ∞ (I; R n ) and t ∈ D = I i , we now show that the matrices A j (t); j = 0; 1; : : : ; n−1, are in fact given by (2:10). Let then, for each j, B j ∈ C 1 (I; M n (R)) denote the (unique) matrix solution of Eq. (2.10b), so that, in particular, we have B 0 (t) = I . Using (2.13b), we must therefore have, for every t ∈ D, that B 0 (t) = A 0 (t); (2.14a)
and, in general,
for every j = 0; 1; : : : ; n − 1. Inverting these relations, we obtain (2.10a) for t ∈ D.
Since D is dense in I, this immediately gives that A j ∈ C 1 (I; M n (R)) for all j, and (2.10a) holds everywhere in I. Finally, when h ∈ C n (I; R n ), we approximate h on compact sets in I by functions in C ∞ (I; R n ) and ÿnd, taking the limit, that (2.9) still deÿnes a solution to Eq. (1.1) in this case. Moreover, this is clearly the only solution, since the di erence Â of any two solutions satisÿes (2.5) and must, therefore, be zero in view of the unique solvability of (1.1). This concludes the proof of Theorem 2.2.
In particular, ifÃ denotes the largest integer in [1; n] such that AÃ −1 (t) in (2.9) above is not identically zero on I, the so-called index of Eq. (1.1), see e.g. [1, 4] , it follows that the solution to (1.1) has the form
and is, then, deÿned more generally for any h ∈ CÃ(I; R n ). Again, this solution is the only one possible, since, by the assumption of unique solvability, the homogeneous equation (2.5) admits only the trivial solution. In Examples 2.2 and 2.3, for instance, we hadÃ = 2 and expression (2.15) was explicitly computed; actually, these results can be generalized as follows: Theorem 2.3. Let N ∈ C 2 (I; M n (R)) have nilpotency 2 or less at every t ∈ I and be such that (1:1) admits at least one solution z ∈ C 1 (I; R n ) for each h ∈ C ∞ (I; R n ). Then (1:1) is solvable on I and has exactly one solution for any h ∈ C 2 (I; R n ). Moreover; unless N (t) ≡ 0; the index of (1:1) is exactly 2.
Proof. Suppose that Eq. (1.1) has a solution for any h ∈ C ∞ (I; R n ). We need to show that N (t)Â (t)+ Â(t) = 0 implies that Â = 0. Clearly, the domain I has a dense union of open subintervals such that N (t) has constant rank and nilpotency on each such interval. Let J be any one of these intervals. If N (t) has nilpotency one on J, then the equation N (t)Â (t) + Â(t) = 0 is simply Â = 0 and nothing needs to be done, so we assume that the nilpotency of N (t) on J is 2. Thus there exists Q ∈ C 2 (J; M n (R)) invertible so that 
t)Q(t)! (t) + (Q(t) −1 N (t)Q(t)H (t) + I )!(t) = g(t)
, where H (t) = Q(t) −1 Q (t) and g(t) = Q(t) −1 h(t). Thus, we obtain so that, writing !=(! 1 ; ! 2 ; ! 3 ) T and g = (g 1 ; g 2 ; g 3 ) T in accordance with (2.16), we have ! 3 (t) = g 3 (t), ! 2 (t) = g 2 (t) and
