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Measurement of Mode Profiles 
From Their Holographic Far-Field Pattern 
by 
Stephen W. Granlund 
ABSTRACT 
A new method for measuring the mode profiles of optical waveguides is 
proposed. The profiles are calculated from measurements of the 
holographic far-field pattern created by light from an unknown waveguide 
and a known reference fiber. Unique to this method is that it is non-
destructive, can be used at the waveguide's working wavelength, can 
measure relative amplitude and phase changes in the waveguide under 
various conditions, and need not rely on any symmetrical properties of the 
index profile. 
First, the formula for optical diffraction is modified to consider two-
dimensional, wide angle diffraction which is needed to calculate the 
diffraction of non-radially symmetric modes. The results of a computer 
simulation show good agreement between the known near and far-field 
amplitude patterns of the fundamental HE 11 mode in a single mode fiber 
and those patterns calculated with the modified two-dimensional diffraction 
- 1 -
• 
formula and fast Fourier transforms. 
Finally, it is shown how the components of complex far-field amplitude 
patterns which are formed from non-radially symmetric modes can be 
.... 
separated using holographic theory and can therefore be used to calculate 
the original near-field patterns. 
·- 2 -
/. INTRODUCTION 
The mode profile of optical waveguides is of great interest in 
lightwave communications because it can be used to calculate several 
important parameters of the waveguide, such as coupling loss, dispersion, 
and its index profile. There are many conventional methods which have 
been developed over the years which can very accurately measure the index 
b 
profile of optical fibers and preforms. They include the near-field 
scanning, 1 exit-radiation pattern,2 focusing, 3 scattering- pattern,4 transverse 
interferometric, 5 and refracted near- field6 methods. Most of these 
methods make t1se of fiber's circular symmetry to make their measurements 
or are very difficult to implement without that symmetry. Consequently, 
the analysis of non-circularly symmetric waveguides such as diffused 
LiNb03 electrooptic guides cannot profit from these methods. 
The basic principle of far-field measurement techniques is that the 
measurements can be made over dimensions that are several millimeters in 
extent rather than the several micron dimensions of conventional optical 
waveguides. It is critical to this technique, however, that the near and far-
field amplitude patterns be related through a calculable transform. In the 
exit-radiation technique, for instance, a fiber's circular symmetry is used to 
show that the far-field amplitude pattern is also circularly symmetric, real, 
and related to its near-field amplitude pattern by a one-dimensional Hankel 
- 3 -
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transform. Simply measuring the far-field intensity pattern in one 
dimension, .calculating its square root (taking into account the sign 
ambiguity), and inverse transforming yields the near-field mode profile. 
The case of mode profiles that are asymmetric in one or two dimensions 
is more complicated because the Hankel transform (or Fourier transform) 
of asymmetric functions is complex; and since both the real and imaginary 
components of the far-field pattern are needed to calculate the original 
near-field mode, simply measuring the far-field intensity pattern will not 
suffice. This thesis presents as a solution to this problem a holographic 
technique which separates the far-field amplitude pattern into its real and 
imaginary components and a modified diffraction formula which allows 
these components to be inverse transformed in two dimensions into their 
corresponding near-field mode. 
Following this introduction, single mode waveguide theory, the field 
solution for a simple step-index, circularly symmetric, single mode fiber, 
and approximate field solution for an asymmetric LiNb03 waveguide are 
described. 
< 
Section III begins with the general formula for electromagnetic field 
diffraction on a plane along with its more common approximations. Then 
follows a more detailed analysis of how the general f onnula can be 
approximated to consider wide angle diffraction from single mode 
.. 4 -
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waveguides. The section ends with a modification of the formula to 
consider diffraction on spherical surfaces. 
Before doing a computer simulation to assess the accuracy of the wide 
angle diffraction formula, Section IV presents a short description of the 
three mathematical properties required to create a discrete Fourier 
transform pair from a continuous pair. 
Section V is a computer simulation which compares the well known near 
and far-field patterns of symmetric, step-index, single mode fibers to those 
fields calculated with the use of fast f ourier transf arms and the previously 
developed diffraction formula approximation. 
In Section VI, the asymmetric diffraction problem is defined and then 
solved by showing how holography separates the complex far-field 
components from an unkown waveguide mode through the use of a far-field 
inteference pattern created by the unknown mode and a known symmetric 
mode. 
The last part of this paper will deal with a computer simulation of this 
holographic measurement method to define some of the important physical 
parameters which will be needed for a future experimetal setup, and will 
end with the conclusions. 
.. 5 -
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. , II. WAVEGUIDE MODE THEORY 
The basic description of a propagationg, monochromatic, 
electromagnetic wave of frequency, f, at any point in space is given by the 
... 
-real part of its complex electric field vector, \J,, where: 
~ = Eexp[iwt] 
= E0exp[iwt+ <f>] • (2.l) 
E0 and Q> are the amplitude and phase of the electric field vector, E is called 
the complex amplitude vector, and w = 2,rf. In general, the amplitude and 
phase of an electric field are some functions of the spatial coordinates. 
Electromagnetic fields in waveguides must be solutions, called modes, of 
the vector wave equation derived from Maxwell's equations.. However, the 
waveguides used in optical communications do not have very large index 
differences and can be thought of as weakly guiding. 7 Under this 
approximation, the fields are solutions to the scalar wave equation and are 
approximated by linearly polarized modes. That is, only the dominant 
transverse electric field component needs to be solved and all other 
components will follow from differentiation of it. 8 
The fundamental mode in a single step-index, circulary symmetric, 
single mode waveguide is the HE 11 mode and is called the LP01 mode under 
the weakly guiding approximation. The dominant transverse electric field 
- 6 -
amplitude is given in cylindrical coordinates as: 
E0(r) = A J0(Kr) 
J0(Ka) 
= A Ko(ta) Ko(Cr) 
for rsa 
for r~a . (2.2) 
J0 and Ko are the zero order Bessel and modified Hankel functions 
expressed in terms of the field radius, r, measured from the center of the 
fiber's core and a is the radius of the core.9 The parameters K and t relate 
to the transverse propagation in the core and transverse decay in the 
cladding, respectively: 
K = (nfk2 - ~:);. 
' = (~f-nJk2)19 . 
In the above equations, no is the cladding index, n1 is the core index, k is 
the mode's wavenumber or propagation constant, '3g is mode's propagation 
constant in the waveguide, and A is the wavelength of the field iu free 
space: 
k = 2ir/X 
The phase of mode propagating in an low-loss optical waveguide is constant 
over a plane perpendicular to its propagation direction. 
For LiNb03 waveguides, the dominant field component of the 
"'"" 7 . ... 
fundamental mode is more complicated due to its asymmetric and graded-
index profile. In one simple approximation that I will use for a computer 
simulation, it can be considered linearly polarized and is given normalized 
and in cartesian coordinates as the product of a Gaussian width function, 
f(x), and a Hermite-Guassian depth function, g(y), where: 
E0(x,y) = f(x)·g(y) 
2 
1 1 X 
f(x) = V'(w/2)V-rr exp-2 w/ 
2 
g(y) = ~ 1.. exp-.!. 1.. \/d\/,r d 2 d (2.3} 
where wand d are width and depth modes size parameters. 10 
- 8 -
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III. DIFFRACTION THEORY ·• 
Light which es.:apes from the end of a single mode waveguide forms a 
radiation pattern in the far-field which is dependent on the index 
distribution of the guide. For an electromagnetic field, E(Xo,Yo), as shown 
in Figure 1, its diffraction pattern, F(x1,y1), is given by the Raleigh-
Sommerfeld diffraction formula as: 
_ 1 ff exp[ikR'] F(x 1,y1) - iA E(Xo,Yo) R' cosa d.xady0 (3.1) 
where R' is a vector from some point on the source field to another on the 
diffracted field, a is the angle between R' and and a unit vector normal to 
the ( x 1,y 1) plane, and diffraction is assumed to take place in air since k and 
X are the wavenumber and wavelength of the field in vacuum. 11 
The well known Fresnel and Fraunhoff er approximations to the above 
formula use paraxial boundary conditions to reduce the integral to Fourier 
transforms of the source field. Simply put, these formulas can accurately 
, 
predict only the values of the diffracted far-field at transverse distances 
from the z axis much smaller than the separation distance. Consequently, 
tl1e inverse transform of the far-field measured at large angles leads to 
inaccurate results. 
One method of transforming large angle far-field patterns which will be 
used later in a computer simulation is to take advantage of the radial 
- 9 -
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Yo 
R 
~SOURCE 
FIELD 
~DIFFRAc·rED 
FIELD 
z=O z=z 
Figure 1. Geometry used to describe diffraction on a planar surface 
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symmetry of conventional single mode fibers. and reduce the Raleigh-
Sommerfeld integral to a one-dimensional Hankel transformation of the 
electric field.2 
Because LiNb03 waveguides do not possess radial symmetry, a two-
dimensional approximation of the general diffraction formula will have to 
be derived. The most difficult part of modifying the diffraction formula is 
finding an expansion of R' which changes the exponential term into a 
calculable transfer function. For example, the Fresnel and Fraunhoff er 
/ 
approximations use the first two terms of a binomial expansion to derive 
their Fresne_l and Fourier transfer functions. The same expansion in a 
different coordinate system is used in the exit radition pattern method to 
derive a Hankel transform.2 
If we restrict only the source field's dimensions much smaller than the 
separation distance, we can consider a Maclaurin series expansion of R' 
about the source field's origin: 
aR' aR' xJ a2R' Y6 a2R' 
R'=R'+.xo +yo + 2, 2 +2, 2 + ... aXo ayo . aXo . ay0 
(3.2) 
where R' and its partial derivatives on the right-hand side of the above 
equation are evaluated at Xo and y0 equal to zero. Using the relations 
- 11 • 
... 
R' = v'(x1-Xo)2 + (y1-Yo)2 + z2 
R = v'xf + yf + z2 
differentiating, and dropping second order terms, the Maclaurin series 
reduces to 
R, = R _ :xox 1 _ YoY 1 
R R • 
When substituted into the exponential in the diffraction formula, the 
Maclaurin series terms higher than the zero order become phase differences 
between light propagating along R and R' so we can be justified in 
dropping terms higher than the first order if they contribute much less than 
one radian to tl~e overall phase difference. Therefore evaluating the second 
order terms, multiplying by k, and setting them much less than one results 
in the condition: 
kxJ Xf 
1 >> 2R 1 - R2 
kyJ Yf 
+ 2R l - R2 • (3.4) 
·T·h.e ·right side of this expression is a maximum at the the diffraction plane 
c1rigin so at that origin and A = 1.3 ~m and [XoJmax = [Yo1max = 30 µm: 
z>> .]!_(xJ+yJ) 
A 
z >> 4.4 mm . 
- 12 -
• (3.5) 
We are now ready to go back to the Rayleigh-Sommerfeld formula, 
Equation 3.1, make one more approximation, substitute the new expression 
for R' in the exponential, and derive a modified formula which can handle 
large angle diffraction of a two-dimensional asymmetric field. To begin, 
note that the cos a term can be replaced by z/R'. The resulting R' 2 term in 
the denominator is then approximated by R2 under the rationale that small 
differences between R and R' in the denominator do not affect the 
diffraction formula as significantly as they do in the exponential. So 
finally, making this and the truncated Maclaurin series substitution results 
in the modified formula: 
z exp[ikR] ff E( )ex _ i2,r x 1Xo + Y 1Yo iAR2 Xo.Yo p AR AR (3.6) 
Fortunately, this is in the form of a Fourier transform, 
where 
- 13 -
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Yt 
·Tl = AR 
G(E,11) = 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
Given a near-field profile, its far-field pattern can now be calculated by the 
discrete form of Equation 3.7: 12 
Ny-1 Ns-1 
aXo~Yo ~ ~ E(nx~Xo,Dy~Yo)exp[- i21r(k~nx + k11 ny)iNxNy] , 
n1=0 n:i=O 
ke = o, 1, ... , N x - 1, ~ -- .o, 1, ... , NY - 1 . (3.12) 
And given a far-field pattern, its near field profile can calculated from the 
inverse of Equation 3.12: 
Ny-1 N:i-1 
~~d11 ~ ~ G(k~~E,k11 ~11)exp[i21r(k~nx + k11 ny)INxNy] , 
k,,=O k£=0 
(3.13) 
The relationship between the far-field amplitude pattern on a sphere and 
on a plane is of interest because the theoretical far-field pattern is described 
- 14 -
on a sphere. In the following shorthand notation, r stands for the the 
discrete Fourier transform (DFf) operation in Equation 3.12, r- 1 stands 
for the inverse DFf (IDFf) operation in Equation 3.13, and the subscripts 
pl and sp stand for planar and spherical surfaces. Also, let amplitudes 
beginning with the letter F be understood as far-field amplitudes and 
functions of k~~~ and k,,~11; a1.1d let amplitudes beginning with the letter E 
stand for near-field amplitudes as functions of nx~x and ny~Y- Equation 
3.12 can then be rewritten: 
F = v'z.rr z exp[ikR] f [E] 
pl. AR2 (3.14) 
Note that the 1/i term was added to the arbitrary phase of the near field 
mode. 
An intuitive approach to understanding the Rayleigh-Sommerfeld 
formula is in terms of the Huygens-Fresnel principle of propagating 
wavelets. The amplitude function, E(Xo,Yo), in Equation 3.1 can be thought 
of as a source. of secondary wavelets which decrease in amplitude by the 
1/R' factor and advance in phase by the exp[ikR'] factor after propagating a 
distance R'. The cos a term is called the obliquity factor and is a measure 
of how much of the wave is propagating parallel to the z axis. The only 
difference then between a point on a hemisphere of radius z and that point's 
radial projection onto a plane of separation z (Equation 3.14) is that on the 
sphere the amplitude factor is R/z greater and the phase is retarded by 
- 15 -
exp[- ik(R- z)]. That is, 
Fsp = _g_ exp[-ik(R-z)] Fp1 
z 
= V2ir exp(ikz] f [E] 
AR 
= V2,r f[E] XR ' (3.15) 
where in the second step Equation 3.14 was used and in the third step the 
constant phase factor, exp[ikz], was again added to the arbitrary near-field r, 
phase. For a more complete derivation of Equation 3.15 see Appendix A. 
The inverse of the above equation is: 
(3.16) 
- 16 -
W. DISCRETE FOURIER TRANSFORMS 
Before evaluating Equation 3.15 and 3.16, we must consider the three 
mathematical modifications required to convert a Fourier transform pair 
into a calculable discrete Fourier transform pair. 13 First, sampling a 
function at discrete intervals in the one domain creates a periodic function 
in the other domain whose period is the inverse of the sampling interval. 
The shape of one period in the periodic function is approximately the shape 
of the original function but truncated by the dimensions of the period. 
Consequentl)', in order to calculate the transformed function over a range 
-~-en,ax. to. '~-·m.ax the sampling period must be chosen such that: 
( 4.1) 
,second, the sampled function must be finite to be calculable so that it 
:must also be truncated. This creates a two-fold effect: one, the parts of the 
sampled function past the truncation points do not contribute to the 
transformed function resulting in inaccuracies called rippling; and two, the 
sampling interval in the transformed domain is now set by the inverse 
truncation dimension: 
1 1 
Ll ~ = -N-x ~-Xo- - Lx . (4.2) 
Finally, sampling in the transformed domain creates a periodic function 
- 17 -
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in the original domain with periods shaped like the original truncated 
function. 
·· The problem inherent in Equations 4.1 and 4.2 is that if one wishes to 
calculate far-field amplitude patterns accurately at large angles or 
conversely if one wishes to sample the far-field pattern at large angles to 
accurately calculate the near-field, ~Xo must be chosen small 
(Equation 4.1). But small ~Xo values mean that Nx must be large to avoid 
rippling inaccuracies; and large Nx values mean taking large amounts of 
time to measure .many data points. The proper choices for Nx, a:xo, and the 
corresponding y terms must be carefully chosen to satisfy the dimensions of 
interest in each particular case. I 
The other minor complication in setting up a OFT is that the truncation 
interval is chosen to start at a point just before the origin of the coordinate 
system and end just before the Wh point in the positive direction. Now 
since the function is periodic, this means that points greater that N/2 
correspond to negative coordinate values. As an example, the two .. 
dimensional array needed to calculate the OFT of a circular aperature is 
graphically depicted in Figure 2. 
..... · 
r-r 
1,.../ 
I 
h'\ 
I \ 
• 
--, 
\ 
Yo 
-.... .... / 
I 
I J 
~/ I 
, 
I 
I I "x~xo 
/ 
L __ --· ---_ ......... ------ ...... ---
I ,1 
l 
I 
__ J 
Figure 2. Circular aperature and its DFT array 
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V. Symmetric Field Transforms 
As a check on the accuracy of the modified Rayleigh-Sommerfeld and 
DFT formulas, the theoretical near and far-field patterns of a simple, step-
index, single mode fiber will be put through their respective 
transformations and compared to their corresponding theoretical 
transformed results. The first step in calculating the far-field pattern is to 
sample the near-field pattern, E0(r), given by Equation 2.2. For the 
purpose of this computer simulation the parameters chosen to evaluate 
Equation 2.2 are similar to those used in the exit-radiation pattern method 
simulation2: 
a 
·· .. . ,: 
Dt 
·no 
'Ao 
I3g 
= 3 µm 
= 1.4590 
= 1.4572 
= .633 µm 
= (n1 + no)k/2 
core radius 
core index 
cladding index 
HeNe wavelength 
propagation constant . 
The solid line in Figure 3 is a graph of E0(r), the LP01 mode, versus the 
radius, r, using the above parameters. The mode was evaluated inside the 
core using a supplied Bessel function subroutine 14 and outside the core 
,u·sing a polynomial approximation to a modified Hankel function. 15 
The discrete values of E0(r) are evaluated using the relation: 
(5.1) 
Remember that nx > Nx/2 and ny > Ny/2 correspond to negative Xo and y0 
- 20 -
values so they are not used to evaluate the above equation. Also, since the 
near-field profile is symmetric, let Nx = Ny = N and ~Xo = ~y0 • Finally, 
let the arbitrary near-field phase be zero so E(r) = E0(r). 
The proper choices for N and ~Xo as stated before are highly dependent 
on the dimensions of interest in the transformed domain. For example, at X. 
= .633 µm and [Xo1max = 30 µm, we know from Equation 3.5 that we can 
choose z = 100 mm. If we wish to know the far-field pattern inside 0 = 
3'.0°, [x 1]max ~ 58 mm. Equation 3.8 tells us ~max ::z 8 x 105/m; and 
Equation 4.1 tells us aXo < .63 µm. There is also a minimum limit placed 
on ~Xo which can be found by using Equations 3.8 and 3.9 to find x1 as a. 
function of the transform variables ( ~,,,): 
(5.·2) 
The discrete form of the above equation follows from the substitutions 
1 
~. = k~.d~ and L\~ = Lx (Equation 4.1): 
(5.3) 
The ml-nimum value for ~Xo arises by not allowing the expression inside the 
square root in the above equation to be negative. 
- 21 -
L; > A2[kf+k~(Lx!Ly)2] 
axJ> ~2 (1 + a) 
aXo> tvi+X - (5.4) 
The second line in the above equation is derived by noting that 
Lx = Nx~Xo, the maximum value for k~ is Nx/2 when calculating 
dimensions, and by letting ~Xo"~Yo = ~- Evaluating the above expression 
with this simulation's parameters results, in flXo > .45 µm. 
The proper value for N is entirely dependent on where one chooses to 
truncate the function to be transformed. For this simulation, I took the 
luxury of a rather large number of points, N = 100, since I didn't have to 
measure any data points; and that should eliminate any rippling error since 
the near-field mode, E0(r), is very nearly zero out at r == 30 µm. In 
summary, for the following simulation: 
[y 1Jmax = 
.45 µm < 
aXo == 
N == X 
L = X 
z = 100 mm 
[ X tlmax 
.lXo,~Yo 
~Yo 
Ny 
Ly 
= 58 mm 
< .63 µm 
= .60 µm 
= 100 
= 60 µm . 
Now Equation 3.15 can be evaluated. First, an array must be formed 
similar to the one graphically depicted in Figure 2 by evaluating the discrete 
values of the near-field mode using Equation 2.2, 5.1 and the previously 
:.2·,:2··· . 
.... : -·. •. -· 
.... · 
., 
\ ( 
mentioned Bessel function subroutine and modified Hankel function 
algorithm. 14• 15 The array correponds ,to the real part of the near-field 
ampJitude; and since the field is real, has it's phase arbitrarily set to zero, 
and the DFf of a real symmetric array is again real and symmetric, it is the 
only array which will be evaluated. The two-dimensional DFf process is 
started by first transf arming each of the 100 rows of the array using a fast 
Fourier transform (FFI') program 16 and is then completed by transf arming 
each of the 100 columns using the same program. 17 The next step is to 
multiply each of the array elements by it's corresponding 1/R value which 
was calculated using the discrete version of Equation 3.10: 
(5.5} 
Finally, since only the far-field intensity can be measured and is 
proportional to the amplitude squared (see Section VI), the array is 
normalized relative to it's (0,0) value, squared and converted to decibels 
(dB). 
The results of performing these operations are graphically depicted by 
the asterisks in Figure 4. The 51 points plotted correspond to the intensity 
pattern on the x1 axis or the F(kELl~,O) elements where k~ = 0,1, ... ,50. The 
horizontal axis of the plot is marked on an angular scale in radians. The 
corresponding x1 values can be calculated by: 
- 23 -
x1 = z tan 8 . (5.6) 
The reason for plotting the far-field intensity pattern as a function of 8 
is that the theoretical far-field amplitude pattern of a near-field mode 
described by Equation 2.2 is expressly written as a Hankel transform of 
that mode and a function of 0: 
F(0) = AJE0(r)J0(ksin0r)rdr . (5.7) 
The solid line in Figure 3 is a graph of this function normalized to it's F(O) 
value, squared, and plotted on a dB scale versus 0. The near-field mode, 
E0(r), and the Bessel function, J0(ksin0r), were again evaluated using the 
previously referenced subroutine and algorithm. 14· 15 The numerical 
integration was performed by another previously written subroutine. 18 
As can be seen the results agree very closely out to an angle of .35 , ,· 
.-, 
radians, or 20°. The fact that there is no rippling effect in the data 
demonstrates that the truncation interval chosen was quite adequate. The 
error in the data at angles larger than .35 radians is a result of the finite 
sampling interval and would only improve slightly by going to a smaller 
interval bearing in mind that there is a lower limit (Equation 5.4). 
Since in practice the far to near-field transformation is the one which 
must be calculated, consider Nx=Ny=N=32 a~ a more realistic number of 
sampling points. The field is symmetric so only 1 quadrant in the far-field, 
- 24 -
or 16 by 16 points, needs to be measured. If each point takes --- 5 seconds 
' to measure, the profile can be measured in -30 minutes. If the far-field is 
sampled out to an angle of 30° as in the preyious simulation, the near-field 
sampling intervals must be 0.6 µ.Jn again, and the near-field amplitude 
would be calculated out to a radius of 9.0 µm. To calculate the amplitude 
at a greater radius either the near-field sampling interval or the number of 
points must be increased. The drawbacks are increasing the sampling 
interval decreases the maximum far-field angle (Equation 4.1) which 
decreases the transform's accuracy, and increasing the number of points 
increases the transforms measurement time. For this simulation, 
Nx=Ny=32 and ~Xo=~y0 =0.6 µm will be chosen to demonstrate the 
accuracy of this technique with the reminder that these values can be 
changed to suit different situations. 
Once the parameters are settled, the far-field coordinates are known 
( ~ ~ == 1/Lx) and the far-field amplitude array can be set up by calculating 
Equation 5. 7 using the discrete form for 0: 
z 
(5.14) 
which is derived using Equation 5.3. As before, this is the only array 
which will be needed since the IDFT of a real, symmetric array is again real 
- 25 -
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and symmetric. But before transformation, each array element must be 
multiplied by it's respective R value (Equation 5.5). The IFDT is 
performed in the same manner as the DFT in that the inverse fast Fourier 
transform (IFFI') program 16 is used on each of the columns and then on 
each row, or vice-versa. Finally, the array is normalized relative to the (0,0) 
element. The points corresponding to the E(nx~x,O) values are plotted as 
pluses in the graph on Figure 3 for nx = 0,1, ... ,16. 
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VI. HOLOGRAPHIC THEORY 
Conventional photodetection techniques are slow relative to the light 
vibration period so they can only measure the time average optical power, 
... 
or intensity, which is given by:19 
VE - -Ip = 2 < Re[\V]·Re[tJ,] > 
= ~£ IFo 12 (6.1) 
where v and e are the speed of light and the permittivity of the medium. 
However, it is the custom in holography to define the intensity in an 
abbreviated form: 
(6.2) 
The far-field intensity pattern of a single mode waveguide on a plane is 
then given by: 
(6.3) 
which follows from Equation 3.14. For real, symmetric waveguides, as 
stated before, the DFT is again real so: 
lpl = ~:; [f(Eos)J2 
Eos = ± V2~ z r - l[R2y'f;i] 
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(6.4) 
where the subscript s has been added to indicate the symmetry of the 
electric field. 
The above equation shows that the amplitude pattern of a circularly 
symmetric single mode waveguide can be calculated by the IDFf of the 
intensity pattern's square root. The sign ambiguity is removed by assuming 
continuity in the amplitude pattern: that is, the lobes in Figure 4 alternate 
positive and negative. 
The problem which arises for asymmetric waveguides is that its OFT is 
complex and the amplitude pattern is not the square root of the intensity 
pattern. The DFr calculation of an asymmetric function requires two 
arrays containing the real and imaginary parts of the original function. 
Originally, the near-field imaginary array is zero, but after transformation, 
the two arrays contain the non-zero real and imaginary parts of the 
'transf armed function. Let the complex far-field amplitude, Foa, then be 
split into its real, subscript r, and imaginary, subscript i, arrays: 
(6- .. ~) 
The measurable intensity pattern would be: 
_ 27T'Z
2 [ 2( ) 2( )] lp1 - 2 4 fr Eoa + r i Eoa 
~R 
(6.6) 
which as stated before cannot be solved for Eoa as in Equation 6.4. But if a 
symmetric field, Eos, and an asymmetric field, Eoa, which come from the 
same coherent, monochromatic source (a laser), are allowed to form a far-
field interference pattern, the resulting intensity pattern becomes: 
I = (Fs + Fa)·(Fs + Fa)· 
= Is+ Ia+ 2Re[F; ·Fa] (6.7) 
The vectors over the far-field arrays are used as a reminder that the near-
field amplitudes (hence far-field) must be polarized in the same direction in 
order for the third term on the right hand side of Equation 6. 7, called the 
interference term, to be maximized. We are interested in maximizing the 
interference term because its that term which can separate the complex 
asymmetric pattern into its real and imaginary components. This results by 
taking the real, symmetric far-field amplitude out of the brackets: 
(6.8) 
where cb la and <i> ts are the far-field phases and (see Equation 3.14) can be 
expressed as: 
·<b1.a = <f>oa +· 31r/2 + kR 
d>1s == '<Pos + 31r/2 + kR + ~z (6.9) 
The '1Z term added to the last equation is very small and is only there to 
~)·-
imply that there is some finite misalignment between the symmetric and 
asymmetric fields. In any case, the difference between the two far-field 
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phases is a constant, call it q>; so Equation 6.8 can be rewritten: 
I = Is + Ia + 2Fo5[(Foa)r cosq> - (Foa)i sin<!>] . (6.10) 
The parentheses and the r and i subscripts have been added to indicate the 
enclosed array is the real or imagina.ry array. 
Of course, <!> is constant only if the near-field phases do not change. If, 
however, one of the phases is controllable, <i> could be changed to either 0 
or 1r/2, in which case the far-field intensity pattern would be a function of 
only one of the two components of the complex field: 
I = Is + 18 + 2Fo5(Foa)r 
I = Is + Ia - 2Fos(Foa)i 
for <i> =0 
for <f> = ir/2 . (6.11) 
Several methods exist for changing the near-field phase, one of them 
being increasing a fiber's path length by wrapping it around a PZT cylinder 
and applying a voltage.20 If a calibrated square-wave voltage is applied to 
the PZT such that the near-field phase alternates between O and 1r, the far-
field pattern can be measured with a lock-in amplifier whose output would 
be proportional to Fas ·(Foa)r. Likewise, if the phase alternates between 
1r /2 and 3,r/2, the output will be proportional to - Fos · (Foa)i. Finally, the 
asymmetric field could be blocked off and the two measurements just 
described could be divided by the square root of the symmetric fiber's 
intensity pattern (taking the sign ambiguity into account again). The 
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resulting raeasurements would then be proportional to the real and 
imaginary amplitude patterns of an asymmetric waveguide . 
• ·.1: 
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VII. ASYMMETRIC FIELD TRANSFORMATIONS 
Although the mode profiles of LiNb03 waveguides are not well known, 
the approximate form of Equation 2.3 can be used to define some of the 
parameters and intensities which may b·e found during actual 
implementation of this measurement technique. First, the two-dimensional 
far-field pattern will be easier to measure on a planar rather than spherical 
surface so consider the diffraction formula of Equation 3.14 which states 
that the far-field pattern on a plane is proportional to exp[ikR] times the 
DFT of the near-field mode divided ·by R2• The exponential term is a very 
rapidly changing function of position in the diffraction plane and cannot 
really be measured; but since it is actually the holographic intensity pattern 
wliich is measured, note from Equation 6.9 and 6.10 that its rapidly 
changing phase is canceled by the similarly changing phase of the symmetric 
fiber's far-field amplitude. Therefore, only the DFT of the near-field mode 
divided by R 2 is actually measured. 
The width and depth mode size parameters, w= 3.4 µm and d== 2.2 µ.m, 
result in a half amplitude mode width of -- 4 µm and a half amplitude mode 
depth of -5 µm for the mode given by Equation 2.3. The minimum 
\. 
' 
sampling interval whic~can be chosen to evaluate the near-field mode is 
found from Equation 5.4 to be 0.92 µ-m at A= 1.3 µm, the current 
wavelength of interest in optical communications. Choosing a sampling 
, •. 
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interval close to the minimum allows calculation of the far-field mode at the 
largest diffraction angle (Equation 4.1) so let ~Xo=~y0 =1.0 µm in the 
interest of simplicity. Also let Nx =Ny= 100 so that the long truncation 
interval maximizes the far-field accuracy. Finally, note that the planar 
separation, z, must be 120 mm (Equation 3.5). 
Equation 2.3 can now be discretely evaluated to form an array for the 
real part of the near-field amplitude. That array together with a null array 
correponding to the imaginary near-field amplitude must be put through a 
complex t"'o-dimensional FFI' program, 16 and then each array element 
multiplied by its correponding 1/R2 value (Equation 5.5). The (O,k11 ) 
elements, k11 = 0,1, ... ,50, were normalized to the real array's (0,0) element, 
squared, and plotted in Figure 5 as asterisks for the real array and pluses 
for the imaginary array. The values for 0 are found from Equation 5.14. 
The solid line in Figure 5 is the intensity pattern of a single mode fiber 
·.e:val uated using Equation 5. 7 and these parameters: 
= 4 µ.m 
= 1.457 
= 1.447 
= 1.3 µ-m 
= l.454*k 
core radius 
core index 
cladding index 
wavelength in air 
propagation constant 
Note that in Figure 5 the imaginary amplitude is zero at the diffraction 
plane origin. This is a property of the Fourier transforms of real functions. 
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For one-dimensional transforms, the real part of of a transformed real 
function is always symmetric and the imaginary is anti-symmetric. In two-
dimensions: 
Fr(x1,Y1) = Fr(-x1,Y1) = Fr(x1,-Y1) = Fr(-x1,-Y1) 
Fi(x1,Y1) = -Fi(-x1,Y1) = -Fi{x1,-Y1) = Fi(-x1,-Y1) (7.1) 
which requires that Fi(0,0)=0. This convenient property helps in two ways. 
One, the PZT can be calibrated easily at the origin by noting at what 
voltage the intensity is a maximum and a minimum; and two, the far-field 
can be sampled in only one quadrant reducing the number of measurements 
by 1/4. 
The inverse of this computer simulation, calculating the near-field 
amplitude pattern from the far-field pattern, is the purpose of this 
technique, so I will propose the following setup: 
60 µm : maximum dimension of both near-fields 
.z = 50 mm : separation between source and diffraction planes 
.1Xo = 1.3 µm : 
0 X ::= 34 o : 
Nx == 24 : 
[x11max = 34 mm : 
~x 1 = 1.4 mm : 
N2/4 = 144 : 
sampling interval in source plane 
1Iargest angle on diffraction plane axis 
number of sampling points in one dimension 
maximum extent of diffraction plane 
approximate sampling interval in diffraction plane 
minimum number of points needed to measure 
The maximum dimension of both near-fields was chosen to minimize the 
separation between the source and diffraction planes. Minimizing the 
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planar separation maximizes the holographic intensity pattern while 
minimizing the far-field sampling dimensions. In order make the 60 µm 
maximum dimension of both fields, the single mode fiber must be 
encapsulated and polished flat along the fiber axis to within 15µm of the 
fiber core so that the total y-dimension with the flat side of the fiber placed 
on top of the waveguide in question would be --60 µm: 30 µm for the fiber 
near-field mode and 30 f1m for the waveguide. Equation 3.5 confirms that 
with these dimensions, the diffraction formula will be accurate for a planar 
separation of 50 mm. 
The sampling interval in the source plane was chosen at 1.3 µm because 
at its mimimum value of 1.0 µm (Equation 5.4) the far-field pattern would 
have to be sampled at a maximum angle along the diffraction plane axis of 
50° (Equation 5.14). Given the dynamic range to be measured (Figures 4 
and 5), I felt a sampling interval of 1.3 µm and 34° was more appropriate 
J 
for the first measurements. 
The number of points, Nx = 24, was chosen so that the modes wouJd be 
:measured out to --15 µm (Lx=Nx·~XQ). The maximum extent of the 
measured diffraction plane is determined by Equation 5.6 given ex and z. 
The approximate diffraction plane sampling interval was calculated by 
[x 1]max1Nx where, of course, the field must really be sampled in its 
transform coordinates (~,11). And the minimum n·umber of points to be 
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sampled came from the previous discussion of only sampling one quadrant 
in the diffraction plane. The minimum number of points being the total 
number of points, N;= 576, divided by 4. Note that I have assumed 
Nx = Ny and ~Xo= ~Yo· 
Although the physical dimensions of the two near-field patterns are - 30 
by 60 f..Lm, note that the Lx and Ly dimensions are only 30f.1m. The physical 
dimensions have only to do with the accuracy of the diffraction 
approximation. Once Equation 3.5 is satisfied, the tranform dimensions 
can be set as needed. In the holographic technique, there is no offset phase 
factor to take into account. Both of the far-fields which are measured 
appear to be coming from the same origin. This is the result of Equation 
6.9 in which all constant phase factors like offset and misalignment are 
.c'ombined into one constant phase, q,, which is then used to separate the real 
_and imaginary parts of the asymmetic field. 
Finally, one last note on two corrections to this theory which I did not 
:hav·e time to fully consider. The near and far-field patterns are linearly 
p.olarized and as such would be expected to contribute to intensity· variations 
as a function of angle. The other consideration which again has to do with 
measuring optical fields at large angle is the variation in the Fresnel 
reflection losses off of the far-field detector as it scans the far-field pattern 
at varying angles. I assume these effects are not negligible and perhaps 
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some experimental work could ascertain the magnitude of their effects. 
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VIII. CONCLUSIONS 
A new approach to measuring mode profiles has been developed. It 
uses a modified diffraction formula to consider large angle diffraction in 
two dimensions. A computer simulation using this formula was made of a 
field measured in the far-field out to angles of 34° that was inverse 
transformed back to the near field using an inverse fast Fourier transform 
and was found to be in close agreement with the theoretical results. 
Additionally, a new technique for measuring asymmetic mode profiles 
was developed. It uses a symmetric single mode fiber as reference source 
which intef eres with the unknown asymmetric field and forms a far-field 
holographic interference pattern. With consideration to certain Fourier 
transform properties, it is shown how the real and imaginary far-field 
amplitude patterns of the asymmetric fiber can be separated out from the 
holographic intensity pattern by controlling the phase of the reference fiber. 
Finally, an experimental setup was proposed to implement this new 
technique for use in measuring LiNb03 waveguides at their working 
wavelength, A= 1.3µ.,m. It is hoped the experimental work will be 
developed in the near future and will help to ascertain the magnitude of 
polarization and Fresnel reflection loss effects which arise from measuring 
far-field intensities at large angles. 
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APPENDIX A 
f' 
A point on a sphere of radius z centered at the origin of the (Xo,Yo) 
plane has coordintates (x' ,y' ,z') as shown in Figure 6. The R' term in the 
diffraction equation (Equation 3.1) can be written in terms of those 
coordinates: 
(A.l) 
The angle 0 between z and R, a vector from the origin of the (Xo,Yo) plane 
to a point on the (x 1,y 1) plane, can be broken down into it's components in 
the x and y-directions: ex and 0y. From Figure 6 follows: 
-= 
z' z 
L Y1 -
-
z R 
z' z 
-
-
- -
z R 
These three equations can be solved for x', y', and z' in terms of x1, y1, 
and z and substituted into Equation (A.l): 
Evaluation of this expression and it's partial derivatives at Xo = Yo = 0 will 
show that: 
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R' (0,0) = z 
aR' (0,0) Xt 
R aXo 
a2R' (0,0) 
axJ 
1 x2 
= - 1- 1 
z R2 
Therefore the truncated Maclaurin series expansion of R': 
R' = z- X1Xo _ Y1Yo 
R R 
can be used in the diffraction formula (Equation 3.1) if as in Equation 3.4: 
.. 1 >> 
kxJ 1- xr + kyJ 1- Yf 2z R2 2z R2 • 
t 
The right-hand side of the above eq nation is maximized at the (x1 ,_y1) 
plane's origin, so: 
. · -~....... 7t' ··(·· . 2 + 2) z, "'7 T ·Xo Yo 
which is exactly the relation derived in Equation 3.5. So with this 
condition, the truncated Maclaurin series for R' can be substituted into the 
exp[ikR'] term in Equation 3.1. The obliquity term, cos a, can still be 
approximated by z/R and the amplitude factor, 1/R', approximated by 1/z. 
The resulting expression for the amplitude pattern on the surf ace of a 
sphere can then be written in discrete form exactly as shown in the second 
step of Equation 3.15. 
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