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GROUND AND BOUND STATES FOR A STATIC
SCHRÖDINGER-POISSON-SLATER PROBLEM
ISABELLA IANNI AND DAVID RUIZ
Abstract. In this paper the following version of the Schrödinger-Poisson-
Slater problem is studied:
−∆u+
(
u
2
⋆
1
|4πx|
)
u = µ|u|p−1u,
where u : R3 → R and µ > 0. The case p < 2 being already studied, we
consider here p ≥ 2. For p > 2 we study both the existence of ground
and bound states. It turns out that p = 2 is critical in a certain sense,
and will be studied separately. Finally, we prove that radial solutions
satisfy a point-wise exponential decay at infinity for p > 2.
1. Introduction
Recently, many papers have studied different versions of the Schrödinger-
Poisson-Xα problem:
(1) −∆u+ ωu+
(
u2 ⋆
1
4π|x|
)
u = µ|u|p−1u, x ∈ R3,
where µ > 0. The interest on this problem stems from the Slater approx-
imation of the exchange term in the Hartree-Fock model, see [34]. In this
framework, p = 5/3 and µ is the so-called Slater constant (up to renormaliza-
tion). However, other exponents have been used in different approximations;
for more information on the relevance of these models and their deduction,
we refer to [6, 7, 8, 11, 27].
Our approach is variational, that is, we will look for solutions of (1) as
critical points of the corresponding energy functional. From a mathematical
point of view, this model presents an interesting competition between local
and nonlocal nonlinearities. This interaction yields to some non expected
situations, as has been shown in the literature (see [5, 12, 13, 14, 15, 22, 23,
29, 30, 31, 32]). Other papers dealing with this kind of variational problems
are [16, 17, 18, 28, 33, 29, 39, 38].
In this paper we consider the case ω = 0. Recall that ω corresponds to
the phase of the standing wave for the time-dependent equation; so, here
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we are searching static solutions (not periodic ones). Following [9] we could
also say that this is a ”zero mass” problem, since the linearized operator at
zero involves only the laplacian operator.
The static case has been motivated and studied in [32] as a limit profile
for certain problems when p < 2. Here we study the existence of ground
and bound states for (1) in the case p ≥ 2.
The absence of a phase term makes the usual Sobolev space H1(R3) not
to be a good framework for posing the problem (1). In [32] the following
space is introduced:
E = E(R3) = {u ∈ D1,2(R3) :
∫
R3
∫
R3
u2(x)u2(y)
|x− y| dx dy < +∞}.
The double integral expression is the so-called Coulomb energy of the wave,
and has been very studied, see for instance [24]. In other words, E(R3) is the
space of functions in D1,2(R3) such that the Coulomb energy of the charge
is finite. We also denote Er = Er(R
3) the subspace of radial functions.
In [32] it is shown that E ⊂ Lq(R3) for all q ∈ [3, 6], and the embedding
is continuous. So, we have that the energy functional Iµ : E → R,
(2)
Iµ(u) =
1
2
∫
R3
|∇u|2 dx+ 1
4
∫
R3
∫
R3
u2(x)u2(y)
|x− y| dx dy −
µ
p+ 1
∫
R3
|u|p+1 dx,
is well-defined and C1 for p ∈ [2, 5]. Moreover, its critical points are solutions
of
(3) −∆u+
(
u2 ⋆
1
4π|x|
)
u = µ|u|p−1u.
The above preliminary results are discussed in Section 2. Section 3 is
devoted to the existence of ground states for p > 2. The main result is the
following:
Theorem 1.1. Assume p ∈ (2, 5). Then there exists a ground state for (3),
that is, there exists a positive solution of (3) with minimal energy (among
all nontrivial solutions).
We point out here that we do not know whether the ground state is ra-
dially symmetric or not. Indeed, by restricting ourselves to Er, we can also
show the existence of a radial ground state (with minimal energy among all
nontrivial radial solutions). But we do not know if both solutions coincide.
Observe that here the classical Schwartz symmetrization does not work be-
cause of the nonlocal term. We point out that here the approach of [26] does
not work either.
The main problem in the proof of Theorem 1.1 is the (PS) property.
First, for this problem it is not yet known if the Palais-Smale sequences are
bounded or not. To face this problem we use a technique that dates back to
Struwe and is usually named ”monotonicity trick” (see [19, 21, 35]). In so
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doing, we can show the existence of bounded (PS) sequences for almost all
values µ > 0.
Secondly, bounded (PS) sequences could not converge, due to the trans-
lation invariance of the problem. This problem is solved by adapting the
well-known arguments of concentration-compactness of Lions ([25]). In this
way, we obtain existence of ground states for almost all values of µ. With
the help of a certain ”Pohozaev identity”, we can extend the existence result
to all values of µ. From the Pohozaev identity we also get non-existence for
p ≥ 5 (see Corollary 2.6 in Section 3.)
In Section 4 we are concerned with the existence of multiple (possibly
sign-changing) solutions. Here we restrict ourselves to the radial case, and
work under a convenient constraint. By using Krasnoselskii genus, we can
prove the following result:
Theorem 1.2. Assume p ∈ (2, 5). Then there exist infinitely many radial
bound states for (3).
As we shall see in the final section, these solutions satisfy a certain expo-
nential decay, and in particular belong to L2(R3). This justifies the name
of ”bound states” for these solutions.
The case p = 2 is critical because it presents a certain invariance, and it
is studied in Section 5. Indeed, given a solution u of (3) and a parameter λ,
the family of functions λ2u(λx) is also a solution.
Then, restricting ourselves to the radial subspace Er, we can prove the
following result:
Theorem 1.3. There exists an increasing sequence µk > 0, µk → +∞ such
that the problem
(4) −∆u+
(
u2 ⋆
1
4π|x|
)
u = µk|u|u
has a radial solution uk (indeed, there is a family of radial solutions given
by the invariance of the problem described above).
The above result can be thought of as a strongly nonlinear eigenvalue
problem. Indeed, the value µ1 is given by a minimization process, in some
aspects analogous to the first eigenvalue. But the whole procedure works
only in a radial framework. We do not know if the analogous infimum in E
is attained (see the end of Remark 5.3).
In the last section we study the decay of the solutions that we have found.
For p > 2 and assuming radial symmetry we show that the solutions of (3)
satisfy an exponential decay estimate at infinity. The result is obtained
through comparison arguments. As a consequence the solutions obtained in
Theorem 1.2 belong to L2(R3), which is desirable from the point of view of
applications. We point out that this estimate does not follow from arguments
like in [1, 10, 36]; here different arguments are to be used.
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2. Preliminaries
We begin by enumerating some properties of the space E and the problem
(3) that will be of use throughout the paper. Next proposition has been
proved in [32]:
Proposition 2.1. Let us define, for any u ∈ E,
‖u‖E =
(∫
R3
|∇u(x)|2 dx+
(∫
R3
∫
R3
u2(x)u2(y)
|x− y| dx dy
)1/2)1/2
.
Then, ‖ · ‖E is a norm, and (E, ‖ · ‖E) is a uniformly convex Banach space.
Moreover, C∞0 (R
3) is dense in E, and also C∞0,r(R
3) is dense in Er.
Let us define φu =
1
4π|x| ⋆ u
2; then, u ∈ E if and only if both u and φu
belong to D1,2(R3). In such case, problem (3) can be rewritten as a system
in the following form:
(5)
{
−∆u+ φu = µup
−∆φ = u2.
Moreover,
∫
R3
|∇φu(x)|2 dx =
∫
R3
φu(x)u(x)
2 dx =
∫
R3
∫
R3
u2(x)u2(y)
4π|x− y| dx dy.
By multiplying (a priori, formally, but it can be made rigorous by trun-
cating and using cut-off functions) the second equation in (5) by |u| and
integrating, we obtain:∫
R3
|u|3 =
∫
R3
(−∆φ)|u| =
∫
R3
〈∇φ,∇|u|〉.
We easily deduce the following inequality, that will be used may times in
what follows
(6)
∫
R3
|u|3 ≤ 1
2
∫
R3
(
|∇u|2 + |∇φ|2
)
.
By the above inequality and Sobolev inequality we conclude that E ⊂
Lq(R3) for any q ∈ [3, 6]. Indeed, this range is optimal and the embedding
is continuous, see [32]. As a consequence, the functional Iµ : E → R,
(7)
Iµ(u) =
1
2
∫
R3
|∇u|2 dx+ 1
4
∫
R3
∫
R3
u2(x)u2(y)
|x− y| dx dy −
µ
p+ 1
∫
R3
|u|p+1 dx,
is well-defined and C1 for p ∈ [2, 5].
In [32] the following characterizations of the convergences in E is given:
Lemma 2.2. Given a sequence {un} in E, un → u in E if and only if
un → u and φun → φu in D1,2(R3).
Moreover, un ⇀ u in E if and only if un ⇀ u in D
1,2(R3) and
∫
R3
∫
R3
u2n(x)u
2
n(y)
|x−y| dx dy
is bounded. In such case, φun ⇀ φu in D
1,2(R3).
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For the sake of brevity, let us define:
T : E4 → R, T (u, v, w, z) =
∫
R3
∫
R3
u(x)v(x)w(y)z(y)
4π|x− y| dxdy.
Clearly, T is a continuous map, linear in each variable. Throughout the
paper we will need the following technical result:
Lemma 2.3. Assume that we have three weakly convergent sequences in E,
un ⇀ u, vn ⇀ v, wn ⇀ w, and z ∈ E. Then:
T (un, vn, wn, z)→ T (u, v, w, z).
Proof. Observe that if two of the above sequences are constantly equal to
their respective limits, the conclusion holds immediately (we have a contin-
uous linear map applied to a weakly convergent sequence).
Step 1 Suppose that wn = w for all n ∈ N. Then:
T (un, vn, w, z) = T (un − u, vn, w, z) + T (u, vn, w, z).
By the above discussion, the second right term converges to T (u, v, w, z).
Moreover, by using Holder to the functions (un(x)−u(x))w(y) and vn(x)z(y),
we have:
T (un − u, vn, w, z)2 ≤ T (un − u, un − u,w,w)T (vn, vn, z, z).
The second term on the right being uniformly bounded, let us show that the
first term converges to 0. Observe now that:
T (un − u, un − u,w,w) =
∫
R3
∇φ(un−u) · ∇φw,
following the notation φu =
1
4π|x| ⋆ u
2.
Lemma 2.2 implies that φ(un−u) ⇀ 0 in D
1,2(R3), and this concludes the
proof of Step 1.
Step 2 Assume now that un = u for all n ∈ N. Then:
T (u, vn, wn, z) = T (u, vn − v,wn, z) + T (u, v, wn, z).
As above, the second right term converges to T (u, v, w, z). We now use
Holder estimate to the functions u(x)wn(y) and (vn(x)− v(x))z(y), to con-
clude:
T (u, v, wn, z)
2 ≤ T (u, u,wn, wn)T (vn − v, vn − v, z, z).
Observe now that the first right term is uniformly bounded and the second
converges to 0 by the first step.
Step 3 Finally, we consider the general case.
T (un, vn, wn, z) = T (un − u, vn, wn, z) + T (u, vn, wn, z).
By the second step, the second right term converges to T (u, v, w, z). With
respect to the first term, we apply Holder estimate to the functions (un(x)−
u(x))z(y) and vn(x)wn(y):
T (un − u, vn, wn, z)2 ≤ T (un − u, un − u, z, z)T (vn, vn, wn, wn).
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The second right term is bounded and the first term converges to zero thanks
to Step 1.

We also state here, for convenience of the reader, an adaptation to the
space E of a result due to P.-L. Lions, see Lemma I.1 of [25]:
Lemma 2.4. Let {un} a bounded sequence in E, q ∈ [3, 6), and assume that
sup
y∈R3
∫
B(y,R)
|un|q → 0 for some R > 0.
Then un → 0 in Lα(R3) for any α ∈ (3, 6).
Proof. By applying Lemma I.1 of [25] with p = 2, we obtain that un → 0 in
Lα(R3) for any α ∈ (q, 6). Recall now that un is bounded in E, and hence
in L3(R3). We conclude by interpolation. 
To end up the section, we give a ”Pohozaev-type” identity. This identity
is very close to the one given in [13] for the non-static case (that is, equation
(1) with ω 6= 0). The proof is exactly the same in this case and will be
skipped.
Proposition 2.5. Let p > 0 and u ∈ E ∩ H2loc(R3) be a weak solution of
(3). Then:
(8)
1
2
∫
R3
|∇u|2 + 5
4
∫
R3
∫
R3
u2(x)u2(y)
|x− y| dx dy −
3µ
p+ 1
∫
R3
|u|p+1 = 0.
In particular, we have the following non-existence result, also very close
to that of [13]:
Corollary 2.6. For p ≥ 5, there is no solution u ∈ E∩H2loc(R3) of problem
(3).
3. Ground states in the case p > 2
Along this section we consider p ∈ (2, 5). As we mentioned in the intro-
duction, we will look for solutions of (3) as critical points of the functional
Iµ defined in (7).
Let us define M : E → R as:
M [u] :=
∫
R3
|∇u|2dx+
∫
R3
∫
R3
u2(x)u2(y)
|x− y| dxdy.
Just by taking into account the definitions of M and ‖ · ‖E , we can easily
check that for any u ∈ E
(9)
1
2
‖u‖4E ≤M [u] ≤ ‖u‖2E , if either ‖u‖E ≤ 1 or M [u] ≤ 1.
The following estimate will be of use:
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Lemma 3.1. There exists C > 0 such that
‖u‖p+1
Lp+1(R3)
≤ CM [u] 2p−13 , for all u ∈ E.
Proof. Let ut(x) := t
2u(tx), for t ∈ R+. By the continuity of the embedding
E →֒ Lp+1(R3), we have:
(10)
∫
R3
|u|p+1dx = t1−2p
∫
R3
|ut|p+1 ≤ Ct1−2p‖ut‖p+1E .
We fix now an appropriate t. For this scope observe thatM [ut] = t
3M [u], so
choosing t := M [u]−
1
3 , it follows that M [ut] = 1 and by (9) we obtain that
‖ut‖E ≤ 4
√
2. The conclusion follows substituting this value of t in (10). 
As a first consequence, we obtain a lower bound onM [u] for the solutions
of (3):
Corollary 3.2. There exists η > 0 such that M [u] > η for any nontrivial
solution u of (3).
Proof. By multiplying equation (3) by u and integrating, we obtain that
M [u] =
∫
R3
|u|p+1. Combining this with the previous lemma, we have:
‖u‖p+1
Lp+1(R3)
≤ CM [u] 2p−13 ≤ C‖u‖
(2p−1)(p+1)
3
Lp+1(R3)
.
Since p > 2, we conclude. 
We now turn our attention to the functional Iµ, and show that it satisfies
the geometric properties of the mountain-pass theorem.
Proposition 3.3. Iµ has a proper local minimum at 0 and is unbounded
from below.
Proof. We can estimate Iµ as:
(11) Iµ(u) ≥
1
4
M [u]− µ
p+ 1
‖u‖p+1
Lp+1(R3)
.
From (11) and Lemma 3.1 we get
(12) Iµ(u) ≥ g(M [u])
where g(s) := 14s− Cp+1s
2p−1
3 ≥ 15s for s ∈ (0, δ), being δ small enough.
Thanks to (9), we can choose ε ∈ (0, 1) such that if ‖u‖E < ε, M [u] < δ,
and then Iµ(u) ≥ 15M [u] ≥ 110‖u‖4E .
We now show that Iµ is unbounded below. Fix u ∈ E − {0} and define,
for any t > 0, ut(x) = t
2u(tx). We compute:
Iµ(ut) = t
3
[
1
2
∫
R3
|∇u(x)|2dx+ 1
4
∫
R3
∫
R3
u2(x)u2(y)
|x− y| dxdy
]
−µt
2p−1
p+ 1
∫
R3
|u(x)|p+1dx.
Since p > 2, limt→+∞ J(ut) = −∞.

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So, Iµ satisfies the geometric conditions of the mountain-pass theorem
of Ambrosetti-Rabinowitz (see [4]). However, the main problem is that the
(PS) condition does not hold. If p ≥ 3 it is easy to prove that (PS) sequences
are bounded in E, but this conclusion is not known for p ∈ (2, 3).
In order to face this difficulty, we use the so-called ”monotonicity trick”,
a method that dates back to Struwe [35] (see also [19]). If fact, the name is
quite inconvenient since it has been proved not to depend on monotonicity,
see [21].
Within this method, we need to use a min-max argument involving a
family of curves independent of µ; this is at the core of the technique. In
so doing, one obtains solutions for almost all µ: after that we can complete
the existence result by using the Pohozaev identity. Similar reasonings have
been used in [5, 20, 22].
Let us fix ε ∈ (0, 1), and consider µ ∈ [ε, ε−1]. Define the family of curves
and the corresponding min-max value:
Γ = {γ ∈ C([0, 1], E), γ(0) = 0, Iε(γ(1)) < 0} ,
cµ := inf
γ∈Γ
max
t∈[0,1]
Iµ(γ(t)) > 0, µ ∈ [ε, ε−1].
Clearly, if µ < µ′ we have that cµ ≥ cµ′ , and hence we always have
cµ ≥ cε−1 > 0. Observe also that for any µ ∈ [ε, ε−1] and any γ ∈ Γ,
Iµ(γ(1)) < 0.
Our intention is to find a critical point at level cµ. By next proposition,
this solution will be a ground state.
Proposition 3.4. Let µ ∈ [ε, ε−1] and u ∈ E − {0} be a solution of (3).
Then Iµ(u) ≥ cµ.
Proof. Given such solution u, let us define again ut(x) = t
2u(tx), and γ :
R → E, γ(t) = ut. Clearly γ is a continuous curve in E and γ(0) = 0.
Moreover:
f(t) = Iµ(γ(t)) = t
3
[
1
2
∫
R3
|∇u(x)|2dx+ 1
4
∫
R3
∫
R3
u2(x)u2(y)
|x− y| dxdy
]
−µt
2p−1
p+ 1
∫
R3
|u(x)|p+1dx.
It is easy to check that f is C1 and has a unique critical point that corre-
sponds to its maximum. Let us compute its derivative at t = 1:
f ′(1) =
3
2
∫
R3
|∇u(x)|2dx+3
4
∫
R3
∫
R3
u2(x)u2(y)
|x− y| dxdy−µ
2p− 1
p+ 1
∫
R3
|u(x)|p+1dx.
Recall now that u is a solution, and hence verifies the Pohozaev-type identity
(8). From this and from the identity I ′µ(u)(u) = 0 we deduce that f
′(1) = 0.
That is:
max
t∈R
Iµ(γ(t)) = Iµ(u).
Since limt→+∞ f(t) = −∞, we can take M > 0 such that Iε(γ(M)) < 0.
Reparametrizing γ0 : [0, 1] → E, γ0(t) = γ(Mt), we obtain that γ0 ∈ Γ.
Therefore, cµ ≤ Iµ(u).

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We dedicate the rest of the section to prove that cµ is a critical value of
Iµ.
Theorem 3.5. There holds:
(1) The map [ε, ε−1] ∋ µ 7→ cµ is nonincreasing and left continuous. In
particular, it is almost everywhere differentiable. Let us denote by
J ⊂ [ε, ε−1] the set of differentiability of J .
(2) For any µ ∈ J , there exists a bounded sequence {un} ⊂ E such that
Iµ(un)→ cµ, I ′µ(un)→ 0.
The first assertion of the above theorem is quite evident. For the proof of
the second assertion see the general result of [19, 21] (see also Proposition
2.3 of [5]).
Next proposition studies the behavior of bounded (PS) sequences:
Proposition 3.6. Let {un} ⊂ E be a bounded Palais-Smale of Iµ sequence
at a certain level c > 0. Then, up to a subsequence, there exists k ∈ N∪{0}
and a finite sequence
(v0, v1, .., vk) ⊂ E, vi 6≡ 0, for i > 0
of solutions of
−∆u+ φuu = µup
and k sequences {ξ1n}, .., {ξkn} ⊂ R3, such that
‖un − v0 −
∑k
i=1 vi(· − ξin)‖E → 0
|ξin| → +∞, |ξin − ξjn| → +∞, i 6= j, as n→ +∞
∑k
i=0 Iµ(vi) = c, M [un]→
∑k
i=0M [vi].
Proof. Step 1 Since {un} is bounded and E is a reflexive Banach space,
then, up to a subsequence, we may assume that un ⇀ v0 in E. Moreover
I ′µ(v0) = 0; indeed, if ψ ∈ C∞0 (R3),
I ′µ(un)(ψ) =
∫
R3
∇un∇ψ +
∫
R3
φununψ − µ
∫
R3
|un|p−1unψ → 0,
∫
R3
∇un∇ψ →
∫
R3
∇v0∇ψ, (since un ⇀ v0 in D1,2(R3)),
∫
R3
φununψ →
∫
R3
φv0v0ψ, (from Lemma 2.3),
∫
R3
|un|p−1unψ →
∫
R3
|v0|p−1v0ψ,
(observe that un → v0 in Lp(K) when K is compact).
Define
un,1 := un − v0.
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We claim now that
(13) Iµ(un)− Iµ(un,1)→ Iµ(v0),
(14) M [un]−M [un,1]→M [v0].
From weak convergence inD1,2(R3), it follows that
∫
R3
|∇un|2 dx−
∫
R3
|∇(un−
v0)|2 dx →
∫
R3
|∇v0|2 dx. By passing to a convenient subsequence, if neces-
sary, we can assume that un → v0 almost everywhere. By the Brezis-Lieb
lemma (see for instance [24, 37], we have:
∫
R3
|un|p+1dx−
∫
R3
|un − v0|p+1 dx→
∫
R3
|v0|p+1dx.
We use the notation and the result of Lemma 2.3, to conclude:
T (un−v0, un−v0, un−v0, un−v0) = T (un, un−v0, un−v0, un−v0)+o(1) =
T (un, un, un − v0, un − v0) + o(1) = T (un, un, un, un − v0) + o(1) =
T (un, un, un, un)− T (v0, v0, v0, v0) + o(1).
This finishes the proof of the claim.
If un,1 → 0 in E we are done, since in this case we have Iµ(un,1) → 0,
M [un,1]→ 0,
Iµ(v0) = c, M [un]→M [v0].
Observe that in this case v0 6≡ 0 (since c > 0).
Assume now that un,1 6→ 0 in E. Recall that {un} is a (PS) sequence and
that v0 is a solution, then
(15) I ′µ(un)(un) =M [un]− µ
∫
R3
up+1n → 0 =M [v0]− µ
∫
R3
vp+10 .
Recall that un ⇀ v0 in E; by Lemma 2.2, this implies that un ⇀ v0 and
φun ⇀ φv0 in D
1,2(R3). Since un 6→ v0 in E, at least one of these conver-
gences is not strong in D1,2(R3), which implies that, up to a subsequence,
lim
n→+∞
M [un] = lim
n→+∞
‖un‖2D1,2(R3) + ‖φun‖2D1,2R3 > M [v0].
Combining this with (15) we conclude that un 6→ v0 in Lp+1(R3).
By Lemma 2.4, given any q ∈ [3, 6), there exist δ1 > 0, {ξ1n} ⊂ R3, such
that
(16)
∫
B1
|un,1(x+ ξ1n)|q dx ≥ δ1 > 0.
Since un,1 ⇀ 0, we have that |ξ1n| → +∞.
Step 2 Let us consider now the sequence {un,1(·+ξ1n)}. Obviously, it is a
bounded (PS) sequence at level c−Iµ(v0) (recall (13)). Up to a subsequence,
we may assume that un,1(· + ξ1n) ⇀ v1 in E. As in Step 1 we have that v1
is a solution. By (16) we also have that v1 6= 0.
Define
un,2 := un,1 − v1(· − ξ1n).
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Arguing as in Step 1 and taking into account (13), (14), we obtain
Iµ(un,2) = Iµ(un,1)− Iµ(v1) + o(1) = Iµ(un)− Iµ(v0)− Iµ(v1) + o(1).
Analogously, we also have
M [un,2] =M [un,1]−M [v1] + o(1) =M [un]−M [v0]−M [v1] + o(1).
Observe that un,2 ⇀ 0 since both summands converge weakly to zero,
and un,2(· + ξ1n) ⇀ 0 by the definition of v1 (both weak convergences must
be understood in E).
If un,2 → 0 in E, then we are done. Otherwise, as in Step 1, we can show
that un,2 6→ 0 in Lp+1(R3). By Lemma 2.4, given any q ∈ [3, 6) there exist
δ2 > 0, {ξ2n} ⊂ R3, such that
(17)
∫
B1
|un,2(x+ ξ2n)|q dx ≥ δ2 > 0.
Since un,2 ⇀ 0 and un,2(·+ξ1n)⇀ 0 we deduce that |ξ2n| → +∞, |ξ2n−ξ1n| →
+∞. Therefore, up to a subsequence, un,2(·+ ξ2n)⇀ v2 6= 0. We now define:
un,3 = un,2 − v2(· − ξ2n).
Iterating the above procedure we construct sequences {un,j}j=0,1,2,... and
{ξjn}j , in the following way
un, j+1 = un,j − vj
(
· − ξjn
)
,
vj := weak limun,j
(
·+ ξjn
)
,
I ′µ(vj) = 0, for j ≥ 0, vj 6≡ 0 for j ≥ 1,
Iµ(un,j) = Iµ(un)−
j−1∑
h=0
Iµ(vh) + o(1),
M [un,j ] =M [un]−
j−1∑
h=0
M [vh] + o(1).
Now observe that M [un] is bounded and M [vh] > η > 0 by Corollary 3.2.
This implies that the iteration must stop at a certain point, that is, for some
k, un,k → 0 in E. This finishes the proof.

Corollary 3.7. Let un be a bounded (PS) sequence for Iµ at level cµ. Then
un converges in E (up to translations) to a solution u, and Iµ(u) = cµ.
Proof. We apply Proposition 3.6; in particular,
k∑
i=0
Iµ(vi) = cµ,
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where vi are solutions of (3) and only v0 could be zero. By Proposition
3.4, Iµ(vi) ≥ cµ whenever vi 6= 0. There are two possibilities then: either
v0 6= 0 and k = 0, or v0 = 0 and k = 1. In the first case, v0 is a solution
at level cµ and un → v in E. In the latter, v1 is a solution at level cµ and
un(·+ ξ1n)→ v1 in E.

Next result concludes, together with Proposition 3.4, the proof of Theo-
rem 1.1:
Theorem 3.8. For any µ ∈ (ε, ε−1], there exists a positive solution u ∈ E
of (3), and Iµ(u) = cµ.
Proof. First, assume that µ ∈ J , where J is defined in Theorem 3.5. That
theorem establishes the existence of a bounded (PS) sequence at level cµ.
By Corollary 3.7, we conclude.
For general µ ∈ (ε, ε−1], take a sequence {µn} ⊂ J , µn → µ increasingly,
and un critical points of Iµn at level cµn . Since µn is increasing, cµn → cµ.
The functions un satisfy both the equations Iµn(un) = cµn and I
′
µn(un)(un) =
0. Moreover, they satisfy the Pohozaev identity (8). We gather the three
equations in a system:
(18)



1
2An +
1
4Bn − 1p+1Cn = cµn
An +Bn − Cn = 0
1
2An +
5
4Bn − 3p+1Cn = 0,
whereAn =
∫
R3
|∇un|2, Bn =
∫
R3
∫
R3
u2n(x)u
2
n(y)
|x−y| dx dy and Cn = µn
∫
R3
|un|p+1.
Solving the above system, we get
An =
5p− 7
2(p − 2) cµn , Bn =
5− p
p− 2 cµn , Cn =
3(p+ 1)
2(p− 2) cµn .
Since cµn is bounded, we deduce that An, Bn and Cn must be bounded.
In particular, the sequence {un} is bounded in E. Moreover,
Iµ(un) = Iµn(un) +
µn − µ
p+ 1
∫
R3
|un|p+1 = cµn +
µn − µ
p+ 1
∫
R3
|un|p+1 → cµ,
I ′µ(un)(v) = I
′
µn(un)(v) + (µn − µ)
∫
R3
|un|p−1unv ≤
|µn − µ|‖un‖pLp+1(R3)‖v‖Lp+1(R3) ≤ C|µn − µ|‖v‖E .
So, {un} is a bounded (PS) sequence for Iµ at level cµ. By Corollary 3.7 we
conclude the existence of a solution u.
We now prove that u does not change sign. Recall that given any v ∈ E,
we denote vt(x) = t
2v(tx). Define f, g, h : (0,+∞) → R real functions as
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follows:
f(t) = Iµ(ut) =
t3
[
1
2
∫
R3
|∇u(x)|2dx+ 1
4
∫
R3
∫
R3
u(x)2u(y)2
|x− y| dxdy
]
− µt
2p−1
p+ 1
∫
R3
|u(x)|p+1dx.
g(t) = Iµ((u
+)t) =
t3
[
1
2
∫
R3
|∇u+(x)|2dx+ 1
4
∫
R3
∫
R3
u+(x)2u+(y)2
|x− y| dxdy
]
− µt
2p−1
p+ 1
∫
R3
|u+(x)|p+1dx.
h(t) = Iµ((u
−)t) =
t3
[
1
2
∫
R3
|∇u−(x)|2dx+ 1
4
∫
R3
∫
R3
u−(x)2u−(y)2
|x− y| dxdy
]
− µt
2p−1
p+ 1
∫
R3
|u−(x)|p+1dx.
It is easy to check that g(t) + h(t) ≤ f(t) (the inequality appears due
to the nonlocal term). Reasoning as in Proposition 3.4 we can show that
max f = f(1) = Iµ(u) = cµ. Take t1, t2 values at which the functions g, h
attain their respective maxima. Assume, for instance, t1 ≤ t2; this implies
that h(t1) ≥ 0. So, max g = g(t1) ≤ g(t1) + h(t1) ≤ f(t1) ≤ max f = cµ. By
the definition of cµ, all previous inequalities must be equalities: in particular,
h(t1) = 0, and remember that t1 ≤ t2. This is only possible if u− = 0. If
t1 > t2, we can argue analogously to prove that u
+ = 0.
So, up to a change of sign, we can assume u ≥ 0. By the maximum
principle, we easily get that u > 0.

Remark 3.9. We can also restrict ourselves to the subspace of radial func-
tions Er ⊂ E from the beginning. In this way, one can prove that there exist
radial solutions at level bµ, defined as
bµ := inf
γ∈Λ
max
t∈[0,1]
Iµ(γ(t)) > 0, µ ∈ [ε, ε−1],
Λ = {γ ∈ C([0, 1], Er), γ(0) = 0, Iε(γ(1)) < 0} .
In this case the proof of the convergence of bounded (PS) sequences is
easier by compactness of the embedding Er →֒ Lp+1(R3), see [32]. Alterna-
tively, we can use Proposition 3.6; in a radial framework, k must be equal
to zero. The rest of the argument works as before.
These solutions have minimal energy among all solutions in Er, that is,
an analogous to Proposition 3.4 holds for Er and bµ.
We do not know if bµ = cµ nor if both solutions may coincide.
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4. Bound states for p > 2
In this section we are concerned with the multiplicity of radial (probably
sign-changing) solutions of problem (3). By considering radial functions,
we will be able to rule out the lack of compactness due to the effect of
translations.
Let us define:
(19) M̃ :=
{
u ∈ E :
∫
R3
|u|p+1 = 1
}
.
We consider the C1 functional J : E → R
(20) J(u) =
1
2
∫
R3
|∇u|2dx+ 1
4
∫
R3
φuu
2dx.
Our scope is to find critical points of J constrained on M̃ in order to obtain
solutions of (3).
We begin by the following lemma:
Lemma 4.1. J is bounded from below on M̃ and
inf
M̃
J > 0.
Proof. From [32] we now that:
‖u‖Lp+1 ≤ C‖u‖E .
This implies that in M̃, the norm ‖ · ‖E is bounded below. From the
definition of J , the result follows. 
From now on we restrict ourselves to the radial subspace Er and prove
Theorem 1.2. Obviously Lemma 4.1 continues to hold just restricting J to
Er and substituting the manifold M̃ with
(21) M :=
{
u ∈ Er :
∫
R3
|u|p+1 = 1
}
.
Since the manifoldM is symmetric (u ∈ M⇒ −u ∈ M) and J is an even
functional on it, we are naturally led to apply techniques from Ljusternik-
Schnirelman category theory. Precisely (see definition (22) below) we use
min-max characterizations of critical values using the Krasnoselski genus
(we refer for instance to [2] for the definition of the genus and for the theory
related).
Let A to denote the set of closed and symmetric (with respect to the
origin) subsets of Er/{0} and let γ(A) be the genus of a set A ∈ A. For any
k ≥ 1 let
(22) bk := inf
A∈Γk
max
x∈A
J(x),
where
Γk := {A ⊂M : A ∈ A, A compact and γ(A) ≥ k}.
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Our scope is to show that each bk is a critical value of J |M. First let us
observe that {bk}k≥1 is well defined, indeed next lemma implies that the set
Γk 6= ∅, for any k ≥ 1 :
Lemma 4.2. The manifold M∈ A and γ(M) = +∞.
Proof. The closure of M follows from the compactness of the embedding
Er →֒ Lp+1(R3).
Observe that M is homeomorphic to the unit sphere S of Er (through
the homeomorphism u 7→ λ2u(λx)), and that γ(S) = +∞ because Er is
an infinite dimensional Banach space. From the invariance of the genus by
homeomorphism it follows that γ(M) = +∞. 
As we have already mentioned, the advantage of restricting ourselves to
Er is that we have more convenient compactness properties. Indeed, we
have:
Lemma 4.3. J satisfies the (PS) condition on M.
Proof. Let {un} ⊂ M be a (PS) sequence onM. {un} is bounded because
J(un) is bounded by assumption and it is easy to see that the functional
J is coercive. Since Er is a reflexive Banach space, it follows that up to
a subsequence un converges weakly in Er to a certain ū ∈ Er. From the
compactness of the embedding Er →֒ Lp+1(R3) it follows that also ū ∈ M.
We claim that un → ū strongly in Er.
Observe that for any u ∈ M, TuM = {v ∈ Er :
∫
R3
|u|p−1uv = 0}. So, we
can define the following projection onto TuM:
Pu : Er → TuM, Pu(v) = v − u
∫
R3
|u|p−1uv.
Take wn = Pun(un − ū). Clearly, wn ∈ TunM and is bounded in norm.
Moreover, wn = (un − ū) + λnun, where λn = −
∫
R3
|un|p−1un(un − ū)→ 0.
Since {un} is a (PS) sequence onM, it follows that
0← (J |M)′ (un)(wn) = J ′(un)(un − ū) + λnJ ′(un)(un).
We now use the notation and the result of Lemma 2.3:
0← J ′(un)(un−ū) =M [un]−
∫
R3
∇un∇ū−T (un, un, un, ū) =M [un]−M [ū]+o(1).
So we conclude that M [un]→M [ū], that is,
‖un‖2D1,2(R3) + ‖φun‖2D1,2(R3) → ‖ū‖2D1,2(R3) + ‖φū‖2D1,2(R3).
By Lemma 2.2 un → u in E. 
We can now complete the proof:
Proof of Theorem 1.2. From Lemma 4.3 and Lemma 4.1 we know that J |M
verifies the (PS) condition and is bounded from below. From the genus
theory (see e.g. [2, Theorem 10.9]) it follows that each bk defined in (22)
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is a critical value for J |M. Moreover the sequence {bk} is obviously non-
decreasing and in particular b1 = infM J, which is strictly positive by Lemma
4.1. Last, since γ(M) = +∞, we also know (see e.g. [2, Theorem 10.10])
that bk → supM J = +∞.
In conclusion, for any k ≥ 1, there exists (at least) a pair uk,−uk ∈ M
of radial solutions of the equation
(23) −∆u+ φuu = µk|u|p−1u in R3,
with J(uk) = bk → +∞.
In particular u1 > 0, indeed b1 = minM J, |u1| ∈ M and J(|u1|) =
J(u1) = b1, hence we can assume u1 ≥ 0. The strict inequality follows from
the strong maximum principle.
We now intend to get rid of the Lagrange multiplier µk. First of all, we
have the following relation between µk and bk.
Lemma 4.4. µk =
3(p+1)
2p−1 bk.
Proof of Lemma. Recall that uk ∈ M is a solution of (23). Let us define
α =
∫
R3
|∇uk|2, β =
∫
R3
∫
R3
u2
k
(x)u2
k
(y)
|x−y| dx dy. By multiplying equation (23)
by u and integrating, we obtain: α + β = µk. If we also take into account
the equality J(uk) = bk and the Pohozaev identity (8), we are led with the
system:
(24)



α+ β = µk,
1
2α+
1
4β = bk,
1
2α+
5
4β = µk.
If we consider µk and bk as parameters, it is easy to check that the above
system is compatible only if µk =
3(p+1)
2p−1 bk.

In particular, the Lagrange multipliers µk are positive and diverge as
k → +∞. We now conclude the proof of Theorem 1.2. Given λ > 0, define
again vk(x) = λ
2uk(λx). Clearly, vk is a solution of:
−∆v + φvv = λ4−2pµkvp.
By choosing λ conveniently, we obtain a solution of (3).

5. The case p = 2; proof of Theorem 1.3
In this section we deal with the case p = 2. It differs from the previous
cases and turns out to be critical because, as already observed in the in-
troduction, it presents the following scaling invariance: given a nontrivial
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solution u of
(25) −∆u+
(
u2 ⋆
1
4π|x|
)
u = µ|u|u
and a parameter λ ∈ R, also the function λ2u(λx) is a solution.
Due to this invariance, for any solution u of (25), we can re-scale it so
that
∫
R3
|u|3 = 1. Moreover, here we will look for radial solutions only. As
in the previous section, our approach will be to find critical points of the
functional J on the manifoldM, where J andM are defined in (20), (21)
respectively.
It is easy to check that all the procedure used in previous section works
also for p = 2. Indeed, also the embedding Er →֒ L3(R3) is compact (see
[32]), which is the essential tool to prove the (PS) property.
So, we obtain a sequence bk → +∞ of critical values, and a sequence of
Lagrange multipliers µk, with µk = 3bk (by Lemma 4.4). Hence there exist
solutions ±uk of the problem:
(26) −∆u+ φuu = µk|u|u in R3,
The main difference is that now we cannot get rid of the Lagrange mul-
tiplier as in the case p > 2. In this way we conclude the result of Theorem
1.3.
We point out that this is not a problem of the method of the proof, but
it is something intrinsic of the problem. As commented previously, in the
case p = 2 the problem is invariant under the transformation t2u(tx). It is
quite reasonable then that solutions appear only for certain values µk, and
in such case we have a curve of solutions.
Indeed, it is easy to obtain the following non-existence result:
Proposition 5.1. For µ < 2 equation (25) has only the trivial solution
u = 0.
Proof. We just multiply (25) by u, integrate, and recall inequality (6):
µ
∫
R3
|u|3 =
∫
R3
|∇u|2 + |∇φu|2 ≥ 2
∫
R3
|u|3.

Remark 5.2. By multiplying (25) by u, integrating and using the Pohozaev-
type inequality (8) we get Iµ(u) = 0. So, for p = 2, all possible solutions of
(25) have energy equal to zero; this is another implication of the degeneracy
of the problem. Moreover, Iµ does not exhibit a mountain-pass geometry;
just observe that 0 is not a proper local minimum for Iµ, since Iµ ≡ 0 along
any curve of solutions λ2u(λx).
Remark 5.3. One could consider the minimization problem: inf{J(u) : u ∈
M̃}, see (19), (20). Observe that here we do not assume radial symmetry.
If p > 2 it can be proved that this minimum exists; this was pointed out to
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us by Denis Bonheure in a personal communication. Indeed, let us define
the infimum:
mα = inf
{
J(u) : u ∈ E,
∫
R3
|u|p+1 = α
}
.
By using the usual curve λ 7→ λ2u(λx), we can prove that mα+β < mα +
mβ. So, we can use the ideas of [25, part 1, section 1] to avoid dichotomy.
Once a critical point u of J |M has been found, we get a Lagrange multi-
plier µ in the equation. As in Section 4, we define v(x) = λ2u(λx), where
λ4−2pµ = 1. Recall that µ = 3(p+1)2p−1 b, where b = J(u). Now we can compute:
I(v) = λ3J(u)− λ
2p−1
p+ 1
= λ3(b− µ
p+ 1
) = λ3b
2(p − 2)
2p − 1 .
Therefore, a minimizer of JM corresponds to a ground state solution of
the original problem.
However, in Section 2 we have preferred to consider the free functional Iµ.
These arguments are more general and could be useful to deal with nonlin-
earities different from |u|p−1u (under some conditions on the nonlinearity).
The case p = 2 seems to be much harder, and we do not know if there
exists a minimizer. If we define:
mα = inf{J(u) : u ∈ E,
∫
R3
|u|3dx = α},
it is easy to check that mα+β = mα + mβ. So, the ideas of [25] do not
work, and indeed one can construct minimizing sequences where dichotomy
appears.
6. Decay estimates
In this section we show that when p > 2, the radial solutions of (3) have
an exponential decay at infinity. Hence, in particular, they belong to L2(R3).
This result applies both to the radial ground states and to the (non-positive)
radial bound states found in Section 3.
The main result of this section is the following:
Theorem 6.1. Assume p ∈ (2, 5) and let u ∈ E be a radial solution of (3).
Then there exist C1, C2 > 0 and R > 0 such that
u(r) ≤ C1r−
3
4 e−C2
√
r if r > R.
Proof. Let u ∈ E be a radial solution of the (3) and let as usual φu(x) =(
u2 ⋆ 14π|x|
)
. First of all, by a comparison argument,
(27) φu(x) ≥
c
1 + |x| for some c > 0.
We claim that for any u ∈ Er there exists a sequence Rn → +∞ and a
sequence an → 0 such that u(Rn) = anRn . The contrary would imply that
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there exists ǫ > 0 and R > 0 such that |u(r)| ≥ ǫr for any r > R. But then
C‖u‖3E ≥ ‖u‖3L3(R3) ≥
∫ +∞
R r
2|u(r)|3 dr = +∞, a contradiction.
We now prove that there exists R > 0 such that
(28) |u(x)| ≤ µφu(x) for |x| > R.
To prove that, we take n large enough and use comparison principles to
compare u and µφu in the complementary of B(0, Rn). We have


−∆(u− µφu) = µ|u|p−1u− φuu− µu2 in |x| > Rn,
(u− µφu)(Rn) < 0 in |x| = Rn.
Multiplying the equation by (u − µφu)+ and integrating in {|x| > Rn} we
get ∫
|x|>Rn
|∇(u− µφu)+|2dx =
∫
|x|>Rn
{
µ|u|p−1u− φuu− µu2
}
(u− µφu)+dx
≤ µ
∫
|x|>Rn
{
|u|p−1u− u2
}
(u− µφu)+dx ≤ 0,
where we used the fact that u > 0 when (u − µφu)+ 6= 0 to eliminate the
term φuu and also that u→ 0 at infinity to obtain the last inequality.
Hence, u ≤ µφu out of a certain fixed ball B(0, R). In the same way, we can
show that −u ≤ µφu and so (28) is proved.
From (27), (28) we deduce that there exists c′ > 0 such that
(29) φu(x)− µ|u(x)|p−1 ≥
c′
|x| for |x| > R.
Inequality (29) allows us to compare u and −u with the radial solution w
of 


−∆w + c′|x|w = 0 if |x| > R,
w = |u| if |x| = R,
w → 0 if |x| → +∞.
More precisely, let us consider u (the arguments for −u are similar), then
we have


−∆(u−w) + c′|x|(u− w) = µ|u|p−1u− φuu+ c
′
|x|u if |x| > R,
(u− w) ≤ 0 if |x| = R,
u− w→ 0 if |x| → +∞.
Multiplying the equation by (u− w)+ and integrating in {|x| > R} we get
∫
|x|>R
|∇(u− w)+|2dx+
∫
|x|>R
c′
|x| {(u− w)
+}2dx
=
∫
|x|>R
u
(
µ|u|p−1 − φu +
c′
|x|
)
(u− w)+dx ≤ 0,
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where the last inequality follows from (29) and from the fact that, since by
weak maximum principle w ≥ 0, u > 0 when (u − w)+ 6= 0. Hence u ≤ w
out of the ball B(0, R). In the same way we have −u ≤ w.
In conclusion we have proved that |u| ≤ w out of the ball B(0, R), but
we know that w has the exponential decay
w(r) ≤ C 1
r
3
4
e−2c
′
√
r for r > R′
(cfr. [3, Section 4]), for certain C > 0, R′ > 0, hence the theorem is proved.

Remark 6.2. We conjecture that the same decay estimate holds also in the
nonradial case, as well as for p = 2.
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