Motivated by recent works on atom-cavity realizations of fast scramblers, and on Cooper pairing in non-Fermi liquids, we study a family of solvable variants of the (q = 4) Sachdev-Ye-Kitaev model in which the rank and eigenvalue distribution of the coupling matrix J ij,kl are tuneable. When the rank is proportional to the number of fermions, the low temperature behavior is sensitive to the eigenvalue distribution. We obtain a complete classification of the possible non-Fermi liquid quantum phases. These include two previously studied phases whose fermion scaling dimension depends continuously on the rank; we show that they are maximally chaotic, but necessitate an extensively degenerate or negative semidefinite coupling matrix. More generic distributions give rise to "almost Fermi liquids" with a scaling dimension ∆ = 1/2, but which differ from a genuine Fermi-liquid in quasi-particle decay rate, quantum Lyapunov exponent and/or specific heat.
Introduction The Sachdev-Ye-Kitaev [1, 2] model, in its simplest form, describes a large number of Majorana fermions with all-to-all random interactions:
At low temperatures, this exactly solvable model describes a peculiar non Fermi liquid which has a large symmetry, and a quantum Lyapunov exponent that saturates the universal bound on chaos [3] . These features made it an attractive platform to study a wide range of topics, e.g., strongly correlated electrons, many-body quantum chaos, and black hole information scrambling, each generating a flurry of recent activities [1, 2, [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] .
Historically, the SYK model originated from the Sachdev-Ye (SY) model of quantum random spin magnet [1] :
where S a are some SU (M ) spin operators. The SYK Hamiltonian was conceived by Kitaev as a variant of the fermionic representation of (1) in the double scaling limit M, N → ∞: schematically, a spin operator is represented by a fermion bilinear, and the coupling matrix U ab by J ij,kl . Although the SY model beyond the double-scaling limit is not exactly solvable, it is more amenable to experimental realization. In particular, coupling cold atom ensembles to optical cavity modes provides a promising way of generating the all-to-all interaction between atomic spins [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] . In these platforms, the rank of the matrix U ab is controlled by the number of coupled cavity modes, which is usually rather small. The effect of having a low-rank matrix has been studied in detail in [30] , where it was shown that the resulting quantum dynamics is integrable even at infinite temperature. These findings leave one wondering how large a rank is necessary to access SYK physics. This question is further complicated by the double scaling limit: in the standard SYK model Table I. (1), J ij,kl has independent coefficients and is a matrix of super-extensive rank ∝ N 2 , whereas in the SY model (2) with a fixed M , U ab has an extensive rank ∝ N . Therefore, a solvable variant of the SYK model where J ij,kl has tuneable rank should be beneficial to better understanding random quantum magnets beyond large M .
Such a model has recently been considered by several authors in different contexts: for example, to showcase the instability of the SYK fixed point towards a Fermiliquid phase [10] , and to model Cooper pairing in non-Fermi liquids [31, 32] . In the latter context, the rank equals the number of phonon modes coupled to the electrons. So far, it has been understood that the extensive rank (R ∼ N ) regime is the most interesting, whereas R N leads back to the standard SYK model and R N to a non-interacting model [10, 33] , see Fig. 1 . What was overlooked, however, is the role of the eigenvalue distribution of the coupling matrix, or equivalently, the distribution of fermion-boson/spin-boson couplings. In this Letter, we fill in this gap by solving a family (8) and (9) . The fermion (boson) propagator is represented by a straight (wavy, resp.) line. The dashed line denotes disorder contraction. A dot indicates a dressed propagator.
of "low-rank SYK models" where J ij,kl has a tuneable eigen-distribution. Our main contribution is an essentially complete classification table (Table I) of four universality classes of distributions, which give rise to distinct gapless quantum phases. Among them, previous works [10, 31, 32] studied two classes (III and IV in our classification), which we show are indeed SYK-like fast scramblers with extensive residual entropy. The new classes (I and II), corresponding to more generic distributions, exemplify quantum phases that are almost, but not quite, Fermi liquids.
Method The Hamiltonian of the low-rank SYK model has the same form as (1), but the coupling constants form a rank R matrix:
where γ is the rescaled rank [we focus on the extensive regime where γ = O(1)], {u (n) ij } are independent Gaussian random variables with zero mean and satisfying
and the eigenvalues {λ n } [34] have a well-defined distribution
in the N → ∞ limit, such that λ max := max n λ n is also the right edge of ρ's support. The above model is solvable for any ρ(λ) in the large-N limit, by essentially the same Hubbard-Stratonovich (HS) decoupling method used in Ref [10] :
where the fermion bilinears
are coupled to HS bosons φ n with no kinetic term: φ n (τ )φ n (0) free = δ(τ ). Averaging out the disorder 
where G and Σ are the fermion propagator and selfenergy, G λ is the propagator of the boson modes φ n with λ n = λ, ω f /b are fermion/boson Matsubara frequencies, Fig. 2 for a diagrammatic representation. In absence of boson condensation (which we shall come to below), we can perform the integral in (9):
Here, f (y) is essentially the Cauchy transform of ρ(λ), an analytic function on {y ∈ C : 1/y / ∈ supp(ρ)}. Physically, F is a weighted sum of boson propagators, which is dominated by the softest modes with the largest λ at low T . Their contribution is encoded by the rightmost singularity of f at y * = 1/λ max , in turn determined by the right edge singularity of ρ. As we will show, they can be divided into four universality classes (Table I) , which essentially exhaust all the possible low temperature behaviors.
Besides the usual equilibrium properties, we also study quantum chaos, as defined by the out-of-time order correlator (OTOC):
following closely the approach of Refs [2, 4, 8] . The O(1/N ) and exponentially growing part of the OTOC is given by the sum of a series of ladder diagrams generated by two types of ladder rungs, so the ladder kernel is Fig. 3 ): 
Here, t ij := t i −t j , the subscript "R" indicates a retarded propagator, and "lr" a Wightman correlator [4] . We then compute the quantum Lyapunov exponent λ L by finding an eigenfunction
of form F(t 1 , t 2 ) = f F (t 12 )e λ L 2 (t1+t2) and with eigenvalue k = 1 [2, 4, 8] .
Results. Class III and IV have been partially studied in Refs. [10] and [31, 32] , respectively. At low temperatures, the SD equations become conformal invariant, and its solution describes a non-Fermi liquid where the fermion scaling dimension ∆ depends continuously on the re-scaled rank γ = R/N ([35], Sec. D). Class IV contains all distributions such that λ max ≤ 0, and satisfy
while Class III is defined by the presence of a δ-peak of
The fermion scaling dimension is similarly determined: Fig. 4 plots (15) and (16) and verifies them numerically. Let us digress into a few remarks on the high and low rank limits. In the γ → ∞ limit, in both classes ∆ → 1/4, the fermion scaling dimension in SYK 4 . In fact, we can show that the SYK 4 conformal limit governs intermediate temperatures above T * ∼ e − √ 2πγ ([35], Sec. B). Consequently, for super-extensive ranks R ∼ N α with α > 1, T * is (stretched) exponentially small in N and we recover SYK 4 . On the other hand, the γ → 0 limit depends on the sign of λ max . In Class IV, λ max ≤ 0, ∆ → 0, while in Class III, λ max > 0, ∆ → 1/2. These are consistent with the following results at sub-extensive ranks R ∼ N α , α < 1 ( Coming back to Class III and IV, we found that they retain some of the most characteristic properties of the standard SYK q model: extensive zero-temperature entropy (see Fig. 5 ), and maximal quantum chaos. Both ladder kernels defined above have the following exact eigenfunctions
which is also the eigenfunction of the q-SYK's ladder kernel with ∆ = 1/q [2, 4] . The eigenvalue k(λ L ) is plotted in IV are maximally chaotic. Recapitulating, we may say that Class III and IV realize, with a physical microscopic Hamiltonian, the key low-energy properties of the q-SYK model [2, 4] for any q ∈ (2, 4) ∪ (4, +∞).
We now come to the distributions with λ max > 0 and without a δ-peak at λ = λ max . We divide them into two classes according to whether f (y) diverges at its singularity y * = 1/λ max : f (y * ) < +∞ in Class I and f (y * ) = +∞ in Class II. For simplicity, we shall focus on the power-law singularities:
with 0 < η < 1 in Class I and −1 < η < 0 in Class II (although our method applies more generally). For instance, the Wigner's semicircle law belongs to Class I (η = 1/2), while the uniform distribution is a marginal case of Class II with η = 0 and f (y) ∼ − ln(y * − y). We find it justifiable to call Class I and II "almost Fermi liquids": they have a free-fermion scaling dimension ∆ = 1/2, but an anomalous quasi-particle decay rate ∼ ω 1+η . The scaling dimension is closely related to the fact that the ground state breaks the time-reversal symmetry T . This is known to takes place in the subextensive rank regime, to which Class I and II are connected by a perturbation theory in γ ([35], Sec. E). However, the two classes differ in the way T is broken: In Class I, T is broken below some finite critical temperature, by the condensation of the softest boson modes: those with λ n = λ max become macroscopically occupied, and contribute an additional term to the self-energy (10):
where Φ is the condensate fraction determined by the divergence of the propagator G λmax (ω b = 0):
The first term in the RHS of (19) gives ∆ = 1/2, while the second term is responsible for the decay rate [36]:
In Class II, condensation is impossible at finite T , since
(This is reminiscent of the absence of Bose-Einstein condensation in a 1d Bose gas.) Instead, the zero-frequency component of F can be large enough to provide an "effective condensate" contribution, so that
in likeness to (19) and (21) Regarding thermodynamics, we find that neither Class I nor II has an extensive residual entropy. Nevertheless, they differ in the T dependence of specific heat:
see Fig. 5 . We can relate the non-Fermi liquid behavior of Class II to the sub-leading anomalous term in the
, Sec. F). Finally, we briefly discuss the quantum Lyapunov exponent in Class I and II, which requires going beyond the conformal limit. Indeed, observe from Fig. 6 that when ∆ → 1/2, the conformal eigenvalue k → 1 for any λ L > 0 (this situation also occurs in the Fermi-liquid phase of Ref [8] , and with the q-SYK model in the q → 2 limit), so λ L depends on the sub-leading terms in the propagators ([35], Sec. G). In Class I, the T -dependence of λ L is reminiscent of the ω dependence of the quasi-particle decay rate (21):
This is more chaotic than a Fermi liquid where λ L ∝ T 2 [8] . For Class II, naïvely extrapolating (24) would violate the bound on chaos λ L ≤ 2πT . Yet, a more careful analysis indicates that λ L ∝ T , but the bound is not always saturated by the pre-factor. Discussion. We have introduced and solved the lowrank SYK models, unifying and completing previous results [10, [31] [32] [33] . The four classes of quantum phases that the model possesses, summarized in Table I , fall into two categories. The fast scramblers of Class III and IV are equivalent to SYK q in all aspects we have studied. We thus conjecture that they also enjoy an emergent reparametrization symmetry and a geometric effective theory governing the soft modes [7, 37] . On the other hand, the almost Fermi liquids of Class I and II may not have reparametrization symmetry. However, they are stable under weak quadratic perturbations (since such a term is already generated dynamically).
The fermion-boson coupling form (6) of our model generalizes the electron-phonon coupling model of Refs [31, 32] in the normal state ([35], Sec. H). These authors considered a Class III distribution of couplings ρ(λ) = δ(λ − λ max ). We showed that a non-degenerate distribu-tion will belong to Class I or II (Class IV is impossible in this setting since λ n is always positive), which is almost a Fermi liquid. It will be interesting to understand the instability of such a phase into the superconducting state.
Finally, our model in the extensive regime restores the physical rank of the coupling matrix in SU (M ) random quantum magnets away from the large M limit. Our results thus suggest that the critical low-energy state of the magnet at finite M is almost a Fermi liquid, probably of Class I, which contains the semi-circle law. Yet, by engineering a coupling matrix with a Class II-IV spectrum, one can still realize faster scramblers in atom-cavity settings.
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Qi, Monika Schleier-Smith, and Ehud Altman, "Integrable and chaotic dynamics of spins coupled to an optical cavity," Phys. Rev. X 9, 041011 (2019 In this section we derive the action of the low rank SYK model. We first focus on the "replica diagonal ensemble" given by the disorder averaged partition function Z 1 at inverse temperature β. Before we start, however, we will relax (3) and (4) in order to also discuss the sub-extensive and super-extensive rank regimes. We modify (3) and (4) to
, and γ is an order unity constant. Note that the parameter a controls the normalization of the Hamiltonian. Requiring extensive energy fluctuation at infinite T , we can find a relation between a and α:
The fluctuation scales extensively with N provided
In particular, we have a = 3/2 for a finite rank interaction α = 0; For a near full rank interaction α = 2, a = 5/2. For the extensive scaling in the main text, we have α = 1, a = 2. In general, however, normalization of the Hamiltonian at infinite T may be different from that at finite T . As we will come to later, for sub-extensive ranks a = 2 in order to have an extensive free energy at finite temperatures.
Having a rough idea of the normalization, let us get back to the large N action.
As mentioned in the main text, after a Hubbard-Stratonovich (HS) decoupling, the Lagrangian is given as the following:
Then, averaging over disorder results in the bi-local effective action
We now introduce as usual the Green function G(τ, τ ) = 1 N j γ j (τ )γ j (τ ) and impose the relation by adding the lagrange multiplier
to the action, where Σ is the self-energy. Integrating out the fermions results in the following action in the frequency space:
Here, [G 2 ](ω) is the Fourier transform of G(τ ) 2 and the sums are over the Matsubara frequencies ω b = 2πkT for bosons and ω f = π(2k + 1)T for fermions; we have also used the short-hand G f := G(ω f ), Σ f := Σ(ω f ).
In the action (S.7c), the boson mode φ n (ω b ) is confined by a quadratic potential of curvature 1 − λ n [G 2 ](ω b )N 2−a , which must always be non-negative:
When the equality holds, the mode φ n (ω b ) condenses, that is, the expectation value φ n (ω b ) 2 becomes macroscopic. Now, it can be shown on general grounds that for any
can be shown by using the Lehman representation of the two-point correlation function. The second inequality follows readily from G(τ ) 2 ≥ 0. ) This implies that the only boson modes that can possibly condense are the zero frequency ones with the largest λ n 's, and only when they are positive:
When these modes condense, they should be treated separately and classically, while all the non-condensed modes can be integrated out from (S.7c). At extensive ranks a = 2. Assuming there is no condensate, we can simply integrate out the bosons, which results in
From the above action, the SD equations (8) and (9) can be obtained by finding the saddle point solution. On the other hand, when there is condensate, (S.10) gets modified due to the condensate and acquires the additional term discussed in Section C, (S.16). This results in (9) getting adjusted to (19) .
B. Super-extensive Ranks
In this section we elaborate on the case of the super-extensive ranks which provide a high-rank limit from which to study the extensive case. At super-extensive ranks, following (S.3), a > 2, and hence no boson modes will condense according to (S.8). This allows us to do a Taylor series expansion of (S.7c)
The terms with large are parametrically smaller, so the series can be replaced by the first non-trivial term, which is = 2. Indeed, the = 1 term is not dynamical as it can be evaluated to a constant E 0 β = −βN 2−a n λ n /8; This term has the rather trivial effect of an overall energy shift. Therefore, we find that
Now, µ 2 = O(1) in the large-N limit if and only if we have (S.3). Thus, in the super-extensive regime, the finite-T free energy scales in the same way as the infinite-T energy fluctuation. Moreover, throughout the super-extensive regime, the total action (S.7a) is identical to the saddle point action of the standard SYK model [10, 33] , with coupling constant
In other words, in the SYK Hamiltonian (1), it suffices for a random coupling matrix J ij,kl to have a rank much larger than N to be indistinguishable dynamically from that of full rank ∝ N 2 . The fact that {J ij,kl } are neither independent nor Gaussian [this follows from their definition (3)] and the precise form of the distribution ρ(λ) beyond µ 2 are also irrelevant. Note that the low temperature conformal solution at super-extensive ranks is hence given as
The SYK solution of (S.14) will be a good approximation even at extensive ranks when [G 2 ](ω) √ µ 2 1 for all Matsubara frequencies ω. This is true above a crossover temperature T T * := e − √ 2πγ , (S. 15) which decreases with the rank in a stretched exponential fashion.
C. Sub-extensive Ranks
In this section we discuss the behavior of the sub-extensive rank regime, α < 1. This restricts severely the nontrivial behavior of the model, because the effective action for the non-condensed bosons becomes of order S b ∼ O(N α ) by (S.7c), which can be neglected in the large-N limit. Therefore, the only possible contribution to S b is from a condensate, in the absence of which the model will be trivial: G(τ ) = sign(τ )/2. By the condensation criterion, this means that a condensate will form when
Therefore, the only way to obtain a nontrivial model is to let λ max > 0 and scale the Hamiltonian with a = 2, which results in a transition temperature T c = λmax 4 and the following bosonic action of
is the total condensate fraction, which is determined by [G 2 ](0)λ max = 1. This results in the following Green's function of
Consequently, at large imaginary time, G(τ ) has a power-law decay
with a free fermion exponent. Note that in the sub-extensive regime, the finite-T thermodynamic scaling a = 2 of the Hamiltonian is different from the infinite-temperature one, (S.3) above, which would give a < 2 for α < 1. (In contrast, they agree in the extensive and super-extensive regimes, see Fig. S.1. ) This difference means that the infinite temperature dynamics is parametrically slower than that at low temperatures. This phenomenon appears generally in low-rank all-to-all spin models [30, 39] , whereas the opposite discrepancy (parametrically fast infinite-T dynamics) has been noticed in models with star-like interactions [38] . Meanwhile, the extensive regime discussed in the main text is free from this discrepancy.
D. Details on the Scaling Analysis of Class III & IV
In this section we derive (15) and (16) . The main tool is the following Fourier transform formulae:
It is important to notice that, when we apply the above formulae to some g(τ ) that is described by a power law only for large τ , g(ω) will be given by the RHS plus a constant that depends on the UV details. Let us look for the conformal solution
that is compatible with the SD equations with appropriate approximations that make everything a power law. In all cases, we make the standard approximation G(ω) = −1/Σ(ω). Note that it is crucial to keep the pre-factors (the power-laws alone do not constrain ∆). For (15) , we also approximate f (y) to be y −1 . Straightforward computations yield The case of (16) is similar. f (y) is approximated by c 0 (y * − y) −1 where y * = 1/λ max is the nearest positive singularity of f . To apply this approximation, we look for solutions such that Φ = 0 (no condensate) and that [G 2 ](ω) → y * as ω → 0 (this constant value depends on the UV details of G); then y * − [G 2 ](ω) is a power-law that only depends on the IR limit of G. With this in mind, the actual computation is almost the same as for (15) above.
We provide some details on Fig. 4 in the main text. For each data point, we numerically solve the SD equations for β ∈ [10 2 , 10 3 ] and extract ∆ as follows: for each β, we compute the minimum of the log derivative ∆ β = − min τ [d(ln G)/d(ln τ )], and then extrapolate to β → ∞ using the Ansatz ∆ β = ∆ + a/β + b/β c . The errors are comparable to the marker size.
E. Low rank perturbation theory for Class I and II
In this section, we show that at low temperatures, Class I and II have a Fermi-liquid like scaling dimension of ∆ = 1/2, by a perturbative iteration scheme that starts in the sub-extensive limit. We then check numerically that the iterations converge exponentially fast.
We shall set up the scheme so that it works for both Class I and II. Let us recall that the two classes are distinguished the singularity of the function f (11) . For Class I, Class I: f (y ∼ y * ) = f * − C(y * − y) η where y * := 1/λ max , η ∈ (0, 1) .
(S.20)
In particular, f * := f (y * ) is finite. For Class II, f diverges at the singularity:
Class II: f (y ∼ y * ) = (y * − y) η , η ∈ (−1, 0) . (S.21)
As discussed in the main text, a boson condensation takes place in and only in Class I, yet, in Class II, there is an effective condensation. Despite this difference, we can unify the self-energy equations (19) and (22) as follows:
We caution that the effective condensate Φ above has a slightly different definition from the main text, in order to include both classes. In Class I, f * < +∞, F ≤ f * /β is vanishing in the low temperature limit, and Φ = Φ essentially. In Class II, however, f * = +∞, so that Φ = 0, but Φ = γ/(λ max β)F (ω b = 0) can remain of order unity as T → 0, 22 ) puts both f * < +∞ and f * = +∞ cases on the same footing, and prepares us well for the perturbation analysis: we can now treat the term proportional to γ in (S.22) as the perturbation. At zero-th order the perturbative solution is essentially the sub-extensive rank one (Sec. C above):
In Class I, Φ 0 is determined by [G 2 0 ](0) = y * . In Class II, on the other hand, Φ 0 is determined by
More quantitatively, with (18), we have
where Φ 0 is such that [G 2 0 ](0) = y * . Note that since the exponent −1/η > 1, the difference is rather small:
γT . The higher orders of the perturbation can be organized into an iteration (by partial summation of diagrams). For any n ≥ 0, we obtain the order-n + 1 approximation G n+1 by
if ω = 0, F n (ω b = 0) = 0, and [ F n G n ] denotes multiplication in the time domain. Finally, Φ n+1 satisfies γT f ([G 2 n+1 ](0)) = λ max Φ n+1 if f * = ∞, and otherwise, [G 2 n+1 ](0) = y * . We now show, inductively order by order, that the perturbation theory maintains the following properties:
for small ω f , and
Note that both (S.28) and (S.29) hold at zero-th order. Then, the power-law singularities (S.20) and (S.21) imply that
The key is to observe that [G We implemented the above iteration scheme numerically, and observed that it converges even when γ is of order unity. As a consequence the above argument applies beyond the perturbative regime, and that ∆ = 1/2 for any finite γ. In contrast, when η = −1, the iteration fails to converge, except when γ is small (see Fig. S.2) . In general, we find this numerical scheme complementary to the standard one to solve the SD equations [4] .
As another application of the numerical scheme, we calculate the condensate fraction Φ as a function of temperature in Class I, see Fig. S.3 . For any γ > 0, we observe a finite-temperature condensation transition, which has the same critical properties as the γ = 0 case.
F. Details on thermodynamics
In this section we provide some details on the thermodynamic analysis of the model. From the action, it is easy to extract the free energy From that we can obtain the energy density
g by exanding g at ω f = πT ; throughout, the omitted terms ∈ O(T 3 ). Equating the first term in (S.37) to 1 gives the zero-temperature condensate fraction Φ 0 = 8 9π 2 λ max . For small T , we have
Therefore, by (S.33), the specific heat
is linear in T . In the above calculation, only the numerical value of Φ 0 and c V depend on the exact form of g, while C V ∝ T only depends on the fact that ∂ ω f g and ∂ Φ g both exist, are continuous and nonzero whenever Φ > 0. We now extend this analysis to Classes I and II. Unfortunately, we are not able to treat everything exactly. To make progress, we need a few approximations consistent with the low-rank perturbation theory. First, we approximate the energy by
that is, we ignore the ∝ γ terms in (S.32). We also let Φ be determined by and J = J(ω f ) is a fixed function having the following low-frequency behavior:
where η ∈ (−1, 0). This is essentially a first-order low-rank perturbation (For Class II, we also used the approximation λ max [G 2 ](0) ≈ 1. According to (S.29), the induced error ∼ T −1/η T 2+η for η ∈ (−1, 0), and will not affect (S.43) below.).
Under these approximations, we can compute ε at low temperature by closely following the analysis in the subextensive regime. For Class I, the function g Φ has all the analytical properties of g above that lead to a linear-in-T specific heat. This explains the numerical observation S ∝ T in Fig. 5 .
The situation is different for Class II: g Φ is non-analytical in ω f at ω f = 0. In particular, the derivative g Φ (ω f ) ∼ |ω f | η is divergent as ω f → 0, so that (S.36) now implies
at low temperature. The prediction (S.44) explains the numerical observation S ∼ T ν , 0 < ν < 1 in Fig. 5 . It has the reasonable limiting behaviors: as η 0, we recover the ∝ T behavior of Class I; as η −1, the entropy ∼ T 1+η tends to a constant, which is what we observed in Class III.
We tested (S.44) more systematically against numerics, in Fig. S.4 . We observed that it is quite demanding numerically to compute thermodynamics accurately at low temperatures. To make the task easier, we work in the regime of moderately small γ (re-scaled rank), and use the iteration scheme inspired by low-rank perturbation theory (see Section E). In this regime, we find an encouraging agreement. We may thus conclude that (S.44) is at least a good approximation, especially when γ is relatively small.
G. Details on the Chaos Calculation
In this section, we shall show that the Lyapunov exponent λ L satisfies the chaos bound for Class III and IV, and briefly elaborate on the predictions made on λ L for Class I and II. Let us first expand on Class III and IV: In these classes, the fermion has a continuously tuneable dimension ∆, determined by (15) or (16) , respectively:
The constant A will turn out irrelevant. Analytic continuation to real time gives:
(S.45)
Recall that the ladder rung K b is given as
The λ integral can be easily performed in the frequency space, and gives
where F is the same function as that given in (11) . This "integrated boson propagator" F (τ ) is also conformal, with dimension
Following Section D, we have
after analytical continuation. Therefore with (S.45), and (S.48) K b can be constructed analytically. Now let us do the same with K f , which we recall is defined as:
In Class IV, we have ∆ < 1/4, so [G 2 ](ω b ) ∼ |ω b | 4∆−1 → ∞, and thus
for low frequencies. Therefore, we can perform the integral over λ and obtain:
is the retarded version of the integrated boson propagator F (τ ).
For Class III, we know that its quantum criticality is solely determined by the δ-peak at λ = λ max . So let us consider only the modes n such that λ n = λ max in (13) (By doing so, we neglected the contribution of the regular part ρ reg (λ) of the distribution ρ(λ). However, ρ reg (λ) itself would be a Class I or Class II distribution. As we will argue below, for these classes, K f vanishes as T → 0. So discarding ρ(λ) will not affect the maximal chaos of Class III.). Then similarly as in Class IV, we can show
where c 0 is the weight of the δ-peak. Note that (S.52) has the form of a product of two kernels: one from t 1 , t 2 to t 5 , t 6 , and the other from t 5 , t 6 to t 3 , t 4 .
At this point, both kernels K f and K b are completely determined in the conformal limit solely in function of ∆. The constant A drops out, and the rank γ (or γc 0 in Clas III) are related to ∆ by (15) and (16) . We can thus look for eigenfunctions of K = K f + K b with the following growth Ansatz [2, 4] :
Note that the Lyapunov exponent is related to h by λ L = −2hπT . By performing a Fourier transform on t 12 , and after a straightforward calculation (aided by computer algebra), we can show that |F is indeed an eigenfunction of both K b and K f ,
The eigenvalue of the ladder kernels are as follows:
Therefore, the eigen-value of the total kernel is
There is a remarkably simple property of the above equation: for any ∆ ∈ (0, 1/2), k(h) = 1 if and only if h = −1. As a consequence, the low rank SYK model is maximally chaotic in the extensive regime with Class III or IV distributions:
We now briefly discuss the argument behind the prediction of the Lyapunov exponent of Class I and II, leaving a more careful study to future work. Class I is very similar to the SYK 2 perturbed by SYK 4 , and it is not too difficult to perturbatively show that k b (h) ∼ 1 + O(T 2 ) − O(λ L ). k f , on the other hand, for Class I, scales as T η+1 . This is due to the fact that whereas the dominant term of G R and G lr is of order unity in the frequency space, the integral over G λ scales as |ω| η−1 ∼ T η−1 . Consequently, λ L ∼ T η+1 when η ∈ (0, 1).
On the other hand, for Class II, the discussions in Sec. E imply that G R ∼ C + |ω| 1+η , which results in k b (h) ∼ 1 + O(T 1+η ) − O(λ 1+η L ). k f (h) scales in a similar manner, and consequently we expect that λ L ∼ T . However, we conjecture that the exponent does not satisfy the chaos bound since Class II is close to the low-rank limit.
H. A Related Boson-Fermion Model
In this section, we consider a variant of the low-rank SYK model, which allows us to make connection with Ref. [31, 32] . As aforementioned, the four-fermion interactions of low-rank SYK model can be equivalently mediated by interactions with "boson modes" that do not have a kinetic term see (6) . We now consider the effect of modifying the action by making the free boson action more "realistic":
where m > 0. We shall focus on the extensive rank regime.
Following Section A, one can show that only the bosonic action (S.7c) is altered:
Integrating out the non-condensed bosons and adding the condensate contribution leads to
where the condensate fraction Φ is still defined by (S.17) as only the zero-frequency modes can condense; Φ > 0 if λ max [G 2 ](0) = m 2 . Among the Schwinger-Dyson equations, only the one involving the summed boson propagator F is changed:
Although the relation between F (ω b ) and [G 2 ](ω b ) can no longer be encoded in a function f (y), the quantum critical behavior found in the main text, summarized in Table I , will remain essentially intact. This is because in any case, the low-frequency singularity of [G 2 ](ω b ) has a power law ∼ |ω b | 4∆−1 ω 2 b (as ∆ < 1/2), so we can drop the term ω 2 b in (S.61) without affecting the low-frequency behavior. Then it is not hard to check that in Classes IV and III, the critical exponent ∆ is still governed by (15) and (16), respectively, whereas ∆ = 1/2 in Classes I and II: the whole low-rank perturbative theory carries through.
On the other hand, the super-extensive rank case needs more care. Restoring the N 2−a factors in (S.61) and exanding around λ = 0 gives (Although N is originally the system size, it is more appropriate here to view it as a finite large parameter with which we take the high-rank limit from the extensive rank regime.)
where a > 2 and µ = ρ(λ)λ dλ. The self energy has a similar expansion:
where α > 1. Again, we want to determine the relation between α and a to ensure the correct thermodynamics when N → ∞. Unlike in Section B, the term = 1 can no longer be ignored, and the = 2 term is not exactly q = 4 SYK anymore. However, those do not affect the low temperature limit [31, 32] . Indeed, the extra factor 1/(m 2 + ω 2 b ) in F 2 does not change the low-frequency behavior of [G 2 ](ω b ). For the = 1 term, (S.63) and (S.62) implies Σ 1 (τ ) ≤ γF 1 (τ ) = N 1−a+α γµ 1 e −|τ |m 2m decays exponentially. Therefore, if we adopt the scaling α = 2a − 3, then the = 1 term will become subdominant when τ m (α−1) 2 ln N . Meanwhile, at intermediate temperature, the model is dominated by the = 1 term; this is referred to as the (un-stable) "impurity" fixed point in Ref. [32] .
