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The inductionless induction (also called proof by consistency) approach for proving equations 
by induction from an equational theory, requires a consistency heek for equational theories. 
A new method using test sets for checking consistency of an equational theory is proposed. 
Using this method, a variation of the Knuth-Bendix completion procedure can be used for 
automatically proving equations by induction. The method does not suffer from limitations 
imposed by the methods proposed by Musser as well as by Huet and Hullot, and is as powerful 
as Jouannaud and Kounalis' method based on ground-reducibility. A theoretical comparison 
of the test set method with Jouannaud and Kounalis' method is given showing that the test 
set method is generally much better. Both the methods have been implemented in RRL, Rewrite 
Rule Laboratory, a theorem proving environment based on rewriting techmques and completion. 
In practice also, the test set method is faster than Jouannaud and Kounalis' method. The test 
set construction can also be used to check for the sufficient-completeness property of equational 
axiomatizations i cluding algebraic specifications ofabstract data types as well as for identify- 
ing constructors in an algebraic specification. 
1. Introduction 
This paper discusses a method of proving theorems by induction based on the inductionless 
induction (proof by consistency) approach. In this approach, proving that an equation 
is an inductive consequence of a finite set of axiom equations is reduced to consistency 
checking, i.e., whether a congruence relation on ground terms induced by this set of 
axioms is the same as the congruence relation on the ground terms induced by the axioms 
along with the equation being proved by induction. We give a new method for performing 
the consistency check using the Knuth-Bendix completion procedure (Knuth & Bendix, 
1970). 
1.1. INDUCTIONLESS INDUCTION APPROACH 
Consider the data structure of integers defined by the constructors 0, s and p as follows: 
s (p(x) )  =x,  (1) 
p (s (x ) )  = x. (2) 
Using the above equations, it can be shown that every ground term (term without any 
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variables) is equivalent to either 0, a ground term involving only 0 and p (which represents 
a negative integer), or a ground term involving only 0 and s (which represents a positive 
integer). 
Let minus be a unary function defined on integers which does the obvious: 
minus(O) = 0, (3) 
minus( s( x ) ) = p( minus( x) ). (4) 
With a little bit of effort, the reader can convince himself that minus is completely defined, 
i.e., every ground term of the form minus(i), where i is a ground term involving 0, s, and 
p, is equivalent using the above four equations to j, another ground term involving only 
0, s, and p. From this, it also follows that every ground term (constructed using the 
function symbols, 0, s, p, and minus) in the above axiomatization is equivalent to 0, a 
ground term involving only 0 and s, or a ground term involving only 0 and p. 
The following property of minus, 
minus(minus(x)) = x, (5) 
can only be proved by induction on the integers, It can be shown that the above property 
holds for x equal to 0, every negative integer epresented by a ground term involving 
only 0 and p, as well as every positive integer epresented by a ground term involving 
only 0 and s. 
Another way to prove the above equation is to show that the congruence relation 
induced by the first four equations on ground terms is the same as the congruence r lation 
on ground terms imposed by all five equations. In other words, two ground terms not 
related by the first four equations are not made equivalent by the fifth equation. This is 
so because for the above property (5) to be true, for any ground term g substituted for 
x, minus(minus(g)) and g should be in the same congruence class of the congruence 
relation defined by Eqs (1-4); however, if for some ground term g', minus(minus(g')) 
and g' are in different congruence classes of the congruence r lation defined by Eqs (1-4), 
which would imply that the congruence relation of Eqs (1-4) is different from the 
congruence relation of Eqs (1-5), then the above property (5) does not hold. Since this 
approach does not employ induction explicitly, it has become known as the inductionless 
induction approach (Lankford, 1981) in contrast to the explicit induction approach used 
in Boyer and Moore's theorem prover (Boyer & Moore, 1979). For an overview of the 
literature on induetionless induction, the reader may consult Kapur & Musser (1984). 
One way of checking the equivalence ofcongruence r lations defined by different finite 
sets of equations is by computing canonical (complete) rewrite systems which can be 
used to associate a unique normal form for every congruence class of ground terms. For 
instance, a canonical (complete) system for the first four equations in the above example 
can be generated by the Knuth-Bendix completion procedure (Knuth & Bendix, 1970) 
and the result is: 
s(p(x) )~ x, (1') 
p(s(x)) ~ x, (2') 
minus(O) ~ O, (3') 
minus(p(x)) ~ s(minus(x)), (4') 
(s') 
minus( s(x) ) ~, p( minus(x) ).
Automating Inductionless Induction 85 
For this canonical rewrite system, the set of ground terms in normal forms consists of 0, 
ground terms constructed only from 0 and iv, and ground terms constructed only from 0 
and s. In a similar fashion, to determine a unique normal form for every congruence 
class of ground terms when the relation minus(minus(x ) )  = x is also included, acanonical 
system can be generated which besides the above five rules, has the additional rule: 
minus(minus(x ) )  ~ x. (6') 
In this case also, the set of ground terms in normal form remains the same as before. 
From these canonical systems, it can be proved that the congruence r lation on ground 
terms remains the same when minus(minus(x ) )=x  is added. Thus, Eq. (5) is indeed a 
theorem by induction. 
On the other hand, if we wanted to check whether 
minus(x)  ~ x (6) 
could be proved by induction from the Eqs (1-4), the answer would be no. The equation 
minus(x )  = x will change the congruence r lation on ground terms induced by the first 
four equations by relating among other things, normal forms p(0) and s(0), so that these 
normal forms are in the same congruence class. This can be detected again by generating 
a canonical system for Eqs (1-6): 
s(s(x))--, x, 
minus(x)  -,', x, 
p (x )  ~ s(x) .  
1.2. OVERVIEW OF THE TEST SET METHOD 
If a congruence r lation induced by a finite set of equations (which also is its equational 
theory) can be represented by a finite, canonical term rewriting system, this rewriting 
system gives a characterization f the congruence r lation on ground terms in terms of 
their normal forms. In the proposed approach, in order to check whether agiven equation 
can be proved by induction from a finite set of equations, a canonical rewrite system is 
first generated from the axiom equations. Then the generation of a new canonical rewrite 
system for the axioms together with the conjecture is attempted from the conjecture and 
the already generated canonical system for the axioms. If in this process, it is detected 
that the congruence r lation induced by the new rewrite system on ground terms would 
not remain equivalent to the old congruence r lation, then the conjecture is not a theorem 
and the procedure stops. Otherwise, if a new canonical rewrite system is generated, and 
the new congruence r lation on the ground terms is equivalent to the old congruence 
relation, then the conjecture is a theorem. 
It has been proved by Plaisted (1985) and Kapur, Narendran & Zhang (1987) that it 
is decidable to check the equivalence ofthe sets of ground terms in normal forms defined 
by two canonical rewrite systems. However, the decision algorithms presented in Plaisted 
(1985) and Kaput, Narendran & Zhang (1987) are too complicated tobe practical; further 
research is necessary for designing efficient algorithms under various conditions. 
A relatively efficient algorithm has been reported in Jouannaud & Kounalis (1989) for 
left-linear ewrite systems. Their method as well as previous methods are based on the 
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notion of ground-reducibility (also called inductive-reducibility or quasi.reducibility). A 
term is said to be ground-reducible by a rewrite system if any ground instance of  the term 
is reducible by the rewrite system. However, even for left-linear ewrite systems, testing 
a term for ground-reducibility requires an exponential number of steps in terms of the 
size of the term (see Kapur et aL, 1987). This is why Jouannaud and Kounalis acknowl- 
edged that their current implementation of the method is "far too slow" ( Jouannaud & 
Kounalis, 1989, p. 31). 
This paper describes a method which avoids the ground-reducibility test in many cases. 
Instead, a much less expensive operation, which tests whether a set of terms is reducible 
by a single rule, is used in most cases. Our method is based on the concept o f  a test set 
associated with a rewrite system, which is a finite description of ground terms in normal 
form. The consistency check of determining whether the congruence relations on ground 
terms defined by two finite sets of equations are the same, is performed by testing the 
equivalence of the test sets of their canonical rewrite systems. 
From a canonical rewrite system generated from a finite set of axiom equations, a test 
set is computed. Then, the conjecture being proved by induction is added and a new 
canonical rewrite system for the conjecture together with the already generated canonical 
system from the axioms is computed. As new rules are being generated in this process, 
if it is detected at any step that the test set of the new rewrite system would not remain 
equivalent o the old test set, then the conjecture is not a theorem and the procedure 
stops. Otherwise, if a new canonical rewrite system is generated, and the new test set is 
equivalent to the old test set, then the conjecture is a theorem. 
The precondition of the test set method is the same as that of Jouannaud and Kounalis' 
method: the initial set of rules is canonical and left-linear. The conjecture and/or  
intermediate l mmas need not be left-linear. Hence, the test set method is as powerful 
as Jouannaud and Kounalis' method. In the paper, we give a theoretical comparison of 
the test set method with Jouannaud and Kounalis' method and prove that the test set 
method is much better than Jouannaud and Kounalis' method for left-linear rewrite 
systems. 
The test set method as well as Jouannaud and Kounatis' method have been implemented 
in RRL, a Rewrite Rule Laboratory, a theorem proving environment based on rewriting 
techniques (Kapur, Sivakumar & Zhang, 1986; Kapur & Zhang, 1988). Our experience 
with a number of examples o far indicates that the test set method is also faster in 
practice than Jouannaud and Kounalis' method. 
Like Jouannaud and Kounalis' method, the test set method has an advantage over the 
methods proposed by Musser (1980) and Goguen (1980) as it does not require an explicit 
equality predicate to be defined on every data type. Furthermore, unlike Huet & Hullot's 
method (1982), constructors need not be free (i.e. constructor terms can be related using 
equations in an axiomatization; for example, see Eqs (1) and (2) in the above example 
which relate constructors). The method does not require that functions in an axiomatiz- 
ation be classified into constructors and non-constructors; but, making that distinction 
improves the efficiency of  the method to prove or disprove an equation. In case, functions 
can be classified into constructors and non-constructors, it is first checked using the test 
set construction whether each non-constructor is completely defined on constructors; if
that is the case, then the proof by induction proceeds. Otherwise, if some non-constructor 
is not completely defined, the method can generate templates of arguments on which the 
non-constructor is not defined, thus aiding the user in completing a definition. In other 
words, the test set construction can also be used to check for sufficient-completeness 
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property of algebraic axiomatizations ( ee Kounalis & Zhang (1985), and Kapur et al. 
(1987) for more details about this application of test sets). 
The paper is organized as follows. Section 2 introduces preliminary concepts needed 
in the paper. Also in section 2, we discuss how the set of irreducible ground terms (ground 
terms in normal form) of a canonical term rewriting system can be used for proving 
properties by induction using the Knuth-Bendix completion procedure. In section 3, we 
introduce the concept of  a test set of a rewrite system and discuss its properties in relation 
to the set of irreducible ground terms of a rewrite system. In section 4, a constructive 
characterization f  a standard test set for a left-linear ewrite system is given. A standard 
test set can also be used to check ground-reducibility and is more efficient han a method 
in (Dershowitz, 1983; Kounalis & Zhang, 1985; Jouannaud & Kounalis, 1989). 
Section 5 is a discussion of the use of test sets for a consistency check in the inductive 
completion procedure. A theoretical comparison of the test set method with Jouannaud 
and Kounalis' method is given. Section 6 discusses the use of  standard test sets for 
checking the sufficient-completeness property of an algebraic specification as well as for 
identifying constructors of a specification. Section 7 is a discussion of the performance 
of implementations of  the test set method and Jouannaud and Kounatis' method in RRL 
on a set of examples. Section 8 concludes the paper. The reader may consult (Kaput & 
Musser, 1987) for an overview of the related literature on inductionless induction. 
2. Background 
This section starts with a review of basic definitions. The second subsection reviews a 
theorem which serves as a theoretical basis for the inductionless induction approach in 
which proving a conjecture by induction from an equational theory reduces to checking 
the consistency of  the original equational theory augmented with the conjecture relative 
to the original equational theory. This consistency is defined in terms of the irreducible 
ground terms of canonical rewrite systems generated from equational theories. 
2.1, DEFINITIONS 
A reader familiar with the term rewriting approach can skip this section and can refer 
to it if needed while reading the remaining sections. For simplicity, we will consider 
untyped (single-sorted) equational axiomatizations and term rewriting systems. The results 
reported in the paper also apply, with minor modifications, to multi-sorted equational 
axiomatizations and term rewriting systems, as well as to equational term rewriting systems 
insofar as the ground-reducibility property is decidable for such systems.t 
Let F be a finite set of  function symbols in an equational axiomatization and X be a 
set of variables. Let GT(F)  be the set of all ground terms constructed using F, and 
T( F, X) be the set of terms constructed using F and variables in X. Often, it is possible 
to identify a subset of F as a set of constructor symbols, denoted by C, used to construct 
the values of a data structure on which induction is to be performed; in that ease, the 
set F '= F -  C is the set of non-constructor function symbols. Whenever C cannot be 
explicitly identified, we assume that C = F, i.e. every function symbol is assumed as a 
constructor. We require that the set of constructors be non-empty for every data type 
under consideration. 
t For instance, the ground-reducibility property isundeeidable forassociative-commutative rewrite systems 
(Kapur et al., 1987). 
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An equational specification is a finite set of equations, E = (li = rt}, where It, r~ ~ T(F, X).  
A term rewrite system R = {l~ --> rl} is a finite set of pairs o f  terms in which every var iable 
in r~ also appears  in l,. ; every element of  R is called a rewrite rule or s imply a rule. Given 
an equat iona l  specif ication E, a term rewriting system R associated with E consists of  
rewrite rules such that for every l~  ri~ R, l~= ri~ E and vice versa.t  Henceforth,  we 
assume that  there are no equations in E which cannot be made into a rewrite rule. 
Similarly, given a rewrite system R = {l~ ~ r~}, an equat ional  specif ication associated with 
R is E=(l i=rf}.  
Let ~ be the reduct ion relation on T(F, X) induced by R defined as follows: t~  t' i f  
and only if  there is a position p in t, a rule ll-> rf in R, and a substitut ion o" such that 
t/p =o-(l~) and t '=  t[p<--o'(r~)] (see Huet (1980) for definitions of  posit ion (called 
occurrence in (Huet,  !980)), substitution etc.). A term t is reducible (by R) if there is a 
term t' such that t~ t'; otherwise it is irreducible or in normal form (with respect o R) .  
The congruence relat ion induced by E (or R)  on T(F, X), called the equational theory 
of E, is the reflexive, symmetr ic  and transitive closure of ~,  denoted by ~* .  Relations 
~+ and ~*  respectively denote the transitive closure and the reflexive and transit ive 
closure of  -->. An equat ion s = t is in the equational theory (or is an equational theorem) 
of  E if and only if  s ,'-~* t; theorems in the equational theory of  E can be deduced by 
the inference rules of  (i) replacing equals by equals, and (ii) substitut ion of a term for a 
var iable in an equation in E. 
A part ia l  ordering > over terms is terminating (or well-founded) i f it does not admit  
any infinite sequence to>t1>."  "> h> t~+l>" .  A terminating part ial  ordering > is 
said to be a reduction ordering if > satisfies, for any terms tl and t2, for  any operator  f 
and for  any substitution tr, ( i ) f ( . . . ,  t~ , . . . )>  tl; (ii) t l>  t2 implies f ( . . . ,  t l , "  ' )>  
f ( "  ", t2," 9 '); and (ii) t l>  t2 implies o-(t~)> o'(t2). 
R is said to be terminating if ~*  is terminating. R is confluent if for  any t, if t ~*  h ,  
t ~*  t2, then there is an s such that t~ ->* s as well as t2 -->* s; R is canonical (complete) 
if and only if  R is both  terminat ing and confluent. 
Let Vars(t) be the set of  all the variables in t. A term t is linear i f  and only if no 
var iable in Vats(t) appears  more than once in t. A rule l~  r is called left-linear i f  l is 
l inear, and linear i f  both  l and r are linear. A set R of  rules is left.linear if and only if 
every rule in R is left-l inear. 
A substitut ion tr is a ground substitution if for every variable x such that or(x) ~ x, or(x) 
is a ground term. A substitut ion tr is a constructor substitution if for  every variable x such 
that or(x) ~ x, r  is a constructor term. A substitution cr is an irreducible substitution 
if for every variable x, tr(x) is irreducible. 
G iven R, a term t is ground-reducible (also called inductive-reducible or quasi.reducible) 
by R with respect o a set S of terms if and only if for  every substitution or: Vats(t) ~ S, 
tr(t) is reducible by R. We say that t is ground-reducible by R if t is ground-reducib le 
by R with respect to all ground terms GT(F). A term t is ground-reducible by R with 
respect o constructors if and only if for every constructor ground substitution or: Vars (t) 
GT( C), cr( t) is reducible.  
Two rules ll ~ r~ and /2--> r2 in R are said to overlap if there is a posit ion p in l~ such 
that la/p is not  a variable,  and ll/p and/2  unify by a most general unifier tr. In that ease, 
o'(11) is cal led a superposition and (cr(r~), o'(l~[p*-ra]))is called a criticalpair. 
t If there is an equation l~ = r t in E such that the variables of I t are not included in r~ and vice versa, then 
there is no rewrite rule corresponding tosuch an equation. In that case, new function symbols are introduced 
and the equation is split into two equations and two rewrite rules. 
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A rule 1~ r is called constructor-preserving f and only if whenever 1 is a constructor 
term (i.e. a term made from constructors or variables), r is also a constructor term. A set 
R of rules is constructor-preserving if and only if every rule in R is constructor-preserving. 
The requirement that rules be constructor-preserving s of technical nature; it ensures 
that a term involving only constructors cannot be reduced to a term involving a non- 
constructor. An equation s = t is a relation among constructors if both s and t are 
constructor terms. A rule made from a constructor relation is a constructor rule. 
An equational theory E is said to be sufficiently complete with respect o a set of 
constructors C (Guttag, 1975), if and only if for every ground term g in GT(F),  there 
is a ground term c in GT(C)  such that g <--~* c. A set R of rules is sufficiently complete 
if its associated equational theory E is sufficiently complete. E is trivially sufficiently 
complete if C = 17 
Two important properties relating ground-reducibility and sufficient-completeness are
that, for a constructor-preserving terminating rewrite system R, 
(a) if for every f of arity n in F-  C, f (xt ,  x2 , . . . ,  xn) is ground-reducible, then R is 
sufficiently complete, and 
(b) if R is sufficiently complete and canonical, then any term containing a function 
symbol in F -  C is ground-reducible. 
2.2, INDUCTIVE THEOREMS AND INDUCTION PROOFS 
An equation s = t is an inductive theorem of E if and only if for every substitution 
o':Vars(s)uVars(t)-->GT(F), t r (s )=tr ( t )  is an equational theorem of E, i.e., 
or(s) ~*  o-(t). The following theorem serves as a basis of the inductionless induction 
approach using the Knuth-Bendix completion procedure. 
THEOREM 2.1 ( Dershowitz, 1983). Let R1, R2 be canonical rewrite systems uch that R 2 is 
generated from R1 u { l = r}. Then, l = r is an inductive theorem of R1 if and only/f IRG(R1) = 
IRG(R2), where IRG(R)  denotes the set of all irreducible ground terms in GT(F)  with 
respect o R. 
The above result is used to design a version of the Knuth-Bendix completion procedure, 
called the inductive completion procedure, for proving properties by induction. Suppose 
that we input to the inductive completion procedure, a canonical rewrite system Rx and 
an equation s = t and initialize R2 with RI. 
Inductive Completion Procedure: 
Input: Ra: a canonical system; 
>: a reduction ordering; 
s = t: the equation to be proven. 
1. E:={s=t};  R2:=R1. 
2. I f  E =~,  stop with "proved". 
3. Remove an equation s'= t' from E. 
4. s := normal-form(s', R2); t:= normal-form(f, R2). 
5. Case 
5.1. s = t: go to step 2. 
5.2. s:> t: l:= s; r:= t. 
5.3. t> s: I:= t; r:= s. 
5.4. otherwise: stop with "the method failed'. 
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6. Add the rule 1-~ r to R~. 
7. I f  IRG(R2) # IRG(R~), stop with "not true". 
8. For any rule 1'-~ r' different from I-~ r in R2. 
8.1. i f  l-~r reduces l' then R2:= R2-{l ' -~r'},  E :=Ew{l '=r '} ;  
8.2. i f  I--~ r reduces r' then R2: = Rz-{I ' -~ r'}w{l'-~ normal-form(r', R2)}. 
9. E := E u{all critical pairs formed between R2 and l-~ r}. 
10. go to 2. 
In the above procedure, normal-form(t, R) returns the normal form of  t in R; IRG(R)  
is the set of  all irreducible ground terms in GT(F)  with respect o R. 
The main difference between the Knuth-Bendix completion procedure and the inductive 
completion procedure is in step 7 which is added to check whether the set of  irreducible 
ground terms defined by R~ is changed by new rules generated ue to the interaction 
between the rule corresponding to the equation being proved and rules in R~, i.e. the 
condition IRG(R~) = IRG(R2) is incrementally checked. I f  the condition is violated, then 
s = t is not an inductive theorem. At the end, if the procedure stops with R2 as a canonical 
system, s = t is an inductive theorem. The check IRG(R~) = IRG(R2) is called the con- 
sistency check The correctness of the procedure is guaranteed by the following theorem 
and the correctness of the Knuth-Bendix completion procedure (Huet, 
THEOREM 2.2. Assume that R~ is canonical and the completion procedure on R~ u {l = r} 
neither stops with "method failed" nor runs forever. Then l = r is an inductive theorem of 
Rt if and only if the procedure stops with "proved". 
The above procedure is for illustrative purposes only. Variations of this procedure in 
which unoriented equations are postponed as much as possible, orientable instantiations 
of unoriented equations are used, only critical pairs on inductively complete positions 
are computed, etc., are reported in the literature for which the test set method should 
also work. Step 9 in the above procedure can be modified so as to incrementally generate 
the critical pairs between the new rule l --> r and other rules in R2 instead of  generating 
all critical pairs due to l--> r. 
In ease the inductive completion procedure fails because a rule is encountered which 
cannot be oriented using a termination ordering being used, it is sometimes possible to 
prove inductive theorems using a generalization of the method to rewrite systems modulo 
an equational theory (Kaput, Narendran & Zhang, 1986; Jouannaud & Kounalis, 1989). 
In the rest of the paper, we elaborate on line 7 of the above inductive completion 
procedure - -how to check for the equivalence of the sets of irreducible ground terms of 
related rewrite systems. 
3. Test Sets, Ground-reducibility and Sufficient-completeness 
3.1. TESTING EQUIVALENCE OF SETS OF IRREDUCIBLE GROUND TERMS 
We give a result from Kapur, Narendran & Zhang (1987). Let depth be a function on 
terms which gives the maximum depth of the tree representation f a term. 
THEOREM 3.1 (Kaput, Narendran & Zhang, 1987). For a rewrite system R and a term t, 
there exists a number b( t, R)  which depends on R and t, such that if $ is a ground substitution, 
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O( t) is irreducible and depth( O( t) ) > b( t, R), then there is smaller substitution 8' such that 
O' ( t ) is also irreducible and depth (O' ( t ) ) < depth (O ( t ) ). 
The function b(t, R) and the technique for constructing 0' are explicitly given in (Kapur, 
Narendran & Zhang, 1987). b(t, R) depends on the depth of the deepest left side in R 
and the depth of t. 
Let TSIRG(R, k) denote the set of the irreducible ground terms of R of depth at most 
k, i.e. 
TSIRG(R, k) = {tit ~ IRG(R), depth(t) <- k}. 
Recall that IRG(R) denotes the set of all irreducible ground terms in GT(F)  with respect 
to R. Since the equivalence of sets of irreducible ground terms of two rewriting systems 
can be checked by checking the ground-reducibility of the left sides of rules of one 
rewriting system with respect o the other rewriting system, we have: 
COROLLARY 3.2. Let R1 and R2 be as used in the above inductive completion procedure. 
There is a number K which depends upon the function b, R1 and RE such that 
TSIRG(R~, K) = TSIRG(R2, K) if  and only if IRG(R1)= IRG(R2). 
The number K = max(b(lhsl, R~), b(lhs2, R2)), where lhsl and lhs2 are, respectively, 
the deepest left sides of R~ and R2. The above results allow us to implement ( heoretically) 
the inductive completion procedure, since TSIRG(R, k) is computable for any k. When 
each new rule is added in the inductive completion procedure, both TSIRG(R1, K) and 
TSIRG(R2, K) can be computed. The function b however grows quite fast; its complexity 
is double-exponential in the size of R, that is, O([LR[ILnI~LRI), where ]LRI denotes the sum 
of the sizes of the left sides of each rule in R. 
3.2. TEST SETS: DEFINITIONS AND PROPERTIES 
The idea inspired by the definition of TSIRG(R, b(R)) is the concept of a test set 
which, in essence, is a finite description of IRG(R). Given two rewrite systems R~ and 
R2, we would like to reduce the problem of comparing IRG(Ra) and IRG(R2) to comparing 
their suitably constructed test sets. If IRG(R) is finite and small, then IRG(R) itself 
could be a test set of R. However, if IRG(R) is infinite (or very big even if finite), then 
there can be many ways to describe it using finitely many terms (one such way is to use 
TSIRG(R, b(R))). Below, we discuss properties that a finite set of terms must have for 
it to be a test set. Without any loss of generality, we assume throughout the paper that 
each term in a given test set is unique up to renaming of variables. 
DEFINITION 3.3. A finite set T of terms is a test set of R if there exists a computable 
mapping ~ from IRG(R) to the ground instances of terms in T such that, for any 
g e IRG(R), t ~ T, ~(g)= or(t) implies or(t)E IRG(R), where or(t) is a ground instance 
of t. 
By this definition, TSIRG(R, b(R)) is a test set of R because the construction of the 
mapping ~ from IRG(R) to TSIRG(R, b(R)) is implicitly given in the proof of Theorem 
3.1 (Kapur, Narendran & Zhang, 1987). 
In the rest of the paper, the mapping of a test set is always assumed to be a trivial 
one: ~(g) = tr(t) implies g = or(t) for any g ~ IRG(R) and t ~ T (a test set with such a 
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mapping  is said to be complete; see below). We also consider only test sets which are 
finite sets of  linear terms. We have not investigated test sets including non-linear terms, 
which should be an interesting topic for future research. 
DEFINITION 3.4. A term t is said to be extensible at position p with respect o a set S of 
terms if there exist a term l E S and a position q in I such that (i) t and l /q  are unifiable, 
(ii) p is a variable posit ion of t, and (iii) p is a non-variable position of  I/q. The term t 
is extensible with respect o S if it is extensible at some position p. 
For example, if S = {f(x, s(y))}, then the term f (0 ,  z) is extensible at position 2, but 
f (z ,  0) and f (z ,  s(0)) are not extensible with respect o S. I f  there exists an IE S such that 
an instance of  I is also in S, then for any term t, if t is extensible with respect o S, then 
it is also extensible with respect to S-{ l} .  Without any loss of generality, we always 
delete l f rom S if an instance of I is in S. 
DEFINITION 3.5. A test set T of R is called a 
(i) complete test set of  R if for all s e lRG(R) ,  there exists t e T such that s = or(t) 
for some ground substitution ~r; 
(ii) minimal test set of  R if (a) no term in T is ground-reducible, and (b) for any two 
distinct tl and t2 in T, tl and t2 are not unifiable; and 
(iii) non-extensible t st set of R if and only if every term t in T is not extensible with 
respect o LHS(R) ,  the set of the left sides of rules in R. 
A minimal,  complete and non-extensible t st set of R is called a standard test set of 
R. Note that TSIRG(R,  b(R))  is a minimal and non-extensible t st set of R but is not 
complete. Hence TS IRG(R,  b(R))  is not a standard test set of R. This shows that a test 
set need not be complete but can still be useful. 
The minimality property ensures that for every element g in IRG(R) ,  there is a unique 
representative t in a minimal test set such that g is an instance of t. 
The non-extensibil ity property prevents the terms in a test set from being too "general". 
LEMMA 3.6. For any t in a non-extensible t st set T of R, for any l ~ r of R, if a linear 
subterm s of  l matches an instance of t, i.e. if s and t are unifiable, then s matches t. 
PROOF. For  each variable position q of s, t /q is defined since s and t are unifiable and 
t is non-extensible with respect o R. Since s is linear, let O(s/q)= t/q,  thus implying 
that t is an instance of s. 
The above lemma is not true if s is not linear. 
COROLLARY 3.7. For any t in a minimal and non.extensible t st set T of  R and for any 
cr, or(t) cannot be reduced by a left-linear ule in R at its root. 
PROOF. I f  cr(t) can be reduced by a left-linear ule 1~ r in R at the root, then t and l 
are unifiable. By the above lemma, l matches t, implying that t is reducible by R, a 
contradiction to the property that every term in a minimal test set of R is not ground- 
reducible. 
The above corollary holds only for left-linear rules in R because of the use of 
Lemma 3.6. 
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3.3. RELATION TO GROUND-REDUCIBILITY AND SUFFICIENT-COMPLETENESS 
The following theorem shows that minimal and complete test sets can be used for 
checking the ground-reducibility and sufficient-completeness properties of  rewrite systems 
(see also sections 4 and 6). In fact, test sets have been extensively used in (Kapur et al., 
1987) for deriving complexity results about the ground-reducibility and sufficient- 
completeness checks. 
THEOREM 3.8. A canonical constructor-preserving setR of rules is su:ff~ciently complete if 
and only if no term containing an operator f ~ F -  C appears in a standard test set of R. 
A similar result can be found in (Kounalis & Zhang, 1985). The use of a test set for 
checking the sufficient-completeness property was also discussed by Nipkow & Weikum 
(1983), Plaisted (1985) as well as Dershowitz (1983). 
The following theorem is helpful in defining a test set of a rewrite system R in terms 
of  a test set of a smaller ewrite system R,~ R under certain conditions. 
THEOREM 3.9. Given a rewrite system R such that R can be partitioned into two disjoint 
sets R' and R", where the left side of each rule in R" is ground-reducible with respect to 
R', T is a complete (minimal) test set of R' if and only if T is a complete (minimal) test 
set of R. 
PROOF. Since the left side of every rule in R" is ground-reducible with respect o R', 
every ground term reducible by R" is also reducible by R' thus implying that IRG(R ' )  -- 
IRG(R).  Hence the result. 
Note that the above theorem does not hold for standard test sets. This is so because 
if T is a non-extensible t st set of R, then T is also a non-extensible t st set of R', but 
not vice versa. 
The above theorem can be helpful in computing test sets of R by just computing test 
sets of R'~ R especially when R"~ 0 .  In particular, if R' is left-linear but R" is not 
left-linear, there exist much more efficient est sets of R' than of R. Applications of this 
result for proving non-linear equations by induction are discussed later. 
4. Test Sets of Left-linear Rewrite Systems 
For left-linear ewrite systems, standard test sets serve a useful role because of the 
following result. 
THEOREM 4.1. For a left-linear ewrite system R, a term t is ground.reducible if and only 
i f  t is ground-reducible with respect o a standard test set T of R. 
PROOF. We first prove that if t is ground-reducible (with respect o GT(F)) ,  then t is 
ground-reducible with respect o T. Suppose that t is not ground-reducible with respect 
to T, i.e. if Pl, P2 , . . . ,  Pk are the variable positions of t, then there exist tl, t2 , . . . ,  tk in 
T such that (i) t/p~ = t/pj implies that t~ = tj and (ii) t '= t[pl ~- h][p2~ t2]' 9 9 [pk~ tk] 
is not reducible. Because T is a minimal test set of R, there exists a ground instance tl 
of  tt, such that t I~IRG(R) ,  for l<-i<-k. Since t is ground-reducible, t"= 
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t[pi  ~ t'z ] [pz~ t~]. 9 9 [Pk ~-t'k] is reducible, say by I-9 r in R. Since R is left-linear, if a 
subterm s of  t matches t~ at the position p~, by Lemma 3.6, s matches t~, too. So l also 
matches a subterm of  t " [p~ tt]. Repeat this process, until each t~ is replaced by t~. 
Eventually, we get that I matches asubterm of t', which is a contradiction to the assumption 
that t' is not reducible. 
Now suppose t is not ground-reducible, then there exists a ground substitution cr such 
that o'(t) is irreducible. Since T is complete, there exist t~ ~ T and 0i such that 0~ (t~) = cr(xi) 
for every variable x~ in t. Obviously, O(t~) is irreducible. Since R is linear and each ti is 
non-extensible, cr'(t), where o"(x~) = t~ if o-(xl) = Oi(tt) for each x~ in t, is also irreducible. 
Thus, t is not ground-reducible with respect o T. 
Note that in the statement of  the above theorem, t can be a non-linear term. 
So far, we have characterized test sets in terms of their properties. We now turn our 
attention to giving a constructive characterization f a standard test set as well as algorithms 
for comput ing standard test sets of left-linear ewrite systems ince test sets for left-l inear 
systems can be computed more efficiently than test sets for non-linear systems. Due to 
Theorem 3.9, the results and algorithms for computing tests set of left-linear systems 
apply to any system R (not necessarily left-linear) if R can be partitioned into R '  and 
R" such that R '  is left-linear and the left side of each rule of R" is ground-reducible in R'.  
In the next subsection, we discuss a constructive characterization f a standard test set 
for left-l inear rewrite systems. This test set is defined by identifying terms which do not 
unify with any non-variable subterm of a left side of R. We compare this test set with a 
test set defined using top by Jouannaud and Kounalis in their method for checking 
ground-reducibil ity. 
4.1. A CONSTRUCTIVE CHARACTERIZATION OF STANDARD TEST SETS 
DEFINITION 4.2. An extending domain of  R is a finite set of terms containing LHS(R) ,  
the left sides of  rules in R. 
The reason we introduce the above definition is that we intend that a test set be 
non-extensible in two different rewrite systems. Typically, an extending domain is just 
the union of LHS(R)  and LHS(R ' ) ,  if we want to compare IRG(R)  and IRG(R ' )  using 
the test set approach. 
We present below a method to construct a standard test set for a left-linear system R 
relative to an extending domain of R. The method consists of three steps: 
1. Let To be a set o f  most general terms such that To can serve as a complete test set 
for R. 
2. Extend each term of To gradually while ensuring the completeness property, to 
obtain T1, T2, and so on, until no term is extensible with respect o an extending 
domain S of R. Let the new set of terms be T, such that T~ is a complete and 
non-extensible test set of R. 
3. T~ need not be minimal. Remove ground-reducible t rms from Tn to make it minimal. 
After these steps, we obtain a standard test set of R. In the following, we explain each 
step in detail; the implementat ion of step 3 will be discussed in section 4.2. 
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4.1.1. STEP 1: CONSTRUCTING CONSTRUCTOR STRUCTURJkL SCHEMA 
Let C be a set of constructors such that R is sufficiently complete. We start with the 
set To of terms, called constructor structural schema. 
To --- {f(xl . . . .  , x,)  [f ~ C, arity(f) = n and xl . . . .  , x, are distinct variables}. 
For example, To = {0, 1, (x2+xa) } for C = {0, 1, +}. To is complete with respect to IRG(R),  
since IRG(R) is a subset of GT(C)  by the assumption that R is sufficiently complete. 
4.1.2. STEP 2: EXPANDING BY PATTERNS 
We gradually extend each term in To ensuring the completeness property. 
DEFINITION 4.3. The set, Cand(R, S), of the terms obtained at the end of the following 
procedure is called a candidate set of a test set of R using the extending domain S. 
1. i:=0; 
2. While there is a term t in T~ and a position p in t such that t is extensible at p with 
respect o S, do 
T~.I := T~ -{t} u Pattern(t, p); i:= i+ 1, 
where Pattern(t, p) = {t[p ~ toil toe To} is the patterns of t at the variable position p. 
3. Return the set of all terms in T~ that are irreducible with respect o R. 
The termination of the above procedure is guaranteed since both C and S are finite. 
Note that a term can have several positions which are extensible with respect o S; we 
may choose any one of  them to expand. For simplicity, we assume that the left-most 
position is chosen to expand if more than one position is extensible. 
EXAMPLE 4.4. Given C = If, g, 0} and S = {f(0, g(x))}, To = {0, g(x) , f (x ,  y)}. f (x ,  y) is 
extensible at positions 1 and 2. Expending it at position 1, we have 
T1 = {0, g(x),f(O, y ) , f (  g(x), y ) , f ( f (x ,  z), y)}. 
Now, only f(0, y) is extensible. After the extension, we have 
T2 = {0, g(x),f(O, 0),f(0, g(x)) , f (O,f (x,  y) ) , f (  g(x), y ) , f ( f (x ,  z), y)}. 
LEMMA 4.5. For an extending domain S of R. 
(i) No two terms in Cand(R, S) are unifiable. 
(ii) Every term t in Cand(R, S) is non-extensible with respect o $, and every term t' 
such that t is a strict instance of t' (i.e. t = O(t') and 0 substitutes a non-variable term for 
some variable in t') is extensible, and 
(iii) Cand(R, S) is a complete test set of R. 
PROOF. (i) is true because no two terms in T~ are unifiable (this can be proved by 
induction on i in Definition 4.3 of a candidate set of a test set) and Cand(R, S) is a 
subset of T~. (ii) is obvious. (iii) is true because To is a complete test set and each time 
when a term in T~ is replaced by its instances (i.e., Pattern(t, p)), the completeness i  
preserved. 
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4.1.3. STEP 3: REMOVING GROLIND-REDUCIBLES 
Cand(R, S) need not be a standard test set of R because we do not know whether each 
term in Cand(R, S) is ground-reducible. However, if we remove all the ground-reducible 
terms from Cand(R, S), we then obtain a standard test set of R. Thus, 
THEOREM 4.6. I f  S is an extending domain of R, then 
TSL(R, S) = {t E Cand(R, S) I t is not ground-reducible). 
is a standard test set of R. 
PROOF. By Lemma 4.5 and the definition of TSL(R, S). 
The following theorem serves as a basis for using test sets in the inductive completion 
procedure for automating inductionless induction. 
THEOREM 4.7. I f  S is an extending domain of  the left-linear rewrite systems R1 and R2, 
then TSL(R1, S )= TSL(R2, S) if and only i f  IRG(R1) = IRG(R2). 
PROOF. The if-part is easy because if IRG(R1)= IRG(R2), for any irreducible ground 
term t there exists a unique term tl ~ TSL(R~, S) and t2c TSL(R2, S), respectively, such 
that t is an instance of tl as well as that of t2, i.e., t~ and t2 are unifiable. We have (i) tl 
is non-extensible with respect o S and for any term sl such that tl is a strict instance of  
Sl, st is extensible, and similarly, (ii) t2 is non-extensible with respect o S and for any 
term s2 such that t2 is a strict instance of s2, s2 is extensible. This implies that t~ = t2 
(assuming that the left-most position is extended while computing Cand). 
We prove the only-if part by contradiction as follows. Suppose TSL(R~, S) = TSL(R2, S) 
and IRG(R~) ~ IRG(R2). Without any loss of generality, suppose IRG(R~) -  IRG(R2) is 
not empty. Let t be the smallest erm (in terms of depth) in IRG(R1) -  IRG(R2). Then t 
is reducible by R E at the root. Since t is not reducible by R~, there exists t '~TSL(R~, S), 
and hence in TSL(R2, S), such that t = tr(t') for some or. That is, tr(t') is reducible by 
R2 at its root, which is a contradiction to Corollary 3.7. 
In the following, by abuse of notation, we will write TSL(R) for TSL(R, LHS(R)) ,  
where LHS(R)  is the set of the left sides of rules in R. 
We now discuss conditions under which IRG(R~) and IRG(R2) are the same when 
R~ _ R 2. It  is easy to see from the definition of TSL that if every term in TSL(Rx) is not 
extensible with respect o the left sides of  constructor rules (both sides are constructor 
terms) in R2-  R~, then TSL(R~) = TSL(R2). Given a constructor rule lo  r in R2-R~,  i f  
no term in TSL(R~) is unifiable with l, then IRG(R1)= IRG(R2) since TSL(R~) is a 
complete test set. Otherwise, if there is a term t that unifies with l and t is not extensible 
with respect o l, then t is an instance of 1 implying that IRG(R1) ~ IRG(R2); this follows 
from the fact that TSL(R1) is minimal. In fact, if l-~ r reduces a term t in TSL(R~), then 
IRG(R1) ~ IRG(R2). Hence we have: 
THEOREM 4.8. Given a rewrite system RI with TSL(Rx) as its test set, and a new constructor 
rule l ~ r. 
(i) I f  l does not unify with any term in TSL(R~), IRG(R1) = IRG(R1 u (l-> r}). 
(ii) I f  l~  r reduces a term t in TSL(R1), then IRG(R~) ~ IRG(R1 u { l~ r}). 
Note that in the above theorem, l can be non-linear. 
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LEMMA 4.9. ITSL(R)I is bounded by O(] C I * ]LR]2), where ]C] is the number of constructor 
symbols and ILRI is the sum of the size of the left sides of rules in R. 
PROOF. Every term t in TSL(R) is not extensible with respect to LHS(R), where LHS(R)  
is the set of the left sides of rules in R. Further, there is a non-variable position p in t 
such that (a) t (p) t  is a constructor symbol and t/p is a constructor structural scheme, 
and (b) t' = tip <-- u], where u is a new variable not in t, is extensible with respect o 
LHS(R),  i.e. t' unifies with some non-variable subterm l' of a left side I of R. In addition, 
we have (a) for every non-variable position q of t', there is a left side 11 with a non-variable 
subterm II such that t ' (q)= li(q), and (b) for every variable position q of t' different 
from p there is a left side 11 with a non-variable subterm l~ such that li(q) is a variable. 
From the above properties, it follows that Itl is O(IRI), and ITSL(R)I<--O(ICIIRI 2) 
since every constructor subterm of the left side of every rule in R must be considered. 
In addition, the time required to compute TSL(R) in O(IRI3). 
The test set TSL(R, S) defined in this paper is different from that given in our previous 
paper (Kapur, Narendran & Zhang, 1986). The test set defined there was based on the 
notions of skeleton and superterm and is bounded by o(IcI  aepthc~)) in the worst case, 
where depth(R) is the maximal depth of the left sides in R. Usually, the size of that test 
set also is polynomial is the size of R. 
EXAMPLE 4.10. Let R consist of the following two rules: 
1. f ( f (x ,  y), f (0,  0 ) )~0 
2. g(g(O,O),g(x,y))oO.  
The set of constructor symbols is {0, f, g}. It is easy to check TSL(R) has 17 terms. Because 
the termf(g(x ,  y), z) e TSL(R) is extensible by the definition given in (Kapur, Narendran 
& Zhang, 1986), we have to expand this single term into 170 terms using the old definition 
of test set given in (Kaput, Narendran & Zhang, 1986). 
4.2. A METHOD FOR COMPUTING TSL 
The following theorem provides a method for computing TSL(R, S) from Cand(R, S) 
by removing all ground-reducible t rms. 
THEOREM 4.11. Let A be a subset of Cand(R, S) that includes every ground term of 
Cand(R, S) and B = Cand(R, S) - A. Further, suppose that no term t in A is ground-reducible. 
( a) For any t in B, if t is not ground-reducible with respect o A, then t is not ground-reducible 
(with respect o GT( F) ). (b ) I f  every term in B is ground.reducible with respect o A, then 
every term in B is ground-reducible. 
PROOF. (a) The proof is by contradiction and is similar to the proof of Theorem 4.1. 
Suppose ta B is not ground-reducible with respect o A and t is ground-reducible. That 
is, if Pl, P2, . . . ,  Pk are the variable positions of t, then there exist t~, t2 . . . . .  tk in A such 
that t '=  t[p~ ~ tl] [P2 ~ t2] 9 9 9 [Pk ~ tk] is not reducible. By the hypothesis, there exists a 
ground instance t~ of t~, such that t~ e IRG(R), for 1 <--ix k. Since t is assumed to be 
ground-reducible, t"~-tip1<--t~][p2<-t~]"" [pk~t'k] is reducible by l~ r in R. If a 
t Given a term t and a position p in t, t(p) is the symbol (variable or function symbol) at position p in t. 
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subterm s of  l matches t~ at position p~, by Lemma 4.5 (ii) and Lemma 3.6, s matches t; 
too. So l rewrites t"[pt ~ tf] too. Repeat the above process, until each t~ is replaced by 
t~. Eventually, we get that l rewrites t', which is a contradiction. 
(b) Suppose every term in B is ground-reducible with respect o A. If t ~ B is not 
ground-reducible, then let tr be such a ground substitution that o-(t) is minimal in size 
and not reducible. Then the range of or is the set of the instances of a subset of A. Since 
t is ground-reducible with respect to A, or(t) should be reducible too, which is a 
contradiction. 
It is clear that non-extensibility of Cand(R, S) plays a critical role in the proof of the 
part (a) of the above theorem. This theorem allows us to design an algorithm to remove 
ground-reducible t rms from Cand(R, S). 
Algorithm Quasi.Check(A, B, R); 
1. Repeat 
2. New := 0;  
3. For t inB  do 
4. Let Vats(t) = {xl, x2 . . . .  , xk} 
5. For (tl . . . .  , tk) ~ A k do 
6. Construct or = {xl ~- q, x2 *- t2,. 9 9 Xk ~ tk}; 
7. If  tr(t) is not reducible by R then New := Newu{t} ;  go to 9; end if; 
8. end for; 
9. Continue; 
10. end for; 
11. A := A u New ; 
12. B := B - New; 
13. until New = ~;  
14. return(A); 
In the call to Quasi-Check, A is initialized to be the ground terms in Cand(R, S) and 
B by Cand(R, S ) -A ;  the returned result is TSL(R, S). 
The loop 5-8 always terminates. The loop 3-10 is executed at the most [B[ z times and 
the main loop is executed at the most IBI times. Thus the algorithm always terminates. 
The correctness of the algorithm is guaranteed by Theorem 4.11. 
Using this algorithm, the Quasi-Check of the previous subsection can be done in 
0(2  ILRI't~ because the size of Cand(R) is o(IcI * ILRf) and the size of every term 
in Cand(R, S) is bound by ILR[ (recall that I cI is the number of  constructor symbols, 
and ILRI is the sum of the size of the left side of each rule in R). 
EXAMPLE 4.12. C = {0, p, s}, R = {s(s(0)) ~ 0, p(0) ~ s(0)}. 
By definition, the candidates of TSL(R, S), where S = LHS(R),  are 
Cand(R, S) = {0, s(0), p(s(x)  ), p( p(x) ), s (p(x)  ), s(s(s(x)   ), s( s (p(x)  ))}. 
When Quasi-Check is invoked, the inputs are A = {0, s(0)}, B = Cand(R, S ) -A  and R. 
Consider p(s(x) )  in B. Since p(s(O)) is not reducible, pts(x))  is transferred from B 
into A. Replacing the variables in the other terms of B by p(s(x)) ,  we find none of them 
to be reducible, so they are all put into A. For this example, Cand(R, S) =TSL(R, S). 
Below we consider a more complex example illustrating all the steps of  the algorithm. 
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EXAMPLE 4.13. Let C = {0, 1, +} and R contain the following rules, which define the 
natural numbers using the function symbols 0, 1 and +. 
1. O+x~x, 
2. x+O-> x, 
3. ( l+x)+y~l+(x+y). 
A test set of R, TSL(R), can be computed as follows. Let 
T O = {0, 1, Xl + X2}. 
Then x~+x2 is extensible at position 1 and produces three new terms 
0+x2,1+x2 and (yl+Y2)+x2 
of which 0+x2 is reducible. The term l+x2 is extensible at position 2 and gives three 
new terms 
1+0, 1+1 and l+(y~+y2)  
of which 1 + 0 is reducible and the other two are not extensible. The only extensible term 
now is (y~ +Y2)+ x2 at position 1.1, and produces three new terms 
(0+y2)+x2, ( l+y~)+x2 and ((Zl+Z2)+y2)+x2 
of which the first two are reducible and the third is extensible at position 2 and produces 
again three new terms: 
((Zl+Z2)+Y2)+O, ((zl+z2)+y2)+l and ((Zl+Z2)+Y2)+(ul+u2) 
of which the first is reducible and the other two are not extensible. 
The candidate set, Cand, for TSL(R) is 
{0, 1, 1+1, 1 + (yl+y2),  ((z,+z2)+y2)+ 1, ((zl+z2)+y2)+(ul+u2)}. 
Giving A = {0, 1, 1 + 1 } and B = Cand -A  to the procedure Quasi-Check, we get TS L(R): 
TSL(R) ={0, 1, 1+1, 1 +(y~+y2)}, 
since both ((zl+ z2) +Y2) + 1 and ((zl + z2) +Y2) + (u~ + u2) are ground-reducible with 
respect o TSL(R) because if any term from TSL(R) is substituted for z~ in the above 
terms, the results are reducible. 
The complexity of Quasi-Check is exponential, i.e. it is O((IBI2* [AI)a* IR] 3) or 
O(2lRl*t~ where k is the maximal number of variables in a term in A and can be 
O(IRI) (Kapur et aL, 1987). However, simple heuristics can help sometimes. Because 
each term in B cannot be reduced at the root (Corollary 3.7), we can check for ground- 
reducibility of the top-level arguments of the outermost function symbol in a term 
separately. To be more precise, suppose f ( t l ,  t2) is not reducible at the root, then f (h ,  t2) 
is ground-reducible if and only if ta or t2 is ground-reducible. Let kt-~lVars(h)[ and 
k2 = I Vars(t2)l, then the cost to check whether f (h ,  t2) is ground-reducible can be reduced 
from ]RI ~ * Im] ~k,+k~ to IRI ~* (IAlk,+lm]% The cost remains the same when kl or k2 is 
zero, but some gains can still be made. 
Similarly, we can exploit the fact that if a term is ground-reducible then every term 
including this term as a subterm is also ground-reducible. For instance, in the above 
example, for checking that ((zl + z2) + Y2) + 1 is ground-reducible, we check (h + z2) + Y2. 
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When the answer is yes, we can say immediately that ((zl + z2) +y2) + (u~ + u2) is also 
ground-reducible. 
4.3. COMPARISON WITH JOUANNAUD AND KOUNALIS'  TEST SET 
Because TSL(R)  is a standard test set, by Theorem 4.1, we can use TSL(R) for checking 
ground-reducibil ity of terms in left-linear systems. Furthermore, we can use TSL(R) to 
implement Jouannaud and Kounalis' method based on ground-reducibility. 
In Jouannaud & Kounalis (1989), the notion of  top of terms is used to decide the 
ground-reducibil ity for left-linear systems. 
DEFINITION 4.14 ( Plaisted, 1985; Nipkow & Weikum, 1983). The top of  the term t at depth 
i, top(t, i), is defined as: 
1. top( f (  tl . . . .  , t,), 0) = f (x l  . . . .  , x,) ,  where xt , . . . ,  x,  are distinct new variables; 
2. top( f (  tt,  . . . , t ,) ,  i+1)=f ( top( t l ,  i ) , . . . ,  top(t, ,  i)). 
Let JK(R)  denote the set of all top(t, depth(R))  for any t in IRG(R).  Jouannaud and 
Kounalis showed that this set can be used for the ground-reducibility check of a term. 
It is also easy to see that JK(R) is a standard test set of R. However, the size of JK(R) 
is often much larger than the size of TSL(R) because, in general, [JK(R)] is bounded by 
o(tcl 
EXAMPLE 4.15. Suppose F = {0, a, b, c, d} and R contains a single rule: a (b (c (d (x ) ) ) )  --> x. 
In order to compute JK(R),  all ground terms of depth less than or equal to 6 will be 
constructed. There are 1 +4+42+ . . 9 +46= 5557 such terms. Finally there are 1380 terms 
remaining in JK(R);  the rest are discarded. However, only 17 terms are constructed using 
our method for computing a test set and 16 of them are in TSL(R). In contrast to many 
terms in JK (R)  whose outermost symbol is b, TSL(R) includes only b(x); similarly, for 
many terms in JK(R)  whose outermost symbol is c, TSL(R) includes c(x) and so on. 
The above example also shows that the number of ground terms is an exponential 
function of the depth even with unary functions. If  the set of function symbol is large 
and arities o f  function symbols are greater than 1, JK(R) grows much faster than TSL(R). 
Because the number of terms in TSL(R) is a polynomial of IRI while the number of terms 
in JK(R)  is an exponential function of [RI, we conclude that TSL(R) is much more 
effective than JK(R)  for checking ground-reducibility. 
5. Using Standard Test Sets in Inductive Completion Procedure 
The test set TSL(R, S) introduced in the previous section is used for the consistency 
check to support an implementation of the inductive completion procedure in RRL. 
(Section 7 includes discussion of examples proved using RRL.)  Consider the inductive 
completion procedure given in subsection 2.2. Step 7, which is the consistency check, is 
replaced as follows. 
The input to the completion procedure is a constructor-preserving and sufficiently 
complete canonical system R1 and an equation s = t to be proved from RI (if every 
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function symbol is assumed to be a constructor, then Rx is trivially constructor-preserving 
and sufficiently complete). For efficiency, we start by computing TSL(R~, S), where 
S= LHS(R~), the set of the left sides of rules in R1; this becomes step 0 in the 
procedure. 
Whenever a new rule l--> r is generated, we check at first whether 1 contains a non-  
const ructor  symbol. I f  I contains a non-constructor, then l is ground-reducible since R~ 
is sufficiently complete. 
Otherwise, l is a constructor term. We check whether l unifies with any term in 
TSL(R~, S). If the answer is no, then continue as l is ground-reducible by R~. I f  the 
answer is yes, and further, l -  r reduces a term in TSL(R~, S), then stop with "not true" 
(by Theorem 4.8). 
Otherwise, there exists a term in TSL(R~, S) that is extensible with respect o L 
1. If l is non-linear: we check whether I is ground-reducible with respect to TSL(R~, S). 
If 1 is not, stop with "not true" because by Theorem 4.1, I is not ground-reducible 
in R~; otherwise, continue. 
2. Now 1 is linear. There are two choices: 
(i) Choice (a): Check whether l is ground-reducible as in the non-linear case. 
(ii) Choice (b): Let S '= S w {l} and then extend TSL(R1, S) to obtain TSL(Rt, S'). 
If l matches with any term in TSL(R~, S ' ) -TSL(Ra,  S), then stop with "not  
true", otherwise continue. 
It is evident from the above that only constructor rules matter in performing consistency 
check. The advantage in employing the first choice is that the test set TSL(Rt, S) is 
computed only once and does not change during the completion procedure. 
In the following diseussion, our analysis will be based on the first choice; a discussion 
of the inductive completion based on the second choice for the consistency check is given 
in Kapur, Narendran & Zhang (1986). 
The correctness of the method can be established by the following theorem: 
THEOREM 5.1. Let R be a canonical rewrite system given as input to the inductive completion 
procedure such that R~ is the subset of R consisting of all constructor rules in R and R~ is 
canonical and left-linear. Let S be an extending domain of R1. Let R2 be the set of new 
constructor rules generated by the completion procedure to prove e~ = e2. 
I f  R2 can be partitioned into two disjoint subsets R~ and R~ such that (i) R'2 is left.linear 
and for each rule in R~, its left side does not unify with any term in TSL(R~, S), and (ii) 
the left side of each rule of R~ is ground-reducible by R~ , then TSL(R1, S) = TSL(R1 w R2, S) 
if and only if IRG(R~) = IRG(R, u R2). 
PROOF. A direct consequence of Theorem 3.9 and Theorem 4.7. 
Note that in the above statement of the theorem, R~ need not be left-linear. 
EXAMPLE 5.2. Let R={s(s(O))~O}, S=LHS(R)={s(s(O))} and TSL(R, S)={0, s(0)}. 
s(s(x)) =x  is an inductive theorem of R, since TSL(R u {s(s(x))~O}, S) = TSL(R, S). 
s(s(x))=O is not an inductive theorem since the rule s(0)->0 is generated 
when the completion procedure is run with R u{s(s(x))=O}. This rule reduces s(0) 
in TSL(R, S). 
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5.1. COMPARISON WITH JOUANNAUD AND KOUNALIS'  METHOD FOR 
INDUCTIVE THEOREM PROVING 
Our method differs from Jouannaud and Kounalis' method in the following way. We 
check whether the left side of a new rule unifies with a term in TSL; if not, we are done, 
If yes, we check whether the term can be reduced by the new rule; again, if yes, we are 
done. Only if these two conditions fail, do we check the ground-reducibility of l with 
respect o TSL. Jouannaud and Kounalis, on the other hand, would always check whether 
the left side of the new rule is ground-reducible with respect o TSL (in fact JK(R)) .  
In general, because the size of a test set is large (remember that O(IJK(R)[) is exponential 
in the number of function symbols in R), ground-reducibility check is an expensive 
operation. In the following analysis, we assume that TSL(R) is also used for checking 
ground-reducibility since IJK(R) I -> [TSL(R) I. For a term t having k variables and a test 
set having m terms, m k substitutions will be constructed, hence m k instances of  t will 
be checked for reducibility. I f  Ill denotes the average size of terms in the test set, then 
the average size of each instance of l will be IIl+kltl, and the cost of checking the 
reducibility of each such instance will be [RI2* (lll+kltl). So the total cost of checking 
the ground-reducibility of I will be IRI 2 9 ( l / l+ kil l) * m k. Because k is bounded by I/I, if 
we also assume that Itt is bounded by I11, then the above formula can be rewritten as 
O(IRI =, Ill =, mJ%. 
On the other hand, the cost for testing whether l--> r reduces or unifies a term of the 
test set at the root is O(Ill * m). In other words, we gain by a factor of O(]RI 2 * II] * m I~l-a) 
by avoiding the ground-reducibility check of a new rule in the inductive completion 
procedure. Because m is bounded by I CI * ILR[% the saving is significant. Let us summarize 
the above discussion in the following theorem. 
THEOREM 5.3. Assuming that R, R1, R2, R~ and R'~ satisfy the conditions in Theorem 5.1, 
the test set method for consistency checking is faster than the Jouannaud and Kounalis' 
method based on ground-reducibility check (using the test set TSL) in the inductive completion 
procedure by 
o(Ig2r 2 * Ig;I * ICI Ill * ILR121'1) 
steps, where I11 is the average size of the left sides of the rules in R~, ILRI is the sum of the 
sizes of the left sides of Ra. I f  the test set JK(R1) is used for the ground-reducibility check, 
the former is faster than the latter by 
O(IR=I 2 * IR;I * c d~ 
steps, where c is a constant. 
As stated above, if a new rule, l--> r, generated in the inductive completion procedure 
is left-linear and there is a term in TSL(R1) that is extensible with respect o l, then there 
are two choices. The left side l can be checked for ground-reducibility with respect o 
TSL(R~), or TSL(R1) can be extended. In the latter case, the initial extending domain 
of R1 must be extended so that to include l; then, certain terms in TSL(R1) must also be 
extended. Each of the extended terms must be checked for ground-reducibility hus 
producing a new test set. 
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It is useful to extend TSL(R~) only if more new rules are likely to be generated such 
that terms in TSL(R1) are extensible with respect o the left sides of these new rules. 
Having extended TSL(R1) would save subsequent ground-reducibility checks which will 
otherwise have to be done (tsing TSL(R~). Extending TSL(R~) would thus avoid the need 
for performing the ground-reducibility check. Instead, whatever ground-reducibility check 
is needed is performed while computing and extending test sets. 
Among about 100 theorems about natural numbers, integers, sets and lists, etc. that we 
proved so far (see section 7), the left sides of these theorems either contain on-constructors 
or are not extensible with respect o the original test set; for no example was it necessary 
to extend the extending domain. 
6. Other Applications of Test Sets 
It should be obvious from the above discussion that a standard test set can be used 
for the sufficient-completeness check under certain conditions. Furthermore, i f the con- 
structors of an algebraic specification are not known, the test set construction can be 
used to identify them also. Theorem 3.8 serves as a theoretical basis for these results. 
6.1. USING TEST SETS FOR SUFFICIENT-COMPLETENESS CHECK 
THEOREM 6.1. Let R~ be a canonical constructor.preserving rewrite system such that R is 
the subset of Rt consisting of all constructor rules in R(  and R is a canonical eft-linear 
rewrite system. A non-constructor symbol f is completely defined if and only if f (x l ,  . . . , xn) 
is ground-reducible by R1 with respect o a minimal and complete test set of R. 
PROOF. Iff(x~ . . . . .  X,) is ground-reducible by R~ with respect to a minimal and complete 
test set of R, then for every ground term of the form f(g l ,  . . . ,  gn), where gt, 9 9 9 g~ are 
constructor ground terms, can be reduced by R1. So, f is sufficiently-complete. This part 
o f  the proof does not even require that R~ be canonical. 
Similarly, i f f  is not sufficiently complete, then since R~ is canonical and constructor-  
preserving, f (ga , . . . ,  g,) is irreducible for some constructor ground terms g l , . . . ,  g,. 
Since a complete test set includes terms whose instances include g~s, it fol lows that 
f (x~, . . . ,  x,) is not ground-reducible with respect o a complete test set of R. 
A minimal and complete test set such as TSL can be used for checking whether  a 
non-constructor function symbol is completely defined or not. We can check that for 
every possible substitution o-: {x~,. . . ,  xn}-~ TSL, whether f (x l , . . . ,  x,) reduces by R~. 
I f  yes, then f is completely defined. In case, for some tl . . . . .  tn, f ( t l , . . . ,  tn) cannot  be 
reduced, then f needs to be defined on every such n-tuple (t~ . . . .  , t,). In fact, the test 
set TSL can be extended to consider the constructor subterms of the rules in Rt - R which 
will result in a better set of templates on which f is not defined. Each of these templates 
will have the property that f  is not defined for at least one ground instance of the template. 
In the example discussed in subsection 4.2 of natural numbers generated by {0, 1, +}, 
suppose * is defined as follows: 
x*O~O, 
x* l~x ,  
x*  (y+ z)-> (x * y)+ (x * z). 
104 D. Kapur et al. 
Then, * is completely defined, because xl * x2 is ground-reducible with respect to the test 
set {0, 1, 1 + 1, 1 + (y2+y2)}, since substituting any of  the terms in the test set for x2 will 
lead to a term which can be reduced by the above three rules for *. 
I f  the third rule above was not given, then from the test set, we get that xl * (1 + 1) and 
x~ * (1 + (y~ + Y2)) need to be defined, which can be done either using the third rule or 
even by the following instance of the third rule: 
x * (1 +z)-> x+(x  * z). 
I f  instead the following equation was given: 
x*  (l +( l  + z))-, x+(x  +(x * z)), 
then, the above test set can be extended and the extended test set will have {0, 1, 1 + 1, 1 + 
(1 +y)}. This will thus imply that * may be undefined if its second argument is 1 + 1. 
6.2. IDENTIFYING CONSTRUCTORS OF AN ALGEBRAIC SPECIFICATION 
THEOREM 6.2. Given a canonical left-linear rewrite system R, the function symbols appearing 
in a minimal and complete test set TSL of R constitute its constructor symbols, i.e. a function 
symbol f not appearing in TSL is not a constructor symbol. 
PROOF. If a minimal and complete test set TSL of R does not have any term involving 
f, then f (x l ,  . . . ,  x~) is ground-reducible; as otherwise, there is an irreducible instance of 
f(x~ . . . .  , x , )  which is a contradiction to the assumption that TSL is complete. 
A similar result is also given in (Jouannaud & Kounalis, 1989). 
EXAMPLE 6.3. R = {s(s(0)) --> 0, p(0) --> s(0), p(s(O)) -> 0). 
Again S = {s(s(0)), p(0), p(s(0))}, the candidate set of TSL(R, S) is 
Cand(R, S) = {0, s(0), p(s(s(x))) ,  p(s(p(x))) ,  p(p(x)) ,  s(p(x)), s(s(s(x))),  s(s(p(x)))).  
I f  7"1 = {0, s(0)) and T2 = Cand(R, S) - T1 are given as input to Quasi.Check, we find 
that every term in T2 is ground-reducible with respect o 7"1. Hence, the test set consists 
of 0 and s(0). Using the above theorem, 0 and s are the only constructor symbols, and 
p is not a constructor, i.e. p is completely defined in terms of 0 and s. 
7. Implementation and Experimental Results 
The test set method for proving inductive properties as well as for checking the 
sufficient-completeness property of equational axiomatization has been implemented in
RRL (Kapur & Zhang, 1987). The following are some of the examples proved using an 
implementation of this method in RRL. 
EXAMPLE 7.1. Let us revisit the example of natural numbers generated by {0, 1, +} 
discussed in subsection 4.2, with the rule set 
R1 = {x+ 0-~ x, O+x-->x, (1 +x)  +y-> 1 + (x+y)}. 
Proofs of many equations by induction are quite straightforward once a standard test set 
is computed. For instance, in a proof of (x+y)+z=x+(y+z) ,  three main steps are: 
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(a) making the rule (x+y)+z->x+(y+z) ;  (b) since LHS(R1) covers the left side &the  
new rule and the rule cannot reduce any term of TSL(R1), adding this rule to R1 does 
not change TSL(R~); (c) all critical pairs between the new rule and R1 are computed and 
are proved to be equal. When all of the above three steps are done, we conclude that 
(x+y)+z=x+(y+z)  is an inductive theorem. 
I f  we continue on to prove another theorem, x + y = y + x, our method needs very little 
effort since the test set TSL(R0 was already computed and no additional costly operations 
must be done. 
The test set method can be extended to multi-sorted equational axiomatizations without 
any difficulty, as illustrated by the following example. 
EXAMPLE 7.2. Suppose the natural numbers are generated by any set of constructors and 
the lists of natural numbers are generated by the constructors nil, atom (which takes a 
number and returns a unit list) and app (which appends two lists). The axiomatization 
R2 is given below: 
1. app(nil, x) ~ x, 
2. app(atom(x), nil) ~ atom(x), 
3. app(app(atom(x), y), z) ~ app(atom(x), app(y, z)) 
The test set TSL(R2) for the sort list contains 5 terms while JK(R2) contains 13 terms 
(when 0 and s are used as the constructors of the natural numbers) (see Jouannaud & 
Kounalis (1989)). To prove app is associative, our method needs to check whether the 
rule app(app(x, y), z )~ app(x, app(y, z)) reduces any term in TSL(R2). The Jouannaud- 
Kounalis method needs to construct 133 substitutions in order to test the ground-reduci- 
bility of app( app(x, y), z). 
EXAMPLE 7.3. R3 consists of the following rules axiomatizing an abstract data type using 
constructors a, b, and +. 
1. (b+a)~(a+b)  
2. ( (x+y)+z)~(x+(y+z) )  
3. (b+(a+z) ) ->(a+(b+z) )  
4. f(a, x) ~ a 
5. f(b, x) --> b 
6. f ( (x+y) ,  z)-->(f(x, z )+f (y+z) )  
It can be shown that f (x,  y) = x is an inductive theorem and + is commutative. 
EXAMPLE 7.4. Let C ={e, 
rules: 
1. x~e~x 
2. ewX~X 
3. (bua)~(awb)  
4. (xuy)wZ~xw(ywz)  
5. bu(awz)~ 
6. set(e) ~ e 
7. set(a) -~ a 
8. set(b) ~ b 
9. se t (aw(awy) )~set (awy)  
a, b, u}, F -  C = {set, comp} and R4 consist of the following 
10. se t (b~(bwy) ) -~set (bwy)  
11. set (au(bux) )~aub 
12. eomp( e) -> a u b 
13. comp(a) ~ b 
14. comp(b) ~ a 
15. comp(a u (a w y)) .9 comp(a w y) 
16. comp(bu(buy) )~ comp(buy)  
17. comp(au(bwx) )~ e 
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I f  we consider e as the empty set, and a and b as two different singleton sets, then the 
first five rules define u as the union operator of those multisets that contain at most two 
different elements. The function set turns a multiset into a set by removing the duplicates. 
The function comp returns the complement of a multiset. 
The theorems to be proved are 
18. xuy  = 
19. set(set(x)) =
20. comp(set(x)) =
21. set(comp(x)) =
22. comp(comp(x)) = 
23. set ( (xu  xu  y ) )= 
24. comp((xwxuy) )= 
25. set((z u z)) = 
26. comp((z u z)) = 
and an equation to be disproved is 
yux  
set(x) 
eomp(x) 
comp(x) 
set(x) 
se t ( (xuy) )  
comp((x u y)) 
set(z) 
comp(z) 
23. set (comp(x)u  comp(y))= comp(x u y). 
There are 8 terms in TSL(R4) and 14 terms in the set JK(R4). 
EXAMPLE 7.5. R5 consists of the rules in R1 plus the following rules: 
(x * O) ~ 0 div2(O) ~ 0 
(x * 1 )~x div2(1)~O 
(x* (y+z) )~( (x*y)+(x*z ) )  d iv2(x+l+l ) -~ l+d iv2(x )  
sum (0) ~ 0 sum (x + 1) ~ x + 1 + sum (x) 
where div2 "divides" a number  by two and sum(x) sums up the numbers from 1 to x. 
The theorems proved by RRL are: 
div2(z + z) = z 
div2(x + (x + y)) = x + div2(y) 
sum(x)  = div2(x + (x * x) ) 
EXAMPLE 7.6. Suppose that R6 contains R1 plus the following axioms: 
comb(x, O) -~ 1 
comb(O, 1 + y) ~ 0 
comb(1 + x, 1 + y) ~ comb(x, 1 + y )+ comb(x, y) 
which defines the so-called "binomial coefficients". Following theorems have been proved 
in RRL. 
comb(x, x+l )=0 
comb(x, x+y+ 1) = 0 
comb(x, x) = 1 
comb(x, 1) = x 
EXAMPLE 7.7. We have also successfully proved some instances of Fermat's Little 
Theorem x p ----- x mod p for any prime p --- 23. Because the test set for non-left-linear rewrite 
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systems is highly inefficient, we use 1 + 1 +. 9 9 + 1~ 0 as an axiom instead of the axiom 
x+x+. . .+x~O.  The constructor set C={0,  1,+}. The axiomatization scheme F(p) ,  
where p is a parameter, is given below: 
1. (x+O) -*x  5. (x*0)~0 
2. (O+x)~x 6. (x* 1 )~x 
3. ( ( l+y)+z)~( l+(y+z) )  7. (x* (y+z) )~( (x*y)+(x*z ) )  
4. (1+(1+' ' .1 ) ) - *0  
pl's 
The following equations can be proved in F(p) :  
8. x+y=y+x 
9. (x+y)+z=x+(y+z)  
10. px =0 (px stands for x+x+. . .+x)  
11. x*y=y*x  
12. (x*y )*z=x*(y*z )  
13. x p = x (x p stands for x * x * . . .  * x) 
The test set of each rewriting system obtained from F(p)  (by specifying a prime number 
p) is identical to the set of irreducible ground terms of the corresponding system. 
Table 1 is a comparison of the test set method and the ground-reducibility method 
using the test set TSL as implemented in RRL. Statistics were collected on the above 
examples by running RRL (written in Franz Lisp) on a SUN 3/60 Workstation with 16 
mega byte memory. Under the column Test set in the table, the time (in seconds) used 
by the test set method is given. Under the column QReduce, the time used by the 
ground-reducibility method is given. 
Both TSL and JK are quite small in the examples listed in Table 1; however, there is 
a difference between the sizes of TSL and JK. I f  more function symbols are used as 
constructors, then the difference would often be more significant. 
EXAMPLE 7.8. Let Rs consist of the following rules 
1. s(s(x)) - - ,  x 
2. p(o)--, s(O) 
3. g(0, y )~0 
4. g(s(x) ,  y)  ~f (  g(x, y), O) 
5. f(O, y)  ~ y 
6. f (  s(x), y ) ~ s ( f (x ,  y) ) 
7. f ( f (g (x ,  y), 0), O)og(x ,  y). 
Table 1. Comparison of test set and ground-reducibility 
Test set QReduce 
Axioms Theorem proved (seconds) (seconds) 
RI (x + y)+ z-~ x +(y + z) 0-45 0.91 
R~ x + y= x + y 0.62 1.02 
R 2 app(app(x, y), z) = app(x, app(y, z)) 0.92 1.70 
R 3 f(x. y) -- x 0.03 0.06 
R3 x+y=y+x 0.11 0.19 
R 4 xuy=yux  0.20 0.34 
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Table 2. Additional examples proved using test set method 
Ax ioms Theorem proved T ime (seconds)  
R 4 set(set(x))  = set(x)  0.35 
R 4 comp(set(x))  = comp(x)  0.40 
R 4 set (comp(x) )  = comp(x)  0.52 
R4 comp( comp( x ) ) = set(x)  0.63 
R 4 set(x  u x u y)  = set(x u y) 4.28 
R s div2(z + z) = z 0.17 
R s d iv2(x  + (x +y))  = x+ d iv2(y)  0'28 
R s sum (x)  = div2(x + (x  * x)) 0.33 
Re, comb(x, x+ 1) = 0 0.21 
Re, comb(x,  x+y+ 1) = 0 1.16 
Re, comb(x, x) = 1 0.33 
R o comb(x, 1) = x 0.28 
F (3)  x a = x 2.48 
F (5)  x s = x 6.07 
F (7)  x 7 = x 14.33 
F ( l l )  x 11 =x 83.52 
F (13)  x t3 = x 196.98 
F (17)  x 17 = x 1002.83 
F (19)  xtg=x 1951.05 
F (23)  x 23 = x 6740.32 
All the function symbols are used as constructors. To compute TSL(Rs) and disprove 
thatf(p(x), 0) = 0 is an inductive theorem of Rs, our method takes 2.4 seconds and there 
are 28 terms in TSL(Rs). Our implementation failed to compute JK(Rs) due to lack of 
space after 1 hour of running time, so we do not know the size of JK(Rs). 
Table 2 is a list of inductive theorems proved using the test set method. Since these 
theorems involve non-constructor symbols and no new constructor rules were generated, 
the test set method and the ground-reducibility method perform in the same way. The 
time reported is the time needed to check that the original canonical system augmented 
with the theorem being proved is also canonical. 
The above experiments indicate that it is better to distinguish between constructor and 
non-constructor symbols; this distinction results in avoiding many ground-reducibil ity 
checks because often one encounters rules whose left sides have non-constructor symbols. 
Hence, it is better to implement inductionless induction with constructors. As shown 
above, constructor symbols can be identified using the test set method. Once that is done, 
the ground-reducibility check is needed only for those whose left side does not have 
non-constructor symbols. 
8. Conclusion 
We have given a method based on test sets for the consistency check in the inductive 
completion procedure for automating inductionless induction. This method is shown to 
be better than a related method by Jouannaud and Kounalis because of the following 
reasons: (i) the size of a test set of terms computed by this method (polynomial in size 
of a rewrite system) is much less than the size of a test set of terms used by Jouannaud 
and Kounalis (exponential in the size of a rewrite system), and (ii) the test set method 
avoids the ground-reducibility check for most new rules and the ground-reducibility check 
is often of exponential complexity. We also give a better method for the ground-reducibil ity 
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check using the test set TSL. Further, experimental comparison of the two methods on 
a small set of examples also seems to indicate that the test set method is better than 
Jouannaud and Kounalis' method. 
One of the inherent limitations of the inductionless induction approach using the 
Knuth-Bendix completion procedure is the requirement that (i) a theory (axiomatization) 
in which induction proofs are being carried out must have a canonical system and 
furthermore, (ii) the theory augmented with a theorem being proved by induction must 
also have a canonical system. Otherwise, the inductive Knuth-Bendix completion pro- 
cedure may loop or fail because of an unorientable equation. Of course, in the case 
when the Knuth-Bendix completion procedure terminates, the canonical system of the 
augmented theory also serves as its decision procedure. 
It should be obvious that it is really not necessary to require that a canonical system 
for both the theory and the augmented theory should exist. It is in fact sufficient to require 
that the system is ground confluent, i.e. it is canonical only on ground terms. Deciding 
whether a given terminating rewrite system is ground-confluent is however undecidable 
(Kapur, Narendran & Otto, 1987). Since adding any inductive theorem to the system 
does not destroy its ground confluence, we may start with a small system (axioms), prove 
its ground confluence, then augment i  by adding each inductive theorem without worrying 
about its ground confluence. Practical methods for showing ground confluence need to 
be investigated. 
Since the check for ground confluence is sufficient, there is no need to perform all 
critical pairs between the rule corresponding to the equation being proved and rules in 
a theory. Fribourg (1986) proposed a linear inductive completion method. The basic idea 
of his method is that instead of computing all critical pairs between the system and a 
new rule, only one position of the left side of the new rule is needed to be considered 
and only a subset of rules is needed to superpose atthat position, if there exists a complete 
class of superposition substitutions between the new rule and the subset of the rules. 
Various criteria to avoid computing some critical pairs without losing general confluence 
(Buchberger (1979), Kapur, Musser & Narendran (1988), Kuechlin (1985)), can also 
apply to the inductive completion procedure. Goebel (1985) and Kuechlin (1987) have 
studied these criteria for induction proofs. 
Further research is needed in this area to study the usefulness and adequacy of these 
ideas for large examples, such as proving the unique factorization theorem in number 
theory. Another alternative is to combine heuristics from Boyer and Moore's theorem 
prover with the inductionless induction approach in a rewriting framework. This alterna- 
tive is being investigated in our group and preliminary results are quite encouraging; for 
details, see Zhang, Kapur & Krishnamoorthy (1988). 
As discussed by Kapur and Musser, the inductionless induction approach ismeaningful 
only if an equational axiomatization is sufficiently complete. If an equational xiomatiz- 
ation is not sufficiently complete, both Jouannaud and Kounalis' method as well as our 
method can warn the user that the axiomatization needs to be completed or can treat 
every function symbol as a constructor for proving inductive properties. However, the 
latter perspective is not particularly useful because the resulting approach towards proving 
inductive properties i not monotonic, i.e. theorems proved earlier using an axiomatization 
may not remain valid when a new function with a partial axiomatization is introduced. 
For example, suppose we used 0 and s as the constructors of natural number, and 
completely defined +, *, p and - in terms of 0 and s in a usual manner. Using these 
definitions, many theorems like x+y=y+x, x-x=O, etc., are already proved and are 
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in a specification system. The test set for this system has two terms in it: 0 and s(x). Now 
we introduce a new function foo and add one rule foo(O)--> 0 in the original system. The 
new system is not sufficiently complete. If  foo is considered as a constructor as will be 
done in the initial algebra semantics, the test set TSL for the new system will contain 
terms like x+foo(y) , . . .  ,foo(x)-foo(y), foo(x+y) . . . . .  foo(x-y).  None of the pre- 
viously proved theorems like x -x  = 0 would be theorems in the new system. 
Kapur and Musser proposed a different approach for proving inductive properties from 
axiomatizations that are not sufficiently complete so that the monotonicity property is 
preserved. The approach involves completing the axiomatizations in all possible ways 
and checking whether a given equation is valid in each such completed axiomatization. 
However, the approach appears to be quite tedious to implement; further research is 
needed to refine that approach if automating the inductionless induction approach is to 
be practically useful in design and analysis of specifications and programs. 
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