Dispersal is a fundamental control on the spatial structure of a population. We investigate the precise mechanism by which a mixed strategy of short-and long-distance dispersal affects spatial patterning. Using techniques from pair approximation and percolation theory, we demonstrate that dispersal controls the extent to which a population is completely connected by modulating the proportion of neighboring sites which are simultaneously occupied. We show that near the percolation threshold this pair statistic, rather than other metrics proposed earlier, best explains clustering, and we suggest more general circumstances under which this may hold.
Understanding the sources and consequences of spatial heterogeneity is a fundamental task in ecology (Levin, 1992) . Both in terrestrial (Cain et al., 2000) and marine (Carlon and Olson, 1993) systems, dispersal is one of the basic forces which shapes the spatial structure of a population (Levin and Muller-Landau, 2000; Tilman and Kareiva, 1997) . A poorly-dispersing species shows spatial autocorrelation, whereas long-distance dispersal contributes to the spatial mixing of a population (Reed et al., 2000) . This spatial patterning has important consequences for phenomena such as species coexistence (Bolker and Pacala, 1999) , vulnerability to and recovery from disturbance (Etter and Caswell, 1994; Hiebeler, 2004) , and other aspects of ecosystem function (Pacala and Deutschman, 1995) . Through such mechanisms, whether dispersal is highly localized, long-distance, or a mixture of the two can affect the spatiotemporal dynamics of a population.
In this paper, we examine the effects of mixed dispersal strategies on the spatial structure of a population. To this end we consider a spatially explicit birth-death model, in which organisms have a mixed strategy of local and global dispersal. We will see that the exact strategy -that is, the relative frequency of local and global dispersal -has important consequences for the spatial structure of a population. Specifically, we show that whether a population is completely connected depends on the proportion of pairs of neighboring sites which are simultaneously occupied, and that dispersal influences patterns of aggregation by changing this pair statistic. (Earlier statements in the literature (Iwasa, 2000; Kubo et al., 1996) imply that clustering is determined by a conditional site occupation probability which is related to, but distinct from, the pair statistic.) Briefly, local density controls global connectedness.
Much prior work on spatially-explicit, single-species systems has focused on the special case of either purely local (de Aguiar et al., 2004; Haraguchi and Sasaki, 2000) or purely global (Deredec and Courchamp, 2003; Tilman, 1994) dispersal. Other researchers have examined both cases simultaneously (Boots and Sasaki, 2000; Socolar et al., 2001) , without considering intermediate or mixed strategies.
A class of models which explicitly addresses mixed dispersal strategies arises in the original work of Harada and Iwasa (1994) (see also Etter and Caswell (1994) for a model of marine invertebrates, and Kubo et al. (1996) for forest gap dynamics), in which a a linear resource trade-off between local and global dispersal is assumed and an optimum is calculated. In contrast to Harada and Iwasa (1994) , our goal is to investigate the direct effects of dispersal strategy on spatial structure, rather than to optimize a productivity function. Because of this, we investigate a higher-resolution lattice and a broader range of parameters, so that we can discern more subtle effects in spatial patterning.
One way spatial structure, and thus dispersal strategy, affects the dynamics of a population is by modulating the effect of "contagious" (Peterson, 2002) disturbances such as fire, disease or fluid shear. Whether such a disturbance can propagate throughout a population depends on whether that population is connected, in the sense that each individual is linked to any other by a sequence of adjacent individuals. This gives biological meaning (O'Neill et al., 1999; Plotnick and Gardner, 1993) to a fundamental attribute of a latticebased model, namely, the proportion of individuals which are members of the largest cluster. We determine the region of parameter space in which the population coalesces into a single, large cluster. The boundary of this region is an important threshold, for it determines the extent to which the entire population is placed at risk from a disturbance which spreads from an initial focal individual. We show (Figure 1 ) that the exact dispersal strategy determines the threshold population density at which the population aggregates into a single cluster. For a given population density, a higher proportion of local dispersal means that more individuals will be in the largest cluster.
The presence of this threshold parallels results in landscape ecology . Suppose that a landscape is divided into patches, each of which is either suitable habitat for a given organism or completely impermeable to that organism. If most patches are habitat, then the organism experiences the landscape as connected. If, conversely, most patches are impermeable, then from the organism's perspective the landscape is a collection of isolated clusters of habitat. It turns out that there is a sharp threshold of habitat density distinguishing essentially connected from essentially isolated landscapes (Flather and Bevers, 2002; With et al., 1997) .
Population clustering and landscape connectivity are two biological interpretations of the same mathematical abstraction: percolation theory (Grimmett, 1999; Stauffer and Aharony, 1991) . This formalism studies the random structures created by deleting vertices or edges from networks with fixed, independent probability. While this process makes sense on any graph, the most familiar formulation is site percolation on the square lattice. Consider an infinite, two-dimensional grid. Suppose that each lattice point, or crossing, is deleted with some fixed probability 1 − s (or, equivalently, preserved with probability s). Much is known about the behavior of the typical resulting configuration. Most fundamental is the phenomenon of criticality. There is a number s crit so that, if s < s crit , then every cluster is almost surely finite. Conversely, if s > s crit , then there is almost surely a unique infinite cluster.
In the special case of our model where all dispersal is global, at equilibrium each site is occupied with independent probability equal to the steady-state density of the population; the analogy between the model and that studied in percolation theory is, except for finite-size effects, exact. In contrast, the arrangement of a population with a mixed dispersal strategy does not correspond, at least naïvely, to site percolation on the grid. The fundamental fact that local dispersal causes spatial autocorrelation is echoed in the shift ( Figure  1 ) of the threshold of aggregation as a function of dispersal strategy.
Aiming to make this intuition precise, we explain the mechanism for this shift in two stages. In the first, we derive a simple system of differential equations for density ρ and pair-density σ to approximate the dynamics of our model. We use the pair approximation (Harada and Iwasa, 1994; Matsuda et al., 1992) as a framework for understanding dynamics of a lattice-based model. Our model is quite similar to that of Iwasa (2000) , and the equations we derive are essentially the same.
In the second stage, we use the derivation to understand the region of parameter space in which almost all individuals aggregate into a single cluster. Since our differential equations capture the dynamics of our model quite well (Figure 2 ), we are led to seek an explanation for clustering which depends only on ρ and σ.
The analogy (Plotnick and Gardner, 1993) between random patterns of patch occupancy and site percolation on a lattice is tantalizing, but not transparent. Earlier assertions (Iwasa, 2000; Kubo et al., 1996) in the literature suggest that site percolation explains patterns of aggregations in models such as that considered here. Empirically ( Figure 4 ) we find such an explanation inadequate. Guided by our derivation, we propose an alternative mathematical mechanism for coalescence. We show that model parameters in general, and levels of longdistance dispersal in particular, affect the aggregation of the population by means of their effect on the steady-state value of σ.
We start by defining our model and presenting data from simulations. In the second section, we use pair-approximation techniques to derive a pair of differential equations which captures part of the information in our model, and compare its predictions to empirical results. In the third section, we use the methods of section two to explore and explain the patterns of aggregation observed in the first section. We close by examining some consequences of this more detailed understanding of coalescence.
1 A spatial birth-death process
The basic model
Consider a lattice in which each site is connected to exactly N (typically 4 or 8) neighbors. At any given time, each site may be empty or occupied. Parameters β, µ and p are fixed, and dynamics unfold in the following way.
• death An occupied site becomes empty at rate µ.
• birth An occupied site gives birth at rate β.
· global With probability p, dispersal of the new propagule is global. A site is chosen at random among all lattice sites; if empty, it becomes occupied. · local With probabilityp = 1 − p, dispersal of the new propagule is local.
A neighboring site is chosen at random; if empty, it becomes occupied.
Model parameters are summarized in Table 1 . Unless otherwise specified, all random variables are distributed uniformly over their range. Note that simultaneously rescaling β and µ has the effect of changing the time scale of the process, but not the proportion of births to deaths in any given configuration. Therefore, while the values of β and µ control how fast the system approaches equilibrium, only their ratio affects the steady state of the system; we interpret β/µ as a measure of the growth rate of the population, and call it the relative birth rate (cf. Bolker (1999, p.853) ). The process described here naturally gives rise to patterns of population clustering potentially important for disturbance spread. This class of patterns is also similar to those studied in landscape ecology, if occupied sites are interpreted as patches of good habitat and empty sites as unsuitable habitat.
Although this model is relatively simple, minor variants of it explain gaps in forest canopy (Kubo et al., 1996) and the distribution of phytoplankton (Etter and Caswell, 1994) . Moreover, this model is already rich enough to allow us to explore questions of aggregation and connectivity.
When p = 1, all reproduction is global, and one recovers a mean-field model. Space is a component of the model only insofar as there are finitely many patches, each of which can be empty or occupied; distance between patches is effectively erased. The probability that a birth event is successful is equal to the proportion of empty sites in the lattice, and the population satisfies a logistic growth equation.
When p = 0, all reproduction is local, and the model degenerates to a contact process. Such stochastic systems have been intensively studied since their introduction by Harris (1974) ; we refer the reader to the surveys of Durrett (1991) and of Liggett (2004) . Contact processes are common in spatially explicit epidemiological models. Indeed, if we relabel the model by interpreting empty sites as susceptible individuals (or hosts), and occupied sites as infected hosts (or parasites), then the birth process represents the spread of a pathogen, while the death process is the recovery of a host. In this way, the special case p = 0 of our model supports an interpretation as a spatially explicit S-I model.
Values of p between 0 and 1 correspond to mixed dispersal strategies. Such intermediate levels of dispersal arise in a wide variety of settings, including plants in which seeds are occasionally carried far away (Nathan et al., 2002; Cain et al., 2000) ; plants which reproduce vegetatively as well as sexually (van Groenendael et al., 1997) ; and communities of plankton in which individuals of different species disperse near or far from the natal site (Shanks et al., 2003) . In our model, a birth happens either next to the parent or at a site chosen at random from the entire lattice. Still, the argument of Bolker (1999, Appendix A) describes a parallel between the mixed dispersal strategy used here and an intermediate dispersal strategy, in which dispersal follows a kernel which decays at some intermediate distance from the parent.
We wrote our simulator in Java. It is available for experimentation (Achter, 2004) , and source code is available upon request. The simulation was run on a 400 × 400 grid with periodic boundaries, in which every site has exactly four neighbors, for one thousand time units. (Varying the grid size from 200 × 200 to 800 × 800 does not appear to affect equilibrium densities. Moreover, the system reaches steady state well before time one thousand.) Rates β and µ are interpreted and implemented as parameters for Poisson processes; the simulation runs in continuous time. Simulation results are shown in Figure 2 .
Aggregation
A population of global dispersers spreads uniformly throughout its range, while a population of short-range dispersers may well exhibit aggregation. We study spatial patterning in our model by focusing on one aspect of clustering. The cluster containing an individual consists of all neighbors of that individual, all neighbors of those individuals, and so on. Understanding the distribution of cluster sizes is necessary for investigating the propagation of disturbance through a population (Pascual et al., 2002) . A coarse but crucial aspect of this distribution (Plotnick and Gardner, 1993) is B = B(β, µ, p), the proportion of individuals which are in the largest cluster. We would expect that, if the steady-state population density ρ is sufficiently high, then most individuals will be members of the largest cluster. This prediction is borne out in Figure  1 . For a fixed level p of global dispersal, a threshold emerges. If the population is above this threshold, then almost the entire population aggregates into a single, giant cluster, while if the population is even slightly below that threshold, each cluster accounts for a very small fraction of the entire population.
(The connection between this thresholding and percolation theory, already mentioned in the introduction, is discussed at greater length in Section 3.)
Moreover, we see in Figure 1 that the mixture of local and global dispersal systematically influences the location of this threshold. For fixed density ρ, a smaller value of p means that more organisms are in the largest cluster. In the remainder of this paper we explore this phenomenon.
Analytic approximation
Over ten years ago, Matsuda et al. (1992) translated from statistical physics to ecology the first of a class of methods, called pair-approximation techniques, for distilling a lattice-based model down to a small collection of differential equations. Suppose that each site can be in one of finitely many states (e.g., empty or occupied). Typically, for each state χ one tries to derive equations for the rate of change of ρ χ , the density of sites in state χ, and for σ χ , the density of pairs of neighboring sites which are both in state χ. While an exact solution must account for higher-order interactions between next-nearest neighbors and so on, in practice one can often truncate these higher moments and still obtain reasonable results.
Following Harada and Iwasa (1994) , we can attempt to understand our model analytically. The goal here is not to simply reproduce the dynamics of simulations. Rather, the lessons we learn in the process of deriving such equations can help us explain the relation in Figure 1 between dispersal strategy and clustering. Specifically, we will try to forge a connection between the clustering thresholds in Figure 1 and percolation theory.
Let ρ = ρ(t) be the proportion of sites which are expected to be occupied, and let σ = σ(t) be the expected proportion of neighboring sites which are both occupied. Finally, let τ 0/+ (t) be the probability that a site is empty, given that a neighboring site is occupied, and similarly define τ +/+ , etc. These variables are summarized in Table 1 . Note that if occupied sites are aggregated, then σ(t) > ρ(t) · ρ(t), while if occupied sites are overdispersed then the reverse is true. Quantities such as σ and τ +/+ measure the local density of the population. Indeed, Harada and Iwasa (1994) show that τ +/+ is exactly the mean crowding index, if the latter is measured using only nearest-neighbor pairs (Lloyd, 1967) .
Suppose that the (finite) lattice contains L sites; by definition, Lρ(t) sites are occupied. At each occupied site, the death process is a Poisson process with parameter µ. Since the processes at distinct sites are independent, the expected number of deaths during a small time interval ∆t is µLρ(t)∆t + o(∆t). After dividing by ∆t and taking the limit as ∆t gets arbitrarily small, we find that the instantaneous rate of change in the population due to the death process is −µLρ(t). Normalizing by lattice size, we find that the instantaneous rate of change in expected population density due to death is −µρ(t).
The birth process at each occupied site is independent of the death process, so that the overall instantaneous rate of change of ρ is the sum of the effects due to death and to birth. After normalizing by lattice size, the expected number of attempted births is βρ(t)∆t. (Now and henceforth we suppress terms of size o(∆t).) A birth event increases the population only if the chosen site is empty. Now, the probability that a site chosen uniformly from the lattice is empty is 1 − ρ(t). Therefore, during a time interval of length ∆t the expected increase in population density due to global reproduction is βρ(t)p(1 − ρ(t))∆t. We similarly address local reproduction. The probability that a site is empty, given that the neighboring parent site is occupied, is by definition τ 0/+ (t).
The contribution of the local birth process to population density is therefore βρ(t)pτ 0/+ ∆t, and the rate of change of the expected value of ρ is
We will see below (equation (3)) that it is possible to eliminate τ 0/+ from equation (1), and thus to express the right-hand side as a function of ρ, σ and the model parameters.
It remains to derive a similar expression for the dynamics of σ(t). An occupied site is expected to have Nτ +/+ occupied neighbors. Therefore, the death process contributes −µρ(t)Nτ +/+ ∆t to σ(t).
We now turn to the effect of the birth process on σ(t). The probability that a given neighbor of a randomly chosen empty cell is occupied is τ +/0 (t). The expected number of occupied neighbors of a given empty cell is Nτ +/0 (t); this is the expected contribution of a global birth event to σ(t).
The local process is more subtle. Each local birth event necessarily contributes at least one pair to the value of σ; the parent and daughter are, by definition, neighbors. The extent to which a birth increases σ depends on how many (other) occupied neighbors the daughter site has. The pair approximation assumes that the expected number of occupied neighbors of the daughter site depends only on the fact that it was unoccupied, and in particular is independent of the parent site's status. (We revisit this assumption at the end of this section.) Thus, each birth is expected to contribute (1 + (N − 1)τ +/0 ) to σ, and our assumption yields the approximation:
We can rewrite equations (1) and (2) as a closed system involving only ρ, σ and model parameters. Indeed, τ 0/+ = 1 − τ +/+ , while the conditional probabilities τ satisfy τ +/+ · ρ = σ and τ 0/+ · ρ = τ +/0 · (1 − ρ). Therefore, the system is equivalent to
One can use these equations to calculate equilibrium values ρ(β, µ, p) and σ(β, µ, p). In Figure 2 we plot the steady-state population density as a function of β/µ and p. We see that equations (3) and (4) predict the equilibrium state of our model, at least in the region of parameter space where the population empirically persists.
In the special case where all dispersal is global, we set p = 1 in equations (3) and (4), and find that the equilibrium values areρ = (β − µ)/β andσ = (ρ) 2 ; we interpret the former value as the carrying capacity of the system. Indeed, if we let K = (β − µ)/µ, then equation (3) becomes the usual logistic equation
We have used the approximation τ +/0+ ≈ τ +/+ in order to obtain the closed system of equations (3)-(4). Approximating triplet densities by pair densities is a discrete analogue of approximating the third moment of a spatial distribution by its second moment, as in the work of Bolker (1999) . Other choices of approximation are available, such as the "improved pair approximation" in which one selects constants ǫ (i,j,k) l,m and assumes τ i/jk ≈ l,m ǫ (i,j,k) l,m τ l/m . (Here, i, j, k, l and m are possible states for a site; refer to Sato et al. (1994) for more details.) One can also keep track of higher moments, by (for example) explicitly maintaining expected values of various triplet densities. In the process of doing so, quartet statistics arise. One then must choose whether to model quartets directly or to make a "triplet approximation" (Matsuda et al., 1992, Appendix) . We have actually carried out the latter procedure, and thereby derived a system of equations for triplet densities, for our model on a triangular lattice. We found that, as expected, tracking triplets expanded the region of parameter space in which our approximation closely matched simulation results. However, a small region of relatively poor performance persisted.
Percolation Theories
We have seen in Section 1.2 that p, the amount of birth via global dispersal, affects the spatial configuration of the population. Specifically, at a given level of population density, a smaller value of p means that more individuals are members of the largest cluster. This is not surprising; it is one manifestation of the general fact that, after controlling for carrying capacity, a population whose dispersal mode is purely local is more clustered.
In this section, we attempt to quantify and explain the effect of p on aggregation by tracing through the consequences of our pair-approximation assumption. In Section 2, we saw that when the proportion of global dispersal is nonzero, or when the birth rate is at least moderately high, the dynamics of the system depend only on density (ρ) and nearest-neighbor (σ) statistics. Given this, at least in the region of parameter space where the pair approximation agrees well with simulation, we expect to successfully predict any higher-order property, such as degree of aggregation, by means of ρ and σ. (Note that, because of the relation σ = ρ · τ , the knowledge of any two of ρ, σ and τ is sufficient to recover the third parameter. Therefore, we might equivalently ask for a description of aggregation which depends only on ρ and τ .)
We first consider the case where p = 1, in which all dispersal is global. The analysis culminating in equation (5) shows that this corresponds to logistic growth with carrying capacity K = (β − µ)/µ. For a set of parameters β, µ and p, let B(β, µ, p) be the proportion of individuals in the largest cluster at equilibrium. Recall that ρ(β, µ, p) is the equilibrium density; σ(β, µ, p) is the proportion of neighboring sites which are both occupied; and τ (β, µ, p) = τ +/+ (β, µ, p) is the conditional probability that a site is occupied, given that a neighboring site is occupied. We have fixed p = 1, varied β/µ, and plotted B(β, µ, 1) as a function of ρ, σ and τ in Figures 1, 3 , and 4.
These graphs share a sigmoidal shape which signals the presence of a threshold. There is a critical value so that almost the entire population aggregates into a single large cluster if and only if the independent variable is larger than that critical value. To determine the threshold, we fit a logistic function y ∼ a/(1 + exp(b · (x − c))) to data from five hundred runs, and interpret c as the threshold value. To enhance precision, all runs were executed on a fine, 800 × 800 grid. Our method is validated below.
When p = 1, we estimate the three thresholds as ρ crit (1) = 0.5932, σ crit (1) = 0.3519, and τ crit (1) = 0.5931, respectively. (In general, we define ρ crit (p 0 ) as the threshold for aggregation as a function of ρ when p is fixed at p 0 , and define σ crit (p 0 ) and τ crit (p 0 ) analogously.) Such critical values can control whether a spreading disturbance affects an entire population (Guichard et al., 2003) . Thresholds arising from similar patterns are a pervasive and important phenomenon in the way populations interact with heterogeneous landscapes (Flather and Bevers, 2002; With et al., 1997) . Indeed, from the perspective of an organism trying to traverse a landscape composed of patches of suitable habitat or host, especially a poorly dispersing one (King and With, 2002) , whether the landscape is past the threshold of total clustering controls whether that organism experiences the entire landscape as connected.
We interpret these initial results in the framework of percolation theory. The most familiar version of percolation theory is site percolation on the square lattice, in which nodes of a lattice are preserved or deleted. We emphasize that this situation is just one instance of a family of such problems. For instance, one can instead consider bond percolation on the lattice, in which it is the edges between nodes, rather than the nodes themselves, which are deleted. Moreover, one can also apply this probabilistic thinning to any graph, rather than just the square lattice. In each setting, a threshold exists, but the numeric value of this threshold depends on the topology of the graph and on whether one deletes edges or vertices. Known (and estimated) values for various percolation problems are summarized in Stauffer and Aharony (1991, p.17) and Hughes (1996, p.182) .
It is, of course, difficult to simulate an infinite lattice on a finite computer. In empirical (as opposed to purely mathematical) percolation theory, one simulates a percolation model on a finite grid, typically with periodic boundary conditions. For site percolation, one finds (Amritkar and Roy, 1998) that the system is past the percolation threshold when the proportion of occupied sites which are in the largest cluster is close to one. One can also declare that a finite simulation percolates if there exists a cluster connecting opposite sides of a grid without periodic boundaries. These two notions are compatible, in the sense that either definition of the onset of percolation leads to the same critical value. Moreover, Stauffer and Aharony (1991, p. 74) show that the error associated with estimating the percolation threshold from a finite simulation scales with lattice size in the same way. Now, von Niessen and Blumen (1988) simulate the spread of a forest fire over a lattice. They show that different choices for the mechanism by which fire spreads link their basic model to different variants of percolation theory. This is part of a more general phenomenon (Wiens et al., 1997) ; there is no canonical identification between ecological models and a choice of percolation model. Given this, any proposed analogy between ecology and percolation theory must be probed and refined in order for it to be a quantitative tool.
When dispersal is purely global, all spatial correlations are erased. Therefore, each site is occupied with probability ρ, where ρ is the overall density of the population. This is literally the same process as site percolation on the square lattice with parameter ρ. Our computed threshold ρ crit (1) = 0.5932 is within 0.1% of 0.592746, the best available estimate of the threshold for site percolation on the square lattice (Newman and Ziff, 2000) . We note that while the technique used here for estimating percolation thresholds is relatively naïve, the work summarized in Stauffer and Aharony (1991) and Hughes (1996) involves extensive series expansions and more delicate Monte Carlo simulations. We view the excellent agreement between our statistically estimated threshold and the much more rigorous published estimates as validating our method for computing thresholds.
When p = 1, the absence of spatial correlation means that we should have τ = ρ and σ = (ρ) 2 . The values of ρ crit (1), σ crit (1) and τ crit (1) reported above enjoy this relation. While the equality σ = τ · ρ is tautologically true for any particular realization of the simulation (regardless of p), we see here that it is preserved both by averaging over multiple realizations and by our statistical technique, which yields the properties of a hypothetical "critical realization" of our model.
When p = 0, all dispersal is purely local, and certain thresholds shift dramatically. Consider the graph in Figure 1 , which plots the proportion of individuals in the largest cluster as a function of steady-state density, ρ. Visually, we see that the threshold appears to have shifted to the left. Numerically, the estimation technique used before shows that the threshold occurs at ρ crit (0) = 0.5597. We can explain this qualitative behavior in terms of the model. For a given equilibrium density, a population which disperses locally aggregates into a larger cluster than a population in which dispersal is global. Mathematically, this reflects the fact that for p < 1 the random process on the lattice is no longer independent at each site, but rather correlated (Weinrib, 1984) ; this effect is strongest when p = 0.
Following suggestions in the literature (see Iwasa (2000) and Kubo et al. (1996) ; we return to this point in Section 4 below), one might expect that τ explains aggregation. In fact, we see in Figure 4 that the variation of τ crit (p) for varying p is just as large as that of ρ crit (p). Figure 5 shows that varying the parameter p systematically influences the location of the threshold, when measured in terms of ρ or τ . It appears that the proportional increase in threshold value τ crit (p)/τ crit (1) is exactly matched by a proportional decrease in ρ crit (p)/ρ crit (1).
In view of this observation, and recalling that ρ · τ = σ, we propose σ as the independent variable which best explains clustering. The greatest observed deviation of σ crit (p) from σ crit (1), as p ranges from 0 to 1, is less than 1%; the critical threshold σ crit (p) is independent of p. In contrast, τ crit (p) is a decreasing function of p, and τ crit (0) differs from τ crit (1) by over 5%.
Discussion
We have seen that σ, the proportion of pairs of neighboring sites which are simultaneously occupied, does an excellent job of predicting the transition of the population from an essentially disconnected state to one which is essentially clustered. In Figure 5 we plot σ crit (p 0 ), the critical value of σ when p is fixed at some value p 0 , and find that it is essentially independent of p 0 . This is in contrast to expectations of Iwasa (2000) and Kubo et al. (1996) . There, it is argued that the parameter τ -that is, the conditional probability that a site is occupied, given that a neighbor is occupied -controls the formation of clusters. (In fact, these authors discuss the distribution of cluster sizes, rather than the presence or absence of near-total aggregation. However, finite-size effects are more problematic for cluster size distributions than for detecting the onset of percolation (Stauffer and Aharony, 1991, Chapter 4) , so we have focused on the latter problem.) It is not hard to construct a verbal argument supporting their expectation. Indeed, suppose that a fixed, focal site is occupied. Then τ gives the probability that each neighboring site is occupied. Following this observation, it is superficially plausible that the "growth" of the cluster containing the focal site behaves like a model in which each site is occupied with probability τ . The simulations of Iwasa (2000) , run on a coarse (100 × 100) lattice for a sparse choice of parameters taken from a relatively narrow section of parameter space, initially seem compatible with this prediction.
If this heuristic were correct, then for any set of parameters (β, µ, p) , the knowledge of the equilibrium τ = τ (β, µ, p) would be sufficient to determine whether or not the population aggregates into a single, massive cluster. In Figures 4 and 5 , we see that this prediction fails. It turns out that τ crit (0) is over 5% larger than τ crit (1). The amount of global dispersal directly influences the location of the threshold as a function of τ ; τ , alone, does not determine the onset of aggregation. In fact, even though τ accounts for pairwise interactions, it does no better than ρ, which is definitionally insensitive to pair correlations, at predicting clustering.
Since σ, the proportion of pairs of neighboring sites which are both occupied, encodes information both about mean density and about spatial aggregation, one might cautiously hope that clustering is tightly correlated with σ. We have seen that σ actually does an excellent job of predicting the transition from an essentially disconnected to essentially clustered state. On the square lattice, in which each site has exactly four neighbors, we numerically estimate this threshold as approximately 0.352. (The computed value of σ crit (1) is 0.3519, while the mean computed value of σ crit (p) over all p is 0.3517.)
Because we simulate on an 800 × 800 grid, rather than the 100 × 100 grid of Iwasa (2000) , we are able to test the competing hypotheses that τ or σ explains aggregation. The data in Figure 5 provide clear support for the latter hypothesis.
We lack an analytic explanation for this threshold, and this seems to be an interesting problem in pure mathematics. Although a purely analytic expression for the threshold is presumably beyond reach, an optimist might hope to find a percolation problem whose critical value is exactly the square of that of site percolation on the square lattice. The persistent threshold σ crit (p) ∼ 0.352 suggests that there exists a transformation from a configuration of our model to a configuration on a different graph. The resulting (hypothetical) configuration percolates when σ exceeds σ crit on the original graph.
As an exemplar of such a relation, we recall that to a graph G one may associate its covering graph, G c (Hughes, 1995, 7.4) . There is a vertex in G c for each edge in G, and two vertices in G c are connected exactly if their corresponding edges in G share an endpoint. Since deleting an edge from G is equivalent to deleting a vertex from G c , bond percolation on G is equivalent to site percolation on G c , and the two processes share the same threshold. (Intriguingly, the critical value for site percolation on the covering graph of the square lattice is approximately 0.34.)
Returning to the interaction between aggregation and the shift in the critical value of ρ, we remark that such a phenomenon has been observed in correlated percolation problems. In correlated percolation (Weinrib, 1984) one assumes that occupation probabilities for distinct sites are related by a correlation function. As such, it may provide a suitable model for ecological processes; this promise has been borne out in predicting urban growth dynamics (Berling-Wolff and Wu, 2004; Makse et al., 1998) . In the case where occupied sites are overdispersed -in the notation of Table 1 , σ < ρ 2 -the correlated percolation problem on the square lattice reduces to an uncorrelated percolation problem on a different lattice (Napiorkowski and Hemmer, 1980) . For positively correlated percolation, we have the observed statistical dependence (Mendelson, 1999) of the percolation threshold on the strength of site correlation.
In the absence of a full analytic understanding of the percolation threshold, for now we content ourselves with observing that calculations based on patch occupancy are an important tool in assessing landscape connectivity (O'Neill et al., 1999) and vulnerability to disturbance (Guichard et al., 2003) . The measurement of statistics such as σ is no more costly or error-prone than the simple assessment of patch occupancy. The simulation results shown here sug-gest that calculating the proportion of pairs of patches composed of suitable, traversable habitat, rather than simply the proportion of such patches, may be a more reliable indicator of overall connectivity. While in our model the variation between τ crit (0) and τ crit (1) is only on the order of 5%, in other systems this variation could be even larger. Examining Figure 2 in the light of Figure 5 we see that, roughly speaking, total aggregation only happens for large values β/µ. At such high relative birth rates, the effect of p itself on the process, and thus on the resulting pattern, is rather minimal. Perhaps not surprisingly, in this region of parameter space σ, τ and ρ are tightly linked. The somewhat small variation of τ crit (p) reflects the coupling between σ and τ for large β/µ.
Just as the effect of changing p is large for small values of β/µ, σ and τ are decoupled for fixed, small β/µ. While we clearly see that σ, rather than τ , drives clustering by examining high relative birth rates β/µ, we expect that this distinction will have its largest impact for small β/µ. More generally, we predict that in any process which magnifies the independence of σ and τ , the explanatory power of pair statistics such as σ, as opposed to conditional probabilities such as τ , will be greater.
We emphasize that the spatial birth-death process we study here gives rise to patterns in which local density shapes global clustering. In our system mortality is a purely mean-field effect, independent of spatial patterning, while (for p < 1) the birth process is sensitive to spatial effects. Thus, as in the work of Kubo et al. (1996) , we find that patterns of aggregation depend on local densities. We compare this with the mussel disturbance model of Guichard et al. (2003) , in which local processes apparently counterbalance each other so that cluster statistics behave as if the population were uniformly distributed. Such a delicate balance of local antagonistic forces seems to dampen the effects of correlation on the percolation process. In contrast, in systems with asymmetric local processes, we expect that local densities govern aggregation. Figure 1 . Proportion of individuals in largest cluster as a function of density. Data from three runs are shown; pure local dispersal (p = 0) (♦); pure global dispersal (p = 1) ( ); and a mixed strategy (p = 0.3) (×). Note that for a given population density, a lower value of p means that a higher proportion of individuals is in the largest cluster. (3) and (4) and as actually simulated (×), is shown as a function of the proportion of global dispersal (p) and the relative birth rate (β/µ). The approximation does quite well over most of parameter space, except when dispersal is purely local (p = 0) and relative birth rate is low. Figure 3 . Proportion of individuals in largest cluster as a function of σ, the proportion of neighboring sites which are simultaneously occupied. Independent of whether dispersal is local (p = 0) (♦), global (p = 1) ( ) or mixed (p = 0.3) (×), the value of σ controls the formation of the largest cluster. Figure 4 . Proportion of individuals in largest cluster as a function of τ , the conditional probability that a site is occupied, given that a neighbor is occupied, shown for local (p = 0) (♦), global (p = 1) ( ) and mixed (p = 0.3) (×) dispersal. Figure 5 . The amount of global dispersal, p, systematically influences the threshold values of ρ (♦) and τ (×). In contrast, the threshold value of σ ( ) is insensitive to p. The horizontal line is y = 0.592746, the best available estimate for the critical value for site percolation on the square lattice. τ or τ +/+ probability a site is occupied, given that a neighbor is occupied τ 0/+ probability a site is empty, given that a neighbor is occupied τ +/0 probability a site is occupied, given that a neighbor is empty B(β, µ, p) proportion of occupied sites in the largest cluster ρ crit (p 0 ) threshold of aggregation, as a function of ρ, for fixed dispersal p = p 0 σ crit (p 0 ) threshold of aggregation, as a function of σ, for fixed dispersal p = p 0 τ crit (p 0 ) threshold of aggregation, as a function of τ , for fixed dispersal p = p 0
