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Abstract In an earlier paper we showed that the radial expansion of a hy-
perbolic convex set in the Poincare´ disk about any point inside it results in a
hyperbolic convex set. In this work, we generalize this result by showing that
the asymmetric expansion of a hyperbolic convex set about any point inside
it also results in a hyperbolic convex set.
Keywords Hyperbolic convexity, Poincare´ disk, asymmetric expansion.
1 Introduction
A convex set in the Euclidean or hyperbolic plane is one that contains the
geodesic segment joining any pair of its points. Convexity, being defined in
terms of geodesics, is preserved by isometries. In the Euclidean case it is also
preserved by dilations or similarities and indeed by affine transformations.
In a previous paper [4], we defined a hyperbolic analog of dilation, called
(symmetric) radial expansion, and proved that it preserves hyperbolic con-
vexity. In this paper we will generalize this result to the case of asymmetric
radial expansion. The Euclidean version of this is expansion by unequal factors
k1, k2 ≥ 1 along the x and y axes respectively. Equivalently, it acts in polar
coordinates by sending (r, θ) to (r′, θ′), where r′2 = r2(k1 cos2 θ + k2 sin2 θ)
and k1 tan θ
′ = k2 tan θ.
Let D ⊆ R2 denote the Poincare´ disk of unit radius parameterized as
X(r, θ) = tanh(r/2)(cos θ, sin θ), r > 0 (1)
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and denote the origin (0, 0) by 0. The coefficients of the first fundamental form
are given by
E = 1, F = 0 and G = sinh2 r, (2)
and the metric is ds2 = dr2 + sinh2 r dθ2 which has curvature −1. The hyper-
bolic distance of X(r, θ) in D from 0 is given by
d(X(r, θ)) = r. (3)
Thus (r, θ) are geodesic polar coordinates centered at 0. Given u, v ∈ D there
is a unique hyperbolic geodesic segment, denoted [u, v], joining these points.
When we treat [u, v] as an oriented curve it will always be directed from u
toward v. Hyperbolic geodesics are arcs of Euclidean circles orthogonal to the
unit circle, including Euclidean lines through the origin. A Euclidean circle
centered at a with radius r is orthogonal to the unit circle ∂D if and only if
‖a‖2 = 1 + r2. The map
τc(x) =
(1− 2c · x+ ‖x‖2)c+ (1− ‖c‖2)x
1− 2c · x+ ‖c‖2 ‖x‖2 (4)
is the unique hyperbolic isometry (see [8]) that swaps the origin and c ∈ D
with no rotation at the origin; in fact, (τc)
′(0) = (1− ‖c‖2)I.
Definition 1 A set C ⊆ D is hyperbolic convex (h-convex) if, for every u, v ∈
C, [u, v] lies in C. Obviously, C is h-convex if and only if τc(C) is h-convex for
each c ∈ D.
Given θ ∈ [−pi/2, pi/2) there is a unique hyperbolic geodesic γ0(θ) emanating
from 0 with tangent vector (cos θ, sin θ) at 0. For x ∈ γ0(θ), its asymmetric
dilated image is the unique point given by δ0,(k1,k2)(x) = x
′ on the geodesic
γ0(tan
−1((k2/k1) tan θ)) with d(x′) = (k21 cos
2 θ + k22 sin
2 θ)1/2d(x). If x =
X(r, θ) then x′ = X(r′, θ′) where r′ = r(k21 cos
2 θ + k22 sin
2 θ)1/2 and θ′ =
tan−1((k2/k1) tan θ). Thus, for θ ∈ [−pi/2, pi/2)
δ0,(k1,k2)(X(r, θ)) = X(r(k
2
1 cos
2 θ + k22 sin
2 θ)1/2, tan−1((k2/k1) tan θ)). (5)
Then the asymmetric hyperbolic dilation about c in D is given by δc,(k1,k2) =
τc ◦ δ0,(k1,k2) ◦ τ−1c . We refer to the asymmetric hyperbolic dilation of a point
as asymmetric expansion when k1, k2 > 1. Note that it is straightforward to
extend Eq. (5) to the more general case when θ ∈ [−pi, pi) but that does not
affect our result.
The main result of this paper is that asymmetric expansion of a h-convex set
C ⊆ D about a point c ∈ C preserves h-convexity i.e. δc,(k1,k2)(C) is h-convex
when k1, k2 ≥ 1.
We will make use of standard facts about hyperbolic convex sets which can
be found in [1, 3, 7]. Let S be a connected set with nonempty interior whose
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boundary is a piecewise smooth curve. Then S is h-convex iff it has a local
support line at each boundary point. Here a local support line at a boundary
point p is a geodesic segment through p such that all points of S in a neigh-
borhood of p lie on the same side of the segment. Further, if S is h-convex
then the geodesic curvature of its oriented boundary has the same sign at all
smooth points. If the boundary is oriented so that kg is nonnegative (but not
identically zero) then the interior of S is to the left.
2 Main Result and Proof
Lemma 1 Let p, q be two distinct points in D such that p, q 6= 0. Let γ and γ′
be two regular curves from p to q which lie in the region bounded by rays from
0 towards p and q and whose geodesic curvatures do not change sign. Then, γ
and γ′ lie on the opposite sides of [p, q] if and only if their geodesic curvatures
have opposite signs.
Proof. Suppose γ and γ′ lie on opposite sides of [p, q]. Let S be the section of
D subtended by rays from 0 towards p and q. Clearly, S is h-convex. Denote by
H1 and H2 the two sets into which [p, q] divides S. Both H1 and H2 are also
h-convex. The curve γ, whose geodesic curvature does not change sign, also
divides S into two sets, one of which is h-convex. Clearly the set containing
[p, q] is h-convex and is denoted by Sγ . Let C be the region enclosed by γ and
[p, q]. So C is the intersection of Sγ with either H1 or H2 (see Figure (1)). Since
the intersection of h-convex sets is h-convex, therefore C is h-convex. Using
the same argument, the region C ′ enclosed by γ′ and [p, q] is also h-convex.
We now show that C ∪ C ′ is also h-convex. It is sufficient to show that when
x ∈ C and x′ ∈ C ′ then [x, x′] lies in C ∪ C ′. Note that [x, x′] must intersect
[p, q]; let the point of intersection be w. So w lies in both C and C ′. Since C
and C ′ are h-convex so [x,w] ∈ C and [w, x′] ∈ C ′. Therefore, [x, x′] ∈ C ∪C ′.
Since γ−γ′ (concatenation of γ and reversed γ′) encloses C ∪C ′ therefore the
geodesic curvature of the smooth pieces of γ−γ′ (which are γ and −γ′) do not
change sign. So, the geodesic curvature of γ and that of −γ′ have same sign.
Since the geodesic curvatures of γ′ and −γ′ have opposite signs by definition,
therefore, geodesic curvatures of γ and γ′ have opposite signs.
Now suppose γ and γ′ lie on the same side of [p, q]. We show that their geodesic
curvatures must have the same sign. Take a curve γ′′ joining p to q on the other
side of [p, q] such that γ′′ lies in the region bounded by rays originating from 0
towards p and q, and the geodesic curvature of γ′′ does not change sign. From
the argument above we conclude that geodesic curvatures of γ′′ and γ have
opposite signs and the geodesic curvatures of γ′′ and γ′ have opposite signs.
So, the geodesic curvatures of γ and γ′ must have the same sign.
We also make use of the following standard formula for geodesic curvature,
which can be found in [6] (in the case v = 1) and in [2] (in terms of Christoffel
symbols).
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Fig. 1: The sets S, H1, H2, Sγ , Sγ′ are represented by the regions enclosed
by closed curves [0a]a˜b[b0], [0p][pq][q0], [pq][qb]b˜a[ap], [0p]γ[q0] and
[ap]γ′[qb]b˜a respectively, where a˜b represent the dashed-circular arc from a to
b. The sets C and C ′ are shown in the figure.
Lemma 2 Let x(t) = X(r(t), θ(t)) be a regular curve in D. Let v(t) be its
velocity at x(t). Then the geodesic curvature at x(t) is given by
kg =
1
v3
√
EG
(
Gr
G
r′2θ′ +
Gr
2E
θ′3 + r′θ′′ − r′′θ′
)
(6)
where E(t) = 1, G(t) = sinh2 r(t) and Gr(t) = sinh 2r(t).
Theorem 1 Consider a h-convex set C ⊆ D and a point c ∈ C. Then for any
k1, k2 > 1, δc,(k1,k2)(C) is h-convex.
Proof. Because of the invariance of h-convexity and asymmetric dilations un-
der isometries of the hyperbolic metric, there is no loss of generality in assum-
ing that c = 0. Also, there is no loss of generality in assuming that k2 = 1
because
δ0,(k1,k2)(X(r, θ)) = δ0,(k1,1)(δ0,(1,k2)(X(r, θ))), (7)
as can be checked by direct calculation. Finally, the case k1 = k2 = 1 is trivial.
So, we prove that for any k > 1, δ0,(k,1)(C) is h-convex when C is h-convex
and 0 ∈ C. Denote δ0,(k,1)(C) by C ′.
The following is an outline of the proof. We take two arbitrary points xˆ1, xˆ2 ∈
C ′. We then parameterize [xˆ1, xˆ2] using xˆ(t) where t ∈ [0, 1], xˆ(0) = xˆ1 and
xˆ(1) = xˆ2. To show that C
′ is h-convex, we must show that xˆ(t) ∈ C ′ for
all t ∈ [0, 1]. We compute the preimages of xˆ1, xˆ2 and xˆ(t) under the map
δ0,(k,1). We call these preimages x1, x2 and x(t). Since xˆ1, xˆ2 ∈ C ′, therefore
x1, x2 ∈ C. We must show that x(t) ∈ C for all t ∈ [0, 1] which will then
prove that xˆ(t) = δ0,(k,1)(x(t)) ∈ C ′. To show that x(t) ∈ C, we first note that
x(t) lies in the region between the rays originating from 0 towards x1 and x2
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respectively. Then we show that x(t) has negative geodesic curvature. We will
construct a curve γ(t) from x1 to x2 which lies on the side of [x1, x2] opposite
to 0 and has positive geodesic curvature. Then using Lemma (1) we conclude
that x(t) and γ(t) lie on opposite sides of [x1, x2] so that x(t) lies on the side
of [x1, x2] where 0 lies. Finally, using the facts that x1, x2 and 0 lie in C and
C is h-convex we conclude that x(t) ∈ C and therefore C ′ is h-convex.
For conciseness we make use of the following functions when required
φ(a) = sinh a− a, (8)
ψ(a) = a coth a− 1. (9)
For convenience, denote s = 1/k, so s ∈ (0, 1). Consider two points xˆ1, xˆ2 ∈ C ′
as follows,
xˆ1 = X(rˆ1, θˆ1), (10)
xˆ2 = X(rˆ2, θˆ2), (11)
where rˆ1, rˆ2 > 0. Without loss of generality, assume that −pi/2 6 θˆ1 < θˆ2 <
pi/2. Let xˆ(t) be the curve representing [xˆ1, xˆ2] where t ∈ [0, 1]. Then
xˆ(t) = X(rˆ(t), θˆ(t)), (12)
where θˆ(t) = (1−t)θˆ1+tθˆ2. Denote ∆θˆ = θˆ2− θˆ1. Note that θˆ(t) ∈ [−pi/2, pi/2)
and ∆θˆ ∈ (0, pi). Also, using [4, eq. 9],
rˆ(t) = coth−1
(
coth rˆ1 sin((1− t)∆θˆ) + coth rˆ2 sin(t∆θˆ)
sin∆θˆ
)
. (13)
Using the inverse of δ0,(k,1), we obtain x1, x2, x(t) from xˆ1, xˆ2, xˆ(t) as
x1 = X(r1, θ1)
= X(rˆ1(s
2 cos2 θˆ1 + sin
2 θˆ1)
1/2, tan−1((1/s) tan θˆ1)), (14)
x2 = X(r2, θ2)
= X(rˆ2(s
2 cos2 θˆ2 + sin
2 θˆ2)
1/2, tan−1((1/s) tan θˆ2)), (15)
x(t) = X(r(t), θ(t)), (16)
where
r(t) = rˆ(t)
√
β(t), (17)
θ(t) = tan−1((1/s) tan θˆ(t)), (18)
β(t) = s2 cos2 θˆ(t) + sin2 θˆ(t). (19)
Note that θ(t) ∈ [θ1, θ2] ⊆ [−pi/2, pi/2) and θ(0) = θ1, θ(1) = θ2, r(0) = r1
and r(1) = r2. So, x(t) joins x1 to x2 and lies in the region between the rays
from 0 towards x1 and x2.
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Let x0(t) be the curve representing [x1, x2] where t ∈ [0, 1]. Then
x0(t) = X(r0(t), θ0(t)) (20)
where θ0(t) = (1− t)θ1 + tθ2 and ∆θ = θ2 − θ1. Note that θ0(t) ∈ [−pi/2, pi/2)
and ∆θ ∈ (0, pi). Also, using [4, eq. 9],
r0(t) = coth
−1
(
coth r1 sin(t∆θ) + coth r2 sin((1− t)∆θ)
sin∆θ
)
. (21)
Now we show that x(t) lies on the side of [x1, x2] where 0 lies. First, we show
that the geodesic curvature κg(t) of x(t) is negative for all t ∈ [0, 1]. Let v(t) be
the velocity of the curve x(t). We will require the following to compute kg(t).
We suppress the arguments t for brevity and use primes to denote derivatives
with respect to t. Clearly, θˆ′ = ∆θˆ, β − s2 = (1 − s2) sin2 θˆ > 0 and 1 − β =
(1− s2) cos2 θˆ > 0. Also, we have
rˆ′ =
∆θˆ(sinh2 rˆ)(coth rˆ1 cos((1− t)∆θˆ)− coth rˆ2 cos(t∆θˆ))
sin∆θˆ
, (22)
rˆ′′ = 2rˆ′2 coth rˆ +∆θˆ2 sinh(2rˆ)/2, (23)
r′ = rˆ′
√
β + rˆβ′/2
√
β, (24)
r′′ = rˆ′′
√
β +
rˆ′β′√
β
+
rˆ
2
(
β′′
√
β − β′2/2√β
β
)
, (25)
β′ = (1− s2)∆θˆ sin 2θˆ, (26)
β′2 = 4(β − s2)(1− β)(∆θˆ)2, (27)
β′′ = 2(1− s2)(∆θˆ)2 cos 2θˆ, (28)
θ′ = s∆θˆ/β, (29)
θ′′ = −θ′β′/β. (30)
Lemma 3 Substituting the above equations in Eq. (6) we obtain
kg = P0(P1rˆ
′2 + P2rˆ′∆θˆ + P3(∆θˆ)2) (31)
where
P0 =
1
v3
s∆θˆ
β
sinh r, (32)
P1 = 2
√
β
ψ(rˆ
√
β)− ψ(rˆ)
rˆ
, (33)
P 22 = 16(β − s2)(1− β)
[ψ(rˆ
√
β)]2
β
, (34)
P3 =
1
2β
√
β
(
s2√
β
φ(2rˆ
√
β)− β2φ(2rˆ) + 4rˆ(β − s2)(1− β)ψ(rˆ
√
β)
)
. (35)
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The proof is in the appendix.
We now show that for all t ∈ [0, 1], P0 > 0 and P1rˆ′2 +P2rˆ∆θ+P3(∆θˆ)2 < 0.
The latter is done by showing that P1 < 0 and the discriminant P
2
2 −4P1P3 <
0. It follows that kg(t) < 0 for all t ∈ [0, 1] as claimed.
Clearly, P0 > 0 for all t ∈ [0, 1]. Since ψ(a) is increasing in a when a > 0 we
have
ψ(rˆ
√
β)− ψ(rˆ) < 0 (36)
and therefore P1 < 0.
Finally, we show that P 22 − 4P1P3 < 0. Note that
P 22 − 4P1P3 =
4
β
{
ψ(rˆ)− ψ(rˆ√β)
rˆ
(
s2√
β
φ(2rˆ
√
β)− β2φ(2rˆ)
)
+4(β − s2)(1− β)ψ(rˆ
√
β)ψ(rˆ)
}
. (37)
We need the following lemmas which are proved in the appendix.
Lemma 4 For all x > 0 and y ∈ (0, 1)
sinhxy − xy < y3(sinhx− x). (38)
Using x = 2rˆ and y =
√
β in this lemma, we obtain
φ(2rˆ
√
β) < β
√
βφ(2rˆ). (39)
Lemma 5 For all x > 0 and y ∈ (0, 1)
(xy cothxy − 1)(x cothx− 1)
cothx− y cothxy <
y2
4(1− y2) (sinh 2x− 2x). (40)
Using x = rˆ and y =
√
β in this lemma, we obtain
ψ(rˆ
√
β)ψ(rˆ)
(ψ(rˆ)− ψ(rˆ√β))/rˆ <
β
4(1− β)φ(2rˆ). (41)
Using inequality (36) we rewrite this inequality as
ψ(rˆ
√
β)ψ(rˆ) <
β
4(1− β)
ψ(rˆ)− ψ(rˆ√β)
rˆ
φ(2rˆ). (42)
Substituting inequality (39) in (37), factoring out 4(β − s2)(1 − β) and then
using inequality (42) we obtain
P 22 − 4P1P3
<
16(β − s2)(1− β)
β︸ ︷︷ ︸
>0
(
ψ(rˆ
√
β)ψ(rˆ)− β
4(1− β)
ψ(rˆ)− ψ(rˆ√β)
rˆ
φ(2rˆ)
)
︸ ︷︷ ︸
<0
< 0 (43)
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So κg(t) < 0 for all t ∈ [0, 1].
Now, consider the curve γ(t) parameterized by rγ(t) = (1 − t)r1 + tr2 and
θγ(t) = (1− t)θ1 + tθ2. Clearly γ(t) runs from x1 to x2 and lies in the region
bounded by the rays from 0 towards x1 and x2. Using the fact that coth a is
strictly convex when a > 0 and the following lemma proved in the appendix
(and in [5])
Lemma 6 For all x ∈ (0, pi) and y ∈ [0, 1]
sinxy > y sinx. (44)
we obtain
coth rγ(t) = coth((1− t)r1 + tr2) (45)
< (1− t) coth r1 + t coth r2 (46)
<
coth r1 sin((1− t)∆θ) + coth r2 sin(t∆θ)
sin∆θ
(47)
= coth r0(t). (48)
Since coth a is decreasing when a > 0 we have rγ(t) > r0(t). Therefore, γ(t)
lies on the side of [x1, x2] opposite to 0. Let vγ(t) be the velocity of the curve
γ(t). Also, note that on γ, E = 1, G = sinh2 rγ , Gr = sinh 2rγ ,
r′γ = r2 − r1 = ∆r, (49)
r′′γ = 0, (50)
θ′γ = θ2 − θ1 = ∆θ ∈ (0, pi), (51)
θ′′γ = 0. (52)
Substituting in Eq. (6) we obtain the geodesic curvature of γ as
1
v3γ
∆θ sinh 2rγ
(
2 coth rγ∆r
2 +
sinh 2rγ
2
∆θ2
)
> 0. (53)
So, x(t) and γ(t) are two curves from x1 to x2 where x1 and x2 are distinct
and x1, x2 6= 0. These curves lie in the region bounded by rays originating
from 0 towards x1 and x2, and their geodesic curvatures do not change sign.
The geodesic curvature of γ(t) is positive and that of x(t) is negative. Since
γ(t) lies on the side of [x1, x2] opposite to 0 therefore, using Lemma (1), we
conclude that x(t) lies on the side of [x1, x2] where 0 lies. Finally, using the
facts that x1, x2, 0 ∈ C and C is h-convex, we conclude that x(t) ∈ C for all
t ∈ [0, 1] and therefore C ′ is h-convex.
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3 Conclusion and future work
In this work we showed that the asymmetric expansion of a hyperbolic convex
set in the Poincare´ disk about a point inside it results in a hyperbolic convex
set. Similar examples as in our previous work [4] would show that the alternate
cases of asymmetric dilation specifically when k1 < 1 and k2 > 1 may not pre-
serve hyperbolic convexity. In our previous work [4] we also studied symmetric
contraction of convex sets in spherical geometry. Based on the data from com-
puter experiments we conjecture that asymmetric spherical contraction of a
spherical convex set about a point inside it such that the set is contained in
the hemisphere centered at the point, preserves spherical convexity. We aim
to prove this in our future work.
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Appendix
Proof of Lemma (3) Since θ′ = s∆θˆ/β > 0, we rewrite Eq. (6) as
kg =
1
v3
θ′
√
EG
(
Gr
G
r′2 +
Gr
2E
θ′2 +
r′θ′′
θ′
− r′′
)
. (54)
We denote the term outside the bracket as P0. So,
P0 =
1
v3
θ′
√
EG =
1
v3
s∆θˆ
β
sinh r. (55)
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Now, we write each term in the bracket separately and assign labels so as to
group the terms which contain rˆ′2, rˆ′∆θˆ and (∆θˆ)2. Note that β′ contains ∆θˆ
and β′′ contains (∆θˆ)2.
Gr
G
r′2 = 2 coth(rˆ
√
β)(rˆ′2β︸︷︷︸
(i)
+
rˆ2β′2
4β︸ ︷︷ ︸
(iii)
+ rˆrˆ′β′︸ ︷︷ ︸
(ii)
), (56)
Gr
2E
θ′2 =
sinh 2rˆ
√
β
2
s2(∆θˆ)2
β2︸ ︷︷ ︸
(iii)
, (57)
r′θ′′
θ′
= (rˆ′
√
β +
rˆβ′
2
√
β
)
(
−β
′
β
)
= − rˆ
′β′√
β︸︷︷︸
(ii)
− rˆβ
′2
2β
√
β︸ ︷︷ ︸
(iii)
, (58)
r′′ =
2rˆ′2 coth rˆ︸ ︷︷ ︸
(i)
+ (∆θˆ)2
sinh 2rˆ
2︸ ︷︷ ︸
(iii)
√β + rˆ′β′√β︸︷︷︸
(ii)
,
+
rˆ
2
(
β′′
√
β − β′2/2√β
β
)
︸ ︷︷ ︸
(iii)
. (59)
We now combine the terms having the same labels. From the terms with labels
(i), (ii) and (iii) we obtain P1rˆ
′2, P2rˆ′∆θˆ′ and P3(∆θˆ′)2 respectively. So,
P1 = 2
√
β(
√
β coth rˆ
√
β − coth rˆ) (60)
= 2
√
β
ψ(rˆ
√
β)− ψ(rˆ)
rˆ
, (61)
P 22 = 4
(
β′
∆θˆ
)2(
rˆ coth rˆ
√
β − 1√
β
)2
(62)
= 16(β − s2)(1− β)(rˆ coth rˆ
√
β − 1/
√
β)2 (63)
= 16(β − s2)(1− β) [ψ(rˆ
√
β)]2
β
, (64)
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P3 =
s2
2β2
sinh 2rˆ
√
β − sinh 2rˆ
2
√
β − rˆβ
′′
2(∆θˆ)2
√
β
+
rˆβ′2
2(∆θˆ)2β
(rˆ coth rˆ
√
β − 1
2
√
β
) (65)
=
1
2β
√
β
 s2√β sinh 2rˆ√β︸ ︷︷ ︸
(a)
−β2 sinh 2rˆ︸ ︷︷ ︸
(b)
− 2rˆβ(1− s2) cos 2θˆ︸ ︷︷ ︸
(d)
+ 4rˆ(β − s2)(1− β)(rˆ
√
β coth rˆ
√
β − 1/2︸︷︷︸
(c)
)
 . (66)
We rewrite term (d) in Eq. (66) as
2rˆβ(1− s2) cos 2θˆ = 2rˆs2︸︷︷︸
(a)
− 2rˆβ2︸︷︷︸
(b)
+ 2rˆ(1− β)(β − s2)︸ ︷︷ ︸
(c)
(67)
and substitute it back in Eq. (66) while combining the terms with the same
labels to get
P3 =
1
2β
√
β
(
s2√
β
(sinh 2rˆ
√
β − 2rˆ
√
β)− β2(sinh 2rˆ − 2rˆ)
+ 4rˆ(β − s2)(1− β)(rˆ
√
β coth rˆ
√
β − 1)
)
(68)
=
1
2β
√
β
(
s2√
β
φ(2rˆ
√
β)− β2φ(2rˆ) + 4rˆ(β − s2)(1− β)ψ(rˆ
√
β)
)
(69)
Proof of Lemma (4). Using Taylor expansion about x = 0 we get
sinhxy − y3 sinhx− xy + xy3 = y3
∞∑
k=1
x2k+1(y2k−1 − 1)
(2k + 1)!
. (70)
Since x > 0 and y ∈ (0, 1) each term in the above summation is negative so
the overall expression is negative.
Lemma 7 For all x > 0
x3(cothx+ x(1− coth2 x))− 6(x cothx− 1)2 > 0. (71)
Proof. Since x > 0 we have sinh2 x > 0. So we multiply by sinh2 x throughout
and prove the resulting inequality. Our claim is equivalent to I > 0, where I
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is defined as
I = x3(coshx sinhx+ x(sinh2 x− cosh2 x))− 6(x coshx− sinhx)2 (72)
= x3(sinh(2x)/2− x)− 6(x coshx− sinhx)2 (73)
= x3 (sinh(2x)/2− x)− 6 (x2 cosh2 x+ sinh2 x− x sinh(2x)) (74)
= x3
(
sinh 2x
2
− x
)
− 6
(
x2
cosh 2x+ 1
2
+
cosh 2x− 1
2
− x sinh 2x
)
.
(75)
Using Taylor expansion about x = 0 we get
x3
(
sinh 2x
2
− x
)
=
2x6
3
+
2x8
15
+
∞∑
k=3
22kx2k+4
(2k + 1)!
, (76)
6x2
cosh 2x+ 1
2
= 6x2 + 6x4 + 2x6 +
4x8
15
+ 6
∞∑
k=3
22k+1x2k+4
(2k + 2)!
, (77)
6
cosh 2x− 1
2
= 6x2 + 2x4 +
4x6
15
+
2x8
105
+ 6
∞∑
k=3
22k+3x2k+4
(2k + 4)!
, (78)
6x sinh 2x = 12x2 + 8x4 +
8x6
5
+
16x8
105
+ 6
∞∑
k=3
22k+3x2k+4
(2k + 3)!
. (79)
Combine the terms and observe that all terms through order x8 cancel to
obtain
I =
∞∑
k=3
22k+2x2k+4
(2k + 4)!
((k + 2)(2k + 3)(k + 1)− 3(2k + 4)(2k + 3)− 12 + 12(2k + 4))
(80)
=
∞∑
k=3
22k+2x2k+4
(2k + 4)!
(2k + 3)(k − 1)(k − 2). (81)
Clearly, for k ≥ 3 all the terms in the summation are positive. So, I > 0 and
therefore the inequality (71) holds.
Proof of Lemma (5). This is equivalent to showing that for all x > 0 and
y ∈ (0, 1), f(x, y) > 0 where
f(x, y) =
cothx− y cothxy
(xy cothxy − 1)(x cothx− 1) +
4(1− y−2)
sinh 2x− 2x. (82)
Fix x = a > 0. Clearly as y tends to 1, f(a, y)→ 0. So, it is sufficient to show
that f(a, y) is decreasing for all y ∈ (0, 1).
df(a, y)
dy
=
1
y3
(
8
sinh 2a− 2a −
a3y3
a3
(coth ay + ay(1− coth2 ay))
(ay coth ay − 1)2
)
. (83)
Asymmetric expansion preserves hyperbolic convexity. 13
Since ay > 0, using Lemma (7) we obtain
df(a, y)
dy
<
1
y3
(
8
sinh 2a− 2a −
6
a3
)
< 0, (84)
where the last inequality follows by using the Taylor expansion of sinh(2a)
about 0 and noting that
sinh 2a− 2a
8
=
a3
6
+
∞∑
k=2
22k−2a2k+1
(2k + 1)!
>
a3
6
since a > 0. (85)
Proof of Lemma (6). As x→ 0, sinxy− y sinx→ 0 and its derivative with
respect to x is y(cosxy − cosx) > 0 when x ∈ (0, pi) and y ∈ (0, 1).
