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In this paper it is proved that the pair f =a1xk1+ } } } +anx
k
n , g=b1 x
k
1+ } } } +
bnxkn , with k= p
{( p&1) k0 and (k0 , p)=1, has a common p-adic zero provided
n2k2+w( p, {), where w( p, {)=1(log p+(1{) log( p&1)). It is also proved that if
n2k2, then the pair f, g has a common p-adic zero provided that k02{.  1998
Academic Press
The question of finding p-adic zeros (non-trivial solutions) for a pair of
additive forms
f =a1xk1+ } } } +an x
k
n
(1)
g=b1xk1+ } } } +bnx
k
n
with rational coefficients, was first addressed by Davenport and Lewis in
[6], then generally discussed in [7]. They have proved that
Theorem 0.1. If n2k2+1 and k is odd then the pair in (1) has p-adic
zeros for all p.
This is a confirmation of a longstanding conjecture of E. Artin for the case
of additive forms of odd degree. For the case of k even they proved that
p-adic solubility occurs for all primes p if n7k3. They also remarked (in
fact proved) that for k even and n2k2+1, p-adic solubility occurs for
all primes but the prime divisors p of k, such that p( p&1) also divides k,
especially for p=2 and k=2l (we will refer to these primes as singular
primes). In 1989, Atkinson and Cook proved (see [1]) that if p>k6 then
one only needs n4k+1 to have p-adic solubility (this paper has a nice
introduction to the subject and many references), which stress the fact that
the farther we get from the prime divisors of k, especially the singular
primes, the fewer variables we need to guarantee p-adic solubility.
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Motivated by these results and observations, I started into this problem
through the studies of quartic forms (see Godinho [8]), and later on, with
an extension of the techniques used in [8], I proved that (see [9]).
Theorem 0.2. Let f, g be a pair of additive forms of degree k=2l, l2,
with rational coefficients and in n16k2&26k+1 variables. Then f, g have
common p-adic zeros for all primes p.
My efforts since then are concentrated in proving that p-adic solubility
for singular primes is guaranteed if the number of variables is of order
O(k2). In this paper the following two results are proved:
Theorem 0.3. The pair f, g in (1) with k= p{( p&1) k0 has a com-
mon p-adic zero provided n2k2+w( p, {), where w( p, {)=1(log p+
(1{) log( p&1)).
This result is interesting for as the values of the prime p increases we
approximate the result stated in the conjecture of Artin. The second result
below show us that even for singular primes the conjecture of Artin is true
for a class of degrees k.
Theorem 0.4. If n2k2, k= p{( p&1) k0 where (k0 , p)=1 then the
pair f, g in (1) has a common p-adic zero provided that k02{.
These results show us that the whole problem really lies on degrees of
the type k= p{( p&1) for p not ‘‘large enough’’.
For more information on the subject I suggest the papers of Atkinson,
Bru dern and Cook [2, 3] and Wooley [10, 11]. They approach different
and interesting aspects of the theory.
1. COMBINATORIAL LEMMAS AND ONE INEQUALITY
Let A=[xi]mi=1 be a finite sequence of integers, not necessarily distincts,
all co-primes with a fixed prime p. We will say that a subsequence [x$j] of
A is a ‘‘primary subsequence’’, denoted by PSS, if it has the following
property
:
j
x$j #0 (mod p) but :
j
x$j 0 (mod p2).
Theorem 1.1. Let A be as above. If m= p( p&1) and p5 then there
can be found among the elements of A, two disjoint ‘‘primary subsequences’’
(PSS).
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Remark 1.2. This theorem is not true for p=3. Take for example
A=[4, 4, 4, 4, 4, 5, 5],
here m=7>3_2.
Theorem 1.3. Let A be as above and p=3. If m=8 then there can be
found two disjoint PSS among the elements of A.
For the proof of these two theorems, we are going to consider this
sequence A modulo p2, writing its m elements (all co-primes with p) as
xi={i+ p*i+ p2+i
where
1{ip&1, 0*ip&1 and +i # Z.
Let us also introduce the following matrix (aij), i=1, ..., p&1 and
j=1, ..., p where the aij entry represents the number of elements of A con-
gruent to i+( j&1) p modulo p2.
For example, if p=5 and A=[1, 1, 1, 2, 2, 2, 2, 2, 8, 8, 8, 8, 8, 14, 14,
14, 14, 14, 21, 23] then the matrix will be
(aij)=_
3
5
0
0
0
0
5
0
0
0
0
5
0
0
0
0
1
0
1
0&
Lemma 1.4. If for some ij
aijp
then we can form a PSS.
Proof. Write for l=1, ..., p
xl=i+( j&1) p++l p2.
So
:
p
l=1
xl= pi+( j&1) p2+ p2A,
hence [x1 , x2 , ..., xp] is a PSS, for 1ip&1. K
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Lemma 1.5. For a fixed i0 , if  pj=1 ai0 j>p then we can find, among the
elements of A, a PSS.
Proof. For this fixed i0 , let n be the number of non-zero columns on the
ith0 row. So any element on this row is congruent modulo p
2 to one of the
following
x1#i0+*i p (mod p2),
x2#i0+*2 p (mod p2),
b
xn#i0+*n p (mod p2).
Since  pj=1 ai0 j>p, then exist A1 , A2 , ..., An # N,
A1+A2+ } } } +An= p, 1Ajaij , such that
A1 x1+A2x2+ } } } +Anxn= pi0+ p(A1*1+ } } } +An*n)+ p2A.
Clearly
 Ai xi #0 (mod p)
and
 Ai xi #0 (mod p2)  A2*1+ } } } +An *n #&i0 (mod p). (2)
And also because j aij>p, there is still one element, say in a1 j , that was
not used so far. Thus write
(A1+1) x1+A2 x2+ } } } +(An&1) xn
= pi0+ p((A1+1) *1+ } } } +(An&1) *n)+ p2B. (3)
If still
(A1+1) *1+ } } } +(An&1) *n #&i0 (mod p)
then, using (2), we would have
*1 #*n (mod p),
a contradiction for *1 {*n and
0*1 , *np&1.
So either (2) or (3) would give us a PSS. K
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Lemma 1.6. Let us assume that for i+k= p and j1 { j2 we have
aij0 {0 and also akj1 {0, akj2 {0.
Then we can find among the variables of A a PSS.
Proof. Write these three elements (one of each class) as
x=i+( j0&1) p++p2
y=( p&1)+( j1&1) p+$p2
z=( p&i)+( j2&1) p+|p2.
So
x+ y= p+ p( j0+ j1&2)+Ap2
which is clearly congruent to 0 modulo p. Now
x+ y#0 (mod p2)  j0+ j1&2#&1 (mod p). (4)
Similarly
x+z= p+ p( j0+ j2&2)+ p2B
and
x+z=0 (mod p2)  j0+ j2&2#&1 (mod p). (5)
If either [x, y] or [x, z] are not PSS then it follows from (4) and (5) that
j1 #j2 (mod p)
a contradiction for j1 { j2 , 0 j1 , j2p&1. K
Lemma 1.7. If one row i has at least p elements and the row ( p&i) is not
empty (i.e., a( p&i) j {0, for some j=1, ..., p) then we can find a PSS among
the elements of these two rows.
Proof. If the p elements of row i are in the same column we could use
Lemma 1.4 to form a PSS. Assume then they are in at least two distinct
columns, but now since there is a j such that a( p&i) j {0 we can use
Lemma 1.6 and form the PSS as desired. K
Let us start with the proof of Theorem 1.3 for its simplicity,
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Proof of Theorem 1.3. We are assuming that p=3, so our matrix is
2_3. Since m=8 there is a row is this matrix with at least 4 elements,
assume for simplicity and with no loss in generality that
:
3
j=1
a1 j4.
In fact if in the first row there are seven elements of A, we could apply
Lemma 1.5 and form two disjoint PSS. So assume
4 :
3
j=1
a1 j6 and 2 a2 j4
Let us use Lemma 1.5 and form one PSS, so there is still left at least one
element in row 1. If in row 2 there are elements in two distinct columns,
apply Lemma 1.6 and form another PSS, hence assume now that all
elements in row 2 are in the same column, i.e., for some j0 ,
a2 j0>0 and a2 j=0, \j{ j0 .
If a2 j03 then from Lemma 1.4 we can form a PSS, so assume
a2 j0=2 and  a1 j=6.
Now, after forming a PSS (Lemma 1.5), there are still left three elements
in row one. So apply Lemma 1.7 and form the second PSS, for a2 j0=2. K
Proof of Theorem 1.1. Let p5 and A as described before with its
p( p&1) elements distributed in the ( p&1)_p matrix (aij). Hence there
must be a row in this matrix with at least p elements. With no loss in
generality assume that the first row is the one with the largest number of
elements, so
:
p
j=1
a1 jp and :
p
j=1
a1 j :
p
j=1
aij , \i{1. (6)
If  a1 j2p+1 we can use Lemma 1.5 and form two disjoint PSS as
desired, so we may assume
p :
p
j=1
a1 j2p.
Lemma 1.8. If  pj=1 a1 j= p then we can find among the variables of A
two disjoint PSS.
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Proof of Lemma 1.8. By the hypothesis and by (6) we must have
 a1 j= a2 j= } } } = a( p&1) j= p
for there are p( p&1) elements in the matrix. Since p5 we can apply
Lemma 1.7 to the pairs of rows 1, ( p&1) and 2, ( p&2) and form two dis-
joint PSS. K
From now on we may assume
 a1 jp+1
so we can apply Lemma 1.5 to row 1 and form a PSS, having still at least
one element left in the first row.
If the row ( p&1) has at least p elements we could use Lemma 1.7 and
form the second PSS. And if any other row has more than p elements we
could use Lemma 1.5 and form the second PSS, so we may also assume
that
 aijp for i{1, p&1
and
 a( p&1) jp&1. (7)
Lemma 1.9. If ( p+1) pj=1 a1 j(2p&3) then we can form two
disjoint PSS.
Proof of Lemma 1.9. From what was mentioned above, all is left to
prove is that we can form another PSS using the elements on the rows
from 2 to ( p&1). By the hypothesis together with (7) we see that there is
no empty rows, for
(2p&3)+ p( p&3)<p2& p= p( p&1),
and also, there is a row i (1<i<p&1), with p elements otherwise (see (7))
(2p&3)+( p&1)( p&3)+( p&1)<p( p&1).
Hence some row i has p elements and the row ( p&i) is not empty,
i{1, p&1. So we can apply Lemma 1.7 and form a PSS. K
Lemma 1.10. If (2p&2) a1 j(2p&1) then we can form two disjoint
PSS.
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Proof of Lemma 1.10. Once a PSS is formed with the elements of row
1 (Lemma 1.5) there is still remaining in row 1 at least p&2 elements.
Observe that there are no empty rows in the matrix (aij) for (see (7))
2p&1+ p( p&3)<p( p&1).
Also there can not appear any other row i, i{1, with p elements, for in
this case a PSS would follow from Lemma 1.7, since the row ( p&i) is not
empty. So
 aijp&1, \i{1.
Another thing to notice is that there is at least p&2 elements in all rows
for otherwise, if some row has at most p&3 elements, the total number of
elements in the matrix would be at most
(2p&1)+( p&1)( p&3)+( p&3)<p( p&1),
which gives a contradiction. Thus
p&2 :
p
j=1
aijp&1, \i{1. (8)
If the elements of row i were in at least two distinct columns, we could
use Lemma 1.6 and form a PSS for row ( p&i) is not empty. The same
argument can be used with the remaining elements of row 1 (and they are
at least p&2) and row ( p&1). So we can conclude that in all rows, all the
elements are in just one column (in row 1, the remaining elements).
Take now one element from row 2 and one from row ( p&2), say
x=2+ p*+ p2+
y=( p&2)+ p$+ p2|.
Now [x, y] will not be a PSS if and only if
*+$# &1 (mod p)
for this implies that
x+ y#0 (mod p2).
Assuming that we could write
y=( p&2)+ p(&1&*)+ p2A.
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Let us now take p&2 elements from the first row, from the ones we
know are congruent modulo p2 (for they are all in one column), and write
them as
z1 =1+ p:+ p2v1
b
zp&2=1+ p:+ p2vp&2.
Now
z1+z2+ y= p+ p(&1&*&2:)+ p2;
and
[z1 , z2 , y] is not a PSS  &1&*+2:# &1 (mod p)
that is
2:#* (mod p).
So if
x=2+2:p+ p2C
then we could have
z1+ } } } +zp&2+x= p+ p2:+ p2D
proving that
[z1 , ..., zp&2 , x]
is a PSS.
It is important to remark at this point that no matter which row has the
largest number of elements, we will always be able to find x, y, z1 , ..., zp&2
as described above, for in any case the argumentation given above will
always lead us to conclude that all rows must have at least ( p&2) elements
(see (8)), and for every row, all the elements are in just one column. K
There is now only one case left to be considered to conclude the proof
of Theorem 1.1, and it is presented below.
Lemma 1.11. If  pj=1 a1 j=2p then among the variables of A we can find
two disjoint PSS.
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Proof of Lemma 1.11. Use Lemma 1.5 and form a PSS, and then will be
still p elements remaining in row 1. So we could use Lemma 1.7 and form
the second PSS unless the last row is empty. We may then consider that
this is the case. Now observe that there is no other empty row in the matrix
(aij) for otherwise we would have a contradiction for (see (7))
2p+ p( p&4)<p( p&1).
And also there must be another row with p elements for
2p+( p&1)( p&3)<p( p&1).
Therefore there exist a row i with p elements and the row ( p&i) is not
empty, so we could form a PSS applying Lemma 1.7. And that concludes
the proof. K
Inequality
Inequality 1.12. If {3 then
2{p{&1( p&1)(2p&1){.
Proof. It sufficient to show that for {3
\ 2p2p&1+
{

2p&1
2( p&1)
.
Now it is easy to see that for a constant a2 and x0
f (x)=\a+1a +
x
&
a
a&1
is an increasing function, and f (2)>0. K
2. AUXILIARY LEMMAS AND DEFINITIONS
Any pair of forms as in (1) can be written as
f = :
i0
pifi
(9)
g= :
i0
pigi
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where fi , gi are forms in the variables xj of f, g, j=1, ..., n, satisfying
i=min(vp(aj), vp(bj)), and vp is the p-adic valuation.
Definition 2.1. Define mi with i=0, 1, ... to be the number of variables
present in the pair fi , gi (see (9)), and as seen above, each of the mi
variables occurs in at least one of fi , gi with a coefficient not divisible by
p, and such a variable will be said to be at level i. Further define qi to be
the minimum number of variables appearing with coefficients not divisible
by p in any form *fi++gi with *, + not both divisible by p.
Throughout this paper we are going to make use of the Davenport
Lewis p-normalization described in [6]. They introduced a function
associated to the forms f, g
( f, g)= ‘
i{ j
(aibj&ajbi)
where ai ’s and bj ’s are as in (1), and obtained the following results:
If f, g is p-normalized then we can write
f =f0+ pf1+ } } } + pk&1fk&1
(10)
g=g0+ pg1+ } } } + pk&1gk&1
and, with the notation presented in Definition 2.1, we have that mi and qi
for i=0, 1, ..., k&1 satisfy the inequalities
m0+ } } } +mj&1  jnk for j=1, ..., k. (11)
m0+ } } } +mj&1+q j (2 j+1) n2k for j=0, ..., k&1. (12)
It was also proved in [6], that the additional hypothesis of the pair f, g
be p-normalized can be assumed with no loss in generality.
The criterion used here to establish that (1) has a p-adic zero is stated
in the next lemma also due to Davenport and Lewis (see [6]).
Lemma 2.2. Let f, g be a pair of forms as in (1), k= p{k0 , and let # be
defined as follows
#={{+1{+2
if p>2,
if p=2.
If the system
f#0 (mod p#)
g#0 (mod p#)
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has a solution (x1 , ..., xn) in rational integers for which the matrix
\a1 x1b1 x1
} } }
} } }
an xn
bn xn+
has rank 2 modulo p (i.e. (aibj&ajbi) xixj 0 (mod p) for some i, j), then
the pair f, g in (1) has a p-adic zero.
Definition 2.3. Let f, g be a pair of forms as in (1). Any solution for
the congruences
f#0 (mod p:)
g#0 (mod p:)
for which the matrix
\a1 x1b1 x1
} } }
} } }
an xn
bn xn+
has rank 2 modulo p, will be called a non-singular solution modulo p:.
Denote by Mi the sets of the variables appearing in the pair fi , gi , so
that card(Mi)=mi , for i=0, 1, ..., k&1. Now divide each Mi into subsets
R ji according to the ratios of the coefficients ai bi of its variables modulo
p. Let r ji be the cardinality of the set R
j
i . So we have, with mi , qi as in
Definition 2.1,
Mi=R1i _ } } } _ R
w
i (disjoint) for i=0, 1, ..., k&1,
and also
mi=r1i + } } } +r
w
i for i=0, ..., k&1,
and
qi=mi&max(r1i , ..., r
w
i ) for i=0, ..., k&1. (13)
Remark 2.4. Follows also from the p-normalization that
rmax0 =max(r
1
0 , ..., r
w
0 )
can be assumed to be the number of coefficient ratios ai bi of the form r0
modulo p (see [6]).
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Definition 2.5. If in the pair of forms f, g, a pair of subforms can be
found
a1xk1+ } } } +a+ x
k
+
b1xk1+ } } } +b+ x
k
+ ,
which has a non-singular zero modulo pi (see Definition 2.3), then we will
call this pair of subforms a non-singular set of level i, denoted by NSpi.
Definition 2.6. Let
a1xk1+ } } } +a+ x
k
+
b1xk1+ } } } +b+ x
k
+ ,
be a pair of subforms of f, g, with its variables found among the variables
of fj , gj (see (10)), and assume they have a common zero !=(!1 , ..., !+)
modulo pi for i> j. Multiply ! by a new variable T, and we will have
(a1!k1+ } } } +a+!
k
+) T #p
i:T (mod pi+1)
(b1!k1+ } } } +b+!
k
+) T #pi;T (mod pi+1).
The replacement of (x1 , ..., x+) by (!1 T, ..., !+T ) is called contraction of +
variables at the level j to a variable T at the level i or higher.
Remark 2.7. Since an NSpi is a pair of subforms with a non-singular
zero modulo pi, it makes sense to speak of contracting an NSpi set to a new
variable T at the i level, but in this case we are going to assume that the
zero used in the contraction procedure described in Definition 2.5 is the
non-singular zero modulo pi, ensured by definition of an NSpi set.
Lemma 2.8. If p5 and rmax0 p( p&1) then we can contract some
variables in Rmax0 to produce two new variables at level 1.
Proof. By remark 2.4 we can have a pair of subforms f *, g* in M0
f *=a1xk1+ } } } +arx
k
r
g*=b1xk1+ } } } +brx
k
r
where (ai , p)=1 and bi #0 (mod p) for all i.
Let
A=[a1 , ..., ar].
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By the combinatorial Theorem 1.1 we can find two disjoint PSS, which
gives rise to two disjoint pairs of subforms f 1* , g1* and f 2* , g2* such that for
i=1, 2
f i*(19 )#0 (mod p)
gi*(19 )#0 (mod p)
and
f 1*(19 )0 (mod p2)
f 2*(19 )0 (mod p2)
where 19 =(1, ..., 1). Thus after contracting these two disjoint pairs of sub-
forms, we will have two new variables at level 1. K
Lemma 2.9. If p=3 and rmax0 8 then we can contract some variables in
Rmax0 to produce two new variables at level 1.
Proof. Follows the same lines as the lemma above, now using
Theorem 1.3 instead of Theorem 1.1. K
Lemma 2.10. Let Mi , R ji , mi and qi as defined above in (13) and $ a
positive integer. Define
r=min([mi(2$+1)], [qi ($+1)]).
Then there exist r disjoint sets T1 , ..., Tr contained in Mi such that
2$+1|Ti |2$+2, for i=1, ..., r
and
|Ts |&|Ts & R ji |$+1
for s=1, ..., r and j=1, ..., w.
Proof. The proof of this lemma is found in [6].
Congruences
Let us consider now the following congruence
f $=a1xk1+ } } } +am0 x
k
m0
#0 (mod p)
(14)
g$=b1xk1+ } } } +bm0 x
k
m0
#0 (mod p)
where (ai , bi)(0, 0) (mod p), for i=1, ..., m0 .
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Theorem 2.11 (Chevalley). Let $=( p&1, k). If in (14) we have
m02$+1 then the congruence has a nontrivial solution modulo p.
Proof. See [4].
Theorem 2.12 (DavenportLewis). Let f $, g$ be a pair of p-normalized
forms of degree k and $=( p&1, k). If m02$+1 and q0$+1, then the
system (14) above has a non-singular solution modulo p.
Proof. See [5].
The easy case of Theorem 0.3 occurs when {=0, and it is shown below.
In this case the conjecture of Artin holds, and it is basically a consequence
of Theorem 2.12.
Theorem 2.13. Suppose that k=( p&1) k0 , p odd, (k0 , p)=1 and
n2k2+1. Then the pair of forms (1) has a p-adic zero.
Proof. In the view of the definitions above, we have to find among the
variables of f, g an NSp to conclude the proof of this theorem. And this can
be done, by Theorem 2.12, provided
m02$+1 and q0$+1.
But since $=k, that is exactly what we have according to (11) and (12),
for m0 , q0 are positive integers. K
3. PROOF OF THE MAIN THEOREMS
From now on, we are going to assume that the pair f, g in (1) is
p-normalized and has all the properties described in Section 2. Besides that
we will also assume that k= p{( p&1) k0 , with (k0 , p)=1, and
$=( p&1, k)= p&1.
Applying Lemma 2.10 to
M0=R10 _ } } } _ R
w
0
we conclude that we can form r pairs of subforms from f0 , g0 , say f i0 , g
i
0
with i=1, ..., r, such that,
mi02$+1=2p&1 and q
i
0$+1= p.
Hence, by Theorem 2.12, r sets NSp can be formed, where (see
Lemma 2.10)
r=min([m0 (2p&1)], [q0 p]), (15)
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which means that r new special variables can be add to M1 , since each
NSp can be contracted to a new variable at level 1 (see Remark 2.7).
Lemma 3.1. If among the variables of the pair f, g we can find one of the
following:
(a) (2p&1) disjoint NSpi sets or,
(b) (2p&1)i disjoint NSp sets or,
(c) 2( p&1) disjoint NSpi sets and a variable at level i or,
(d) 2( p&1)(2p&1) disjoint NSpi&1 sets and (2p&1) variables at
level (i&1), then we can form an NSpi+1 set.
Proof. (a) After contracting these 2p&1 NSpi sets we would have a
pair of sub forms with 2p&1 variables at level i (see Definition 2.1), which
gives an NSpi+1, by Theorem 2.11.
(b) This is an immediate consequence of item (a).
(c) The hypothesis gives us a system of 2p&1 variables at level i
which has a non-trivial solution by Theorem 2.11. But observe that this
solution must have at least one of the variables coming from the contrac-
tions assuming a non-zero value modulo p, and this will ensure that this
solution is an non-singular solution modulo pi+1, i.e. an NSpi+1.
(d) Observing that, by item (c), 2( p&1) NSpi&1 sets together with
a variable at level (i&1) give an NSpi set, we will have at the end (2p&1)
NSpi sets which gives an NSpi+1 set, by (a). K
Our goal is to find NSp{+1 among the variables of f, g, for that will
ensure a p-adic zero for (1), by Lemma 2.2.
Lemma 3.2. If m{1 and r2( p&1)(2p&1){&1 then we can form an
NSp{+1.
Proof. Since r2( p&1)(2p&1){&1, we can form 2( p&1)(2p&1){&1
NSp sets (see (15)). By Lemma 3.1(b) one can form 2( p&1) NSp{ sets.
Now we can use Lemma 3.1(c) and form the desired NSp{+1 set, for
m{1. K
Lemma 3.3. If
{2, m{&12p&1 and r2( p&1)(2p&1){&1
then we can form an NSp{+1.
Proof. The hypothesis allow us to form 2( p&1)(2p&1){&1 NSp sets.
Which gives us, by Lemma 3.1(b), 2( p&1)(2p&1) NSp{&1 sets. Since
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m{&12p&1, we can now apply Lemma 3.1(d) and form an NSp{+1, as
desired. K
Lemma 3.4. If r(2p&1){ then we can form an NSp{+1.
Proof. By hypothesis we can form (2p&1){ NSp sets, which gives an
NSp{+1, by Lemma 3.1(b). K
Now we are ready to start the proof of Theorem 0.3. Let us assume
n2k2+w( p, {),
where
w( p, {)=
1
log p+(1{) log( p&1)
.
Which gives us by (11) and (12) that
m02k1+w2{+1p{( p&1)
q0k1+w2{p{( p&1)
(16)
m1+m04k1+w2{+2p{( p&1)
m2+m1+m06k1+w2{+1p{3( p&1).
Proof of Theorem 0.3 for {=1
Since by (16)
m0(2p&1)4p( p&1)(2p&1)2( p&1)
(17)
q0 p2p( p&1)p=2( p&1)
then (see (15))
r2( p&1).
Hence we may assume, by Lemmas 3.2 and 3.4, that
m1=0 and r<2p&1, (18)
which implies (see (16), (17), and (18))
r=2( p&1)
m08p( p&1),
q0=2p( p&1),
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and (see (13))
rmax0 =m0&q06p( p&1).
Since m1=0, the pair f, g (see (1)) modulo p2 will look like (see
Remark 2.4)
f#A1xk1+ } } } +As xks +C1 yk1+ } } } +Cq0 y
k
q0
(mod p2)
(19)
g#p(B1xk1+ } } } +Bsx
k
s )+B1 y
k
1+ } } } +Dq0 y
k
q0
(mod p2),
where s=rmax0 , and all coefficients A1 , ..., As are co-primes with p, and
(Ci , Di)(0, 0) (mod p).
Taking 2p( p&1) variables from Rmax0 , together with the other q0
variables, we will have a pair of subforms f *, g* where
m*=4p( p&1) and q*=2p( p&1).
These will guarantee that
r=min \ m*2p&1,
q*
p +=2( p&1).
Hence we can form 2( p&1) NSp sets, and still have left in Rmax0 at least
4p( p&1) variables. By Lemma 2.8 (or Lemma 2.9 if p=3) we can add one
new variable to the level 1, which gives an NSp2 set by Lemma 3.1(c), as
desired. K
Proof of Theorem 0.3 for {=2
Since by (16)
m0(2p&1)8p2( p&1)(2p&1)4p( p&1)
(20)
q0 p4p2( p&1)p=4p( p&1)
then
r4p( p&1) ((2p&1) 2( p&1)).
Now we may assume, by Lemmas 3.2, 3.3 and 3.4, that
m2=0, m1<2p&1 and r<(2p&1)2. (21)
By (16), (20) and (21) we have
r=4p( p&1)
m048p2( p&1)&(2p&1)47p2( p&1),
q0=4p2( p&1),
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and then
rmax0 =m0&q043p
2( p&1).
As before, taking 4p2( p&1) variables from Rmax0 together with the other
q0 variables, we will have a pair of subforms with (see (19))
m*=8p2( p&1) and q*=4p2( p&1),
which ensures that
r=min \ m*2p&1,
q*
p +=4p( p&1).
Hence we can form 4p( p&1) NSp sets, and still have left in Rmax0 at
least 39p2( p&1) variables. By Lemma 2.8 (or Lemma 2.9 if p=3) we
can add 2p&1 new variables to the level 1, which gives an NSp3 set by
Lemma 3.1(d), for 4p( p&1)>(2p&1) 2( p&1). K
Proof of Theorem 0.3 for {3
Since by (16)
m0 (2p&1)2{+1p{( p&1)(2p&1)2{p{&1( p&1)
q0 p2{p{( p&1)p=2{p{&1( p&1)
then
r2{p{&1( p&1).
But now r(2p&1){ by the Inequality 1.12. Then we can apply
Lemma 3.4 and form an NSp{+1, concluding the proof. K
Proof of Theorem 0.4
Let us assume
n2k2, k= p{( p&1) k0 , (k0 , p)=1 and k02{.
With these hypothesis we have all the inequalities stated in (16) and then,
following the proof above we conclude that is always possible to find an
NSp{+1, as desired. K
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