Abstract. In this paper we introduce a kind of "noncommutative neighbourhood" of a semiclassical parameter corresponding to the Planck constant. This construction is defined as a certain filtered and graded algebra with an infinite number of generators indexed by planar binary leaf-labelled trees. The associated graded algebra (the classical shadow) is interpreted as a "distortion" of the algebra of classical observables of a physical system. It is proven that there exists a q-analogue of the Weyl quantization, where q is a matrix of formal variables, which induces a nontrivial noncommutative analogue of a Poisson bracket on the classical shadow.
Introduction
In the present paper we describe a mathematical construction which can be perceived as a kind of noncommutative neighbourhood of the parameter → 0 of the semiclassical approximation of quantum theory (the Planck "constant"). This construction can be of interest in noncommutative algebraic geometry, as well as in mathematical physics, and, informally speaking, it is linked to an idea of a "quantization on a noncommutative space".
In quantum mechanics, if we speak about quantization, then this normally implies that we have a linear map Q : A → B between two algebras defined over a ring of formal power series C[[ ]], where A is commutative (the classical observables), and B is noncommutative (the quantum observables). Since the map Q does not need to be an algebra homomorphism, the multiplication on B induces a noncommutative associative product * on A, f * g = f g + B 1 (f, g) + 2 B 2 (f, g) + . . . , for f, g ∈ A, where B 1 , B 2 , . . . are bilinear maps. The first map B 1 gives rise to a Poisson bracket on A, {f, g} := B 1 (f, g) − B 1 (g, f ), 1 and, in fact, "quantization" is always a quantization in the direction of a given Poisson structure {−, −} cl on A (i.e. one is asked to construct a map Q such that {−, −} = {−, −} cl ).
It is natural to consider a more general case where both algebras A and B can be noncommutative. Then, in a certain sense, a quantization Q : A → B consists in making things "more noncommutative". Naively, this might look as a technical generalization of what already exists, but in reality one runs into a serious conceptual problem here. How do we define a noncommutative analogue of the Poisson bracket? Given an arbitrary noncommutative algebra A, if we impose the antisymmetry, the Leibniz rule, and the Jacobi identity (i.e. the usual axioms of the Poisson bracket), then it can easily turn out that there are no "interesting" Poisson structures on it [22, 34, 35] , and essentially the only Poisson structure is given by the commutator [f, g] := f g −gf , f, g ∈ A. Therefore, there exist different approaches to define a noncommutative generalization of the Poisson bracket.
One of the possibilities is to modify the axioms by introducing twists (twisted antisymmetry, twisted Leibniz rule, twisted Jacobi identity), what is a common practice, for instance, in the theory of coloured Lie algebras and their representations [16, 33] . Another possibility is to perceive the problem in terms of homotopy theory and to generalize the Jacobi identity "up to homotopy" [1, 2, 11, 12, 31] . The Poisson bracket then gets replaced with an infinite collection of operations {−, −, . . . , −} n : A ⊗n → A, of different arity n = 1, 2, . . . , satisfying the L ∞ -algebra kind of axioms. The third possibility, which has recently received some additional attention in the literature [4, 5, 9, 13, 32] , is to consider the "double Poisson" bracket, −, − : A ⊗2 → A ⊗2 ,
i.e. a bracket with the values in A ⊗ A, rather than in A. The latter seems to be a reasonable approach for the algebras which are "far from commutative". For example, there exists a canonical double Poisson structure on the free noncommutative algebra C ξ 1 , ξ 2 , . . . , ξ n on a finite number of symbols ξ 1 , ξ 2 , . . . , ξ n . To keep the story short, the idea of a noncommutative Poisson bracket leaves some space for creativity.
The main construction of the present paper can be perceived as follows. If we look at an abstract d-dimensional quantum mechanical system with coordinates x 1 , x 2 , . . . , x d and momenta p 1 , p 2 , . . . , p d , then we have the canonical commutation relations . This yields an infinite dimensional noncommutative algebra, which we denote E 2d ( ) and perceive as a "noncommutative neighbourhood" of , having in mind an analogy with the terminology of [18] for the noncommutative manifolds. One can now identify the generators corresponding to the coordinates and momenta with the noncommutative Planck constants i , i ∈ [2d], corresponding to the trees with only one leaf:
In the present paper, we construct a natural q-deformation E q 2d ( ) of the algebra E 2d ( ) corresponding to a 2d×2d matrix of formal variables, q = q i,j , q i,i = 1, q i,j = q −1 j,i , where i, j ∈ [2d]. In particular, every commutator [ i , j ], i, j ∈ [2d], in the defining relations of E 2d ( ) gets replaced with a q-commutator [ i , j ] q := i j − q j,i j i . After that we consider a series of truncations (E q 2d ( )) N , N = 1, 2, 3, . . . , obtained by factoring out of the ideals in E q 2d ( ), generated by the symbols Γ with the number of leaves |Γ| > N. Note, that the commutation relations of (E 1 2d ) 2 , where 1 is a 2d × 2d matrix with all entries equal to one, appears in [6] , but in a different context. We prove, that for every N = 1, 2, 3, . . . , there exists an analogue of the Weyl quantization map (the q-Weyl quantization), which we define as a linear map
where gr(−) denotes taking the associated graded with respect to a filtration induced by the degrees of the generators deg( Γ ) := |Γ| − 1.
It turns out, that this map W q N has an nontrivial property in comparison to the well known Weyl quantization map in quantum mechanics. For an abstract physical system with two degrees of freedom (d = 2), the latter is a linear map
where one puts an -adic filtration on the domain of Q Weyl . It is linear not just over C, but over the ring C[ ], so, in particular, we have:
, for any monomial f in x and p. On the other hand, if we denote Γ the canonical image of Γ in the associated graded, and take, for example, a generic monomial u in the variables
, and a symbol [i,j] , where i, j ∈ [2d], i = j, then we obtain:
In this sense, the generators Γ corresponding to the trees Γ with the number of leaves |Γ| 2 are just as good on the role of "observables" as the generators i , i ∈ [2d]. We suggest to refer to this fact as to distortion of quantization by the noncommutative Planck constants. If one considers a representation theory of (E q 2d ( )) N , say, for N = 3, then one can define an "observable" which does not have an analogue in quantum theory. Does this only distort the conventional description of our physical reality, or does it make some physical sense?
For the Weyl quantization map Q Weyl , one can extract the Poisson bracket on C[x, p][ ] as a first semiclassical correction to the multiplication of classical observables:
where O( n ) stands for an element of degree n in the -adic filtration on 
where u, v ∈ gr (E q 2d ( )) N are homogeneous elements of degrees |u| and |v|, respectively, and O(n), n = 0, 1, 2, . . . , stands for an element of degree at least n in the filtration induced by the grading. Note, that this corresponds to considering "semiclassics" with → 0 and q fixed, which is different from [3, 7] . The distortion of quantization has its counterpart on the properties of the corresponding bracket −, − q N : it is linear only over C. We call this fact a distortion of the Poisson bracket by the noncommutative Planck constants and describe its properties as of a natural candidate for a noncommutative Poisson bracket (the "direction" of quantization on a noncommutative geometry).
Planar binary trees
It is convenient to realize the collection of all planar binary trees as follows. Take your favourite singleton { * } (i.e. * is just a symbol). Set Y 0 := ∅ and Y 1 := { * }. For every n = 2, 3, 4, . . . , define Y n recursively as a set of all pairs
The tree L(T ) := u is termed the left branch of T , the tree R(T ) := v is termed the right branch of T , and |T | := n is termed the number of
The planar binary trees Y naturally encode all possible bracketings over a set of symbols. Suppose we have an alphabet Ω. Consider a word of length three: w = x 1 x 2 x 3 , where x 1 , x 2 , x 3 ∈ Ω. The set Y 3 contains two elements, (( * , * ), * ) and ( * , ( * , * )). The first element corresponds to ((x 1 x 2 )x 3 ), and the second element corresponds to (x 1 (x 2 x 3 )). The set Y 4 contains already five elements, and if we take, for example, ( * , (( * , * ), * )) ∈ Y 4 and a word w ′ = x 1 x 2 x 3 x 4 over Ω, then the corresponding bracketed expression is (x 1 ((x 2 x 3 )x 4 )), etc. The number of elements #Y n = C n−1 , for n = 1, 2, 3, . . . , is given by the Catalan numbers,
where m = 0, 1, 2, . . . . Fix an alphabet Ω. A leaf-labelled planar binary tree can be perceived as a pair Γ = (T, w), where T ∈ Y, and w is a word of length |T | over Ω. For example, the set Y 2 contains only one element ( * , * ), and if we take x 1 , x 2 ∈ Ω, then Γ ′ = (( * , * ), x 1 x 2 ) is a leaf-labelled tree, such that the leaf on the left branch is labelled with x 1 , and the leaf on the right branch is labelled with x 2 . Denote Y(Ω) the set of all leaf labelled planar binary trees over the alphabet Ω. The left branch of a leaf-labelled tree Γ = (T, w) ∈ Y(Ω),
, where w ′ = w 1 w 2 . . . w m , m = |L(T )|, and the right branch is defined as R(Γ) := (R(T ), w ′′ ), where w ′′ = w m+1 w m+2 . . . w n . The set Y of all planar binary trees can be totally ordered as follows.
In case |T | = |T ′ |, both trees must have at least two leaves, since #Y 1 = 1, while T = T ′ . Therefore, one can look at the left and right branches:
, then compare the right branches and set T ≺ T ′ if and only if R(T ) ≺ R(T ′ ). Since the number of leaves in the branches is always strictly smaller than the number of leaves in the whole tree, this defines recursively a total order ≺ on Y.
Assume that there is a total order ≺ on the alphabet Ω (here we overload the notation ≺ and denote the total orders on different sets with the same symbol, assuming the apparent ambiguity is always resolved by the context). It induces a total order on the words:
. Therefore the leaf-labelled trees Y(Ω) can be totally ordered as well:
If the total number of letters is finite, i.e. #Ω < ∞, then there is a unique bijection Y(Ω) ≃ Z >0 , which respects the order,
where Γ, Γ ′ ∈ Y(Ω). We will use this map later to define the standard ordering for the monomials in the noncommutative Planck constants
The total order on [2d] is assumed to be <. Note, that there is a naturally defined operation on Y corresponding to the concatenation of trees, T ∨ T ′ := T ′′ , where
one has also a concatenation on the leaflabelled trees:
The latter generalizes naturally to a composition of trees as follows. If one takes a collection of leaflabelled trees
, and a leaf-labelled tree Γ = (T,σ) ∈ Y([n]), whereσ := (σ(1), σ(2), . . . , σ(n)) is a word over [n] corresponding to a permutation σ ∈ S n , then deleting, for every i ∈ [n], the i-th leave in Γ and inserting in its place the tree Γ i , one obtains a tree T ′ with a labelling w ′ = w 1 w 2 . . . w n . Denote the result
The bracketing algebra
Let q = q i,j a 2d × 2d matrix of formal variables q i,j (where d is a fixed positive integer) satisfying q i,i = 1 and q i,j = q
Extend this notation as follows:
, where (i 1 , i 2 , . . . , i n ) is the leaf-labelling of Γ, n = |Γ| (we write the words over [2d] as sequences separated by commas), and (j 1 , j 2 , . . . , j m ) is the leaf-labelling of
2d the ring of polynomials with complex coefficients in the variables {q i,j } i<j and {q
2d generated by an infinite collection of symbols
Observe, that the notation implies 
2d , where I (q) 2d is the ideal generated by the relations [ξ Γ , ξ Γ ′ ] q = ξ Γ∨Γ ′ , where Γ and
, and Γ ≺ Γ ′ , is termed the bracketing algebra.
, are termed the noncommutative Planck constants. Remark 1. Looking for a natural name for the algebra E q 2d ([2d]), we came up with the fact that bracketing is also an important concept in the phenomenological philosophy of Edmund Husserl, which means something like "suspending of judgement" that precedes a phenomenological analysis. It is also termed epoché (επωχη), so perhaps another name for E 
where n = 0, 1, 2, . . . .
Definition 2. The associated graded algebra
( ) with respect to filtration (2) is termed the classical shadow of the bracketing algebra.
We denote the canonical images of Γ in the classical shadow as
without the hats).
Observe, that A q 2d ( ) is nothing else but an infinite dimensional q-affine space,
. A "quantization" should be perceived as a linear over
One obtains an example of such a map as follows. Denote B(A q 2d ( )) the monomial basis in the classical shadow formed by the monomials of the shape
This extends by K
2d -linearity to the whole A
where |w| and |w ′ | are the degrees of w and w ′ , respectively. Furthermore, there exists a unique element w, w
where
2d -bilinearity, one obtains a bracket −, − :
where the tensor product is taken over K q . It is worth to point out, that the normal q-quantization map (3) can be described using the calculus of functions of ordered operators [25, 27, 26, 19] (the µ-structures).
where . . . denotes the autonomous bracket [26] ,
. , n, and ν : Y([2d])
∼ → Z >0 is the numbering described in the previous section. Basically, the indices ν i indicate the "order of action" of the symbols Γ i , , i ∈ [n], and the symbol with the smallest number is put in the right most position in the product. For every N = 1, 2, 3, . . . , consider the space of smooth complex functions S(R N ), which decay at infinity faster than any power of a polynomial (the Schwartz space). Suppose we have a noncommutative algebra O described in terms of generators ξ 1 , ξ 2 , . . . , ξ m and a finite number of noncommutative polynomial relations 
is termed a µ-structure (for a complete list of axioms, see [26, 19] ).
In [19] the authors consider a problem of quantization (the "asymptotic" quantization) in a setting where one is given a family of defining relations R
. . , ξ m containing a "small" commutative parameter ε → 0. This yields a family of noncommutative algebras O ε . It can happen, that O ε admits a left regular representation, i.e. for every f (x 1 , x 2 , . . . , x m ) ∈ S(R m ) (recall, that m is the number of generators ξ 1 , ξ 2 , . . . , ξ m ), and for every j ∈ [m], there exists a unique
. If we assume that ε is specialized to a particular value ε ∈ [0, 1], then this defines the operators L (ε)
A series of examples of such products is considered in [25] . According to the general philosophy advocated in [25, 19] , one should define the generalized quantum Yang-Baxter equation as a system of equations
where one replaces to symbols ξ i with the operators of the left regular representation L (ε)
Being applied to our case, we can connect the classical shadow A q 2d ( ) with the bracketing algebra E q 2d ( ) by a homotopy, modifying the relations for the noncommutative Planck constants as
If one reinterprets ε and perceives it as a formal commutative parameter, i.e. as a central generator for a central extension of E q 2d ( ), then it becomes quite natural to consider the problem of quantization in terms of truncations of the Rees ring corresponding to the filtration F
• E q 2d ( ). In the next section we describe the corresponding star product ⋆ ε explicitly, and this, as a sideeffect, yields a left regular representation of the truncations (E q 2d ( )) N , N = 1, 2, . . . , on the q-commutative polynomial rings.
Normal noncommutative quantization
In quantum mechanics of a d-dimensional system with canonical momenta
we have a pair of monomials
, then their product f g can again be expressed as
, is central, and δ is the Kronecker symbol. Extending by C[ ]-linearity, one obtains a noncommutative product on C[z 1 , z 2 , . . . , z 2d ][ ], which is most easily described in terms of the Wick contractions,
for i, j ∈ [2d]. For the monomials f = z i 1 z i 2 . . . , z im and g = z j 1 z j 2 . . . z jn as above, we have:
where the check mark atop denotes that the corresponding symbol in the product is omitted.
In what follows, it is natural to reinterpret the sum over Wick contractions as a sum over leaf-labelled trees of degree two (i.e. the symbol of the contraction can be perceived as an unlabelled planar binary tree with two leaves). Consider the epoché algebra E 
is a basis of the underlying vector space of the epoché algebra E q 2d ( ).
Proof. The fact claimed is a straightforward consequence of the "diamond lemma" [28] 
). This yields a vector space isomorphism 
2d . This star product should be perceived as a natural analogue of the star product * in quantum mechanics. Of course, if we had considered a central extension of
. In this sense, ε corresponds to a semiclassical parameter → 0 in quantum mechanics.
To describe the star product ⋆ :
( ) explicitly, we need some notation. In place of the Wick contractions (5), define
for any Γ ∈ Y([2d]). Recall, that if we have an unlabelled planar binary tree T ∈ Y with n leaves, |T | = n, then we have a notation
and the labelling is inherited from the labellings of the arguments. For a finite sequence Γ = (
, and a permutation σ ∈ S n , set
Define a coefficient q( Γ, σ) by
In particular, q( Γ, id ) = 1. Note that q( Γ, σ) is just some product of the entries of the matrix q = q i,j i,j∈ [2d] , and observe that
for any σ, τ ∈ S n . Therefore, q( Γ, σ)
. We need also a notation:
Theorem 1. The normal star product ⋆ of a pair of elements of B(A q 2d ( )) in the notation (6), (8) , (11) is defined by the formula
. . .
where 
−1 is the corresponding braiding coefficient.
The star product of a pair of elements of the basis B(A q 2d ( )) in the notation (6) can be expressed as follows:
Proof. One needs to apply the vector space map (7) to the left and the right-hand sides of (13), to expand the definitions (6) of the basis elements on the left hand side, and to use the fact, that ϕ q is an algebra isomorphism (A 
where O |w|+|w ′ |+2 stands for an element of filtration degree |w|+|w ′ |+2, Γ ∨ Γ ′ denotes the concatenation of the lists Γ = (Γ m , . . . , Γ 2 , Γ 1 ) and
, and σ and the q-Jacobi identity
by a straightforward computation. Observe, that with these properties, the bracket −, − is determined by its values on the generators Γ , which are just
Distortion of the Weyl quantization
We are now interested in a q-analogue of the Weyl quantization. 
. A characteristic property of the Weyl quantization which selects W from the other possible quantizations (like, for example, the normal quantization) is the affine equivariance. If we take an arbitrary 2d × 2d matrix A over C, then we can act with it on the column of the generators (z 1 , z 2 , . . . , z 2d ) T , or on the column of their quantized analogues ( z 1 , z 2 , . . . , z 2d )
T , where (−)
T denotes transposition. One can first act, and then quantize, or first quantize, and then act. The affine equivariance is the property that the two results coincide for any A: 
where C (q) Γ 1 ,Γ 2 ,...,Γn (σ) are some coefficients, and 
where Λ Γ,Γ ′ denote the generators written in a matrix form, and I is an ideal generated by a countable collection of noncommutative polynomials. Denote
. The left affine coequivariance condition is the following equality in M
. This is a condition on a collection of coefficients C (q,N ) Γ 1 ,...,Γn (σ). Similarly, the right affine coequivariance condition is an equality in (E
. This is another condition on the coefficients C 
, (18) and to satisfy
n . Let us term the latter condition the existence of a classical limit for the quantization map. Observe, that the notation q( Γ, σ) defined in (9) can explicitly be described as
Theorem 2. The conditions of left and right affine coequivariance (16), (17) , in addition to the condition of existence of a classical limit (19) , determine the ideal I in (15) and the coefficients C 
n , σ ∈ S n , N ∈ Z >0 . The ideal I is generated by the quantum matrices type relations:
Proof. Let us first derive another generic fact about the coefficients C (q,N )
..,Γn (σ). Fix a positive integer N. Take a pair of permutations σ, τ ∈ S n and look at the coefficient corresponding to σ • τ ∈ S n . On one hand, since
Γn , where Γ = (Γ 1 , . . . , Γ n ), we must have
On the other hand, a straightforward application of the formula for W (q)
Changing the summation index to σ ′ = τ • σ and comparing the two expressions, one obtains
Fix now Γ = ( 
Observe now, that if one has an abstract expression f ( Γ) depending
n and wishes to take a sum over all tuples Γ, then one can do it as follows:
where w Γ 1 ,Γ 2 ,...,Γn := #{σ ∈ S n | Γ σ = Γ}. Hence,
The same trick applied to R N ( Γ) yields:
. (21) Now, if we look at the products of 
n , and every
The left hand side of this equality can be simplified, if one takes into account the property (10), which implies
. Introducing an index of summation κ = ρ • σ −1 in place of ρ, and invoking the condition of existence of classical limit (19), one obtains:
Consider now the case n = 2. For every
where id , (12) ∈ S 2 are the two elements of the symmetric group S 2 . From the classical limit condition (19), one obtains:
( (12))q( Γ, (12)) = 1.
Observe that q( Γ, (12) 
( (12)) and substitute the result into the previous equality. Cancelling out C (q,N ) Γ 1 ,Γ 2 ((12)), one arrives at
Since the level of truncation N is arbitrary, this corresponds precisely to the first half of the defining relations of M (q) 2d . The second half stems in a totally similar manner from the right coequivariance condition (17) .
We still need to define the coefficients C (q,N )
where Γ = (Γ 1 , . . . , Γ n ) and
Note, that L n ( Γ, Γ ′ ) is precisely the left-hand side of (22) expressing the left coequivariance condition (16), so there is also a right analogue
which corresponds to the right coequivariance condition (17) . We claim that the following properties hold:
for any σ ∈ S n . This can be done by induction in n. Consider L n ( Γ, Γ ′ ), for example. If n = 2, then one arrives at (23) . If n > 2, then proceed as follows. Observe, that if the property mentioned holds for some given σ ∈ S n and τ ∈ S n , and for any Γ and Γ ′ , then
and it holds for σ • τ ∈ S n as well due to (10), Therefore, it suffices to check it only on the generators of S n . Rewrite L n ( Γ, Γ ′ ) as follows:
where ρ + n denotes the canonical image of ρ ∈ S n−1 in S n , such that ρ + n (n) = n and ρ + n (i) = ρ(i), i < n, and the symbol (mn) ∈ S n denotes the transposition of m and n, and (−) n−1 corresponds to a truncation of a string of symbols, so that Γ n−1 = (Γ 1 , . . . , Γ n−1 ), and, similarly, for Γ ′ (mn) . If one now makes an inductive assumption that (24) holds for n − 1, then this implies
, for all λ ∈ S n−1 . In a totally similar way, isolating the first, but not the n-th factor in the products, one can show, that L n ( Γ µ
, for any µ ∈ S n−1 , where µ + 1 ∈ S n is the permutation, such that µ , where λ, µ ∈ S n−1 , generate the whole S n , the property claimed follows. The second equality in (24) is established in a similar way.
Return now to the left coequivariance condition
n . Consider first the case where
. The commutation relations for the ideal I (more precisely, those that stem from the right coequivariance condition), imply an equality
for any λ ∈ S n . Therefore, the requirement L N ( Γ) = R N ( Γ) acquires in this case the shape:
. The existence of the classical limit condition and the fact q(
Performing the summation over κ = ρ • σ −1 ∈ S n yields:
If we look at this expression in the associated graded, i.e. the product Γ ′ ρ (1) .
. . . Γ ′ n , then it follows, that the only candidate for the coefficients in the case Γ
, just what is needed to satisfy (20) . It remains to check if the equation
n , is indeed satisfied. Using the property of the coefficientsC
Γ ′ (σ) mentioned, one obtains:
where H (q)
. Now, using a trick of "inserting a unit"
(σ)q( Γ, σ) = 1, and then invoking the
For the righthand side R N ( Γ) in the shape (21) , one can first invoke the property
, and using again the
, one obtains the same expression (25) as for L N ( Γ). Therefore, the left coequivariance requirement (16) is satisfied, L N ( Γ) = R N ( Γ). The right coequivariance is established in a totally similar way.
It is quite remarkable, that the coefficients C 
The map W (q) allows to induce another star product ⊛ on the clas-
Recall, that we already have a product ⋆ on A q 2d ( ), stemming from the normal quantization, and an algebra isomorphism
( ) the canonical projection in the m-th component of the associated graded, m ∈ Z 0 , and perceive ϕ as a vector space map. Since for any homogeneous element f ∈ A q 2d ( ) of degree |f | we have
where m ∈ Z 0 . Applying this formula recursively, one obtains an explicit expression for every component of f ⊛ g.
Proposition 4. For every f, g ∈ A q 2d ( ) and every m ∈ Z 0 , the following holds:
Proof. Induction by m = 0, 1, 2, . . . .
Let us extract the "first semiclassical correction" from the product ⊛ corresponding to the q-Weyl quantization 
, where q(g, f ) is determined by f g = q(g, f )gf , f and g are homogeneous. Extending this bilinearly, one obtains another bracket on A q 2d ( ). In quantum mechanics of a d-dimensional system with coordinates x = (x 1 , x 2 , . . . , x d ) and the canonically conjugate momenta p = (p 1 , p 2 , . . . , p d ), the first semiclassical correction to the Weyl product of a pair of classical observables F (x, p) and G(x, p) is of the shape (−i /2){F, G}, where {−, −} is the canonical Poisson bracket, while the antisymmetrization corresponds to −i {F, G}. Up to a factor λ = 1/2 independent on F and G, these two results coincide. In the q-deformed case the two brackets are different, i.e. such λ (possibly, depending on q) does not exist. It is important to point out that the bracket −, − (q) stemming from the the q-Weyl quantization is not bilinear with respect to the generators Γ of degree |Γ| 2. In this sense, these generators "distort" already the classical picture (i.e. the Poisson bracket) and should be perceived as dynamical variables just as Γ with |Γ| = 1, which correspond to the classical coordinates x = (x 1 , x 2 , . . . , x d ) and momenta p = (p 1 , p 2 , . . . , p d ).
Noncanonical distortions
In this section we would like to discuss briefly some other possibilities to distort the classical Poisson bracket {−, −}. Informally, the basic idea of "distortion" is to add new variables into the picture and to extend the bracket in a nontrivial way. We have introduced the epoché algebra E q 2d ( ) as a kind of noncommutative neighbourhood of the semiclassical parameter of a mechanical system with d degrees of freedom, but, of course, for the mathematical construction the nature of this parameter is not important. One encounters the canonical commutation and anticommutation relations, for example, in statistical physics considering the creation and annihilation operators of the particles constituting a system (different types of bosons and fermions). Extending these relations with a central parameter g (the interaction parameter), the generic shape of these relations is as follows:
are the creation operators, and ψ − i are the annihilation operators, and ε i,j ∈ {−1, +1} depending on the statistics of a pair of particles associated with the indices i and j. The difference is that the number of degrees of freedom d is now infinite, but one can still introduce the analogues of coordinates x i and momenta p i as ψ
In the condensed matter physics, it is a common practice to consider an asymptotics with respect to g → 0 (the quasiparticle approximation), and one may consider a noncommutative neighbourhood around g (this parameter is sometimes termed the external Planck constant). Look at a second quantized observable B of polynomial type:
where only finite number of coefficients B
is not zero, and z
. The commutation relations between x i and p j , i, j ∈ Z 0 , imply that one can assume without loss of generality a certain symmetry or antisymmetry of the coefficients B (α 1 ,α 2 ,...,αm) i 1 ,i 2 ,...,im with respect to the permutations of indices. This leads to the following construction.
In the definitions of the q-analogues of the Weyl quantization, of the star product, and of the Poisson bracket, one can restrict oneself to some subspaces of A q 2d ( ) and E q 2d ( ) described, for example, in terms of q-symmetrizators and antisymmetrizators. In other words, fix a projector P : A q 2d ( ) → A q 2d ( ), P 2 = P, and consider a product f ⊛ P g = P(f ⊛g), for f, g ∈ PA q 2d ( ). This modified product does not need to be associative, and therefore the corresponding first "semiclassical" correction f, g
) does not need to be a 2-cocycle. Let us
P for a bracketing of (f 1 , f 2 , . . . , f n ) ∈ (A q 2d ( )) n described by a planar binary tree T ∈ Y with n leaves, |T | = n. Basically, one obtains a collection of brackets {T −, −, . . . , − (q) P } T ∈Y , related to each other in a more general way than the q-Jacobi and the q-Leibniz identities. It might be of interest to describe this collection in terms of the homotopy theory.
One can consider the construction mentioned not on the whole classical shadow A q 2d ( ), but taking a truncation (A q 2d ( )) N at some level N ∈ Z >0 . As an example to have in mind, take N = 2 (we denote the generators as i and i,j in this case, i, j ∈ [2d], i < j), and consider a linear map P : (A Another way to distort the classical Poisson bracket {−, −} would be to consider more complicated quadratic commutation relations for the noncommutative Planck constants Γ , Γ ∈ Y([2d]), such as the reflection equation algebra relations [14, 15] . One can also think of more general star products in analogy with the twisted products induced by a coquasitriangular structure on a Hopf algebra [17, 24, 30] . For a collection of leaf-labelled trees Γ = (Γ 1 , . . . 
Discussion
As has already been pointed out in the introduction, the problem of quantization on a noncommutative space, as well as the concept of the/a noncommutative geometry [8, 10, 20, 21, 23, 29] itself, admits various approaches. In the most simple case, the philosophy described in the present paper can be expressed as follows. where A 2d ( ) is the associated graded of E 2d ( ) (the classical shadow ), satisfying the left and right affine coequivariance and the existence of the classical limit conditions. Conceptually, an analogue of a Poisson bracket is the first semiclassical correction to the star product ⊛ on the classical shadow, W (f ⊛ g) = W (f )W (g), described by −, − : A 2d ( ) ⊗ A 2d ( ) → A 2d ( ), which is a graded linear map of degree +1 with respect to the grading induced by the Z-grading on V .
Intuitively, the algebra E 2d ( ) is a kind of noncommutative neighbourhood of the semiclassical parameter ,
, . . . , where i, j, k, l, · · · ∈ [2d], corresponding to an idea to replace every next commutator with a new variable. In fact, the nature of the parameter is not important, and one can consider the same construction around λ −1 , where λ → ∞ is the rescaling parameter for renormalization. The advantage of our approach is that it admits a natural Hopf algebraic deformation (in this paper we describe the q-deformation E q 2d ( ), where q is a 2d × 2d matrix of formal variables). It would be of interest to study this in more detail, but we leave it for another paper.
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