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Abstract
We explore a collaborative and cooperative multi-
agent reinforcement learning setting where a team
of reinforcement learning agents attempt to solve
a single cooperative task in a multi-scenario set-
ting. We propose a novel multi-agent reinforce-
ment learning algorithm inspired by universal value
function approximators that not only generalizes
over state space but also over a set of different sce-
narios. Additionally, to prove our claim, we are in-
troducing a challenging 2D multi-agent urban se-
curity environment where the learning agents are
trying to protect a person from nearby bystanders
in a variety of scenarios. Our study shows that
state-of-the-art multi-agent reinforcement learning
algorithms fail to generalize a single task over mul-
tiple scenarios while our proposed solution works
equally well as scenario-dependent policies.
1 Introduction
Recent research in deep reinforcement learning (RL) has led
to wide range of accomplishments in learning optimal poli-
cies for sequential decision making problems. These ac-
complishments include training agents in simulated environ-
ments such as playing Atari games [Mnih et al., 2015], beat-
ing the best players in board games like Go and Chess [Sil-
ver et al., 2016] as well as learning to solve real world
problems. Similar to single agent reinforcement learning,
multi-agent reinforcement (MARL) is also producing break
through results in challenging collaborative-competitive en-
vironments such as [OpenAI, 2018; Jaderberg et al., 2018;
Liu et al., 2019].
The success in reinforcement learning has prompted inter-
est in more complex challenges as well as a shift towards
cases in which an agent tries to learn multiple tasks in a single
environment. Formally this paradigm of learning is known
as multitask reinforcement learning [Teh et al., 2017]. The
essence of multitask reinforcement learning is to simultane-
ously learn multiple tasks jointly to speed up learning and
induce better generalization by exploiting the common struc-
tures among multiple tasks.
Despite having success in single agent multitask reinforce-
ment learning [Borsa et al., 2019; Teh et al., 2017], multitask
multi-agent reinforcement learning has been explored in only
one recent study [Omidshafiei et al., 2017]. In this paper, we
are exploring an opposite problem where multiple reinforce-
ment learning agents are trying to master a single task across
multiple scenarios. Consider multiple RL agents trying to
master a single task in multiple scenarios. In order for the
agents to generalise, they need to able to identify and exploit
common structure of the single task under multiple scenarios.
One possible structure is the similarity between the solutions
of the single task over multiple scenarios either in the policy
space or associated value-function space. For this, we build
our solution upon two frameworks. The first framework is
universal value function approximators (UVFAs) by [Schaul
et al., 2015] and the second framework is multi-agent deep
deterministic policy gradient (MADDPG) by [Lowe et al.,
2017]. UVFAs are extension of value functions that also in-
clude the notion of a task or a scenario thus exploiting com-
mon structure in associated optimal value functions. MAD-
DPG is a multi-agent reinforcement learning algorithm that
uses the centralized training and distributed testing paradigm
to stabilize learning. The outcome of combining these two
frameworks is a solution for multi-agents that learn to gener-
alize over both state space and a set of multiple scenarios.
To investigate the emergence of collaboration in multi-
scenario learning for multi-agent learning agents, we de-
signed a challenging environment with simulated physics in
Multi-Agent Particle Environment [Mordatch and Abbeel,
2017]. We have developed 4 different simulated scenarios
representing a challenging urban security problem of pro-
viding physical protection to VIP from nearby bystanders of
more than one different class. The complexity in our environ-
ment arises primarily from the different moving patterns of
these bystanders that a standard state-of-the-art MARL algo-
rithm such as MADDPG [Lowe et al., 2017] fail to capture.
The goal here is to learn a stable and a consistent multi-agent
cooperative behavior across all the known scenarios. Here,
we are not dealing with unknown scenarios.
2 Background
Partially observable Markov Game [Littman, 1994] is a multi-
agent extension of MDP characterized by S, N agents with
partial observations O = {O1, . . . ,ON} of the environment
with a collective action space of A = {A1, . . . ,AN}, a re-
ward function R and a state transition function T . At every
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time step, each agent chooses an action ai from it’s policy
pi parameterized by θi conditioned on its private observation
oi i.e ai = piθi (oi) and receives a reward ri = R (s, ai) The
goal of each agent is to maximise its own total expected return
E [Gi] = E
[∑T
t=0 γ
trti
]
where rti is the collected reward by
agent i at time t.
2.1 Policy Gradients
Policy gradient methods have been shown to learn the opti-
mal policy in a variety of reinforcement learning tasks. The
main idea behind policy gradient methods is to maximize the
objective function by parameterizing the policy pi with θ and
updating the policy parameters in the direction of the gradient
∇J(θ) of the objective function J (θ) = E [Gt]. The gradient
is defined as
∇J(θ) = E [∇θ log piθ (a|s)Qpi (s, a)]
[Silver et al., 2014] has shown that it is possible to extend
the policy gradient framework to deterministic policies i.e.
piθ : S → A. In particular we can write∇J (θ) as
∇J(θ) = E [∇θpi (a|s)∇aQpi (s, a) |a=pi(s)]
A variation of this model, Deep Deterministic Policy Gra-
dients (DDPG) [Lillicrap et al., 2015] is an off-policy algo-
rithm that approximates the policy pi and the critic Qpi with
deep neural networks. DDPG also uses an experience replay
buffer alongside a target network to stabilize the training.
Multi-agent deep deterministic policy gradients (MAD-
DPG) [Lowe et al., 2017] extends DDPG for the multi-agent
setting where each agent has it’s own policy. The gradient of
each policy is written as
∇J(θi) = E
[∇θipii (ai|oi)∇aiQpii (s, a1, . . . , aN ) |ai=pii(oi)]
where s = (o1, . . . , oN ) and Qpii (s, a1, . . . , aN ) is a cen-
tralized action-value function that takes the actions of all the
agents in addition to the state of the environment to estimate
the Q-value for agent i. Since every agent has it’s own Q-
function, the model allows the agents to have different ac-
tion spaces and reward functions. The primary motivation be-
hind MADDPG is that knowing all the actions of other agents
makes the environment stationary that helps in the stabiliza-
tion of the training, even though the policies of the agents
change.
The Universal Value Function Approximator [Schaul et al.,
2015] is an extension of DQN [Mnih et al., 2015] where it
generalizes not only over a set of states but also on a set
of goals. At the beginning of the episode, a state-goal pair
is sampled from a probability distribution, the goal remains
constant throughout the episode. At each timestep, the agent
receives a pair of current state and goal and gets the reward
rt = rg (s
t, at). As a result, the Q-function is not only depen-
dent on state-action pair but also on the goal. The extension
of this approach is straight forward for DDPG [Marcin et al.,
2017] and MADDPG.
3 Multi-Agent Universal Policy Gradient
We propose multi-agent universal policy gradient: a multi-
agent deep reinforcement learning algorithm that learns dis-
tributed policies not only over state space but also over a set
of scenarios.
While generalization across multi-task in multi-agent rein-
forcement learning has been studied in [Omidshafiei et al.,
2017], to our best knowledge we are the first one to con-
sider the multi-scenario multi-agent deep RL system. Our ap-
proach uses Universal Value Function Approximators [Schaul
et al., 2015] to train policies and value functions that take a
state-scenario pair as an input. The outcome are universal
multi-agent policies that are able to perform on multiple sce-
narios as well as policies that are trained separately.
The main idea is to represent the different value function
approximators for each agent i by a single unified value func-
tion approximator that generalizes of over both state space
and a set of scenarios. For agent i we consider Vi (s, g;φ) ≈
V ∗ig (s) or Qi (s, a, g;φ) ≈ Q∗ig (s, a) that approximate the
optimal unified value functions over multiple scenarios and a
large state space. These value functions can be used to extract
policies implicitly or as critics for policy gradient methods.
The learning paradigm we used is similar to the central-
ized training with decentralized execution during testing used
by [Lowe et al., 2017]. In this setting, additional information
is provided for the agents during training that is not available
during test time. Thus, extracting policies from value func-
tions is not feasible in this model. However, the value func-
tions can be used as critics in a multi-agent deep deterministic
policy gradient setting.
Concretely, consider an environment with N agents
with policies pi = {pi1 , . . . ,piN } parameterized by θ =
{θ1 , . . . , θN } then the multi-agent deep deterministic policy
gradient for agent i can written as
∇J(θi) = E
[∇θipii (ai|oi)∇aiQpii (s, a1, . . . , aN ) |ai=pii(oi)]
where s = (o1, . . . , oN ) and Qpii (s, a1, . . . , aN ) is a central-
ized action-value function parameterized by φi that takes the
actions of all the agents in addition to the state of the environ-
ment to estimate the Q-value for agent i. We extend the idea
of MADDPG with universal functional approximator, specif-
ically we augment the centralized critic with an embedding
of the scenario. Now the modified policy gradient for each
agent i can be written as
∇J(θi) = Es,a,g∼D
[
∇θipii (ai|oi, g)
∇aiQpii (s, a1, . . . , aN , g)
] (1)
where ai = pii (oi, g) is action from agent i following pol-
icy pii and D is the experience replay buffer. The centralized
critic is Qpii is updated as:
L (φi) = Es,a,r,s′,g [(Qpii (s, a1, . . . , aN , g))− y]
where y is defined as:
y = rgi + γQ
pi′
φ′i
(s′, a′1, . . . , a
′
N , g) |a′i=pi′i(o′i,g)
where pi′ = {pi′1 , . . . ,pi′N } are target policies parameterized
by θ′ = {θ′1 , . . . , θ′N }.
The overall algorithm to which we refer as multi-agent uni-
versal policy gradient (MAUPG) is described in algorithm 1.
Additionally, we refer the learnt policies as universal policies.
The overview of the architecture can be seen in fig. 1.
Algorithm 1 Multi-agent Universal Policy Gradient
1: Sample a random scenario g
2: for episode = 1 to M do
3: for t = 1 to episode–length do
4: For each agent i, select action ati = piθi (o
t
i, g)
5: Execute actions at = [at1, . . . , atN ]
6: For each agent i, get next observation ot+1i
7: end for
8: Sample an additional scenario k
9: for t = 1 to episode–length do
10: for agent i = 1 to N do
11: Get reward rti := r
g
i (o
t
i, a
t
i)
12: Store
(
oti, a
t
i, r
t
i , o
t+1
i , g
)
in replay buffer
13: /* Hindsight Replay */
14: Get reward rti := r
k
i (o
t
i, a
t
i)
15: Store
(
oti, a
t
i, r
t
i , o
t+1
i , k
)
in replay buffer
16: end for
17: end for
18: Set g = k
19: for agent i = 1 to N do
20: Sample minibatch of size S
(
sj , aj , rj , s
′j , gj
)
21: w :=
(
pi′θi(o
′j
i , g
j), . . . , pi′θN (o
′j
N , g
j)
)
22: (a′1, . . . , a
′
N ) := w
23: Set yj = rji + γQ
pi′
φ′i
(
s
′j , a′1, . . . , a
′
N , gj
)
24: Update critic by minimizing
1
S
∑
j
(
yj −Qpiφi
(
sj , aj1, . . . , a
j
N , g
j
))
25: θi+ =
∑
j
∇θipii(ai|oji ,gj)∇aiQpiφi(s
j ,aj1,..,a
j
N ,g
j)
S
26: end for
27: Update target network parameters for each agent i
θ′i ← τθi + (1− τ) θ′i
φ′i ← τφi + (1− τ)φ′i
28: end for
4 Experimental Setup
4.1 The VIP Protection Problem
To demonstrate the effectiveness of our proposed algorithm,
we simulated an urban security problem of VIP protection
where a team of learning agents (bodyguards) are providing
physical protection to a VIP from bystanders in a crowded
space. This problem is briefly explored in [Sheikh and
Bo¨lo¨ni, 2018a; Sheikh and Bo¨lo¨ni, 2018b].
We are considering a VIP moving in a crowd of bystanders
B = {b1, b2, . . . , bM} protected from assault by a team of
bodyguardsR = {r1, r2, . . . , rN}. To be able to reason about
this problem, we need to quantify the threat to the VIP at
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(b) Representation of
the single centralized
critic by a universal
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Figure 1: An overview of the multi-agent universal policy gradient
architecture where both actors and critics are augmented with the
goal that the agents are trying to achieve.
a given moment from the nearby bystanders–the aim of the
bodyguards is to reduce this value.
Two agents x and y have a line of sight LoS(x, y) ∈ [0, 1]
if x can directly observe y and with no obstacle between
them. A bystander b can only pose a threat to the VIP if it
is closer than the safe distance SafeDist. The threat level
TL (VIP, b) [Bhatia et al., 2016] is defined as the probability
that a bystander b can successfully assault the VIP, defined as
a value exponentially decaying with distance:
TL (VIP, b) = exp−A(Dist(VIP,b))/B (2)
where the VIP should be in line of sight of b and
Dist(VIP, b) < SafeDist. A and B are positive constants
that control the decay rate of the threat level.
The residual threatRT (V IP,B, R) is defined as the threat
to the VIP at time t from bystanders B. Bodyguards can block
the line of sight from the bystanders, thus the residual threat
is always smaller than the threat level and depends on the po-
sition of the bodyguards with respect to the bystanders and
the VIP. The cumulative residual threat to the VIP from by-
standers B in the presence of bodyguards R over the time
period [0, T ] is defined as:
CRT =
T∫
0
1−
k∏
i=1
(1−RT (V IP, bi, R)) dt (3)
Our end goal is to minimize CRT through multi-agent rein-
forcement learning.
4.2 Simulation and Scenarios
We designed four scenarios inspired from possible real world
situations of VIP protection and implemented them as behav-
iors in the Multi-Agent Particle Environment( fig. 2) [Mor-
datch and Abbeel, 2017].
In each scenario, the participants are the VIP, 4 bodyguards
and 10 bystanders of one or more classes. The scenario de-
scription contains a number of landmarks, points on a 2D
space that serve as a starting point and destinations for the
goal-directed movement by the agents. For each scenario,
(a) Random Landmarks (b) Shopping Mall (c) Street (d) Pie-in-the-face
Figure 2: Visual representation of the four different scenarios. Emergence of complex behavior can be clearly seen where the bodyguards(in
blue) have positioned themselves between the VIP(in brown) and the bystanders(in red) shielding from potential threat.
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(b) Shopping Mall
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(c) Street
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Figure 3: Learning curve of the scenarios in terms of average cumulative reward for the bodyguards. Notice that start-of-the-art multi-agent
reinforcement learning algorithms such as COMA and Q-MIX fail to even take off in most of the challenging scenarios. MADDPG was the
only consistent algorithm that was able to learn in the environment.
the VIP (brown disk) starts from the starting point and moves
towards the destination landmark (green disk). The VIP ex-
hibits a simple path following behavior, augmented with a
simple social skill metric: it is about to enter the personal
space of a bystander, it will slow down or come to a halt.
The scenarios differ in the arrangement of the landmarks
and the behavior of the different classes of bystanders.
A Random Landmark: In this scenario, 12 landmarks are
placed randomly in the area. The starting point and des-
tination for the VIP are randomly selected landmarks.
The bystanders are performing random waypoint nav-
igation: they pick a random landmark, move towards
it, and when they reached it, they choose a new desti-
nation. A set of fixed seeds were used for placement
of landmarks and a different set of seeds were used for
spawning bystanders in the environment.
B Shopping Mall: In this scenario, 12 landmarks are
placed in fixed position on the periphery of the area, rep-
resenting shops in a market. The bystanders visit ran-
domly selected shops and were spawned using a fixed
set of random seeds.
C Street: This scenario aims to model the movement on a
crowded sidewalk. The bystanders are moving towards
waypoints that are outside the current area. However,
due to their proximity to each other, the position of the
other bystanders influence their movement described by
laws of particles motion [Vicsek et al., 1995].
D Pie-in-the-Face: While the in other scenarios the by-
standers treat the VIP as just another person, in this “red
carpet” scenario the bystanders take an active interest in
the VIP. We consider two distinct classes of bystanders
with different behaviors. Rule-abiding bystanders stay
behind a designated line observing as the VIP passes in
front of them. Unruly bystanders break the limit im-
posed by the line and try to approach the VIP (presum-
ably, to throw a pie in his/her face).
Observation and Action Space
Following the model of Multi-Agent Particle Environ-
ment [Mordatch and Abbeel, 2017], the action space Ai of
each bodyguard i consists of 2D vector of forces applied
on the bodyguard and to promote collaboration and coopera-
tion [Mordatch and Abbeel, 2017], a c dimensional commu-
nication channel.
The observation of each bodyguard is the physical state
of the nearest m ⊂ M bystanders, all the N bodyguards
in the scenario and their verbal utterances such that oi =
[xj,...N+m, ck,...N ] ∈ Oi where xj is the observation of the
entity j from the perspective of agent i and ck is the verbal
utterance of the agent k.
In this problem, we are assuming that all bodyguards have
identical observation space and action space. Moreover, each
scenario embedding g is represented as a one hot vector.
4.3 Reward Function
Using the definitions of threat level and cumulative residual
threat defined in eq. (2) and eq. (3) respectively, the reward
function rb for bodyguard i can be written as
rb = −1 +
k∏
i=1
(1− RT (V IP, bi, R)) (4)
To encourage the bodyguards to stay at a limited distance
from the VIP and discourage them to attack the bystanders,
a distance regularizer D is added to eq. (4) to form the final
reward function.
D (VIP , xi) =

0 m ≤ ‖xi −VIP‖2 ≤ d
−1 otherwise (5)
wherem is the minimum distance the bodyguard has to main-
tain from VIP and d is the SafeDist mentioned in section 4.1.
The final reward function is represented as
rb =α
(
−1 +
k∏
i=1
(1− RT (V IP, bi, R))
)
+ β (D (VIP , xi))
(6)
Depending upon on the scenario g, different values of α,
and β were chosen for the optimal performance. A different
value of α and β also fulfills the requirement of a different
reward function to train a UVFA.
5 Experiments and Results
In this section, we first evaluate the usefulness of multi-agent
reinforcement learning on the given problem by comparing
it’s results with an hand-engineered solution for the VIP prob-
lem. Then we demonstrate the inability of the state-of-the-
art MARL algorithms to generalize over different scenarios.
Finally we compare the results of scenario dependant poli-
cies with the results of universal policies. Our primary eval-
uation metric is Cumulative Residual Threat (CRT) defined
in eq. (3).
5.1 Multi-Agent Reinforcement Learning vs
Quadrant Load Balancing
In order to verify that multi-agent reinforcement learning so-
lutions are better than explicitly programmed behavior of the
bodyguards, we evaluate policies trained on individual sce-
narios with quadrant load balancing technique (QLB) intro-
duced in [Bhatia et al., 2016].
To identify the best MARL algorithm to compete with
the hand-engineered solution, we trained five state-of-the-
art MARL algorithms such as Q-Mix, VDN, IQL, COMA1
and MADDPG on our environment. It can be seen in fig. 3
1https://github.com/oxwhirl/pymarl/
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Figure 4: Comparing the average cumulative residual threat values
of MADDPG and QLB on four different scenarios.
that MADDPG was the only algorithm that was successful in
learning in our environment while other algorithms fail even
to take off. Therefore, we dropped the CRT graphs.
We then compared the results of MADDPG with quadrant
load-balancing (QLB). From the results in fig. 4 we can see
that the outcome are different depending on the characteris-
tics of the scenario. For the Pie-in-the-face scenario, where
most of the bystanders stay away behind the lines, both the
RL-learned agent and the QLB model succeeded to essen-
tially eliminate the threat. This was feasible in this specific
setting, as there were four bodyguard agents for one “unruly”
bystander. For the other scenarios, the average cumulative
residual threat values are higher for both algorithms. How-
ever, for the Random Landmark and Shopping Mall scenarios
the RL algorithm is able to reduce the threat to less than half,
while in the case of the Street scenario, to less than one ninth
of the QLB value.
Overall, these experiments demonstrate that the multi-
agent reinforcement learning can learn behaviors that im-
prove upon algorithms that were hand-crafted for this specific
task.
5.2 Universal Policies Vs Scenario-Dependant
Policies
In order to verify the claim that MARL algorithms trained on
specific scenario fail to generalize over different scenarios,
we evaluate policies trained via MADDPG on specific sce-
nario and test them on different scenarios. Policies on specific
scenarios were trained using the same settings and configura-
tions from experiments performed in section 5.1.
From the results shown in fig. 5 we can see that MADDPG
policies trained on specific scenarios performed poorly when
tested on different scenarios as compared to when tested on
same scenario with different seeds. In order to tackle the
generalization problem, we train the agents using multi-agent
universal policy gradient and compare its results with the re-
sults of scenario-dependant MADDPG policies.
From the results in fig. 6 we can see that our proposed
method performs better than policies trained on specific sce-
narios as well as quadrant-load balancing. Overall, these ex-
periments demonstrate that start-of-the-art MARL algorithms
such as MADDPG fail to generalize a single task over mul-
tiple scenarios while our proposed solution MAUPG learn
Figure 5: A confusion matrix representing the average residual
threat values of MADDPG policies trained on specific scenario
when tested on different scenarios over 100 episodes.
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Figure 6: Comparing the average cumulative residual threat values
for universal policy agents with MADDPG and QLB agents
policies that allows a single task to be learnt across multiple
scenarios and improve upon the start-of-the-art multi-agent
reinforcement learning algorithm.
6 Ablation Study
The first natural question that can be asked here is that why
can’t we just sample scenarios during training of a standard
MADDPG? To answer this question and to see the effect of
UVFA and hindsight replay used in MAUPG, we perform an
ablation study in which we gradually add important building
blocks to MADDPG to transform the solution into MAUPG.
First to answer the question, we trained a MADDPG and
sampled different scenarios. Second we replaced the stan-
dard centralized critic with an UVFA and finally we added
the hindsight replay step. All the training settings and hyper-
parameters were kept same across all the experiments.
From figs. 7 and 8, we can see that MADDPG does not
learn half as good as MAUPG with or without the hind-
sight replay step. MAUPG learns better and faster than
MAUPG without hindsight replay. This happens because
MAUPG with hindsight replay benefits from replaying trajec-
tories from one scenario in other scenarios(see lines 14 and 15
of algorithm 1) thus providing more experience to learn effi-
ciently.
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Figure 7: Learning curves of the ablated version of MAUPG. Notice
the increase in performance in terms of average cumulative reward
with an addition of UVFAs and hindsight replay step.
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the decline in average cumulative residual threat with an addition of
UVFAs and hindsight replay step.
7 Conclusion
In this paper, we highlighted the issue with MARL algorithms
of failing to generalize a single task over multiple known sce-
narios. To solve the generalization problem, we proposed
multi-agent universal policy gradient, a universal value func-
tion approximator inspired policy gradient method that not
only generalizes over state space but also over set of differ-
ent scenarios. We also built a 2D challenging environment
simulating an urban security problem that can be used as a
benchmark for similar problems. Experimental studies have
demonstrated that our proposed method generalizes well on
different scenario and performs better than MADDPG when
trained on different scenarios individually.
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