Abstract. Let L : C ∞ (M ; E) → C ∞ (M ; E) be a second order, uniformly elliptic, semi-positive definite differential operator on a complete Riemannian manifold of bounded geometry M , acting between sections of a vector bundle with bounded geometry E over M . We assume that the coefficients of L are uniformly bounded. Using finite speed of propagation for L, we investigate properties of operators of the form f ( √ L). In particular, we establish results on the distribution kernels and mapping properties of e −tL and (µ + L) s . We also show that L generates a holomorphic semigroup that has the usual mapping properties between the W s,p -Sobolev spaces on M and E. We also prove that L satisfies maximal L p -L q regularity. We apply these results to study parabolic systems of semi-linear equations of the form ∂tu + Lu = F (t, x, u, ∇u).
Introduction
Let L be a semi-positive definite, uniformly elliptic second order differential operators on a complete Riemannian manifold M of bounded geometry (more precisely, L satisfies Assumptions 1-3 of Section 1). We assume that L acts on sections of a (Hermitian) vector bundle E → M . We study operators of the form f ( √ L) obtained using functional calculus along with finite propagation speed and localization as in [4] .
Localization allows us to approximate f ( √ L) locally with f ( L φ ), where L φ are operators on simpler manifolds (R n or the sphere S n ), which locally identify with L using a local trivialization φ of E (above a local coordinate chart of M ). This A. M. was partially supported by NSF grant DMS-0405803. V. N. was partially supported by NSF grant DMS-0200808.
approach allows us to reduce many estimates on the differential operator L to the analogous estimates on the differential operators L φ , provided that these estimates are independent of φ. This requirement suggests that we should look at estimates on L that are valid for L in a class of operators acting on a class of manifolds with bounded geometry M .
Localization and uniform estimates for operators on R n lead, as in [4] , to estimates on the distribution kernels of heat operators e −tL , and kernels of the powers (µ + L) −s of resolvents. In particular, we obtain Gaussian estimates for the heat kernels and exponential decay for the kernels of (µ + L) −s that are uniform in L. Similar results have been established by many authors (see, for example, [4, 5, 9, 16, 25, 54] ) in the case that L is the Laplace operator. Exponential decay of distribution kernels of resolvents was proved in this more general setting, using weighted Sobolev spaces [28, 27, 41, 42] , also for L = −∆. (We do not assume that L = −∆.)
The finite speed of propagation for L = −∆ is more difficult to establish, as there is no natural notion of energy, so we follow [6] here. Considering more general second order operators that Laplaceans is motivated by potential applications to elasticity and incompressible fluid flows.
We use our kernel estimates and the localization principle to prove mapping properties of e −tL between W s,p -Sobolev spaces. We also show that e −tL is a holomorphic semigroup and that L satisfies maximal L p -L q regularity for 1 < p, q < ∞, which amounts to well-posedness of the parabolic initial value problem ∂ t u + Lu = f , u(0) = g, for suitable f and g (see Theorem 4.5 for the precise statement).
In Section 5, we apply our results to the study the semi-linear evolution equation (or system) ( 
1)
∂ t u + Lu = F (t, x, u, ∇u , u(0, x) = f (x),
where the non-linearity F satisfies certainb conditions (see Proposition 5.3 and 5.4). Specifically, we consider existence and uniqueness of mild solutions to (1) , by recasting the Initial-Value-Problem in integral form. Our approach is based on the Fujita-Kato method [13] , owing also to [3, 34, 49] . Equation (1) on R n , on compact manifolds, or on a bounded domain in R n was extensively studied in the literature, see [12, 47, 49] for instance. Equations of the form (1) model propagation of heat, diffusion-reaction processes appearing in chemistry and biology; it can be used to study Hamilton-Jacobi equations using the viscosity method. By analogy, we expect that Equation (1) on a general, boundedgeometry manifold M could also be useful in describing physical phenomena. For instance, the analysis of (1) could lead to some understanding of relativistic fluids. Direct estensions of the Navier-Stokes systems to 4 dimensions can be seen as first approximation to formulations in hyperbolic form, which respect causality (see [11, 17] ). Since manifolds with cylindrical ends appear naturally when resolving singularities in domains with corners, we also hope that the study of Equation (1) may be useful for understanding similar equations on bounded polyhedral domains and for obtaining numerical methods on these domains.
By C we shall denote a generic positive constant that may change from equation to equation.
We thank Alberto Bressan, Mihalis Dafermos, Sergiu Klainerman, Michael Taylor, and Yuxi Zheng for useful discussions.
Preliminary results

1.1.
Assumptions and structural constants. We shall need to study mapping properties of the heat kernel e −tL for a family of elliptic, positive semi-definite, second order differential operators L on a family of smooth manifolds M with metrics g satisfying Assumptions 1, 2, and 3 formulated below. We shall fix L and M in what follows, but we desire estimates that are independent of this choice, for L and M in the given families defined by Assumptions 1, 2, and 3. We assume that L acts between the sections of a smooth vector bundle π : E → M . Before formulating Assumptions 1, 2, and 3, we need to recall some terminology and fix some notation. Non-compact manifolds arise in many practical problems, such as the study of Einstein's field equations [1, 7] on asymptotically Euclidean spaces [15] , in the AdS-CFT conjecture [14, 26, 29, 32, 53] , in the study of singular spaces [10, 18, 24, 33, 36, 39, 40] , in the study of the N -body problem [51, 52] , and in other applications.
Let M be a smooth manifold endowed with a Riemannian metric g. For any x ∈ M and any v ∈ T x M , we shall denote by γ v the geodesic such that γ v (0) = v (so, in particular, γ v (0) = x). If there exists r > 0 with the property that γ v (t) is defined and minimizing on [0, r ], for any r < r, then exists a largest r with this property, called the injectivity radius of M and denoted r inj (M ). We set r inj (M ) = 0 if there exists no such r.
We shall denote by d(x, y) the (geodesic) distance between two points of M . Let
n denote the open ball of radius t centered at the origin. The choice of an orthonormal frame ξ of T x M defines an isometric isomorphism R n → T x M . Combining this isomorphism with the geodesic map we obtain the diffeomorphism (2) φ ξ : B t → B t (x), for any 0 < t < r inj (M ).
Let (g αβ ) be the pull-back via φ ξ of the metric g to B t and let (g αβ ) = (g αβ ) −1 be the inverse matrix. Recall that the inverse of φ ξ is called a normal coordinate system and the matrix (g αβ ) consists of the components of g in this normal coordinate system.
We are now ready to formulate our assumptions (Assumptions 1, 2, and 3) on the metric g on the smooth manifold M = M n (of dimension n) and on the differential operator L. The constants appearing in Assumptions 1, 2, and 3 will be called structural constants. Assumption 1. We assume that there exist positive constants a and κ j , j ≥ −1 such that r inj (M ) > 8a > 0 and the pull-back metric g αβ has bounded derivatives and inverse on B 7a , that is,
for any choice of the diffeomorphism φ ξ : B 7a → B 7a (x).
The assumption that M has positive injectivity radius implies, in particular, that M is geodesically complete, that is, that all geodesics of M extend indefinitely in time. Let ∇ := ∇ g be the Levi-Civita connection on M and R := R g := ∇ 2 be its curvature. Assumption 1 also implies that all covariant derivatives ∇ k R are bounded, which together with positive injectivity radius, means, by definition, that M has bounded geometry. Let ψ ξζ be the transition function
between the diffeomorphisms φ ξ : B 7a → B 7a (x) and φ ζ : B 7a → B 7a (y). Assumption 1 also implies that the transition functions ψ ξζ have bounded derivatives with bounds independent of ξ and ζ. All these bounds depend only on the constants a and k j of Assumption 1. See [4, 27, 41, 42] and there references therein for more details on manifolds of bounded geometry. Let E → M be a hermitian (complex) vector bundle of dimension µ. We shall denote by C ∞ (M ; E) the space of smooth sections of E. We shall fix a metric preserving connection
. Let x be a point in M , ξ be an orthonormal basis of T x M , and η be an orthonormal basis of E x = π −1 (x). The connection ∇ E , together with the normal coordinate system φ −1
via parallel transport along the rays of B t (x), t < r inj (M ). We give the family φ ξη the smooth structure induced from the smooth structure on the bundle of orthogonal frames of M . Definition 1.1. We shall say that (E, ∇ E ) has bounded geometry if there exist positive constants Ψ j , j ∈ Z + such that the transition functions ψ j between any two trivializations of the form φ ξη satisfy |∂ γ ψ j | ≤ Ψ |γ| for any multi-index γ.
be a linear map. Using the trivialization φ = φ ξη of Equation (4), we obtain a linear map operator
, where f •φ is extended to be zero outside B t (x). If P is a differential operator, then P φ = |α|≤m a αφ ∂ α . We will consider operators for which P φ has real-valued coefficients.
acting on sections of a vector bundle E with bounded geometry will be said to have uniformly bounded coefficients if there exist positive constants A j , j ∈ Z + such that, for any trivialization φ = φ ξη , where ξ is an orthonormal basis of T x M and η is an orthonormal basis of E x , if we write the operator P in this trivialization as
, for any multi-indices α and γ.
A similar definition leads to the algebras U Ψ ∞ (M ; E) of uniformly bounded pseudodifferential operators introduced in [28] , provided that one controls also the behaviour of the distribution kernel of P far from the diagonal. See also [41, 42] .
Throughout this paper, L : C ∞ (M ; E) → C ∞ (M ; E) will denote a second order differential operator.
We recall that a positive semi-definite differential operator L is (uniformly) strongly elliptic if there exists a constant A −1 > 0 such that
for any v ∈ C µ and η ∈ R n . Assumption 2. We assume that (E, ∇ E ) has bounded geometry and that the second order differential operator L : C ∞ (M ; E) → C ∞ (M ; E) has uniformly bounded coefficients (with constants still denoted Ψ j and A j , j ∈ Z + ).
A consequence of Assumption 2 is that the curvature of
, is bounded together with all its covariant derivatives with bounds depending only on the structural constants.
Our main example is E = T * M and L = −(a∆ M + bdd * ) = −(a∆ M + b∇ div), with a > 0 and b ≥ 0 parameters and ∇ = ∇ g the Levi-Civita connection. By ∆ M we denote the Laplace-Beltrami operator on M .
We now recall the definition of Soboliev spaces on E.
is the space of measurable sections u of E such that
For p = ∞ we change this definition in the obvious way, namely we require that, 
with the induced family of semi-norms. We shall also write
identifies with the space of distributions with coefficients in E * that extend by continuity to H |s| (M ; E), [20] . From these definitions, we obtain immediately that a differential operator P of order m defines a bounded map
Lemma 1.4. Let P be a second order, uniformly strongly elliptic differential operator with uniformly bounded coefficients acting on sections of the vector bundle with bounded geometry E. For any m ∈ Z + we can find constants a m , a m , b m > 0 that depend only on m, on the bounds on the coefficients of P , and on the structural constants such that
for any u ∈ C ∞ c (M ; E), the inner product being the L 2 -inner product.
Proof. The first inequality is just the classical Gårding inequality. The key idea is to first prove the inequality in the case of R n , using the Fourier transform. The general case is obtained using a suitable partition of unity to localize to coordinate patches, and the assumption of uniform ellipticity and uniformly bounded coefficients on P . See [6] for details of a proof that applies to our framework, following [35] . Since
, which proves the second inequality.
We say that L is positive semi-definite if (Lφ, φ) ≥ 0, for any compactly supported section φ of E. Assumption 3. We shall assume also that L :
is positive semi-definite and uniformly strongly elliptic.
From now on we shall fix a second order, positive semi-definite differential operator L satisfying Assumptions 1, 2, and 3.
We continue to denote by E the pull-back of the vector bundle E → M to the product [0, )×M , so that the derivative ∂ t in the first variable is defined on smooth sections of E → [0, ) × M . The following result is the finite propagation speed for the hyperbolic operator ∂ Proposition 1.5. Let L be a second order differential operator satisfying Assumptions 1, 2, and 3, and let X ⊂ M be a closed set. There exists a constant c M > 0 that depends only on the structural constants with the following property.
t u(t, y) + Lu(t, y) = 0 and that u(0, y) = ∂ t u(0, y) = 0 for any y ∈ X and any t ≥ 0. Then u(t, x) = 0 for all x ∈ M such that the distance from x to X is greater than c M t.
A proof can be found in [6] , Theorem 5.10. The proof there is based on energy estimates for the stress-energy tensor and a (weak) Gårding-type inequality for L, which is a direct consequence of uniform strong ellipticity. See [47] , Section 2.8, for a simplified proof in the case of of scalar, linear, hyperbolic equations that is in the spirit of [6] .
For each fixed L as in the above proposition, there exists a least constant c M satisfying the conclusions of the proposition. We shall denote this constant by c L and call it the propagation speed of L.
1.2. First consequences. Let δ x be the Dirac measure concentrated at x ∈ M . The distribution ∂ α δ x is defined using normal coordinates centered at x. Our assumption on the uniform bounded geometry of M , Assumptions 1-3, give the following Lemma. Lemma 1.6. For any multi-index |α| and any s > |α| + n/2, ∂ α δ x ∈ H −s (M ), and its norm depends only on s, |α|, and the structural constants.
As an immediate consequence, we have the following corollary.
is an isomorphism with (µ+L) s and (µ+L) −s uniformly bounded when µ > 0 and m, s ∈ R are restricted to compact sets.
Proof. Let us assume first that m = 2s. Since L is positive semi-definite, its Friedriechs extension is defined and is a self-adjoint operator on L 2 (M ; E). Lemma 1.4 shows that the domain of (the Friedriechs extension of) L is H 2 (M ; E). Therefore, (µ + L) s is defined by functional calculus for any s ∈ R and µ > 0. For s ≤ 0 it is a bounded operator on L 2 (M ; E) and for s > 0 it is an unbounded selfadjoint operator. Since the operators (µ + L)
s has the same domain for all µ and s ≥ 0 fixed. For
This proves the result for m = 2s ∈ Z + . For arbitrary m = 2s, it follows by interpolation.
Finally, the general case follows from the case m = 2s using the isomorphisms
for suitable values of r ∈ R.
We will partially extend this result to L p -type Sobolev spaces in Theorem 3.5. .
Proof. The result for µ > 0 follows from the proof of Corollary 1.7. We have already seen that L is self-adjoint, so L s is self-adjoint if defined using the spectral theorem. Its domain is the same as that of
Localization and kernel estimates
In this section we first review the localization of the functional calculus f ( √ L) of L iff is compactly supported. This leads to the usual estimates on the kernels of e −tL and (µ + L) s , the novelty here being that our estimates are uniform in the operator L. We do not assume L = −∆. These estimates lead us to a few preliminary results on the mapping properties of e −tL and (µ + L) s , more precise results being postponed for the next section, Section 3.
We continue to denote by M a smooth manifold with metric g and by
a second order differential operator satisfying Assumptions 1, 2, and 3 of the previous subsection for some fixed structural constants a, κ j , Ψ j , and A j . Recall that L has finite speed of propagation c L . We shall denote byf the Fourier transform of a tempered distribution. In particular,f (s) :=
Since L is positive semi-definite and essentially self-adjoint by Corollary 1.8, we can define f ( √ L) using the spectral theorem [4, 47] . We assume that f is even and that g(
Then the properties of the functional calculus of self-adjoint operators give (see [4] )
Let us denote by T (x, y) [23, 47] the distribution kernel of a continuous, linear
, defined by Schwartz' kernel theorem. We shall typically use this notation when T (x, y) is in fact a function, so the actual values T (x, y) ∈ Hom(E y , E x ) are defined for all x, y ∈ M . The support of an operator T will be, by definition, the support of its distribution kernel. We then proceed as in [4] to conclude the following. Proposition 2.1. Assume that the Fourier transformf (s) of the even function
Proof. This is an immediate consequence of Proposition 1.5 and of the fact that
, is a smooth function satisfying the equation u + Lu = 0 with initial conditions u(0) = g and u (0) = 0.
Since the wave operators cos(s √ L) are determined locally, we obtain the following result. With abuse of notation, we denote the kernel of the operator f (
, and let X be the complement of the (open) ball B 2b (y). Then u(t, x) := k 1 (t, x, y)−k(t, x, y) satisfies ∂ 2 t u(t, x) + Lu(t, x) = and u(0, x) = ∂ t u(0, x) for x / ∈ X. Proposition 1.5 then shows that u(t, x) = 0 if the distance from x to X is ≥ tC L . (Even if u is not smooth, we can reduce to this case by replacing k(t, x, y) with M k(t, x, z)φ(z)dy, for test function φ with support close to y). In particular, u(t, x) = 0 if d(x, y) < b and tC L < b. The result now follows from (9) , in which we can take = 0 and g = f .
The remaining results in this section are inspired by those in [4] . The shall need the Banach space F k defined by
The definition of the spaces F k is similar to that of the spaces F
The following theorem gives estimates on the kernel f ( √ L) and is completely analogous to Theorem 1.4 of [4] . The norm in ∂ y are with respect to normal coordinates systems of the form φ ξ defined in Equation (2) . Note that we also need the trivializations φ ξη of Equation (4) 
with an µ × µ matrix (recall that µ is the dimension of the vector bundle E on whose sections L acts).
N , N even, and r ≤ s + N/2. Then:
Proof. The proof is very similar to that of Theorem 1.4 in [4] , using Equation (9), that M has bounded geometry, that the L 2 -norm cos(t √ L) = 1, and that L has propagation speed C L . We sketch the main steps for the benefit of the reader.
Again, let T = T L 2 →L 2 be the norm of an operator acting on L 2 (M ; E).
Equation (10) and the relation | x 2j f (t)| = |f (2j) (t)| give right away the following simplified version of Corollary
Corollary 1.7 then implies the norm estimates
This proves the first part of our result. Next we use that
provided that 2k ≥ s + |α| and 2l ≥ s + |β|. This proves the result if d(x, y) ≤ a. Let χ ∈ C ∞ (R) be a fixed smooth function such that 0
y) − a be as in the statement and write f = f 1 + f 2 , where f 1 and f 2 are even functions such that
The proof is now complete.
Since S(R) ⊂ F N for all N , an immediate consequence of Theorem 2.3 is the following corollary.
We now turn to localization results for operators of the form f ( √ L), which include estimates on the heat kernels. Let 0 < 8a < r inj (M ), as before. Also, let χ ∈ C . We shall decompose any even function f ∈ S (R) as
and call this the finite propagation speed decomposition of f . Clearly,
In all the examples considered below, f will be a classical symbol on R, and hence f 2 ∈ S(R). From now on, we assume that f ∈ S ∞ cl (R) (i.e., that f is a classical symbol).
The choice of the function χ will influence the constants appearing in the statements below. However, since χ will remain fixed, we shall not indicate the dependence of the various constants on χ. The properties of f 1 ( √ L) are easily established using the previous results (for example, finite propagation speed).
Consider first a fixed, but arbitrary trivialization φ = φ ξη : E| B7a(x) → B t ×C µ as in Equation (4) and let L φ be the differential operator induced by
We chose an extension L φ of L φ to a positive semi-definite, uniformly strongly elliptic differential operator on R n with smooth coefficients that satisfy the same conditions as the coefficients of L with slightly larger constants. This can be realized by first replacing L φ with χ 0 L φ χ 0 + ν∆, where χ 0 C ∞ c (R n ) has support in B 7a and is equal to 1 on B 6a . That is, eventually by changing the structural constants, we can achieve that both (M, E, L) and (R n , C µ , L φ ) satisfy Assumptions 1, 2, and 3. Occasionally (in Theorem 2.5, for instance) we shall consider L φ to be operators on a sphere instead of R n , which can be defined using the same procedure. The following result was proved for L = −∆ in [4] and [42] .
Theorem 2.5. Let L φ be the fixed extension of L φ . Also, let f = f 1 + f 2 be the finite propagation speed decomposition of some f ∈ S s cl (R), s ∈ R, as in Equation (12) . Then, for all x, y ∈ M such that d(x, y) ≤ 3a,
The family f 1 ( L φ ) is a bounded family of pseudodifferential operators of order m depending smoothly on φ.
Proof. The theorem, except establishing that the family f 1 ( L φ ) is a bounded family of pseudodifferential operators of order m, follows from Proposition 2.2 with t = 2a/C M and b = 3a.
Since f 2 ∈ S(R), Corollary 2.4 shows that f 2 ( √ L) has a smooth distributional kernel. We can hence assume that f = f 1 . Since f is an even classical symbol, it can be written as the asymptotic sum of symbols of the form
(s−j)/2 is a bounded family of pseudodifferential operators [45] , we obtain that f ( L φ ) is pseudodifferential operator. Corollary 2.4 allows us to reduce our calculation to a symbolic one. Then, using that the functional calculus depends smoothly on L φ , we obtain that the family f ( L φ ) is also bounded and that it depends smoothly on φ.
should be understood in the following sense. The trivialization φ ξη of Equation (4) used to define L φ will map the restriction of the distribution kernel of f 1 ( √ L) to the ball d(x, y) ≤ 3a (x is fixed) to the corresponding restriction of the distribution kernel of f 1 ( L φ ). In particular,
We now extend the previous result to complex functions f : C → C. This extension is necessary in order to show that L generates a holomorphic semigroup e zL in the next section.
Let us denote by Ξ θ ⊂ C the sector
2 , and f = f 1 + f 2 be the finite propagation speed decomposition of f , Equation (12) . Then for any ∈ (0, 1/4] and N ∈ Z + , we have that
where C may depend on N , α, β, , θ, and the structural constants, but not on t ∈ Ξ θ or on x, y ∈ M .
Proof. The result is a consquence of Theorem 2.3 applied to the function f 2 . We use also that thatf (x) = (4πt) −1/2 e x 2 /(4t) and that
an estimate valid for all t ∈ Ξ θ and |x| ≥ a, for some constant C that may depend on N , a, and , but not on t.
The next corollary is often enough in applications. We continue to denote by Ξ θ the sector defined by Equation (13).
Corollary 2.7. Let t ∈ Ξ θ , f (x) = e −tx 2 , and f = f 1 +f 2 be the finite propagation speed decomposition of f , Equation (12) . Then, for any τ ≥ 0 and N ∈ Z + we have that the distribution kernel
for a constant that may depend on N , α, β, or τ , but not on t ∈ Ξ θ .
Proof. Let R := (4c
2 , a 2 }, by analogy with Theorem 2.6. The result follows right away from Theorem 2.6 and the inequality e −R ≤ Ce −τ d , valid for all d ∈ R, for a constant C that may depend on τ and > 0 but not on d or on t ∈ Ξ θ .
We now use a similar analysis to obtain estimates on the distribution kernel
where (µ + L) s is defined using the spectral theorem.
Theorem 2.8. Let µ, > 0 and s ∈ R. Also, let f (x) = (µ 2 +x 2 ) s , and f = f 1 +f 2 be the finite propagation speed decomposition of f , Equation (12) .
φ is a bounded family of pseudodifferential operators depending smoothly on the trivialization φ = φ ξη .
(
for a constant that may depend on α, β, , µ, and the structural constants, but not on x, y ∈ M .
Proof. The first part follows from Theorem 2.5. The proof of the second part is completely analogous to that of Theorem 2.6, using also that |f (t)| ≤ Ce −(µ− )|t| , since f extends to a holomorphic function on {| (z)| < µ}. (See [23] , for example, for a proof of this elementary result).
, then we allow z ∈ C, (z) > 0. In this case, we can explicitly compute the Fourier transform asf (t) = π µ e −z|t| , which leads to the more precise estimate
with C independent of z, this time. In fact, C depends only on α, β, , and the structural constants, but not on x, y ∈ M or z.
Remark 2.10. By taking the family of manifold {M } to consist of a single manifold M , we can replace c M with c L in Theorems 2.6 and 2.8.
Estimates on the heat kernel and the resolvent are now easy to obtain. Similar estimates have been obtained in [4, 27, 41, 54, 5] and by others for L = −∆.
Corollary 2.11. Let t ∈ Ξ θ , (z) > 0, and N = |α| + |β| + n + 4. Then there exists a constant C > 0 such that for any x, y ∈ M , d(x, y) ≥ 2a, we have
Proof. The corollary follows from Theorems 2.6 and 2.8 using the fact that the kernel of f 1 ( √ L) is supported in the set {d(x, y) ≤ 2a}, by Proposition 2.1.
Let us recall that there exists a constant K > 0 such that (14) vol B r (x) e −Kr ≤ C for a constant C > 0 that is independent of x ∈ M and r > 0. (In fact, it is enough that the Ricci curvature be bounded from below, see [4] , page 39.) This observation leads to the following mapping properties of kernels with exponential decay.
Proposition 2.12. Assume that τ > K, where K is the constant of Equation (14) and that the measurable function k :
A similar result holds in the case of sections of a bundle E → M with bounded geometry, where
Proof. It is enough to show that
. To this end, we observe that
and, similarly, M e −τ d(x,y) dx < ∞. The result then follows from the classical Riesz lemma (see for instance [45] , Chapter XIII).
We shall need the following consequence. Corollary 2.13. Assume that τ > K, where K is the constant of Equation (14) and that the measurable function k :
for all α and β. Then k defines a bounded map T k : W r,p (M ) → W r−s,p (M ), for any 1 < p < ∞ and any s, r ∈ R. A similar result holds in the case of sections of a bundle E → M with bounded geometry.
is bounded for any m ∈ Z + by Proposition 2.12. Let q be the conjugate exponent to p (i.e., 1/p + 1/q = 1). By duality
is also bounded for any m ∈ Z + and any 1 < q < ∞. By interpolation,
is then bounded for all m ∈ Z + and all 1 < p < ∞.
The proof of Proposition 2.12 shows that the norm of the operator T k can be bounded by CC 0 , where C 0 is the constant appearing in Proposition 2.12 and C is a constant that depends only on M . Let L(L p (M ; E)) be the space of bounded operators on L p (M ; E). Let us define also, similarly to the space F k introduced before,
Proposition 2.14.
where K is the constant of Equation (14) . Moreover, the map
Proof. We have that
for N > 0. The result then follows from Theorem 2.3 (ii) and Proposition 2.12.
Mapping properties of heat kernels
We now establish the needed estimates for the norms of the heat kernels e −tL : W s,p (M ; E) → W r,q (M ; E), s ≤ r and 1 < p ≤ q < ∞. The end values p, q = 1, ∞ are allowed as long as s = 0 and r ∈ Z + , and sometimes for other values as well. These estimates are analogous to the estimates listed on page 274 of [49] .
We first need to review an alternative description of the spaces W k,p (M ) using partitions of unity as in [4] or [41, Lemma 1.3] . See also [4, 42, 44] . Recall that 0 < 8a < r inj (M ), by Assumption 1.
Lemma 3.1. There exist an integer κ, a sequence of points {x j } ⊂ M , and a partition of unity η j ∈ C ∞ c (M ) with the following properties:
with C k independent of j; and (iii) A point x ∈ M can belong to at most κ of the balls B 3a (x j ).
Let φ j = φ ξj : B 7a (x j ) → B 7a (0) be the normal coordinate system around x j corresponding to a choice of an orthonormal frame ξ j at x j ∈ M , as in Equation (2) . The following result was proved in [50] . Lemma 3.2. Let the partition of unity {η j } and the normal coordinate systems {φ j } be as described above. Let B = B 2 (0) = φ j (B 2 (x j )) ⊂ R n . We define
and, for 1 ≤ p < ∞,
Let either s ≥ 0 or 1 < p < ∞. The proof is a consequence of the following elementary and well-known lemma, which will be used also later in the paper. We state it for E. Lemma 3.3. Let ψ j : M → E, k ∈ Z + , and 1 ≤ p ≤ ∞. Assume that there exists an integer κ such that a point x ∈ M can belong to no more than κ of the sets A j = supp(ψ j ). Let f = j ψ j . Then
For p = ∞, we replace the right hand side with max ψ j W k,∞ (M ) .
This lemma leads to the following standard mapping property (see for example [28, 41, 42] ). (4)) form a bounded family of pseudodifferential operators on R n . Then T defines a continuous map W s,p (M ; E) → W s−r,p (M ; E) for any 1 < p < ∞.
We are ready now to prove the following important technical result. Our result is slightly more precise than that in [41, 42] . 
for r ∈ R.
Proof. Let f (x) = (µ 2 + x 2 ) s and let f = f 1 + f 2 be the finite propagation speed decomposition of f . On the one hand, Theorem 2.8 (i) and Proposition 3.
On the other hand, Theorem 2.8 (ii) and Corollary 2.13 show that, for
and any s, t ∈ R by Corollary 1.7, we obtain (
Proceeding as in the proof of Proposition 2.12, we obtain the following corollaries. We continue to denote by Ξ θ the sector defined in Equation (13) . Corollary 3.6. Let 1 < p ≤ q < ∞, s ≤ r, and θ > 0. For t ∈ Ξ θ , let f (z) = e −tz 2 , and let f = f 1 + f 2 be the finite propagation speed decomposition of f , Equation (12) 
where C > 0 may depend on N , p, q, r, s, and the structural constants, but not on t ∈ Ξ θ . If s ≥ 0 and r ∈ Z + , we allow 1 ≤ p ≤ q ≤ ∞.
with L p (M ; E) without affecting continuity and the norm estimates. The same argument shows that we can replace W r,q (M ; E) with W 2k,q (M ; E) ⊃ W r,q (M ; E), if r ≤ 2k, again without affecting continuity and the norm estimates. Also, by Theorem 3.5 and the identity (µ + L)
, we can replace s < 0 with s = 0 when 1 < p ≤ q < ∞.
Thus, we can assume that s = 0 and that r = 2k, k ∈ Z + . We shall prove that
The volume estimate of Equation (14) together with the estimate of Corollary 2.6, for τ large, shows that, for each fixed N , the integrals
are uniformly bounded in x, y, and t ∈ Ξ θ . An application of the Riesz lemma then proves the result for p = q.
This gives the result for arbitrary p ≤ q, by complex interpolation. (For the case q = ∞, we also need to prove analogous estimates for P f 2 ( √ L), where P is a differential operator of order ≤ 2k with uniformly bounded coefficients.) Next, we want to establish norm bounds on the operator e −tL uniform in t. Therefore, we have to assume that t is bounded away from 0. In fact, the case t = 1 suffices.
Corollary 3.7. Let 1 < p ≤ q < ∞ and s ≤ r as in Corollary 3.6. Let f = e −x 2 and let again f = f 1 + f 2 be its finite propagation speed decomposition. Then the norms of the operators
are bounded by a constant that may depend on p, q, r, s, and the structural constants, but is independent of M and L. If s ≥ 0, we allow 1 ≤ p ≤ q ≤ ∞.
Proof. We proceed as in the proof of the Corollary 3.6. Again, we can assume s = 0 and r = 2k, k ∈ Z + . Therefore we need to prove that
. Indeed, we know from Corollary
is bounded by a constant independent of M or L, by Theorem 2.3. This observation proves the result for p = 1 and q = ∞.
|dy is bounded in x by a constant that depends only on the structural constants. The integrals M |(µ+L) k f 1 ( √ L)(x, y)|dx will satisfy a similar bound. Therefore, Riesz Lemma (as in the proof of Proposition 2.12) shows that the norm of (µ
is bounded by a constant depending only on the structural constants. Hence, the result holds for (µ + L) k f 1 ( √ L)(x, y) and p = q. The case of arbitrary p ≤ q follows by complex interpolation.
Remark 3.8. We can replace e −L with e −tL above , as long as t ≥ > 0, is bounded away from 0. The constants will then depend on as well. The dependence on will be made explicit in Corollary 3.12 and Theorem 3.13 in the next section.
Estimates on R
n . In this section, we consider the particular case M = R n . We shall denote by α t :
In particular, t n/p α t is an isometry of L p (R n ) and hence α t = t −n/p on this space. More generally, on Sobolev spaces, we can conclude the following.
Lemma 3.9. For t ∈ (0, ∞), α t is a bounded linear map from W s,p (M ), s ≥ 0, to itself with norm ≤ Ct −n/p (1 + t) s , with C independent of t.
Proof. This is checked directly for s ∈ Z + . For s ∈ R + , the result follows by interpolation.
We let α t act on each component on
In particular, if L satisfies Assumptions 1, 2, and 3, then L t , for 0 < t ≤ 1, will also satisfy these assumptions (with the same structural constants). Recall from Corollary 3.7 that e −tL maps L p (R n ; E) to itself.
Proof. Consider first the case p = 2. Then t n/2 α t is a unitary map for all t > 0, and the result follows from the unitary invariance of the functional calculus with continuous functions together with the relation tL = α t −1/2 •L t •α t 1/2 . For arbitrary p < ∞, we exploit the density of C ∞ c (R n ; E) in L p (R n ; E) and the fact that e −Lt is a bounded operator on L p (R n ; E) (Corollary 3.7). For p = ∞, we also use the duality
The following theorem establishes the needed mapping properties of the heat kernel on R n . Although this result has been stated in the literature, we prove it here in a form that is suitable for our applications. One of the main points is that our estimates are uniform in L, as long as Assumptions 1-3 are satisfied.
Theorem 3.11. Let 1 < p ≤ q < ∞ and s ≤ r, and 2γ = n 1 p − 1 q + (r − s). Then e −tL maps W s,p (R n ; E) continuously to W r,q (R n ; E) with norm e −tL ≤ Ct −γ . The constant C may depend on r, on p, and on the structural constants, but is independent of t ∈ (0, 1]. If s = 0 and r ≥ 0, then we allow 1 ≤ p ≤ q ≤ ∞.
Proof. We first reduce to the case s = 0. Indeed, using Theorem 3.5, we can write e −tL : W s,p (R n ; E) → W r,q (R n ; E) as the composition
with µ ≥ (K + 1) 2 . For p, q, and r fixed, the norms of the operators (µ + L) s/2 and (µ + L) −s/2 in the above composition are bounded by some constants depending only on the structural constants. Therefore, it is enough to prove that the norm of e −tL :
That is, we may assume that s = 0.
The family L t of Equation (17) satisfies Assumptions 1, 2, and 3 for 0 < t ≤ 1, so the norm of e −Lt : L p (R n ; E) → W r,q (R n ; E) is uniformly bounded in t ∈ (0, 1], by Corollary 3.7. Let C 0 be a bound for these norms. Then Lemma 3.10 gives that the norm of
In the next section, we will use localization and the above estimates on R n to establish mapping properties of heat operators for general L p -Sobolev spaces on M . In order to do so, we need uniform bounds on the "local part", f 1 ( √ L), in the finite spped decomposition of e tL .
Corollary 3.12. Let 1 < p ≤ q < ∞ and 0 ≤ s ≤ r. Let f = e −tx 2 , for t ∈ (0, 1], and let f = f 1 + f 2 be its finite propagation speed decomposition, Equation (12) . Then
q +(r −s) and C > 0 is a constant that may depend on p, q, r, s, and the structural constants, but not on L. If s = 0 and r ≥ 0, then we allow 1 ≤ p ≤ q ≤ ∞.
is uniformly bounded in t ∈ (0, 1] between any Sobolev spaces by Corollary 3.6.
3.2.
Mapping estimates for general M . We now combine the results of the previous sections to prove mapping properties of e −tL acting between suitable Sobolev spaces.
We start by recalling a fact about sequences of numbers, which we will use in the proof. If a k ∈ C is such that ∞ k=1 |a k | < ∞, then, for any γ ≥ 1, we have
We are ready now to prove one of our main results.
Theorem 3.13. Let 1 < p ≤ q < ∞ and s ≤ r. If s = 0 and r ∈ Z + , then we allow 1 ≤ p ≤ q ≤ ∞. Then e −tL defines a continuous map
with norm e −tL ≤ C t −γ , where 2γ = n 1 p − 1 q − (r − s) and C > 0 is a constant that may depend on p, q, s, r, and the structural constants, but is independent of M and the semi-definite, uniformly elliptic L (as long as the Assumptions 1, 2, and 3 are satisfied). If s = 0 and r ≥ 0, then we may allow 1 ≤ p ≤ q ≤ ∞.
Proof. Let f = e −tx 2 = f 1 + f 2 be the finite propagation speed decomposition of f , Equation (12) . Using the same argument based on Corollary 3.6 as in the proof of Corollary 3.12, we see that it is enough to prove that
where C > 0 is as in the statement of the theorem. We assume that we have chosen χ with support in [−2a/c M , 2a/c M ] such that 2a < , where is the constant in Lemma 3.1 and a is one of the structural constants.
We shall use the alternative definition of the norm in Lemma 3.2. We proceed as in the proof of Proposition 3.4. Let η j be a partition of unity as in Lemma 3.1, in particular, the support of η j is contained in the ball B a (x j ) and no more than κ of the balls B 3a (x j ) have a non-empty intersection. Theorem 2.5 then guarantees that f 1 ( √ L)(η j u) has support in B 3a (x j ). Let ψ j be the normal coordinate trivialization of E over B 7a (x j ). Let L j = L φj be the operator on C ∞ c (R n ; E) defined by L using the trivializations φ j (as in Assumption 2 or in Theorem 2.5), for instance). Finally, let u ∈ W s,p (M ; E) and set u k to be the image of η k u under the trivialization φ k .
Assume first that q < ∞. Then Lemma 3.3, the uniform bound on the derivatives of the trivializations φ j and their inverses, Corollary 3.12, Equation (5), and, for the last inequality, Lemma 3.2 give
where we have absorbed κ p into C. For q = ∞ and s ∈ Z + , we have instead
A similar argument gives that L generates a holomorphic semigroup on L p (M ; E) for any 1 ≤ p < ∞.
) is a holomorphic function defined for (t) > 0 and e −tL e −sL = e −(t+s)L for (t), (s) > 0. Moreover, e −tL u − u L p → 0 as t → 0 and t ∈ Ξ θ , where Ξ θ is the sector defined by Equation (13) .
Proof. The first part follows from Proposition 2.14 since the map { (t) > 0} t → e −tx 
. To this end, we proceed as in the proof of Theorem 3.13. We shall use the notation introduced in that theorem. We observe that the result holds if M = R n (see, e.g., [8, 19, 31] ). Moreover,
Then, again Lemma 3.3, the uniform bounds on the derivatives of the trivializations φ j and their inverses, Corollary 3.12, Equation (5), and, for the last inequality, Lemma 3.2 then give
an application of the Lebesgue dominated convergence theorem gives the result.
We now extend our last results to prove that the second order operator L satisfying Assumptions 1-3 also satisfies "maximal L p -L q -regularity." If X is a Banach space and 1 ≤ p < ∞, we denote by
In what follows, we shall consider only X = L q (M ; E) and X = W 2,q (M ; E), 1 < q < ∞. In fact, for simplicity of notation, we consider explicitely only the scalar case (i.e., E = M × C). The general case is completely similar. Definition 4.1. Let k(t, x, y) be a measurable function defined on R × M × M that vanishes for t ≤ 0. We say that k satisfies maximal L p -L q regularity if
We say that a second-order differential operator L (fulfilling Assumptions 1,
regularity is independent of b > 0 and 1 < p < ∞ [21, 43, 2] . (See also [22] for a related result on the independence of the spectrum on p.) We introduce the space
with the induced norm that makes it a Banach space. The main reason we are interested in maximal regularity, is that L satisfies maximal L p -L q regularity if, and only if,
is an isomorphism of Banach spaces. Then there is a constant C p,q > 0 such that
M R . The constant C p,q depends only on p, q, b, and the structural constants.
We shall prove that indeed our operator L satisfies maximal L p -L q regularity. This is the content of Theorem 4.4, the main result of this section. We first prove some preliminary lemmas, in order to exploit the results of the previous sections.
Let f t = e −tx 2 = f t1 + f 2t be the finite propagation speed decomposition of f t , t > 0.
Lemma 4.2. The kernelk(t, x, x ) = f t2 (t, x, x ) satisfies maximal L p -L q regularity with · M R -norm depending only on the structural constants. We have that L satisfies maximal L p -L q regularity if, and only if,
Proof. The first part follows from the observation that
, which is a consequence of Corollary 3.6 and Proposition 2.14 applied to the functions (1 + x 2 )f t2 (x). The second part follows from the fact that the sum of two kernels satisfying maximal
Again, in the next lemma the main point is that we obtain estimates independent of the operator L satisfying Assumptions 1-3. Proof. For M = S n it is known that L satisfies maximal L p -L q regularity whenever L satisfies Assumptions 1-3, see [21, 31] . We only need to prove that the · M Rnorm is independent of L. In view of Equation (19) , it is enough to prove that (∂ t + L) −1 is bounded in L satisfying Assumptions 1-3. Let Y (S n ) be the space of second order differential operators on S n satisfying Assumptions 1-3 with the topology induced by the topology of
−1 is uniformly bounded, because Y (S n ) is compact by the classical Arzelá-Ascoli theorem.
We are ready now to prove our "maximal regularity" result for the operator L.
−1 is bounded in L, with a bound depending only on the structural constants and b > 0.
where the third inequality is by Lemma 4.3. The last part follows from the fact that all the constants depend only on the structural constants and b > 0.
From the maximal L p -L q regularity we obtain a well-posedness result for parabolic equations with variable coefficients. See also [21, 30, 31, 38] for similar results and other applications of maximal regularity. Let
be the interpolating space obtained by the "real method" (see [31] , for instance).
, be a smooth family of second order differential operators satisfying Assumptions 1-3. Then for any f ∈ L p (0, b, L q (M ; E)), 1 < p, q < ∞, and g ∈ Y p,q , the equation
has a unique solution u ∈ X p,q and u Xp,q ≤ C f L p L q , where C is a constant that depends only on the structural constants and the W 2,∞ (M )-norm of the first derivative ∂ t a α (t, x) of the coefficients of L t .
Proof. It is known that we can assume g = 0 [21, 38] . Also, we shall assume again, for simplicity, that E = M × C. We shall use the method in [30] .
The norm of operator X pq u → L t u − L 0 u obtained by replacing the family L t with the constant family L 0 (i.e., obtained by freezing the coefficients at t = 0) can be made arbitrarily small as b → 0. Moreover, the norm of
increases with b. Therefore the norm of the operator
can be made as small as we want. In particular, (
, where b 0 > 0 depends only on the structural constants and the W 2,∞ -bounds on the coefficients of ∂ t L t . Therefore
is invertible for b ≤ b 0 . At this point, we can use Theorem 4.4 to argue that b 0 is independent of L 0 . Therefore, we can replace L 0 with L b and obtain that we have a solution of our initial problem on the interval [0, 2b 0 ]. Repeating the argument, we obtain a solution on the whole interval [0, a] since restriction at b defines a continuous surjection X p,q → Y p,q .
Applications to semi-linear parabolic equations
In this section, we apply the results of Sections 2 and 3 to the study of the Initial Value Problem (IVP) for semilinear parabolic equations of the form (1). We begin by considering abstract evolution equations in Banach spaces, for which semigroup techniques are especially well suited. We follow [37] in our presentation. for some σ > 1. Throughtout this section, we use the notation u(t)(x) = u(t, x), t ≥ 0, x ∈ M . Equations of this form arise in control theory and mathematical biology. We now recall the notion of strong and mild solutions in this context [37] . In general, the integral formulation is weaker than the initial IVP, because we only need U (t−·)F (u(·)) ∈ L 1 ([0, T ], X). This is especially true if U (t) has smoothing properties like the heat semigroup. However, if F is Lipschitz, X is reflexive, and f ∈ D(A), any mild solution is actually a strong solution of (20) (see again [37] ).
Since for a given f , mild solutions are just fixed points of the nonlinear map N defined as (24) N(u)(t) = U (t)f + There is an extensive literature on the subject (see [31, 37, 48] , and references therein), we follow [46] here. We assume that there exists another Banach space Y such that X and Y satisfy the following conditions: (Loc.1) U (t) is a C 0 semigroup on X, (Loc.2) U (t) maps Y to X continuously and there exists γ ∈ (0, 1) such that the operator norm satisfies
for t ∈ (0, 1), (Loc.3) F : X → Y is a locally Lipschitz map.
In the cases of interest here, we can also assume that U (t) is uniformly bounded on X for t ∈ [0, ∞). Under these assumptions, the following theorem holds. 
5.2.
Applications. Using the kernel estimates of Section 2, we give some applications of Theorem 5.2 to semilinear equations of the form (1) . Here, L is again the operator satisfying Assumptions 1-3. In particular, −L generates a C 0 semigroup on W s,p , 1 < p < ∞, s ∈ R, by Theorem 3.14. We consider the following type of non-linearities (in the spirit of [48, Chapter 16] 
NL.1 F (u) = div G(u), where G : E → E and the divergence is taken with respect to the connection ∇ E on E; NL.2 F (u, ∇u) = F (u), where F : E → E is a smooth map that acts fiberwise, that is, for every x ∈ M , F x : π −1 (x) → π −1 (x), with π the projection E → M , and such that F x (0) = 0. (Here, we assume E to be real.) Condition NL.1 arises, for example, in studying quasilinear hyperbolic equations by the viscosity method and includes non-linear advection. Condition NL.2 gives rise to a "reaction-diffusion" type equation. Proof. The proof is very similar to the proof of Proposition 1.3 in [48] . We sketch the main steps. We apply Theorem 5.2 with X = L q (M ; E), Y = W −1,q/σ (M ; E) (q/σ ≥ 1). By Hölder's inequality:
so that condition (Loc.3) holds. Next, from Theorem 3.13 it follows that condition (Loc.2) is satisfied with γ = n(σ − 1)/2q + 1/2, and γ < 1 if n(σ − 1) < q.
Another direct application of Theorems 3.13 and 5.2 gives the following result in case NL.2.
Proposition 5.4. Let F : E → E be a smooth map, acting fiberwise on E and mapping the zero section to the zero section. Then, the IVP:
has a unique short-time solution in C([0, T ], W s,p (M ; E)), s ≥ 0, 1 < p < ∞, provided that for any trivialization φ ξη of E (Equation 4), the map V : C µ → C µ defined by V (y) = ∇(φ ξη ) * (F u)(x, t), y = (φ ξη ) * u(x, t), is uniformly bounded along with its first [s] derivatives.
Above, (φ ξη ) * is the push-forward by the map φ ξη .
