Descriptional complexity aspects of grammar forms are studied. It is shown that grammatical complexity measures HEI,q, LEV,<, VAR,<, PROD,< and DEP., related to any appropriate infinite class '8 of grammars are unbounded on the infinite class of languages determined by strict/general interpretations of any infinite grammar form.
Introduction

Descriptional
(grammatical) complexity measures were introduced in [l, 4, 51 in order to classify context-free languages according to the size and/or structural properties of their grammars. For the size of grammars they are expressed by such complexity measures as the number of nonterminals (VAR) and the number of productions (PROD). The number of grammatical levels (UP'), the maximal number of elements of grammatical levels (DIP) and the height of the digraph of grammatical levels (HEZ) are the complexity measures reflecting the structure of grammars.
One of the aspects of grammatical complexity theory is the study of the functional behaviour of the complexity measures on language classes. Complexity measures are functions defined on context-free languages, with values being natural numbers; thus, one can ask for the set of all values of complexity of languages or simply for the boundedness/unboundedness of the complexity measure (on a given class of languages); the latter leads to the finiteness/infinity of the corresponding language hierarchy. Obviously, this behaviour depends strictly on the grammar class that is used to specify languages. For a large variety of complexity measures it was proved that, related to appropriate grammar classes, for an arbitrary natural number n, there is a context-free language with the complexity equal to n (see e.g. [4, 5, 71) . Following this line, the study of the problem of boundedness/unboundedness for remarkable subclasses of the context-free language class is of interest. In this paper we concentrate on language families defined by grammar forms which present a natural generalization of the class of all context-free languages.
Context-free grammar forms define infinite families of structurally related grammars via special finite substitutions (interpretations) of terminals and nonterminals in the production set. (For details the reader is referred to [l 11 .) The main result of this paper establishes unboundedness of complexity measures VARI, PROD*, LEVsq, DEP,q, HEIfg on the classes of languages defined by grammar forms. This property holds for a rather large variety of grammar classes ?? describing these languages. The statements are presented with full technical details. They complete the earlier results given in [3, 8, 91 .
The paper is organized as follows. Section 2 lists some basic definitions from formal language theory. In Section 3 we construct, for every fixed natural number k, k3 1, some context-free languages that are of complexity at least k for an arbitrary subclass of context-free grammars which enables one to generate these languages. The results are of auxiliary character and serve in proving the main statement in Section 5.
In Section 4 some special interpretations are presented to obtain the interpretation grammars generating languages of the previous section. These mappings are isolation, linear isolation, copy and renaming a single symbol.
In Section 5 we show that grammatical complexity measures VAR!#, PRODr, LEI/,, HEIfq and DEPzc are not bound on strict and on general grammatical families of self-embedding (infinite non-self-embedding linear) grammar forms for an arbitrary class of reduced (e.g. non-self-embedding linear) grammars, that is, for every natural number k and for each of the above complexity measures, there is a language of grammatical complexity at least k in the strict/general grammatical family of grammar forms. From these statements some results from previous papers can be derived as corollaries.
Basic definitions
We assume the reader to be familiar with the basics of formal language theory. For the details not explained here the reader is referred to [lo] .
A nonterminal
A of G is said to be recursive iff there is a derivation A a+ uAu in G, where UUE T +.
A reduced context-free grammar G is said to be self-embedding if there is a nonterminal A in N such that a derivation A =z-* uAv, with u, UE T ' exists; otherwise, it is said to be non-self-embedding.
For a language L, we denote by alp/~(L) the smallest alphabet T such that L z T*.
For WEL, we denote by 1 w I the length of w and by suf;(w) the suffix of length 1 of w. For a class 3 of context-free grammars, we denote by _Y(?%) the class of languages generated by elements of 3. In what follows, we review the notions of descriptional complexity measures (size and structural complexity measures) of context-free grammars (languages) introduced in [l, 4, 51 .
The size measures for a context-free grammar G are the number of its nonterminals, denoted by VAR(G), and the number of its productions, denoted by PROD(G).
In order to define structural complexity measures, we have to introduce relation D on N for G=(N, T, P, S The descriptional complexity measure of a language L with respect to a class of grammars 9 is defined as follows:
Note that, by definition, for an arbitrary class 99 of grammars,
In what follows, we review the notions of a grammar form and its strict and general interpretations.
For further details, see [l 11 . Let G,=(N,, Ti, Pi, S,), where i= 1,2 be context-free grammars.
We say G, is obtained from grammar form G1 by a general interpretation (shortly, a g-interpreta- The
class of languages Y/',(G)= ( L: L= L(G), GE!~,(G) )-is called the x-grammatical family of G.
The grammar G itself is often referred to as a grammar form. A grammar form G is said to be infinite if L(G) is infinite; otherwise, it is said to be finite.
On descriptional complexity of context-free languages
In this section we determine the complexity measures of some special context-free languages. The results obtained here will be used in Section 5 to prove the main results of the paper. Definition 3.1. Let G=(N, T, P, S) be a context-free grammar with a derivation tree tofM'=C(C'IJinG,withqpET*,rET'.
We say t,. is a minimal subtree oft completely deriving ZJ if t, is a derivation tree of .XUJI, where 3: = x0x, /II = 4'~~ and t,; has no subtree t:. such that t:. is a derivation tree of x't~y', where x=x,x',~=~')', and .x~~:~ET*. We shall use the pumping property of context-free grammars in the form specified by the following lemma. The structure of any context-free grammar generating any of the above language is determined in the following sense: all words with sufficiently many (say S) repetitions of the subword t~i(~li) are generated by pumping a subword of ul(t$), with the length equal to some multiple of the length of Ui (Ci). Let ui = yuj'x for some x, y, where 0 < 1 x ) < 1 tdi 1 and 0 < 1~ ) < 1 LIi I. We prove that XJ' = Ui, which leads to Ai In the case of regular languages M :I' and M :+' an analogous theorem holds for the non-self-embedding linear class of grammars. Using similar methods and arguments as in the proof of Lemma 3.5, we can prove the following lemma. 
Lemma 3.2. Let G =( N, T, P, S) he u contextTfree grammar.
Let w = my be in L(
Proof. Let G =(N, T, P, S) be in $9 and L(G)= L. Let,
L("EY(C~).
Then
(ii) Let Hence, HEI(Gk)>k.
Theorem 3.8. (i) Let $9 be a class of context-free grammars such that, for every k 2 3, L:+'EY(~).
Then DEP,(L:+')>k.
(ii) Let '9 be a class of non-se!f-embedding linear grammars such that, for every k 2 1,
M:+'EY(Y). Then DEP,#(M:+')>k.
Proof. Let Gk be an arbitrary element of ie for which L(G,)=L:+' (L(G,)= M:+')
holds. 
Basic interpretations ~ auxiliary results
In this section we specify some strict interpretations used in the sequel. The basic idea behind them is a suitable renaming of nonterminals and arising rules that are not of interest.
By isolation we mean an interpretation which, roughly speaking, isolates a given derivation of a sentential form. Proof. Let us define /co as follows:
for every [i,j] such that B occurs as the jth letter in Ui, Linear isolations (constructed in the next lemma) cause fixed derivations to be isolated, and terminals derived left and right from a fixed branch of the derivation tree to be distinguished. 
Remark. SF(G,,,) is infinite if
Tu T')*=SF(G:,).
Next we fix the notions of jth copy and renaming a single symbol by special isomorphic interpretations and define the corresponding grammars isomorphic to the core grammar.
Definition 4.3. Let G=(N, T, P, S) be a grammar
and j be a natural number. By pcj we denote an interpretation, called a jth copy, defined by j~~~(X)=x(j), for XE(NU 7).
The jth copy G'j' of G is the grammar Go' U, G(pCj), with P(j'=pCj(P). Interpretations can change some fixed occurrences of some symbol in the set of productions. 
Complexity of grammar forms
In this section we show that grammatical complexity measures VAR+, PROD,,q, LEV.,, HEI, and DEP,, are unbounded on strict and on general grammatical families of self-embedding (infinite non-self-embedding linear) grammar forms. (P~) and let Gk be the grammar given implicitly by the productions of Pk. We shall prove that L(G,)= L:". Let w = uu;ll . u~~M~~ + 1 tp . urn' , y. Then w can be derived in Gk by using the following partial derivations:
S =>+ sA, y, which uses the productions of p,,(P$), Ai -+ uiAici, which uses the productions of pCi(P;) for 1 <i< k, Aj"ujAj+1 , P., which uses the productions of prj(pCj(P;)) for 1 <j< k, A kfl -+ K'k+lr which uses productions of /L,.~+ l(Pk).
Thus, L:" E L(G,).
We show that the opposite inclusion holds. Let D : S * w1 * w2 * ... a w, = WE T* be a derivation in Gk. Following Pk and Lemmas 4.1 and 4.2 any sentential form of Gk contains at most one recursive letter. Let K =DEP. We show that there is a grammar G,, where G, a,G, such that L(G,)= I,:+'. Let Pk have the same meaning as above. Let Fk = Pku&(pCk(P;)), where pL,k abbreviates pAk+AI. Let Gk be the grammar given implicitly by the elements of Fk. It can be shown that L(G,)=L~+'={xzw,+,mi(z)y:~~L~~}.
According to Theorem 3.8, DEP,(L(G,))>k. 0
Example. We illustrate the constructions of Gk and Gk from the previous proof. Let G contain the productions
