Collisionless electron-temperature-gradient-driven ͑ETG͒ turbulence in toroidal geometry is studied via nonlinear numerical simulations. To this aim, two massively parallel, fully gyrokinetic Vlasov codes are used, both including electromagnetic effects. Somewhat surprisingly, and unlike in the analogous case of ion-temperature-gradient-driven ͑ITG͒ turbulence, we find that the turbulent electron heat flux is significantly underpredicted by simple mixing length estimates in a certain parameter regime (ŝ ϳ1, low ␣͒. This observation is directly linked to the presence of radially highly elongated vortices ͑''streamers''͒ which lead to very effective cross-field transport. The simulations therefore indicate that ETG turbulence is likely to be relevant to magnetic confinement fusion experiments.
I. INTRODUCTION
As is well known, the cross-field particle and heat transport in magnetically confined fusion plasmas generally exceeds neoclassical predictions by up to two orders of magnitude. There is strong experimental evidence that these anomalous confinement properties can be attributed to various kinds of small-scale turbulence driven by density or temperature gradients. Currently it is widely thought that two types of instabilities are sufficient to explain the anomalous transport in the core region of tokamak plasmas, i.e., iontemperature-gradient-driven ͑ITG͒ modes and trappedelectron modes. Recent experiments seem to indicate, however, that this basic picture is incomplete. Among them are observations by Stallard et al. 1 in DIII-D tokamak plasmas with an internal transport barrier ͑ITB͒. They find that within the ITB, ion thermal transport can be reduced to the neoclassical level. Furthermore the region of reduced ion heat transport is well characterized by the condition ␥ E Ͼ␥ max ITG where ␥ E is the measured EÃB flow shearing rate, and ␥ max ITG is the calculated maximum linear growth rate for ITG modes in the absence of flow shear. At the same time, the electron thermal transport hardly changes ͑except for discharges with large negative magnetic shear͒, and the observed electron temperature gradient within the ITB is close to the critical value provided by the linear theory of electron-temperaturegradient-driven ͑ETG͒ modes. Similar observations were reported from the Tokamak Fusion Test Reactor ͑TFTR͒. 2 These findings support the hypothesis 2, 3 that within an ITB, ITG turbulence is suppressed by EÃB shear flow, whereas ETG turbulence controls the electron thermal transport. Due to their smaller spatial scales and larger linear growth rates, ETG modes are not strongly affected by the shear flow and therefore set a lower limit on the electron heat diffusivity e .
However, there are other potential stabilization mechanisms such as negative magnetic shear or electromagnetic effects which can stabilize the ETG modes and lead to an electron ITB. Results like these call for nonlinear numerical simulations of ETG turbulence in order to quantify its experimental relevance, and to test the above ideas.
In Sec. II, we give a brief review of earlier ETG studies including quasilinear estimates of the electron heat transport caused by electromagnetic ETG modes as well as nonlinear, two-dimensional fluid simulations of ETG turbulence. Both lines of work indicate that the turbulent electron heat transport might be significantly underpredicted by simple mixing length estimates. In Sec. III we give a brief description of the model equations and the numerical techniques used to solve them. Moreover, nonlinear simulation results are presented which highlight the importance of radially highly elongated vortices ͑''streamers''͒ in a certain parameter regime (ŝ ϳ1, low ␣͒. In Sec. IV, we discuss these results with respect to the linear behavior and nonlinear generation of poloidal shear flows ͑''zonal flows''͒ as well as the breakup of streamers due to Kelvin-Helmholtz physics. In Sec. V, we summarize and comment upon open questions left for future work.
why ETG modes are sometimes called e modes.͒ Because of k Ќ i ӷ1 the ion response is almost adiabatic. Consequently, ETG modes do not drive significant ion thermal, momentum, or particle transport.
Assuming a perfect isomorphism between ITG and ETG turbulence 3 . Subsequently, it was proposed that various collisionless electromagnetic microinstabilities could be the source of the magnetic fluctuations underlying Ohkawa's formula. [13] [14] [15] [16] [17] Particularly, it was shown that quasilinear estimates for the turbulent transport due to collisionless electromagnetic ETG modes yield scalings very similar to Okhawa's result. 7, 8, 18 Physically, it was argued that ETG electron heat transport is dominantly by magnetic flutter. Early nonlinear simulations of ETG modes suggested that a different physical process might be more important. An electromagnetic Braginskii fluid model in twodimensional unsheared slab geometry exhibited turbulent vortices with high elongation in the radial direction. 19 These ''streamers'' were found to produce EÃB transport which greatly exceeded the quasilinear estimates. General considerations of temperature-gradient-driven turbulence by Cowley et al. show that such elongated eddies are the most unstable and have the highest saturation amplitudes, even in the presence of magnetic shear. 20 They further argue that the saturation of streamers is controlled by the nonlinear evolution of secondary instabilities. A deeper understanding of ETG turbulence clearly requires nonlinear electromagnetic simulations. The ETG e that we find is dominated by streamer EÃB convection and turns out to be much larger than the isomorphic expectations, and in fact large enough to be experimentally relevant, particularly for the cases of Refs. 1 and 2.
III. NONLINEAR GYROKINETIC SIMULATIONS

A. Model equations and numerical techniques
Our simulations are based on the electromagnetic nonlinear gyrokinetic equation. [21] [22] [23] [24] [25] This equation describes the evolution of fluctuations which satisfy
where h is the nonadiabatic part of the perturbed distribution function, F 0 is the equilibrium distribution function, and Ã ʈ are the perturbed parts of the electrostatic and parallel vector potential, B ʈ is the perturbed parallel magnetic field, B is the equilibrium magnetic field, L is an equilibrium scale length ͑of density, temperature, or magnetic field͒, and ⍀ ϭeB/(mc) and ϭv t /⍀ are the cyclotron frequency and thermal gyroradius of a given particle species with thermal velocity v t 2 ϭT/m and charge e. The simulations are performed in field-line-following coordinates using toroidal flux tubes. 20, 26, 27 In such coordinates, the nonlinear gyrokinetic equation may be written as
Here, the distribution function 
Here, ␥ϭk Ќ v Ќ /⍀ and * T ϭn 0 c‫ץ‬ ⌿ F 0 , where n 0 is the toroidal mode number of the perturbation. The self-consistent electromagnetic field fluctuations are computed from the gyrokinetic Poisson-Ampère equations,
The Bessel functions J 0 and J 1 arise because Eqs. ͑4-6͒ are formulated in particle space x, rather than in gyrocenter space R. We retain the Debye-shielding term ٌ Ќ 2 in Poisson's equation, since the electron Debye length De can be comparable to e in laboratory fusion experiments. However, we find that space charge physics has a significant effect on the simulation results only for De ӷ e which is not satisfied under typical tokamak conditions. We present simulation results from two independent parallel codes, each based on the equations above, and each employing a fixed grid in five-dimensional phase space. Both codes include velocity-space collision operators which were not used in this study. The first code ͑Gyrokinetic Electromagnetic Numerical Experiment, GENE͒ uses explicit finitedifference methods of the upwind and predictor-corrector type. The code is second-order accurate in phase space and time, and shows excellent parallel performance. The algorithm and parallelization strategy are similar to those used in the drift-kinetic Vlasov code described in Ref. 28 . A linear combination of h and is advanced, to avoid difficulties associated with the time derivative on the right-hand side ͑RHS͒ of Eq. ͑2͒. The linear terms are treated by a LaxWendroff scheme, 29 whereas the nonlinear advection term is computed according to a multidimensional upwind method. 30 Trapped particles and B ʈ fluctuations are neglected in the GENE simulations presented below. F 0 is chosen to be a Maxwellian depending ͑weakly͒ on the background density and electron temperature, and as magnetic geometry we take the ŝ -␣ model magnetohydrodynamic MHD equilibrium. 31 The second code is GS2, a nonlinear generalization of a widely used gyrokinetic stability code. 32 An operator splitting scheme is used, so that the linear terms ͓including Eqs. ͑4͒-͑6͔͒ may be treated implicitly. The nonlinear terms are evaluated with a dealiased pseudospectral algorithm in the plane perpendicular to the field line. A second-order AdamsBashforth scheme is used to advance the nonlinear terms in time. Nonuniform coordinate meshes are used in velocity space to improve the resolution, particularly for the trappedpassing boundary. A small amount of upwind diffusion is typically used, only in the direction along the field line. In the absence of upwind diffusion, the algorithm is secondorder accurate in space and time. Good parallel performance is achieved by employing multiple-domain decomposition in four of the five dimensions at all times.
In both codes, the Bessel functions ͑which represent the gyroaverages͒ are evaluated in Fourier space. This guarantees the applicability of the algorithms to arbitrary perpendicular length scales. This feature is very important for ETG computations that include ion dynamics. However, unless stated otherwise, the ion response is assumed to be purely adiabatic. This assumption is reasonable as long as k Ќ i ӷ1, which is satisfied for realistic electron-ion mass ratios in simulations carried out in flux tubes with perpendicular dimensions L x ,L y Շ i . Typically we use 1-3 e per grid cell, 16-32 grid points per 2 along the parallel direction, 50ϫ10 points in velocity space, and up to 10 5 time steps which are dynamically adjusted in both codes.
We normalize the perpendicular spatial scales to e , the parallel spatial scales to L n , and the time to L n /v te . The fluctuating quantities are normalized by the appropriate equilibrium values, with an additional scale factor that reflects the fundamental ordering. For example, the normalized fluctuating potential and density are defined by (͉e͉ /T e ) ϫ(L n /) and (ñ /n)(L n /). Conventional mixing-length arguments predict that the normalized, steady-state turbulent fluctuations should be of order unity. In this case, the turbulent transport would be of order e ϳD ETG , and
Thus, if ETG and ITG turbulence co-existed and were fully analogous, e from ETG could probably be neglected for most magnetic confinement fusion plasmas.
B. Nonlinear simulation results
In the presence of electric and perpendicular magnetic field fluctuations, the turbulent electron heat flux in the radial direction ͑denoted by x͒ is given by
where fϭh ϩeJ 0 ‫ץ‬ ⑀ F 0 . There is an ''electrostatic'' component due to EÃB convection and an ''electromagnetic'' component due to magnetic flutter. Here, the double angular braces denote averaging over the entire simulation volume. We have performed a few sheared-slab ETG simulations, with electrostatic gyrofluid ͑GRYFFIN͒ 33 and electromagnetic drift-kinetic 28 codes. In this case, we find a typical ͑predomi-nantly electrostatic͒ transport level of e ϳD ETG . The toroidal simulations are more interesting.
In the electrostatic limit, the equations describing ETG and ITG modes are the same ͑with the electron and ion roles reversed͒, except for one term: the ion response in ETG modes is purely adiabatic (nϰ), while the electron response in ITG modes is adiabatic with a vanishing fluxsurface averaged component ͓nϰ(Ϫ͗͘)͔. 33, 34 The purely adiabatic ion response in ETG modes inhibits saturation and allows higher transport. Figure 1 shows the magnitude of this effect, by comparing two GS2 simulations in which only the form of the response of the adiabatic species is changed. Pictured is the heat flux Q ͓in units of (nT/L n ) 2 v t /L n ͔ versus time. The parameters are qϭ1.4, ŝ ϭ0.8, R/L T ϭ6.9, R/L n ϭ2.2, T i ϭT e , Z eff ϭ1, ␤ϭ0 ͑electrostatic͒, and minor radius r/Rϭ0.18 ͑trapped particles͒. The simulation domain had L x ϭ2L y ϭ100, with N x ϭ2N y ϭ54 gridpoints in the perpendicular directions, and 32 gridpoints along the field line. The average value of the lower curve corresponds to ϭ2.5 2 v t /L n , which is in good agreement with established gyrokinetic particle simulations. 35 The larger transport indicated by the upper curve motivates the present study. In Fig. 2 , electromagnetic ETG results from GENE are shown. The parameters are the same as in Fig. 1 
Of course, the real ion response is not exactly adiabatic, and the departure from adiabaticity is expected to be important. The turbulent electron heat flux for a two-species run from GENE is shown in Fig. 3 . The physics parameters are the same as in Fig. 2 , except nonadiabatic ions with m i /m e ϭ1000 are included, and the box dimensions are increased to L x ϭL y ϭ400 e with ⌬xϭ⌬yϭ3 e . The ion temperature gradient was R/L T i ϭ0.55, which is below the ITG critical gradient. With nonadiabatic ions, we find saturating turbulence even with L x /L y ϭ1 if wavenumbers smaller than k Ќ i ϳ1 are included. The resulting electron heat and particle transport is characterized by e ϳ60 D ETG and D/ e ϳ0.005. Figure 4 , showing characteristic contours in the outboard x-y plane at tϭ180 of the run shown in Fig. 2 , reveals that the high transport levels are associated with streamers. These radial flows are potentially able to transport plasma up and down the temperature gradient very effectively. To actually be effective, however, there must be a phase shift between potential and temperature fluctuations. Figure 5 shows the probability distribution P(k y ,␣ p ) for the k y components of and T e fluctuations having a given relative phase ␣ p ͓Ϫ,͔. The maximum of P(k y ,␣ p ) occurs for modes with k y ϳ0.2 and ␣ p ϳ/3, yielding a large heat transport in the radial direction.
We also investigated the behavior of Q in ŝ -␣ space holding the other physical parameters constant at qϭ1.4, L n /Rϭ0.45, L T e /Rϭ0.15, and T e /T i ϭ1. The qualitative results from more than 20 single-species simulations with the GENE code are summarized in Fig. 6 . ͑Note that because ␣ ϭϪq 2 R␤Ј is proportional to ␤, we varied both parameters simultaneously.͒ Generally, one observes that for high ␣ and low ŝ the transport is reduced to low levels (Qϳ20) and that streamers are absent. This corresponds to plasma parameters characteristic of ITB's in ''advanced'' tokamaks, and of high confinement mode ͑H-mode͒ pedestals ͑particularly if bootstrap currents are taken into account 36 ͒. Interestingly, the transition region between these two regimes is relatively narrow; e.g., a change of ␣ by some 10% can cause a large change in the transport. For points within the transition region, the transport exhibits bursty behavior. The dependence of Q on these parameters is also seen with GS2.
To evaluate the impact of different finite-␤ effects on the ETG system, we repeated the run shown in Fig. 2 , keeping Shafranov shift modifications of the magnetic geometry but neglecting electromagnetic effects on the dynamics. In this case, we obtained a much lower transport level. Switching off only the nonlinear magnetic flutter terms was also stabilizing. These results indicate that Fig. 6 cannot be explained in terms of geometry effects alone. ͓Our results are consistent with the idea that magnetic flutter nonlinearities ͑stresses͒ tend to suppress the secondary Kelvin-Helmholtz 37 ͑discussed in Sec. IV A͒.͔ It is crucial to note here that for all our runs performed in the low-beta regime (␤Շ10%) the electron heat flux is essentially electrostatic. This is found even when the peak of the fluctuation spectrum lies close to k Ќ ␦ s . The quasilinear calculations mentioned in Sec. II therefore do not explain our nonlinear simulation results.
IV. DISCUSSION
There are five significant differences between ITG and ETG turbulence. ͑1͒ The responses of the ITG electrons and ETG ions differ. ͑2͒ Zonal flow physics differs because shielding of ͑turbulent͒ sources varies strongly with radial wavenumber. ͑3͒ Magnetic flutter physics differs because of the disparate velocities of electrons and ions along the field lines. ͑4͒ Magnetic well physics differs because the disparity in gyroradii allows self-dug wells at short wavelengths. ͑5͒ ETG instabilities can themselves be driven unstable by perturbed radial electron temperature gradients which might arise from longer-wavelength turbulence. Less significant differences include the role of Debye-scale physics.
Conclusive results regarding item ͑5͒ require computational resources that should become available within a year or two. While we have not investigated the difference in the magnetic well physics ͓item ͑4͔͒ numerically, this difference is not difficult to appreciate. For k Ќ i ӷ1, the ion contribution to the RHS of Eq. ͑6͒ is neglible. As a result, the combination of * T B ʈ and the term ϰbÃ"B•"h fails to produce pure curvature in the vorticity equation ͓which can be derived from Eq. ͑2͔͒, and thus magnetic wells associated with the ion pressure gradient can help stabilize shortwavelength instabilities such as the ETG mode. Item ͑3͒ has not been explored adequately in the long-wavelength ͑ITG͒ limit, so that comparisons of ITG and ETG magnetic flutter physics would be premature. Nevertheless, we note that our results in this regard are consistent with Ref. 37 . The most significant effects are items ͑1͒ and ͑2͒, to which we now turn.
A. Streamer breakup
We find that the most important nonlinear process in the electrostatic toroidal simulations ͑for typical parameters͒ is the secondary Kelvin-Helmholtz ͑KH͒ instability which is driven by the shear in the poloidal electric field of a streamer. Other secondary instabilities appear to be stabilized by the shear in the poloidal electric field. The perpendicular KH instability leads directly to streamer breakup, zonal flow generation, and saturation.
To quantify these ideas, we consider generic electrostatic streamer dynamics, leaving normalizations in this section unspecified. For either species, integrating Eq. ͑2͒ over velocity and considering only the nonlinear terms yields ‫ץ‬ t nϩ͓ ,n͔ ϭ0, where the bar over indicates the gyroaverage. The density in this equation is the density of guiding centers, and not ͑necessarily͒ the total density. Here, it is sufficient to consider ϭ. Although the resulting normalizations differ, this choice corresponds both to the small T i /T e limit for ITG, and to the k Ќ e Ӷ1ϳk Ќ D limit for ETG.
Consider the fate of small perturbations of a dominant streamer, which is an exponentially growing eddy that has k x ϭ0, and a single finite k y . Linearizing around the streamer ''equilibrium,'' f ϭ f (0) (y)ϩ␦ f (x,y) for f ϭ(,n). We are interested in the dynamics of the instability, which imply that the perturbation will evolve on the time scale of the streamer's growth. Small KH perturbations evolve according to
where gϭ␥Ϫik x y (0) . In general, numerical solutions are required to find the fastest-growing KH perturbation. In some limits, one can find analytical solutions. Before considering ETG or ITG modes, let us consider an artificial density response, nϰٌ Ќ 2 , which when substituted into Eq. ͑8͒ generates the basic KH instability. The reason for this choice will become clear. Then, Eq. ͑8͒ may be written as ‫ץ‬ y ͓g 2 ‫ץ‬ y G͔ϭϪk x 2 g 2 G, where Gϭ␦/g. In the longwavelength limit ‫ץ(‬ yy ӷk x 2 ), the LHS vanishes if G is independent of y. That is, to zeroth order, the long-wavelength KH mode is independent of y. Averaging over one poloidal wavelength of the primary mode, one finds ␥ KH ϭ2 Ϫ1/2 k x k y (0) . There is no instability for k x уk y . Numerical solutions show that perturbations which satisfy k x ϳ0.6 k y are most unstable.
The secondary instability becomes relevant when it can overtake the primary instability: ␥ KH տ␥ l . In this case, the saturation amplitude scales like sat (0) ϳ␥ l /k Ќ 2 . The KH instability bends the streamer; a component of this bent streamer is sheared zonal flow. In the presence of streamer-dominated turbulence, this is the basic dynamical mechanism which leads to exponentially growing zonal flows. A quasi-static component of this burst of zonal flow is unshielded ͓see Sec. IV C͔, and thus is particularly likely to contribute to the regulation of the fluctuations.
Armed with these qualitative insights, we turn to the ETG and ITG limits. It is instructive to consider three different relationships between the guiding center density and the potential.
Case 1: nϰ. In this case, 19 the nonlinear term vanishes, so the secondary KH instability is eliminated. The streamers grow to large amplitude, since the sheared flows ͑which would otherwise be KH unstable͒ stabilize other secondary instabilities. For I/ETG turbulence, this assumption is unphysical.
Case 2: nϰ(1Ϫٌ Ќ 2 ). This is the ETG case. The term proportional to is the adiabatic ion response, which comes from the high k Ќ i limit of Eq. ͑4͒. The presence of this term strongly suppresses KH instabilities at long wavelengths. Using the fastest growing mode ͑found numerically͒, one finds sat (0) ϳ␥ l /k Ќ 4 . Case 3: nϰ͓(1Ϫٌ Ќ 2 )Ϫ͔͗͘. This is the ITG case. 33, 34 Here, ͗͘ is the flux-surface average of which may depend upon x, so that ͓,͔͗͘ does not vanish. This term removes the long-wavelength suppression of the KH instability found in Case 2. For such wavelengths, the basic KH instability is recovered. The normalized saturation amplitude is predicted to be only sat (0) ϳ␥ l /k Ќ 2 , which is well below the ETG prediction, for typical values of k Ќ ϳ0.1Ϫ0.3.
We believe this is why ETG turbulence exhibits streamers, and thus saturates at higher normalized levels than ITG turbulence. In fact, in a square simulation domain, the longest-wavelength streamers are not KH unstable; these streamers generally fail to saturate.
Parenthetically, we note that Case 2 appears in the literature in the Hasegawa-Mima ͑HM͒ equation, 38 and as the Frieman-Chen toroidal generalization of the HM ͑FCHM͒ equation. 22 The HM and FCHM equations do not correctly describe nonlinear streamer dynamics in the limit in which they were derived, because ͗͘ is not included. However, the HM and FCHM equations may be reinterpreted to correspond correctly to the limit k Ќ i ӷ1.
B. Advanced tokamak regime
The interplay of streamers and secondary KH instabilities does not explain the results shown in Fig. 6 . The advanced tokamak, low transport level regime arises from a different mechanism which is also dominant in sheared slab simulations.
Our simulations are carried out in the twisted eddy framework 20, 26 whose field-line coordinates we denote by (x,y,z). The relationship of these coordinates to (r,,) is described in Refs. 20, 26, 27 . Here, it is enough to know that ͑1͒ in a tokamak with a sheared magnetic field, a mode with k x ϭ0 is a mode which has k r ϭ0 on the outboard midplane; and that ͑2͒ in a sheared slab, the k x 's are degenerate.
Our simulation results are consistent with the following qualitative model, which is closely related to ideas in Refs. 20 and 37. In the sheared slab, there is no preferred value of k x , so streamers do not arise linearly. Also, since the linear frequency is independent of k x for each k y , the nonlinear interactions are strong. That is, a nonlinear interaction time that scales like NL ϳ(ЈϪЉ) Ϫ1 for two Fourier modes with different k x Ј and k x Љ is large. This strong nonlinear interaction directly drives zonal flows at all values of k x . Consequently, the fluctuations saturate at a low level. Conversely, for typical tokamak parameters (ŝ ϳ1,␣Ͻ1), modes with k x ϭ0 have the largest growth rates. Curvature introduces strong dispersion in the linear frequency (k x ) for each k y . These properties inhibit the direct drive of zonal flows, and enhance streamer formation. In this case, streamer dynamics is paramount. For toroidal parameters characteristic of the barrier region of ''advanced'' tokamaks ͑i.e., large ␣, small or negative magnetic shear͒, there is a widening region of nearly degenerate k x 's around k x ϭ0. As a result, advanced tokamak microturbulence resembles sheared-slab microturbulence ͑streamers inhibited, zonal flows enhanced͒.
C. Linear zonal flow physics
Zonal flows arise from radially varying perturbations of that satisfy b•" ϭ0. They are driven ͑and damped͒ by turbulent fluctuations, and in turn tend to reduce the fluctuations. For toroidal ITG turbulence, the importance of these dynamics were emphasized first by Hammett et al. 34 Recently, Rosenbluth and Hinton ͑RH͒ pointed out that in the presence of trapped ions, and in the absence of collisions, long-wavelength (k Ќ i Ӷ1) turbulence-driven zonal flows are not fully shielded ͑damped͒ by linear plasma dynamics, and that this is likely to be important for collisionless, electrostatic ITG turbulence. 39 Here, we note that the RH undamped flows are enhanced at short wavelengths. Figure 7 shows the undamped component of a unit perturbation of vs k r e for a plasma composed of deuterium and electrons, with De / e ϭ0. The lower curve shows the response for r/Rϭ0 ͑no trapped particles͒. The upper curve corresponds to r/Rϭ0.18 and qϭ1.4. The long-wavelength residual is the value predicted by RH. 39 Perturbations with k r i ӷ1 are not damped by the ions. There is a trapped electron RH analog at medium wavelengths. Perturbations with k r e ӷ1 are not damped at all.
However, density fluctuations at short wavelength generate weaker zonal flows. For k r i Ӷ1, a given density fluctuation ͗ñ ͘ corresponds to a large ͗ ͘, since ͗ ͘ ϰ͗ñ ͘/(k r i ) 2 , whereas for k r i ӷ1ӷk r e , one finds ͗ ͘ ϰ͗ñ ͘. Thus, including nonadiabatic ions enhances zonal flows. As long as wavenumbers below the knee at k r i ϳ1 are retained in the simulation, multiple-species ETG simulations readily saturate. Without including these wavenumbers, nonsaturating streamers are observed. We have not investi- gated the implied inverse scaling of e with m e /m i in multiple-species ETG runs, so we can only regard the flux shown in Fig. 3 as indicative of the final, fully converged simulation results.
V. CONCLUSIONS
We have carried out electromagnetic, gyrokinetic simulations of ETG turbulence. These simulations show that experimentally relevant electron thermal transport ( e ϳ60 e 2 v te /L n ) can arise from short-wavelength ETG turbulence, for typical tokamak parameters (ŝ ϳ1, low ␣). For advanced tokamak parameters (ŝ Շ0, high ␣͒ ETG transport can be reduced by an order of magnitude, roughly to the level found in nonlinear sheared-slab ETG simulations. The transport is predominantly electrostatic in nature in all cases studied.
We presented a qualitative model to explain these results. Large ETG transport is associated with the presence of streamers. Once formed, the breakup of a streamer is determined by secondary perpendicular Kelvin-Helmholtz ͑KH͒ instabilities. In the absence of the KH instabilities, no other secondary instabilities can overcome the strong poloidal shear of the streamer. The secondary KH instability is sensitive to the details of the response of the nearly-adiabatic species. This sensitive dependence of streamer dynamics is qualitatively consistent with simulations showing that the ͑normalized͒ ETG fluctuations are much larger than their ITG counterparts. For advanced tokamak parameters, streamer formation is inhibited and zonal flows are directly driven. In this case, low transport is observed.
There are many avenues available for further exploration. For example, it would be useful to quantify further the differences among the low and high ETG transport regimes, and locate the boundary depicted in Fig. 6 for general tokamak geometry. We also wish to parametrize the dependence of e on equilibrium quantities. The extent to which ions can dig a magnetic well for ETG modes is an important issue for low aspect-ratio tokamaks, which are expected to have substantial ion pressure gradients because of velocity shear stabilization. 40 Finally, the interaction between ETG turbulence and ITG or trapped electron turbulence needs to be studied.
