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It is shown to have several desirable properties: ( i) the measure exists even for distributions for which no moments exist, (11) it is not influenced by the (extreme) tails of the distribution, and (iii) the calculation is simple (and is even possible by graphical means).
Introduction
For any distribution the kurtosis k will be defined here as the normalized fourth central moment (provided it exists). So, any random variable X with expectation u:-E(X), variance Q2 .-V(X) and E(X4) C m has
k -E(x-~,)4~~4
Until recently, the interpretation of kurtosis used to be rather controversial. Most statistical textbooks describe kurtosis in terma of peakedness (versus flatness), while some seek the explanation in the presence of heavy tails or in a combination of the two.
Inspired by DARLINGTON (19~0) , MOORS (1986b) gave a new and useful interpretation of k. Introduction of the standardized variable Z:-(X-
Therefore, k can be seen as a measure of the dispersion of Z2 around its expectation 1 or, equivalently, the dispersion of Z around the values -1 and .1. So, k measures the dispersion of X around the two values K t~; it 2 is an inverse measure for the concentration of the distribution of X in these two points. Indeed, (1) attains the minimum value 1 for a symmetric two-point distribution.
High kurtosis therefore may arise in two situations:
(i) concentration of probability mass near u(corresponding to a peaked unimodal distribution), or
(ii) concentration of probability mass in the tails of the distribution.
The existence of these two possibilities explains the past confusion about the meaning of kurtosis.
The first three moments of a given distribution measure location, dispersion and skewness, respectively. For these characteristics of the distribution well-known alternative measures exist, based on quantiles:
the median Q, the half interquantile range R and the quantile coefficient of skewness S. Defining an i-th quartile Qi by 
Definition and properties
For any random variable X the octiles Ei are defined by (2.1) P(X ( Ei) S i~8, P(X~Ei) 5 1-i~f~, i-1, 2, .-.,7
Note the similarity with (1.2); E2i -Qi (i-1,2,3). For continuous X with distribution function F, the octiles are unique and (2.1) can be simpli-
If Y is defined by Y-aX t b, it ia easily checked that aEi t b is an
octile of Y.
For E6 ) E2, the quantity T is defined as
( .3 -
E6 -E2
T is proposed here as alternative to k with the following argument as The denumerator in (2.3) is a normalizing constant, which guarantees the invariance of T under linear transformations. Hence, T is constant over any class of distributions determined by a location-scale parameter, e.g. the class {N(u,~2) : y. E R,~2~0} of normal distributions.
As is well-known, k has this property too.
Of course, T takes values i n R} :~[O,m). By way of illustration
consider the symmetrical three-point distribution, defined by P(Xz0) 3 p, The new measure T will be calculated now for a number of ( classes of) symmetrical distributions. Guidelines for the selection of these distributions were (i) the wish to cover a wide range of k-values and (ii) ease of 5 calculation. Because of the invariance property discussed before, it suffices to find T(and k) for one representative i n any class determined by a location-scale parameter. For simplicity, a distribution with mean zero will be chosen throughout, so that (2.4) is applicable.
First of all, the following simple representative distributions will be taken into consideration: Again, T is increasing in k according to this table.
Finally, the class of exponentisl power distributions {EP(a): 0ã 5 1} will be discussed, extensively used by BOX 8, TIAO (1973) . The density of EP(a) can be written as Some algebra give (3.8) E(X2n) -r((2n;1)a)r"-1(a)~la"(3a)
so that (3.9) k -r(5a)C(a) (3a) ~i~s~c~a~-.1~'., Valus~:~~T.-~n~~-
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