Abstract. We consider non-linear time-fractional stochastic heat type equation ∂ β t ut(x) = −ν(−∆) α/2 ut(x)
Introduction
Stochastic partial differential equations (SPDE) have been studied in mathematics, and various sciences; see, for example, Khoshnevisan [18] for a big list of references. The area of SPDEs is interesting to mathematicians as it contains big number of hard open problems. SPDE's have been applied in many disciplines that include applied mathematics, statistical mechanics, theoretical physics, theoretical neuroscience, theory of complex chemical reactions, fluid dynamics, hydrology, and mathematical finance. In this paper we introduce new time fractional stochastic partial differential equations (TSPDE) in the sense of Walsh [36] , and prove existence and uniqueness of mild solutions. We establish the conditions under which the solution is continuous. When σ grows faster than Lipschitz we show that no finite energy solution exists.
The study of the time-fractional diffusion equations has recently attracted a lot of attention and a typical form of the time fractional equations is ∂ non-homogeneous media, with random fractal structures; see, for instance, [24] . The Caputo fractional derivative ∂ β t first appeared in [7] is defined for 0 < β < 1 by Starting from the works [19; 29; 39; 40] much effort has been made in order to introduce a rigorous mathematical approach; see, for example, [28] for a short survey on these results. The solutions to fractional diffusion equations are strictly related with stable densities. Indeed, the stochastic solutions of time fractional diffusions can be realized through time-change by inverse stable subordinators. A couple of recent works in this field are [23; 31] .
It might come natural to add just a noise term to the time fractional diffusion and study the equation where · W (t, x) is a space-time white noise with x ∈ R d . We will make use of time fractional Duhamel's principle [33; 35; 34] to get the correct version of (1.3). Let G t (x) be the fundamental solution of the time fractional PDE ∂ β t u = ∆u. The solution to the time-fractional PDE with force term f (t, x) ∂ β t u t (x) = ∆u t (x) + f (t, x); u t (x)| t=0 = u 0 (x), (1.4) is given by Duhamel's principle, the influence of the external force f (t, x) to the output can be count as Hence if we use time fractional Duhamel's principle we will get the mild (integral) solution of (1.3) to be of the form (informally): u(t, x) = We can remove the fractional derivative of the noise term in (1.6) in the following way. Let γ > 0, define the fractional integral by For every β ∈ (0, 1), and g ∈ L ∞ (R + ) or g ∈ C(R + ) ∂ β t I β t g(t) = g(t).
We consider the time fractional PDE with a force given by f (t, x) = I 1−β t g(t, x), then by the Duhamel's principle the mild solution to (1.4) will be given by
Hence, the preceding discussion suggest that the correct TFSPDE is the following model problem:
(1.7)
When d = 1, the fractional integral above in equation (1.7) is defined as
is well defined only when 0 < β < 1/2! By the Duhamel's principle, mentioned above, mild (integral) solution of (1.7) will be (informally):
Next we want to give a Physical motivation to study time fractional SPDEs. The time-fractional SPDEs studied in this paper may arise naturally by considering the heat equation in a material with thermal memory; see [9] for more details: Let u t (x), e(t, x) and → F (t, x) denote the body temperature, internal energy and flux density, respectively. Then the relations (1.9) yields the classical heat equation β∂ t u = λ∆u.
According to the law of classical heat equation, the speed of heat flow is infinite but the propagation speed can be finite because the heat flow can be disrupted by the response of the material. In a material with thermal memory Lunardi and Sinestrari [20] , von Wolfersdorf [37] showed that e(t, x) =βu t (x) + t 0 n(t − s)u s (x)ds, holds with some appropriate constantβ and kernel n. In most cases we would have n(t) = Γ(1 − β 1 ) −1 t −β1 . The convolution implies that the nearer past affects the present more. If in addition the internal energy also depends on past random effects, then 10) where W is the space time white noise modeling the random effects. Take l(t) = Γ(2 − β 2 ) −1 t 1−β2 , then after differentiation (1.10) gives
In this paper we will study existence and uniqueness of mild solutions to this type of stochastic equations and its extensions: 11) where the initial datum u 0 is measurable and bounded, −(−∆) α/2 is the fractional
is a space-time white noise with x ∈ R d , and σ : R → R is a Lipschitz function.
Let G t (x) be the fundamental solution of the fractional heat type equation
We know that G t (x) is the density function of X(E t ), where X is an isotropic α-stable Lévy process in R d and E t is the first passage time of a β-stable subordinator D = {D r , r ≥ 0}, or the inverse stable subordinator of index β: see, for example, Bertoin [6] for properties of these processes, Baeumer and Meerschaert [4] for more on time fractional diffusion equations, and Meerschaert and Scheffler [25] for properties of the inverse stable subordinator E t .
Let p X(s) (x) and f Et (s) be the density of X(s) and E t , respectively. Then the Fourier transform of p X(s) (x) is given by 13) and
14) where g β (·) is the density function of D 1 . The function g β (u) (cf. Meerschaert and Straka [26] ) is infinitely differentiable on the entire real line, with g β (u) = 0 for u ≤ 0.
By conditioning, we have
A related time-fractional SPDE was studied by Karczewska [17] , Chen et al. [9] , and Baeumer et al [3] . They have proved regularity of the solutions to the time-fractional parabolic type SPDEs using cylindrical Brownain motion in Banach spaces in line with the methods in [12] .
In this paper we study the existence and uniqueness of the solution to (1.11) under global Lipchitz conditions on σ, using the white noise approach of [36] : We say that an F t -adapted random field {u t (x), t ≥ 0, x ∈ R d } is a mild solution of (1.11) with initial value u 0 if the following integral equation is fulfilled
For a comparison of the two approaches to SPDE's see the paper by Dalang and Quer-Sardanyons [11] .
We now briefly give an outline of the paper. We adapt the methods of proofs of the results in [18] with many crucial nontrivial changes. We give some preliminary results in section 2. Moment estimates for time increments and spatial increments of the solution is given in Section 3. The main result in this section is Theorem 1. In section 4, we give main results of the paper about existence and uniqueness, and the continuity of the solution to the time fractional SPDEs. The main result is Theorem 2. In Section 5, we show that under faster than linear growth of σ there is no finite energy solution. In section 6, we discuss the equivalence of time-fractional SPDEs to higher order SPDEs. Throughout the paper, we use the letter C or c with or without subscripts to denote a constant whose value is not important and may vary from places to places.
Preliminaries
In this section, we give some preliminary results that will be needed in the remaining sections of the paper.
Applying the Laplace transform with respect to time variable t, Fourier transform with respect to space variable x. Laplace-Fourier transform of G defined in (1.15) is given by
here we used the fact that the laplace transform t → λ of f Et (u) is given by λ β−1 e −uλ β . Using the convention, ∼ to denote the Laplace transform and * the Fourier transform we getG *
Inverting the Laplace transform, it yields
where 
Then this gives the function as
Note that for α = 2 using reduction formula for the H-function we have
Note that for β = 1 it reduces to the Gaussian density
Recall uniform estimate of Mittag-Leffler function [32, Theorem 4]
where
Proof. Using Plancherel theorem and (2.3), we have
We used the integration in polar coordinates for radially symmetric function in the last equation above. Now using equation (2.8) we get
Proof. Using uniqueness of Laplace transform we can easily show
for k > −1. Therefore, using this and moment-generating function of Gaussian densities we have
is a space-time white noise with x ∈ R d , which is assumed to be adapted with respect to a filtered probability space (Ω, F , F t , P), where F is complete and the filtration {F t , t ≥ 0} is right continuous.
is generalized processes with covariance given by
Hence W (f ) can be represented as
Next we give the definition of Walsh-Dalang Integrals that is used in equation (1.16) . We use the Brownian Filtration {F t } and the Walsh-Dalang integrals defined as follows:
is an elementary random field when ∃0 ≤ a < b and an
• If h = h t (x) is non-random and Φ is elementary, then
• The stochastic integral is Wiener's, and it is well defined iff
Let Φ be a random field, and for every γ > 0 and k ∈ [2, ∞) define
If we identify a.s.-equal random fields, then every N γ,k becomes a norm. Moreover, N γ,k and N γ ′ ,k are equivalent norms for all γ, γ ′ > 0 and k ∈ [2, ∞). Finally, we note that if N γ,k (Φ) < ∞ for some γ > 0 and k ∈ (2, ∞), then N γ,2 (Φ) < ∞ as well, thanks to Jensen's inequality. Given a random field Φ := {Φ t (x)} t≥0,x∈R d and space-time noise W , we define the [space-time] stochastic convolution G ⊛ Φ to be the random field that is defined as
for t > 0 and x ∈ R d , and (G ⊛ W ) 0 (x) := 0. We can understand the properties of G ⊛ Φ for every fixed t > 0 and x ∈ R d as follows. Define
This computation follows from Lemma 1. Thus, we may interpret the random
ΦdW , provided that Φ is in L β,2 for some β > 0. Let us recall that Φ → G ⊛ Φ is a random linear map; that is, if Φ, Ψ ∈ L β,2 for some β > 0, then for all a, b ∈ R the following holds almost surely:
Estimates on the moments of the increments of the solution
In this section we prove continuity of various increments related to the solution of (1.11). We start with the next result Lemma 3. Suppose d < min(2, β −1 )α, and p ≥ 2, then we have the following estimates for time increments of the density G.
, Plancherel theorem and computation in Lemma 1 we have
Using Plancharel theorem, integration in polar coordinates in R d , and the fact that f (z) = E β (−z) is decreasing (since it is completely monotonic, i.
Now integrating both sides wrt to r from 0 to t we get
the last inequality follows since t < t ′ . Now we prove (ii). Using
t−r (ξ) and Plancherel theorem, we have
In the following, we divide our proof into two cases: Case 1. If d + 2 < min(2, β −1 )α, then we apply the following inequality
[This can be done since d < min(2, β −1 )α.] Clearly, ε < 1. then we apply the following inequality
To estimate lower bound we need to use
this is true because by (2.8) E β (−x) < 1 and using this we have
where |A| is d−dimensional volume of A. This completes the proof.
Our results in this section extend the results in [18, Chapter 5] to the time fractional stochastic heat type equations setting. Our presentation in this section follow the presentation in [18, Chapter 5] with many crucial changes. We next prove that the linear map Φ → G ⊛ Φ is a continuous map from L γ,2 into itself. In particular this will show that if Φ ∈ L γ,2 , then
, and hence the stochastic convolution G ⊛ ΦW is also a well-defined random field in L γ,2 .
We will prove this theorem in steps.
The following result extends the analogous result on SPDEs by [10; 13; 21] .
Proposition 1. (A stochastic Young inequality). For all
Proof. According to the BDG inequality in [18, Proposition 4.4] , and Lemma 1, for all k ≥ 2,
Divide both sides by exp(2γt), take supremum over all (t, x), and then take square roots to finish.
Lemma 4. There exists a finite universal constant C 1 such that for all
Proof. We need to only consider when N γ,k (Φ) < ∞, a condition that we now assumed. In that case we may apply the BDG inequality to obtain the following
Now let us observe that whenever 0 < s < t,
This and Lemma 3 gives
Raise both sides to the power of k/2 to finish.
Lemma 5. There exists a finite universal constant C 1 such that for every
Proof. Without loss of generality, we suppose that 0 < t < t ′ and N γ,k (Φ) < ∞. In that case, we may write
and
We apply the BDG inequality and Lemma 1 and 3 to obtain the bound
In this way we obtain the bound
where C is a finite constant. Hence, we deduce the lemma after we raise both sides of the preceding display to the power k/2.
In the following, we consider
This is the random part of the mild solution to (1.11) when σ ≡ 1. 
Proof. We prove the lower bound in (i) at first. By the Hölder's inequality, the fact that the stochastic integrals over nonoverlapping time intervals are independent, isometry of the stochastic integrals and the proof of Lemma 3, we have that for
(3.11)
Now, for the upper bound, applying the Burkholder's inequality, the fact that |a + b| k ≤ 2 k |a| k + |b| k , and Lemma 3 we have that
We now prove (ii). For p ≥ 2 with x, x ′ ∈ R d , by the Burkholder's inequality and Lemma 3, we have
To prove the lower bound we use the fact that k ≥ 2 and Lemma 3(ii)
for some γ > 0, then G ⊛ Φ is an adapted random field. This can be seen by considering simple random fields Φ, as limits of adapted random fields are adapted. But the result is easy to deduce when Φ is simple.
Lemma 4 and Lemma 5 shows that G⊛Φ is continuous in L 2 (Ω), then Proposition 4.6 in [18] implies that G ⊛ Φ is in L γ,2 . We give some details of the preceding. Let us choose and fix t > 0 and x ∈ R d . We need to show that (τ, z)
the proof of Lemma 4 ensures that the preceding tends to zero, uniformly on
, in the space variable. On the other hand, we may follow the steps in the proof of Lemma 5 to deduce that
(3.14)
The preceding quantity goes to zero, as τ ′ − τ → 0, uniformly for all 0 < τ < τ ′ < t, and z ∈ R d . This proves the remaining L 2 -continuity in the time variable, and completes the proof of the fact that G ⊛ Φ ∈ L γ,2 . The continuity of a modification of the stochastic convolution G⊛ Φ follows from Lemmas 4 and 5 by using a suitable form of the Kolmogorov continuity theorem [18, Theorem C.6] 
Existence and uniqueness of solutions to the time fractional SPDEs
Recall that σ : R → R is Lipchitz continuous. This means that there exists Lip > 0 such that |σ(x) − σ(y)| ≤ Lip|x − y| for all x, y ∈ R.
(4.1)
We may assume, without loss of generality, that Lip is also greater than |σ(0)|. Since |σ(x)| ≤ |σ(0)| + Lip|x|, it follows that |σ(x)| ≤ Lip(1 + |x|) for all x ∈ R. The next theorem establishes existence and uniqueness of mild solutions of (1.11). It is our first main result in this paper. 
for all n ≥ 0, t > 0, and x ∈ R d . Moreover, we set u 
4)
simultaneously for all k ∈ [1, ∞), n ≥ 0, and t > 0.
Proof. We prove this proposition using induction on n. Since u 0 is non-random, bounded, and measurable, it is in ∪ γ>0 L γ,2 . Moreover (4.4) holds since
Next suppose that the proposition holds for some integer n ≥ 0. We will show the proposition for n + 1.
Let k denote a fixed real number ≥ 2. Now
t (x), where :
for all t > 0, x ∈ R d , and l ≥ 0. It is easy to see that
We estimate B (n) using the Stochastic Young inequality in Proposition 1:
where c α,β,d is the constant in Proposition 1. Now combining equations (4.5) and (4.6) we get for all γ > 0
We can find a constant
In order to simplify notation, let
We solve recursively to find that
Thus, for our choice of γ, we have
Therefore by Theorem 1 we get u (n+1) ∈ ∪ γ>0 L γ,2 . Moreover, the last inequality means:
Hence, (4.4) holds for n + 1, and this proves the induction step, and proves the proposition.
PROOF OF THEOREM 2. Our proof follows similar steps as in the proof of Theorem 5.5 in [18] with nontrivial crucial changes. Let's choose and fix some k ∈ [2, ∞). Let us write
By proposition 3 every u (n) ∈ L γ,2 for some γ > 0, and hence J is a well-defined stochastic integral for every n ≥ 0. By the same proposition we can also choose a continuous version of (t, x) → u (n) t (x) for every n. Next we estimate J. We apply the BDG inequality (Propositon 4.4 in [18] )to bound J k as follows:
Since the right hand side does not depend on (t, x) after dividing by e 2γt , we optimize over (t, x) to find the recursive inequality,
The preceding holds for all γ > 0. We can choose γ 0 := qk α/(α−βd) , where q > L 2 depends only on L 2 and ensures that
According to Proposition 3
Since q > L 2 , Proposition 3 implies that
Hence we obtain the estimate
valid for all n ≥ 0 and k ∈ [2, ∞). From this we obtain
(1) The random field u := lim n→∞ u (n) exists, where the limit takes place almost surely and in every norm N γ0,k ; (2) the random field S defined by
exists, where the limit takes place almost surely and in every norm N γ0,k .
Combining Lemmas 4 and 5, applied to Φ := u (n) , with Proposition 4.4 we see that for every k ∈ [2, ∞) and τ ∈ (0, ∞) there exists a finite constant A k,τ such that
The right hand side of this inequality does not depend on n. Hence, using Fatou's lemma we get
Now by a suitable form of Kolmogorov continuity theorem in [18, Theorem c.6] we get that u has a version that is continuous. Moreover, (4.2) holds with L = max{q,
So far, we know that
where the equality is understood in the sense that the N γ0,k -norm of the difference between the two sides of that inequality is zero. Equivalently, by the use of Fubini theorem we have shown that with probability one, the identity (4.9) holds for almost every t > 0 and x ∈ R d . Since u = lim n→∞ u (n) and u (n) ∈ L γ,2 for some γ > 0 that is independent of n, we can conclude that u ∈ L γ,2 , and hencē
is well-defined for all t > 0, and x ∈ R d . Now we apply the Fatou's Lemma together with Proposition 1 with Φ = u (n) − u and γ 0 = qk α/(α−βd) to get that
Hence S andS are versions of one another. Another application of Lemmas 4 and 5 shows that S has a continuous version. We combine these results with (4.9) to see that the present version of u is a mild solution-in the sense of (1.16) for the right versions of the integrals-for the time fractional stochastic heat type equation (1.11) . This completes the proof of existence. Suppose v ∈ L γ,2 is another random field that is mild solution to (1.11) with initial function u 0 . We can argue similar to the arguments above to show that if Q is sufficiently large,
. Hence u and v are versions of one another. The other details are omitted.
Non-existence of solutions
In this section, we will establish the non-existence of finite energy solutions when σ grows faster than linear. We say that a random field u is a finite energy solution to the stochastic heat equation (1.11) when u ∈ ∪ γ>0 L γ,2 and there exists ρ * > 0 such that Proof. We will adapt the methods in [14] with many crucial changes. Let c := inf y∈R d |σ(y)|/|y| 1+ǫ and l := inf z∈R d u 0 (z).
with an application of the Jensen's inequality in the last inequality. If we let
it satisfies the following inequality 
for all θ > 0, where
We multiply both sides by θ and use Jensen's inequality to find that
for all θ > 0. It follows that θĨ(θ) ≥ l 2 > 0, and henceĨ(θ) > 0 for all θ > 0. Moreover, [θĨ(θ)] 1+ǫ ≥ l 2ǫ θĨ(θ), and hence
We shall show that
Under the assumption that 0 < θ ≤ θ 0 , the constant A := c 2 C 1 θ −(1−βd/α) l 2ǫ is greater than or equal to 1. With recursive argument we can show that for any positive integer n,
Since A ≥ 1, l > 0 and n is arbitrary. We see that θĨ(θ) = ∞. Which shows that I(θ) = ∞ for a given range of θ. Now we will show that there exists θ 1 > θ 0 such thatĨ(θ 1 ) = ∞. Recall that I(θ 0 ) = ∞. That means I(t) ≥ ce θ0t for large t. Using the inequality x/(1 + x) < (1 − e −x ) for x > −1 we get I(t) ≥ l 2 + c 2 t −dβ/α e θ0(1+ǫ)t , again for large enough t. Now if we take θ 1 = θ 0 (1 + ǫ), we haveĨ(θ 1 ) = ∞. Since we can repeat this process over and over again there is no minimum θ < ∞ such thatĨ(θ) = ∞. Now, if we assume there is a finite energy solution, we certainly haveĨ(θ * ) < ∞ for some θ * > 0. With simple algebra we can show that I(θ) = for θ ≥ θ * . That meansĨ(θ) < ∞ for all θ ≥ θ * . But this contradicts the above argument. Hence there is no finite energy solution. This completes the proof.
Equivalence of time fractional SPDEs to higher order SPDE's
In this section we will give a connection of time fractional SPDE's and Higher order parabolic SPDE's.
Allouba [1; 2] considered the following SPDE(k = 1, 2, · · · ):
Where σ satisfy Lipschitz and linear growth conditions. Allouba [2] showed that there exists a path wise unique strong (mild) solution in all space dimensions d = 1, 2, 3 given by Since Baeumer et al. [5] showed that G t (x − y) = K Our theorem 4 gives the correct equivalence.
