The paper considers conditional duration models in which durations are in continuous 
Introduction
This paper considers the discrete nature of empirical duration data in frequently traded stocks. The output from a trading system records transactions to prevailing second and the resulting durations then contain a large fraction of zeros and very short durations. We take the continuous underlying duration density to be discretized and study the consequences for the econometric treatment of such data. A second objective of the paper is to give empirical evidence on the reaction to news in a speciÞc stock. Engle and Russell (1998) suggest conditional duration models for high frequency or intra-day time series data and emphasized the appealing properties of the quasi-maximum likelihood (QML) estimator based on the exponential duration model. There is an increasing amount of empirical research building on this QML estimator (e.g., Bauwens and Giot, 2001 ). Among the questions of interest in this Þeld is the reaction to news as reßected, e.g., by indicators reßecting recent transactions (e.g., Easley and O'Hara, 1992; Engle and Russell, 1998) .
When the data are available in only a discretized form the QML estimator looses some of its appeal. In essence, the consistency property requires a correct conditional mean speciÞcation and when data is discretized this is much harder to achieve as the conditional mean will then depend on the true underlying density. Kulldorff (1961, ch. 2) shows in a time invariant case the inconsistency of the maximum likelihood (ML) estimator arising from, e.g., using mid-interval values to represent the interval when data are discretized or grouped. He also demonstrates that discretization and the use of mid-interval values have more serious effects on the performance of ML estimators when the sample records durations to belonging to only a few and wide groups or intervals for continuous durations.
For frequently traded stocks the groups are relatively few but the width is generally quite small. We may then expect the inconsistency to remain, but the actual performance of the ML or QML estimators may remain relatively advantageous. The inconsistency will remain when the model contains explanatory variables. In addition, if the true duration is viewed as continuous but only discrete time observations are available, any speciÞcation containing lagged durations will then be contaminated by a measurement error in a way to be made clear below.
In this paper we consider estimators that to some extent account for the outlined features of the data. Grouped data ML estimators and EM-algorithm versions are among the studied estimators. We conduct a small Monte Carlo study focusing on the consequences of the various speciÞcation choices and the chosen estimators. Empirical results for a three-week period of transaction durations in Ericsson B at the order driven Stockholmsbörsen stock exchange in Stockholm are also to be reported. Of particular interest, beyond the focus on estimators, is here the reaction to news and whether the response to positive and negative news are different. We will use past price, spread and volume as indicators of new information to the market.
In Section 2 we discuss the model and discuss the ML and EM-algorithm estimators for discretized duration data. Section 3 reports the results from a set of Monte Carlo experiments conducted to study the consequences of the alternative ways of handling the discretized data. Section 4 reports the empirical results and the Þnal section concludes.
Model and Estimators
Let the tth continuous duration be denoted by D t . The duration arises as a difference between two real transaction times, τ , indexed by k and k − 1, i.e. D t = τ k − τ k−1 .
When transactions are recorded at a second-level scale, the observed duration measure [.] signiÞes integer-value, is in seconds and hence integer-valued.
For a frequently traded stock the durations are on average short and then d t will take on one value from a set {0, 1, 2, . . . , M t }, where max{M t } T t=1 is a relatively small number and T is the length of the time series sequence of consecutive durations. Given an assumption about the continuous and conditional distribution of D t and given the information set ∆ t−1 = {D 1 , D 2 , . . . , D t−1 } it is straightforward to obtain the probability for d t equal to some integer k given ∆ t−1 , as
In the sequel of this and the next section we only consider the conditional exponential duration model, but any other reasonable duration distribution could have been considered instead. By focusing on the exponential model the technical aspects are kept simpler than for most other models, and the main ideas remain unaltered. For the exponential conditional duration model with conditional mean E(D t |∆ t−1 ) = θ t > 0 and conditional variance V (D t |∆ t−1 ) = θ 2 t we get explicit expressions for q tk as
Since we can write D t = θ t ε t , with ε t exponentially distributed with parameter one, we obtain the conditional expectation of
It may be shown that E(D t |d t = k, ∆ t−1 ) ≤ k for k ≥ 1 and that E(D t |d t = 0, ∆ t−1 ) ≤ 1 2 , i.e. both conditional expectations can be expected to be smaller than their corresponding mid-interval values. Equality arises only when θ t → ∞.
In the conventional continuous duration framework advanced by Engle and Russell (1998) the θ t function is of the type:
where x t is a vector of predetermined variables containing, e.g., past prices. Setting ξ t = D t − θ t in (4) enables us to rewrite the model on the alternative form
This is an ARMAX model in the continuous exponential duration variable. Obviously, other speciÞcations are also feasible (e.g., Bauwens and Giot, 2001, ch. 3).
Estimators
We Þrst consider estimation that accounts for the discreteness in the conditional variable d t to be explained. Later we extend the estimation setup by also considering the discreteness in the lagged durations that serve as explanatory variables in the θ t function.
The log-likelihood function for the discrete conditional variable of (2)-(4) takes the
where r = max(p, q) + 1 and η t = 0, for y t = 0, and η t = 1, for y t ≥ 1. The associated score vector can be expressed
Obviously, other duration densities such as Weibull or log-logistic could also have been applied. In the absence of strong a priori arguments for a particular model one avenue would be to specify an even wider class of densities such as the generalized gamma. The
Appendix gives expressions for the Weibull and Burr models, which also will be used in the empirical study below.
For (4)- (5) with the indicator variable d t = 1 for the latter interval. Let θ t = αD t−1 in the true case and θ t = αd t−1 in the assumed case. The score for the assumed model is
expansion of the score ∂ ln L/∂α around the true parameter value and manipulation shows that the bias depends on D t−1 − d t−1 . As this difference can be expected to be larger than zero, the ML estimatorα can be expected to be too large, or alternatively the estimated mean can be expected to be too small.
The ML estimator is consistent and asymptotically normal when α 1 = α 2 = . . . = α q = 0 (no measurement errors as d t−i , i = 1, . . . , q, are not included in θ t ) and the β 1 , . . . , β p parameters are such that the {D t } sequence is stationary. An early proof of the asymptotic results for a scalar case is due to Kulldorff (1961) , who also studied the loss in efficiency that results from discretizing the time scale. Engle and Russell (1998) 
The required conditional expectation is given in (3) and should be evaluated atψ (the E-step). The E and M steps are iterated until convergence. Note that the M-step uses the continuous exponential variable log-likelihood function and should therefore be computationally straightforward. The score vector is
Consider next an EM-algorithm that attempts to account also for the presence of d t−i when the true D t−i would have been preferred in θ t . Little and Rubin (1987, ch. 8) consider a problem of missing observations in a Gaussian AR(1) model, but there appears to be no reported research on the type of problem we have in mind. Recall that the density is a conditional one so that conditioning on past d t−i and not on future d t+j appears
This expression is a difficult one to use as it involves taking expectations of past D t−i with respect to more recent d t , because it involves nonlinearities, and because different time periods are interwoven in the Þnal expectation expression. Therefore, no attempt is made at obtaining an exact EM-algorithm in this paper.
An ad hoc EM-algorithm could use Eψ (D t |d t , ∆ t−1 ) for all t and hence also for those lags that are included in the z t vector. The performance of this estimator is studied by
Monte Carlo simulation in the next section and also used empirically.
The simulated maximum likelihood (SML) estimator (Gourieroux and Monfort, 1991) offers an interesting approach to coping with the discreteness of the data. Unfortunately, the results of Cappé et al. (2002) suggest that the SML estimator may be a very time demanding exercise as the number of replications should increase with the number of observations. For high frequency data the sample size is usually large. Note also that the current context differs from the dynamic limited dependent variable model considered by, e.g., Lee (1997) .
An obvious way of attempting to avoid the bias arising from measurement errors in lagged variables would be to specify the joint distribution for {∆ t }. It would then be possible to avoid the measurement error problem by accounting for the discretization for all t. Unfortunately, such modelling would also be subject to even larger risks of distributional misspeciÞcation as multivariate distributions can come in many alternative shapes. Computationally it is potentially a difficult problem. Closely related to this idea and more directly focusing on the discrete data would be a direct speciÞcation of an inhomogeneous Markov chain with transition probabilities depending, e.g., on x t .
The geometric distribution is the discrete time equivalent of the exponential distribution and with a conditional interpretation the lagged d t−i presents no problem. When data is genuinely continuous this can at most be regarded as an approximation. The likelihood function for a mean µ t and variance µ t (1+µ t ) geometric distribution is (e.g., Cameron and
For time invariant µ the maximum likelihood estimator is of the explicit form;μ = P T t=1 d t /T and V (μ) = µ(1+µ)/T . It can be demonstrated that the estimator is biased and inconsistent when data is generated according to a continuous exponential model. To specify a dynamic model we set the conditional mean
. The covariance matrix of the estimator is estimated by the inverse of the information
and evaluated at estimates.
Monte Carlo Study
In this section we study the properties of the estimators for the various model versions when data are artiÞcially generated according to conditional exponential and Weibull models.
We specify the conditional mean function that is used in generating the underlying D t data as Engle and Russell (1998) give the following moment results for the exponential model
These results can be obtained by substituting θ t−1 ε t−1 for D t−1 with ε t−1 exponentially distributed with parameter one. From the variance expression it follows that the parameters should satisfy 2α 2 1 + β 2 1 + 2α 1 β 1 < 1 and from the mean expression they should also satisfy α + β < 1. In the experiments with Weibull distributed durations we employ standardization to obtain the mean and variance of the exponential model, cf. the Appendix.
The study uses α 1 = 0.2, 0.3 and 0.4, β 1 = 0.15, 0.2 and 0.25, and α 0 = 2.5, 5 and 10, to give mean durations in the range 3.8 − 28.6 seconds with variances in the range 4.2 − 50.5. For the Weibull model we use γ = 0.8, which corresponds to negative duration dependence. The time series length is set at T = 5 000 and 50 000. The T = 5 000 case corresponds to a short time series length for frequently traded stocks, and T = 50 000 is used only for the shortest durations (α 0 = 2.5) and exponential data. In each design cell 1000 replications are generated starting from the same initial seed. In generating the series and exponential data. It is quite obvious from the patterns for both parameters that the ML estimator based on continuous data has small bias. All other estimators are based on discretized data and manifest some bias for short durations, while bias is much less of an issue for longer durations. The largest bias for α 1 = .2 and the shortest duration of 3.8 seconds is noted for the grouped data ML estimator and amounts to 6 percent.
For the EM-algorithm the corresponding bias is less than 3 percent. For both parameters there is a clear-cut ranking of the estimators, in particular for the short mean durations.
The biases of the EM-algorithm are smaller than the biases of the discretized data ML and grouped data ML estimators. It appears that the grouped data ML estimator has the weakest performance. As the EM-algorithm in this particular case is rather fast to calculate it is our tentative choice of a best estimator. Table A1 contains the detailed biases (all multiplied by 100) for the parameter estimators. For T = 50 000 corresponding results are given in Table A3 for short mean durations (α 0 = 2.5). The results reiterate the main conclusions derived from Figure 2 . It is quite apparent that all estimators but the continuous data ML estimator (C) have a bias and that the EM-algorithm comes out as the least biased estimator for discretized data. For Weibull data, cf. Table A4 , the internal ranking between estimators remain relatively unaltered.
The MSE results of the α 1 and β 1 estimators are exhibited in Figure 3 for T = 5 000 and the exponential data. When it comes to the MSEs for β 1 the most apparent feature is their striking similarity across mean durations. For this parameter the MSE is then completely dominated by the variance component. For α 1 there is some variation for short durations and for the long ones (see also Table A2 ). The MSE of the EM-algorithm is not much different from those of the continuous duration ML estimator based on discretized data and the grouped data ML estimator. Among the latter two, the grouped data ML estimator has the weaker performance for short mean durations. For T = 50 000 there is an expected drop in MSEs due to sample size, but the ranking between estimators remain unaltered. As expected the MSEs of the base case ML estimator for the exponential model (C) are the smallest in most cases, and also for the Weibull generated data, cf. Table A5 .
In summary, among the estimators accounting for discretized data model the EMalgorithm is the preferred estimator in terms of bias. With respect to MSE it is not worse than the two competitors, though differences are quite small. No estimator manages to completely avoid bias for short mean durations.
Empirical Results

Data and Descriptives
Empirical The matrix is asymmetric so that independently of the size of d t−1 the next duration d t is most likely shorter. For instance, given d t−1 = 3, 52.7 percent of the durations at t can be expected to be shorter than or equal to d t = 3. Figure 5 gives the autocorrelation function for the time series of successive durations. The autocorrelations are quite small but the function decreases only slowly. Note that all autocorrelations are positive. The partial autocorrelations decrease rather quickly and are approximately zero after 5-6 lags.
The patterns of Table 1, Figure 5 and the partial autocorrelation function indicate that the model should be able to capture low order both autoregressive and moving average effects. Figure 6 exhibits the seasonal pattern across the hours of the day. There appears to be a weakly increasing pattern so that trading is slightly less frequent (longer durations) towards the end of the trading day. There appears to be no strong reasons for deseasonalizing the series as done in some previous studies.
For a pure time series analytical approach (i.e. π = 0 in (4)) a reasonable starting point is to search for a model with p ≤ 3 and q ≤ 3. In addition, in the Þnal models we include as explanatory variables the price (mean 14.61, standard deviation 1.90), the 0 16.8 21.4 11.6 8.5 6.5 5.7 4.1 3.5 2.6 2.2 1.8 1 18.6 19.5 11.9 9.1 7.3 5.5 4.5 3.3 3.0 2.1 1.9 2 14.9 18.0 12.6 9.7 7.6 6.3 4.8 3.5 2.9 2.4 2.2 3 13.8 17.3 12.3 9.3 7.5 5.7 4.7 3.7 3.0 2.5 2.2 4 12.6 14.8 11.6 9.3 7.8 6.9 4.9 3.9 3.3 2.9 2.1 5 11.6 14.5 12.3 10.6 7.7 5.6 4.3 4.1 3.2 3.3 1.9 6 12.2 13.8 10.0 8.7 7.1 6.1 5.0 4.5 3.3 3.0 2.3 7 12.3 13.6 9.3 7.9 7.9 6.1 4.9 4.5 3.7 3.1 3.0 8 11.8 12.9 9.7 8.4 7.3 6.3 5. spread (0.10, 0.02) and the number of traded stocks (2134.5, 1.48·10 6 ) ending the previous duration. Including the Þrst two variables as changes instead of as levels was rendered empirical support, see below. For example, the price part of the model, π 1 p t−1 + π 2 p t−2 , was used and empirically we foundπ 1 ≈ −π 2 . This suggests the use of a restricted π(p t−1 − p t−2 ) = π∇p t−1 speciÞcation, i.e. in terms of a change.
Estimation Results
To estimate the parameters we assume three parametric density speciÞcations that have been used previously -the exponential, the Weibull and the Burr (see the Appendix for a brief account of the latter two distributions). The Weibull contains the exponential model as a special case. The Burr model is more ßexible than Weibull in that it has more parameters and then a more ßexible hazard function. The Burr model does not nest neither the exponential nor the Weibull models, so that straightforward use of, e.g.,
likelihood ratio tests for model selection is ruled out. We employ two versions of the EM-algorithm for the exponential model.
The continuous exponential model served as a tool for determining the model speciÞ-
The best model has R 2 = 0.1. There is some remaining serial correlation in all models to be reported and this could not be eliminated, cf. Figure 5 for the autocorrelation function corresponding to column one of Table 2 . 2 Note that no serial correlations are determined for the discretized models. No serial correlation remains in the squared residuals, except for in the Burr model and for the model of the Þnal column of Table 2 .
Individual correlations are, however, quite small and the Ljung-Box statistic is obviously inßuenced by the large sample size.
The estimation results are presented in Table 2 -4. The parameter estimates are throughout almost exclusively of the same sign, roughly of similar sizes and when signiÞcant this happens across models and estimators. Note that there are more lags in these models than in most previous models. arity condition on the α and β parameters, albeit with a rather narrow margin. Initially alternative lag structures (different p and q values) were tried. Table 2 also reports on how explanatory variables should be included. There is strong support throughout for utilizing change variables for the price and spread. If, e.g., the price follows a random walk the change corresponds to the innovation or the unpredicted new information over the previous duration. A positive price change leads to a longer duration. The effect of the spread change is negative but not signiÞcant. A higher trading volume prolongs the next duration but not signiÞcantly so. The Þnal column suggests that separate inclusion of v t−1 and v t−2 is preferable judging by the log-likelihood values. However, the serial correlation properties speak against this speciÞcation. The change variables will be retained in all further model estimations.
In Table 3 a comparison within the exponential model of using continuous or grouped data is reported. There are no substantial differences between the ML estimators based on the two data types. The two versions of the EM-algorithm are quite similar, too. Note: See Table 3 for explanations.
Given this result, arguments supportive of the conventional QML estimator even if data are discretized are strengthened. Table 4 Table 4 and evaluated at the sample mean of the duration variable, and a life table estimated hazard function.
sample mean and estimates from Table 4 are used for γ and λ. The hazard functions are hardly distinguishable and decrease rapidly within the Þrst second, but are roughly constant thereafter. Hence, these hazards differ the most from the life table estimate in the (0,1) interval and discrimination between the two parametric models would obviously be much strengthened is short and continuous duration data in the (0,1) interval were available.
We also studied whether the response to news is symmetric in the sense that positive and negative news affect subsequent durations in the same way. The potentially asymmetric response to news (the variables are constructed as ∇x + t = max(0, ∇x t ) and ∇x − t = min(0, ∇x t )) is studied in terms of the price and spread changes within the framework of the grouped data Weibull and Burr models. By likelihood ratio tests we Þnd no evidence of asymmetric response to price changes and the two estimates for positive and negative changes are quite similar. There are different responses to spread changes depending on their signs, but not signiÞcantly so. Individually neither of the spread change effects appear to have a signiÞcant effect.
Conclusions
The paper has discussed the discrete nature of duration measures between transactions in stocks and studied the consequences of this discretization of a continuous time scale.
Grouped maximum likelihood and EM-algorithm estimators were discussed. In the small Monte Carlo study the EM-algorithm that accounts for the discrete nature of the data both in the outcome and the lagged explanatory variables comes out as the best estimator of the compared ones. In the empirical study the differences between estimators are generally quite small, and the EM-algorithm and ML estimators based on discrete data are not too different from ML based on grouped data and Weibull and Burr models.
When it comes to the effects of explanatory variables the study provided support for using changes rather than levels to reßect news. There is throughout a signiÞcant and positive effect of news about prices and a negative effect of a change in the spread.
The spread effect is not signiÞcant, however. A higher volume has an insigniÞcant but prolonging effect in most cases. We could not Þnd statistically signiÞcant support for an asymmetric response to news about spreads nor about prices. The log-likelihood function value of the Burr is larger than for other models but the models are not nested. In addition, the serial correlation properties of the exponential and Weibull models speak in favor of these two models. A generalized gamma was also employed and provided a better Þt to the data than both the exponential and Weibull models. A reason for not reporting generalized gamma results is the numerical problems we faced in obtaining standard errors.
Corresponding to the log-likelihood function in (6) we have
where the Þnal step is notational. The derivatives for l t are
The conditional expectations corresponding to those in (3) and required for EM-algorithms are of the form
where c = θ t Γ(1 + γ −1 ) and P (., .) is the incomplete gamma function (e.g., Press et al., 1992, p. 209) . Bauwens and Giot (2001, pp. 101-104) give the Burr density function:
with mean and variance
The survival and hazard functions arē
Using (A.4)-(A.6) it is then possible to obtain the log-likelihood function corresponding to (6) and then to obtain ML estimates. The derivatives ofF (D) with respect to γ, θ (and ψ) and λ make up the score vector and are given by Data are generated as exponentially distributed. 
