In the single-user scenario in data communications, the identification and equalization of the channel can be accomplished blindly (i.e., without training sequences) using second-order statistics (SOS) if suitable diversity in the received signal is exploited. Diversity can be temporal, spatial, or both. In this paper one well known SOS based blind identification and equalization (BIE) of communication channels is extended to the multi-input scenario. It is shown that the application of this SOS-BIE procedure reduces the system to a problem of blind source separation (BSS) of instantaneous linear mixtures. The users' signals can then be recovered in a second stage through appropriate BSS techniques, typically requiring higher-order statistics.
INTRODUCTION

Problem definition and objectives
In point-to-point digital communications, linear channel distortion introduces intersymbol interference (ISI) in the received signal, generating errors in symbol detection. Traditional equalizers were based on training sequences, while blind channel estimation and equalization methods do not require training sequences.
Original blind equalizers were based implicitly on the higher-order statistics (HOS) of the received signal [l, 2, 31 . However, due to the larger estimation error of HOS with respect to second-order statistics (SOS), these methods are computationally demanding. It is well known that when the input signal is stationary, SOS can only identify minimum-phase channels. The groundbreaking paper [4] first proved that nonminimum-phase channels can indeed be identified using SOS if the received signal exhibits cyclostationarity. SOS-based blind channel identification and equalization is possible in the so-called single-input multiple-input (SIMO) systems [4, 5] . In multi-user com- With the above assumptions, the continuous-time complex baseband received signal can be expressed as:
Sampling at a rate fs = l / T y = P / T from an initial instant t o = 0 (without loss ofgenerality) yields: 
( 6 )
(8)
Matrix H&, with dimensions N x ( N + M ) , is the so-calledfiltering matrix associated with the linear filter hr). Filtering matrix H N , which represents the overall system, is of dimensions L N x q(N + M ) .
Multiple sensors
Alternatively, the receiver could exploit spatial diversity by means of K sensors located at different points in space.
In such a case, let h t ) ( t ) denote the impulse response between the kth source and the ith sensor. The continuoustime received signal at the ith sensor then reads:
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With 'obvious symbol redefinitions and suitable restatement of assumptions (Al)-(A3), the equivalent matrix model of the received signals sampled at the baud rate also shows the shape of (9). Now the number of virtual channels is equal to the number of sensors, L = I<. In addition, one can oversample the output of each sensor by a factor of P , giving rise to L = PIC virtual channels.
Sampling below the baud rate (subsampling) is also feasible as long as L > q (as will be justified in the next section). In any case, ail these situations can be represented by (9), a linear system of dimension LA' x q ( N + M ) . In the sequel, the subindex N (e.g., in H N ) will be dropped when no ambiguity exists.
Identifiability
The objectives of blind identification and equalization are (1 1) where s r l ( i ) denotes the ith element of vectors,. A necessary condition for blind identifiability is that the filtering matrix be full column rank, which can only hap- 
EXPLOITING SOURCE TEMPORAL WHITENESS
Introduction
Tong et. al. [4] were the first to realize that blind channel identification of nonminimum-phase systems is possible from the SOS alone in the single-user (SIMO) case. It was based on the decomposition of the autocorrelation matrices of the observed vector at two different time lags. Here, we extend this approach to the multi-user scenario.
The application of this extended procedure leaves an ISIfree spatial mixture of the sources unresolved. An extra assumption that the information sequence is temporally white is used in Tong's method. This assumption is easily extended to the multi-user case:
(A4) The autocorrelation function of symbol sequences is given by: 
E [ S~,~~~S~,~, ]
Channel identification
The following is a direct extension of the blind channel identification procedure presented in [4] and explains how the channel can be estimated from R, (0) and R, (1).
Form the whitening matrix W = S-'UH. Then Remark that there are indeed q different (left and right) singular vectors associated to the null singular vectors of
