In this paper, we propose two methods for computing a sequence of circumscribing polygons for a simple polygon. These methods are based on the greedy method, and are called the naïve method and pocket method. The computational complexity of the two methods is O(n 2 ) time and O(n) space for a simple polygon with n vertexes. We applied two methods to sets of simple polygons. We measured the number of intersection checks of two line segments and the execution time of each methods.
Introduction
For a given polygon P , computing a polygon that contains P , called a circumscribing polygon of P , is a fundamental and important problem. Many results were shown in the Handbook of Discrete and Computational Geometry [4, Section 26.5] . A polygon with n vertexes is called an n-gon.
For a given convex n-gon P , Aggarwal and Park [1] proposed a method for computing the circumscribing k-gon with minimum area among all circumscribing k-gons of P . The computational complexity of the method is O(nk + n log n) time and O(kn) space. For a given n-gon, Michell and Polishchuk [5] proposed a method for computing a minimum perimeter circumscribing k-gon in O(nk log k) time.
We considered the problem of computing a sequence of circumscribing k-gons (k = 3, . . . , n−1) for the given convex n-gon P . We previously had proposed two constructive methods for a convex polygon: optimal and greedy methods [6] . The former method computes a sequence of the minimum area circumscribing k-gons with O(n 2 log n) time and O(n 2 ) space based on Aggarwal's method [1] . The latter method computes a sequence of nearly minimum area circumscribing k-gons for k ≥ 5 with O(n 2 ) time and O(n) space. We also proposed a modified greedy algorithm (Algorithm 1, [6] ) that can be done in O(n log n) time and O(n) space by outputting a sequence of removing vertexes from P . The modified greedy algorithm makes good use of a Algorithm 1 The modified greedy algorithm used for computing a sequence of circumscribing polygons for a convex polygon [6] Input P = (p 0 p 1 . . . p n−1 ) : convex polygon with n vertexes; Output {P k } : sequence of polygons, P k is k-gon, P k ⊃ P (k = 3, 4, . . . , n − 1);
1. for i := 0 to n − 1 do if (cross point q i of lines l i−1 , l i+1 1 exists on the same side of p i ) then
(1) Compute area S i of △p i q i p i+1 ; (2) Add pair (i, S i ) with key S i to heap H; 2. for k := n − 1 down to 3 do (1) Get a pair (i, S i ) from H (S i is the smallest area in H); (2) Output the index i of S i and point q i ; (3) Update (i − 1, S i−1 ) and (i + 1, S i+1 ) in H; small amount of memory since the space complexity is linear.
A simple polygon is a polygon in which any edge does not intersect without the end points of edges and is more general than a convex polygon. In this paper, we deal with the following problem.
Problem. Given a simple polygon P with n vertexes. Compute a sequence of circumscribing k-gons {P k } (k = 3, . . . , n−1), where
We propose two methods for computing a sequence of circumscribing polygons {P k } for a simple polygon in Section 2, show analysis of proposed method and experimental results in Section 3.
Methods

naïve method
In this section, we propose a method for computing circumscribing polygons for a given simple polygon P , called the naïve method.
Algorithm 2
The greedy algorithm used for computing a sequence of circumscribing polygons for a simple polygon Input P = (p 0 p 1 . . . p n−1 ) : simple polygon with n vertexes; Output {P k }: a sequence of polygons, P k is k-gon, P k ⊃ P k+1 (k = 3, 4, . . . , n − 1); 1. Compute convex hull of points of P ;
Let c be the number of vertexes of the convex hull; 2. Compute area and candidate point;
for i := 0 to n − 1 do 3. Output k-gon (k = n − 1, . . . , c);
does not intersect with any other edges of P ) then
is concave) and (p i−1 p i+2 does not intersect with any other edges of P ) then Compute S i+1 , add (i + 1, S i+1 ) to H and
The naïve method is shown in Algorithm 2. In Step 1, the convex hull of vertexes of P is computed and c represents the number of vertexes of the convex hull. We use Algorithm 2 for k = n − 1, n − 2, . . . , c and Algorithm 1 for k = c − 1, . . . , 3. Figure 1 illustrates the use of Algorithm 2. For the simple polygon P = (p 0 p 1 . . . p 19 ), as shown in Fig.1 (left), we first use Algorithm 2 to compute the convex hull for the set of points of P . The number c of vertexes of the convex hull is equal to 8.
Next, for each concave angle ∠p i−1 p i p i+1 indexed as i, the line segment p i−1 p i+1 is considered and the area S i of the triangle △p i−1 p i p i+1 is computed (for example, concave angle ∠p 1 p 2 p 3 indexed as 2, line segment p 1 p 3 and the area S 2 of △p 1 p 2 p 3 ). Then, the area is kept in a heap H and an array V [i].
We perform this computation in order. Because the line segment p 6 p 8 intersects with other edges p 0 p 1 and (Step 3(3) ). We also check that new line segments p 14 p 17 and p 15 p 18 intersect to other edges of a simple polygon. We repeat this step until the polygon becomes convex.
In the example, we obtain a sequence of vertexes, i.e., p 16 , p 12 , p 11 , p 3 , p 5 , p 15 , p 4 , p 6 , p 2 , p 7 , p 1 , p 13 . The simple polygons for the sequence are shown in Fig.1 (right), which also shows that Algorithm 2 adds triangles to the simple polygon to make a convex polygon for the given set of points. The polygon in Fig.1 has 20 vertexes. We add 12 triangles to the polygon, and obtain a convex polygon with eight vertexes, i.e., p 0 , p 8 , p 9 , p 10 , p 14 , p 17 , p 18 , p 19 .
pocket method
In this section, we propose pocket method and show related lemmas. We define in-vertex, out-vertex and pocket.
Definition 1 Let P be a simple polygon. Consider the convex hull of P , denoted by CH(P ). Suppose that the vertexes of P are numbered counterclockwise. A vertex p i of P is in-vertex when p i is on an edge of CH(P ) and the next vertex of p i is contained in the interior 2015 ISORA 978-1-78561-086-8 ©2015 IET of CH(P ), or it is out-vertex when p i is on an edge of CH(P ) and the previous vertex of p i is contained in the interior of CH(P ).
The subsequence of vertexes of the simple polygon from an in-vertex to the next out-vertex is called the pocket. Figure 2 shows vertexes on an edge p i p j of CH(P ). The vertexes p i , p i+3 and p i+6 are in-vertexes and the vertexes p i+2 , p i+6 and p j are out-vertexes. Note that p i+6 is in-vertex and out-vertex. There are three pockets in Fig. 2 . The first pocket is p i p i+1 p i+2 and the next is p i+3 p i+4 p i+5 p i+6 .
We show the following lemma.
Lemma 1 Let P be a simple polygon with n vertexes. Whether a vertex of P is in-vertex, out-vertex, or neither is determined in O(1) time and O(n) space by using CH(P ).
Proof: For each vertex p on CH(P ), we check whether the next and previous vertexes of p are in the interior of CH(P ). This check is done in O(1) using the edge of CH(P ) including p. 2
We also show the next lemma.
Lemma 2 Consider a simple polygon P = (p 0 p 1 . . . p n−1 ) and its convex hull CH(P ). Let p i and p j be an in-vertex and the next out-vertex of P , respectively. Then, the pocket p i p i+1 . . . p j and an edge p i p j form a simple polygon
Consider two vertexes p k , p l ∈ P ′ such that p k p l intersects with the interior of P ′ . If p k p l does not intersect any edge of P ′ , then p k p l does not intersect any edge of P .
Proof:
The first statement is tested as follows. Because the pocket is a part of simple polygon P , the edges of the pocket do not intersect each other. Moreover, because p i and p j are in-vertex and out-vertex, these vertexes are on an edge of CH(P ). As a result, the other vertexes of P are found in a half-space by the line containing p i p j . Therefore, p i p j cannot cross any other edges of the pocket. Thus, P ′ is simple polygon.
The contraposition of the second statement of the lemma is shown as follows: "if p k p l intersects an edge of P , then p k p l intersects an edge of P ′ ." There are two cases: (1) the edge of assumption is contained in P ′ and (2) the edge of assumption is not contained in P ′ .
In the first case, the edge of assumption becomes an edge of conclusion.
In the second case, there is an edge p m p m+1 , m ̸ ∈ [i, i + 1, . . . , j − 1] such that p m p m+1 intersects with p k p l . Let q be the cross-point between p m p m+1 and
Suppose q is contained in the interior of P ′ (Fig. 3  (a) ). Then, because every vertex of P is connected, p j or p i are connected with p m or p m+1 , which are contained in the interior of P ′ . In this case, p j or p i do not satisfy the condition of an out-vertex or in-vertex. This is a contradiction. As a result, the cross-point q is outside of P ′ ( Fig. 3 (b) ).
When we consider a point q ′ on p k p l and in the interior of P ′ and move from q ′ to q, we cross an edge of P ′ according to the Jordan curve theorem. 2
Remark 1
We notice that p k p l does not intersect with the interior of P ′ in Lemma 2. The situation is shown in Fig. 3 (b) : line segment p k+1 p l intersects p m p m+1 outside of P ′ . In this case, p k+1 p l does not intersect with any edge of P ′ . We can check this case in O(1) time.
From the lemma above, when a line segment p k p l intersects with an edge of P , the line segment intersects with an edge of P ′ . Therefore, we can independently deal with each simple polygon P ′ in Algorithm 2. For example, to test whether p 6 p 8 in Fig.  1 (a) is a candidate, we check with only eight edges, p 0 p 1 , p 1 p 2 , . . . , p 7 p 8 instead of all edges of P .
We utilize a faster method using Algorithm 2, called pocket method. The pocket method is described in Algorithm 3. The pocket method consists of four steps.
Step 1 and Step 4 of the pocket method are the same as those of Algorithm 2. In Step 2 of Algorithm 3, Step 2 and Step 3 of Algorithm 2 are applied to each pocket. The intersection check in Step 2 and Step 3 is done for only the edges of the pocket from Lemma 2.
Because a sequence of pairs is computed in Step 2 for each pocket, we merge these sequences of each pocket in order of the S i in Step 3. The merged sequence is the same as the output of Algorithm 2. Figure 1 explains the pocket method. In Step 2, three heaps were used.
We used sequences {(3, S 3 ), (5, S 5 ), (4, S 4 ), (6, S 6 ), (2, S 2 ), (7, S 7 ), (1, S 1 )}, {(12, S 12 ), (11, S 11 ), (13, S 13 )} and {(16, S 16 ), (15, S 15 )}, respectively. These sequences are merged in Step 3 by using sort by the area S i in O(n log n) time and O(n) space. Then, the output sequence {p 16 , p 12 , p 11 , p 3 , p 5 , p 15 , p 4 , p 6 , p 2 , p 7 , p 1 , p 13 } is constructed.
Algorithm 3
The pocket method for computing a sequence of circumscribing polygons for a simple polygon Input P = (p 0 p 1 . . . p n−1 ) : a simple polygon with n vertexes; Output {P k }: a sequence of polygons, P k is k-gon, P k ⊃ P k+1 (k = 3, 4, . . . , n − 1); 1. Compute convex hull of points of P ;
Let c be the number of vertexes of the convex hull; 2. For each pocket:
Apply the Step 2 and the Step 3 of Algorithm 2 and get the sequence of the pair (i, S i ) for the pocket; 3. Merge these sequences of pockets to a sequence in the order of the S i ; 4. Compute P k (k = c − 1, . . . , 3) using Algorithm 1.
Results
worst-case analysis of naïve method
We analyze the computational complexity of Algorithm 2.
Step 1 and Step 4 are accomplished in O(n log n) time. V [ ] is an array whose element has the current area S i , indexed as i. We use V [i] to check whether the area of a pair in H has a current area S i . When the area of the pair in H is equal to S i , the value of the heap is used (Step 3(1) ). Because the heap contains the current area S i , the repeated operation is always completed. In Step 3(3), we add new elements to the heap. The number of added elements is at most 2n. The adding of a pair is done in O(log n) time and repeats at most 2n times. The total complexity was O(n log n) time and O(n) space.
We evaluate the number of intersection checks in Step 2(2) and Step 3(3). When an edge do not intersect any other edges of P , the edge is used as a candidate edge. Because P has n edges, the intersection check needs to be performed n times. In each step, the check repeats n times. As a result, Step 2(2) and Step 3(3) need to be performed O(n 2 ) times.
Theorem 1 Algorithm 2 computes a sequence of kgons circumscribing a simple polygon P with n vertexes in O(n 2 ) time and O(n) space.
average-case analysis of pocket method
The worst-case complexity of the pocket method is the same as that of naïve method. We consider the averagecase complexity of the pocket method when points are distributed over a disk region and square region.
First, we analyze the average-case complexity for a disk region. Reynaud [8] introduced the following theorem.
Theorem 2 [8] For n points in d-dimensional space selected from uniform distribution over a sphere, the expected number of facets of a convex hull is Θ(n (d−1)/(d+1) ).
When d = 2, the expected number of edges of convex hull is Θ(n 1/3 ) for n points over a disk region and the expected number of vertexes is also Θ(n 1/3 ).
We estimate the expected number of points in each pocket. A pocket can be found between the adjacent vertexes of a convex hull of the given simple polygon. Because the expected number of vertexes of the convex hull is Θ(n 1/3 ), the expected number of pockets E[#pocket] is bounded by O(n 1/3 ). The expected total number of vertexes in all pockets, i.e., the expected number of interior points of the convex hull, is n − Θ(n 1/3 ). Then, the expected number of vertexes in a pocket is (n − Θ(n
For each pocket, the Step 2 of Algorithm 3 is executed and done in the square of the number of vertexes of pockets. Therefore, Step 2 is done in
2 time for a pocket. Because a simple polygon has E[#pocket] pockets on average and
Step 1, Step 3 and Step 4 are done in O(n log n) time, the total time complexity of the pocket method is
. (1) Next, we analyze the average-case complexity for a square region. Preparata and Shamos [7] developed the following theorem. When d = 2, the expected number of edges of convex hull is O(log n) and the expected number of pockets E[#pocket] is bounded by O(log n). An equation similar to Equation (1) is obtained using the same method as described for Equation (1) .
Although E[#pocket] is bounded by O(n 1/3 ) (the disk region) and O(log n) (the square region), the lower bound is not shown. We evaluate E[#pocket] and the time complexity of Algorithm 3 by using the computational experiments in Table 2 and Table 3 .
experimental results
In this section, we explain the experimental results of the naïve method (Algorithm 2) and pocket method (Algorithm 3).
We implemented the naïve method and pocket method. The former is a straight implementation of Algorithm 2 and its computational complexity is O(n 2 ) First, we explain our data set for the experiments, as shown in Table 1 . We selected n vertexes from the disk region, which has a center that is the origin and a radius of 5000 (or from the square region [0, 10000] × [0, 10000]), and created a simple polygon with n vertexes. We make 1,000 simple polygons for each n. The datasets consisted of 1,000 simple polygons with n vertexes (n = 64, 128, . . . , 4096). Table 2 shows the number of vertexes of the convex hull and pockets for the disk region. The second row of Table 2 shows the average number of vertexes of the convex hull. The average number is proportional to n 0.337 (Fig.4, upper) and in good agreement with Theorem 2. The third row of Table 2 shows the average number of pockets in a simple polygon. We plotted the average number of pockets (Fig.4, lower) .
The fifth row of Table 2 shows the ratio of the average number of pockets to the average number of vertexes of the convex hull. When the number of vertexes is large, the ratio seems to approach about 0.8. The variance of the number of pockets is small; for example, the variance is 19.544 when n = 4096. Table 3 shows the number of vertexes of the convex hull and pockets for the square region. Figure 5 is a log plot of the average number of vertexes of the convex hull (upper) and the average number of pockets (lower) against the number of vertexes. The log plot in Fig.5 (upper) demonstrates that the average number of vertexes of the convex hull is proportional to log n and in good agreement with Theorem 3. Table 4 shows the experimental results of the naïve and pocket methods for the disk region. We counted the number of intersection checks in Step 2(2) and Step 3(3) of Algorithm 2 and in Step 2 of Algorithm 3 because the intersection checks in these steps have the largest time complexity O(n 2 ) in the algorithms. The second and third rows in Table 4 are the average numbers of intersection checks for the naïve method and pocket method, respectively. The fourth row is the ratio of the number of the intersection checks for the pocket method compared with the naïve method. The ratio becomes half when the number of vertexes is doubled.
We also measured the computation time. The fifth and sixth rows in Table 4 are the average computation times for the naïve and pocket methods, respectively. The seventh row is the ratio of the time for the pocket method to that for the naïve method. The ratio tends to be small when the number of vertexes is large. Table 5 shows the experimental results of the naïve and pocket methods for square region. Each row of Table 5 is the same with that of Table 4 . Figure 6 is a log-log plot of the average number of intersection checks against the number of vertexes for the disk region. We add an exponential approximation for each method. The equations of the exponential approximations are 1.779 · n 2.08 for the naïve method and 3.217 · n 1.15 for the pocket method. The former is in good agreements with the analysis in Theorem 1. The latter is much better than expected from Equation 1. Figure 7 is a log-log plot of the average number of intersection checks against the number of vertexes for the square region. The equations of the exponential approximations are 1.607 · n 2.10 for the naïve method and 3.173 · n 1.16 for the pocket method. Figure 8 is a log-log plot of the average computation time against the number of vertexes for the disk region. for the naïve method and 0.0033 · n 1.35 for the pocket method. The exponents of these equations are almost the same; however the ratio of the average computation time for the pocket method to that for the naïve method is between 0.113 and 0.271, and the average of the ratio is about 0.196. Figure 9 is a log-log plot of the average computation time against the number of vertexes for the square region. The equations of the approximation are 0.0196 · n 1.34 for the naïve method and 0.0035 · n 1.36 for the pocket method. In this case, the ratio of the average computation time for the pocket method to that of the naïve method is between 0.107 and 0.321, and the average of the ratio is about 0.217.
Conclusion
In this paper, we propose two methods to compute a sequence of circumscribing polygons for a simple polygon with n vertexes. These methods are based on the greedy method. The naïve method (Algorithm 2) is done in O(n 2 ) time and O(n) space. The pocket method (Algorithm 3) is done in O(n log n) + O(n 2 )/E[#pocket] time on an average. These methods report only a sequence of vertexes. When we want to use k-gon, we need to remove the first n − k vertexes in the output sequence. This step is done in O(k) time. A dynamic data structure for checking segment intersections was proposed by Agarwal and Sharir [2] . The data structure needs O(n (1+ε)
2 ) preprocessing time, O(n (1+ε)/2 ) time for intersection checks and O(n 2ε ) time for the insertions and deletions of segments when n 1+ε storage is used (ε is small constant). If the data structure is used in Algorithm 2, the computational complexity is theoretically O(n 3/2+ε/2 ) time and O(n 1+ε ) space.
The dynamic data structure is too complicated to implement. In contract, the pocket method is simple and easy to implement and the computation time is O(n 1.35 ) for the disk region and O(n 1.36 ) for the square region in our experiment. The average and maximum computation times of the pocket method were less than 0.239sec and 1.233sec (for n ≤ 4096, disk region) and 0.254sec and 0.594sec (for n ≤ 4096, square region), respectively. 
