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In this paper we are going to give an answer to the following two 
questions. 
Let K be a field and A4 the space of n x n square matrices with coef- 
ficients inK. 
The first question we want to investigate iswhat are the equations of the 
subvariety A’, of ikf, consisting of rank h matrices A such that A2 = A. By 
equations we mean of course a set of explicit generators of the prime ideal 
of x,. 
The second question is what are the equations of the varieties Yh, 
h <n/2, which are the closures of the nilpotent conjugacy classes in h4, E, 
consisting of matrices of rank h whose square is the matrix 0. 
In this case we shall also prove that these varieties Y, are normal and 
Cohen-Macaulay in arbitrary characteristic, thus generalizing a result of 
Hesselink [3] to arbitrary characteristic. 
Note that in characteristic 0 all closures of nilpotent conjugacy classes 
have been proved to be normal and Cohen-Macaulay by Kraft and Procesi 
[4], but our method is not suitable for generalizing their result. 
The method used in this paper is the one of Hodge algebras [ 11, namely 
we shall exhibit an explicit linear basis for the coordinate rings of the 
varieties X,, and Y,. 
1. THE EQUATIONS OF THE VARIETIES X,, AND Y, 
In this section we are going to describe the equations of the varieties A’,, 
and Yh. We start with X,, and reduce the determination of the equations of 
X, for arbitrary h to that of the variety X,, for h <n/2. 
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To do this, let us consider the afline isomorphism 
defined by 
II/(A)=Z-A 
A E M, I the identity matrix. 
Clearly + induces the isomorphism $, of the coordinate ring R = K[xii], 
i,j=l *. . n of M, defined by 
$*txi,)= -xij~ i#j, 
@*(Xii) = 1 -- X;;. 
Note now that $(Xh)=Xneh. As a matter of fact, if A EX~, we have 
Im(Z- A) = Ker A, thus rank(Z- A) = n - h. 
Moreover (I- A)2 = Z+ A2 - 2A = I- A, so $ induces an isomorphism 
of X,, onto X, _ h and $ * maps any set of generators of the defining ideal of 
X,, onto a set of generators of the defining ideal of X,- ,,, therefore the 
determination of the equations of X, is reduced to the determination of 
those of X,, _ ,, and so, from now on, let h < n/2. 
Given a matrixA, we denote by ~(.z)=z”-s~z~~‘+s~z~-~+ ... + 
( - 1)” s, the characteristic polynomial of A. 
It is now clear that if A E X,, we have that 
0 if i>h 
if i< h. 
Furthermore, for X, we have the obvious equations given by rank(d) < h 
for any AEX~ and A2=A. 
Now let X = (xi/) be any n x n matrix of indeterminates and set pii equal 
to the (i, j) entry of X2, i.e., 
Pij= i xilx!, 
/= 1 
Moreover, let si(xij) be the ith coefficient ofthe characteristic polynomial 
of X as above. 
Then our result on X, is the following: 
THEOREM 1.1. The ideal Z,, of definition of the variety X,, is generated by 
the following polynomials: 
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(1) the determinants of the (h + 1 )th order minors of X; 
t2) PijAxij; 
(3) si--(s), idh. 
For Yh our result is only slightly different. Namely we have: 
THEOREM 1.2. The ideal J,, of definition of the variety Y,, in M is 
generated by the following polynomials: 
(1) the determinants of the (h + 1 )-order minors of X; 
t2) Pij; 
(3) s,, id h. 
It is clear in both cases that the polynomials lie in ihe ideals of definition. 
We shall deduce Theorems 1.1 and 1.2 studying certain varieties Z, con- 
tained in Mx A’. Precisely, let R[t] be the coordinate ring of Mx A’. Then 
Z,, is defined as the zero locus of the following set of polynomials: 
(1) the determinants of the (h + 1 )-order minors of X; 
(2) Pij- txi, 
(3) s,-(r) t’, idh 
(*I 
Thus Z, consists of the pairs (A, x), A E M, x E A’, where A2 = xA. 
THEOREM 1.3. The reduced coordinate ring of Z,, is R[ t]/Khr where K,, is 
the ideal generated by the polynomials l), 2), 3) in (*). 
2. THE COORDINATE RINGS OF THE VARIETIES Z,, X,,, Y, 
The goal of this section is to given an explicit linear basis for the coor- 
dinate rings of the varieties Z,,, X,,, Y,,. 
In order to obtain this, let us introduce some notation and recall a few 
facts from [2]. 
First the symbol 
Cb, ‘. . b, ) a, . ..a.-.l, 
1 < 6, ,..., b,, a, ,..., a,-, <n, will mean 0 if there are two distinct indices I 
and s for which b,= b, or a,= a,, otherwise let {q, . . . qr) be the com- 
plement of {a,...a,-,} in (1 . . . n} and let 6 be the permutation 
1 . . . . . . . . . . . . . n 
a, ...a n-r41”‘4r > 
of 1 ... n. 
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Then by 
Cb, .~.b,la,...a,~,] 
we mean the determinant of the r x r matrix formed by the rows of indices 
b, . b, and columns of indices q1 . . . q, multiplied by sg(6). 
Now let K, as before be the ideal generated by (1 ), (2), (3) in (*). 
We shall consider the polynomials [b, . . . b, ( a, . . . a, _ ,] modulo K,,. So 
we immediately have that [b, . . .b, ) a, . . . a, ~ ,] = 0 for r > h by relation (1) 
in (*). 
Thus we can restrict our attention to the case r < h. Since 2h < n, then 
r < n - r, so we write our elements [b, . . . b, 1 a, . a,- ,] using the symbol 
(;; 1; y-j. 
We need one more piece of notation. Given the elements: 
( 
U,,..~.~.U,,-,, ... U/,““‘U,-., 
h-b,,, > ( b,, . . . b/i+, > 
and assuming that Y, > r2 > ... > r,, we denote their product by the 
tableau a,,... . . . . ‘uln-r 
and we call the nonincreasing sequence n - r,,..., n - rl, rl . . . r, the “Young 
diagram associated to T.” 
We notice that in this way we obtain exactly the set of Young diagrams 
D=(Y, . . . y,) with 
(a) m=2q, (b) ~.j+~2~-i+l=n. 
Moreover, given two diagrams D, = (y , . . . y2y), D, = (yl . . . 72p) as above, 
we say that D, d D, if 
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and in case the two sides are equal, the sequence yy+ 1 . *- yztl is 
lexicographically bigger than the sequence yP + , . * . yzP. 
Note that this is already a total ordering on this set of diagrams. Using 
this ordering, we introduce a total ordering on the above tableaux, which 
goes as follows. 
Given 
T, = 
T2 
. . . . . . . - 
a,, 
’ . .6,;, 
. IFS;, 
I 
with associated iagrams D, and D,, respectively, we say that T1 d T, if 
D, < D, or, in case D, = D2, if the sequence 
(a,1 ...a.n--r,bl, -..b,r,) 
is lexicographically smaller than the sequence 
With these notations, one can easily check that we can state the 
straightening relations between determinants of minors of a matrix [ 1 ] as 
follows: 
PROPOSITION 2.1. Let T denote a tableau as above. Then if there exists a 
pair (f, g) such that 
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then T can be written as 
with We E K, T, -$ T for VP. 
To obtain a straightening algorithm in our case, we need to examine the 
case in which in T there is a pair (1, g) such that 
To examine this case, we really have to study the relations between 
tableaux with only two rows or, of the reader prefers, linear relations 
between determinants of minors modulo K,,. This is provided by the 
following: 
KEY LEMMA 2.2. Let a, ,..., a , _,, b, ,..., b , r d n/2, be any sequence of 
indices with possible repetitions between 1 . ‘. n. Fix u < v < r and let I- denote 
the shuffles of the sequences a,, , ,..., a _ r and b, ,..., b . Then 
M(u,u,r)= C sgy a"".""" ..a,y(a,+,~~~a,-,) 1.Ef y(b, ...b,) , i.. br 
= 0 mod( t, Kh). 
(Here sg y denotes the sign of y as a permutation of the set of indices 
a u+ ,,..., a,.-,, b,,..., b .) 
Proof: To have easier notation, let us write =0 instead of 
~0 mod(t, K,,). We first reduce the proof to the case of the relation 
M(0, u, r) = 0. This reduction is clear since we have the easy identity 
(u> 1) M(u,v,r)=M(u-1,o,r)-M(u-1,u-1,r) 
which we leave to the reader. 
So if we know that M(0, u, r) = 0, we can proceed by induction on U, and 
using this identity, deduce the most general relation. 
We can assume that the indices a,, ,,..., aner, 6, ,..., b, are all distinct, 
otherwise our relations are trivially satisfied. 
So from now on let u = 0. Note now that M(0, r, r) is up to sign nothing 
else than the rth coefficient of characteristic polynomial of A’. So the 
relations M(0, r, r) are an immediate consequence of the defining relations 
(3) in (*) of Kh. 
It thus remains to show that M(0, u, r) = 0 when u < r. 
We start proving this when u = 1. In this case we have, by expanding 
determinants, 
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=(-1)-l i (-,),+I 
p=I 
~~:-~~-“.-~d~) 
1 r-l 
d, . + ’ dp . . . d, 
(**) 
where d, ...d, is the complement of a,.*.a,-, in l...n and 6, =d,. 
Let us concentrate for the moment on the first erm in the left-hand side 
of the above equality. Since relations (2) in (*) are mod t the relations 
requiring that the square of our matrices is 0, we can freely use the 
relations given in [Z] and we have 
U,.......U”.., 
b, “.b,-, 
= 
. ..u._.d,...d, 
a, ...a ,,-, d,..&b,...d, 
Regarding the remaining terms, we can proceed by induction on r, and 
we shall have 
u,.......anp,dp 
b,...b,-, 
Note that for p > 2, one has 
a, ..‘..... u,_,b, a, . ..a.-,d, .+...d, 
dpbz “.b,-, >( br > 
I 
= -(-l)p+, ~~~...~~~..u.,,b,)(~,~.-u,,d,-d~b,...d~) 
p 2”’ r-1 r 
since d, = b,. 
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Substituting these formulas in (**) and making the obvious can- 
cellations, we get 
Now, exchanging the order of summation, we immediately get that the 
above equals 
=(-l)r-, in~r[(~:hr:.-.6.l....b,)(XI...B,b,...a.,-,d2...d.) 
/= I r 1 r 
^ 
~,;~4,blh~~~a,-.dp 
/ 2”” r- I >( 
K,...u,,-.d,...d;..d, . 
r 
By an immediate check of signs and remembering that d, = b 1, we get 
from this identity that 
which is just the relation M(0, 1, r) = 0. 
We shall now prove that M(0, u, r) = 0 for 1 < v < r. For this purpose, as 
in the case v = 1, we proceed by induction on r and assume that 
M(u, v, r’) = 0 is satisfied whenever r’ < r. We have 
Y(~l.““.““.“‘..a,_,) . 
y(bl...bJb,+,...b, 
By expanding determinants with respect to the b,-th row and writing 
down also some identically zero terms, we get 
&f((-Jv,r)= c f (-,)i+l 
VGI- ( i= 1 ( 
:I~l:::~.,~..unh:‘f).(~...~...~) 
I ” v+ 1 r 
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Exchanging the order of summation, we get 
Since v > 1, the right hand side of ( ***) is 0, hence so is the left-hand 
side. Q.E.D. 
We define now a tableau 
T= (HI 
to be“standard”ifaij<a,+,, bij<bij+l,aij<ai+,j, b <bi+,j,anda,i<b,j 
for all i,j for which it makes sense. 
This formal definition means as usual that the indices in the tableau are 
strictly increasing along rows and not decreasing along columns. 
We call r, the “maximum rank of T.” 
As an immediate consequence of our previous considerations, we get the 
following: 
COROLLARY 2.3. The ring R[t] is spanned by the elements t”T, where T 
is a standard tableau whose maximum rank is <h. 
Prooj Since all tableaux of minimum rank > h clearly lie in K,,, we can 
restrict our considerations only to the tableaux of maximum rank ah. 
It is clear that each element in R[t]/K, can be written as a linear com- 
bination, with coefficients polynomials in t, of tableaux. Now take a 
tableau T as in ( n ). Assume T is not standard. If there exist a pair (A g) 
such that al, R> a+ 1, g or bL24r+l,P we can use Proposition 2.1 and 
write T as a linear combination of smaller tableaux in the lexicographic 
ordering given above. 
If for someg, LZ,,~> b,,*, then assuming that b,, < . . . < b,g < aIg < 
. . < a, _ r we use our relation M(1,1+ 1, r) in the key lemma to write T as 
a linear combination of smaller tableaux with coefficients polynomials in t. 
481/106/l-IO 
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Thus each non standard tableau can be written as a linear combination, 
with coefftcients polynomials in t, of smaller tableaux, in the lexicographic 
ordering given above. 
Since the smallest ableau in such ordering is the empty tableau, i.e. the 
identity of R[t]/&, which is clearly standard, we get the result. Q.E.D. 
To proceed, we introduce for any 1 < h <n/2 the poset P, which is 
defined as follows. The elements of P, are the tableaux 
which are standard with r d h, and a, r, 6, < n. Given two such elements 
we say that P, d P, if the tableau 
is standard. 
Furthermore we define the posets Sh to be those which are obtained from 
P, by adding the unique minimum t, i.e., S, = P, u {t} with t < T for any 
TE P,. 
Having stated these definitions, our Theorems 1.1, 1.2, and 1.3 will be an 
immediate consequence of the fact that ordinal Hodge algebras over a 
reduced ring (see [ 1, Proposition 5.11 and the remarks preceding it) are 
reduced and of the following: 
PROPOSITION 2.4. ( 1) R[ t l/K,, is an ordinal Hodge algebra based on a 
poset S,. 
(2) R/I,, and R/J,, are ordinal Hodge algebras based on the poset P,. 
Proof. We start by noting that, in view of Corollary 2.3 and the form of 
the straightening algorithm, we only need to show that the elements t”T, 
where T is a standard tableau of maximum rank <h, which are just the 
standard monomials with respect to Sh, are linearly independent in 
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R[t]/K,,. Now since Kh is generated by polynomials with integer coef- 
ficients, itis enough to show this linear independence in the case in which 
the base field is K = Q. So from now on we shall work over the rationals. 
Since the reduced coordinate ring A,, of Z,, is a quotient of R[t]/&, it will 
be enough to show that our standard monomials are linearly independent 
as functions on the variety Z,. 
Now the group S/(n) x G,, where G, = Q* is the multiplicative group, 
acts on Z, by the action given as follows 
(g, t)(A, x) = WW’, t2x), VgeSl(n), teG,,,, (A, x)eZh. 
Thus the coordinate ring A,, is acted upon linearly by the group 
S&n) x G,. Before finishing our proof, we recall [S] that we can index the 
irreducible representations ofthe group S/(n) x G, by pairs (a, m), where 
m is an integer and o=(y,a .*. 2 y,) a Young diagram, with yr d n - 1. 
Furthermore, given such a pair (cr, m), the irreducible representation 
associated to it has dimension equal to the number of standard tableaux of 
shape c and contains a unique (up to scalars) highest weight vector whose 
weight ;IrO, m restricted to the torus of diagonal matrices in S(n) is the 
following 
where fi is the number of rows in 0 of length i and wi the ith fundamental 
weight for S/(n), while restricted to G,, it is equal to m. 
Note that A, is clearly graded. Let A,(m) be its graded component of 
degree m. We have that by Corollary 2.3 a set of linear generators for 
A,Jm) is given by the elements t”T, where T is a standard tableau as in 
(m), with Y, + . . . + r, = m - s, r, < h. 
Thus dim A,,(m) < a, a being the number of such elements. On the other 
hand, fix s and a sequence (r, ,..., r,) with rl + . . . + rl = m -3. 
Let c=(n-r,...n-r,r, . . . r,). Consider the element 
t” 
12 . . . . n-r: 
12 . . . . . . n--r, 
c 12....r, 12.,.r, I 
It is readily verified that this element is non zero in A, and is a highest 
weight vector of weight A,,, SI. 
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Thus A,(m) must contain a copy of the irreducible representation 
associated to the pairs (cr., m). We thus have that dim A,(m) is greater than 
or equal to the number of such elements and so 1) follows. 
The proof of (2) is identical, therefore we leave it to the reader (note that 
even if B, is not graded, we can use its natural filtration i duced by the 
degree filtration fR). 
This finishes the proof of the proposition and hence of our theorems. 
Q.E.D. 
3. COHEN-MACAULAY PROPERTY OF Y, 
Let us first recall a definition from [ 1, Sect. 81. 
DEFINITION 3.1. Let W be a partially ordered set ( = poset). 
(i) An element y E W is a “cover” of an element x E W, if x <y and 
no element of W is properly between x and y. 
(ii) W is “wonderful,” if the following condition holds in the poset 
W u { - co, cc } obtained by adjoining a least and a greatest element to W: 
if .v, <y,<= are covers of an element x, then there is an element y < z 
which is a cover of both y, and y,. 
We are now able to prove: 
THEOREM 3.2. C, is a normal Cohen-Macaulay domain. 
Proof. Since Y, is well known to be nonsingular in codim 2, normality 
will follow from the C-M property. To prove such property, we only need 
to show, in view of the results on Hodge algebras in [l, Sect. 81, that our 
poset P,, is wonderful. 
This will be an immediate consequence of the following proposition and 
we leave it to the reader. 
PROPOSITION 3.3. Let 
a,.....a,-, 
h, ... b, > 
belong to P,. Then all covers of this element are obtained by one of the 
following elementary moves: 
(i) $a,+ 1 <a;+, ori=Oanda,>l,sendai+, toai+,-1, 
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(ii) ifbi<bi+r or i=r, b,<n, send bi to bi+ 1, 
(iii) zf”r22, b,=n, a,-,<n, take 
a,...,..‘a,p,n 
b, . ..b.p, > ’ 
Proof It is clear that the elements in (i), (ii), (iii) are covers of the 
given element. Let 
First, assume s = r, and (c,...c,-,)#(a,...a,-,). Let i, = 
min{ ij ci < ai}. Clearly such an i, exists. We claim that either i, = 1 or 
Qio>a,,- I +l. In fact ifi,>l, we haveaiO_,=c,_,<ci,,~ajO. 
In the case i, = 1, since a, > c,, we have a, > 1, so in each case 
is less than or equal to the cover considered in (i), obtained by sending ai,, 
to a,, - Is 
The case in which s=r and (~,.‘.c,_.)=(a~...a,_,) is analized in 
exactly the same way, using (ii). 
We remain now with the case s < r. In this case, if (c, . .- c,_ ,) # 
(a,...a,, -,) or (d,...d,)#(b, ... b,), the analysis is the same as in the 
preceding case. Assume the contrary. If b, < n, then we can use the move’ 
(ii) and send 6, to b,+ 1. If b,=n, then we have a,-.=c,-,<c,-,+, dn. 
Thus a,, _, < n and we can use (iii). Q.E.D. 
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