[1] We assess the potential forecast skill of a climate model-based approach for seasonal ensemble hydrologic and streamflow forecasting for the western United States. By using climate model ensemble forecasts and ensembles formed via the resampling of observations, we distinguish hydrologic forecast skill resulting from the predictable evolution of initial hydrologic conditions from that derived from the climate model forecasts. Monthly climate model ensembles of precipitation and temperature produced by the National Centers for Environmental prediction global spectral model (GSM) are downscaled for use as forcings of the variable infiltration capacity (VIC) hydrologic model. VIC then simulates ensembles of streamflow and spatially distributed hydrologic variables such as snowpack, soil moisture, and runoff. The regional averages of the ensemble forcings and derived hydrologic variables were evaluated over five regions: the Pacific Northwest, California, the Great Basin, the Colorado River basin, and the upper Rio Grande River basin. The skill assessment focuses on a retrospective 21-year period during which GSM retrospective forecast ensembles (termed hindcasts), created using similar procedures to GSM real-time forecasts, are available. The observational verification data set for the hindcasts was a retrospective hydroclimatology at 1/8°-1/4°consisting of gridded observations of temperature and precipitation and gridded hydrologic simulation results (for hydrologic variables and streamflow) based on the observed meteorological inputs. The GSM hindcast skill was assessed relative to that of a naive ensemble climatology forecast and to that of ensemble streamflow prediction (ESP) hindcasts, a forecast baseline sharing the same initial condition information as the GSM-based hindcasts. We found that the unconditional (all years) GSM hindcasts for regionally averaged variables provided practically no skill improvement over the ESP hindcasts and did not lead to improved regional hydrologic variable or streamflow forecasts. GSM-based conditional (strong El Niño-Southern Oscillation (ENSO) years only) hindcasts, however, had higher skill in a number of hindcast months for surface air temperature, with mixed results (better and worse) for precipitation, depending on location and season. Consequently, for California and to a lesser extent the Pacific Northwest and Great Basin, hydrologic hindcast skill in winter and fall increased enough under the strong ENSO composite that streamflow hindcasts were measurably better than with ESP. The opposite was found, however, for the Colorado and upper Rio Grande River basins, where the ENSO teleconnection is somewhat weaker.
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Introduction
[2] Managed water resources systems are designed to protect water supply and other water use objectives from the vagaries of hydrologic extremes, namely flooding and drought. Although constructed storage and diversification of supply sources (e.g., surface water and groundwater, linked from various locations) are the primary means for providing reliable water supplies, water managers increasingly are finding that traditional approaches to meeting reliability targets via construction of storage are so costly that more advanced means of managing water resources must be considered as well. Primary among these are more accurate prediction of supply and demand over a range of lead times. Perhaps the most basic supply (i.e., streamflow) prediction is the forecast of historically observed streamflow averages (also called the naive forecast). Greater forecast skill, however, has long been provided by methods ranging from simple regression or index methods (occasionally in graphical form, as demonstrated by Hall and Martinec [1985] ), relating, for instance, spring snow water depth and/or streamflow with summer streamflow volumes [e.g., Huber and Robertson, 1982; Lettenmaier and Garen, 1979] to elaborate mathematical and statistical time series modeling approaches [Box and Jenkins, 1976] . The early 1970s saw the introduction of deterministic, conceptual computerized hydrologic models (see Linsley et al. [1975] for an overview), which led to the development of streamflow forecasting models currently run by the National Weather Service (NWS) in a probabilistic framework called extended (or more recently, ''ensemble'') streamflow prediction (ESP) [Twedt et al., 1977; Day, 1985] .
[3] In the last several decades, advances in understanding of systematic land-atmosphere-ocean interactions have helped provide the basis for seasonal prediction of precipitation and temperature, two key drivers of land surface hydrology, at seasonal lead times (Goddard et al. [2001] provides a comprehensive review). The important role of the thermal inertia of the world's oceans in determining continental climate, primarily through its control of synoptic atmospheric systems and the associated strength and path of moisture transport from the oceans onto the land, is well enough understood that seasonal climate forecasts based on such dynamics are now widespread [Changnon, 1999; Barnston et al., 1994 Barnston et al., , 1999 Goddard et al., 2001; Latif et al., 1998 ]. Perhaps the most recognized of these climate-determining ''teleconnections'' is the El Niño -Southern Oscillation (ENSO), which has been found to have a robust influence on North American climate [Trenberth, 1997; Livezey et al., 1997; Piechota and Dracup, 1996] , although other ocean-atmosphere dynamics such as the Pacific Decadal Oscillation (PDO) are also thought to moderate ENSO effects [Mantua et al., 1997] . A combination of statistical and dynamical methods for forecasting ocean temperature and associated atmospheric effects has been adopted at a number of operational and research weather and climate centers (e.g., National Centers for Environmental Prediction (NCEP), NASA Seasonal to Interannual Prediction Project (NSIPP), and the International Research Institute (IRI)), resulting in the evolution of an operational capability for seasonal climate forecasting. At NCEP, for example, operational seasonal forecasts depend on a merging of forecast guidance from several statistical methods with the forecast guidance provided by dynamical tools [Kumar et al., 1996; Kanamitsu et al., 2002] . Until recently, GSM was employed as the dynamical atmospheric tool in this assemblage.
[4] Despite the operational availability of seasonal climate forecasts, hydrologic applications have largely been restricted to research settings and have not until recently begun to find their way into operational procedures. Efforts to integrate seasonal climate forecasts into hydrologic forecast center operations dating back to the 1970s were sporadic, and mostly foundered in the face of the general lack of skill of available forecast methodologies. After the El Niño of 1997 -1998, however, such efforts greatly intensified, and now numerous investigations are underway, bringing seasonal climate forecasts (both in qualitative and quantitative form) into operations in at least a half dozen centers (see Pagano and Garen [2005] for a discussion). Aside from continuing questions concerning climate model forecast skill, downscaling climate model output to the river basin -scale has been a major obstacle. A wealth of literature [e.g., Wilby and Wigley, 1997; Wilby et al., 1998; Murphy, 1999] addresses the downscaling problem from an atmospheric science perspective, but fewer studies have addressed the challenges of downscaling climate model outputs for the purpose of hydrologic simulation. Hay et al. [2002] , for example, compared the suitability of statistical and dynamical approaches for downscaling climate model simulations. Wilby et al. [2000] performed a similar study, using NCEP/National Center for Atmospheric Research reanalysis simulations to derive hydrologic model forcings for the Animas River basin in Colorado. More recently, for 8-day atmospheric forecasts, address the challenges of bias correction and downscaling climate model outputs, and describe the limitations (due to low skill) of their use for streamflow forecasting. suggests the use of nonparametric methods to restore plausible spatial and temporal structure to climate model-based ensemble forecasts where it is lacking. Shaman et al. [2003] produced seasonal surface wetness forecasts by sampling an observed climatology to reflect distributional shifts in probabilistic climate forecasts.
[5] Both and Shaman et al. [2003] resolve the downscaling problem by imposing observed local climatological structure onto climate model forecast signals, using resampling approaches to generate daily or shorter weather sequences. This general strategy was also adopted by Wood et al. [2002] , who surmounted the downscaling obstacle using a climate model -scale monthly bias correction step followed by statistical spatial and temporal disaggregation. The process interprets climate model forecasts (of precipitation and temperature) relative to their respective climatological probability distributions (estimated from retrospective climate model simulations), which allows a mapping to the observed climatology in a way that eliminates most or all temporal and spatial climate model bias at the daily to monthly timescale. Using 20 years of a historical climate model simulation, Wood et al. [2004] demonstrated that this statistical downscaling approach compared favorably with dynamical downscaling in that the same retrospective simulation downscaled via a regional climate model was found to require additional bias correc-tion to yield similar results: a result consistent with the findings of Hay et al. [2002] . In the east coast U.S. summer 2000 drought example evaluated by Wood et al. [2002] , hydrologic forecast skill arose mostly from predictability in the evolution of initial hydrologic conditions (primarily soil moisture); whereas an El Niño example appeared to show that additional skill accrued from the climate model forecasts. The results of Wood et al. [2002] were mostly qualitative but, nonetheless, suggested that a more quantitative assessment of the climate model-based hydrologic forecasting approach was warranted.
[6] In this paper, we apply the approach of Wood et al. [2002] over the western United States and determine the extent to which a hydrologic forecasting approach based on downscaling of global ensemble climate forecasts can yield hydrologic prediction skill in excess of that achievable using climatological meteorology forecasts. Using a 21-year GSM retrospective forecast (also termed ''hindcast'') data set, we compare the GSM-based hydrologic forecasts with climatological ensemble forecasts and with ESP forecasts. Because recent work suggests that the forecast skill of the NCEP seasonal (climate) forecasting model is higher in strong warm and cold ENSO periods than under ENSO neutral conditions [Kanamitsu et al., 2002] , we also assess composites of GSM-and ESP-based forecasts that have strong ENSO anomalies in the forecast initiation month. Our conclusions focus on streamflow at selected locations throughout the western United States and regional averages of monthly climate and hydrologic variables for the five U.S. Geological Survey hydrologic regions in the western United States (Figure 1 ).
Approach
[7] We created retrospective 6-month lead forecasts of hydrologic variables with a macroscale hydrologic model driven by land surface variables derived from (1) a global ocean-atmosphere general circulation model (OAGCM), after downscaling, and (2) observed meteorology, via the ESP method (details are given in sections 2.1-2.3). The retrospective forecasts span the period 1979-1999, and are for four initiation months: January (JAN), April (APR), July (JUL) and October (OCT). GSM and ESP forecast skill for monthly regionally averaged variables (averages over all the grid cells in each region of temperature and precipitation, snow water equivalent, runoff and soil moisture, denoted henceforth as Temp, Precip, SWE, Runoff and SoilMoist, respectively) and for streamflow is evaluated relative to the skill of forecasting the naive climatological distribution of each, taken from a retrospective observational analysis. Note that the hydrologic model was forced by spatially distributed land surface variables (primarily precipitation and temperature) at the 1/8°or 1/4°spatial resolution; hence the assessment of forecast skill for regionally averaged climate forcings and derived hydrologic variables is a convenience to provide additional summary insight. From an operational standpoint, the primary focus would be streamflow forecast accuracy.
Observational Analysis
[8] The western U.S. domain of the study was divided into five major regions (Figure 1 ): the Pacific Northwest (PNW), the major river basin within which is the Columbia River basin; California (CALI), containing the Sacramento -San Joaquin River basin; the Colorado River basin (CORB), the Great Basin (GB) and the upper Rio Grande River basin (RGB). Over this domain, the observationderived surface forcings and derived hydrological fields used to assess the downscaled climate model outputs were created as described by Maurer et al. [2002] , which presents a 1/8°meteorological analysis and associated hydrologic simulation of land surface energy and water variables run at a 3-hour time step over the continental United States (as well as part of Canada and Mexico) for the period 1950-2000. The 1/8°climate variables (daily precipitation, minimum and maximum temperatures and wind speed) for the 21-year retrospective hindcast assessment period (and a 2-year prior hydrologic model spin-up period) were taken directly from the Maurer et al. [2002] data set, and the hydrologic variables were generated via retrospective daily hydrologic simulation driven by the climate variables. The 1/4°climate variables (used for simulations in the larger PNW, CORB and GB, to lessen computation time) are aggregated from the 1/8°climate variables.
[9] The hydrologic model (section 2.2.1) was calibrated and validated using observed naturalized streamflows (water management effects removed), to the extent that Table 1 ; the heavy lines delineate the five basin areas (PNW, CALI, CORB, GB, and RGB) used for averaging climatic and hydrologic variables; and the light gray lines show the channel routing network used to transform VIC cell runoff to streamflow (only the network areas upstream of the stations were used). these data were available. For the ''observational'' verification data set (the baseline for assessing hindcast ensemble performance), however, we used simulated historic streamflow, based on inputs of the retrospective forcing data set. This choice eliminated the confounding effects of streamflow simulation errors, and provided consistency with the use as a baseline of simulated historical values (from the retrospective hydroclimatology) for spatial variables (e.g., soil moisture or grid cell runoff), observations for which are, to our knowledge, nonexistent.
Models and Simulations 2.2.1. Hydrologic Model
[10] The variable infiltration capacity (VIC) model of Liang et al. [1994 Liang et al. [ , 1996 see also Cherkauer et al., 2003 ] is a semidistributed grid-based hydrological model which parameterizes the dominant hydrometeorological processes taking place at the land surface-atmosphere interface. For this study, the VIC model simulated the daily water balance (although with a subdaily time step for certain moisture and energy-related calculations, and for snow simulation), and required as meteorological inputs (forcings) daily precipitation, maximum and minimum temperature, and daily average wind speed, for each model grid cell. Grid cell runoff and base flow was routed via a separate channel routing model to produce streamflow at selected points within the simulation domain. The VIC model has been implemented previously, at various resolutions, for the entire study domain ( Figure 1 ) and details for the five regions are available in the following references: PNW [Nijssen et al., 1997; Payne et al., 2004] ; CALI [Van Rheenen et al., 2004] ; CORB [Christensen et al., 2004] ; GB and RGB .
[11] Although the model forcing data span the period 1949-2000, the period of analysis used here was 1977-2000, selected to match the hindcast evaluation period (plus two prior years, 1977-1978, for hydrologic model initialization). Model calibration was accomplished as a separate exercise, for most basins as part of the cited previous implementations (see references above for details). In general, the VIC model is calibrated by varying parameters related to infiltration and subsurface drainage, with the aim of reproducing monthly streamflow volumes while preserving the general features of the daily response (e.g., daily average flow peaks and recessions). Monthly validation results from each region are shown in Figure 2 for five of the 20 streamflow forecast points (one in each region) used in the study (listed in Table 1 ).
Climate Model
[12] The hydrologic forecasting approach used 6-month climate model ensemble forecast fields (monthly total precipitation and average temperature, P tot and T avg , respectively) produced by the NCEP Global Spectral Model (GSM). GSM is one component of a forecasting system used by CPC to generate 6-month lead forecasts of global surface precipitation and temperature, as well as other atmospheric variables. Each month, GSM generates a 20-member ensemble of 6-month lead climate forecasts. The 20 forecast ensemble members are produced by using 20 different atmospheric initializations with predicted SSTs in the tropical Pacific Ocean as of the date of the forecasts [Ji et al., 1998 ]. With each forecast ensemble, NCEP also produces a 210-member ensemble of climate hindcasts (also 6 months long, matching the calendar period of the forecasts) for the period 1979 -1999 (21 years). The hindcast ensemble generation process is similar to that used to produce the forecasts, except that the ensemble members are produced by using 10 different atmospheric initializations with observed SSTs for each of the 21 years in the 1979 -1999 hindcast. GSM forecast spatial resolution is currently (as of 2003) T62 (approximately 1.8°latitude and longitude).
[13] Because the availability of forecasts is limited, extending back only about a year with the current version of GSM, this study used the GSM hindcasts for JAN, APR, JUL and OCT to derive hydrologic hindcasts (10-member ensembles) in every year of the climatology period, 1979-1999, with the goal of understanding the potential skill of the forecasts. Note that because the GSM hindcasts were created using retrospectively analyzed SSTs, their skill represents the upper bound of the skill afforded using current SST-forecasting techniques (essentially perfect foresight of SST is used in this analysis). We are unaware of the existence of a retrospective hindcast data set that uses forecasted SSTs (as is the case for the real-time forecasts).
Ensemble Forecast Methods
[14] For each of the four forecast initiation months and for the five regions of Figure 1 , we produced forecasts using two methods: ESP and the downscaling (via the method outlined by Wood et al. [2002] ) of GSM climate forecast ensembles. For both forecast approaches, we initialized the hydrologic model with an approximately 2-year spin-up simulation (using observed surface forcings) that yielded the current moisture states (in snowpack and soil) for the start date of the forecasts. Because the GSM climate forecasts are initialized and become available near the beginning of each month (but are for the 6-month period beginning in the following month, termed forecast month 1), the start date for each hydrologic forecast was in middle of the forecast initialization month, and the hydrologic forecast results begin in the following month. For example, in January, a climate forecast would be available by the sixth day, the hydrologic forecast would commence on the sixteenth day, and the first monthly climate and hydrologic forecast results would be for February. This arrangement is similar to the way the hydrologic forecasts would be implemented in real time. Climate forecast information for the latter half of the hydrologic start date month is taken from forecast month 1. From the hydrologic forecast start date forward, the hydrologic model was forced with ensembles of surface variables derived via one of the two methods, producing daily output for the 6-month forecast period. Daily runoff and base flow were routed to produce streamflow, and the streamflow and other variables were averaged to a monthly time step for skill evaluation. 2.3.1. Bias Correction and Downscaling of Climate Model (GSM) Forecasts
[15] The method adopted for producing daily hydrologic model inputs from climate model output, in this case monthly mean temperature (T avg ) and total precipitation (P tot ), is presented in Wood et al. [2002] . In brief, monthly GSM outputs for each climate model cell centered within the study region were first bias-corrected on a cell-by-cell basis. Bias correction was effected by evaluating the GSM ensemble hindcast variables (T avg and P tot ) as percentiles relative to the GSM model climatology, and then extracting the percentiles' associated variable values instead from the observed climatology, a transformation described by Panofsky and Brier [1968] . The observed climatology was the observational analysis (section 2.1) for the period 1979 -1999 (i.e., the retrospective climate model run period), averaged to the GSM grid resolution. The GSM climatology comprised the monthly T avg and P tot distributions from the GSM hindcast simulations for the same period. The mapping from GSM to observed climatology translated the hindcasts to a plausible range with respect to observations. The adjustments varied spatially at the GSM grid scale (at which the mapping was performed) as well as by calendar month.
[16] Following bias correction, the monthly GSM-scale forecast anomalies were disaggregated to the spatial and temporal scale of VIC model inputs via a simple statistical downscaling step. The monthly time step, bias-corrected GSM-scale hindcast T avg and P tot sequences were expressed as anomalies with respect to GSM-scale 1979 -1999 monthly means. The anomalies were then spatially interpolated to the 1/8°or 1/4°VIC cell centers and applied to the monthly observed 1979-1999 1/8°or 1/4°cell means (from the observed climatology described in section 2.2.1), to create monthly forecast sequences at the VIC model scale. A final temporal disaggregation step, the details of which are given by Wood et al. [2002] , was used to form daily time step inputs for the VIC model. Like the approach, the statistical and temporal disaggregation creates VIC-scale daily forcing time series corresponding to the GSM-scale sequences, but exhibiting the VIC-scale spatial and temporal correlation characteristics.
Extended Streamflow Prediction (ESP) Forecasts
[17] The ESP method involves the estimation of the hydrologic state at the start date of forecasts using hydrologic simulations driven by observed surface forcings in the 2 years prior up to the start date, followed by the simulation of a multiple hydrologic outcomes (i.e., an ensemble) driven by observed forcings from the forecast calendar period of past years (drawn from the data set described in section 2.1). For consistency with the GSM hindcast set, we drew the ESP initiation dates and forecast meteorological sequences from the same 21-year period spanned by the GSM hindcasts (1979 -1999) . JAN ESP hindcast ensembles, for example, were initialized in every January from 1979-1999, and each hindcast had 21 meteorological sequences or ensemble members. In an operational application of ESP, forcing sequences would likely be chosen based on other strategies, e.g., use of the longest period for which surface forcings could be estimated.
Results
[18] Results were assessed using a root mean square error (RMSE)-based skill score of the form:
The skill score format is described by Wilks [1995] , and equals one for perfect forecasts, zero for forecasts no better than the reference forecast, and is unbounded below zero for forecasts that are worse than the reference forecast. Using the skill score, the GSM-based ensemble forecast skill was measured relative to reference forecasts consisting of (1) a naive climatological ensemble and (2) the ESP-based ensemble. The RMSE for the ensemble forecasts (from any of the sources) was calculated using the difference between each individual ensemble member and the observations, in each forecast month rather than using the error in the ensemble average.
[19] The naive climatological ensemble (CLIM) comprised the monthly distributions of the different climate and hydrologic variables, and of streamflow, from the hindcast period , taken from the observational analysis of section 2.1. Note that for the climate variables, P tot and T avg , CLIM is equivalent to the unconditional ESP; whereas for the hydrologic variables and streamflow, the ESP ensembles benefit (unlike CLIM but like the GSMbased forecasts) from knowledge of initial hydrologic conditions. The skill results with respect to CLIM forecasts are shown only for streamflow, in the results below.
[20] The statistical significance of the skill scores for streamflow and the regional averages was assessed using a Monte Carlo procedure in which a 500-member distribution for each skill score was generated and the 95% confidence limits were recorded (i.e., at p = 0.025 and p = 0.975). The skill score distributions, hence confidence limits, are particular to each month, region and variable, each streamflow site and statistic, and to each forecast start date. Both conditional and unconditional forecasts skill scores were evaluated with respect to the unconditional confidence interval limits. The skill score probability distributions were generated by randomly varying the sequencing of the observational time series (using random resampling by year, with replacement) against which the forecast time series (e.g., for the regional or streamflow variables) were verified. This procedure created a distribution of skill scores resulting from an experimental process that has no inherent skill, hence values higher or lower than the confidence limits should have skill that is unlikely to have arisen by chance. The Monte Carlo method was chosen because the small and varying sample sizes involved in the RMSE calculation precluded a straightforward analytical calculation of significance.
Climate Forecast Analysis 3.1.1. Unconditional (All Years) Forecasts
[21] Skill scores for the unconditional (i.e., using all 21 retrospective assessment years) GSM climate forecast (i.e., the monthly, regional averages Temp and Precip) relative to the ESP ensembles are presented, for each forecast initiation date, in Figure 3 . On the basis of the significance analysis, skill results that are not significant are colored yellow, as are those which could not be calculated (i.e., when and where SWE was zero in summer, which occurred in only a few month/region/start date combinations). WOOD ET AL.: ENSEMBLE HYDROLOGIC FORECASTING
[22] As Figure 3 shows, with only a few exceptions, the downscaled GSM climate forecasts exhibited no significant skill relative to ESP forecasts. The JAN Temp forecasts had minor skill in the PNW (February -March), the RGB (June) and GB and CORB (July), whereas the Precip forecasts had minor skill only in March (GB and CORB). In the APR forecast set, the lone appearance of skill was for CALI Temp in July. The JUL forecast set was equally unskillful, with only 3 isolated months of positive (but minor) skill for both climate variables (in PNW and CORB). The OCT forecasts were similar to the JAN forecasts, with the difference that February Temp in CALI was skillful while the GB March Precip was not. Because the minor and isolated skill levels that appeared in the unconditional forecasts did not lead to skill worth noting in the regional hydrologic variables or in the streamflow forecasts, further results for the unconditional forecasts are not reported.
Conditional (Strong ENSO --Anomaly Years) Forecasts
[23] Skill scores for the conditional downscaled GSM climate forecasts (i.e., only those from years having an absolute Niño3.4 SST anomaly greater than 1.0 in the forecast initiation month), relative to the ESP forecasts, are presented in Figure 4 . Out of 21 possible years, eight JAN forecasts were so classified, and four, five and six years were included in the APR, JUL and OCT conditional forecasts, respectively. Note that the conditional GSM and ESP ensembles, like the unconditional ensembles, had 10 and 21 members, respectively, but the number of ensembles used to calculate the skill score for the conditional forecasts was smaller, hence the conditional forecast analysis results are more vulnerable to sample size influences.
[24] In general, the conditional forecasts showed more statistically significant differences between the GSM and ESP ensembles than the unconditional ensembles. The conditional GSM Temp forecasts more often were skillful in several regions, and for several months in sequence, relative to ESP, although a few isolated cases of negative skill occurred. In contrast, the skill scores for the conditional GSM Precip forecasts were mixed (as often negative as positive), showed significant differences from ESP fewer times, occurred intermittently and affected fewer regions at once. Notable results were as follows:
[25] 1. The GSM JAN conditional climate forecasts ( Figure 4a) were better than the unconditional JAN forecasts, showing significant Temp skill in most regions (particularly the PNW) for a 4-month lead, with intermittent skill in February -March Precip. In the CORB and RGB, improved Precip skill in March was followed by negative skill in April, where negative skill indicates that the error in the GSM forecast ensembles was larger than in the ESP ensembles.
[26] 2. For the APR start month (Figure 4b ), the GSM conditional climate forecasts (Figure 4a ) showed better summer Temp forecast skill in a number of regions and a mix of better and poorer Precip forecast skill (strikingly, CORB again had negative skill, but this came in June, the month with lowest precipitation, which brings higher variance in the skill score).
[27] 3. The GSM JUL Temp conditional forecasts (Figure 4c ) improved upon the unconditional forecasts, particularly at leads 1, 2 and 4 months, while the most important occurrence of Precip skill came in January for CALI, CORB and, though minor, in GB.
[28] 4. The conditional OCT GSM climate forecasts (Figure 4d ) had useful Precip skill in winter (CALI and CORB), but negative Precip skill in the PNW; and mostly had positive Temp skill, where it was significant (e.g., PNW in winter), with the exception of several regions in November.
[29] Because the skill levels for the downscaled conditional (i.e., strong ENSO) climate forecasts reflect a range of skill situations, the effects of using the conditional forecasts for hydrologic and streamflow forecasting are discussed in detail in section 3.2.
Hydrologic and Streamflow Forecast Analysis
[30] As noted previously, the regionally averaged hydrologic variable results (SWE, Runoff and SoilMoist, described in Figures 3 -8) are shown to afford a sense of climate and hydrologic forecast performance at the regional scale. Consistency of the regional variable and streamflow forecast results might be expected when and where the skill of the regional forecasts is extreme (either negative or positive), and usually longer lasting than 1 month; otherwise, for example, skillful regional forecasts do not guarantee skillful streamflow forecasts. One reason for the inconsistency is the discrepancy in the areas of the streamflow drainage basins and the five large averaging regions (particularly for the smaller watersheds of the RGB, GB and CALI regions), for the regional averages obscure much relevant spatial detail. Also, the different averaging periods used for streamflow versus the regional averages (monthly versus 3-and 6-month), coupled with the monthly varying importance of variables in the hydrologic cycle for generating streamflow, complicates their association. For example, a runoff forecast may be skillful in June and July but not May, but if May has more runoff than June and July together, the May -July streamflow average forecast may lack significant skill. In the results of this section, the regional hydrologic forecast performance is best viewed as being qualitatively suggestive of the general potential for streamflow forecasts within each region (perhaps better tailored in time and space than those presented here) to derive skill from the climate forecasts in that region.
[31] As noted in section 3.1.1, the unconditional use of GSM forecasts led to almost no significant skill in regionally averaged hydrologic variables or in streamflow forecasts, relative to ESP, hence the associated hydrologic and streamflow results for the unconditional forecasts are not reported. The conditional use of the GSM forecasts, however, indicated a number of regions where the GSM climate forecasts, in certain seasons, were significantly better than the ESP forecasts. However, the results for the regional hydrology and streamflows within each region, given relative skill increases or decreases in Precip and/or Temp forecasts, were mixed. The cases described in sections 3.2.1-3.2.3 illustrate three broad categories of hydrologic response to the conditional climate forecasts. 3.2.1. Skillful Climate, Regional Hydrologic, and Streamflow Forecasts [32] In several cases, the GSM conditional climate forecasts were skillful enough in a given region to drive skillful hydrologic forecasts, which in turn led to improvements (relative to ESP) in the streamflow forecasts within the region. For example, in the JAN forecasts in the CALI region (Figure 5a ), the GSM Precip and Temp forecasts were skillful in February alone, and led to skillful forecasts of SoilMoist and SWE during most of the forecast period, and of Runoff in May. Figure 5c helps show why the lone improvements in the February forecast are beneficial. In the regional average, February is the second highest precipita- tion month (after January) and comes during the recharge of soil moisture and buildup of SWE (the two land major surface storages). The influence of these two terms in the water balance persists for several months, particularly in the generation of runoff in May and (in some parts of the region) in June from snowmelt, months in which Runoff skill is significant and positive. The forecast skill in Runoff is reflected in improved streamflow forecasts, with respect to ESP. In Table 2 , in the columns headed by ''wrt E,'' higher skill occurs in three out of four locations for the flow averages of the entire 6-month forecast period (the Q 6 flows), which includes May and June. In Table 2 , statistically significant and better GSM skill scores are in boldface, while significant but worse scores are in italics. Streamflow forecast skill is not, however, present in the Q 3 flows (i.e., flows averaged over forecast period months 1 -3), possibly because the GSM Precip forecasts do not show also skill in March and April. The large negative skill score for Precip in July (not significant statistically) is unimportant from a hydrologic standpoint because July supplies only a minimal fraction of the annual moisture in the region.
[33] Table 2 also shows the streamflow skill scores for the GSM conditional forecasts with respect to the naive ensemble climatology forecast (in the ''wrt C'' columns). From the high skill scores, it is clear that in most locations in the five regions, the initial conditions (i.e., SWE and soil moisture) included in both the GSM and ESP forecasts supply the largest part of the skill, particularly in the April forecast but also in other seasons. The associated regional climate and hydrology results (not shown) reflect a similar skill advantage over the naive forecast. For streamflow forecasting, skillful climate forecasts have more potential to be beneficial where the contribution of initial conditions is relatively low, such as in late summer and early fall when the land surface storages are depleted.
[34] Perhaps the greatest GSM forecast benefits were for the CALI OCT climate forecasts (Figure 5b ), which had Precip forecasts that were skillful in December, January Figure 6 . (a) GSM regionally averaged conditional climate and hydrologic variable forecast average skill scores (SSrmse) with respect to ESP, for the PNW region, OCT start month. (b) PNW regionally averaged monthly cycle for precipitation (P), snow water equivalent (SWE), soil moisture (SM), and runoff (RO), based on 1979-1999 averages.
and February, and skillful Temp forecasts in February, which led to improved SoilMoist, SWE and particularly Runoff forecasts during most of the forecast period. The skill in the hydrologic forecasts was also reflected in all four of the forecast locations for both Q 3 and Q 6 flows ( Table 2) . As the regional water balance variables in Figure 5c illustrate, the Precip skill comes at the time in the hydrologic cycle when seasonal precipitation is high, hence supports a comprehensively skillful response in streamflow.
Mixed Skill in Regional Climate and Hydrologic Forecasts and in Streamflow Forecasts
[35] A more common finding among the various region and start month combinations was that a mixture of positive, nonsignificant and negative skill scores for Precip and Temp were associated with a similar mixture of hydrologic skill results, leading at best to improvements at only one or two of the streamflow locations within a given region. For example, the GSM conditional PNW OCT forecasts (Figure 6a ) had skill in Temp at 4-month leads (DecemberMarch), coupled with November skill in Precip that led to minor skill in runoff, soil moisture and SWE. As Figure 6b shows, November Precip comes at the onset of snowpack formation, but in most of the basin, still falls as rain and drives an immediate hydrologic response. Despite the Temp skill, however, the hydrologic skill was largely diminished after two subsequent months of negative Precip skill. The associated streamflow forecasts (Table 2) were, not surprisingly, only skillful (for both Q 3 and Q 6 flows) in one of four locations.
[36] Another example is in the CORB, where the GSM conditional OCT forecasts ( Figure 7a ) began with negative Temp skill (possibly leading to negative SWE, Runoff and SoilMoist skill as a result of poorer partitioning of rain/ SWE), followed by lack of any regional skill in December, and then 3 months of Precip skill (January-March), coupled with negative Temp skill. This mixed skill situation led to isolated Runoff, SoilMoist and eventually SWE skill, but the Runoff skill came in January, when the role of runoff in the hydrologic cycle is small. In the final month, at the beginning of the melt season, mixed climate skill produced mixed hydrologic results: Negative Precip skill led to negative Runoff skill, while SoilMoist and SWE skill persisted. For streamflow, the negative skill in runoff at 1-and 6-month lead times was associated with negative skill in two out of four locations for both the Q 3 and Q 6 flows (Table 2) .
[37] Similarly, in the GB OCT conditional climate forecasts (Figure 8a ), negative Temp skill in month 1 occurred along with negative skill in Runoff and SoilMoist, although, again, it is noteworthy that that runoff in fall is near its lowest level during the year (Figure 8b ). At the four subsequent monthly forecast leads, the Precip forecast had positive skill, leading to generally positive skill in the hydrologic variables until April, during the snowmelt period, when Precip skill turned negative and eliminated Runoff skill. Streamflows (Table 2) [38] The GSM conditional forecasts also, however, yielded cases with extensive negative hydrologic and streamflow forecast skill, relative to ESP. For example, the CORB JAN and APR conditional forecasts, in which large negative skill scores for Precip occurred in one or more high-precipitation months (Figure 4 ), led to negative skill scores in Runoff and for nearly all the streamflow locations (Table 2) . Likewise, in the RGB, the Precip forecasts beginning in JAN, APR and JUL included sufficient negative or nonsignificant skill months, despite the occurrence of occasional positive skill in both Precip and Temp, that the Q 3 and Q 6 flows mostly had negative skill relative to ESP for these start months. In the APR forecast, Figure 8 . (a) GSM regionally averaged conditional climate and hydrologic variable forecast average skill scores (SSrmse) with respect to ESP, for the GB region, OCT start month. (b) GB regionally averaged monthly cycle for precipitation (P), snow water equivalent (SWE), soil moisture (SM), and runoff (RO), based on 1979-1999 averages. for example, positive and negative Precip forecast skill alternated in sequential months throughout the forecast.
Discussion and Conclusions
[39] The foregoing analysis was designed to assess quantitatively the added value of climate model forecast inputs from the NCEP GSM to a hydrologic forecast system for the western United States, relative to ensembles of historical meteorology (ESP). Because the climate forecast analysis showed that skill levels for the unconditional GSM climate forecasts were low (which is consistent with previous work indicating that GSM climate forecast skill is highest during extreme ENSO events), the analysis focused mainly the strong ENSO composite ensemble forecasts. The assessment was based on forecasts of streamflow at 20 locations and on monthly regional averages for snow water equivalent (SWE), total runoff (Runoff) and soil moisture (SoilMoist).
[40] Although a number of methodological issues (discussed below) bear on the results, the analysis supports the following general conclusions.
[41] 1. The large discrepancy between the GSM streamflow forecast skill with respect to a naive ensemble climatology forecast and skill with respect to ESP underscored the well-known finding that substantial streamflow forecast skill is possible based on the predictable evolution of initial hydrologic conditions. This was true even given relatively poor climate forecasts in seasons (midwinter through midsummer) when the snow and soil moisture storages are at their fullest.
[42] 2. In the western United States, the value of climate forecast skill for improving hydrologic and streamflow forecasts is strongly tied to the seasonality of the hydrologic cycle. Climate forecast skill has the largest effect on hydrologic forecast skill when it occurs during the snow accumulation and early melt season, but this effect may not be apparent until the onset of snowmelt. For example, the GSM climate forecasts benefited most the hydrology and streamflow forecasts initiated in October and January, of those considered here.
[43] 3. The conditional results verified that GSM climate forecast skill is enhanced in strong ENSO phases, particularly for temperature, in most regions. For precipitation, however, results were mixed, with California and to a lesser extent the Pacific Northwest and Great Basin benefiting, while the Colorado and upper Rio Grande river basins saw forecast performance become significantly worse. In some of these cases, regional runoff forecast skill was also reflected in streamflow (for better or worse, depending whether the runoff skill was positive or negative).
[44] 4. Most climate forecasts led to hydrologic results having mixed skill and the streamflow forecasts (averaged over 3 and 6 months) having little significant skill. Forecast skill for temperature in some locations led to better SWE forecasts than were achieved via ESP, but runoff forecast skill did not generally occur unless associated with precipitation forecast skill.
[45] 5. Streamflow forecast skill tended to mirror that of regionally averaged runoff when runoff forecast skill was large, but otherwise the varying monthly importance of runoff for streamflow generation complicated this association.
[46] That the climate model offers a significant skill improvement under certain conditions is encouraging, yet there are several reasons why the skill improvement may be less significant than the results of section 3 indicate. The assessment was a posteriori, searching for skill in every possible location and month. Each combination of region, forecast month, initiation month, and variable combination was taken to be independent, a simplifying, but likely false assumption. By ignoring interdependence, the levels of statistical significance are likely to be set too low for any given combination, and the broad survey creates a greater chance that statistically significant results may arise spuriously. Also, the GSM forecast assessment is based on retrospectively produced forecasts (hindcasts) driven by observed SST fields. The actual real-time forecasts must rely on forecast SSTs, which have inferior skill; thus the results likely overstate the skill of the GSM forecast, particularly at long lead times. Last, some of the skill discrepancy between the GSM and ESP forecasts may result from differing variance in the 10-and 21-member ensembles, as well as the vulnerability of skill scores based on the small ensembles to the influence of outlying meteorological sequences. This last concern is particularly relevant for the strong ENSO forecast results, which draw on fewer (but equally sized) ensembles. The GSM-based ensembles tend to have slightly lower variance because of the way they are downscaled, which would convey an advantage in the RMSE statistic that is the basis for the skill score. As noted earlier, we suggest a conservative appraisal of the results in which only the strongest are viewed as being potentially robust to methodological choices and misrepresentative sampling.
[47] This assessment suggests that the while climate model forecasts presently suffer from a general lack of skill, there may be locations, times of year and conditions (e.g., during El Niño or La Niña) for which they improve hydrologic forecasts relative to ESP and which could be useful for hydrologic forecasting (albeit with careful screening, ideally at a finer level of detail that was adopted in this paper, to avoid the opposite possibility). The routine lack of skill, however, is of sufficient concern that a pursuit of hydrologic forecast improvements (i.e., relative to ESP) using existing operational climate forecast alternatives (such as hybrid dynamical/statistical products) is likely to be more fruitful in the near term.
