The Scottish extension-sample of the British Household Panel Study (BHPS) is used to shed light on differences in job mobility patterns in England and Scotland for both men and women. Based on probit estimates of the overall mobility rate, a decomposition is applied to distinguish between explained and unexplained differences. Furthermore, exploiting data on the number of job changes, a zero inflated Poisson model is estimated to provide information on possible differences in the expected number of job changes. Overall, there is evidence that suggests significant differences in mobility patterns south and north of the Borders; however, these are confined to men. Yet, whether this suffices to justify a heterogeneous labour market policy for the two countries rema ins to be seen.
Introduction
eral results can be derived from the above studies. First, young people are far more likely to change jobs and, even more pronounced, job tenure signiÞcantly reduces mobility. Second, women exhibit higher average quit and promotion rates as compared to men. However, controlling for various characteristics, differences shrink. Third, over time, male and female mobility patterns in Britain have become more similar. Finally, investment in speciÞc human capital reduces job turnover while investment in occupational speciÞc human capital increases the probability of job and occupational change. Yet, thus far there has little work been done on regional differences in mobility patterns, most likely due to a lack of representative data. This paper is structured as follows. The next section will brießy discuss the BHPS and the sample. Second, overall job mobility in England and Scotland is modelled. Third, results are decomposed in order to distinguish differences due to labour market structure and employees characteristics. Finally, the determinants of the number of job changes are analysed for the two countries.
The Data
As a matter of course, a sound analysis of job mobility requires information on individuals employment history over time. The BHPS is one such source. Since its introduction in 1991, every year over 5000 households made up of roughly 10.000 individuals are interviewed. While it has always been a nationally representative sample, only recently extension samples for Scotland and Wales have been launched, aiming to increase the relatively small sample sizeapproximately 500 households in each country -to 1500 households. The main objective has been to enable independent analysis of the two countries on a representative level.
The BHPS provides information on the timing of job changes within the last 12 months. At each interview, individuals are asked to report whether their current job has been taken up before or after the previous interview. Additionally, the number of changes are recorded. Even though there is information on whether the job change occurred due to a voluntary quit, a promotion within the same Þrm or a layoff, the number of observations from this sub-sample is too small to make statistical inference feasible. Unfortunately, this limits the range of possible analyses and complicates the interpretation of the structural model. 1 For the purpose of this paper the sample contains only individuals which are, at the date of the interview, full-time employees, aged 16 to 64 (16 to 59 for women), not self-employed, working in agriculture or for the armed forces and for which information is available for both wave nine (September 1999) and ten (September 2000) . Furthermore, only individuals residing in England or Scotland have been included. The various dependent variables are constructed using answers given in wave ten's interview, while covariates are derived from the information prior to job changes in wave nine. The resulting cross-section data consist of 2443 males and 1785 females of which 605 (478) are Scottish. 2 In the following, two sub-samples are used for the various analyses.
Additionally to the BHPS, data on regional unemployment and vacancy rates provided by the Office for National Statistics ((2001) and (December 1999)) have been merged into the cross-section. Note, however, that only the aggregate unemployment rate for Scotland has been included without any further disaggregation.
3 3 Overall job mobility
Econometric model and descriptive statistics
The overall mobility rate in the sample encompasses quits, promotions and layoffs due to the data restrictions discussed above. 4 Each individual is asked whether their current job was attained before or after the previous interview date 12 months ago, where in the former the individual is classiÞed as stayer and in latter as changer. The decision to change job is determined by personal and regional characteristics. In particular, assume that the mobility rate y * i of individual i can be expressed as
, where x i is a vector of personal and regional characteristics, β the vector of coefficients to be estimated and ε i the residual. In the case of a probit model these are assumed to be normally and independently distributed.
Since the mobility rate y * i is unobserved and the data only contains information on whether an individual has changed jobs in the last 12 months, a binary choice model is employed, where
where y i is a dummy variable which takes on the value of 1 if the individual has changed jobs and 0 otherwise. Applying standard maximum likelihood estimation, the vector ofβs can be derived for the above model. 2 In what follows, Scottish refers to employees in the Scottish sample and therefore not only to native Scots. 3 Given the information provided in the BHPS, disaggregation on Local Authority District level is possible. However, the number of observations in each Scottish district becomes fairly small. 4 Whether this is a valid model speciÞcation can be formally tested by Þtting a model that distinguishes promotions, quits and layoffs and tests successively whether the pooling of stays and promotions on the one hand and quits and layoffs on the other hand is an appropriate one. The test amounts to a simple log likelihood test (Cramer and Ridder (1991) ). However, since such a disaggregation is not yet feasible it must be left for future analysis once more than two waves are available. Note, therefore, that in the present model promotions, quits and layoffs are treated as one category.
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The following covariates have been included in the vector x 0 i on the basis of signiÞcance and contribution to the model's performance: Age, marital status, number of children, level of job satisfaction, annual labour income, job tenure in years, skill level, Þrm size, dummies for employment sector and industry, general training and local unemployment rates. A detailed description of the full set of variables is given in the appendix. The mean characteristics are reported in tables 1 and 2.
Mobility in the sample is remarkably high. On average, 28 per cent of English males changed jobs in the sample period as compared to 26 per cent in Scotland. For women, the difference is slightly more pronounced (29 to 26 per cent). Booth and Francesconi (2000) report similar numbers using a longitudinal sample of the BHPS. Unsurprisingly, the percentage of movers in the age group 16 − 20 is signiÞcant compared to the overall share of this group in the sample. About 4 per cent of the Scottish sample is aged 16 − 20, while almost 8 per cent of job changers are in this age group. Again, a similar picture arises for women. On the other hand, the mobility rate amongst individuals aged 56 to 64 in England is only 3 per cent, while their total share in the sample is twice as high (not reported). A negative relationship between age and mobility is well documented in the literature (see above). For example, Gregg and Wadsworth (1995) Þnd for Britain in the time 1975 − 93 that half of all job changes occur before the age of 30 and a quarter before the age of 20; Topel and Ward (1992) Þnd even higher numbers for the United States.
Yet, even stronger is the impact of job tenure on mobility. As tables 1 and 2 show, job changers are only half as long attached to a job or Þrm as compared to the overall sample, regardless of sex or country. However, note that Scottish employees exhibit far higher attachment rates than their counterparts south of the Borders.
There is only a slight difference in mean characteristics for changers and stayers in terms of their mean annual labour incomes, the number of young children, marital status, general training and most surprisingly, job satisfaction. However, there are signiÞcant differences in the sectoral distribution among sexes on the one hand and countries on the other. About 40 per cent of Scottish women in the sample are employed in the public sector and almost 30 per cent of job changers originate from this group. The relative share among movers is even higher for English women (24 per cent). In contrast, men are less likely to be employed in the public sector in England and Scotland (14 and 22 per cent, respectively).
Similarly, there are hardly any differences in the characteristics for the two groups in the occupational variable. Tables 3 and 4 report mobility matrices for males and females within Þve occupational classes. Clearly, most of the changes occur within rather than between occupations. But it also highlights the point that mobility occurs in both directions, up and down the occupational ladder.
Additionally, Þrm size seems to impact on job mobility. Independently of sex or country, the percentage of changers employed in Þrms with less than 50 employees lies between 40 and 53 per cent. This is not overly surprising, given that around 90 per cent of all enterprises in England and Scotland fall 5 in this range. Furthermore, men employed in the energy sector (SIC-1) are far more likely to change jobs in Scotland than they are in England (8 and 2.5 per cent, respectively). The same applies to women, while the overall numbers are smaller. Tables 5 and 6 report the mobility matrix for males and females within nine industries. Once again, most of the mobility occurs within rather than between different industries, similar to the results on occupational mobility.
Note that Scottish changers have a substantially higher number of children aged 12 to 18. Furthermore, men changing jobs in England and Scotland have a signiÞcantly greater number of young children as compared to their average female counterparts. However, this does not seem to be related to age differences. On average, the distribution of age and number of children aged 4 to 11 is very similar for men and women.
Estimation Results
The parameter estimation results for the binomial probit are reported in tables 7 and 8. The Þrst three columns refer to the pooled estimation of English and Scottish males and females respectively. As the interpretation of the standard coefficients is difficult, marginal effects, ∂p(x)/∂x i , have been reported as well.
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Interpreting the results, one needs to keep in mind the level of aggregation, for promotions, quits and layoffs are pooled into one depend variable. Hence, effects which may impact signiÞcantly on one form of job mobility may not affect another and the overall coefficient may therefore be insigniÞcant. Booth et al. (1999) Þnd in their analysis of job mobility in England that some of the most important variables such as job tenure and experience exhibit similar effects across mobility categories. However, the paramount aim of this section is to Þt an appropriate model to derive predicted mobility rates for further analysis in the next section.
Being young signiÞcantly increases the likelihood of a job change for both males and females. For example, the mobility probability for an average male in the age group 16 to 20 is increased by around 19 per cent and for women by 12 per cent, other things equal. Again, this is not surprising and perfectly in line with other studies.
Second, and equally unsurprisingly are the results for job tenure. Both coefficients are signiÞcant at the 1 per cent level and negative i.e. the greater the attachment to the current job or Þrm, the lower the separation probability. Again, this is a well known stylist fact in the mobility literature (Jovanovic (1979) , Topel and Ward (1992) , Booth et al. (1999) ). Note, however, that the negative relationship is decreasing in time as the signiÞcant and positive coefficient on the squared covariate shows. Most studies also Þnd a strong and signiÞcant negative effect on labour market experience and job mobility, yet, 5 Note that for roughly continuous covariates the marginal effect is ∂p(.) ∂x i = φ(xβ)β i , where φ(.) is the pdf of the standard normal distribution. However, for binary explanatory variables the marginal effect for a change in, for example x 1 from 0 to 1, is Φ(β 0 +β 1 + ... +β kxk ) − Φ(β 0 + ... +β kxk ), where Φ(.) is the cdf of a standard normal distribution. these variables are constructed using information on the entire labour market history which is not yet available for the Scottish sample in the BHPS. However, as Booth and Francesconi (2000) remark, most of this effect is likely to be due to the negative relationship between age and mobility.
Third, having small children increases signiÞcantly the probability for males to change jobs but has no noticeable inßuence on the female mobility rate, other things equal. Recall from the sample characteristics that female movers seem to have fewer children in this range on average as compared to men. This might indicate that mobile women postpone family decisions until a good job match has been found. Booth and Francesconi (2000) Þnd in their study on gender differences a negative and mostly signiÞcant relationship between the number of young children and job mobility for both men and women.
Finally, the separation probability appears to be a negative function of job satisfaction; the higher the satisfaction in the current position, the less likely will an individual leave the job. General training on the other hand increases the likelihood of job changes, as well as being employed in a small Þrm. Both effects are signiÞcant. Surprisingly, dummies on industry and sector exhibit no signiÞcant impact on mobility, even though they contribute to the overall performance of the model. Not reported but included at an earlier stage, various education variables had no signiÞcant effect on the dependent variable or the performance criteria.
As part of the job mobility occurs due to voluntary quits, controlling for pecuniary incentives seems desirable and the annual labour income in the year prior to the change has been included as covariate. 6 Human capital theory would suggest a negative relationship between past labour income and the probability of job changes. On the other hand, if some of the lifetime mobility has already happened prior to the current move, high wages might be a proxy for a higher than average mobility rate; the total effect might be, therefore, ambiguous. Harper (1995) , for example, Þnds in a study on male occupational mobility in Britain a negative relationship between hourly wages and mobility. Surprisingly and despite the nature of the depend variable, this is the case for women as table 8 shows. Yet, there is no statistically signiÞcant effect of the annual labour income on mobility for men, other things equal.
Finally, regional unemployment rates lower the probability of job changes; however, the coefficient is insigniÞcant and very small. Similarly, the vacancyunemployment ratio turns out to be insigniÞcant. This may indeed be due to pooling as Booth et al. (1999) Þnd a signiÞcantly positive effect of the local unemployment rate on male promotions, while the effect is signiÞcantly negative for quits.
In order to test whether there are structural differences in job mobility pat-terns between England and Scotland, the last three columns in tables 7 and 8 report the estimated parameters for a pooled probit including a country dummy for Scotland along with interaction terms for the full set of covariates. Again, marginal effects have been reported to ease the interpretation of the coefficients. The above results on almost all variables remain very robust for both males and females. Note, however, the sign switch on the constant term for Scotland; while the effect is signiÞcant and positive (insigniÞcant and positive) for males (females) in the pooled regression with homogenous slope parameters, it turns out to be negative and signiÞcant once one allows for heterogeneities in coefficients. Note also the increase in the magnitude of the marginal effect for both males and females.
Being male and Scottish reduces the probability of a job change by 33 per cent, as the marginal effect on the Scottish intercept term indicates. Although few interaction terms are signiÞcant, the assumption that all coefficients have the same impact on the job mobility rate of males in England and Scotland can be rejected at less than 5 per cent (χ 2 (15) = 25.17); this suggests that there are indeed structural differences in job mobility behaviour north and south of the Borders.
Beside the intercept term, coefficients on the annual labour income, occupation and number of older children are, individually, signiÞcantly different from England. Note that their magnitude in terms of marginal effects is very similar. The result suggests that compared to their English counterparts, Scottish males with higher labour incomes over the previous year exhibit a higher mobility rate; similarly, men working in unskilled occupations or with a larger number of older children, are less likely to change jobs, other things being the same. Furthermore, the joined signiÞcance test for the number of children is not rejected (χ 2 (2) = 4.36). The same applies for the joint test on Þrm size, sector and industry (χ 2 (3) = 3.01). 7 Robustness checks show that these results remain valid even when insigniÞcant variables such as the remaining occupational groups are included. Similarly, removing the log annual labour income from the regression leaves the joint signiÞcance unaffected.
In contrast, the picture looks distinctively different for women. The only term that is individually signiÞcant, apart from the intercept dummy, is the coefficient for annual labour income. It is therefore not surprising that the joint signiÞcance test cannot be rejected (χ 2 (15) = 9.52). Note, that even though on average mobility rates for men and women are very similar, results suggest that the underlying determinants vary by gender. Yet, given the level of aggregation, it is not clear what drives these gender differences. Similarly, the absence of differences between Scottish and English females does not necessarily imply that mobility patterns are the same. Again, pooling various types of job mobility may cause some differences to be cancelled out.
Decomposition of fitted mobility probabilities
Results suggest that similar characteristics in the two countries translate signiÞcantly differently into male mobility rates. The parameter estimates from the pooled regression, including an intercept term and the full set of Scottish interaction terms in tables 7 and 8, are equivalent to two separate regressions for England and Scotland; table 9 reports the results for the male sample. Note that for obvious reasons neither the dummy for London nor the regional unemployment rates have been included; however, the homogeneity assumption for the slope parameters is still rejected. Based on the results in table 9, the conditional mobility probability for England is P (y i = 1|x i ) = 28.45 and for Scotland 27.24 per cent.
While the structural model in the last section was complicated due to the aggregation of different states, the overall Þtted mobility rates are usually thought to be unaffected by pooling for a well deÞned vector of covariates.
In order to understand what drives the lower mobility rate in Scotland, a disaggregation into components that account for differences in personal characteristics as well as differences in the labour market structure can be done. The technique is based on Jones and Makepeace's (1996) ordered probit decomposition, which has been applied to the binomial case by, for example, Pagán and Tijerina-Guajardo (2000); formallȳ
whereM is the Þtted conditional probability for England and Scotland respectively, x i is the matrix of characteristics,β the vector of estimated coefficients for the two countries, N is the number of respective observations and Φ the cumulative distribution function for a standard normal distribution.
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The interpretation of equation (1) is very similar to the linear regression model decomposition pioneered by Oaxaca (1973) . The term on the left-hand side is the difference in predicted mobility rates in England and Scotland. The Þrst component in square brackets on the right-hand side is the difference in mean mobility rates due to differences in the characteristics of English and Scottish employees. The second component captures the differences in mean predicted mobility rates due to differences in the estimated vector of coefficients, β. Hence, under the probit assumptions, the Þrst right-hand side component represents the explained and the second term the unexplained variation in the sample, so that equation (1) can be rewritten as
where ψ is the explained and ϕ the unexplained part.
Following Even and Macpherson (1990) it is possible to further disaggregate equation (1) into j sub-components despite the non-linearity of the probit model:
and
where equation (2) represents the fraction of explained differences in (1) due to differences in the jth mean characteristic; similarly, equation (3) is the fraction of the unexplained part in (1) that is due to differences in the jth coefficient. By construction, P j ψ j = ψ and
As a consequence, the fraction explained by the jth component (characteristic or coefficient) is directly related to the change in mean values of x and the parameters β.
Yet, detailed decompositions suffer from an identiÞcation problem that has widely been ignored in the literature (Oaxaca and Ransom (1999) ). If dummy variables are used, the unexplained component is sensitive to the left-out reference group. 9 In the above case almost all regressors are binary. Hence, a new technique introduced by Yun (2003) for linear regressions is applied to the non-linear case. Rather than committing to one reference group this approach differences out the average over all possible reference groups for each dummy variable. Then, labeling the sub-category of dummy variables of the j-components with l ∈ L, equations (2) and (3) become
whereβ l = P k i=1βli /k is the average over all possible k reference groups for regressor l. Note that the coefficient for the chosen reference group is naturally zero. Conveniently, all information necessary for this approach can easily been retrieved from one regression only. 11 9 Note that the aggregate and detailed characteristics effect and the aggregate coefficient effect are not affected by the choice of reference group. 10 Note that l covers also the base category. Hence, results for all categories are shown explicitly rather than implicitly as in the case of the regression analysis.
11 The term for the constant is slightly different from equation (5). In particular it becomes
is simply the sum of all average coefficients of the L dummy variables.
As usual, the decomposition can also be done by replacing the bases, i.e.β E withβ S and x 0 i,S with x 0 i,E . Both speciÞcations have been estimated and results are reported in Table 10 .
The overall difference in the predicted mobility rates between England and Scotland is roughly 1.2 percentage points. In comparison to other regions such as Wales where the predicted gab in mobility based on the above model is around 3 percentage points, this appears to be rather small.
Yet, this gap would be between 3.4 and 4.5 percentage points if one were to consider only differences in observable characteristics. On the other hand, differences in the labour market structure (i.e. differences in the slope parameters) extenuate this effect. Given the characteristics of English and Scottish employees in the sample, the difference between the mobility rates would range between minus 2.2 and 3.3 percentage points. However, the characteristics effect more than off-sets the coefficients effect and makes the overall difference appear rather small. As the pooled parameter estimates for males show, differences in slope parameters are statistically signiÞcant. Table 11 reports the results for the detailed decomposition for both weighting schemes. Note that for the two category case the detailed characteristics effect is shared equally by the two respective variables. 12 The reason is that the sum of the detailed characteristics effect is invariant to the choice of the reference group. 13 The latter holds also true for dummies with more than two categories. Furthermore, as already mentioned, results should to be viewed with caution as the pooling of different mobility states may cause difficulties in interpreting differences in coefficients because effects may off-set each other causing a downward bias.
The overall explained part is mainly driven by positive differences in job tenure, two age categories and general training variables. For example, differences in job tenure characteristics of employees increase the gap between 7.4 and 8.3 percentage points. This is not very surprising, recalling that Scottish males exhibit higher job and Þrm attachment on average than their English counterparts. In contrast, differences in job satisfaction and industry decrease the aggregate characteristics effect.
Column two and four in the bottom-half show the detailed coefficients effect. Most of the overall negative impact on the difference in the mobility rate is explained by differences in the coefficients for job satisfaction, annual labour income, age, occupation, Þrm size and marital status. On the other hand, differences in the coefficients on job tenure, sector and children contribute to the positive overall gap.
The most pronounced impact, however, is captured in differences in the coefÞcient of the constant terms; it reßects both structural differences and personal characteristics that have not been captured in the set of covariates. Given that almost all exogenous variables control for the latter, one may conclude that some structural differences in the labour market between England and Scotland push mobility rates apart, other things equal. Since the term on the intercept and the log annual labour income offset one another in magnitudes, it seems that no single difference of coefficients drives the results. This is supported by the fact that once the log annual labour income is removed from the regression, results remain robust.
In order to make statistical inference possible, bootstrap conÞdence intervals have been estimated for the results in table 10 and 11 using a simple re-sampling method (see Efron and Tibshirani (1993) for details). This is, 1000 samples of size N are drawn from the original sample (parent sample) with replacement. For each sample all statistics in table 10 are re-estimated and then used to derive standard errors and conÞdence intervals.
Three different types of intervals have been calculated, the normal (N), the percentile (P) and the bias correct (BC). If the bootstrap statistics are roughly normally distributed, the normal and percentile intervals will be fairly similar. However, if there are signiÞcant differences, percentile intervals are usually preferred. Furthermore, the point estimate of the original sample and the average statistic of the bootstrap do not necessarily agree and their difference is referred to as bias. Then, the bias correct conÞdence interval takes these possible discrepancies into account. If the bias is small, percentile and bias corrected conÞdence intervals are roughly identical. Hence, all three intervals will be very similar for an approximately normally distributed bootstrap statistic and a small bias.
SigniÞcant statistics are marked with an asterisks in table 10 and 11. If not otherwise stated, these statistics have been signiÞcant for all three methods. Since all statistics are differences of some kind, rejection of the null hypothesis requires them to be signiÞcantly different from zero. While the overall mobility gap and aggregate coefficients effect are insigniÞcant, the aggregate characteristics effects are highly signiÞcant. Furthermore, the detailed characteristics effects on job tenure, industry and absence of general training are signiÞcant, yet, non of the detailed coefficients effects is signiÞcantly different from zero despite the Þndings in the last section.
Number of job changes 4.1 The count model
Thus far, the focus has been on the overall probability for a job change to occur. In what follows, the focus will be on the number of job changes. The BHPS contains the number of separate jobs held in the reference year, including different jobs with the same employer and self-employment spells.
14 Since these are successively held jobs, the number of actual job changes within the 12 months period 1999 to 2000 can be derived.
The reason to study the determinants of the number of job changes as well is mainly a technical one. The sample period is conÞned to 12 months and as previous sections have shown, roughly 30 per cent of employees have changed their jobs in this time span. Hence, the majority of individuals has not changed jobs at all and only a very small fraction will have changed more than once. Yet, employing count data models enables one to model these stayers differently from the changers. Hence, the following analysis provides a way to cross-check the above results from a different angle.
Several possible count models are available to estimate the determinants of the number of changes of which the simplest is the Poisson model, where mean is equal variance.
15 Yet, this model fails to account for heterogeneity among individuals in the rate of the count variable known as overdispersion. Table  12 indicates, however, that the variance of the number of changes signiÞcantly exceeds the mean. As a consequence, Poisson estimates are likely to be consistent but inefficient, leading to downward biased standard errors and inßated z values. The class of negative binomial regression models circumvents this unpleasant property by replacing the mean with a random variable.
Furthermore, as the motivation is to model the decision to stay by a different process as the decision to change job, a zero modiÞed count model seems appropriate where the production of zero counts (stays) is explicitly modelled. The probability to change jobs may differ among individuals; some are more likely than others to change (e.g. young employees) but some may never change in the period under consideration (e.g. due to Þxed contracts). For the latter group, the probability of zero is unity. Thus, the probability of being among the stayers is a combination of the probability for a zero count in the two groups times the probability of being in that particular group.
Let ρ i be the probability for individual i being in the group of stayers and (1 − ρ i ) the probability that the individual exhibits a positive number of job changes. Then, combining the negative binomial and the zero count model leads to a zero inßated negative binomial model (ZINB), which is based on a simple Poisson distribution; namely
where y i is the count variable equal to zero if the individual does not change jobs; otherwise, any positive value indicates the number of job changes within the 12 months period. The random variableλ i is deÞned asλ i = exp(x 0 i β + ε i ) and secures that heterogeneities are accounted for. 16 The probability ρ i is determined by a logit model, ρ i = z(x 0 i β), where z is the logit cumulative distribution 15 The standard Poisson regression model is Pr(y i |x i ) = exp(−λ i )λ
where λ i is the expected value of y given x, λ = E(y|x) = exp(x 0 β). 16 For a detailed derivative see Long (1997). 13 function. Hence, equation (6) is the weighted conditional probability of being in the zero group of stayers while equation (7) is the conditional probability of exhibiting a positive number of job changes.
As the sample of the number of changes is slightly different from the sample used to determine overall job mobility, table 12 reports mean characteristics for the sample in this section. In total, data on 2, 347 males and 1, 688 females is available of which 571 (456) are Scottish. Compared to tables 1 and 2, differences are very small and mainly conÞned to characteristics such as sector and number of children.
On average, the number of job changes is low, with the mass clearly on zero for both males and females. This is particularly pronounced for Scottish men who change jobs 0.2 times a year as compared to 0.3 times for their English counterparts. For women the difference is smaller. Note that the numbers for English males correspond with the average overall probability for a job change while this is not the case for women or Scottish males (compare tables 1 and 2).
The maximum number of changes in the sample is 4; for both men and women, roughly 77 per cent do not change jobs, up to 20 per cent change once and 3 per cent twice within the 12 months. Note that at either interview date individuals are required to be employed full-time in order to enter the sample. However, there is no such restriction for the jobs held in between.
Results
Surprisingly, Þtting the ZINB suggests that there is no overdispersion despite evidence from the descriptive data. The one-tailed z-test does not reject the null for equidispersion by any standard.
17 Hence, the random variableλ i in (6) and (7) is replaced by λ i = exp(x 0 i β), i.e. mean is equal variance and individuals with the same x have the same expected conditional count λ. The model becomes a zero inßated Poisson regression (ZIP) instead. Table 13 reports the parameter estimates for both males and females from the pooled ZIP regression using the same set of covariates. The logit has been Þtted for an intercept term only and results are not reported; yet, the Þtted probability of always being in the zero group, ρ, is extremely slim and women are slightly more likely to be in this group.
Clearly, the results resemble the estimates on the overall job mobility. Being young, male and living in England increases the expected number of job changes by 58 per cent, other things equal, while the overall mobility probability increases by only 19 per cent (see table 7) . 18 Similarly, working in a small Þrm increases the expected number of jobs by 24 per cent. Since the Scottish coefficients are both insigniÞcant these Þgures apply for employees north of the 17 In particular, the conditional variance in the ZINB model is V ar(y i |x i ) = λ i (1 + αλ i ) = λ i + αλ 2 i . The z-test amounts to test whether α is zero in which case the variance simpliÞes to the mean; namely V ar(y i |x) = λ i . 18 The percentage change in the expected count for a unit change in x j is 100 × [exp(β j × 1) − 1]. For example, in the binary case, being male and in the age group 16-20, equals a change in x from zero to one and; hence, 100 × [exp(0.456 × 1) − 1] = 57.77.
Borders as well.
On the contrary, being employed in the public sector signiÞcantly decreases the number of jobs in the 12 month period by roughly 20 per cent; job tenure and job satisfaction reduce it by 18 per cent each, other variables constant. While the number of older children seems to have no signiÞcant impact on the overall mobility rate, it does signiÞcantly reduce the number of job changes in England. Yet, being male and Scottish increases the expected number signiÞcantly and the net effect results in an approximately 27 per cent increase.
Recall that marital status did not affect overall mobility. It does, however, signiÞcantly lower the expected number of jobs by 19 per cent. On the other hand, annual labour income is insigniÞcant as well as the English coefficient for occupation. Unemployment rates, again, do not signiÞcantly affect mobility patterns, a pretty robust result, as various other variable deÞnitions have been tried and failed to show a signiÞcant impact as well.
Being male and Scottish decreases the expected number of job changes by up to 93 per cent which is only partly outweighed by other coefficients. Even though only two interaction terms are individually signiÞcant, the hypothesis that all Scottish male coefficients are jointly zero, is rejected at the one per cent level (χ 2 (14) = 29.36). But again, this is not the case for women (χ 2 (14) = 7.34); the overall model performance with only a handful signiÞcant variables indicates once more that gender does matter in terms of mobility patterns. The results also suggest that there are no differences south and north of the borders but there are within countries.
Comparing observed with predicted mobility probabilities suggests a rather good Þt of the model both for men and women. In the sample, the conditional male probability of not changing jobs between September 1999 and September 2000 is Pr(y i = 0|x i ) = 0.78, while the conditional probabilities for one and two switches are 18 and 3 per cent respectively. For women the three probabilities are very similar.
In general, the model speciÞcation can be tested using a likelihood ratio test advised by Vuong (1989) . Yet, since a robust estimation procedure has been applied, tests based on log likelihood values are not appropriate. Thus, to test the robustness of the parameter estimates, table 14 reports the results for the alternative Poisson speciÞcation. Clearly, the results are very similar and the hypothesis of homogenous coefficients is still be rejected at the one per cent level.
Finally, the information on the number of job changes has been exploited to derive a lifetime job distribution for English and Scottish employees. Hall (1982) proposes a simple steady-state exercise to derive the expected number of jobs a worker will held over his working career given the current mobility pattern remains constant. The number of new jobs with tenure of six months or less by age group is estimated directly from the data. Then, in the steady state the annual number of new jobs by the average individual is roughly twice the fraction of the age group that is found in the zero to six-month tenure category.
The average number of jobs held over a four year span is four times the annual rate, and the average over a Þve year span is Þve times the annual rate. Table   15 15 reports the results for English and Scottish employees by gender. Clearly, job changing is most pronounced in the twenties for all four groups alike and over 80 per cent of the lifetime job shopping occurs before the age of 40. Yet, there are inter-country differences. While the number of new jobs in England for both men and women is a decreasing function of age, it peaks only in the early twenties for Scottish employees. Furthermore, assuming the current job mobility pattern to persist, the average English employee can expect to hold up to 13 jobs over their working life. Scottish employees, on the other hand, would hold only around 9 jobs over the same span.
Conclusion
The Scottish extension-sample of the BHPS has been used to shed light on differences in mobility patterns in England and Scotland. Both the overall job mobility, including voluntary and involuntary separations, and the number of job changes within the 12 month period September 1999 to September 2000 have been modelled. Results suggest that signiÞcant differences north and south of the Borders do exist.
Even though the interpretation is complicated by the nature of the data, results suggest that the overall job mobility in the two countries is driven by well known determinants such as age, job tenure and gender and is therefore in line with results from other studies. However, there is evidence that mobility patterns in Scotland are signiÞcantly different compared to England; similar characteristics of the two countries translate signiÞcantly differently into job mobility.
Second, and most importantly, even though overall predicted mobility rates are fairly similar, further disaggregation in explained (characteristics) and unexplained (coefficients) components shows that the underlying mobility structure is quite distinct. Differences in characteristics tend to widen the gap in predicted mobility rates substantially, i.e. if the Scottish and English labour market structures are similar, mobility is relatively and substantially lower north of the Borders. On the other hand, differences in the labour market structure counterbalance differences in characteristics, closing the gap in mobility rates. That is, if individuals in Scotland and England are similar in their characteristics, Scotland has a higher relative mobility rate. Since the net effect remains positive, higher mobility rates in England can be ascribed to differences in characteristics of the workforce. Interestingly, English characteristics lead to relatively higher job mobility rates in both labour markets, the English and Scottish. Yet, it remains to be seen which mobility type is accountable for these differences.
Third, the BHPS also provides information on the number of job changes which can be used to cross-check results on the overall job mobility. Using a zero inßated Poisson model, results suggest that there are again differences between Scotland and its neighbour, which are even stronger than differences in the overall mobility. Being Scottish signiÞcantly and quite substantially reduces the number of expected jobs held over the 12 months period.
Furthermore, the picture looks distinctively different for women. Neither are their differences in overall mobility patterns, nor is the number of job changes signiÞcantly different from the ones south of the Borders. The results indicate that the Þtted male model does not seem to suit female mobility patterns particularly well. Hence, gender does matter, as has been established elsewhere.
The above results should be treated as indicative, for a more detailed disaggregation into different separation types and their relative importance is not yet feasible. With more information arriving from waves to come, further research will be required.
Several policy issues arise from the paper. It has been argued that the devolution process rests its existence -among other things -on the need to address economic problems on a regional, rather than national level. Results in this paper suggest that there are indeed differences at the outset of the devolution both in terms of structure and characteristics; while the structure fosters mobility, Scottish characteristics hamper it. Restricting the analysis solely on the overall mobility rate is therefore misleading.
Yet, deriving an argument in favour of an independent labour market policy in Scotland based on the differences identiÞed above seems hasty. Instead, the question should be whether the job mobility rate in Scotland is appropriate and secondly, how the relatively lower rate north of the Borders affects the economic performance. None of these have been addressed in the paper. The contribution is one of identifying factors that impact on mobility and their relative importance. Some of these factors will lie within the scope of political decision-makers such as the sectoral composition or the level of skills and can be adjusted according to speciÞc needs. But most of them do not or only indirectly such as the age structure and family composition. Hence, whether an independent Scottish policy is appropriate ought not only be based on the existence of differences north and south of the Borders but also on economic interrelations between the two countries and efficiency and cost aspects in achieving the desired economic outcome. In the above case this is the pursuit of an appropriate job mobility rate for Scotland. 
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A Data definition
The depend variable for the overall job mobility captures all job changes including promotions, layoffs and quits, based on the question whether the current job has been acquired before or after the last interview 12 months ago. The endogenous variable for the zero inßated Poisson model is derived from the question on the number of separate jobs held in the reference year, including different jobs with the same employer and self-employment spells. Employment is deÞned by whether the respondent did paid work in the previous week, or did no paid work in that week but has a job and was away from it. The exogenous variables are taken from wave nine only, their deÞnition is as follows:
Age Originally, a wider range of covariates had been considered, including further education variables (higher degree, a-level, o-level), further occupational groups (professional, managerial, skilled manual, skilled non-manual), travelling time to work, Þrm size >50 as well as dummies on overtime, unionism, ethnicity and speciÞc training. However, all of these variables were insigniÞcant or reduced the sample size signiÞcantly, such as unionism, and have been left out of the Þnal model. The analyses have been carried out using STATA 7.0 framework.
