1. The purpose of this section is to examine how investigators currently construct achievement tests and what they report about these tests. Every issue of the Journal of Educational Psychology and the American Educational Research Journal from January 1964 to February 1971 was searched. The search turned up 130 articles in which one or more "home-made" achievement tests was employed. Table 1 summarizes a content analysis of the information reported about these tests.
2. I am embarrassed to admit that as I completed the content of analysis I did not have "a clear and consistent definition of the things being counted." I began with the intention of tallying information by the article. About halfway through I realized I was employing an implicit rule-of-thumb to deal with studies that used more than one achievement test. When the information reported about the tests in an article was the same, it was tallied only once. On any point where the information about the tests was different, these features were tallied separately. I could have started over at this point, but I had a lot of work invested. I decided my rough figures were satisfactory to convey an impression of the field.
3. Most investigators reported nothing about their tests beyond such rudimentary information as the number of items and the response mode. Several investigators did not hint that a test was used until the analysis of variance was described, at which point the test was mentioned, no more. One investigator characterized his test in a single sentence, "Criterion achievement was measured by the final achievement test." Innocent of any suggestion that something was missing, this investigator reported mean numbers of correct responses on his test to two decimal places. How could anyone imagine these numbers have meaning?
4. Bormuth (1970) has argued,
The traditional item writer seldom, if ever, sets out to write every possible item of a given type. Rather he avoids writing items he considers trivial, too complex, too simple, too wordy, or otherwise undesirable. Similarly, he will often simply decide that he has produced as many items as he needs. His decisions on these matters are seldom explicit and almost never rationalized.
Bormuth is so right. Two-thirds of the investigators failed to present any rationale for asking some questions rather than others, and most of the remainder gave this crucial topic superficial treatment.
5. Educational researchers do not seem to be following anyone's advice about test construction. Only a few reported using an empirical item selection procedure based on classical psychometric theory. Only a small percentage indicated that items were constructed according to behavioral objectives or a topical content analysis of the instructional materials.
6. The chief theme of this paper is that whether a test item measures comprehension depends upon the relationship of the wording of the test item to the wording of the instruction. About half the investigators said nothing about the relation between the test items and the instruction. Of the remainder, 9 percent made a distinction without a difference; they said that the test assessed "factual knowledge." A fact is a true assertion. It is reassuring to read that investigators believed they were teaching and testing for truths rather than falsehoods. (One investigator talked about a factual test covering fictitious material.) But the statement that a test covered facts does not usefully characterize the test, A fact may entail general terms or particular terms. A factual test item may paraphrase the language of instruction or repeat the language verbatim. Nonetheless, the investigators who used the word "fact" were probably trying to say that they used verbatim test items involving particular or singular terms.
7. About 14 percent of the investigators used tests which clearly called for verbatim recall or recognition. Another 5 percent said that the wording of the test items was similar but not identical to the wording of the preceding instruction. The nature of these items is ambiguous. There could not have been no more than variations in syntax. If so, the items could not be counted as measuring comprehension. On the other hand, these items might have entailed partial or complete paraphrase, in which case they did assess comprehension.
8. About 10 percent of the investigators claimed that a test measured comprehension, application, problem-solving or the like without presenting analysis to support the claim. Since the field has no consensual definitions of these terms, it is odd that authors would use them without explication. One would suppose that researchers would feel compelled to propose distinctions and then show that their tests captured the sense of these distinctions.
9. Finally, 11 percent of the investigators described a test which met the criteria for assessing comprehension outlined earlier. Most often credited was the statement that test items entailed new instances of concepts or principles different from any presented during instruction. No one clearly communicated the idea of paraphrase, though perhaps that was the intention of some of the investigators who said the wording of test questions was similar but not identical to the wording of the lesson. Even in this category, there were few adequate expositions. I judge that in most cases it would be impossible for an independent investigator to construct an equivalent test based on what was reported. In general, these studies failed to meet the criterion of reproducibility.
10. Procedures currently in use for constructing and describing achievement tests are a mess. Conclusions about methods, variables, or procedures can hardly be taken seriously when you don't know what the test measures. Drastic action is indicated. Journal editors are admonished forthwith to reject papers unless they contain 1) a documented rationale for selecting the questions to be asked and 2) a fullyexplicated analysis of the relationship between the questions and the preceding instruction. 
