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En el presente trabajo de tesis estudiaremos algunos aspectos geométricos de la
envoltura convexa de una trayectoria del movimiento browniano planar en un deter-
minado intervalo de tiempo. De manera más precisa, estudiaremos el perímetro, el
área y el diámetro de dicha envoltura convexa. En el primer capítulo, revisaremos el
movimiento browniano planar y algunas de sus propiedades tales como el principio
de reexión, la ley de la terna de Lévy y la ley del arcoseno que nos servirá como
base teórica para justicar las cotas establecidas por James McRedmond y Chang
Xu para estimar el diámetro promedio de dicha envoltura convexa. En el segundo
capítulo se estudiarán las principales propiedades de cuerpos convexos y la envol-
tura convexa de una curva donde se desarrollará las propiedades que nos permitan
justicar de manera más clara la fórmula de Cauchy para el perímetro y el área
de un cuerpo convexo. En el tercer capítulo se utilizará como teorema principal la
fórmula de Cauchy para justicar lo que se encontró de manera explícita tanto para
el perímetro promedio y el área promedio de la envoltura convexa del recorrido de
un movimiento browniano planar hasta el instante t = 1. Por último, en el cuarto
capítulo se utilizará la terna de Lévy como teorema principal para el desarrollo de
la estimación del diámetro promedio de dicha envoltura convexa.
iii
Abstract
In this thesis work we will study some geometric aspects of the convex envelope of
a trajectory of planar Brownian motion in a certain time interval. More precisely,
we will study the perimeter, area, and diameter of said convex envelope. In the
rst chapter, we will review the planar Brownian motion and some of its properties
such as the reection principle, Lévy's triple law and the arcsine law that will serve
as a theoretical basis to justify the bounds established by James McRedmond and
Chang. Xu to estimate the expected diameter of said convex envelope. In the second
chapter, the main properties of convex bodies and the convex envelope of a curve will
be studied, where the properties that will allow us to justify more clearly Cauchy's
formula for the perimeter and area of a convex body will be developed. In the
third chapter, the Cauchy formula will be used as the main theorem to justify what
was found explicitly for both the expected perimeter and the expected area of the
convex envelope of the path of a planar Brownian motion up to the instant t = 1.
By Finally, in the fourth chapter, the Lévy triple will be used as the main theorem
for the development of the estimation of the diameter of said convex envelope.
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Introducción
El cálculo del perímetro promedio de la envoltura convexa de un tramo del mo-
vimiento browniano planar fue propuesto por Gerard Letac en el año 1978 y fue
solucionado por Lajos Takács en el año 1980 [11], quien uso la fórmula de Cauchy
para el perímetro, desarrollada en el año 1832 [6]. Dicha fórmula consiste en expre-
sar el perímetro de la envoltura convexa en términos de la función soporte asociada
a la trayectoria del movimiento browniano planar. Es por ello que se obtuvo una
expresión explícita para el perímetro promedio. Luego, Bachir en el año 1983 calculó
explícitamente el área promedio de la envoltura convexa de un tramo del movimiento
browniano planar a partir de la fórmula de Cauchy para el área [6], dicha fórmula
consiste en expresar el área de la envoltura convexa en términos de la función so-
porte asociada a la trayectoria del movimiento browniano planar. Posteriormente,
J. McRedmond y C. Xu en el año 2017 [13], estimaron el diámetro promedio de
dicha envoltura convexa, el cual hasta el momento no ha sido calculado de forma
explícita, solo se ha podido acotar sugiriendo un valor aproximado. En esta misma
línea otros autores como J. Randon-Furling, S.N. Majumdar, y A. Comtet, también
han investigado este problema encontrando resultados interesantes que ayudan a
los ecologistas a estimar el rango de la trayectoria que realizan los animales para
alimentarse, basado en el seguimiento de las posiciones de los animales en un cierto
periodo de tiempo [12].
En el presente trabajo de estudiaremos algunos aspectos geométricos de la envoltura
convexa de una trayectoria del movimiento browniano planar en un determinado
intervalo de tiempo. De manera más precisa, estudiaremos el perímetro, el área y el
diámetro de dicha envoltura convexa. En la primera parte, revisaremos el movimiento
browniano y algunas de sus propiedades tales como el principio de reexión, la
ley de la terna de Lévy y la ley arcoseno. En la segunda parte se aplicarán estas
propiedades para obtener de manera explícita el valor promedio del perímetro y del
área de la envoltura convexa antes mencionada. Asimismo, estimaremos el promedio
del diámetro de dicha envoltura convexa. La principal contribución del trabajo es
que, si bien estos aspectos geométricos han sido estudiados en distintos artículos, la
teoría utilizada no siempre ha sido desarrollada de manera clara o precisa, y entonces
gran parte del trabajo consistirá en presentar y demostrar en forma detallada los
resultados antes mencionados junto con la teoría necesaria para ello. Así, esto podrá
servir como base para cualquier investigación relacionada por parte de alumnos de




En la presente sección, veremos el movimiento browniamo y algunas de sus princi-
pales propiedades.
Denición 1.1. Un movimiento browniano estándar en R es un proceso estocástico
B : [0,∞)×Ω→ R en un espacio de probabilidad (Ω,F ,P) que cumple las siguientes
condiciones:
1. B0 = 0 c.s.
2. (Incrementos independientes) Si 0 ≤ t1 < t2 < t3... < tn entonces las variables
aleatorias
Bt1 , Bt2 −Bt1 , ..., Btn −Btn−1
son independientes.
3. (Incrementos estacionarios) Si 0 ≤ s < t entonces
Bt −Bs tiene distribución normal con media 0 y varianza t− s.
Es decir,
Bt −Bs ∼ N(0, t− s).
4. B posee trayectorias continuas c.s.
Proposición 1.2. Sea B un movimiento browniano estándar en R. Entonces
a) Para cada t0 > 0, el proceso Bt+t0 − Bt0 , t ≥ 0 es un movimiento browniano
estándar independiente de FBt0 = σ({Br, r ≤ t0}).
b) El proceso −Bt, t ≥ 0 es un movimiento browniano estándar en R.
c) Para cada c > 0, el proceso cB t
c2
, t ≥ 0 es un movimiento browniano estándar en
R.
d) (Principio de reexión) Si b > 0 y τb = ı́nf{t ≥ 0 : Bt = b}, entonces
P[τb < t,Bt < b] = P[Bt > b], ∀t > 0.
2
e) (Ley del arcoseno) La variable aleatoria t∗ = ı́nf{t ∈ [0, 1] : Bt = sup
0≤s≤t
Bs} tiene
distribución arcoseno. Es decir,




t, ∀t ∈ [0, 1].
Demostración. Ver [5].
Sea B un movimiento browniano estándar en R, t > 0, mt = inf
0≤s≤t
Bs yMt = sup
0≤s≤t
Bs .
Observación 1.3. Para cada t > 0, P(Mt > 0) = 1 y P(mt < 0) = 1.
En efecto, por el principio de reexión, si b > 0 entonces
P[τb < t] = P[τb < t, Bt < b] + P[τb < t, Bt > b] = 2P[Bt > b].
Luego,





















De manera análoga, se concluye que P(mt < 0) = 1.
Teorema 1.4. Sean a < 0 < b e I un subconjunto de Borel del intervalo (a, b).
Entonces
















para todo t > 0.
















2(2k+1)2/(8x2), ∀x > 0.











Bs > −x, sup
0≤s≤1








































































































Denición 1.6. Un movimiento browniano estándar en Rn es un proceso estocástico
B = (B1, B2, ..., Bn) : [0,∞)× Ω→ Rn
en un espacio de probabilidad (Ω,F ,P) tal que los procesos
B1, B2, ..., Bn
son movimientos brownianos estándar en R independientes.
Proposición 1.7. Si A ∈ Rn×n es una matriz ortogonal y B es un movimiento
browniano estándar en Rn, entonces el proceso AB es un movimiento browniano
estándar en Rn.
Demostración. Ver [5].
Corolario 1.8. Si B1, B2 : [0,∞) × Ω → R son movimientos brownianos estándar
en R independientes y θ ∈ R, entonces los procesos
X = B1 cos(θ) +B2 sen(θ) y Y = −B1 sen(θ) +B2 cos(θ)
son movimientos brownianos estándar en R independientes.
















En este capítulo el objetivo es mostrar el desarrollo del teorema de Cauchy para
el perímetro y el área de un cuerpo convexo (teorema 2.79). Para alcanzar dicho
objetivo tomaremos como base teórica [6], pero en gran parte de su desarrollo toma-
remos como referencia [7] y para complementar el desarrollo de algunos resultados
tomaremos como referencia [8], [9], [10].
Denición 2.1. (Suma de Minkowski).
Sean A,B ∈ Rn. Entonces denotaremos por A + B la suma vectorial de ambos
conjuntos. Es decir,
A+B := {a+ b : a ∈ A, b ∈ B}.
Si r ∈ R denotaremos por rA al conjunto
rA := {ra : a ∈ A}.
Denición 2.2. Sean x ∈ Rn y A ⊂ Rn. El conjunto x + A es la traslación de A
denida como: x+ A = {x+ y : y ∈ A}.
2.1. Conjuntos convexos
Denición 2.3. Un subconjunto K ⊂ Rn es llamado convexo si:
αx+ (1− α)y ∈ K, ∀x, y ∈ K, ∀α ∈ [0, 1].
Observación 2.4. Notemos que Rn es un convexo de Rn y un intervalo I es un
convexo de R.
Denición 2.5. Sean x ∈ Rn y K ⊂ Rn. Decimos que x es combinación convexa









Proposición 2.6. Sea K ⊂ Rn. El conjunto de todas las combinaciones convexas
de elementos de K es convexo.
Demostración. Denotemos a D como el conjunto de todas las combinaciones conve-





tixi : k ∈ N, t1, t2, ..., tk ≥ 0,
k∑
i=1
ti = 1, x1, x2, ..., xk ∈ K
}
.
Sean x, y ∈ D y λ ∈ [0, 1]. Debemos demostrar que λx+ (1− λ)y ∈ D.








Como y ∈ D, entonces existen p ∈ N, {t∗i }
p
i=1 ⊂ [0, 1] y {yi}
p








λx+ (1− λ)y = λ
k∑
i=1










Denotemos como αi = λti, para i = 1, 2, ..., k, αi+k = (1− λ)t∗i , para i = 1, 2, ..., p y
xi+k = yi para i = 1, 2, ..., p.
Luego se cumple que α1, α2, ..., αk+p ≥ 0 (ya que λ ≥ 0, 1− λ ≥ 0, {ti}ki=1 ⊂ [0, 1] y
{t∗i }
p











































Por lo tanto, λx+ (1− λ)y ∈ D.
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Proposición 2.7. Sea K ⊂ Rn. Entonces K es convexo si y sólo si contiene todas






tixi : k ∈ N, t1, t2, ..., tk ≥ 0,
k∑
i=1




K es convexo ⇐⇒ D ⊂ K.
En efecto:
(⇐) Sean x1, x2 ∈ K y λ ∈ [0, 1]. Veamos que λx1 + (1 − λ)x2 ∈ K. Tomemos
t1 = λ, t2 = 1−λ. Es claro que t1, t2 ≥ 0, t1 + t2 = 1, entonces λx1 +(1−λ)x2 ∈ D
y como D ⊂ K, tenemos λx1 + (1− λ)x2 ∈ K.




tixi con k ∈ N, t1, ..., tk ≥ 0,
k∑
i=1
ti = 1, x1, ..., xk ∈ K.
Basta probar que x ∈ K.
Procederemos por inducción sobre k. Es claro que esto se cumple para k = 1, k = 2.
Supongamos que esto es válido para un cierto k ≥ 2. Entonces debemos probar que




tixi con t1, ..., tk+1 ≥ 0,
k+1∑
i=1























= 1 y tk+1 = 1− t.
Luego, x = ty + (1 − t)xk+1. Notemos que y ∈ K (por hipótesis inductiva) y como
K es convexo, entonces x ∈ K.
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Observación 2.8. Si {Ki}i∈I es una familia arbitraria de conjuntos convexos de
Rn, entonces
⋂
i∈I Ki es convexo.
Si x, y ∈
⋂
i∈I
Ki y λ ∈ [0, 1], debemos demostrar que





Como x, y ∈
⋂
i∈I
Ki, entonces x, y ∈ Ki, ∀i ∈ I.
Sabemos que
λx+ (1− λ)y ∈ Ki, ∀i ∈ I, pues {Ki}i∈I es una familia de conjuntos convexos.
Por lo tanto,




Denición 2.9. Dado un conjunto arbitrario X, se dene la envoltura convexa de X,
y se representa por conv(X), como la intersección de todos los subconjuntos convexos
de Rn que contienen a X. Es decir,
conv(X) =
⋂
{A ⊂ Rn : A es convexo, X ⊂ A}.
Observación 2.10.
1. La envoltura convexa deX es convexo. Esto es consecuencia de la observación 2.8.
2. A ⊂ conv(A). Esto resulta de la denición 2.9.
3. La envoltura convexa de un conjunto X es el menor conjunto convexo que contiene
a X. Es decir, si A es un conjunto convexo que contiene a X, entonces
conv(X) ⊂ A.
4. Si A ⊂ B, entonces conv(A) ⊂ conv(B).
En efecto, se tiene que B ⊂ conv(B). Como A ⊂ B, entonces A ⊂ conv(B).
Sabemos que conv(A) es el menor conjunto convexo que contiene a A y como
conv(B) es un conjunto convexo que contiene a A, entonces conv(A) ⊂ conv(B).
8
Proposición 2.11. La envoltura convexa de un conjunto no vacío X ⊂ Rn es el





tixi : k ∈ N, t1, t2, ..., tk ≥ 0,
k∑
i=1








tixi : k ∈ N, t1, t2, ..., tk ≥ 0,
k∑
i=1





(⊇) Sea x ∈ X. Como x = 1x, entonces x ∈ D. Es decir, X ⊂ D. Por la
proposición 2.6, D es convexo y como conv(X) es el menor conjunto convexo que
contine a X, entonces conv(X) ⊂ D.




tixi con k ∈ N, t1, ..., tk ≥ 0,
k∑
i=1
ti = 1, x1, ..., xk ∈ X
y como X ⊂ conv(X), entonces x1, ..., xk ∈ conv(X).
Denotemos a D∗ como el conjunto de todas las combinaciones convexas de elementos





tixi : k ∈ N, t1, ..., tk ≥ 0,
k∑
i=1
ti = 1, x1, ..., xk ∈ conv(X)
}
.
Como conv(X) es convexo, entonces, por la proposición 2.7, tenemos
D∗ ⊂ conv(X).






Observación 2.12. Sea A ⊂ Rn. Entonces A es convexo, si y sólo si conv(A) = A.
En efecto: (⇐) Supongamos que conv(A) = A. Como conv(A) es convexo, en con-
secuencia A es convexo.
(⇒) Supongamos que A es convexo, entonces, por la proposición 2.7 y por la pro-
posición 2.11, se sigue que conv(A) ⊂ A.
Además, se cumple A ⊂ conv(A). Por lo tanto, conv(A) = A.
Denición 2.13. Decimos que los puntos x0, x1..., xk ∈ Rn son afínmente indepen-
dientes si los vectores x1 − x0, ..., xk − x0 son linealmente independientes. En caso
contrario se dirán afínmente dependientes.
Teorema 2.14. (Caratheodory) Sean A ⊂ Rn y x ∈ conv(A). Entonces x es com-
binación convexa de una colección de puntos afínmente independientes de A. De
manera más precisa, x se puede expresar como una combinación convexa de no más
de n+ 1 puntos afínmente independientes de A.
Demostración. Ver [7], p. 3.
Teorema 2.15. Si A ⊂ Rn es compacto, entonces conv(A) es compacta.
Demostración.
Sea ∆ := {(λ1, ..., λn+1) : λi ≥ 0,
n+1∑
i=1
λi = 1} ⊂ Rn+1.
Sea f : ∆× An+1 → Rn la función dada por




Armación: f(∆× An+1) = conv(A).
En efecto, sea x ∈ conv(A). Entonces, por el teorema de Caratheodory, existen








donde x1, ..., xk son puntos afínmente independientes de A con k ≤ n+ 1.
Si k = n+ 1. Entonces existen (λ1, ..., λn+1, x1, ..., xn+1) ∈ ∆× An+1 tales que











, ..., λn+1 =
λk
n+ 1− k
y xk+1 = xk, ..., xn+1 = xk, entonces existen (λ1, ..., λn+1, x1, ..., xn+1) ∈ ∆ × An+1
tales que




Como A es compacto y ∆ es compacto, entonces ∆ × An+1 es compacto. Además,
la aplicación f es continua. Por lo tanto, conv(A) es compacto.
Proposición 2.16. Si A ⊂ Rn es un conjunto acotado no vacío, entonces
diam(A) = diam(conv(A)).
Demostración. Como A ⊂ conv(A), entonces
diam(A) ≤ diam(conv(A)). (2.1)
Veamos la otra desigualdad. Sean x, y ∈ conv(A), entonces
x = λ1a1 + λ2a2 + ...+ λmam,
para algunos a1, a2, ..., am ∈ A con λ1, λ2, ..., λm ≥ 0, λ1 + λ2 + ...+ λm = 1 y
y = µ1b1 + µ2b2 + ...+ µmbm,
















































‖x− y‖ ≤ diam(A), ∀ x, y ∈ conv(A),
Luego,
diam(conv(A)) ≤ diam(A). (2.2)
De (2.1) y (2.2), se concluye que
diam(conv(A)) = diam(A).
Denición 2.17. Un conjunto convexo K ⊂ Rn que es compacto y no vacío es de-
nominado un cuerpo convexo. Denotaremos por Kn a la familia de cuerpos convexos
en Rn y Kn0 a la familia de cuerpos convexos con interior no vacío. Es decir,
Kn = {K ⊂ Rn : K es un cuerpo convexo}, Kn0 = {K ∈ Kn : int(K) 6= ∅}.
Observación 2.18. Si K,L ∈ Kn y λ ∈ R, entonces K + L, λK ∈ Kn.
Denición 2.19. Un politopo en Rn se dene como la envoltura convexa de un
subconjunto nito de Rn.
Proposición 2.20. Todo politopo en Rn es un conjunto compacto.
Demostración. Sea P un politopo en Rn.
Si P = ∅ se cumple lo armado.
Si P 6= ∅, entonces existen puntos x0, x1, ..., xk en Rn tales que
P = conv{x0, x1, .., xk}.
Como {x0, x1, ..., xk} es compacto, aplicando el teorema 2.15, se obtiene que
conv{x0, x1, ..., xk} es compacto.
Por lo tanto, P es un conjunto compacto.
Denición 2.21. Denotaremos por Pn a la familia de politopos no vacíos en Rn y
por Pn0 a la familia de politopos en Rn con interior no vacío. Es decir,
Pn = {P ⊂ Rn : P es politopo no vacío en Rn}, Pn0 = Pn ∩ Kn0 .
Teorema 2.22. Si K ∈ Kn, entonces, para cada ε > 0, existe P ∈ Pn tal que























Bε (xi) ⊂ Pε, entonces
P ⊂ K ⊂ Pε.
.
Denición 2.23. Si A ⊂ Rn, A 6= ∅ y x ∈ Rn, se dene la distancia del punto x al
conjunto A de la siguiente manera:
d(x,A) := ı́nf{||x− a|| : a ∈ A}.
Proposición 2.24. Sea A ⊂ Rn un conjunto convexo cerrado y no vacío. Para cada
x ∈ Rn − A, existen u ∈ Sn−1 y β ∈ R tales que
〈z, u〉 ≤ β, ∀z ∈ A y 〈x, u〉 > β.
Demostración. Sea x ∈ Rn − A. Como A es un conjunto cerrado, existe a ∈ A tal
que




∈ Sn−1 y β = sup
z∈A
〈z, u〉. Entonces
〈z, u〉 ≤ β, ∀z ∈ A.
Además,
〈x, u〉 − 〈a, u〉 = 〈x− a, u〉 = ‖x− a‖ > 0.
Por lo tanto,
〈x, u〉 > 〈a, u〉. (2.3)
Sea z ∈ A. Consideremos la función dada por
f(t) = ‖x− [(1− t)a+ tz]‖2 = ‖x− a+ t(a− z)‖2.
Como A es convexo, (1 − t)a + tz ∈ A para cada t ∈ [0, 1]. Entonces f alcanza su
valor mínimo en t = 0 (ya que f(0) = ‖x− a‖2). En particular,
0 ≤ f ′(0) =
[
2t‖a− z‖2 + 2〈x− a, a− z〉
]
|t=0 = 2〈x− a, a− z〉.
Entonces
〈z, u〉 = 〈z, x− a〉
‖x− a‖




Como z ∈ A fue tomado de manera arbitraria, entonces
β = sup
z∈A
〈z, u〉 ≤ 〈a, u〉.
De esto y de (2.3), concluimos que
β < 〈x, u〉.
2.2. Funciones convexas
Denición 2.25. Sea D ⊂ Rn un conjunto convexo. Decimos que una función
f : D → R es convexa si
f((1− λ)x+ λy) ≤ (1− λ)f(x) + λf(y), ∀x, y ∈ D, ∀λ ∈ [0, 1].
Teorema 2.26. Toda función convexa f : Domf ⊂ Rn → R es continua en
int(Domf).
Demostración. Ver [7], p. 21-22.
Denición 2.27. Sea A ⊂ Rn. Decimos que una función f : A→ Rm es localmente
Lipschitz continua si para cada conjunto compacto K ⊂ A, existe una constante CK
tal que
‖f(x)− f(y)‖ ≤ CK‖x− y‖, ∀ x, y ∈ K.
Teorema 2.28. Si f : Rn → R es convexo, entonces f es una función localmente
Lipschitz continua en Rn.
Demostración. Ver[8], p. 267.
Teorema 2.29. Si f : Rn → Rm es una función localmente Lipschitz continua,
entonces f es diferenciable Ln − c.s., donde Ln es la medida de lebesgue en Rn.
Demostración. Ver[8], p. 103-106.
Corolario 2.30. Si f : Rn → R es convexo, entonces f es diferenciable Ln − c.s.
Demostración. Como f : Rn → R es convexo, entonces, por el teorema 2.28, f
es una función localmente Lipschitz continua. Luego, aplicando el teorema 2.29, se
concluye que f es diferenciable Ln − c.s.
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2.3. Función soporte
Denición 2.31. Sea K ∈ Rn un conjunto convexo cerrado y no vacío. La función
soporte hK de K se dene como:




Denotaremos por Dom(hK) = {u ∈ Rn : hK(u) <∞}.
Para cada u ∈ Dom(hK)− {0}, denamos los conjuntos
H(K, u) := {x ∈ Rn : 〈x, u〉 = hK(u)}
H−(K, u) := {x ∈ Rn : 〈x, u〉 ≤ hK(u)}
F (K, u) := H(K, u) ∩K,
denominados respectivamente, el hiperplano soporte, el semiespacio soporte y el
conjunto soporte K con vector normal exterior u.
Proposición 2.32. Sea K ∈ Kn. Para cada u ∈ Rn − {0}, existe x0 ∈ ∂K tal que
hK(u) = 〈x0, u〉,
donde hK es la función soporte de K.




Sea f : K → R dado por f(x) = 〈x, u〉, ∀x ∈ K.
Notemos que f así denida es continua en K y como K es compacto, entonces existe
x0 ∈ K tal que máx
x∈K
f(x) = 〈x0, u〉.
Reemplazando en (2,4), tenemos que hK(u) = 〈x0, u〉.
Armación: x0 ∈ ∂K.
































Proposición 2.33. Sea K ∈ Kn. Si y0 ∈ ∂K, entonces existe u0 ∈ Sn−1 tal que
hK(u0) = 〈y0, u0〉,
donde hK es la función soporte de K.




Por lo visto en la demostración de la proposición 2.24, para cada m ∈ Z+, existe
am ∈ K tal que
‖xm − am‖ = d(xm, K),








um = u0 ∈ Sn−1.
Sea z ∈ K. Entonces
〈z, um〉 ≤ 〈xm, um〉 para todo m ∈ N
Tomando el límite cuando m→∞, obtenemos
〈z, u0〉 ≤ 〈y0, u0〉.
Como z ∈ K fue tomado arbitrariamente, concluimos que
hK(u0) ≤ 〈y0, u0〉.
De la denición de hK(u0), es evidente que hK(u0) ≥ hK(u0) ≤ 〈y0, u0〉.
Finalmente, concluimos que hK(u0) = 〈y0, u0〉.
Proposición 2.34. Sea K ⊂ Rn conjunto convexo cerrado y no vacío.
a) hK(λu) = λhK(u), ∀λ ≥ 0, ∀u ∈ Rn.
b) hK(u+ v) ≤ hK(u) + hK(v), ∀ u, v ∈ Rn.
c) x ∈ K ⇔ 〈x, u〉 ≤ hK(u), ∀u ∈ Rn.
d) Si K es acotado, entonces hK es nita.
e) Si L también es un conjunto convexo cerrado y no vacío, entonces
hαK+βL = αhK + βhL, ∀ α, β ≥ 0.
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Demostración.
a) Sean λ ≥ 0, u ∈ Rn, tenemos
hK(λu) = sup
x∈K
〈x, λu〉 = λ sup
x∈K
〈x, u〉 = λhK(u).
b) Sean u, v ∈ Rn, tenemos
hK(u+ v) = sup
x∈K




〈x, v〉 = hK(u) + hK(v).
c) (⇒) Se cumple de la denición de la función soporte de K.
(⇐) Debemos demostrar que si 〈x, u〉 ≤ hK(u), ∀u ∈ Rn, entonces x ∈ K.
Esto equivale a demostrar
x ∈ Rn −K ⇒ hK(u) < 〈x, u〉, para algún u ∈ Rn.
Como x ∈ Rn − K, entonces, por la proposición 2.24, existen u0 ∈ Sn−1 y β ∈ R
tales que
〈z, u0〉 ≤ β, ∀z ∈ K y 〈x, u0〉 > β.
Lo cual implica que
hK(u0) ≤ β < 〈x, u0〉
Por lo tanto,
hK(u) < 〈x, u〉, para algún u ∈ Rn.
d) Como K es acotado, entonces ∃ c > 0 tal que ||x|| ≤ c, ∀x ∈ K.
Por la desigualdad de Cauchy-Schwarz, tenemos que
〈u, x〉 ≤ ||u||.||x|| ≤ c||u||, ∀x ∈ K, ∀u ∈ Rn.
Luego se cumple que
hK (u) = sup
x∈K
〈x, u〉 ≤ c||u||, ∀u ∈ Rn.
Por lo tanto, la función soporte de K es nita.
e) Sean u ∈ Rn, α, β ≥ 0, tenemos
hαK+βL(u) = sup
x∈αK+βL
〈x, u〉 = sup
y∈K,z∈L





= αhK(u) + βhL(u) = (αhK + βhL)(u).
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Observación 2.35. La función soporte hK de K es convexa. Esto es consecuencia
de la proposición 2.34 partes a) y b).
Proposición 2.36. Sean K,L ⊂ Rn conjuntos convexos cerrados y no vacíos y hK,
hL sus respectivas funciones soporte. Las siguientes armaciones son equivalentes:
a) K ⊂ L.
b) hK (u) ≤ hL (u) ,∀u ∈ Rn.
Demostración.
a)⇒ b) : Si K ⊆ L , entonces
hK (u) = sup{〈a, u〉 : a ∈ K} ≤ sup{〈a, u〉 : a ∈ L} = hL (u) .
Por lo tanto,
hK (u) ≤ hL (u) , ∀u ∈ Rn.
a)⇐ b) : Supongamos que
hK (u) ≤ hL (u) ,∀u ∈ Rn. (2.5)
Sea x ∈ K, entonces, de la denición de hK , tenemos que
〈x, u〉 ≤ hK(u) ≤ hL (u) , ∀u ∈ Rn.
Luego, por la proposición 2.34 parte c), se cumple que x ∈ L.
Por lo tanto, K ⊂ L.
Observación 2.37. Sean K,L ∈ Kn. Si K ⊂ int(L), entonces
hK (u) < hL (u) ,∀u ∈ Rn − {0}.
En efecto, supongamos por contradicción que
hL (u) ≤ hK (u) , para algúnu ∈ Rn − {0}. (2.6)
Como u ∈ Rn − {0} y hK es la función soporte de K, entonces, por la proposición
2.32, existe x0 ∈ ∂K tal que
hK(u) = 〈x0, u〉. (2.7)
Como x0 ∈ K ⊂ int(L), se sigue que x0 ∈ int(L). Entonces existe r > 0 tal que
Br(x0) ⊂ L.
De (2.6) y (2.7), tenemos que
〈x, u〉 ≤ hL(u) ≤ 〈x0, u〉, ∀x ∈ L.
Como x0 + r
u
‖u‖








Luego, r ≤ 0 (contradicción).
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Proposición 2.38. Sea A ⊂ Rn un conjunto cerrado y no vacío. Entonces para
todo u ∈ Rn,
hconv(A)(u) = sup{〈a, u〉 : a ∈ A}.
Demostración. Si u = 0, se cumple lo armado.
Si u ∈ Rn − {0}, demostraremos que
I) sup{〈a, u〉 : a ∈ A} ≤ hconv(A)(u) y II) hconv(A)(u) ≤ sup{〈a, u〉 : a ∈ A}.
I) Como A ⊂ conv(A), entonces
sup{〈a, u〉 : a ∈ A} ≤ sup{〈a, u〉 : a ∈ conv(A)} = hconv(A)(u). (2.8)
II) Si sup{〈a, u〉 : a ∈ A} =∞, se cumple la armación.
Supongamos ahora que
λ = sup{〈a, u〉 : a ∈ A} ∈ R.
Sea H− = {a ∈ Rn : 〈a, u〉 ≤ λ}.
Como A ⊂ H− y H−es convexo, entonces conv(A) ⊂ H−.
Es decir,
〈a, u〉 ≤ λ , ∀ a ∈ conv(A).
En particular, sup{〈a, u〉 : a ∈ conv(A)} ≤ λ. Entonces
hconv(A)(u) ≤ sup{〈a, u〉 : a ∈ A}. (2.9)
De (2.8) y (2.9), se concluye que
hconv(A)(u) = sup{〈a, u〉 : a ∈ A}.
Observación 2.39. Sea K ∈ Kn tal que 0 ∈ int(K). Para cada u ∈ Rn − {0}, se
cumple que
hK(u) > 0.
En efecto, sea u ∈ Rn − {0}. Como 0 ∈ int(K), entonces existe r > 0 tal que
Br(0) ⊂ K.





















‖u‖ > 0. Por lo tanto, hK(u) > 0.
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Denición 2.40. Sean f : Rn → R, x ∈ Rn. Denimos la derivada direccional
unilateral de f en x con respecto a y como el siguiente límite.





si este límite existe.
Denición 2.41. Sea f : Rn → R. Decimos que f es sublineal si cumple que
f(λu) = λf(u), f(u+ v) ≤ f(u) + f(v), ∀u, v ∈ Rn, λ ≥ 0.
Observación 2.42.
1. Sea f : Rn → R. Si f es una función convexa entonces, para cada x ∈ Rn, existen
los siguientes límites




, ∀ y ∈ Rn.
2. Toda función soporte de un cuerpo convexo es una función sublineal.
En efecto, sea hK la función soporte de K ∈ Kn. Por la proposición 2.34 partes
a) y b), se cumple que hK es una función sublineal.
3. Sea K ∈ Kn con función soporte hK y u ∈ Rn. Entonces
h′K(u, v) ≤ hK(v), ∀v ∈ Rn.
En efecto, sea v ∈ Rn y sea t > 0. Como hK es una función sublineal, entonces
hK(u+ tv) ≤ hK(u) + thK(v),
hK(u+ tv)− hK(u)
t






h′K(u, v) ≤ hK(v).
4. Sea K ∈ Kn con función soporte hK y u ∈ Rn. Entonces
h′K(u,−u) = −h′K(u, u).
En efecto,










5. Sea K ∈ Kn con función soporte hK y u ∈ Rn. Entonces
h′K(u, u) = hK(u).
En efecto, como hK es sublineal (item 2), entonces










(1 + t)hK(u)− hK(u)
t
= hK(u).
Lema 2.43. Sea f : Rn → R. Entonces la función derivada direccional
f ′(x, . ) : Rn → R es sublineal.
Demostración. Ver [7], p. 24-25.
Lema 2.44. Sea f : Rn → R una función sublineal. Entonces existe un único
K ∈ Kn tal que
f es la función soporte de K. Es decir, f = hK .
Demostración. Ver [7], p. 45-46.
Teorema 2.45. Si K ∈ Kn con función soporte hK y u ∈ Rn − {0}, entonces
h′K(u, x) = h(F (K, u), x), ∀ x ∈ Rn.
Demostración. Como hK es convexa, entonces, por la observación 2.42, existe el
siguiente límite




, ∀ x ∈ Rn.
Aplicando el lema 2.43, tenemos que h′K(u, . ) es sublineal.
Luego, por el lema 2.44, se cumple que existe un único K ′ ∈ Kn tal que
h′K(u, . ) es la función soporte de K
′.
Además, por la observación 2.42 ( item 3), tenemos que
h′K(u, v) ≤ hK(v), ∀ v ∈ Rn.
Esto, por la proposición 2.36, implica que
K ′ ⊂ K. (2.10)
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Armación 1: h′K(u, x) ≤ h(F (K, u), x), ∀ x ∈ Rn.
En efecto, sea y ∈ K ′. Por (2.10), tenemos que y ∈ K. Luego, de la denición
de la función soporte de K, se tiene que
〈y, u〉 ≤ hK(u). (2.11)
Por otro lado, de la denición de la función soporte de K ′, tenemos
〈y,−u〉 ≤ h′K(u,−u). (2.12)
De la observación 2.42 (item 4 y 5) en (2.12), se tiene que
〈y,−u〉 ≤ −hK(u),
〈y, u〉 ≥ hK(u).
(2.13)
De (2.11) y (2.13), tenemos
〈y, u〉 = hK(u), (2.14)
así,
y ∈ F (K, u).
Luego,
K ′ ⊂ F (K, u).
De la propoción 2.36, se concluye que
h′K(u, x) ≤ h(F (K, u), x), ∀ x ∈ Rn.
Armación 2: h(F (K, u), x) ≤ h′K(u, x), ∀ x ∈ Rn.
En efecto, sea y ∈ F (K, u). Entonces
〈y, u〉 = hK(u). (2.15)
De la denición de la función soporte de K, tenemos que
〈y, v〉 ≤ hK(v), ∀ v ∈ Rn. (2.16)
Sean x ∈ Rn y λ > 0, en (2.16). Tomemos v = u+ λx, esto implica que
〈y, x〉 ≤ hK(u+ λx)− 〈y, u〉
λ
, λ > 0.
En consecuencia, tenemos
〈y, x〉 ≤ h′K(u, x), ∀ y ∈ F (K, u).
Por lo tanto,
h(F (K, u), x) ≤ h′K(u, x), ∀ x ∈ Rn.
De la armación 1 y la armación 2, se concluye el teorema.
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Observación 2.46. Sea x ∈ Rn y Sea f : Rn → R una función convexa y diferen-
ciable en x, entonces
f ′(x, v) ≥ 〈∇f(x), v〉, ∀ v ∈ Rn.
Demostración. Sea v ∈ Rn. Como f es una función convexa y diferenciable en x,
entonces
f(y) ≥ f(x) + 〈∇f(x), y − x〉, ∀ y ∈ Rn. (2.17)
Sea λ > 0, en (2.17) tomemos y = x+ λv. Esto implica que
f(x+ λv)− f(x)
λ








f ′(x, v) ≥ 〈∇f(x), v〉, ∀ v ∈ Rn. (2.19)
Proposición 2.47. Sea K ∈ Kn y u ∈ Rn − {0}. Si la función soporte hk es
diferenciable en u, entonces el conjunto soporte F (K, u) contiene un único punto x.
Además, se cumple que
x = ∇hK(u).
Demostración. Supongamos que la función soporte hK es diferenciable en u, enton-
ces existen las derivadas direccionales y se cumple que
h′K(u, v) = −h′K(u,−v), ∀ v ∈ Rn. (2.20)
Como hK es convexo y diferenciable en u, entonces, por la observación 2.46, se tiene
que
h′K(u, v) ≥ 〈∇hK(u), v〉, ∀ v ∈ Rn. (2.21)
Sea v ∈ Rn. De(2.20) y (2.21), tenemos que
h′K(u, v) = −h′K(u,−v) ≤ −〈∇hK(u),−v〉.
Así
h′K(u, v) ≤ 〈∇hK(u), v〉. (2.22)
Además, en(2.21), tenemos que
h′K(u, v) ≥ 〈∇hK(u), v〉. (2.23)
De (2.22) y (2.23), se sigue que
〈∇hK(u), v〉 = h′K(u, v). (2.24)
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En (2.24), aplicando el teorema 2.45, tenemos que
〈∇hK(u), v〉 = h(F (K, u), v), ∀ v ∈ Rn. (2.25)
Denotemos x = ∇hK(u), como x ∈ Rn podemos expresarlo en coordenadas. Es decir,
x = (x1, x2, ..., xn). Ahora, en (2.25), tomemos v = ei vector de la base canónica.
Esto implica que
xi = 〈x, ei〉 = h(F (K, u), ei). (2.26)
De (2.26) y de la denición de función soporte de F (K, u), se sigue que
〈z, ei〉 ≤ xi, ∀ z ∈ F (K, u). (2.27)
Por otro lado, en (2.25) tomemos v = −ei Esto implica que
− xi = 〈x,−ei〉 = h(F (K, u),−ei). (2.28)
De(2.28) y de la denición de función soporte de F (K, u) se sigue que
〈z,−ei〉 ≤ −xi, ∀ z ∈ F (K, u),
〈z, ei〉 ≥ xi, ∀ z ∈ F (K, u).
(2.29)
De (2.27) y (2.29), tenemos que
〈z, ei〉 = xi, ∀ z ∈ F (K, u). (2.30)
Haciendo esto para cada i = 1, 2, ..., n , se cumple que
F (K, u) = {x}.
Por lo tanto, queda demostrada la proposición.
2.4. La métrica de Hausdor
Denición 2.48. Sean K,L ∈ Kn. La distancia de Hausdor entre K y L se dene
por
dH(K,L) = mı́n{α ≥ 0 : K ⊂ L+ αB̄, L ⊂ K + αB̄},









Observación 2.50. La distancia de Hausdor es una métrica. Ver[7], p. 61.
Teorema 2.51. Para K,L ∈ Kn, dH(K,L) = supu∈Sn−1 |hK(u)− hL(u)|.
Demostración. Ver [7], p. 66.
Lema 2.52. Sean K1, K2 ∈ Kn y K2 ⊂ int(K1). Entonces existe η > 0 tal que para
cada K ∈ Kn con dH(K1, K) < η se cumple que K2 ⊂ K.
Demostración. Como K2 ⊂ int(K1), por la observación 2.37, se tiene que
hK1 (u)− hK2 (u) > 0,∀u ∈ Rn − {0}.
Esto dene una función hK1 − hK2 : Rn → R positiva en Rn−{0}. Como hK1 y hK2
son funciones convexas, entonces, hK1 y hK2 son funciones continuas. En particular,
hK1 − hK2 es continua en el compacto Sn−1, y por tanto existe
u0 ∈ Sn−1 tal que
η = mı́n
u∈Sn−1
(hK1 − hK2)(u) = (hK1 − hK2)(u0) > 0.
Sea K ∈ Kn tal que dH(K1, K) < η. Por el teorema 2.51, tenemos que
|(hK1 − hK) (u) | < η,∀u ∈ Sn−1.
Lo cual implica que
hK2(u) = hK1(u)− (hK1 − hK2)(u) ≤ hK1(u)− η ≤ hK(u), ∀u ∈ Sn−1.
Esto es,
hK2(u) ≤ hK(u), ∀u ∈ Sn−1.
Luego, por la proposición 2.34 parte a), se sigue que
hK2(u) ≤ hK(u), ∀u ∈ Rn.
Por lo tanto, por la proposición 2.36, se cumple que
K2 ⊂ K.
Teorema 2.53. Sea K un cuerpo convexo en Rn, tal que 0 ∈ int(K). Entonces,
para cada λ > 1, existe P ∈ Pn tal que
P ⊂ K ⊂ λP.
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Demostración. Sea λ > 1. Como 0 ∈ int(K), entonces existe ε > 0 tal que
Bε(0) ⊂ int(K). (2.31)
Aplicando el lema 2.52, se sigue que
∃ η > 0 tal que ∀L ∈ Kn con dH(L,K) < η se cumple que Bε(0) ⊂ L. (2.32)








. Por el teorema 2.22, existe P ∈ Pn tal que









Bδ (x) = P + δB̄,
y de la denición de dH (distancia de Hausdor), tenemos que
dH(P,K) ≤ δ < η. (2.34)
Entonces, por (2.32), se tiene que
Bε(0) ⊂ P.
Luego, por la proposición 2.36, tenemos que
ε = hBε(0)(u) ≤ hP (u), ∀u ∈ R
n. (2.35)
Armación: K ⊂ λP.
En efecto, sea u ∈ Rn, como K ⊂ Pδ = P + Bδ(0), entonces, por la proposición
2.36 y la proposición 2.34 parte e) y (2.35), tenemos que
hK(u) ≤ hP (u) + hBε(0)(u) = hP (u) + δ,
< hP (u) + (λ− 1)ε,
≤ λhP (u) = hλP (u).
Luego, por la proposición 2.36, se cumple lo armado. En consecuencia, el teorema
queda demostrado.
Lema 2.54. Sea A ⊆ Rm conjunto compacto y no vacío. Entonces
diam(A) = sup
0≤θ≤π
rA (θ) , (2.36)
donde rA (θ) = sup
x∈A
〈x, uθ〉 − inf
x∈A
〈x, uθ〉 con uθ = (cos(θ), sen(θ)).
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Demostración. Si A es un conjunto unitario entonces diam(A) = 0 y rA(θ) = 0 para
todo θ ∈ [0, π]. Entonces
diam(A) = 0 = sup
0≤θ≤π
rA (θ) .
Supongamos ahora que A tiene al menos dos elementos. Ya que A es compacto, para
cada θ existen x, y ∈ A tal que
rA (θ) = 〈x, uθ〉 − 〈y, uθ〉.
Luego, por la desigualdad de Cauchy-Schwarz, se tiene que




rA (θ) ≤ sup
x,y∈A
‖x− y‖ = diam(A). (2.37)
Veamos la otra desigualdad. Como A es un conjunto compacto con al menos dos
elementos, entonces existen x0, y0 ∈ A tales que
diam(A) = ‖x0 − y0‖ 6= 0
Sea z = x0 − y0 y tomemos θ0 ∈ [0, π] tal que uθ0 =
z
‖z‖
, luego se tiene
diam(A) = ‖z‖ = z. z
‖z‖






rA (θ) . (2.38)




2.5. Perímetro y área
Observación 2.55. Si P ∈ P20 , decimos que P es un polígono convexo.
Denición 2.56. Sean v1, v2, ..., vk los vértices del polígono convexo P .
Sea l1 = ||v2 − v1||, l2 = ||v3 − v2||, ..., lk = ||v1 − vk|| las longitudes de cada uno de
sus lados de P . El perímetro del polígono convexo P se dene como la suma de la






A partir de este momento los vértices de un polígono serán puntos consecutivos
distribuidos en sentido antihorario.
Proposición 2.57. El perímetro del polígono convexo P tiene las siguientes pro-
piedades:
a) l es invariante por traslación.
b) l(αP ) = αl(P ), ∀α > 0.
Demostración. a) sea x ∈ R2. Debemos demostrar que su traslación
x+ P = {x+ y : y ∈ P}
tienen el mismo perímetro. Es decir,
l(x+ P ) = l(P ).
Sean v1, v2, ..., vk los vértices del polígono convexo P , entonces, se cumple que
x+ v1, x+ v2, ..., x+ vk son los vértices de x+ P.
Luego, de la denición del perímetro, tenemos que
l(x+ P ) = ||x+ v2 − (x+ v1)||+ ||x+ v3 − (x+ v2)||+ ...+ ||x+ v1 − (x+ vk)||
= ||v2 − v1||+ ||v3 − v2||+ ...+ ||v1 − vk||
= l(P ).
Por lo tanto, l es invariante por traslación.
b) sea α > 0 y Sean v1, v2, ..., vk los vértices del polígono convexo P , entonces, se
cumple que
αv1, αv2, ..., αvk son vértices de αP.
Luego, de la denición del perímetro, tenemos
l(αP ) = ||αv2 − αv1||+ ||αv3 − αv2||+ ...+ ||αv1 − αvk||
= ||α(v2 − v1)||+ ||α(v3 − v2)||+ ...+ ||α(v1 − vk)||
= α||v2 − v1||+ α||v3 − v2||+ ...+ α||v1 − vk||
= αl(P ).
Observación 2.58. Sea P un polígono convexo con vértices v1, v2, ..., vn .
Sea F = {||v2 − v1||, ||v3 − v2||, ..., ||v1 − vn||} el conjunto de longitudes de todos los




lj, i 6= j
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Lema 2.59. Si un polígono convexo P se corta por una recta, los dos polígonos
convexo obtenidos tienen menor perímetro que P .
Demostración. Sean P un polígono convexo con v1, v2, ..., vn vértices. Sin pérdida de












De la gráca tenemos los polígonos convexos P1 y P2 con sus respectivos vértices.
Para P1, de la observación anterior, se cumple que
||w2 − w1|| < ||vn−1 − w2||+ ||vn − vn−1||+ ||v1 − vn||+ ||v2 − v1||+ ||w1 − v2||.
En la desigualdad tenemos la longitud de un lado del polígono convexo P2, suman-
do las longitudes de cada unos de sus lados restantes y luego de la denición de
perímetro tenemos
l(P2) ≤ l(P )
Ahora para P2, por la observación anterior, tenemos
||w1 − w2|| < ||v3 − w1||+
n−3∑
i=3
||vi+1 − vi||+ ||w2 − vn−2||
En la desigualdad tenemos la longitud de un lado del polígono convexo P1, suman-
do las longitudes de cada unos de sus lados restantes y luego de la denición de
perímetro tenemos
l(P1) ≤ l(P )
Proposición 2.60. Sean Q y P dos polígonos convexos tales que Q ⊂ P , entonces
l(Q) ≤ l(P ).






donde H−1 , H
−
2 , ..., H
−





De la gráca tenemos que H1 corta a P , entonces, por el lema anterior, se cumple




De la gráca tenemos que H2 corta a P1, entonces, por el lema anterior, se cumple





H3 corta a P2, entonces
l(P3) ≤ l(P2), donde P3 = H−3 ∩H−2 ∩H−1 ∩ P.
Realizando el procedimiento m veces se cumple:







H−i y Q ⊂ P , entonces
Q = Pm
Por lo tanto,
l(Q) ≤ l(P ).








Observación 2.62. Si K ∈ K20, entonces l+(K), l−(K) ∈ [0,∞).
Teorema 2.63. Sea K ∈ K2. Entonces
l+(K) = l−(K). (2.40)
Demostración. Sea λ > 1. Como K ∈ K20 y el área es invariante por traslaciones
podemos suponer que 0 ∈ int(K), entonces, por el teorema 2.53, existe P ∈ P2 tal
que
P ⊂ K ⊂ λP.
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De la denición de l−(K) y l+(K), y ya que P es un polígono convexo, tenemos
l(P ) ≤ l−(K) ≤ l+(K) ≤ l(λP ).
Esto implica que
|l+(K)− l−(K)| < (λ− 1)l(P ) ≤ (λ− 1)l−(K).
Como λ > 1 fue tomado de manera arbitraria, podemos concluir que
l+(K) = l−(K).
Denición 2.64. Sea K ∈ K20. Denimos el perímetro de K como:
l(K) := l+(K) = l−(K).
Proposición 2.65. El perímetro l denido en K20 tiene las siguientes propiedades:
1. l es invariante por traslación,
2. l(αK) = αl(K), ∀α ≥ 0, ∀K ∈ K20,
3. Si K,L ∈ K20 son tales que K ⊂ L, entonces l(K) ≤ l(L).




En efecto, sea P ∈ P20 tal que P ⊂ K.
Como x+ P ∈ P20 y x+ P ⊂ x+K entonces
l(x+ P ) ≤ l(x+K). (2.41)
Por la proposición 2.57, tenemos que
l(x+ P ) = l(P ).
Reemplazando en (2.41), se tiene que




Veamos ahora la otra desigualdad. Si cambiamos K por x+K y x por −x en la
desigualdad anterior, obtenemos
l(x+K) ≤ l((−x) + (x+K)) = l(K).
Por lo tanto, de la primera y segunda desigualdad, tenemos
l(K) = l(x+K).
Observación 2.66. Sea K ∈ K20. Como K es compacto, entonces K es medible en
el sentido de Lebesgue en R2. Así, tiene sentido denir su área como la medida de
lebesgue de K.
Denición 2.67. Sea K ∈ K20. Decimos. El área de K es denida como:
A(K) = λ(K) =

K
1dxdy ∈ [0,∞), (2.42)
donde λ es la medida de Lebesgue en R2.
Observación 2.68. Como K tiene interior no vacío (ya que K ∈ K20), entonces
A(K) > 0.
Proposición 2.69. El área A denida en K20 tiene las siguientes propiedades:
1. A es invariante por traslación.
2. A(αK) = α2A(K), ∀α ≥ 0, ∀K ∈ K20.
3. Si K,L ∈ K20 son tales que K ⊂ L, entonces A(K) ≤ A(L).
Demostración. Ver [8].
Teorema 2.70. Las aplicaciones l y A son continuas en K20.
Demostración. Sea K ∈ K20. Para probar la continuidad del área en K demostrare-
mos que
∀ε > 0,∃δ > 0 tal que |A(K)− A(L)| < ε para todo L ∈ K20 con dH(K,L) < δ.
Fijemos ε > 0. ComoK ∈ K20 y el área es invariante por traslaciones (proposición 2.69)
podemos suponer que 0 ∈ int(K). Así podemos encontrar ρ > 0 tal que
ρB̄ ⊂ int(K) ⊂ K. (2.43)
Aplicando el lema 2.52, se sigue que
∃ η > 0 tal que ∀L ∈ K20 con dH(L,K) < η se cumple que ρB̄ ⊂ L. (2.44)
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Además, se tiene que
∃λ > 1 tal que λ2(λ2 − 1)A(K) < ε. (2.45)






. Sea L ∈ K20 tal que dH(K,L) < δ.
De la denición de la métrica de Hausdor, tenemos que
K ⊂ L+ δB̄, L ⊂ K + δB̄.
Como K ⊂ L+ δB̄ y δ < (λ− 1)ρ, entonces
K ⊂ L+ (λ− 1)ρB̄,
De (2.44) y ya que δ ≤ η, se sigue que
K ⊂ L+ (λ− 1)ρB̄ ⊂ L+ (λ− 1)L.
Además, como L es convexo y λ > 1 entonces
L+ (λ− 1)L = λL.
Entonces K ⊂ λL. Aplicando la proposición 2.69, se tiene
A(K) ≤ λ2A(L). (2.46)
De (2.46), tenemos
A(K)− A(L) ≤ (λ2 − 1)A(L). (2.47)
Como L ⊂ K + δB̄, obtenemos
L ⊂ K + (λ− 1)ρB̄.
Luego, por (2.43), tenemos que
L ⊂ K + (λ− 1)ρB̄ ⊂ K + (λ− 1)K,
Además, como K es convexo y λ > 1 entonces
K + (λ− 1)K = λK y L ⊂ λK.
Luego, aplicando la proposición 2.69, se tiene que
A(L) ≤ A(λK) = λ2A(K). (2.48)
De (2.47) y (2.48), tenemos
A(K)− A(L) ≤ (λ2 − 1)λ2A(K). (2.49)
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De (2.48) y ya que λ > 1, obtenemos
A(L)− A(K) ≤ (λ2 − 1)A(K)(λ2 − 1)λ2A(K).
De (2.49) y (2.45), tenemos
|A(L)− A(K)| < ε.
Para probar la continuidad del perímetro empleamos un razonamiento análogo a la
continuidad del área.
Fijemos ε > 0,. Como K ∈ K20 y el perímetro es invariante por traslaciones (propo-
sición 2.65), podemos suponer que 0 ∈ int(K). Así, podemos encontrar ρ > 0 tal
que
ρB̄ ⊂ int(K) ⊂ K. (2.50)
Aplicando el lema 2.52, se sigue que
∃ η > 0 tal que ∀L ∈ K20 con dH(L,K) < η se cumple que ρB̄ ⊂ L. (2.51)
Además, se tiene que
∃λ > 1 tal que λ(λ− 1)l(K) < ε. (2.52)






. Sea L ∈ K20 tal que dH(K,L) < δ. De la deni-
ción de la métrica de Hausdor, tenemos que
K ⊂ L+ δB̄, L ⊂ K + δB̄.
Como K ⊂ L+ δB̄ y δ < (λ− 1)ρ, se tiene
K ⊂ L+ (λ− 1)ρB̄.
De (2.51) y ya que δ ≤ η, se sigue que
K ⊂ L+ (λ− 1)ρB̄ ⊂ L+ (λ− 1)L.
Entonces K ⊂ λL, aplicando la proposición 2.65, se tiene
l(K) ≤ λl(L). (2.53)
De (2.53), tenemos
l(K)− l(L) ≤ (λ− 1)l(L). (2.54)
Como L ⊂ K + δB̄, obtenemos L ⊂ K + (λ− 1)ρB̄. Por (2.50), tenemos
L ⊂ K + (λ− 1)ρB̄ ⊂ K + (λ− 1)K = λK.
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Luego, aplicando la proposición 2.65, se tiene que
l(L) ≤ l(λK) = λl(K). (2.55)
De (2.54) y (2.55), tenemos
l(K)− l(L) ≤ (λ− 1)λl(K). (2.56)
De (2.55) y ya que λ > 1, obtenemos
l(L)− l(K) ≤ (λ− 1)l(K) < (λ− 1)λl(K).
De (2.56) y (2.52), tenemos
|l(L)− l(K)| < ε.
Teorema 2.71. Sea K ∈ K20 con función soporte hK de Clase C∞ en R2 − {0}.










[p(θ)]2 − [p′ (θ)]2dθ, (2.58)
donde p(θ) = hK (uθ), con uθ = (cos(θ), sen(θ)).
Demostración. Supongamos que 0 ∈ int(K).
Armación 1: Para cada θ ∈ R, existe un único (x(θ), y(θ)) ∈ ∂K tal que
p(θ) = x(θ) cos(θ) + y(θ) sen(θ). (2.59)
Además, se cumple que (x(θ), y(θ)) = ∇hK(uθ).
En efecto, veamos primero la existencia. Por la proposición 2.32 se cumple:
Para cada θ ∈ R, existe (x(θ), y(θ)) ∈ ∂K tal que
hK(uθ) = 〈(x(θ), y(θ)), uθ〉.
Luego,
p(θ) = hK(uθ) = x(θ) cos(θ) + y(θ) sen(θ).
Veamos ahora la unicidad. Para cada θ ∈ R, consideremos la recta
H = {z ∈ R2 : 〈z, uθ〉 = p(θ)}.
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Si (x, y) ∈ ∂K y cumple que p(θ) = x cos(θ) + y sen(θ), entonces
(x, y) ∈ H ∩K = F (K, uθ).
Como hK es de clase C∞ en Rn − {0}, entonces hK es diferenciable en uθ. Luego,
por la proposición 2.47, tenemos que F (K, uθ) contiene un único punto (x(θ), y(θ)).
Esto prueba la unicidad de (x(θ), y(θ)).
Además, por la proposición 2.47, se cumple que (x(θ), y(θ)) = ∇hK(uθ).
De la armación 1, tenemos
p(θ) = x(θ) cos(θ) + y(θ) sen(θ), ∀ θ ∈ R. (2.60)




hK(uθ) = 〈∇hK(uθ), (− sen(θ), cos(θ))〉
= 〈(x(θ), y(θ)), (− sen(θ), cos(θ))〉
= −x(θ) sen(θ) + y(θ) cos(θ).
(2.61)
De (2.60) y (2.61), resolviendo el sistema de ecuaciones se sigue que
x(θ) = p(θ) cos(θ)− p′(θ) sen(θ)
y(θ) = p(θ) sen(θ) + p′(θ) cos(θ).
Sea α : [0, 2π]→ ∂K ⊂ R2 denida por α(θ) = (x(θ), y(θ)).
Armación 2: α([0, 2π]) = ∂K.
En efecto, sea (x0, y0) ∈ ∂K. Por la proposición 2.33, existe u0 ∈ S1 tal que
hK(u0) = 〈(x0, y0), u0〉.
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Como u0 ∈ S1, entonces existe θ0 ∈ [0, 2π) tal que u0 = (cos(θ0), sen(θ0)).
Luego,
p(θ0) = hK(u0) = x0 cos(θ0) + y0 sen(θ0)
Entonces x0 = x(θ0), y0 = y(θ0). Por lo tanto, para cada (x0, y0) ∈ ∂K existe
θ0 ∈ [0, 2π) tal que
(x0, y0) = (x(θ0), y(θ0)) = α(θ0).
Armación 3: α : [0, 2π]→ ∂K ⊂ R2 es un camino cerrado.
En efecto, por la armación 1, tenemos
(x(θ), y(θ)) = ∇hK(cos(θ), sen(θ)), ∀ θ ∈ R. (2.62)
Tomando en particular θ0 = 0 y θ1 = 2π se cumple que
(x(0), y(0)) = ∇hK(1, 0) = (x(2π), y(2π)).
Por lo tanto,
α(0) = α(2π).
Este camino α : [0, 2π]→ ∂K ⊂ R2 tal que α(θ) = (x(θ), y(θ)) es una parametriza-
ción de la frontera de K donde se cumple que
x(θ) = p(θ) cos(θ)− p′(θ) sen(θ)
y(θ) = p(θ) sen(θ) + p′(θ) cos(θ).
Esto implica que





Derivando α con respecto a θ se obtiene



















Armación 4: p(θ) + p′′(θ) ≥ 0.
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θ Auθ − (x(θ) cos(θ) + y(θ) sen(θ)), donde A es
la matriz hessiana de hK en el punto uθ.
Luego,
p(θ) + p′′(θ) = p(θ) + uTθ Auθ − (x(θ) cos(θ) + y(θ) sen(θ))
= uTθ Auθ.
(2.64)
Como hK es una función convexa y de clase C2 en R2 − {0}, entonces
uTθ Auθ ≥ 0.
Reemplazando en (2.64), tenemos
p(θ) + p′′(θ) ≥ 0.
De la armación 4 y de (2.63), se cumple que α′(θ) y
duθ
dθ
= (− sen(θ), cos(θ)) tienen
la misma dirección. Esto muestra que α en [0, 2π] recorre ∂K en sentido antihorario
y no recorre un mismo tramo dos veces.
Como α es un camino de clase C∞, entonces la longitud del arco recorrido por









|p(θ) + p′′(θ)|dθ. (2.66)



















p(θ)dθ + y(2π)− y(0).







Armación 5: l(K) = L(α).
En efecto, como el camino α : [0, 2π] → ∂K es de clase C1, entonces es recti-
cable y entonces
L(α) = sup{s(Q) : Q ∈ Q},
donde Q = {Q : Q partición de[0, 2π]} y s(Q) es la longitud de la poligonal deter-







Sea Q : 0 = t0 < t1 < ... < tm = 2π una partición de [0, 2π]. Consideremos la
poligonal E: α(t0) = α(0), α(t1), ..., α(tm−1), α(tm) = α(2π).
Como α(0) = α(2π), entonces E es una poligonal convexa cerrada. Luego, tenemos
que P = conv{α(0), α(t1), ..., α(tm−1), α(2π)} es un polígono convexo cuyos vértices
en sentido antihorario son α(0), α(t1), ..., α(tm−1), α(2π) con α(0) = α(2π).




‖α(ti)− α(ti−1)‖ = l(P ) ≤ sup
P∈P20
P⊂K
l(P ) = l(K).




Sea P ∈ P20 tal que P ⊂ K. Como int(P ) 6= ∅, entonces existe x0 ∈ int(P ).
Además, como P es un poligono convexo, entonces, posee una cantidad nita de
vértices. Sean v1, v2, v3, ..., vn los distintos vértices de P distribuidos en sentido an-
tihorario. Para cada vértice vi tomando di = vi − x0 6= 0 se contruye la semirrecta
Ri = {x0 + λdi : λ ≥ 0}. Notemos que cada Ri corta a ∂K en un único punto, pues
K es convexo y x0 es un punto interior de K. Sea v∗i dicho punto.








i ) para i = 1, 2, ..., n.
Podemos asumir que 0 ≤ t∗1 < t∗2 < ... < t∗n < 2π.
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n+1 = 2π. Co-





Ahora, tomemos P ∗ = conv{v∗1, v∗2, v∗3, ..., v∗n}. Se cumple que
l(P ∗) = s(Q0).
Como P ⊂ P ∗, entonces l(P ) ≤ l(P ∗). Se sigue que
l(P ) ≤ s(Q0) ≤ sup{s(Q) : Q ∈ Q} = L(α)
Como
l(P ) ≤ L(α), ∀P ⊂ K.
Entonces
l(K) ≤ L(α).








n+1 = 2π. Como Q0





Ahora, tomemos P ∗ = conv{α(0), v∗1, v∗2, v∗3, ..., v∗n}. Se cumple que
l(P ∗) = s(Q0).
Como P ⊂ P ∗, entonces l(P ) ≤ l(P ∗).
Se sigue que
l(P ) ≤ s(Q0) ≤ sup{s(Q) : Q ∈ Q} = L(α)
Como
l(P ) ≤ L(α), ∀P ⊂ K.
Entonces
l(K) ≤ L(α).
Por lo tanto, se cumple la armación 5.





Veamos ahora para el área.
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donde (r, t) son las coordenadas polares de los puntos (x, y) del borde de K.
Para cada θ ∈ [0, 2π], sean (r, t) las coordenadas polares del punto (xθ, yθ).
Entonces x(θ) = r cos(t), y(θ) = r sen(t).
Armación:
sen(θ − t)p(θ) + cos(θ − t)p′(θ) = 0.
En efecto,
r(sen(θ − t)p(θ) + cos(θ − t)p′(θ)) = (x(θ) sen(θ)− y(θ) cos(θ))p(θ)
+ (x(θ) cos(θ) + y(θ) sen(θ))p′(θ)
= −p′(θ)p(θ) + p(θ)p′(θ)
= 0.
Como r > 0 , entonces
sen(θ − t)p(θ) + cos(θ − t)p′(θ) = 0.




sen(θ − t)p′(θ)− cos(θ − t)p′′(θ)





Como r2 = (x(θ))2 + (y(θ))2, entonces
r2 = (p(θ))2 + (p′(θ))2 (2.70)
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(p(θ))2 − (p′(θ))2dθ (2.71)
Veamos ahora el caso general. Sea K ∈ K2.
Entonces existe z0 ∈ int(K). Sean
K0 = K − z0 y p0(θ) = hK0(uθ).
Entonces K0 ∈ K20, 0 ∈ int(K0) y
p0(θ) = hK0(uθ) = sup
z∈K
〈z, uθ〉 = sup
z∈K0
〈z − z0, uθ〉 = p(θ)− 〈z0, uθ〉
p′0(θ) = p
′(θ)− 〈z0, (sen(θ), cos(θ))〉.
Por lo visto anteriormente y teneniendo encuenta que el perímetro y el área son


















(p0(θ) + 〈z0, uθ〉)2











































donde z0 = (a, b).
Lema 2.72. Sea m ∈ N, entonces existe
φm : Rn → [0,∞) función de clase C∞
tal que






φm(z) = φm(−z), ∀ z ∈ Rn.
Demostración. Consideremos la función γ : R→ [0, 1] tal que
γ(t) =
{
0, si t ≥ 0,
e1/t, si t < 0.
Sean k > 0 y ψ : Rn → [0,∞) dado por
ψ(x) = kγ(‖x‖2 − 1), ∀ x ∈ Rn.
Como γ es una función de clase C∞, entonces ψ también es de clase C∞.
Además, como γ(t) = 0 si y solo si t ≥ 0, entonces sop(ψ) = B1(0).
Notemos que ∞ >

B1(0)
γ(‖x‖2 − 1)dx >

Rn








En consecuencia, tenemos 
Rn
ψ(x)dx = 1.









Como ψ ∈ C∞, entonces φm ∈ C∞, ∀ m ∈ N.

































= φm(−z), ∀ z ∈ Rn.
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Lema 2.73. Sea K ∈ Kn con función soporte hK en Rn, entonces existe R > 0 tal
que
|hK(u+ z)− hK(u)| ≤ R‖z‖, ∀ u, z ∈ Rn
Demostración. Sean u, z ∈ Rn. Si z = 0 se cumple lo armado.
Supongamos ahora que z ∈ Rn − {0}. Como hK es sublineal (observación 2.42),
si z ∈ Rn − {0} entonces
hK(u+ z)− hK(u) ≤ hK(u) + hK(z)− hK(u) = hK(z). (2.72)
Como K ∈ Kn y z ∈ Rn − {0}, entonces, por la proposición 2.32, existe x0 ∈ ∂K
tal que
hK(z) = 〈x0, z〉 (2.73)
De (2.73) en (2.72), tenemos
hK(u+ z)− hK(u) ≤ 〈x0, z〉
≤ ‖x0‖‖z‖.
(2.74)
Como K es acotado, entonces existe R > 0 tal que
‖x‖ ≤ R, ∀x ∈ K. (2.75)
De (2.75) en (2.74), se cumple que
hK(u+ z)− hK(u) ≤ R‖z‖.
Además, cambiando u por u+ z y z por −z en esta última desigualdad, obtenemos:
hK(u)− hK(u+ z) ≤ R‖−z‖ = R‖z‖.
Por lo tanto, el lema queda demostrado.
Teorema 2.74. Para cualquier K ∈ Kn0 , existe una sucesión de cuerpos convexos




Demostración. SeaK ∈ Kn0 . Sim ∈ N, entonces, por el lema 2.72, existe una función
de clase C∞
φm : Rn → [0,∞)
tal que







φm(z) = φm(−z), ∀ z ∈ Rn.




hK(x+ ‖x‖z)φm(z)dz, ∀ x ∈ Rn.
Armación: fm es sublineal.















fm(λx) = λfm(x), ∀ x ∈ Rn, λ > 0. (2.76)
Ahora, debemos demostrar que
fm(x+ y) ≤ fm(x) + fm(y), ∀ x, y ∈ Rn.
Si x = 0 o y = 0 se cumple (ya que fm(0) = 0).
Si x, y ∈ Rn − {0}. Para cada z ∈ Rn y cada v ∈ Rn, sea
gz(x) = hK(v + ‖v‖z) + hK(v − ‖v‖z).
Recordemos que hK es sublineal. Para cada α ∈ [0, 1] tenemos
gz(x+ y) = hK(x+ y + ‖x+ y‖z) + hK(x+ y − ‖x+ y‖z)
≤ hK(x+ α‖x+ y‖z) + hK(y + (1− α)‖x+ y‖z)














1− αβ ≥ 0 y 1− (1− α)γ ≥ 0. (2.78)
Notemos que
x+ α‖x+ y‖z = (1 + αβ)
2
(x+ ‖x‖z) + (1− αβ)
2
(x− ‖x‖z),
x− α‖x+ y‖z = (1− αβ)
2





De (2.78), (2.79) y como hK es convexo, entonces















hK(x+α‖x+y‖z)+hK(x−α‖x+y‖z) ≤ hK(x+‖x‖z)+hK(x−‖x‖z) = gz(x). (2.80)
Análogamente,
y + (1− α)‖x+ y‖z = (1 + (1− α)γ)
2
(y + ‖y‖z) + (1− (1− α)γ)
2
(y − ‖y‖z),
y − (1− α)‖x+ y‖z = (1− (1− α)γ)
2
(y + ‖y‖z) + (1 + (1− α)γ)
2
(y − ‖y‖z).
De (2.78) y como hK es convexo, entonces
hK(y + (1− α)‖x+ y‖z) ≤
















hK(y + (1− α)‖x+ y‖z) + hK(y − (1− α)‖x+ y‖z) ≤ gz(y). (2.81)
De (2.80) y (2.81) en (2.77), tenemos

















































≤ fm(x) + fm(y).
Por lo tanto,
fm(x+ y) ≤ fm(x) + fm(y), ∀ x, y ∈ Rn. (2.84)
De (2.76) y (2.84), se concluye que fm es sublineal.
Armación: fm es de Clase C∞ en Rn − {0}.







hK(y)φm(y − u)dy. (2.85)
Sea x ∈ Rn − {0}. Tomando u = x
‖x‖





















































Como hK es continua, pues es convexa (teorema 2.26 ) y φm es una función de clase
C∞, entonces, de (2.88), podemos concluir que
fm es una función de Clase C
∞ en Rn − {0}.
Como fm es sublineal, entonces, por el lema 2.44, existe Km ∈ Kn tal que fm es la
función soporte de Km. Es decir, hKm = fm.
























Como K ∈ Kn y hK es la función soporte de K, entonces, por el lema 2.73, existe
R > 0 tal que
|hK(u+ z)− hK(u)| ≤ R‖z‖, ∀u, z ∈∈ Rn. (2.90)
























R‖z‖φm(z)dz = 0 (2.92)








































Observación 2.75. Sean K ∈ Kn y {Km}m∈N ⊂ Kn.
Si ĺım
m→∞




En efecto, Como ĺım
m→∞
Km = K, entonces existe N ∈ Z+ tal que
dH(K,Km) < 1, ∀ m ≥ N.
Luego,







Como K es compacto entonces K +B es compacto.










Proposición 2.76. Sean K ∈ K2 y {Km}m∈N ⊂ K2. Supongamos que
(xm, ym) ∈ ∂Km,
ĺım
m→∞




Entonces (x0, y0) ∈ ∂K.
Demostración. Sea ε > 0. Como ĺım
m→∞
Km = K, entonces existe m0 ∈ Z+ tal que
dH(K,Km) < ε, ∀m ≥ m0.
Luego,
Km ⊂ K + εB, ∀m ≥ m0. (2.93)
Como (xm, ym) ∈ ∂Km, entonces, en (2.93), tenemos que
(xm, ym) ∈ K + εB.
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Es decir, existen (am, bm) ∈ K y (a′m, b′m) ∈ B tales que










‖(xm, ym)− (am, bm)‖ = 0. (2.94)
Como ĺım
m→∞
(xm, ym) = (x0, y0), entonces, de (2.94), tenemos que
ĺım
m→∞
(am, bm) = (x0, y0).
Entonces existe {(am, bm)} ⊂ K tal que
ĺım
m→∞
(am, bm) = (x0, y0).
Se sigue que
(x0, y0) ∈ K.
Supongamos que (x0, y0) ∈ int(K), entonces existe δ > 0 tal que
Bδ((x0, y0)) ⊂ K. (2.95)
Como ĺım
m→∞
(xm, ym) = (x0, y0), entonces existe N ∈ Z+ tal que
(xm, ym) ∈ B δ
2
(x0, y0), ∀m ≥ N. (2.96)
Como K ∈ K2 y (xm, ym) ∈ ∂Km, entonces, por la proposición 2.33, existe um ∈ S1
tal que
hKm(um) = 〈(xm, ym), um〉,
donde hKm es la función soporte de Km. Luego, de la denición de la función soporte
de Km, tenemos que
〈x, um〉 ≤ 〈(xm, ym), um〉, ∀x ∈ Km. (2.97)
Tomemos pm = (x0, y0) + δum ∈ Bδ((x0, y0)). Por (2.95), tenemos que pm ∈ K.
Armación: B δ
4
(pm) ∩Km = ∅, ∀m ≥ N
En efecto, supongamos lo contrario. Es decir, existen M ≤ N y q ∈ Km tales
que





En (2.97), tomemos x = q. Así tenemos que
〈q, um〉 ≤ 〈(xm, ym), um〉,
〈q − pm, um〉+ 〈pm, um〉 ≤ 〈(xm, ym), um〉.
Como pm = (x0, y0) + δum se sigue que
〈q − pm, um〉+ 〈(x0, y0) + δum, um〉 ≤ 〈(xm, ym), um〉,
〈q − pm, um〉+ 〈(x0, y0), um〉+ δ ≤ 〈(xm, ym), um〉,
〈q − pm, um〉+ δ ≤ 〈(xm, ym)− (x0, y0), u0〉,
〈q − pm, um〉+ δ ≤ ‖(xm, ym)− (x0, y0)‖.
(2.99)
De (2.96) en (2.99), tenemos que






≤ 〈pm − q, um〉,
δ
2
≤ ‖pm − q‖.
(2.100)





(contradicción). Esto prueba la armación.




, ∀m ≥ N.
Como pm ∈ K, entonces
dH(K,Km) ≥ d(pm, Km) >
δ
4
, ∀m ≥ N. (2.101)
Como hemos supuesto que (x0, y0) ∈ int(K) y hemos llegado a una contradicción,
entonces (x0, y0) /∈ int(K) y como (x0, y0) ∈ K, se concluye que
(x0, y0) ∈ ∂K.
Por lo tanto, la proposición queda demostrada.
Proposición 2.77. Sea f : U → Rm de clase C1 en el abierto U ⊂ Rm. Si X ⊂ U
tiene medida nula en Rm, entonces f(X) tambien tiene medida nula.
Demostración. Ver [9], p. 359.
Lema 2.78. Si f : R2 − {(0, 0)} → R es diferenciable en x0 y cumple que
f(λx) = λf(x), ∀ λ > 0, ∀ x ∈ R2 − {(0, 0)}.
Entonces f es diferenciable en λx0, ∀λ > 0.
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Demostración. Sea λ > 0. Se cumple que
f(x) = λf(g(x)) con g(x) =
x
λ
, ∀ x ∈ R2 − {(0, 0)}. (2.102)
Notemos que g es diferenciable en R2, en particular g es diferenciable en λx0 y como
f es diferenciable en x0, entonces
f ◦ g es diferenciable en λx0. (2.103)
De (2.102) y (2.103), tenemos que
f es diferenciable en λx0.
Por lo tanto,
f es diferenciable en λx0, ∀λ > 0.











[p(θ)]2 − [p′ (θ)]2dθ, (2.105)
donde p(θ) = hK(uθ) con uθ = (cos(θ), sen(θ)).
Demostración. Sea K ∈ K20 con función soporte hK . Supongamos que 0 ∈ int(K).
Como K ∈ K20, entonces, por el teorema 2.74, existe una sucesión de cuerpos conve-
xos {Km}m∈N ⊂ K2 con función soporte hKm de Clase C∞ en R2 − {0} tal que
ĺım
m→∞




dH(Km, K) = 0. (2.107)











|hKm(uθ)− hK(uθ)| = 0, (2.108)
donde uθ = (cos(θ), sen(θ)).





|pm(θ)− p(θ)| = 0. (2.109)
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De (2.109), se cumple que
{pm}m converge uniformemente a p en [0, 2π]. (2.110)










Por el teorema 2.71, l(Km) =
 2π
0






p (θ) dθ. (2.111)
Como ĺım
m→∞




p (θ) dθ. (2.112)
Como hK es una función convexa, entonces, por el corolario 2.30, hK es diferenciable
c.s. en R2. En particular, el conjunto C = {(x, y) ∈ R2−{(0, 0)} : hK no es diferenciable}
tiene medida nula.
Armación 1: Si x ∈ C, λ > 0, entonces λx ∈ C.
En efecto, supongamos que existen x0 ∈ C y λ0 > 0 tales que λ0x0 /∈ C, enton-
ces
hK es diferenciable en λ0x0. (2.113)
Como
hK(λx) = λhK(x), ∀ λ > 0, ∀ x ∈ R2,
pues hK es sublineal, entonces, por el lema 2.78, tenemos que
hK es diferenciable en x0.
Esto implica que x0 /∈ C (contradicción).
Armación 2: E = {θ ∈ (0, 2π) : (cos(θ), sen(θ)) ∈ C} tiene medida nula.
En efecto, sean L = {(x, 0) : x ≤ 0} y
f : (0, 2π)× (0,∞)→ R2 − L
(θ, λ)→ (λ cos(θ), λ sen(θ))
Notemos que f es de clase C∞ y además biyectiva.
Como f es de clase C∞ y
det(Jf(θ, λ)) =
∣∣∣∣ −λ sen(θ) cos(θ)λ cos(θ) sen(θ)
∣∣∣∣ = −λ 6= 0, ∀ (θ, λ) ∈ (0, 2π)× (0,∞).
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Entonces f es un difeomorsmo local, pero como f es biyectiva, entonces
f es un difeomorsmo global.
Sea g : R2 − L→ (0, 2π)× (0,∞) la función inversa de f.
g es de clase C1 y como C − L ⊂ R2 − L tiene medida nula en R2, entonces,
por la proposición 2.77, tenemos que
g(C − L) ⊂ R2 tiene medida nula . (2.114)
Armación 2.1: f(E × (0,∞)) = C − L
En efecto, (⊆) sea y ∈ f(E × (0,∞)), entonces existe θ ∈ E y λ > 0 tal que
y = f(θ, λ).
Como θ ∈ E, entonces (cos(θ), sen(θ)) ∈ C − L, por la armación 1 se sigue que
λ(cos(θ), sen(θ) ∈ C − L,
(λ cos(θ), λ sen(θ) ∈ C − L,
f(θ, λ) ∈ C − L,
y ∈ C − L.
Por lo tanto, f(E × (0,∞)) ⊂ C − L.
(⊇) Sea x ∈ C − L, entonces existe λ0 =
1
‖x‖
> 0 tal que
λ0x ∈ S1 ∩ C − L.
Luego, existe θ0 ∈ (0, 2π) tal que









Esto implica que para cada x ∈ C − L, existe (θ0,
1
λ0








Por lo tanto, C −L ⊂ f (E × (0,∞)) . En consecuencia se cumple la armación 2.1.
De la armación 2.1, tenemos
g(C − L) = E × (0,∞).
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De (2.114), se cumple que E × (0,∞) tiene medida nula en R2. En consecuencia E
tiene medida nula en R. Por lo tanto, se cumple la armación 2.
Por la armación 2 y ya que p(θ) = hK(uθ), se sigue que
p′(θ) existe c.s. en[0, 2π].
Como hKm es de Clase C
∞ en R2 − {0}, entonces, por el teorema 2.71 (armación
1), se deduce que
Para cada θ ∈ R, existe un único (xm(θ), ym(θ)) ∈ ∂Km tal que
pm(θ) = xm(θ) cos(θ) + ym(θ) sen(θ),
p′m(θ) = −xm(θ) sen(θ) + ym(θ) cos(θ).
(2.115)
Como hK es diferenciable c.s en R2, análogamente aplicando el teorema 2.71 (ar-
mación 1), se deduce que
Para cada θ ∈ [0, 2π] c.s. existe un único (x(θ), y(θ)) ∈ ∂K tal que
p(θ) = x(θ) cos(θ) + y(θ) sen(θ),
p′(θ) = −x(θ) sen(θ) + y(θ) cos(θ).
(2.116)




′(θ), θ ∈ [0, 2π] c.s. (2.117)
En efecto, para ello basta demostrar que
ĺım
m→∞
xm(θ) = x(θ) y ĺım
m→∞
ym(θ) = y(θ), ∀ θ ∈ (0, 2π)− E. (2.118)
Supongamos que no es verdad. Es decir, existe θ0 ∈ [0, 2π]− E tal que
no se cumple ĺım
m→∞
xm(θ0) = x(θ0) o no se cumple ĺım
m→∞
ym(θ0) = y(θ0).
Si no se cumple que ĺım
m→∞
xm(θ0) = x(θ0), entonces (pasando a una subsucesión si es
necesario) existe ε0 > 0 tal que
|xm(θ0)− x(θ0)| ≥ ε0, ∀ m ≥ 1. (2.119)
Como ĺım
m→∞
Km = K, entonces, por la observación 2.75, existe C > 0 tal que
‖(xm(θ0), ym(θ0))‖ ≤ C, ∀ m ≥ 1.
Esto implica que {xm(θ0)}m y {ym(θ0)}m son acotados.
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Como {xm(θ0)}m es acotado y de (2.119), entonces (pasando a una subsucesión
si es necesario) podemos asumir que
ĺım
m→∞
xm(θ0) = x0 (2.120)
De (2.119), se sigue x0 6= x(θ0)




ym(θ0) = y0 (2.121)
Notemos que
(xm(θ0), ym(θ0)) ∈ ∂Km, ĺım
m→∞
(xm(θ0), ym(θ0)) = (x0, y0) y ĺım
m→∞
Km = K
Entonces, por la proposición 2.76, se cumple que
(x0, y0) ∈ ∂K. (2.122)






xm(θ0) cos(θ0) + ym(θ0) sen(θ0)
= x0 cos(θ0) + y0 sen(θ0).
(2.123)
De (2.122), (2.123) y por unicidad, se tiene que
(x0, y0) = (x(θ0), y(θ0)).
En particular, x0 = x(θ0) (contradicción).
Si no se cumple que ĺım
m→∞
ym(θ0) = y(θ0), aplicando un procedimiento análogo al




xm(θ) = x(θ) y ĺım
m→∞
ym(θ) = y(θ), ∀ θ ∈ (0, 2π)− E. (2.124)
Esto demuestra la armación.
Como
⋃∞
m=1Km es acotado (observación 2.75), entonces existe C0 > 0 tal que
|p′m(θ)| ≤ C0, ∀ θ ∈ [0, 2π], ∀ m ≥ 1. (2.125)





2 = (p′(θ))2, para θ ∈ [0, 2π] c.s.
(|p′m(θ)|)2 ≤ C20 , ∀ θ ∈ [0, 2π], ∀ m ≥ 1.










Además de (2.110) y como
⋃∞




2 = (p(θ))2,∀θ ∈ [0, 2π],
(|pm(θ)|)2 ≤ C21 , ∀ θ ∈ [0, 2π], ∀ m ≥ 1.















2 − (p′m(θ))2dθ (2.128)


















(p(θ))2 − (p′(θ))2dθ. (2.129)
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Capítulo 3
Perímetro y área de la envoltura
convexa de un movimiento
browniano planar
En esta sección el objetivo es mostrar los pasos para encontrar explícitamente el
perímetro promedio y el área promedio de la envoltura convexa del recorrido de
un movimiento browniano planar hasta el instante t = 1. Para ello utilizaremos la
fórmula de Cauchy desarrollada en el capítulo 2. Como base teórica para el desarrollo
del perímetro promedio tenemos como referencia [11] y para el desarrollo del área
promedio tenemos como referencia [12].
3.1. Perímetro promedio
Sea B : [0, 1]× Ω→ R2 un movimiento browniano estándar en R2.
Denamos la envoltura convexa del browniano como el conjunto aleatorio
K := conv(B[0, 1]),
donde B[0, 1] = {B(t) : 0 ≤ t ≤ 1}, con B(t) = (x(t), y(t)).
Proposición 3.1. Sean hK la función soporte de K y p(θ) = hK (uθ), con




donde ζθ(t) = x(t) cos(θ) + y(t) sen(θ).
Demostración. Como p(θ) = hK (uθ) y K = conv(B[0, 1]), por la proposición 2.38,
tenemos que
p(θ) = máx{〈B(t), uθ〉 : t ∈ [0, 1]}











Demostración. Como K = conv(B[0, 1]), B[0, 1] es compacto y 0 ∈ int(K) c.s. el
teorema 2.15, implica que
K ∈ K20 c.s.





donde p(θ) = hK(uθ) con uθ = (cos(θ), sen(θ)).








ζθ(t) = ξ(t)cos(θ) + η(t) sen(θ),
donde {ξ(t) : 0 ≤ t ≤ 1} y {η(t) : 0 ≤ t ≤ 1} son movimientos brownianos estándar
independientes en R. Entonces
{ζθ(t), 0 ≤ t ≤ 1}
es un movimiento browniano estándar en R para cada θ.
Como 0 ∈ int(K) c.s. y por la observación 2.39, tenemos que máx
0≤t≤1
ζθ(t) > 0 c.s.
Luego, por el teorema de Tonelli, se cumple que















































. Para ello, hallaremos la densidad del máx
0≤t≤1
ζθ(t).











ζθ(t) > x, ζθ(1) ≤ x
}
+ P {ζθ(1) > x} . (3.4)





ζθ(t) > x, ζθ(1) ≤ x
}
= P {ζθ(1) > x} . (3.5)







= 2P{ζθ(1) > x},














= 2P{ζθ(1) ≤ x} − 1. (3.6)
Como {ζθ(t), t ≥ 0} es un movimiento browniano estándar en R, se cumple que la
variable aleatoria ζθ(1) tiene una distribución N (0; 1). Es decir,




































































2 dv, ∀x > 0.
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Por lo tanto, reemplazando (3.7) en (3.3), tenemos que















(p(θ))2 − (p′(θ))2dθ, (3.8)
donde p(θ) = hK(uθ) con uθ = (cos(θ), sen(θ)).






ζθ(t) = x(t) cos(θ) + y(t) sen(θ)
con {x(t) : 0 ≤ t ≤ 1} y {y(t) : 0 ≤ t ≤ 1} movimientos brownianos estándar en R
independientes.








2 , si x ≥ 0. (3.9)










































Para cada θ ∈ [0, 2π],
ζθ(t) y ζθ(t) = −x(t) sen(θ) + y(t) cos(θ), 0 ≤ t ≤ 1,
son movimientos brownianos independientes. Además, por lo visto en la demostra-
ción del teorema 2.79,
p′(θ) = −x(t∗θ) sen(θ) + y(t∗θ) cos(θ) = ζθ(t∗θ), (3.12)
donde t∗θ = ı́nf{t ∈ [0, 1] : ζθ(t) = p(θ)}.
Por lo tanto, la distribución de p′(θ) es la misma para cada θ ∈ [0, 2π].
Para θ = 0 tenemos
p′(0) = y(t∗),
donde t∗ = ı́nf{t ∈ [0, 1] : x(t) = sup
0≤s≤1
x(s)}.








t, ∀t ∈ [0, 1].







, si x ∈ x ∈ (0, 1),
0 , si x ∈ R− (0, 1).




























Como, para cada θ ∈ [0, 2π],















Diámetro de la envoltura convexa de
un movimiento browniano planar
El objetivo de esta sección es encontrar cotas tanto superior como inferior que per-
mitan estimar el promedio del díametro de la envoltura convexa del recorrido de
un movimiento browniano planar hasta el instante t = 1. En el desarrollo de esta
sección mostraremos cómo encontrar las cotas establecidas por James McRedmond
y Chang Xu [13], dicho promedio E(d1) esta acotado de la siguiente manera:
1, 6014 ≤ E(d1) ≤ 2,3548. (4.1)
Primero probaremos que E(d1) ≤ 2,3548. Antes de indicar el procedimiento de dicha
prueba, enunciaremos algunas notaciones, deniciones, y lemas.
Sea B : [0, 1] × Ω → R2 un movimiento browniano estándar en R2.Se ha deni-
do la envoltura convexa del browniano como el conjunto aleatorio
K := conv(B[0, 1]),
donde B[0, 1] = {B(t) : 0 ≤ t ≤ 1}, con B(t) = (x(t), y(t)).
Denición 4.1. El diámetro de la envoltura convexa se dene como:
d1 := diamK.
Por la proposición 2.16, se cumple que
diam(conv(B [0, 1])) = diamB [0, 1] .
Entonces, de la denición de diámetro, tenemos que







donde r (θ) = sup
0≤t≤1




Demostración. B [0, 1] 6= ∅ es compacto. Entonces, por el lema 2.54, tenemos que
d1 = diam(B [0, 1]) = sup
0≤θ≤π
(r (θ)) .
Recordemos que para cada θ ∈ [0, 2π], el proceso
ζθ(t) = 〈Bt, uθ〉 = x(t) cos(t) + y(t) sen(t), t ≥ 0
es un movimiento estándar en R.
Además, si 0 ≤ θ1 < θ2 < 2π, los procesos ζθ1(t) y ζθ2(t) son independientes.
En consecuencia, las variables aleatorias




ζθ(t), 0 ≤ θ ≤ π
tienen la misma distribución.
Además, si 0 ≤ θ1 < θ2 ≤ π, las variables aleatorias r(θ1) y r(θ2) son independientes.


































diam(B [0; 1]) ≤ diamR. (4.3)
Como el diámetro del rectángulo R se logra en la diagonal, se cumple que
diamR =
√
r(0)2 + r(π/2)2. (4.4)
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De (4.3) y de (4.4), se tiene que
d21 ≤ r(0)
2 + r(π/2)2.















= 4ln2, ∀ θ ∈ [0, π] ,
se sigue que
E(d21) ≤ 8ln2. (4.5)
Además, por la desigualdad de Jensen se tiene
(Ed1)2 ≤ E(d21),




Ahora vamos a analizar la cota inferior. Para ello, primero demostremos los
siguientes lemas:
Lema 4.4.























Como d1 = sup
0≤θ≤π
r (θ) (proposición 4.2), entonces
d1 ≥ máx
{




= máx {X,X2} .
Ahora, aplicando esperanza matemática, tenemos
E(d1) ≥ E(máx {X,X2}). (4.6)
Como
max {x, y} = 1
2
(x+ y + |x− y|),∀x, y ∈ R,
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entonces




















,∀θ ∈ [0, π] ,
entonces





Reemplazando (4.8) en (4.7), tenemos




De (4.6 )y (4.9), se concluye que




Lema 4.5. Para cada a > 0 y cada h > 0,
E|X −X2| ≥ 2hP(X ≤ a).P(X ≥ a+ h),





Demostración. Sean a, h > 0. Se cumple:






{X ≤ a,X2 ≥ a+ h} ∪ {X2 ≤ a,X ≥ a+ h} ⊂ {|X −X2| ≥ h} ,
además notemos que los conjuntos
{X ≤ a,X2 ≥ a+ h} , {X2 ≤ a,X ≥ a+ h} son disjuntos.
Entonces









Luego, en (4.10), tenemos que











|X −X2|1{|X−X2|>h} > h1{|X−X2|>h},
entonces
|X −X2|1{X≤a,X2≥a+h} ≥ h1{X≤a,X2≥a+h}
|X −X2|1{X2≤a,X≥a+h} ≥ h1{X2≤a,X≥a+h}.
Luego,
E[|X −X2|1{X≤a,X2≥a+h}] ≥ hE[1{X≤a,X2≥a+h}] = hP(X ≤ a,X2 ≥ a+ h)
E[|X −X2|1{X2≤a,X≥a+h}] ≥ hE[1{X2≤a,X≥a+h}] = hP(X2 ≤ a,X ≥ a+ h).
Con las desigualdades obtenidas anteriormente, en (4.11), tenemos
E|X −X2| ≥ hP(X ≤ a,X2 ≥ a+ h) + hP(X2 ≤ a,X ≥ a+ h).
Como X,X2 son variables aleatorias independientes, entonces
E|X −X2| ≥ hP(X ≤ a).P(X2 ≥ a+ h) + hP(X2 ≤ a).P(X ≥ a+ h).
Como X,X2 tienen la misma distribución, se concluye que
E|X −X2| ≥ 2hP(X ≤ a).P(X ≥ a+ h).
Teorema 4.6. Si {an} es una sucesión decreciente con ĺım
n→∞





Además, se cumple que








Demostración. Ver [10], p. 404.
Proposición 4.7. Para cada a > 0 y cada h > 0, sea































+ g(a, h) para todo a > 0 y todo h > 0.
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Demostración. Sea Z = sup
0≤t≤1
|〈Bt, u0〉| = sup
0≤t≤1
|x(t)| .
Por el Corolario1.5, para cada x > 0, se tiene























2(2k−1)2/(8x2). Entonces tenemos la siguiente serie alternada
∞∑
k=1
(−1)k−1ak = P (Z < x).
Notemos que ak es decreciente y ĺım
k→∞
ak = 0. Entonces, por el teorema 4.6, se tiene
la siguiente desigualdad



























,∀x > 0. (4.12)
Sabemos que sup
0≤t≤1
〈Bt.u0〉 > 0 y inf
0≤t≤1
〈Bt, u0〉 > 0 c.s. Entonces
sup
0≤t≤1
|〈Bt, u0〉| < sup
0≤t≤1
〈Bt, u0〉 − inf
0≤t≤1




X = r(0) = sup
0≤t≤1




Z < X ≤ 2Z.
De la desigualdad anterior, se sigue que
P(X ≤ a) ≥ P(Z ≤ a/2) (4.13)
De (4.12) y (4.13), tenemos





















P(X ≥ a+ h) ≥ P(Z ≥ a+ h).
P(X ≥ a+ h) ≥ 1− P(Z < a+ h). (4.15)
De (4.12), se cumple










Luego, en (4.15), tenemos que









De (4.13) y (4.16), obtenemos




























y de la denicion de g(a, h), tenemos
hP(X ≥ a+ h)P(X ≤ a) ≥ g(a, h).
Del Lema 4.5, tenemos
E|X −X2| ≥ 2g(a, h). (4.17)
Del Lema 4.4 y por (4.17), tenemos
E(d1) ≥ EX + g(a, h). (4.18)
Sabemos que se cumple





Usando Maple se sugiere que el óptimo esta cerca de
(a, h) = (1,492, 0,337).






Por lo tanto, de la proposición 4.3 y la proposición 4.7, resulta que
1, 6014 ≤ E(d1) ≤ 2,3548.
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Conclusiones
1. Dado un cuerpo convexo K ∈ K20, es posible calcular su área y su perímetro en











donde p(θ) = hK(uθ) con uθ = (cos(θ), sen(θ)).
2. Sea K la envoltura convexa del recorrido de un movimiento browniano estándar
en R2 desde el instante 0 hasta el instante 1. El perímetro promedio y el área








donde l1 y A1 son el perímetro y el área respectivamente del cuerpo convexo
aleatorio K.
3. El diámetro promedio de K no se conoce con exactitud hasta el momento, pero
si se se conocen las siguientes estimaciones
1, 6014 ≤ E(d1) ≤ 2,3548,
donde d1 es el diámetro del cuerpo convexo aleatorio K.
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