Introduction
Visual object tracking is one of the fundamental and practical problem among the fields of computer vision research, and it has seen applications in automated surveillance, image stabilization, robotics and more. Given initial bounding box annotation of an object, visual tracking algorithms aim to track the specified object throughout the subsequent part of the video without losing the object under various circumstances such as illumination change, deformation and occlusion.
Recently, with increasing usage of deep learning and convolutional neural networks [21] in computer vision applications for their rich representation power and generalization capabilities [20, 28, 31, 39] , there have been numerous work on utilizing the rich and general feature representation of the convolutional neural networks for the visual Figure 1 . Motivation for proposed visual tracking algorithm. Our framework incorporates a meta-learner network. Meta learner network provides the matching network with adaptive feature space needed for robust matching.
tracking task [37, 23, 26, 35, 33] . Most algorithms incorporate deep convolutional features used in object recognition systems such as [20, 31, 28] . On top of this, additional classifiers or correlation filters are trained on-line for adaptation to the target object [26, 16, 35, 23, 9, 22, 7, 43] .
While these methods were successful in obtaining high performance metrics in well-known benchmarks and datasets [4, 38] using deep representations, majority of these algorithms were not designed as an end-to-end structure, where two different systems (i.e. deep feature network system and target classifier system) are built and trained separately, not being closely integrated. This causes several problems when the framework is naively applied to the problem of visual tracking, where the classifier system is in constant need to be updated in order to adapt to the appearance changes of the target object while the number of positive samples are highly limited.
Since the update requires solving a complex optimization problem for a given objective function using methods such as stochastic gradient descent (SGD) [26] , Lagrange multipliers [16] , and ridge regression [16, 9, 7] , most tracking algorithms with deep representations run at low speeds under 20 fps, thus making real-time applications unrealizable. Moreover, since the updates are often achieved by utilizing a handful of target appearance templates obtained in the course of tracking, while this strategy is inevitable, classifiers are prone to overfitting and losing the generalization capabilities due to the insufficient training samples. To deal with this prevalent overfitting problem, most algorithms incorporate a hand-crafted regularization term with a parameter tuning scheme to achieve better results.
Our approach tackles the aforementioned problems by building an end-to-end visual tracking network structure incorporating Siamese matching network for target search and meta-learner network for adaptive feature space. We use a fully-convolutional Siamese network structure analogous to [2] for searching the target object in a given frame, where target search can be done fast and efficiently using the cross-correlation operations between feature maps. For the meta-learner network, we propose a parameter prediction network inspired by recent advances in the meta learning methodology for few-shot learning problems [25, 34, 10] .
The proposed meta-learner network is trained to provide the matching network with additional convolutional kernels so that the feature space of the matching network can be modified adaptively to adopt new appearance templates obtained in the course of tracking. The meta-learner network only sees the gradients from the last layer of the matching network, given new training samples for the appearance. We also employ a novel training scheme for the meta-learner network to maintain the generalization capability of the feature space by preventing the meta-learner network from generating new parameters that causes overfitting of the matching network. By incorporating our metalearner network, the target-specific feature space can be constructed instantly with a single forward pass without any iterative computation and optimization and free-from the innate overfitting. Fig.1 illustrates the motivation of proposed visual tracking algorithm.
Related Work

General visual tracking approaches
Conventional tracking algorithms can be largely grouped into two approaches, where one approach builds a generative appearance model of the target based on the previously observed examples. This generative model can be used to find the target in the upcoming frames by finding the region that can be best described by the model, where sparse representation and linear subspace representation is often utilized [29, 41, 42, 24] . The other approach aims to build a discriminative classifier to distinguish the target region from the background region. This discriminative classifier can be used to find the target region in the upcoming frames by solving a binary classification problem [40, 15, 17, 8, 12, 18] . Recently, correlation filters have gained great popularity among the visual tracking methods since the seminal works of [3] and [15] due to their simplicity and computational efficiency in the Fourier frequency domain. Many new approaches were proposed based on the correlation filter learning framework such as using multiresolution feature maps [27, 9] , accurate scale estimation [6] , spatial regularization [6] and factorized convolution operators [5] .
Visual tracking methods using deep representations
With growing popularity on application of deep convolutional networks [32] to wide range of computer vision tasks, many new visual tracking algorithms make use of the powerful representation capabilities of the convolutional neural networks (CNN). Starting from [37] , where the encoder representation of the denoising autoencoder was used, [26] used feature representations of the VGG-M network [31] and [35] also used VGG feature maps. Many correlation filter based tracking algorithms also utilize the powerful representation capacity of the CNN by training the correlation filters on the feature maps of the network. Recent approaches include hierarchical correlation filters [23] , adaptive hedging of correlation filters [27] , continuous convolutional operators [9] , sequential training of features [36] and spatial regularization [7] . Other than correlation filter based algorithms, approaches to design an end-to-end framework for visual tracking have recently emerged. They employ two-flow Siamese architecture networks commonly used in stereo matching [39] and patch-matching [11] problems. [33] and [13] train the Siamese network to learn the two-patch similarity function that shares the convolutional representation. [2] proposes a more end-to-end approach to visual tracking where the Siamese network can localize an exemplar patch inside a search patch. They use a fullyconvolutional architecture that adopts a cross-correlation layer which lowers the computational complexity significantly.
Meta learning methods for few-shot image recognition task
Recent approaches for learning to classify from a few given examples using meta learning methodologies include [34, 10, 25] . In [34] , authors proposed a network architecture that employs characteristics of non-parametric nearestneighbor models to solve N-way, k-shot learning tasks where a small support set is given. Authors of [10] make use of pre-trained network as a good initialization then trains the meta-learner to effectively fine-tune the network based on few given training examples. In [25] , two-level struc- ture of meta-learner and base-learner both equipped with fast and slow weights are used. Meta-learner acquires the meta information from the base-learner in the form of loss gradients, then provides the based learner with fast parameterization while preserving good generalization capabilities.
Tracking with Meta-Learner
In the following subsections, we first introduce an overview for our proposed visual tracking framework (section 3.1). Brief explanation for our framework and the visual tracking procedure is explained. Then we describe the implementation and training details for the components of our framework (section 3.2).
Overview of Proposed Method
Components
Our framework is largely composed of two components, the matching network and the meta-learner network. The matching network is a fully-convolutional Siamese network that takes two images as inputs where x is denoted as an image patch of the target and z is an image patch of the larger context area which contains the target. The matching network takes these inputs, extracts the feature maps using the N -layer feature extraction CNN network φ(·), and produces the final response map f w (x, z) by cross-correlation operation between the feature maps. This process can be expressed as follows,
where * represents the cross-correlation operator between two feature maps and w = {w 1 , w 2 , ..., w N } represent the set of trained weights for each layer of the feature extraction CNN. To train the feature extraction CNN, we minimize a differentiable loss function given as ℓ(f w (x, z), y) where the loss function measures the inaccuracy in predictions of f w , given y as the ground-truth response map. The meta-learner network provides the matching network with target-specific weights given an image patch of the target with context patches z = {z 1 , ..., z M }. To adapt the weights to the target patch, we use the averaged negative gradient δ of the loss function for the last layer of the matching network taken as,
where y i is the ground-truth response map. The metalearner network is designed based on the fact that the characteristic of δ is empirically different according to a target. Then, given δ as an input, the meta-learner network g θ (·)
can generate target-specific weights w target corresponding to the input as,
where θ is the parameter for the meta-learner network. The new weights are used to update the matching network's original weights as in,
where w adapt = {w 1 , w 2 , ..., [w N , w target ]} concatenating w target to w N of last layer for feature extraction. Fig.2 shows the overview of proposed method.
Tracking algorithm
Tracking is performed in a straightforward and simplistic manner to ensure fast performance. Given target patch x and its previous state, context image z in a new frame can be cropped based on the previous state. Processing both images through the matching network, estimated response mapŷ = f w adapt (x, z) is obtained. New position of the target can be found by finding the maximum position in the response mapŷ ⊗ h, where ⊗ is an element-wise multiplication operator and h is a cosine window function for penalizing large displacements. Scale variation of the target can be covered by using multiple sizes of z matched with x. Scale changes are also penalized and damped by a constant to ensure smooth change of target size over time.
During the course of tracking, we keep a memory of the context images as z T = {z 1 , ..., z T } along with the corresponding estimated response maps used for trackinĝ y = {ŷ 1 , ...,ŷ T }. To update the appearance model of the target, we choose M samples from this memory under minimum entropy criterion as in [40] . Entropy of each response map can be defined as,
where p corresponds to a position in a set of all possible positions P in the response map and σ(·) is the sigmoid function. Using the chosen M appearance samples, target-adaptive weights w target are obtained using the meta-learner network as in (2) and (3), then the matching network is updated as in (4), and it is used to track the object in subsequent frames. Since updating the model too frequently is unnecessary and cumbersome for the performance, we only update the model every T frames as in other algorithms [5] . Overall tracking process is described in Algorithm 1.
Network Implementation and Training
Matching Network
The matching network consists of shared feature extraction CNN φ(·), feature normalization step and cross-correlation 
// For every T frames, update weights if (t mod T ) == 0 then
Choose M samples z from memory z T under minimum entropy metric (5); Obtain loss gradient δ as in eq. (2); Obtain target-specific adaptive weights w target as in eq.(3) Use w adapt for the matching network in (4) end end Figure 3 . Training scheme of meta-learner network. The metalearner network uses loss gradients δ in (2) as meta information, derived from the matching network, which explains its own status in the current feature space [25] . Then, the function g(·) in (3) learns the mapping from this loss gradient to adaptive weights w target , which describe the target-specific feature space.The meta-learner network can be trained using to the loss function ℓ(f w target =g θ (δ) (x, zi), y) in (7), which measures how accurate the adaptive weights w target were at fitting new examples {z1, ..., zM } correctly.
step. For feature extraction, we use a CNN with 5 convolutional layers and 2 pooling layers of kernel size 3 and stride 2 are applied after the first 2 convolutional layers. Batch normalization layer is inserted after each convolutional layer. Kernel size and input/output dimensions for each layer are 11 × 11 × 3 × 96, 5 × 5 × 96 × 192,
For inputs, we use 127 × 127 × 3 RGB image for x and 255 × 255 × 3 RGB image for z and the matching network produces a response map of size 17 × 17.
To train the matching network, we used ILSVRC 2015 [30] object detection from video dataset which contains objects of 30 classes in 3862 videos in the training set and 555 videos in the validation set, with total of 7974 independent object trajectories. Each frame of the video is annotated with bounding box notations of objects appearing in the video. We only use videos in the training set to train the matching network. At training time, pairs of (x, z) are randomly sampled from an object trajectory in a chosen video clip. Then ground-truth response map y ∈ {−1, +1}
17×17
is generated where the value is +1 at the position of the target and −1 otherwise. For the loss function ℓ(f w (x, z), y), we use the logistic loss function defined as, using batch size of 32, run for 20,000 iterations.
Meta-Learner Network
We train the meta-learner network independently from the matching network. The meta-learner network g θ (·) consists of 3 fully-connected layers with 2 intermediate layers with 512 units and a output layer with 4096 units. Each intermediate layer is followed by a dropout layer with the keep probability of 0.7 when training. For input gradient δ, size of 1 × 1 × 128 × 96 is used and output w target of size 4096 = 1 × 1 × 128 × 32 is generated. These new kernels are used to update the weights of the matching network by concatenating w target to the kernels w 5 of last layer of the Siamese matching network to provide additional feature space needed for update, resulting in new weights [w 5 , w target ] of size 1 × 1 × 128 × (96 + 32). To train the meta-learner network, we only use 555 videos in the validation set of the ILSVRC video dataset. The training process is described hereafter. First, an anchor target image x is randomly sampled from an object trajectory. Then, context patches are sampled from the same object's trajectory as in z T = {z 1 , ..., z T }. Then M patches are chosen from z T to form z where we can perform matching these samples with target image x to obtain gradient δ by (2) . We can optimize and train the meta-learner network g * θ (δ) by optimizing the loss function with respect to parameter θ: argmin
Training the meta-learner network to generate new weights w target that only fit examples in z (i.e. T = M ) can cause the meta-learner network to generate weights that will make the matching network to overfit to samples in z. To prevent this overfitting problem, regularization scheme is needed when training. For natural regularization, T > 1.5M is chosen so that the weights can fit a larger set of examples z T instead of a small set z. This encourages much better generalization properties for the matching network when tracking. For the experiments, M = 4 and T = 6 is used and Adam optimizer with learning rate of 10 −4 with batches of 6 videos are used. Training is performed for 5000 iterations. Fig.3 shows the training scheme of meta-learner network.
Experimental Results
Evaluation Environment
Tracker was implemented in Python 2.7 using Tensor- 
Experiments and Analysis
Object Tracking Benchmark (OTB) [38] is a well-known visual tracking benchmark which is widely used to evaluate the performance of a visual tracking algorithm both quantitatively and qualitatively. The dataset contains a total of 100 sequences of varying lengths and each are annotated by frame-by-frame bounding box annotations and 9 challenge attributes. OTB-50 dataset contains selected 50 sequences of the OTB dataset, whereas OTB-100 dataset contains all 100 sequences of the OTB dataset.
As evaluation metric, we use success rate evaluation metric that compares the predicted bounding boxes (pBBs) with the ground truth bounding boxes (gtBBs) to obtain the Intersection of Union (IoU) scores and measuring the proportion of scores larger than a given threshold value. Final score is calculated by measuring the area-under-curve (AUC) for each tracker. The IoU score is calculated by intersection of pBBs and gtBBs over union ofpBBs and gtBBs. 
Quantitative Analysis
Effect of meta-learner network : We perform an internal comparison between the proposed tracker (MLT) and the baseline tracker (MLT w/o meta) which has only the matching network with fixed weights without the meta-learner network. For fair comparison, the baseline tracker is trained on the whole ImageNet video detection dataset including the validation set, with the last convolutional layer of kernel size 1 × 1 × 128 × 128. As shown in Fig.4 , the meta-learner network improves the performance of the baseline matching network and produces better tracking results. The re- Comparison with other tracking algorithms tested on OTB-100 dataset. We further compared our algorithm with C-COT [9] and DeepSRDCF [7] . AUC of C-COT and DeepSRDCF are 0.682 and 0.635, respectively. sults demonstrate that adaptive weights generated by metalearner network are quite effective for inducing the customized feature space for each target and for resulting in robust visual tracking. MLT is consistently superior to MLT w/o meta in both OTB-50 and OTB-100 datasets.
Comparison with other tracking algorithms : We compare our tracking algorithm MLT with 11 other tracking algorithms, namely, SRDCF [8] , SiamFC [2] , CNN-SVM [16] , DSST [6] , MEEM [40] , HDT [27] , KCF [15] , TLD [18] , and CSK [14] , including 5 real-time algorithms (i.e. SiamFC, DSST, HDT, KCF, and TLD). As shown in We also analyze the performance of MLT with respect to 9 different attributes of test videos separately. Each video has a different attribute such as background clutter, low resolution, scale variation, illumination variation, deformation, motion blur, in-plane rotation, occlusion, and out of view. Fig.6 shows that MLT is the most robust to low resolution and is the competitive to the other trackers for most of attributes. In row resolution images, an appearance of a target is frequently indistinguishable from that of other target. MLT can distinguish between those appearances by customizing features spaces for each target with the metalearner network. Fig.7 shows qualitative tracking results produced by SiamFC, SRDCF, HDT, CNN-SVM, DSST, and the proposed algorithm MLT. All trackers were tested on all videos in OTB-100 datasets but tracking results for selected videos were added to Fig.7 due to the length of paper. MLT robustly and accurately tracked the target in spite of several challenging conditions such as occlusion in Box seq., pose variation in Rubik seq., background clutters in Human3 seq., fast motion in Girl2 seq., and scale variation in Car24 seq.. These qualitative tracking results demonstrate that the proposed MLT successfully exploited the power of the meta-learner network and utilized the adaptive weights customized for each target to improve the tracking accuracy. Please find the supplementary video for visual tracking results of whole frames.
Qualitative Analysis
Conclusion
In this paper, we proposed a novel tracking algorithm based on the target-specific feature space constructed by deep meta learning. The proposed algorithm adapt to learn the weights for each target with the meta-learner network, while the matching network learns general weights for all targets. Then the algorithm aims to customize the feature space for a specific target and accurately track the target. Experimental results demonstrate that our algorithm achieves a noteworthy performance gain in tracking by using the proposed meta-learner network. Quantitatively and qualitatively the algorithm shows a competitive tracking performance under several challenging tracking conditions, compared to other visual tracking algorithms, while it runs at the fastest speed of 63 fps.
