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Dalam meningkatkan produksi minyak bumi salah satu cara dengan 
memperbanyak eksplorasi pada lapangan baru. Metode yang cukup efektif 
digunakan dalam eksplorasi minyak dan gas bumi adalah metode well logging. 
Metode well logging merupakan suatu metode perolehan data yang diperlukan 
untuk mengevaluasi secara kualitatif dan kuantitatif adanya keberadaan 
hidrokarbon. Di penelitian ini, menggunakan hubungan kualitatif antara data 
logging sumur dengan zona reservoir di basin Salawati, Irian Jaya area. Empat log 
sumur sebagai atribut data input diantaranya Log Gamma Ray (GR), Log 
Resistivity (ILD), Log Densitas (RHOB), Log Neutron (NPHI). Sedangkan 
formasi zona reservoir dijadikan sebagai data target yang telah diinterpretasi 
sebelumnya terhadap kurva log. Pada dasarnya data logging sangat kompleks dan 
tidak linier, sehingga pada proses pelatihan dan pengujian digunakan metode 
Levenberg - Marquardt. Karena metode levenberg – marquardt merupakan salah 
satu metode optimasi untuk penyelesaian masalah kuadrat terkecil.  
Hasil penelitian ini menunjukkan bahwa hasil training prediksi zona 
reservoir dengan metode levenberg – marquardt mempunyai nilai Mean Absolute 
Percentage Error (MAPE) sebesar 0.3803% dengan 500 iterasi. Uji Validasi hasil 
berdasarkan kurva ROC dengan cross validation folds 10 diperoleh akurasi 
sebesar 84.9984%. Dengan Area Under ROC sebesar 0.992. Dari nilai area under 
ROC tersebut, maka dapat dikatakan bahwa prediksi zona reservoir dengan 
metode levenberg – marquardt mempunyai unjuk kerja ―Excellent‖. Oleh sebab 
itu, daerah yang memiliki respon atribut yang sama dengan lapangan yang telah 
berproduksi, diperkirakan sebagai zona prospek baru reservoir. 
 
Kata kunci: Prediksi zona reservoir, data log sumur, Neural Network di Minyak 
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Well logging is a well-known and effective method for oil and natural gas 
exploration in new fields in order to enhance oil and gas production. Well 
Logging is defined as an acquisition method to qualitatively and quantitatively 
evaluate the existence of hydrocarbon layer in the well. In this research, we 
studied the relations between well logging data and reservoir zone in Salawati 
basin, Irian Jaya area. Four well logs with four attributes such as Log Gamma 
Ray (GR), Log Resistivity (ILD), Log Density (RHOB), and Log Neutron (NPHI) 
were explored. The reservoir zone data has been previously determined by using 
log curve whether it is a reservoir zone or not. This data then is being used as a 
target for learning. Since the logging data is a complex and non-linear, 
Levenberg-Marquardt (LM) was then implemented as an artificial intelligent 
algorithm in performing this study. The objective of this work is to build decision 
support system that will automatically find reservoir zone based on well logging 
data. 
The results of this work showed that Mean Absolute Percentage Error 
(MAPE) of training for reservoir zone prediction by exploiting Levenberg – 
Marquardt is 0.3803 % with 500 iteration. Validity test results based on ROC 
curve with cross validation folds 10 is 84.9984% and area of under ROC is 0.992. 
This result showed that this method has a high potential to be used in real 
exploration activities so that the predicting reservoir zone then can be done 
precisely. 
 
Key words: Reservoir zone prediction, well logging data, Neural Network in oil 
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1.1  Latar Belakang 
Secara geologi daerah Indonesia timur merupakan daerah kompleks, 
yang masih komprehensif, sehingga penelitian yang dilakukan di daerah Indonesia 
Timur dan sekitarnya masih lanjut terus dilakukan.Eksplorasi yang dilakukan di 
daerah Indonesia Timur semakin intensif seiring dengan berkembangnya tuntutan 
kebutuhan keberadaan minyak di daerah tersebut. Bertambahnya informasi 
mengenai lapangan minyak baru yang memiliki prospek kandungan minyak bumi 
semakin menambah pengetahuan penentuan zona reservoir di daerah Indonesia 
Timur ini. 
Cekungan Salawati terletak di wilayah Papua Barat, tepatnya berada di 
daerah Kepala Burung pada Pulau Papua sebagai cekungan Tersier penghasil 
minyak yang besar di kawasan Indonesia Bagian Timur. Cekungan ini berarah 
timur – barat terletak di batas utara lempeng Benua Australia yang bergerak ke 
arah utara sebagai pasive margin yang berbatasan dengan lempeng samudera 
Pasifik yang bergerak relatif ke arah barat dan dibatasi oleh adanya sesar 
mendatar regional yaitu sesar Sorong. Cekungan Salawati berkembang di sebelah 
selatan sesar sorong dan perkembangan cekungannya dikontrol oleh pergerakan 
sesar besar mendatar ini[1]. Ccekungan Salawati merupakan satu – satunya 
cekungan di Indonesia Timur yang telah matang dieksplorasi dan diproduksikan. 
Batuan sumber daerah Cekungan Salawati berasal dari batulempung dan 
serpih Formasi Klasafet, batugamping pada Formasi Kais dan batulempung serpih 
pada Formasi Klasaman awal. Formasi yang diperhitungkan akan menghasilkan 
hidrokarbon adalah Formasi Kais. Hidrokarbon yang terakumulasi di Formasi 
Kais selain dari Formasi Kais itu sendiri, juga berasal dari Formasi Klasafet dan 
Formasi Klasaman. 
Batuan reservoir lainnya adalah Klasafet yang berumur Miosen akhir. 
Jebakan hidrokarbon di Cekungan Salawati terdapat di Formasi Kais berupa 
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kompleks terumbu karbonat dan karbonat paparan yang tersesarkan. Jebakan 
dalam jumlah yang lebih kecil ada di formasi Klasafet dan Klasaman. 
Batuan penutup( seal rock) berupa serpih karbonat dari formasi Klasafet 
dan batugamping kristalin Formasi Kais. Batuan yang menjadi overburden adalah 
batuan gamping (limestone) pada Formasi Kais, dan clay pada formasi Klasafet, 
Klasaman dan Sele. 
Beberapa syarat petroleum system antara lain adanya batuan induk 
(source rock), batuan reservoar (reservoir), migrasi (migration), jebakan (trap), 
batuan penutup ( seal ) dan batuan  overurden. Selain syarat di atas, terdapat juga 
kriteria lain seperti temperature, berat jenis minyak, porositas, dan permeabilitas 
reservoar dan parameter lainnya[2]. 
Minyak bumi yang berada di perut bumi bukan dalam sebuah tempat 
yang mirip dengan danau atau sejenisnya, melainkan berada pada pori – pori 
batuan yang bercampur dengan air. Sehingga eksplorasi dilakukan untuk mencari 
hidrokarbon pada batuan reservoir yang memiliki porositas dan permeabilitas 
baik. 
Untuk memulai kegiatan pengeboran minyak bumi, terlebih dahulu perlu 
dilakukan evaluasi formasi untuk mengetahui karakteristik formasi batuan yang 
akan di bor. Tujuan dari evaluasi formasi menurut [3] adalah sebagai berikut: 
1. Menentukan ada tidaknya hidrokarbon. 
2. Menentukan dimana tepatnya hidrokarbon tersebut berada. 
3. Menentukan berapa banyak kandungan hidrokarbon tersebut di dalam 
formasi. 
4. Menentukan apakah hidrokarbon tersebut potensial untuk diproduksi atau 
tidak. 
Banyak jenis metode yang digunakan untuk mengetahui karakteristik 
formasi batuan, salah satu diantaranya adalah dengan analisis data well logging. 
Well logging merupakan perekaman karakteristik dari suatu formasi batuan yang 
diperoleh melalui pengukuran pada sumur bor [3]. Data diperoleh dari logging 
yang digunakan untuk mengevaluasi secara kuantitas banyak sedikitnya 
hidrokarbon di lapisan pada keadaan sebenarnya. Sedangkan informasi sifat – 
sifat batuan dan cairan diperoleh dari kurva log. Dalam mengambil keputusan, 
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logging merupakan bagian yang penting dari proses pemboran dan penyelesaian 
sumur. Adalah mutlak untuk mendapatkan data log yang akurat dan lengkap. 
Biaya logging diperkirakan hanya sekitar 5% dari total biaya ekplorasi sebuah 
sumur, sehingga adalah kurang bijaksana bila tahap yang penting ini tidak 
dilaksanakan dengan baik[2]. 
Untuk menentukan keberadaan minyak bumi di dalam lapisan batuan 
mineral khususnya dapat diketahui dengan analisa data log berdasarkan log 
Gamma Ray (GR), metode crossplot antara log densitas (RHOB) dengan log 
neutron (NPHI)  dan log Spontaneus Potential (SP) sebagai pelengkap [2].  
Penelitian ini akan menggunakan jaraingan syaraf tiruan metode 
Levenberg-Marquardt untuk sistem yang kompleks dan tidak linier. Selain 
dipergunakan untuk memodelkan bisa juga untuk memilih variabel yang 
mempunyai korelasi tinggi. 
Beberapa penelitian sebelumnya telah menggunakan jaringan syaraf 
tiruan untuk memprediksi permasalahan litologi, namun hasil dari penelitian 
tersebut rata-rata berupa regresi/korelasi kedekatan data output dengan target 
maksimal 70%. Regresi ini menunjukkan kedekatan data output sebenarnya dan 
data prediksi. Dalam penelitian ditargetkan untuk mencapai korelasi 90% dengan 
cara sebelum data dilatihkan menggunakan jaringan syaraf tiruan dilakukan pre-
proses data. 
1.2 Rumusan Masalah 
Belum adanya decision support system yang memprediksi keberadaan 
zona reservoir menggunakan data well logging yang terdiri dari data log gamma 
ray (GR), log spontenous potential (SP), log density (RHOB), log neutron 
(NPIH). Yang disusun suatu metode (sistem) dengan prinsip memberikan 
pelatihan/pengenalan terlebih dahulu terhadap parameter yang telah didefinisikan 
sebelumnya pada jaringan syaraf tiruan. 
1.3 Tujuan 
Penelitian ini bertujuan untuk menerapkan metode levenberg -marquardt 
untuk proses prediksi zona reservoir. Khususnya penggunaan Principal 
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Component Analysis (PCA) dan Partial Least Square (PLS) mereduksi dimensi 
data dan kemampuan levenberg-marquardt untuk proses pembelajaran dan 
prediksi zona reservoir pada jaringan syaraf tiruan.Diharapkan hasil yang 
diperoleh dapat dimanfaatkan pada penelitian selanjutnya. 
1.4 Batasan Masalah 
Data yang diolah merupakan data well logging. Berupa kurva log yang 
tela menjadi data digital. Serta peningkatan kualitas data dengan cara mereduksi 
jumlah data. Diantaranya adalah data well logging yaitu data log gamma ray 
(GR), log resistivity (ILD), log density (RHOB), log neutron (NPIH). 
1.5 Kontribusi 
Dengan terciptanya decision support system akan membantu dunia 
perminyakan dalam membuat keputusan secara cepat keberadaan minyak bumi 
untuk kelanjutan kegiatan eksplorasi minyak bumi. Dan hal ini menjadi langkah 
awal untuk melanjutkan tahap eksplorasi selanjutnya, sehingga dapat menghemat 
waktu dan biaya. 
1.6 Metodologi Penelitian 
Pada bagian ini diuraikan tahap – tahap yang dilakukan pada penelitian 
yaitu gambaran umum alur penelitian,  pengambilan data dari PUSDATIN 
ESDM, praproses data, pembuatan model jaringan syaraf tiruan (JST) dengan 
metode levenberg-marquardt, kemudian dilanjut dengan pelatihan dan pengujian 
serta dievaluasi dan divalidasi. Dari semua hasil tersebut maka dianalisa untuk 












2.1 Kajian Penelitian Terkait 
Berikut merupakan beberapa penelitian sebelumnya yang terkait dengan 
prediksi zona reservoir menggunakan jaringan syaraf tiruan, antara lain adalah 
sebagai berikut : 
1. Irawan Deni, Utama Widya, ―Analisis Data Well Log (Porositas, Saturasi Air, 
dan Permeabilitas) untuk Menentukan Zona Hidrokarbon, Studi Kasus: 
Lapangan ITS Daerah Cekungan Jawa Barat Utara‖ [19]. Penelitian ini 
tentang penentuan zona yang terisi hidrokarbon pada lapangan ―ITS‖ di 
cekungan Jawa Barat sebelah Utara. Data yang digunakan adalah data log GR, 
log SP, log resistivitas, log neutron, log densitas, dan data master log. 
Penentuan kondisi litologi pada zona interest dilakukan dengan menggunakan 
data master log dan metode crossplot NPHI-RHOB. 
2. J. Hou, T. Takahashi, A. Katoh, S. Jaroonsitha, P. Chumsena, ―Application of 
seismic attributes and neural network for sand probability prediction — A 
case study in the North Malay Basin‖ [20]. Penelitian ini membahas prediksi 
karakteristik reservoir litologi, porositas dan ketebalan. Berlokasi di basin 
Malay Utara terdapat batupasir dimana konturnya belum ada pada beberapa 
sumur sehingga diprediksi menggunakan jaringan syaraf tiruan dan hasilnya 
disimulasikan menggunakan Geology Driven Integration (GDI).  
3. Khadim.FS, Samsuri Ariffin, Al-Dunainawi Yousif, ―ANN-Based Prediction 
of Cementation Faktor in Carbonate Reservoir‖ [21]. Penelitian ini membahas 
tentang prediksi reservoir karbonat berdasarkan faktor sementasi dengan data 
log sumur (permeabilitas, porositas dan resistivity). Untuk model jaringan 
syaraf tiruan menggunakan 2 algoritma Gradient Descent dan Levenberg – 




4. Cahaya Rosyidan, Listiana Satiawati, Bayu Satiyawira, ―Analisa Fisika 
minyak (Petrophysics) Dari Data Log Konvensional Untuk Menghitung Sw 
6 
 
Berbagai Metode‖ [22]. Penelitian evaluasi sifat petrophyics dari data log 
konvensional untuk menghitung saturasi air dengan berbagai metode.  
5. M. P. Muhrami, Makhranii, S. Aswad, ―Interpretasi Petrofisika Sumur Log 
Untuk Menentukan Zona Hidrokarbon Sumur ‗R‘ Cekungan Sumatera 
Selatan‖ [23]. Dalam penelitian ini, dilakukan penentuan zona yang terisi 
hidrokarbon sumur ―R‖ di cekungan Sumatera Selatan. Data yang digunakan 
adalah data log GR, log SP, log resistivitas, log neutron, log densitas. 
Perhitungan nilai porositas effektif dilakukan melalui integrasi dari analisa 
data log densitas, log neutron, dan log GR. Hasil interpretasi litologi 
menunjukkan bahwa reservoir yang mendominasi pada sumur ―R‖ adalah 
batupasir nilai gamma ray dibawah 50 API. 
2.2 Teori Dasar 
2.2.1 Prospek Kandungan Minyak Bumi 
Dalam penentuan lokasi kandungan minyak bumi terlebih dahulu 
melewati tahap evaluasi formasi. Evaluasi formasi batuan adalah suatu proses 
analisis ciri dan sifat batuan di bawah tanah dengan menggunakan hasil 
pengukuran lubang sumur[2]. Evaluasi formasi membutuhkan berbagai macam 
pengukuran dan analisis yang saling melengkapi satu sama lain. Tujuan utama 
dari evaluasi formasi adalah untuk mengidentifikasi reservoar, memperkirakan 
cadangan hidrokarbon, dan memperkirakan perolehan hidrokarbon [2]. Gambar 
2.1 menunjukkan struktur dari petroleum system. 
Ada 5 faktor kondisi suatu daerah dikatakan berpotensi mengandung 
minyak bumi menurut [2] atau dengan kata lain dikenal dengan sebutan petroleum 
system antara lain :  
1. Adanya batuan sumber (source rock)  
2. Adanya perpindahan (migration) hidrokarbon dari bebatuan asal menuju 
ke ―bebatuan reservoir‖,  
3. Adanya batuan berpori (reservoir rock), 
4. Adanya jebakan/perangkap (trap), 
5. Adanya lapisan(seal) yang impermeable. 
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Gambar 2. 1 Petroleum System[4] 
Reservoir yang baik memiliki ciri utama mempunyai porositas dan 
permeabilitas yang tinggi. Porositas adalah presentase volume ruang-ruang 
kosong yang ada pada batuan sedangkan permeabilitas adalah kemampuan 
batuan dalam mengalirkan fluida naik ke atas. Dengan adanya ruang-ruang 
kosong pada batuan, akan terdapat lebih banyak ruang untuk menyimpan 
minyak dan gas. Banyaknya hidrokarbon dapat dianalisa dengan parameter sifat – 
sifat batuan yaitu porositas dan saturasi air, sedangkan sifat batuan permeabilitas 
dapat ditunjukkan pada tingkat mana hidrokarbon dapat diproduksi. Untuk 
saturasi adalah bagian dari ruang pori yang berisi air.  Gambar 2.2 merupakan 
gambaran dari batuan kandungan hidrokarbon yang berpori – pori. 
Sedangkan litologi menggambarkan bagian padat pada batuan. Pada 
koneksi interpretasi log reservoar, litologi dijadikan penggambaran lapisan batuan 
seperti batupasir (sandstone), batu gamping (limestone), atau dolomit. Litologi 
dapat menginterpretasikan formasi batuan dan besar pengaruhnya terhadap respon 
log porositas. Secara teori batuan berpori (umumnya berupa batu pasir atau batu 
gamping) akan memiliki kandungan electron yang lebih sedikit dibandingkan 
dengan batuan pejal (tight). Untuk batupasir (densitas ρ = 2,65 gr/cc) dan batu 
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gamping (ρ = 2,71 gr/cc) yang mengandung fluida gas akan memiliki densitas 
bulk (massa tanah per satuan volume)  yang tinggi. 

















Gambar 2. 3 Litologi Batuan Endapan [18] 
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Batuan sumber daerah Cekungan Salawati berasal dari batulempung dan 
serpih Formasi Klasafet, batugamping pada Formasi Kais dan batulempung dan 
serpih pada formasi Klasaman awal. Formasi yang diperhitungkan akan 
menghasilkan hidrokarbon adalah Formasi Kais. Batuan yang berpotensi sebagai 
batuan reservoir di daerah penelitian adalah batuan karbonat pada reef build up 
Formasi Kais.  Secara umum terdiri dari lime mudstone berwarna abu – abu 
kecoklatan yang berbutir halus. Batuan yang bertindak sebagai lapisan penutup 
yang baik pada daerah penelitian adalah sedimen klastik yang terdiri dari 
batulempung dengan sisipan tipis batulanau dan batugamping dari formasi 
klasafet dan formasi Klasaman. 
 
2.2.2 Well Logging 
Well logging diartikan sebagai ―perekaman karakteristik dari suatu 
formasi batuan yang diperoleh melalui pengukuran pada sumur bor‖ [3]. Log 
merupakan suatu grafik kedalaman dari suatu set data yang menunjukkan 
parameter diukur secara berkesinambungan di dalam sebuah sumur pemboran  
[2]. Prinsip dasar well logging adalah mengukur parameter sifat – sifat fisik dari 
suatu formasi pada setiap ke dalaman secara kontinyu dari sumur pemboran. 
Adapun sifat – sifat fisik yang diukur adalah potensial listrik batuan/kelistrikan, 
tahanan jenis batuan, radioaktivitas, kecepatan batuan, serta kekompakan formasi 
yang kesemuanya tercermin dari lubang bor. 
Tujuan utama kegiatan well logging adalah : 
1. Menentukan ada tidaknya hidrokarbon 
Langkah awal yang dilakukan adalah menentukan apakah di formasi batuan 
tersebut terdapat hidrokarbon, setelah itu ditentukan jenisnya, minyak atau 
gas. 
2. Menentukan dimana tepatnya hidrokarbon tersebut berada 
Evaluasi formasi diharapkan mampu menjelaskan pada kedalaman berapa 
hidrokarbon tersebut berada dan pada lapisan batuan apa saja. 




Berapa banyak hidrokarbon yang terdapat di dalam formasi harus dapat 
diketahui. Aspek yang paling penting untuk mengetahui hidrokarbon adalah 
dengan menentukan porositas batuan karena hidrokarbon terdapat di dalam 
pori-pori batuan. 
4. Menentukan apakah hidrokarbon tersebut potensial untuk diproduksi atau 
tidak. 
Untuk menentukan potensial atau tidaknya hidrokarbon yang berada di 
dalam formasi batuan membutuhkan banyak parameter yang harus 
diketahui. Parameter yang paling penting adalah permeabilitas batuan, lalu 
viskositas minyak. 
Berdasarkan cara kerjanya well logging terdiri dari 2 jenis yaitu :  
1. Wireline Logging 
Menurut [2], Wireline logging dilakukan ketika pemboran telah berhenti 
dan kabel digunakan sebagai alat untuk mentransmisikan data. Untuk 
menjalankan wireline logging, lubang bor harus dibersihkan dan distabilkan 
terlebih dahulu sebelum peralatan logging dipasang. Hal yang pertama kali 
dilakukan adalah mengulurkan kabel ke dalam lubang bor hingga kedalaman 
maksimum lubang bor tersebut. Sebagian besar log bekerja ketika kabel tersebut 
ditarik dari bawah ke atas lubang bor. Kabel tersebut berfungsi sebagai transmiter 
data sekaligus sebagai penjaga agar alat logging berada pada posisi yang 
diinginkan. 
2. Logging Well Drilling (LWD) 
Sedangkan LWD adalah teknik pengambilan data log yang dilakukan 
bersamaan dengan pemboran. Pengambilan data dilakukan secara real time 
karena selisih waktu pembacaan alat dengan proses pemboran yang berlangsung 
sangatlah kecil. Peralatan utama pada LWD ada tiga sensor logging di bawah 






Gambar 2. 4 Skematik diagram dari pengaturan wireline logging [2]. 
 
Data log mempunyai resolusi yang lebih baik dan detail mengenai respon 
bawah permukaan dibandingkan data seismik, sehingga data sumur dijadikan data 
pengontrol untuk identifikasi batuan bawah permukaan. Data sumur didapatkan 
dari respon alat yang dimasukkan kebawah permukaan bumi. Log sendiri 
merupakan suatu grafik kedalaman atau waktu dari satu set data yang 
menunjukkan parameter yang diukur di dalam sumur .  
2.2.3 Data Logging 
Data logging dicetak dalam lembaran data logging dimana terdapat nama 
perusahaan, nomor lubang bor, lokasi pengeboran, jenis log, kedalaman 
pengeboran, kedalaman alat logging, batas atas logging mulai dieksekusi, batas 
bawah logging selesai dieksekusi, nama perekam log, nama geologist penanggung 
jawab serta kedalaman penggunaan chasing. Selain itu lembar data logging juga 
memuat informasi mengenai grafik hasil pembacaan log gamma ray dan log 
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densitas yang kemudian dilakukan interpretasi jenis lapisan batuan beserta 
kedalaman dan ketebalannya. 
Secara umum kurva log terdiri dari beberapa jenis log berdasarkan 
kemampuan dan prinsip kerjanya, antara lain[2],[3] : 
2.2.3.1 Log Gamma Ray (GR) 
Log Gamma Ray merupakan metode untuk mengukur radiasi sinar 
gamma yang dihasilkan oleh unsur-unsur radioaktif yang terdapat dalam lapisan 
batuan di sepanjang lubang bor. Prinsip dari gamma ray log adalah perekaman 
radioaktivitas alami bumi, dimana sinar gamma mampu menembus batuan dan 
dideteksi oleh sensor sinar gamma yang umumnya berupa detektor sintilasi 
(penurunan intensitas gelombang). Skala log gamma ray dalam satuan API unit 
(APIU). Tabel 2.1 adalah interpretasi log GR terhadap litologi. 
Fungsi dari log Gamma Ray, antara lain: 
1. Evaluasi kandungan serpih  
2. Menentukan lapisan permeabel  
3. Evaluasi biji mineral yang radioaktif  
4. Evaluasi lapisan mineral yang bukan radioaktif  
5. Korelasi log pada sumur berselubung  
6. Korelasi antar sumur 
Batu kapur / batu gamping dan batupasir memiliki kandungan material 
radioaktif yang rendah, sehingga akan menghasilkan pembacaan nilai GR yang 
rendah pula. Seiring dengan bertambahnya kandungan shale dalam batuan, maka 
kandungan material radioaktif akan bertambah dan pembacaan nilai GR akan 
meningkat. 
Pengukuran gamma ray log dilakukan dengan menurunkan instrument 
gamma ray log kedalam lubang bor dan merekam radiasi sinar gamma untuk 




Tabel 2. 1 Interpretasi log GR terhadap litologi[5] 
Radioaktif sangat 
rendah 
(0 – 32,5 API) 
Radioaktif rendah 
(32,5 – 60 API) 
Radioaktif 
menengah 









































(a). Respon  log Densitas    (b). Respon log Neutron 
Gambar 2. 6 Respon log Densitas (a) dan log Neutron (b) di berbagai litologi [6] 
Tabel 2. 2 Densitas setiap lapisan litologi[5] 
 
2.2.3.2 Log Densitas 
Sinar gamma dari sumber radioaktif dipancar oleh tumbukan dengan 
elektron di dalam lapisan tanah dan energi sinar gamma akan hilang kepada 
elektron untuk setiap tumbukan (efek compton). Densitas elektron di dalam 
Jenis batuan 
Rapat massa sebenarnya 
(gr/cc) 
Rapat massa saat logging 
(gr/cc) 
Batupasir 2,650 2,684 
Batu gamping 2,710 2,710 
Dolomit 2,870 2,876 
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material sebanding dengan densitas curahan atau massa (bulk or mass density) 
material [2], seperti terlihat pada tabel 2.2. 
Logging densitas dilakukan untuk mengukur densitas batuan disepanjang 
lubang bor. Densitas yang diukur adalah densitas keseluruhan dari matriks batuan 
dan fluida yang terdapat pada pori. Prinsip kerja alatnya adalah dengan emisi 
sumber radioaktif. Semakin padat batuan semakin sulit sinar radioaktif tersebut 
ter-emisi dan semakin sedikit emisi radioaktif yang terhitung oleh penerima 
(counter). Log densitas digunakan untuk mengukur densitas semu formasi 
menggunakan sumber radioaktif yang ditembakkan ke formasi dengan sinar 
gamma yang tinggi dan mengukur jumlah sinar gamma rendah yang kembali ke 
detektor. 
 Fungsi dari Log Density, antara lain: 
1. Alat density mengukur berat jenis batuan. 
2. Bersama log lain misalnya log neutron, lithologi batuan dan tipe fluida 
yang dikandung batuan dapat ditentukan.  
3. Log density dapat membedakan minyak dari gas. 
4. Alat density yang modern juga mengukur PEF (photoelectric effect) yang 
berguna untuk menentukan lithologi batuan, Log density juga dipakai 
untuk menentukan Vclay. 
Pada grafik log densitas gambar 2.5 (a) menunjukkan defleksi ke nilai 
lebih rendah (kearah kiri) apabila melalui suatu yang mengandung fluida berupa 
gas, sedangkan (kearah kanan) akan mengalami defleksi ke arah nilai yang lebih 
tinggi apabila melalui suatu yang mengandung fluida air maupun fluida minyak. 
2.2.3.3 Log Neutron 
Log neutron digunakan untuk perhitungan porositas batuan, evaluasi 
litologi, dan deteksi keberadaan gas. Prinsipnya adalah dengan mengukur 
persentase pori batuan dari intensitas atom hidrogen di dalamnya, yang 
diasumsikan bahwa hidrogen tersebut akan berupa hidrokarbon maupun air. Hasil 
pengukuran log neutron kemudian dinyatakan dalam Porosity Unit (PU). Log 
neutron, umumnya tidak terlepas dari log densitas, karena kedua log tersebut 
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memiliki korelasi dalam menentukan jenis litologi menggunakan analisa 
crossplot. 
Neutron Porosity log tidak untuk mengukur porositas sesungguhnya dari 
batuan, melainkan yang diukur adalah kandungan hidrogen terdapat pada pori-
pori batuan. Secara sederhana, semakin berpori batuan semakin banyak 
kandungan hydrogen dan semakin tinggi indeks hydrogen. Sehingga, shale yang 
banyak mengandung hydrogen dapat ditafsirkan memiliki porositas yang tinggi 
pula. 
 Fungsi dari Log Density, antara lain : 
1. Alat neutron dipakai untuk menentukan primary porosity batuan, yaitu 
ruang pori-pori batuan yang terisi air, minyak bumi atau gas. 
2. Bersama log lain misalnya density, dapat menentukan jenis 
batuan/lithologi serta type fluida yang mengisi pori-pori batuan. 
Pada grafik log Neutron gambar 2.5 (b) akan menunjukkan kearah kiri, 
defleksi ke arah nilai yang lebih tinggi apabila melalui suatu zona berporositas 
tinggi, dan sebaliknya, grafik akan mengalami defleksi ke kanan apabila melalui 
zona berporositas rendah. 
2.2.3.4 Log Resistivity (ILD Induction Log Deep) 
Log Resistivity adalah metoda untuk mengukur sifat batuan dan fluida 
pori disepanjang lubang bor dengan mengukur sifat tahanan kelistrikannya. Pada 
dasarnya resistivity  untuk mengetahui ada tidaknya batuan yang porous dan 
permeable mengandung fluida hidrokarbon atau air. Untuk satuan resistivity 
batuan dideskripsikan dalam Ohmmeter dan pada skala logaritmik nilai diantara 
0.2 – 2000 Ohmmeter. Oleh sebab itu, dasar prinsip dari log resistivity yaitu untuk 
mengukur sifat tahanan kelistrikannya sifat batuan dan fluida pori seperti minyak, 
air, dan gas disepanjang lubang bor. Tujuan dari induction log adalah mendeteksi 
lapisan-lapisan fisis yang jauh untuk menentukan resistivitas dan korelasi, tanpa 
memandang jenis lumpur pemborannya.  
Data yang dihasilkan harus diinterpretasi dengan cara melihat tabel nilai 
tahanan jenis tiap batuan [7], kemampuan penginterpretasi sangat berpengaruh 
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terhadap hasilnya. Nilai tahanan jenis suatu lapisan batuan atau material berbeda-
beda, faktor-faktor yang mempengaruhi perbedaan nilai tahanan jenis adalah: 
jenis bahan penyusun, kemampuan bahan, porositas, ukuran dan bentuk pori-pori 
bahan, kandungan dan mutu air serta suhu setiap bahan penyusun formasi 
batuan[5]. 
Interpretasi dilakukan untuk mengetahui jenis dan susunan material 
berdasarkan nilai resistivitas dan pola distribusinya. Interpretasi dilakukan 
berdasarkan  tabel resistivitas material menurut[7],[8]. Tabel nilai tahanan 
terlampir. 
Nilai resistivitas air garam dapat dibedakan dengan baik dari minyak dan 
gas.Karena air garam memiliki nilai resistivitas sangat rendah sedangkan 
hidrokarbon (minyak – gas) memiliki nilai resistivitas sangat tinggi.Log 
resistivitas membantu pekerjaan evaluasi formasi khususnya untuk menganalisa 
suatu reservoir mengandung air garam (wet) atau mengandung hidrokarbon 
sehingga log ini digunakan untuk menganalisis Hidrocarbon-Water Contact. 
Tabel 2. 3 Tabel Ukur Porositas dan Kuantitas[2] 
Porositas (%) Kelas 
( 0% – 5 %) dapat diabaikan (negligible) 
(5% – 10%) buruk (poor) 
(10%- 15%) cukup baik (fair) 
(15%- 20%) baik (good) 
(20%- 25%) sangat baik ( very good ) 
(>25%) istimewa ( excellent ) 
 
2.2.3.5 Porosity Efektif (Peff) 
Dalam reservoir minyak, porositas mengambarkan persentase dari total 
ruang yang tersedia untuk ditempati oleh suatu cairan atau gas. Porositas dapat 
didefinisikan sebagai perbandingan antara volume total pori-pori batuan dengan 
volume total batuan per satuan volume tertentu Porositas batuan reservoir dapat 
diklasifikasikan menjadi dua, yaitu:  
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 Porositas absolut, adalah perbandingan antara volume pori total terhadap 
volume batuan total yang dinyatakan dalam persen. 
 Porositas efektif, adalah perbandingan antara volume pori-pori yang saling 
berhubungan terhadap volume batuan total (bulk volume) yang dinyatakan 
dalam persen.   
2.2.4 Filter data kualitatif permeabilitas dan porositas 
Interpretasi logging merupakan salah satu kegiatan untuk 
mengidentifikasi lapisan prospek (zona reservoir). Tujuannya untuk mengetahui 
lapisan permeable dan ketebalan zona reservoir. 
Filter data ini bertujuan untuk memilah data kedalaman yang memiliki 
permeabilitas dan porositas yang baik, untuk permeabilitas sudah diwakili oleh 
log GR dengan nilai <60 API, sementara untuk porositas dihitung sebagai berikut: 
a. Menentukan volume serpih (shale) 
 Vsh GR (Gamma Ray) 
Bila tingkat radioaktif clay konstan dan tidak ada mineral lain yang radioaktif, 









           (2.1) 
keterangan: 
GRlog = pembacaan GR pada tiap interval kedalaman 
GRmin = pembacaan GR pada lapisan non shale 
GRmax = pambacaan GR pada lapisan shale 
b. Menentukan porositas lapisan  
1. Neutron Log 
Pembacaan neutron log tidak tergantung pada porositas tetapi juga 
lithologi dan kandungan fluidanya. Oleh karena itu penentuan porositas harus 
mengetahui lithologinya. Harga dari porositas neutron (ФN) dapat diketahui 
dengan menggunakan persamaan dibawah ini (dalam limestone unit): 
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   0425.002.1  NLogN           (2.2) 
keterangan: 
  Nlog = porositas yang terbaca pada kurva neutron log 
 0.0425 = koreksi terhadap limestone formation  
Lalu besarnya porositas neutron yang telah dikoreksi terhadap shale (ФNc)dapat 
diketahui dari persamaan dibawah ini: 
  NshshNNc V             (2.3) 
keterangan: 
 Vsh = volume shale (dari GR log) 
  Nsh = porositas yang terbaca pada kurva neutron pada lapisan shale 
2. Density Log 
Dalam menentukan porositas batuan dipengaruhi juga oleh lithologi 
kandungan fluida batuan. Porositas dari density log biasanya dinotasikan dengan 











           (2.4)
 
Lalu besarnya porositas density yang dikoreksi terhadap shale (ФDc)dapat 
diketahui dari persamaan dibawah ini: 
  DshshDDc V             (2.5) 
keterangan: 
Vsh = volume shale (dari GR log) 
 Dsh = porositas dari kurva density pada lapisan shale 
 ρma = densitas matrik batuan, gr/cc 
ρb = densitas bulk yang dibaca pada kurva density untuk setiap  
kedalaman yang dianalisa, gr/cc 
 ρf = densitas fluida (air), gr/cc 
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c. Cross over Neutron-Density Log (Porositi Efektif) 
Cross over ini ditunjukkan untuk mengetahui porositas effektif 
menggunakan  Neutron-Density Log, dimana garis-garis (Sandstone, Limestone, 
Dolomite, dll) merupakan titik lithologi yang jenuh air dan dibagi menjadi bagian-





          (2.6)
 
Keterangan : 
  N = Porositas dari Neutron Log 
  D = Porositas dari Density Log 
2.2.5 Metode Principal component analysis (PCA) 
Principal component analysis (PCA) adalah transformasi linear untuk 
menentukan sistem koordinat yang baru dari dataset. Teknik PCA dapat 
mengurangi dimensi dari dataset tanpa tidak menghilangkan informasi penting 
dari dataset [9].  
Jumlah komponen sama dengan jumlah variabel asli sehingga tidak ada 
informasi yang hilang dalam proses. Komponen baru dibangun adalah fungsi 
linear dari variabel asli dan memiliki dua sifat penting dan berguna, yaitu 
independen satu sama lain dan nilai eigen yang berhubungan mencerminkan 
kepentingan relatif mereka.  
PCA memerlukan masukan data yang mempunyai sifat zero-mean pada 
setiap fiturnya[9]. Sifat zero-mean pada setiap fitur data bisa diperoleh dengan 
mengurangkan semua nilai dengan rata – ratanya. Set data X dengan dimensi 
MxN, M adalah jumlah data dan N adalah jumlah fitur.  
  |
             
         
        
              
|  
Untuk fitur ke – j , semua nilai pada kolom tersebut dikurangi dengan 
rata – ratanya, diformulasikan dengan 
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         ̅            (2.7) 
   1,2,…,M, dan j adalah kolom ke – j. 
Perhitungan matriks kovarian dari matriks X yaitu     Formula yang 
digunakan adalah dot-product pada setiap fitur. 
   
 
 
               (2.8) 
N adalah jumlah fitur, sedangkan   adalah matriks transpos dari X. 
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| 
Variabel-variabel baru yang terbentuk hasil dari PCA disebut sebagai 
principle component dan nilai-nilai bentukan dari varibel ini disebut sebagai 
principle component score. Variabel yang baru merupakan kombinasi linear dari 
variabel-variabel asli. Variabel baru pertama berhubungan dengan variance 
maximum dari data. Variabel baru kedua menunjukkan variance maximum yang 
belum terhitung pada variabel pertama. Variabel baru ketiga menunjukkan 
variance maximum yang belum terhitung pada kedua variabel pertama. Variabel 
baru ke-p menunjukkan variance maximum yang belum terhitung pada p-1 
variabel terdahulu. Seluruh p variabel baru tidak berkorelasi.   
2.2.6 Metode Partial Least Squares (PLS) 
Partial least squares (PLS) merupakan salah satu metode yang dapat 
digunakan untuk mengatasi masalah multikolinier. PLS merupakan perpaduan 
antara principal component analysis (PCA) dan regresi linier ganda.. Untuk 
membentuk hubungan antara peubah respon dan peubah bebas, PLS membentuk 
peubah bebas yang baru yang disebut faktor, peubah laten, atau komponen, di 
mana masing-masing komponen yang terbentuk merupakan kombinasi linier dari 
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peubah-peubah bebas. Tujuan utama dari PLS adalah membentuk komponen yang 
dapat menangkap informasi dari peubah bebas untuk menduga peubah respon 
[10]. 
Metode pendugaan parameter (estimasi) di dalam PLS adalah metode 
kuadrat terkecil (least square error methods). Proses perhitungan dilakukan 
dengan cara iterasi, dimana iterasi akan berhenti jika telah tercapai kondisi 
konvergen. Penduga parameter di dalam PLS meliputi 3 hal, yaitu: weight 
estimate digunakan untuk menciptakan skor variabel laten, estimasi jalur (path 
estimate) yang menghubungkan antar variabel latin dan estimasi loading antara 
variable laten dengan indikatornya, means dan lokasi parameter (nilai konstanta 
regresi, intersep) untuk indicator dan variable laten. 
1. Pendugaan Model Struktural  
  
 ̂   ∑                    (2.9) 
dengan vji dengan vji=signcov( j, i) untuk i=1,2,..,m 
  
 ̂       ∑                 (2.10) 
dengan v=signcov( l, i
     signcov( l, i) , untuk i=1,2,…,m 
signcov( , ξ) Untuk η dan ξ yang berhubungan 
   0 Untuk η dan ξ yang tidak berhubungan 
2. Pembobot Model Pengukuran 
       ̂               (2.11) 
untuk k=1,2,...,rj dan j=1,2,…,n, 
rj = banyaknya peubah manifest pada blok ke-j 
3. Pendugaan Model Pengukuran 
   ∑  ̂       ,         (2.12) 
untuk k=1,…,si dan i=1,2…,m 
23 
 
si = banyaknya peubah manifest pada blok ke-i 
 
  ̂  ∑  ̂        ,         (2.13) 
untuk k=1,…,rj dan j=1,2…,n 
Metode ini berguna untuk menghubungkan dua matriks data, X dan Y, 
dengan model linear multivariat, tetapi melampaui regresi tradisional karena 
model juga mengandung struktur X dan Y. PLS berasal kegunaannya dari 
kemampuannya untuk menganalisis data dengan jumlah banyak, noise, kolinear, 
dan bahkan variabel yang tidak lengkap di kedua X dan Y. PLS memiliki sifat 
yang diinginkan bahwa ketepatan parameter model meningkat dengan 
meningkatnya jumlah variabel dan pengamatan yang relevan. Masalah regresi 
yaitu bagaimana model satu atau beberapa variabel dependen, tanggapan, Y, 
melalui serangkaian variabel prediktor, X [9]. 
2.2.7 Jaringan Syaraf Tiruan 
Pendefinisian jaringan syarat tiruan dilihat dari fungsi atau struktur 
rancangan merupakan penyederhanaan dari model otak manusia. Kinerja struktur 
jaringan syaraf biologi pada otak manusia adalah dengan cara menyampaikan 
sinyal dari satu neuron ke neuron lain yang berdekatan serta bersesuaian. Hal 
sama berlanjut untuk neuron yang berikut, sampai pada neuron terakhir yang 
dikehendaki sinyal tersebut[11]. 
Tiruan neuron dalam struktur jaringan syaraf tiruan adalah elemen 
pemroses yang dapat berfungsi seperti sebuah neuron. Kumpulan dari neuron 
dibuat menjadi sebuah jaringan yang akan berfungsi sebagai alat komputasi yang 
berbasis computer dengan cara pendekatan perhitungan matematis. Dengan kata 
lain JST juga dapat dipandang sebagai ―sebuah system yang terdiri atas elemen – 
elemen yang terdistribusi secara parallel dengan kemampuan untuk memperbaiki 
kinerja melalui proses belajar‖.  
Pada gambar 2.7 merupakan ilustrasi dari salah satu kemampuan jaringan 
syaraf tiruan belajar mengingat dan berfikir. Mula – mula JST ditunjukkan dengan 
beberapa buah pola dengan bentuk sempurna (proses belajar untuk mengingat). 
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Setelah proses belajar selesai JST diberikan pola yang tidak utuh dan ternyata JST 
mampu menghasilkan output (berfikir) berupa pola yang sempurna seperti yang 
pernah dipelajari.    
Gambar 2. 7  Ilustrasi kemampuan Jaringan Saraf Tiruan 
 
2.2.7.1 Struktur Jaringan Syaraf Tiruan 
Adapun model representatif dari JST tampak pada gambar 2.6. Suatu 
neuron terdiri dari weight, penjumlah fungsi keluaran serta dapat juga memakai 
elemen bias yang mempunyai harga input yang tetap bernilai 1. Gambar 2.8 
merupakan unit neuron lapisan j yang diberi pola input X sebanyak i dan bias θ=1, 
maka secara matematis output Y dapat ditulis: 
      ∑           
 
          
                   (2.14) 
Dengan   adalah elemen – elemen weight input dan F(.) adalah fungsi 
keluaran jaringan. 
Input Xi yang masuk ke neuron dapat berupa informasi dari luar system 
atau dari output lapisan neuron dengan hirarki yang lebih rendah, jika JST 
tersebut memiliki banyak lapisan neuron atau multilayer. Untuk jaringan syaraf 
tiruan multilayer, maka harga lapisan neuron dengan hirarki paling rendah 
(lapisan input) yang menerima sinyal informasi dari luar (eksternal). 
JST hanya dapat mengolah input bilangan, jika masalah melibatkan 
besaran kualitatif atau pola gambar, maka pola input harus dikuantisasikan ke 




Gambar 2. 8. Elemen Pengolah Informasi (Neuron) 
 
Elemen weight W pada setiap neuron merupakan representasi dari 
kekuatan sambungan (strength of synapse) antar neuron. Weight Wij pada model di 
atas menyatakan kekuatan hubungan antara neuron lapisan i ke lapisan j. Jika 
neuron pada lapisan i berjumlah n dan m pada lapisan j, maka weight Wij 
berbentuk matrik m x n. Penulisan dari subskrip pada W selalu dari lapisan hirarki 
tertinggi. Sehingga model weight dapat ditulis Wij.  
Semua data input yang telah diboboti dengan kekuatan sambungan akan 
dijumlahkan terlebih dahulu sebelum diolah menjadi output. Dan hasil 
penjumlahan ini biasa ditulis sebagai NET. 
Fungsi pengolah data input menjadi data output disebut fungsi aktifasi 
neuron f(x). Antara lain[12] : 
a. Fungsi Sigmoid Biner 
Fungsi sigmoid biner memiliki nilai range 0 sampai 1, seperti ditunjukkan 
pada gambar 2.9 . Fungsi sigmoid Biner seperti persamaan 2.15 
     
 
          





b. Fungsi Sigmoid Bipolar 
Fungsi sigmoid bipolar memiliki nilai output range -1 sampai 1, seperti 
ditunjukkan pada gambar 2.10. Fungsi sigmoid bipolar seperti persamaan 
2.16. 
      
      
      
          (2.16) 
Gambar 2. 9 Fungsi Sigmoid Biner[12] 




2.2.7.2 Arsitektur jaringan Syaraf Tiruan 
Berdasarkan alir informasi maka JST dapat dibagi menjadi[12]: 
a. Jaringan Umpan Balik ( Feed Back Networks) 
JST dengan umpan balik ini ditandai dengan umpan balik dari output ke 
input atau dari lapisan dengan hirarki lebih tinggi ke lapisan dengan hirarki yang 
lebih rendah. Jadi output neuron ke-t, Y(t), ditentukan oleh input neuron X(t) dan 
output y(t-1), seperti gambar 2.10. 
b. Jaringan Umpan Maju (Feed Forward Networks) 
Pada gambar 2.9 menunjukkan bahwa JST dengan umpan maju yang 
ditandai dengan alir informasi dari input ke output atau dari lapisan dengan hirarki 
lebih rendah ke lapisan dengan hirarki lebih tinggi. Jadi output neuron ke-t, Y(t) 
ditentukan oleh input neuron X(t). 
Gambar 2. 11 Jaringan Syaraf Tiruan Feedforward 
 
Gambar 2. 12 Jaringan Syaraf Tiruan Feedback 
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2.2.7.3 Metode Pembelajaran (Learning) 
Pembelajaran (learning) bagi JST merupakan proses mengatur harga dari 
parameter weight untuk mendapatkan harga yang terbaik dengan melatih 
(training) jaringan menurut unjuk kerja system yang dikehendaki. 
Tujuan proses ini agar kumpulan pola input (vector input) yang diberikan 
menghasilkan pola output (vector output) yang diinginkan atau paling sedikit 
mendekati. Learning ini dibentuk dengan menerapkan secara berurutan pada pola 
input dan mengatur bobot jaringan mendekati pola output. Mengikuti suatu 
algoritmabelajar tertentu, sehingga pola input menghasilkan pola output yang 
diinginkan. Kemampuan belajar merupakan juga kemampuan untuk mendekati 
suatu fungsi. Hal ini membuat fleksibel untuk digunakan proses identifikasi suatu 
plant. 
Ada dua metode pembelajaran pada neural network (JST) yaitu [11]: 
a. Supervised Learning 
Algoritma ini membutuhkan pasangan untuk tiap vector input dengan 
vector target (keluaran yang diinginkan). Suatu system JST dilatih dengan cara 
membandingkan sejumlah pasangan keluaran dengan vector target. Pola input 
dimasukkan ke dalam jaringan yang kemudian diolah untuk menghasilkan output, 
yang disebut output jaringan. Selisih dari kedua output tersebut menyatakan 
kesalahan (error) yang akan digunakan untuk mengubah weight sambungan. 
Sehingga kesalahan akan semakin kecil dalam siklus pelatihan berikut. 
b. Unsupervised Learning 
Algoritma ini tidak membutuhkan vector target untuk output, sehingga 
tidak ada perbandingan untuk menentukan respon ideal. Kumpulan pola pelatihan 
hanya terdiri dari vector masukan dan algoritma pelatihan berfungsi sebagai 
pengubah atau modifikasi weight jaringan untuk menghasilkan pola vector, 
sehingga penerapan dua vector pelatihan suatu vector lain yang cukup sejenis 
menghasilkan pola keluaran sama. Dalam proses training, jaringan 
mengklasifikasikan pola – pola masukan menjadi kelompok yang sejenis. 
Penerapan suatu vector dari suatu kelas tertentu pada masukan akan menghasilkan 
vector keluaran khusus. Namun tidak ada cara untuk menentukan terlebih dahulu 
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pada pelatihan, yanga akan menghasilkan pola keluaran tertentu dengan satu 
vector masukan dari kelas tertentu. 
2.2.7.4  Algoritma Levenberg – Marquardt Pada Jaringan Syaraf Tiruan 
Algoritma Levenberg – Marquardt merupakan pengembangan dari 
metoda Gauss-Newton. Mula – mula metoda Gauss-Newton menggunakan 
liniearisasi di sekitar harga estimasi bobot terakhir dan menyelesaikan 
permasalahan least square untuk memperoleh vector bobot interkoneksi [12]. 
Algoritma Levenberg – Marquardt dengan menggunakan pendekatan 
antara lain: 
1. Matrik Hessian 
Matriks Hessiam adalah matriks persegi dari turunan parsial orde kedua[13]. 
Dengan didefinisikan fungsi riil f sebagai berikut: f (x1, x2, …, xn). Jika 
turunan parsial orde kedua untuk semua f terdefinisi, maka matriks Hessian 
dari fungsi f adalah: 
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2. Matriks Jacobian 
Matriks Jacobian adalah matriks yang dibentuk dari gradien fungsi bernilai 









   
   
   
   
 
   
      
   
       
   
       
 
   
      
    
   
       
   
      
 
   










Algoritma Levenberg-Marquardt menggunakan pendekatan untuk 
menghitung matrik Hesian, melalui pendekatan metode Newton[13]. 
                        (2.19) 
sehingga perbaikan pembobot dapat ditentukan. 
                 
                         (2.20) 
dengan I adalah matriks diagonal. Levenberg-Marquardt menyarankan agar 
menambahkan suatu nilai scalar yang sama pada masing – masing elemen 
diagonal yaitu     , dengan I adalah matrik identitas. 
Apabila µ bernilai 0, maka pendekatan ini akan sama seperti metode 
Newton, namun apabila µ terlalu besar maka pendekatan ini akan sama halnya 
dengan gradient descent dengan learning rate yang sangat kecil. Metode Newton 
sangat cepat dan akurat untuk mendapatkan error minimum, oleh karena itu 
diharapkan algoritma sesegera mungkin apa mengubah nilai µ menjadi sama 
dengan 0. Untuk itu setelah beberapa iterasi algoritma akan menurunkan nilai µ, 
kenaikan nilai µ hanya dilakukan apabila dibutuhkan suatu langkah (sementara) 
untuk menurunkan fungsi kerja. Untuk itu parameter µ dikalikan dengan suatu 
faktor pengali β. 
Pada persamaan (2.21), e adalah vector yang berukuran pno yang dapat 
ditentukan dengan    . Dimensi input dianggap sebagai ni, dan dimensi output 
adalah no. Jumlah total pattern disimbolkan sebagai p. Jika jaringan menggunakan 
MLP (Multi Layer Perceptron), maka diperlukan ni dimensi layer input dan no 
dimensi layer output. Jika nh adalah jumlah neuron pada hidden layer yang 
dipunyai oleh single hidden layer sebuah MLP, maka jumlah total bobot dan bias 
pada MLP menjadi,  
                          (2.21) 
Berdasarkan notasi di atas maka dimensi dari matrik Jacobi akan sama dengan  
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   = fungsi bobot -  bobot jaringan dan bias 
   =                                                       
Matrik Jacobi merupakan matrik turunan pertama dari error terhadap 
bobot dan bias. Matrik Jacobi antara input node dan hidden layer adalah matrik 
yang berisi turunan error terhadapt bobot antara input node dan hidden layer 
beserta biasnya. 
Matrik Jacobi antara hidden node dengan input node adalah matrik yang 
berisi turunan error pertama terhadap bobot antara hidden node dengan output 
node. 
 Elemen dari matrik Jacobi antara input layer dan hidden layer adalah, 
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 Elemen matrik Jacobi untuk bias pada hidden layer adalah 
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 Elemen matrik Jacobi antara hidden dan output layer 
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 Elemen matrik Jacobi untuk bias pada output layer adalah 
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2.2.7.5 Tahap Pelatihan 
Tahap pelatihan ini merupakan langkah bagaimana suatu jaringan syaraf 
itu berlatih, yaitu dengan cara melakukan perubahan bobot sambungan. 
Sedangkan tahap pemecahan masalah akan dilakukan jika proses belajar tersebut 
selesai, tahap tersebut merupakan proses pengujian atau testing. Secara garis besar 
algoritma Levenberg-Marquardt merupakan modifikasi dari backpropagation. 
Terdiri dari dua proses yaitu feed forward dan perbaikan pembobot, yang 




1. Proses feed forward (Tahap Maju) 
a. Inisialisasi faktor penimbang dengan nilai random yang kecil 
b. Masing – masing hidden menjumlahkan faktor penimbang : 
 
                    (2.27) 
Karena yang digunakan fungsi sigmoid maka : 
   
 
     
(     )
         (2.28) 
Kemudian mengirim sinyal tersebut ke semua unit di atasnya (output unit). 
Masing – masing unit output (                dijumlahkan faktor 
penimbang: 
          ∑      
 
          (2.29) 
Menghitung sesuai dengan fungsi aktifasi: 
                   (2,30) 
Masing – masing unit output (                menerima pola target sesuai 
dengan pola masukan saat training dan menghitung error: 
                          (2.31) 
Karena              dengan menggunakan fungsi sigmoid, maka : 
                               
                (2.32) 
2. Proses perbaikan pembobot 
Pada lapisan output, diawali dengan membandingkan output jaringan 
dengan output target. Error yang terjadi digunakan untuk memperbaiki tiap bobot 






∑     
  
    dengan                 (2.33) 
semua error yang terjadi dilapisan output dibandingkan (diturunkan satu kali) 
dengan semua bobot – bobot jaringan untuk membentuk matrik Jacobi. Setelah itu 
dilakukan proses perbaikan / update bobot dengan persamaan 2.22 dan 2.23. 
2.2.7.6 Tahap Pengujian 
Pada tahap ini, pola yang akan dikenali dimasukkan pada input node 
jaringan. Inisialisasi bobot sambungan diambil dari nilai bobot sambungan 
terakhir pada tahap belajar yang dianggap paling baik. Pola ini dikomputasikan 
dengan bobot interkoneksi hasil fase pelatihan, dengan persamaan 2.30 sampai 
2.34. Nilai inilah yang akan dikirim kelapisan output seperti proses pada hidden 
layer, maka didapat hasil output adalah 
          ∑      
 
            (2.34) 
Hasil aktivasi sel – sel pada lapisan keluaran merupakan keputusan dari 
jaringan syaraf tiruan. Pada perangkat lunak yang dibuat, hasil aktivasi sel sebagai 
keputusan JST ditampilkan dalam skala kebenaran, skala kebenaran terbesar 
merupakan keputusan terakhir dari jaringan syaraf tiruan. 
2.2.8 Metode Pengujian  
Metode pengujian dilakukan dengan maksud untuk menguji tingkat 
akurasi prediksi secara keseluruhan. Pengujian dilakukan untuk melihat selisih 
error antara hasil prediksi dengan data sebenarnya, yaitu dengan menggunakan 
MAPE(Mean Absolute Percentage Error). Berikut adalah rumus untuk 
menghitung MSE dan MAPE sebagai berikut: 
    
∑|     |
 
         (2.35) 
dan 
     
   
 
∑ |
     
  
|            (2.36) 
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2.2.9 Evaluasi Kinerja (ROC) 
Untuk mengukur kinerja suatu sistem atas dasar nilai kesalahan yang 
terjadi dan tingkat kesuksesan pengenalan suatu sistem (specificity), maka ROC 
(Receiver Operating Curve) dapat digunakan untuk menghitung nilai kesalahan 
dan nilai kesuksesan suatu system. Serta digunakan dalam mengevaluasi proses 
klasifikasi, dikarenakan kemampuan evaluasi secara menyeluruh dan cukup 
baik[14]. Pada sebuah table 2.4 terdiri dari dua buah kelas data yaitu data kelas 
prediksi (Predicted Class) dan data kelas aktual (Actual Class). Jika data 
predicted class sama dengan actual class, maka data termasuk True Positif (TP), 
sedangkan jika data predicted class tidak sama dengan actual class tetapi 
termasuk data hasil klasifikasi maka data tersebut termasuk False Positive (FP). 
Confusion Matrix digunakan untuk mengevaluasi pengklasifikasian karena 
mempunyai kemampuan evaluasi secara menyeluruh dan cukup baik [15]. Tabel 
confusion matrix untuk memperkirakan hasil yang benar dan salah pada hasil 
pengujian. Hasil dari yang diperoleh pada tahap prediksi dilakukan perbandingan 
yaitu dengan perolehan hasil true positive, false positive, true negative, dan false 
negative.  
ROC dapat digunakan sebagai grafik perbandingan antara True Positive 
Rate (TPR) pada sumbu vertical dengan False Positive Rate (FPR) pada sumbu 
horintal. TPR merupakan proporsi data positif teridentifikasi dengan benar antara 
data predicted class dengan actual class. Sedangkan FPR merupakan proporsi 
data negatif teridentifikasi salah sebagai positif pada suatu model klasifikasi[16]. 
True positive Rate dan False Positive Rate, dapat dihitung menggunakan 
persamaan 2.37. 
    
  
     
             (2.37) 
    
  
     
             (2.38) 
Kurva ROC terdapat luasan area di bawah kurva yang dikenal dengan 
AUC (Area Under Curve of ROC). Nilai AUC berkisaran antara 0 sampai dengan 
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1, semakin mendekati nilai 1 maka semakin baik nilai uji pada karaketeristik 
prediksi tersebut. Nilai kategori AUC [17], dapat dilihat pada table 2.5. 
Tabel 2. 4 Tabel Nilai AUC [17] 
Range Nilai AUC Keterangan 
0.5 – 0.6 Fail 
0.6 – 0.7 Poor 
0.7 – 0.8 Fair 
0.8 – 0.9 Good 







Dalam penyelesaian dan tercapainya tujuan penelitian ini maka 
metodologinya adalah sebagai berikut: 
 













             
Gambar 3. 1 Alur Penelitian 
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3.1 Pengambilan Data 
Pengambilan data yaitu data log (sumur) merupakan data sekunder yang 
diperoleh dari PUSDATIN ESDM (Pusat Data dan Informasi Energi dan Sumber 
Daya Mineral) di bawah Kementerian ESDM, dengan objek 5 sumur yang 
berlokasi di Irian Jaya area  ditunjukkan pada gambar 3.2 dengan jarak sumur 
berdekatan dari posisi latitude dan longitude, secara detail disajikan pada tabel 3.1 
sehingga formasi lapisan bumi masih sama dan data yang dilatihkan menjadi lebih 
baik serta robust untuk di tes dan layout lokasi sumur. 
Gambar 3.2 merupakan sumur observasi dengan data-data yang diambil 
menggunakan metode wireline logging dengan 2 – 3 kali pengukuran variabel 
lapisan tanah untuk mengetahui lapisan yang memiliki kandungan gas atau 
minyak bumi. secara detail letak sumur observasi ada pada tabel 3.1. Metode 
Wireline logging yaitu pekerjaan yang dilakukan meliputi pengukuran data-data 
properti elektrikal (resistivitas dan konduktivitas pada berbagai frekuensi), data 
nuklir secara aktif dan pasif. Logging tool (peralatan utama logging, berbentuk 
pipa pejal berisi alat pengirim dan sensor penerima sinyal) diturunkan ke dalam 
sumur sehingga didapatkanlah data tersebut. Hal ini dapat dimanfaatkan untuk 
melihat perbedaan karakteristik batuan yang berhubungan dengan batas antara dua 
lapisan. 
Data sumur yang diperoleh berupa kurva log dari lapangan yang sudah di 
digitalkan dengan format data *.LAS. Tujuan dari pengkonversian dari kurva log 
menjadi data digital agar lebih mudah untuk menganalisa data terebut dengan 
menggunakan software yang diinginkan, selanjutnya dikonversikan kembali 
kedalam kurva log yang siap di analisa dan di interpretasi 
Data sumur yang sudah dipilih memiliki format data *.LAS (Log Ascii 
File), agar dapat dilakukan pengolahan data pada software Petrolog 10.2 , maka 
terlebih dahulu dilakukan converting data menjadi format data internal software 
(*.log data) kemudian menjadi format (.xlsx). Tujuan dari pengkonversian dari 
kurva log menjadi data digital agar lebih mudah untuk menganalisa data terebut 
dengan menggunakan software yang diinginkan, selanjutnya dikonversikan 
kembali kedalam kurva log yang siap di analisa dan di interpretasi.  
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Sebelum dilakukan langkah selanjutnya, terlebih dahulu informasi yang 
ada pada header log dilengkapi sesuai yang ada pada field report. Hal ini sangat 
penting dilakukan karena beberapa informasi yang ada dalam header log 
digunakan dalam proses perhitungan selanjutnya. 
Gambar 3. 2 Layout Irian Jaya Area 









Variabel Data Awal 




60 – 7480 14998 130°57'57E  1°17'45S 
Dept, GR, SP, Cali, 







70 – 7160  14301 130°56'27E 1°18'45S 
JAYA-10 
PETTRE 








50 – 5750  11401 130°58'21E  1°20'5S 
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3.2 Praproses Data 
3.2.1 Quick Look Analysis 
Pembagian zonasi, tahap ini dimaksudkan untuk menghitung porositas 
efektif berdasarkan karakteristik nilai yang seragam, dengan ini maka di plot log 
GR sebagai representatif permeabilitas lapisan terhadap kedalaman. Log GR 
adalah kurva gamma ray yang sudah dinormalisasi dengan menggunakan satu 
nilai mean dan standar deviasi dari sebuah lapangan. Setiap pengukuran gamma 
ray pada reservoir dapat menghasilkan nilai dan range nilai yang berbeda-beda 
karena perbedaan kondisi lubang bor dan alat dari masing-masing service 
company sehingga dibutuhkan sebuah well yang menjadi referensi pada suatu 
lapangan [17]. 
Pada penelitian ini digunakan sumur SALAWATI F-1X_PHIND 
dikarenakan data yang lengkap dan dapat mewakili sumur lainnya dengan lokasi 
yang berdekatan berdasarkan posisi longitude dan latitude maka nilai formasi 

















Gambar 3. 3 Proses Zonasi pada Kurva Log 
Zonasi 1  
Zonasi 2  
Zonasi 3  
Zonasi 4 
Zonasi 5 
Log GR  
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3.2.2 Perhitungan Porositas Efektif 







Setelah proses zonasi selesai dilakukan perhitungan porositas efektif, 
perhitungan ini diperlukan karena output yang akan dijadikan sebagai input 
pelatihan jaringan syaraf tiruan adalah data yang mampu merepresentasikan 
porositas dan permeabilitas. Karakteristik permeabilitas pada tabeL 3.2 sudah 
diwakili oleh proses zonasi pada tahap 1. 
Tahap-tahap untuk mendapatkan porositas efektif [2] diantaranya : 
 Nilai – nilai log GR (API) pada sumbu x di plot terhadap kedalaman (ft) pada 
sumbu y, bagian-bagian dimana trend-nya tidak sama dan terjadi defleksi 
maka dipisahkan seperti gambar 3.3. Hal ini bertujuan agar perhitungan 
porositas efektif menjadi lebih akurat karena perzonasi memiliki nilai rata-rata 
yang sama tanpa ada nilai yang terdeviasi terlalu jauh.  
 Kemudian langkah selanjutnya dengan menentukan volume serpih (shale) 
menggunakan log gamma ray (Vsh GR), yang mana harga Vsh dapat ditulis 
seperti persamaan 2.1, menentukan porositas lapisan dengan persamaan 2.2 
sampai dengan persamaan 2.5. Langkah akhir menghitung porositas efektif 
dengan persamaan 2.6.  
3.2.3 Pemilihan variable dengan PCA dan PLS 
Praproses data ini meliputi seleksi variabel yang penting, baik itu 
pengaruh antar variabel input (X) menggunakan PCA (principal component  
analysis) ataupun pengaruh variable X terhadap variabel output (Y) menggunakan 
PLS (partial least squares) sehingga dapat diketahui variable yang saling 
Karakteristik Nilai 
Log GR  <50 mewakili permeabilitas 
Volume serpih 
<0.3 menunjang nilai 
permeabilitas 
PorositasEffektif >25% mewakili porositas 
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mempengaruhi. Dari sekian banyak variabel yang ada pada data log, maka dipilih 
hanya data variabel yang memiliki sensitivitas tinggi terhadap  variabel lainnya.  
Dilakukan  analisa PCA yaitu analisa korelasi antar  variabel  X, dan analisa  PLS 
yaitu korelasi antar variabel X dan Y. Dari hasil PCA-PLS didapat kelompok 
variabel yang  berkorelasi  tinggi  atau sensitiv  terhadap  perubahan  antar 
variabel  sehingga   baik   sebagai  input   jaringan   syaraf  tiruan nantinya. 
Perangkat lunak yang digunakan adalah SIMCA-P. 
Tabel 3. 3 Daftar Data Log Yang dianalisa dengan PCA dan PLS 
Jenis Data Log  
DEPT    Kedalaman 
GR   Log Gamma Ray 
CALI   Log Calliper 
SP   Log Spontaneus Potential 
ILD   Log Resistivity 
MSFL   Log Resistivity 
DT   Log Sonic 
RHOB   Log Densitas 
NPHI   Log Neutron 
DRHO   Log Delta Rho 
Peff   Porositas Effektif 
 
 
3.2.3.1 Analisa PCA 
Analisa PCA ditujukan untuk menetapkan variabel yang penting dalam 
data sumur ini dengan mengamati kedekatan nilai komponen utama (p) yang 
divisualisasikan dengan koordinat[9]. Pada gambar 3.4, 3.5, 3.6, dan 3.7 yang 
merupakan hasil keluaran perangkat lunak SIMCA-P dapat diamati hasilnya 




Gambar 3. 4  PCA zonasi 1 
Pada gambar 3.4 menunjukkan bahwa data PCA yang tidak 
multikolinearisasi pada zonasi 1 adalah kelompok MSFL-ILD. Sedangkan dari 
zonasi 2 ada 4 kelompok variabel yang saling tidak multikolinear diantaranya 
kelompok CALI – RHOB, ILD – DEPT – Peff – NPHI, SP-GR, DT – DRHO di 





























Gambar 3. 6. PCA zonasi 3 
Pada gambar 3.6 menunjukkan bahwa dari data zonasi 3 tidak 
multikolinear adalah NPHI – DT – Peff – ILD – MSFL, CALI – SP – DRHO. 
Sedangkan Zonasi 4 tidak dapat dilakukan PCA karena menunjukkan  kekurangan 
jumlah data hanya 12 buah data saja dan itu tidak relevan untuk PCA dimana PCA 
harus mencari median dalam prosesnya. 
Gambar 3. 7. PCA zonasi 5  
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Gambar 3.7 menunjukkan bahwa Data Zonasi 5 terdapat 3 kelompok data 
yang berkorelasi diantaranya cluster DT – NPHI – Peff, SP – ILD – DEPT, GR – 
DRHO – RHOB. 
Pada Gambar 3.4, 3.5, 3.6, dan 3.7 dapat disimpulkan bahwa berdasarkan 
letak kedekatan koordinat antar variabel di tabel 3.3 sebanyak 3 zonasi dari 4 
zonasi yang diamati terdapat 3 variabel yang tidak multikolinearisasi diantaranya 
Peff, NPHI, ILD. Pada zonasi 1 dan zonasi 3 variabel ILD-MSFL tidak 
multikolinearisasi namun tidak bisa dimasukkan sebagai variabel penting karena 
setelah diamati dari data yang didapat, variabel MSFL tidak memiliki nilai atau 
kosong sejumlah 5886 data dari 6985 data MSFL yang diolah sehingga 78,5 % 
data MSFL tidak ada dan hal tersebut sangat kurang untuk diambil sebagai data 
latih JST. 
 
Tabel 3. 4. Hasil kesimpulan PCA 
Zonasi Jenis Data Log 
Zonasi 1 MSFL – ILD 
Zonasi 2 ILD-DEPT-Peff-NPHI 
Zonasi 3 NPHI-DT-Peff-ILD-MSFL 
Zonasi 5 DT – NPHI – Peff 
 
Berdasarkan hasil kesimpulan tabel 3.4 bahwa jumlah inputan cukup 
relevan untuk pembelajaran JST. Kemudian untuk mengetahui hubungan input 
terhadap output perlu dilakukan analisa PLS. 
3.2.3.2 Analisa PLS 
Analisa PLS dilakukan untuk menyatakan korelasi input dan output, 
dalam penelitian ini output yang diinginkan adalah data yang memiliki korelasi 
permeabilitas karena akan dijadikan sebagai input JST. Oleh karena itu sebagai 
output Y adalah  log GR yang mewakili permeabilitas, pilihan lain dari log GR 
adalah log SP namun tidak dijadikan sebagai output karena log SP pada 
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kenyataannya sering mengalami noise data akibat salinitas lapisan sehingga 
dijadikan sebagai pendukung. Kesimpulannya diperoleh dari analisa the most 
important variabel dengan mengurutkan dari terpenting sampai tidak terpenting 
berdasarkan korelasinya.  
Sumbu y pada gambar 3.8, 3.9, 3.10, dan 3.11 adalah  variable 
importance for the projection (VIP) yang menunjukkan seberapa besar pengaruh 
suatu variabel x terhadap variabel y yang merupakan hasil dari keluaran perangkat 
lunak SIMCA-P. Nilai VIP lebih dari 1 mengindikasikan variabel x yang penting, 
nilai kurang dari 0.5 mengindikasikan variabel x yang tidak penting dan nilai 
antara 0.5 – 1 merupakan variabel dalam zona abu-abu, artinya pengaruh variabel 
x tersebut terhadap y tergantung dari data set yang digunakan (SIMCA-P Help). 
Pada penelitian maka digunakan batasan nilai minimal 1 untuk menentukan 
variabel yang berpengaruh dalam penentuan zona reservoir. 
Pada gambar 3.8 menunjukkan hasil bahwa data PLS dari zonasi 1 
variabel yang tidak multikolinearisasi adalah Peff, NPHI, CALI, ILD, RHOB. 















Gambar 3. 9. PLS zonasi 2 
 
 Dari data PLS zonasi 2 variabel yang tidak multikolinearisasi 
adalah MSFL, SP, ILD, RHOB, DEPT, Peff ditunjukkan pada gambar 3.9. 
Sedangkan pada gambar 3.10 menunjukkan bahwa data PLS dari zonasi 3 variabel 




















Gambar 3. 11. PLS zonasi 5 
Pada zonasi 4 tidak dapat dilakukan PLS karena menunjukkan kekurangan 
data hanya 12 buah data saja dan tidak relevan untuk PLS, PLS harus mencari 
variansi di dalam data. Dari zonasi 5 variabel tidak multikolinearisasi adalah 
DRHO, RHOB, DT, ILD, Peff, Dept, SP yang ditunjukkan pada gambar 3.11. 
 




RHOB g/cc 4 
DT us/f 1 
ILD ohmm 3 
NPHI v/v 1 
MSFL ohmm 1 
CALI inch 1 
DEPT  ft 3 
SP mv 2 
DRHO g/cc 1 





Variabel dari masing – masing zonasi dikumpulkan dan diperingkatkan, 
variabel yang tidak mengalami multikolinear dan diambil kesimpulan dengan PLS 
ini. Hasil dari peringkat hubungan variabel input X terhadap Y yang paling 
berkorelasi ≥1 disimpulkan pada tabel 3.5. Tabel 3.5 menunjukkan untuk output Y 
yaitu GR maka variabel X yang berkorelasi tinggi adalah RHOB-ILD-Peff-DEPT. 
Hasil analisa PCA diperoleh NPHI – ILD – Peff sebagai parameter yang 
tidak multikolinearisasi. Dari hasil analisa PLS untuk output GR didapat RHOB, 
ILD, Peff, DEPT sebagai parameter yang tidak multikolinearisasi. Dari metode 
PCA – PLS dapat disimpulkan bahwa variabel terpenting dalam data adalah ILD 
dan Peff. Peff atau porositas effektif dihitung berdasarkan GR – RHOB dan NPHI 
Sehingga dapat diambil kesimpulan bahwa untuk input untuk JST adalah ILD, 
RHOB, NPHI, GR, dan Peff. 
3.2.4 Normalisasi Data Input Jaringan Syaraf Tiruan 
Data log sumur dan porosity efektif merupakan input untuk jaringan 
syaraf tiruan. Masing – masing data tersebut mempunyai nilai maksium dan 
minimum yang berbeda, oleh karena itu sebelum dimasukkan ke jaringan syaraf 
tiruan nilai, maka dinormalisasi terlebih dahulu. Normalisasi adalah membuat 
setiap input jaringan berada pada range nilai maksimum dan minimum yang sama, 
dalam hal ini dibuat pada range maksimum 1 dan minimum 0. Tujuan normalisasi 
ini untuk mempermudah proses perhitungan error, karena jaringan memakai 
fungsi aktifasi sigmoid biner yang mempunyai nilai ambang antara 1 dan 0. 
Sehingga output jaringan juga akan berada pada range 0 sampai 1 sesuai dengan 
nilai target output jaringan.  
3.3 Pembentukan Model Jaringan Syaraf Tiruan Metode Levenberg – 
Marquardt 
Pembentukan model prediksi dimaksudkan untuk menentukan parameter 
dari arsitektur jaringan yang akan digunakan untuk pembelajaran. Pembentukan 
model prediksi dilakukan dengan menggunakan Jaringan Syaraf Tiruan 
Levenberg – Marquardt dengan 1 (satu) lapisan tersembunyi. Jumlah variable 
input yang digunakan dalam penelitian ini sebanyak 5 buah variable. Jumlah node 
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untuk lapisan sama dengan jumlah variable input, sedangkan jumlah node pada 
lapisan output sama dengan jumlah kategori yang akan diklasifikasikan dan hal ini 
berbeda untuk setiap model prediksi. Jaringan syaraf tiruan (JST) ini memiliki 
lapisan input dari 5 unit yang merupakan hasil dari data yang telah ternormalisasi. 
Adapun untuk jumlah node pada lapisan tersembunyi (hidden-node), pada 
penelitian ini akan divariasikan untuk mendapatkan hasil yang optimal. Karena 
jumlah node pada lapisan tersembunyi berpengaruh terhadap tingkat generalisasi 
atau pengenalan pola. Variasi jumlah hidden-node yang digunakan adalah 5, 10, 
15, 20, 25.  
Pada tiap lapisan arsitektur JST juga ditetapkan beberapa parameter yang 
akan diberikan pada proses pembelajaran dan diuji untuk membentuk model 
prediksi, antara lain adalah fungsi aktivasi, toleransi error, jumlah epoch 
maksimal, laju pembelajaran (learning rate) dan fungsi pelatihan (training 
function). Untuk inisialisasi bobot awal digunakan inisialisasi secara random. 
Fungsi aktivasi yang digunakan pada lapisan tersembunyi adalah trainlm, 
sedangkan pada lapisan output menggunakan fungsi aktivasi pureline. Toleransi 
kesalahan minimum (error) ditentukan pada 0.0001. Toleransi error yang cukup 
kecil diharapkan akan memberikan hasil yang cukup baik. Jumlah epoch 
maksimal yang ditetapkan dalam penelitian ini adalah 1000. Hal ini diperlukan 
sebagai kriteria henti jaringan disamping toleransi error untuk membatasi waktu 
yang disediakan bagi jaringan dalam melakukan pembelajaran. 
Adapun parameter yang divariasikan dalam proses pembelajaran adalah 
laju pembelajaran (learning rate) dan fungsi pelatihan (training function). Variasi 
nilai laju pembelajaran yang digunakan adalah 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 
0.9. Laju pembelajaran dapat mempengaruhi konvergensi kecepatan pada proses 
pembelajaran, sehingga perlu dilakukan percobaan pada laju pembelajaran yang 
berbeda untuk mendapatkan nilai rentang data yang sesuai. Untuk lebih detail bisa 





Tabel 3. 6 Struktur JSTyang digunakan 
KARAKTERISTIK SPESIFIKASI 
Arsitektur Jaringan 
Multi-layer dengan 1 lapisan 
tersembunyi 
Algoritma Pembelajaran Levenberg Marquardt 
Jumlah Node input 5 
Jumlah Node lapisan tersembunyi 5, 10, 15, 20, 25 
Fungsi aktivasi lapisan 
tersembunyi Sigmoid bipolar 
Jumlah node lapisan output: 2 
Fungsi Aktivasi lapisan output Pureline 
Toleransi Error 0.0001 
Laju Pembelajaran 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 
Maksimum Epoch 1000 
 
Tabel 3. 7. Aturan Pembagian Data 
Pembagian % Data Latih % Data Uji % 
10 10 90 
20 20 80 
30 30 70 
40 40 60 
50 50 50 
60 60 40 
70 70 30 
80 80 20 
90 90 10 
3.3.1 Pelatihan/ Pembelajaran (Learning) 
Tujuan dari pelatihan pada jaringan syaraf tiruan adalah untuk 
memperoleh keseimbangan sistem jaringan saat diberi masukan pola untuk 
dihafalkan. Sehingga system dapat mengenali pola yang sesuai dengan yang 
dikenali saat pelatihan jika system diberi pola lain.  
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Jaringan syaraf tiruan pada penelitian ini menggunakan jaringan multi 
lapis yang ditunjukkan pada gambar 3.4. Terdapat 3 lapis layer, yaitu : 
 Lapisan masukan (input layer), terdiri dari 5 neuron 
 Lapisan tersembunyi (hidden layer), terdiri dari 5-10-15-20-25 neuron 
 Lapisan keluaran (Output layer), terdiri dari 1 unit neuron. 
Metode pelatihan / pembelajaran yang digunakan supervised learning. 
Dengan tujuan untuk menentukan nilai bobot koneksi di dalam jaringan, sehingga 
jaringan dapat memprediksi dari input ke output sesuai dengan yang diinginkan. 
Dalam memprediksi ditentukan melalui satu set pola uji atau data 
pelatihan (training data set). Setiap pasangan pola p terdiri dari vektor input xin 
dan vektor target tk. Setelah selesai learning jika diberikan masukan xin 
seharusnya jaringan mempunyai hasil nilai output tk. Besarnya perbedaan antara 
nilai target dengan output aktual diukur dengan error. Fungsi error yang 
digunakan pada sistem adalah Mean Absolute Percentage Error (MAPE). 
 




Pada arsitektur jaringan ini, keluaran diharapkan mengeluarkan output 
sebagai prospek keberadaan zone reservoir. Semakin banyak data learning maka 
kemampuan jaringan dalam mengingat  semakin baik, akan tetapi membuat proses 
learning menjadi lambat. Proses learning jaringan dengan Algoritma Levenberg – 
Marquardt dijelaskan gambar 3.5. Gambar 3.5 adalah proses flow diagram 
perbaikan bobot jaringan, sehingga dihasilkan bobot yang terbaik untuk bisa 
mengingat pola yang sudah di learning. 
Prosedur yang dilaksanakan pada penelitian ini adalah sebagai berikut: 
1. Pelatihan /Pembelajaran (learning) jaringan. 
a. Langkah 1 
 Masukan yang digunakan adalah data log sumur yang digunakan. 
b. Langkah 2 
  Set nilai awal bobot secara random untuk kelima buah bobot yang 
dipergunakan, yaitu untuk bobot antara input layer dengan hidden layer (v) 
dan bobot antara hidden layer dengan output layer (w). 
c. Langkah 3 
 Menghitung fungsi jaringan secara maju (feed forward) 
 Setiap node hidden (  , dimana j=1,...,p) menjumlahkan sinyal input 
terbobotnya sebaga berikut : 
      (       )                (3.1) 
       = Sinyal input untuk hidden node ke-j 
    = Nilai pada input node ke-i 
      = Nilai bobot yang menghubungkan input node ke-i dengan 
hidden node ke-j. 
      = Nilai bobot yang menghubungkan node bias dengan hidden 
node ke-j.  




    (     )  
 
     (      )
          (3.2) 
   = Nilai hidden node ke-j 
 Setiap node output (  , dimana k=1,...,m) menjumlahkan sinyal hidden 
terbobotnya sebagai berikut: 
      (      )              (3.3) 
       = Sinyal input untuk output node ke-k 
   = Nilai hidden node ke-j 
    = Nilai bobot yang menghubungkan hidden node ke-j dengan 
output node ke-k 
    = Nilai bobot yang menghubungkan node bias dengan output 
node ke-k 
  = jumlah hidden node 
 Menentukan nilai output node ke-j dengan menggunakan fungsi aktivasi 
sigmoid 
            
 
             
          (3.4) 
   = Nilai output node ke-k 
d. Langkah 4 
Setelah dilakukan perhitungan maju, maka setiap output (yk) 
dibandingkan dengan target (t_k-y) akan menghasilkan suatu nilai error. 
Jumlah rata – rata error ini dapat dihitung dengan persamaan (2.36). 
e. Langkah 5 
Hitung matrik Jacobian. Matriks Jacobi (J) merupakan turunan pertama dari 
error terhadap bobot dan turunan pertama terhadap bias. Matriks Jacobi antara 
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input node dan hidden layer adalah matrik yang terisi turunan error terhadap 









   
       
   
       
 
   
       
   
       
   
       
 
   
       
   
   
       
   
      
   







         (3.5) 
Matriks Jacobi antara hidden node dengan input node adalah matrik yang 









   
       
   
       
 
   
      
   
       
   
       
 
   
      
   
   
       
   
      
   






         (3.6) 
 
Elemen matriks Jacobi ini dapat dihitung dengan menggunakan aturan rantai 
dari persamaan (2.20), (2.21), (2.22) 
f. Langkah 6 
Hitung ∆X (Delta bobot) untuk semua bobot dan bias menggunakan 
persamaan 








Langkah – langkah dalam perhitungan    adalah, 
 Menghitung pendekatan matrik Hesian yaitu dengan mengalikan matrik 
Jacobi dengan matrik transposnya,        
 Menghitung matrik dari hasil penjumlahan matrik Hesian dengan sebuah 
matrik identitas yang telah dikalikan dengan konstanta             
 = faktor pengali (konstanta learning) yang sudah diset oleh user pada 
saat awal, merupakan konstanta untuk mempercepat proses learning. 
 = matrik identitas 
 Menghitung invers matrik dari hasil penjumlahan matrik Hesian dengan 
sebuah matrik identitas           . 
 Menghitung gradient dari error pada masin – masing node dengan    . 
  adalah vektor yang menyatakan semua error pada output jaringan 
  [                ]
 
. Hitung delta bobot yaitu selisih bobot 
lama dengan bobot sekarang dengan persamaan                  . 
Setelah didapat selisih masing – masing pembobot, maka dilakukan 
pembaharuan (update) untuk masing – masing pembobot tersebut. Dengan 
persamaan,  
                           (3.8) 
Setelah didapat bobot baru dihitung kembali error menggunakan 
persamaan (3.4) jika error baru ini berkurang lakukan       , dan kembali ke 
langkah dua sampai langkah ke 7. Jika error baru ini tidak berkurang maka 
lakukan       dan kembali ke langkah 5. Lakukan terus sampai error sama 
dengan error limit. Setelah error limit ini tercapai simpan bobot dan bias yang 
terakhir dalam sebuah file.  
Selama proses pelatihan dilakukan pula proses validasi untuk menguji 
apakah jaringan sudah memiliki kemampuan yang baik dalam mengenal data baru 
yang diberikan kepadanya, yang ditunjukkan dengan nilai Mean Absolute 
Percentage Error (MAPE). Pembelajaran model JST levenberg – marquardt 
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bersifat iterative dan diseain untuk meminimalkan MAPE antara output yang 
dihasilkan dan output yang diinginkan (target).  
Sebelum proses pelatihan terlebih dahulu ditentukan bobot – bobot awal 
secara random dan toleransi kesalahan minimum. Bobot – bobot awal ini nantinya 
akan diinisialisasi dan digunakan pada proses umpan maju awal, sedangkan 
proses umpan maju selanjutnya menggunakan bobot – bobot yang telah 
mengalami perbaikan. Toleransi kesalahan minimum berfungsi sebagai pembatas 
berulangnya proses iterasi dalam suatu pelatihan. Proses pelatihan akan terus 
berulang hingga diperoleh koreksi kesalahan yang sama atau lebih kecil dari 
toleransi kesalahan minimum. 
3.3.2 Pengujian (Testing)  
Proses pengujian (testing) yang dilakukan dipergunakan sebagai langkah 
pengenalan pola data log sumur yang dipergunakan sebagai input terhadap 
jaringan yang telah mengenal proses learning. 
Gambar 3. 14. Diagram Alir Proses Prediksi 
 Pada tahap ini jaringan hanya merespon masukan dan langsung 
mengeluarkan output, tanpa pembelajaran kembali. Proses yang dilakukan hanya 
proses penghitungan maju (feed forward) dengan menggunakan bobot yang sudah 
tersimpan pada saat pelatihan, maka setiap pola input dilewatkan ke jaring untuk 
Hitung maju pada simpul hidden dan output 







mendapatkan output jaring. Proses prediksi ini dapat dilihat dari diagram alir pada 
gambar 3.14. 
3.4 Evaluasi Hasil Uji 
Hasil dari yang diperoleh pada pembelajaran, kemudian dilanjutkan pada 
tahap pengujian dengan data uji. Tahap prediksi dilakukan perbandingan dengan 
perolehan hasil true positive, false positive, true negative, dan false negative. 
ROC dapat digunakan sebagai grafik perbandingan antara True Positive Rate 
(TPR) pada sumbu vertical dengan False Positive Rate (FPR) pada sumbu 
horintal. TPR merupakan proporsi data positif teridentifikasi dengan benar antara 
data predicted class dengan actual class. Sedangkan FPR merupakan proporsi 
data negatif teridentifikasi salah sebagai positif pada suatu model klasifikasi[16]. 
Dari keempat nilai tersebut membentuk sebuah matrik yang disebut confussion 
















HASIL DAN PEMBAHASAN 
 
4.1 Praproses data 
Pada bab ini, dilakukan prapresos data, yaitu pembersihan data dengan 
tujuan untuk menghilangkan noise dikarenakan data tidak lengkap dan adanya 
data yang hilang, dengan cara statistik menggantinya dengan nilai yang paling 
sering muncul. Kemudian analisa relevansi untuk menghilangkan atribut yang 
redundant dan tidak relevan dengan penelitian. Yang terakhir adalah tranformasi  
data, pada penelitian ini adalah bersifat kategorikal untuk data target 
menggunakan metode Unary Encoding, dimana data target dipresentasikan 
dengan kombinasi angka 0 dan 1 (numerical binary variable).  
Perhitungan porositas effektif dalam reservoir minyak menggambarkan 
persentase dari total ruang yang tersedia untuk ditempati oleh suatu cairan atau 
gas dan saling terhubung ruang satu dengan yang lainnya sehingga mempermudah 
untuk eksplorasi fluida didalamnya. Porositas dapat didefinisikan sebagai 
perbandingan antara volume total pori-pori batuan dengan volume total batuan per 
satuan volume tertentu.  Karakteristik nilai porositas efektif ditunjukkan pada 
tabel 2.3. Dari hasil perhitungan dapat diamati bahwa nilai porositas selalu 
berbanding terbalik dengan besarnya nilai volume shale atau volume lempung 
dikarenakan batuan shale yang pejal tidak memiliki rongga sehingga tidak dapat 
menampung fluida maka semakin besar nilai volume shale pada suatu lapisan 
porous maka semakin kecil pula nilai porositasnya begitupula sebaliknya. 
4.2 Pembentukan Model Jaringan Syaraf Tiruan Metode Levenberg – 
Marquardt 
Pada prediksi ini berdasarkan klasifikasi kelas. Data pelatihan untuk 
menentukan kelas berdasarkan log image sumur tes, log image berisi gambaran 
reservoir per kedalaman dan didapat dari hasil pengukuran well logging. Pada 
penelitian ini terbagi menjadi 2 kelas yaitu kelas 1 untuk zona reservoir dan kelas 
0 untuk non zona reservoir. 
62 
 
Pengujian jaringan syaraf tiruan meliputi penguji proses learning, 
dimulai dengan cara pembuatan data set learning dan melakukan learning dengan 
data set yang sudah terbentuk. Kemudian proses pengujian yaitu menguji jaringan 
yang sudah dilearning dengan data uji. 
4.2.1 Hasil Proses Pelatihan 
Sebelum dilakukan proses pengenalan, jaringan harus dilakukan proses 
learning terlebih dahulu. Pada tahap pelatihan terjadi pengaturan besar beban 
(weight) dalam jaringan syaraf tiruan. Untuk melakukan proses learning perlu 
satu set data learning, oleh sebab itu dibuat set data learning terlebih dahulu. 
Sesuai dengan arsitektur jaringan syaraf tiruan yang telah dibuat, maka set data 
learning ini mengikuti format jaringan. Tahapan pembuatan set data learning ini 
adalah mengikuti alur perolehan data dari PUSDATIN ESDM sebanyak 5 sumur 
minyak dan diambil datanya sepanjang 6985, setelah itu dilakukan praproses.  
Pada pelatihan levenberg marquardt ini setelah melakukan aturan 
pembagian data, maka diperoleh 70 % data training dan 30 % data testing. Untuk 
mengetahui baik atau tidaknya pelatihan dilihat dari nilai atau regresi antara 
output dan target serta nilai mean absolute percentage error (MAPE) yang 
dihasilkan. 




5 10 15 20 25 
0.1 0.0017 0.0014 0.0012 9.51E-04 0.0011 
0.2 0.0017 0.0014 0.0011 0.0012 0.00115 
0.3 0.0016 0.0011 0.0011 9.55E-04 0.00094 
0.4 0.0018 0.0014 0.0013 0.0011 0.00118 
0.5 0.0019 0.0015 0.0014 0.0012 0.000965 
0.6 0.0016 0.0014 0.0011 0.0011 0.000915 
0.7 0.0015 0.0014 0.001 0.0012 0.001 
0.8 0.0019 0.0015 0.0011 0.0016 0.000964 
0.9 0.0015 0.0013 0.0012 0.0024 0.001 
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Gambar 4. 1. Hasil pelatihan JST Levenberg Marquardt 
 
Dari hasil percobaan dengan menggunakan fungsi pelatihan levenberg-
marquardt diperoleh bahwa nilai MAPE terkecil adalah 0.000915, berada pada 
laju pembelajaran 0.6 dengan jumlah hidden-node 25. Sedangkan nilai MAPE 
terbesar adalah 0.0024 berada pada laju pembelajaran 0.9 dengan jumlah hidden-
node 20. Hal ini ditunjukkan pada tabel 4.1 dan pada gambar 4.1. 
4.2.2. Analisa Hasil Proses Pelatihan 
Pada tabel 4.1 merupakan hasil dari pelatihan jaringan syaraf tiruan 
dengan metode levenberg – marquardt dengan perubahan learning rate. Proses 
pelatihan (learning) ini menggunakan konfigurasi jaringan 5 input, 1 hidden layer 
dan output layer. Learning rate dimulai dengan 0.1 sampai dengan 0.9 dan 
perubahan neutron 5-10-15-20-25 pada hidden layer. Pembelajaran dilakukan 
sebanyak 1000 epoch dengan limit error 0.00001.  Pada gambar 4.9 menunjukkan 
bahwa pada saat pelatihan dengan hidden layer neutron 25 learning rate 0.6 
mengalami error mean absolute percentage error (MAPE) sebesar 9.152e-04 % 
dengan regresi 0.93378. Proses learning dilakukan dengan membandingkan 
pasangan output jaringan dengan vektor target. Selisih dari keduanya merupakan 





































4.2.3. Hasil Proses Pengujian 
Tahap terakhir dari pembuatan sistem ini adalah tahap pengujian. Proses 
pengujian dapat dilakukan setelah jaringan di-learning sampai mencapai 
konvergen, yang berarti error telah mencapai nilai yang ditetapkan. Pada 
pengujian ini, konvigurasi jaringan yang digunakan adalah 5-25-1 dengan error 
limit 0.0001 sedangkan learning rate 0.6.  




5 10 15 20 25 
0.1 0.0038 0.0033 0.0029 0.0024 0.0027 
0.2 0.0041 0.0034 0.0027 0.0028 0.0027 
0.3 0.0038 0.0027 0.0026 0.0027 0.0024 
0.4 0.0044 0.003 0.0031 0.0027 0.0028 
0.5 0.0043 0.0035 0.0033 0.0029 0.0023 
0.6 0.0039 0.0033 0.0026 0.0026 0.0029 
0.7 0.0036 0.0032 0.0026 0.0029 0.0025 
0.8 0.0044 0.0036 0.0028 0.0038 0.0013 
0.9 0.0036 0.0031 0.0028 0.0056 0.0025 
 





































4.2.4. Analisa Hasil Pengujian 
Pada percobaan proses pengujian diperoleh bahwa nilai MAPE terkecil 
adalah 0.0013, berada pada laju pembelajaran 0.8 dengan jumlah hidden-node 25. 
Sedangkan nilai MAPE terbesar adalah 0.0056 berada pada laju pembelajaran 0.9 
dengan jumlah hidden-node 20. Hal ini ditunjukkan pada tabel 4.2 dan pada 
gambar 4.2. 
Pengujian dilakukan dengan data log sumur yang tidak di-learning sama 
sekali. Hasil uji didapatkan zona reservoir secara keseluruhan, artinya zona 
reservoir yang didapat berporositas baik sampai buruk dan zona reservoir yang 
permeabel ataupun tidak. Hal ini dikarenakan data latih yang didapatkan dari log 
image merupakan zona reservoir secara keseluruhan.  
4.3. Evaluasi dan Validasi 
Kurva ROC pada penelitian ini digunakan sebagai grafik perbandingan 
antara True Positive Rate (TPR) pada sumbu vertical dengan False Positive Rate 
(FPR) pada sumbu horintal. TPR merupakan proporsi data positif teridentifikasi 
dengan benar antara data predicted class dengan actual class. Sedangkan FPR 
merupakan proporsi data negatif teridentifikasi salah sebagai positif pada suatu 
model klasifikasi[17].  
ROC terdapat luasan area di bawah kurva yang dikenal dengan AUC 
(Area Under Curve of ROC). Nilai AUC berkisaran antara 0 sampai dengan 1, 
semakin mendekati nilai 1 maka semakin baik nilai uji pada karaketeristik 
prediksi tersebut. Hasil penelitian pencarian nilai ROC untuk prediksi dapat 
dilihat pada gambar 4.11. Dengan hasil penelitian menunjukkan Area Under 
Curve ROC (Receiver Operating Curve) sebesar 0.966, sehingga dapat 
disimpulkan bahwa kinerja sistem prediksi menunjukkan ‖excellent‖.Dalam 
prediksi dari sebuah sistem diharapkan dapat melakukan pembedaan semua set 
data dengan benar. Pada dasarnya, kinerja suatu sistem prediksi tidak dapat 
bekerja secara 100% benar, akan tetapi kinerja suatu sistem tersebut dapat diukur. 
Dalam mengukur kinerja sistem prediksi dapat menggunakan confussion matix. 
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Berikut tabel confussion matrix yang digunakan dalam penelitian ini, dapat dilihat 
pada tabel  4.3. 
Gambar 4. 3 ROC pada hasil penelitian 
 













Pada setiap kelas dalam matrix menyatakan jumlah data dari actual class 
yang hasil prediksi masuk ke dalam predicted class. Misalkan saja TP_A adalah 
jumlah data kelas zona reservoir yang secara benar dipetakan ke dalam kelas zona 
reservoir. Sedangkan pada e_AB adalah jumlah data pada kelas zona reservoir 
yang dipetakan secara salah ke kelas non zona reservoir. Berdasarkan confussion 
matrix di atas, maka data yang diprediksi dengan benar adalah TP_A dan TP_B. 
Sedangkan data yang diprediksi debgan salah adalah e_AB dan e_BA. 
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 Hasil uji didapatkan zona reservoir secara keseluruhan, artinya zona 
reservoir yang didapat berporositas baik sampai buruk dan zona reservoir yang 
permeabel ataupun tidak. Hal ini dikarenakan data latih yang didapatkan dari log 
image merupakan zona reservoir secara keseluruhan.  
Berdasarkan hasil penelitian yang dilakukan terhadap semua input data 
dengan perbandingan data training dan data test sebesar 70%:30%, diperoleh  
hasil uji 
 TP_A = Zona Reservoir terindikasi benar sebagai Zona Reservoir 
sejumlah 3742 data 
 TP_B = Non Zona Reservoir terindikasi benar sebagai Zona Reservoir 
sejumlah 3042 data 
 e_BA = Non Zona Reservoir terindikasi salah sebagai Zona Reservoir 
sejumlah 99 data 
 e_AB = Zona Reservoir terindikasi salah sebagai Non Zona Reservoir 
sejumlah 101 data 
Validasi didapatkan dari log image sumur tes dan expert pooling 
validation adalah metode untuk membuktikan bahwa hasil perhitungan, metode, 
dan input telah sesuai dengan kaidah yang berlaku. Kemudian dihitung banyaknya 
kesamaan data yang tepat antara validasi dan prediksi, dikarenakan hanya ada dua 
kelas yaitu 1 dan 0 maka kesamaan data yang dimaksud adalah jika pada 
kedalaman yang sama hasil validasi kelas 1 dan hasil prediksi kelas 1 juga, begitu 
pula untuk kelas 0. Jika data hasil validasi dan hasil prediksi pada kedalaman yang 
sama menunjukkan kelas yang berbeda maka prediksi tidak tepat. Hal ini 
bertujuan untuk mengetahui ketepatan model dalam memprediksi.  
Sehingga diperoleh hasil prediksi dari percobaan yang menunjukkan nilai 
akurasi, recall, dan presisi dengan pembagian data. bahwa nilai rata – rata akurasi, 
recall dan presisi terbaik dihasilkan oleh training 70% dan testing 30% dengan 






4.4. Pengujian dengan Jaringan Syaraf Tiruan Backpropagation. 
Pada bab sebelumnya telah dijelaskan bahwa metode Levenberg – 
Marquardt merupakan pengembangan / modifikasi dari metode Backpropagation. 
Sebagai perbandingan perlu dicoba pengujian dengan metode backpropagation. 
Secara umum tahap – tahap yang dilakukan pada sistem prediksi dengan JST 
Backpropagation ini uga sama dengan algoritma Levenberg – Marquardt. Alur 
atau prosedur program yang dibuat juga sama, kecuali pada proses learning dan 
mapping. Oleh sebab itu pengujian yang ditunjukkan adalah pada hasil 
pengenalan (prediksi). Jaringan di-learning dengan konfigurasi yang sama, yaitu 5 
– 25 – 1 dan error limit 0.0001.  
Pada gambar 4.5 merupakan hasil perbandingan antara metode levenberg 
– marquardt dengan backpropagation. Dari gambar menunjukkan bahwa error 
dari levenberg -  marquardt menghasilkan error yang kecil dibanding 
backpropagation. Hal ini menunjukkan bahwa algoritma pelatihan levenberg-
























Gambar 4. 4. Chart presisi, akurasi, dan recall untuk pembagian data 
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Gambar 4. 5 Grafik Perbandingan antara Levenberg Marquardt dengan 
Backpropagation 
 
Setelah divalidasi posisi prediksi zona reservoir maka dianalisa zona 
reservoir yang berpotensi. Porositas dapat didefinisikan sebagai perbandingan 
antara volume total pori-pori batuan dengan volume total batuan per satuan 
volume tertentu. Permeabilitas didefinisikan sebagai ukuran media berpori untuk 
meloloskan/melewatkan fluida. Apabila media berporinya tidak saling 
berhubungan maka batuan tersebut tidak mempunyai permeabilitas dengan kata 
lain porositas tinggi tidak menunjukkan bahwa permeabilitas akan baik. 
Permeabilitas menunjukkan kemampuan batuan tersebut dapat menjadi reservoar 
produksi. Permeabilitas ditentukan salah satunya menggunakan nilai GR 
maksimal 60 API untuk lapisan permeabel dan lapisan non-permeabel lebih dari 
itu. Porositas lapisan ditentukan nilai Peff dengan nilai pada tabel 2.3 sementara 
untuk lapisan yang cocok dijadikan reservoar produksi adalah lapisan yang 
berporositas tinggi dan permeabel baik. Oleh karena itu dengan hasil uji dapat 


















Tabel 4. 4 Hasil zona reservoir sumur tes 
Kedalaman (ft) Tebal lapisan (ft) Tebal lapisan (m) 
7724 1 0.3 
7726-7730 4 1.22 
7732 – 7747 15 4.57 
 
Dimensi dari ketebalannya zona reservoir, dikarenakan tidak ada data luasan 







KESIMPULAN DAN SARAN 
 
5.1 KESIMPULAN 
Berdasarkan hasil penelitian yang telah dilakukan dapat disimpulkan 
bahwa Jaringan Syaraf Tiruan (JST) levenberg – marquardt yang sudah dilatih 
dengan data yang ada dapat digunakan untuk memprediksi keberadaan reservoir.  
Dari hasil penelitian diperoleh kesimpulan : 
1. Pengaruh terbesar dalam variable input JST adalah ILD, RHOB, NPHI, GR, 
Peff, DEPTH setelah melalui PCA dan PLS. 
2. Bahwa prediksi zona reservoir dengan menggunakan metode Levenbrg 
Marquardt menghasilkan nilai akurasi, recall, dan presisi dengan pembagian 
data bahwa nilai rata – rata akurasi, recall dan presisi terbaik dihasilkan oleh 
training 70% dan testing 30% dengan nilai 90.91%, 90.9%,  dan 91.4% , 
dengan kesalahan mean absolute percentage error (MAPE) sebesar 0.0024%. 
3. Dari hasil sebanyak 10 kali percobaan untuk mengukur akurasi dan recall 
model levenberg marquardt menghasilkan dataset sebagai zona reservoir yang 
sebenarnya sebesar 3742 data dan non reservoir sebesar 3042 data.  
4. Prediksi pada sumur tes, menghasilkan zona reservoir mulai kedalaman 7724 
ft sampai 7747 ft sehingga prediksi zona reservoir pada sumur tes 20 ft atau 
6.09 meter. 
5. Pengujian hasil validasi berdasarkan grafik ROC dengan nilai Area Under 
ROC menunjukkan 0.96. Oleh sebab itu, hasil tersebut dapat dikatakan bahwa 
unjuk kerja nilai Area Under ROC menunjukkan ‗Excellent‖. 
 
5.2 SARAN 
Pada penelitian selanjutnya diharapkan dapat mengembangkan dengan 
menambah jumlah data sumur yang sama lokasi dan mencoba untuk perhitungan 
keekonomisan dari zona reservoir tersebut. Sehingga hasilnya dapat diterapkan 
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