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COX RINGS OF MODULI OF QUASI PARABOLIC PRINCIPAL
BUNDLES AND THE K-PIERI RULE
CHRISTOPHER MANON
Abstract. We study a toric degeneration of the Cox ring of the moduli of
quasi principal SLm(C) bundles on a marked projective line in the case where
the parabolic data is chosen in the stabilizer of the highest weight vector in
Cm or its dual representation
∧m−1(Cm). The result of this degeneration is
an affine semigroup algebra which is naturally related to the combinatorics of
the K-Pieri rule from Kac-Moody representation theory. We find that this
algebra is normal and Gorenstein, with a quadratic square-free Gro¨bner basis.
This implies that the Cox ring is Gorenstein and Koszul for generic choices
of markings, and generalizes results of Castravet, Tevelev and Sturmfels, Xu.
Along the way we describe a relationship between the Cox ring and a classical
invariant ring studied by Weyl.
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1. Introduction
The first fundamental theorem of invariant theory describes the algebra R(a, b) of
SLm(C)-invariant polynomial functions on the affine space (
∧m−1
(Cm))a × (Cm)b.
The proof by Weyl [Wey97] gives an elegant, simple presentation of R(a, b) by
quadratic relations (see Theorem 6.10). This sets the pattern for many of the
results of classical invariant theory, and as a far-reaching application it provides the
Plu¨cker equations, which cut out one of the ubiquitous moduli spaces of algebraic
geometry, the Grassmannian variety Grm(Cn). The main result of this paper draw
on a close relationship (Theorem 4.4) between R(a, b) and the total coordinate ring
(a.k.a the Cox ring) VP1,~p(a, b) of another moduli problem, a stack of quasi-parabolic
principal bundles on an a+ b = n-marked projective line. We show that VP1,~p(a, b)
can be presented by quadratic relations when ~p is a generic arrangement of points,
and moreover we find that it is Koszul and Gorenstein. The crux of our argument
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2 CHRISTOPHER MANON
is combinatorial, and emerges from so-called Pieri rules (see [FH91, page 80] ) from
the representation theory of SLm(C) and the theory of conformal blocks.
Let C be a smooth, projective complex curve curve and let ~p = {p1, . . . , pn} ⊂ C
be a choice of distinct marked points. We fix a Borel subgroup B ⊂ SLm(C),
and choose a parabolic subgroup B ⊂ Pi for each marked point pi. A quasi-
parabolic principal bundle (E, ~ρ) of type ~P = {P1, . . . , Pn} is an SLm(C) principal
bundle E on C and a choice ρi ∈ E ×SLm(C) SLm(C)/Pi from the fiber of the
associated SLm(C)/Pi bundle over the point pi. The moduli stack MC,~p(~P ) of
type ~P quasi-parabolic principal bundles can be thought of as a generalization of
the Jacobian of C which also incorporates aspects of the representation theory
of SLm(C). For example, Beauville, Laszlo and Sorger [BL94], [LS97], [BLS98],
Kumar, Narasimhan, and Ramanathan [KNR94], and Pauly [Pau96] compute the
Picard group of MC,~p(~P ) in terms of the character lattices Xi of the parabolic
groups Pi as follows:
(1) Pic(MC,~p(~P )) = X1 × · · · × Xn × Z.
The total coordinate ring VC,~p(~P ) ofMC,~p(~P ) is the Pic(MC,~p(~P ))-graded sum
of all the global section spaces H0(MC,~p(~P ),L(~λ,K)), ~λ = {λ1, . . . , λn}, λi ∈ Xi,
K ∈ Z, with product given by global section multiplication. A celebrated result of
several authors (see [KNR94], [BLS98], [Pau96], and [Fal94]) identifies each global
section space H0(MC,~p(~P ),L(~λ,K)) with a space of so-called conformal blocks
VC,~p(~λ,K) from the Wess-Zumino-Novikov-Witten model of conformal field theory
associated to the Lie algebra slm(C). In this way, VC,~p(~P ) is interesting both as an
object from mathematical physics and as a generalization of the algebra of theta
functions.
We describe the total coordinate ring in a special case MP1,~p(~P , ~P ∗), where the
curve C is a projective line, and the parabolic structure at each marked point
is given by the stabilizers P ∗, P ⊂ SLm(C) of the highest weight vector in the
representation Cm or its dual representation
∧m−1
(Cm) respectively. We let a be
the number of marked points with parabolic data P , b be the number of marked
points with parabolic data P ∗, and we let VP1,~p(a, b) denote the total coordinate
ring of this stack. Our main result is the following theorem.
Theorem 1.1. For generic arrangements of points ~p, the algebra VP1,~p(a, b) is a
Koszul, Gorenstein algebra, and is minimally generated by the conformal blocks with
K = 1. In particular, the ideal of relations on these conformal blocks is quadratically
generated.
Recall that the Koszul property means that the field of scalars C has a minimal
graded free resolution when regarded as a VP1,~p(a, b) algebra (see [PP05, Chapter
2, Definition 1]. As a Gorenstein algebra the module ExtN−dS (VP1,~p(a, b), S) is
isomorphic to grade-shifted copy of VP1,~p(a, b) ([BH93, Theorem 3.3.7]), where N
is the sum of the dimensions of the spaces of conformal blocks with K = 1, S is
a polynomial algebra on N variables which presents VP1,~p(a, b), and d is the Krull
dimension of VP1,~p(a, b). This implies that the Betti numbers of VP1,~p(a, b) as an
S module satisfy a type of Poincare duality: βSi = β
S
N−d−i. The degree A of the
grade shift ExtN−dS (VP1,~p(a, b), S) ∼= VP1,~p(a, b)[A] is called the A-invariant. We
prove (Proposition 6.6) that A = −2m when a and b are larger than m.
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When m = 2, the parabolic subgroups P, P ∗ are equal, this case is studied
by Castravet and Tevelev in [CT06], where the algebra V~p(n) is shown to be a
Cox-Nagata ring. This means that V~p(n) is the algebra of invariants by a certain
non-reductive group action on a polynomial ring, and can be identified with the
Cox ring of a blow-up of a projective space. Sturmfels and Xu also study this
case in [SX10], where they construct a SAGBI degeneration VT (n) of V~p(n) for
generic ~p. Here T is a piece of combinatorial data, it denotes a trivalent tree with n
ordered leaves. The degenerations VT (n) constructed in [SX10] are affine semigroup
algebras (see Section 2) are also studied by Buczyn´ska and Wi´sniewski [BW07] in
the context of mathematical biology. Buczyn´ska and Wi´sniewski prove results for
VT (n) which imply Theorem 1.1 in the SL2(C) case, by way of the degeneration
constructed in [SX10].
1.1. Methods and outline of the paper. We approach VP1,~p(a, b) using a similar
recipe of degeneration developed for the general case in [Man09]. For a general
selection of parabolic subgroups ~P , [Man09, Theorem 1.1] shows that VP1,~p(~P ) can
be flatly degenerated to any member of a class of algebras VT (~P ), where once
again T is a trivalent tree with n ordered leaves (see Section 5). The algebras
VT (~P ) are not affine semigroup algebras in general, however they are in a certain
sense “closer” to affine semigroup algebras than VP1,~p(~P ). Up to automorphism,
there is only one 3-marked projective line (P1, 0, 1,∞), so we may speak of the
unique total coordinate ring V0,3(P1, P2, P3) in this case. The algebra VT (~P ) is the
algebra of invariants in a tensor product of these 3-marked algebras with respect to
an algebraic torus, where the individual algebras V0,3(P1, P2, P3) involved and the
torus action depend on T and the choice ~P . Because of this format, VT (~P ) is an
affine semigroup algebra if each V0,3(P1, P2, P3) is an affine semigroup algebra. To
prove Theorem 1.1 we choose a special tree T0 (see Figure 7) to guarantee this is the
case for each of the four algebras V0,3(P, P,B), V0,3(B,P,B), V0,3(B,P
∗, P ∗) and
V0,3(B,P
∗, B) which appear in the construction of the associated algebra VT0(a, b).
From now on we refer to these four algebras as the K-Pieri algebras.
The K-Pieri rule (Theorem 4.1) enters the picture in our analysis of V0,3(P, P,B),
V0,3(B,P,B), V0,3(B,P
∗, P ∗) and V0,3(B,P ∗, B). The K-Pieri rule implies that the
Pic-graded components V0,3(λ, µ, η,K) of each of these algebras are multiplicity-
free, and gives necessary and sufficient conditions, in the form of explicit inequalities
on the SLm(C)-weights λ, µ, η and the level K, for a component to be non-zero.
We use these inequalities to show that the K-Pieri algebras are polynomial rings
(Proposition 4.8 ). In Section 5, Theorem 5.2 we use a toric fiber product argument
(see Section 2) to show that VT0(a, b) is presented by an ideal with a quadratic,
square-free Gro¨bner basis, this in turn implies that this algebra is Koszul (see
e.g. [PP05, Theorem 3.1]). The algebra VP1,~p(a, b) is therefore Koszul by general
properties of flat degenerations (see e.g. [Man12, Theorem 1.11]).
The techniques we use on VP1,~p(a, b) can also be applied to Weyl’s algebra
of invariants R(a, b). The algebra R(a, b) has a flat degeneration to an algebra
RT0(a, b) (Proposition 5.3), which is built from four algebras R(P, P,B), R(B,P,B),
R(B,P ∗, B), and R(B,P ∗, P ∗). Each of these “classical Pieri algebras” is closely
related to its counterpart K-Pieri algebra (Theorem 4.4). Using the Pieri rule from
the representation theory of SLm(C) (Proposition 3.2), we prove that each of these
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“classical Pieri algebras” is a polynomial ring in Proposition 3.4, this is the crucial
ingredient in the proof of Theorem 5.2.
In Section 6 we view the algebras RT0(a, b) and VT0(a, b) from two more perspec-
tives. We show that the affine semigroups underlying both of these algebras are
isomorphic to semigroups of interlacing patterns, also known as Gel’fand-Tsetlin
patterns. This alternative point of view allows us to prove that these algebras (and
therefore their deformations R(a, b) and VP1,~p(a, b)) are Gorenstein, completing the
proof of Theorem 1.1. We also give explicit presentations of RT0(a, b) and VT0(a, b)
by generators and relations. Finally, we note that much of what we say in this
paper goes through without modification for the moduli stackMP1,~p(B, ~P , ~P ∗, B),
see Remark 6.7.
1.2. Acknowledgements. We thank Avinash Dalal, Jennifer Morse, and Kaie
Kubjas for enlightening conversations in the course of this project, and we thank
the reviewers for helpful suggestions.
2. Affine semigroup algebras
A flat degeneration to an affine semigroup algebra is a powerful investigative
tool because many algebraic properties of affine semigroup algebras can be proved
combinatorially. For a semigroup P we let C[P ] be the semigroup algebra with
complex coefficients, and for a collection of elements x1, . . . , xk ∈ P , we let x1 +
· · ·+xk denote the sum in P and [x1] · · · [xk] = [x1 + · · ·+xk] denote the associated
monomial in C[P ]. Affine semigroups have a fiber product operation called the toric
fiber product (see [Sul07] and [Man12]). The word “toric” is used in this context
because the fiber product operation on two semigroups P,Q corresponds to taking
a certain subalgebra of torus invariants in C[P × Q] = C[P ] ⊗ C[Q]. We review
the stability of presentation data under the toric fiber product operation, and we
recall combinatorial conditions which imply that an affine semigroup algebra is
Gorenstein.
Example 2.1. An important example of a rational polyhedral cone ∆n with a freely
generated affine semigroup Λn will appear in the following section, namely the set
of weakly decreasing n-tuples of non-negative real numbers:
(2) ∆n = {(λ1, . . . , λn) | λi ≥ λi+1 ≥ 0, 1 ≤ i ≤ n− 1}.
The affine semigroup Λn = ∆n ∩Zn is the set of all partitions of length at most n.
For any λ = (λ1, . . . , λn) ∈ Λn there is a unique decomposition:
(3) λ = (λ1 − λ2)ω1 + · · · (λi − λi+1)ωi + · · ·+ λnωn,
where ωi ∈ Λn is the element given by i 1’s followed by n− i 0’s. The elements ωi
are known as the fundamental weights of ∆n when it is viewed as a Weyl chamber of
SLn+1(C). The affine semigroup algebra C[Λn] is a polynomial ring on n variables.
2.1. Fiber products. A convex rational polyhedral cone P is a convex subset of
Rn defined as the intersection of a finite number of of half spaces which contain
the origin and have a rational normal vector with respect to the standard basis
e1, . . . en ∈ Rn. For our purposes a map pi : P → D of rational polyhedral cones
with P ⊂ Rn and D ⊂ Rk is induced from a linear map pi : Rn → Rk whose
associated matrix is rational.
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Definition 2.2. For P1 ⊂ Rn, P2 ⊂ Rm, D ⊂ Rk rational polyhedral cones, and
maps pii : Pi → D, the toric fiber product is the following set:
(4) P1 ×D P2 = {(x, y) | pi1(x) = pi2(y)} ⊂ P1 × P2 ⊂ Rn × Rm.
It is straightforward to check that the toric fiber product P1 ×D P2 is also a poly-
hedral cone in Rn × Rm.
A normal affine semigroup is of the form P ∩ Zn ⊂ Rn for P a polyhedral cone,
all of the semigroups we encounter in this paper of this type. If we further assume
that the rational maps pii in Definition 2.2 are integral, then it makes sense to write
pii : Pi → D = D ∩ Zk, and we can consider the fiber product semigroup:
(5) P1 ×D P2 = {(x, y) ∈ P1 × P2 | pi1(x) = pi2(y) ∈ D}.
If the generators of the affine semigroups behave well with respect to the maps
pi1, pi2, then the affine semigroup of the associated toric fiber product is also well-
behaved. The next proposition is [Man12, Proposotion 3.1].
Proposition 2.3. Let Pi,D be as in Definition 2.2 with pii : Pi → D integral maps.
Assume D = D ∩ Zk is freely generated by the subset T ⊂ D, and let Si ⊂ Pi be a
generating set. Furthermore, suppose that pii(Si) ⊂ T ∪ {0}, then the fiber product
set S1 ∪ {0} ×T∪{0} S2 ∪ {0} generates the fiber product semigroup P1 ×D P2.
Proof. For any semigroup element (x, y) ⊂ P1×DP2, we can factor x = s1+· · ·+sa,
si ∈ S1, and y = t1 + · · · + tb, tj ∈ S2 by assumption, this gives the following
expression in elements of D:
(6) pi1(x) = pi2(y) = pi1(s1) + · · ·+ pi1(sa) = pi2(t1) + · · ·+ pi2(tb).
Assume without loss of generality that a ≤ b. The affine semigroup D is freely
generated by T , it follows that each element pi1(si) ∈ T also appears as some
pi2(ti) ∈ T (we may reorder the tj so that this indexing works out), and that the
remaining pi2(t`) are all equal to 0. This implies that the following pairs are all in
the fiber product S1 ×T S2:
(7) (s1, t1), . . . , (sa, ta), (0, ta+1), . . . , (0, tb),
and furthermore that we have a factorization of (x, y):
(8) (s1, t1) + · · ·+ (sa, ta) + (0, ta+1) + · · ·+ (0, tb) =
(∑
si,
∑
tj
)
= (x, y).

The group Zn can be identified with the characters χ : (C∗)n → C∗ of an n-
torus, and likewise so can the elements of an affine semigroup P ⊂ Zn. In this way,
the algebra C[P1 × P2] naturally comes with an algebraic action of (C∗)n+m. The
linear maps pii : Pi → D define dual maps pi∗1 : (C∗)k → (C∗)n, pi∗2 : (C∗)k → (C∗)m,
using these we define a subtorus T ⊂ (C∗)n+m to be the image of (pi∗1 , [pi∗2 ]−1). The
invariant algebra C[P1 × P2]T is the subalgebra of C[P1 × P2] with basis given by
those points (x, y) with pi1(x)− pi2(y) = 0, namely C[P1 ×D P2].
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In what follows, let SX be the polynomial ring on variables associated to the
members of a set X. The sets S1 ⊂ P1, S2 ⊂ P2 and T ⊂ D from Proposition 2.3
define presentations of the corresponding semigroup algebras by polynomial rings:
SS1 → C[P1], SS2 → C[P2], and ST → C[D], in particular C[D] is isomorphic to
ST by the assumption that it is freely generated. We let IP1 ⊂ SS1 , IP2 ⊂ SS2 be
the binomial ideals which vanish on the presentation map. Proposition 2.3 implies
that under the stated assumptions, these presentations can be used to construct a
presentation of C[P1 ×D P2] by the polynomial algebra SS1×TS2 . Next we review
results which control the behavior of the corresponding binomial ideal IP1×DP2 of
this presentation.
In the proof of Proposition 2.3 several of the elements {s1, . . . , si} may have
the same image under pi1, leading to distinct assignments sk → tk which produce
different factorizations of the element (x, y), these factorizations satisfy relations
constructed as follows. For a, b ∈ P1, c, d ∈ P2 with pi1(a) = pi2(c) = pi1(b) = pi2(d)
an equation (a, c) + (b, d) = (b, c) + (a, d) holds in P1 ×D P2, we call these swap
relations.
For what follows we refer the reader to the book [Stu96] for the basics of Gro¨bner
bases. If P1, D, P2 are graded semigroups with S1, T, S2 sets of degree 1 elements,
then Proposition 2.3 implies that P1×D P2 is also generated in degree 1. This sort
of stability of generating degrees under toric fiber product can also be extended to
the defining ideal IP1×DP2 and to Gro¨bner bases of these ideals.
Proposition 2.4. Let P = Λk1 ×Λm1 · · · ×ΛmN ΛkN+1 be a fiber product of free
graded affine semigroups generated in degree 1. We assume the maps defining this
fiber product send the generating set of each factor to a generator or the identity
in the appropriate base. Then the affine semigroup algebra C[P ] is generated in
degree 1, and the swap relations define a quadratic, square-free Gro¨bner basis on
the presenting ideal IP .
Proof. The generation portion of this statement follows by induction from Propo-
sition 2.3. To address relations, we proceed by induction and adapt the arguments
used in [Sul07, Section 2] and [Man12, Section 4]. Let S1 ⊂ Λm1 , S2 ⊂ Λm2 , and
T ⊂ Λk be generating sets so that the set of pairs (s, t) ∈ S1 ∪{0}×S2 ∪{0} where
pi1(s) = pi2(t) generates C[Λm1 ×Λk Λm2 ]. Let Z1 ⊂ S1 and Z2 ⊂ S2 be the sets of
generators sent to 0 by the maps pi1, pi2, then C[Λm1 ×Λk Λm2 ] is polynomial ring
in variables Z1 ∪ Z2 over C[Λm′1 ×Λk Λm′2 ], where mi = |Si| − |Zi|. In this way we
may reduce to the case where the maps pii only send elements of Si to T . In this
case the Proposition follows from [Sul07, Proposition 10] and [Man12, Proposition
4.1], in particular Sullivant’s relations in the statement of Proposition 10 are the
swap relations.
Now we suppose the proposition has been proved for t ≤ N . We write P =(
Λk1 ×Λm1 · · · ×ΛmN−1 ΛkN
)
×ΛmN ΛkN+1 = P ′ ×ΛmN ΛkN+1 . By assumption
there is a term order <′ on the monomials in the generators of C[P ′] which make
the swap relations a quadratic, square-free Gro¨bner basis for IP ′ . We concoct
a term order < on the generators of C[P ] by ordering first with <′ and then
breaking ties with a chosen ordering on the generators of ΛkN+1 . This is ex-
tended lexicographically to the monomials in these generators. Recall that a mono-
mial [s1, v1] · · · [sk, vk] is said to be standard with respect to < if for all mono-
mials [t1, u1] · · · [tk, uk] with [s1, v1] · · · [sk, vk] − [t1, u1] · · · [tk, uk] ∈ IP we have
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[s1, v1] · · · [sk, vk] < [t1, u1] · · · [tk, uk]. To prove the proposition it suffices to show
that if [s1, v1] · · · [sk, vk] is not standard, it can be changed to a lower monomial
with the same image in C[P ] by performing a swap relation.
Suppose that [s1, v1] · · · [sk, vk] (written from greatest generator to least) is not
standard, so that there is some monomial [t1, u1] · · · [tk, uk] with [s1, v1] · · · [sk, vk] >
[t1, u1] · · · [tk, uk]. Suppose that the underlying P ′ monomials are not equal, then
by definition [s1] · · · [sk] >′ [t1] · · · [tk]. By induction, there is a swap relation
[si][sj ]− [si′ ][sj′ ] ∈ IP ‘ with [si][sj ] > [si′ ][sj′ ]. Furthermore, as Λmn is freely gener-
ated, the sets {pi1(si), pi1(sj)} and {pi1(si′), pi1(sj′)} are the same. It follows that we
can replace si, sj with si′ , sj′ by one of the following swap relations in the expres-
sion for [s1, v1] · · · [sk, vk] and get a lower monomial: [si, vi][sj , vj ]− [si′ , vi][sj‘, vj ],
[si, vi][sj , vj ] − [si′ , vj ][sj‘, vi] . Either of these is a swap relation in IP , so we can
therefore assume that si = ti for all i. Let [si, vi] > [ti, ui] be the first place these
monomials differ, then we must have vi > ui in the ordering on the generators of
ΛkN+1 , and pi2(ui) = pi2(vi) since si = ti. As ΛkN+1 is freely generated, we must
have [sj , ui] in the monomial for some j > i and [si] >
′ [sj ]. It follows that we may
perform the swap [si, vi][sj , ui]− [si, ui][sj , vi] to lower the monomial.

2.2. The Gorenstein property. For a polyhedral cone P we let int(P) denote
the set of (relative) interior points, namely those points which do not belong to a
proper facet of P. The set int(P)∩P = int(P ) spans a proper ideal of C[P ] which
can be used to characterize the Gorenstein property. The following proposition is
[BH93, Corollary 6.3.8].
Proposition 2.5. Let P be a normal affine semigroup. The algebra C[P ] is Goren-
stein if and only if int(P ) = w + P for some w ∈ int(P ). In the presence of a
grading, the A-invariant of C[P ] is −deg(w).
Example 2.6. The affine semigroup algebra C[Λn] from Example 2.1 is a polyno-
mial ring, and is therefore Gorenstein. The interior points int(Λn) are generated
by wn = (n, n− 1, . . . , 1).
3. Representation theory and the Pieri algebras
The classification of irreducible representations and the rules governing behavior
of tensor products of these representations, including the Pieri rule, are written
in the language of convex polyhedra and affine semigroups. After reviewing these
topics we give a proof of Proposition 3.6, which says that each of the four Pieri
algebras R(P, P,B), R(B,P,B), R(B,P ∗, B) and R(B,P ∗, P ∗) is a polynomial
ring. We refer the reader to the books of Fulton and Harris [FH91] and Humphreys
[Hum78] for more background on representation theory.
3.1. Irreducible representations of GLm(C) and SLm(C). We begin by re-
calling some of the consequential subgroups for the representation theory of G =
SLm(C) or GLm(C). We let TG and BG denote the maximal diagonal torus and the
Borel subgroup of upper triangular matrices, respectively. The parabolic subgroups
containing BG are denoted by P ⊂ G. The unipotent radical of BG is denoted by
UG ⊂ G, this is the subgroup of upper triangular matrices with 1’s along the diag-
onal. When it is clear from context we drop the G subscript and write T,B,U for
these subgroups.
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Irreducible representations of G are indexed by special characters of the maximal
torus λ : TG → C∗ called dominant weights. The group of characters X (TG) is
isomorphic to Zm when G = GLm(C) and Zm−1 when G = SLm(C). Dominant
weights are precisely the integral points inside of a convex polyhedral cone ∆G ⊂
X (TG)⊗R called the Weyl chamber. We use the standard convention that a point
λ ∈ Rm is in ∆GLm(C) if and only if its entries are weakly decreasing:
(9) λ1 ≥ λ2 ≥ · · · ≥ λm.
The affine semigroup of dominant weights is denoted ΛGLm(C). In analogy to Ex-
ample 2.1, any λ ∈ ΛGLm(C) can be written uniquely as a sum `1ω1 + · · · + `mωm
with `i non-negative for 1 ≤ i ≤ m−1 and `m ∈ Z . The irreducible representation
corresponding to a dominant weight λ ∈ ΛGLm(C) is denoted V (λ), in particular
V (ωi) is the exterior power
∧i
(Cm) with its standard action by GLm(C).
Much of the representation theory of SLm(C) can be deduced from that of
GLm(C) by the inclusion SLm(C) ⊂ GLm(C). Notice that V (ωm) is the deter-
minant representation of GLm(C) and therefore the trivial representation when
restricted to SLm(C). More generally, two irreducible representations V (λ) and
V (η), λ, η ∈ ∆GLm(C) restrict to the same irreducible representation on SLm(C)
if and only if λ = η + Nωm for some N ∈ Z (see [FH91, 15.5]). All irreducible
representations of SLm(C) can be constructed this way, so it is natural to use the
conventional choice of Weyl chamber ∆SLm(C) ⊂ Rm−1 ∼= Rm/R(1, . . . , 1) consisting
of m− 1 tuples of weakly descreasing non-negative real numbers:
(10) λ1 ≥ · · · ≥ λm−1 ≥ 0.
The weights ΛSLm(C) are then the m− 1 tuples of weakly decreasing non-negative
integers, and the fundamental weights of ΛSLm(C) are ω1, . . . , ωm−1. The Weyl
chamber ∆SLm(C) is a simplicial cone, with extremal rays generated by the ωi. Each
face F ⊂ ∆SLm(C) of this cone corresponds to a distinguished parabolic subgroup
B ⊂ PF ⊂ SLm(C), where F consitutes those dominant weights whose associated
characters of TSLm(C) extend to PF . In particular, we let P
∗ be the parabolic cor-
responding to the ray through ωm−1 and P be the parabolic corresponding to the
ray through ω1.
For any irreducible representation V (λ), the induced representation on the dual
vector space V (λ)∗ ∼= V (λ∗) is also irreducible, and corresponds to a dominant
weight λ∗. The duality map on weights d : Λ → Λ, d(λ) = λ∗ is known to be
induced by a linear map d : ∆ → ∆ on the ambient Weyl chamber. Duality acts
on ∆SLm(C) by switching ωi with ωm−i.
3.2. Tensor products and the classical Pieri rule. A tensor product of any
pair of irreducible representations of a reductive group G has a unique decomposi-
tion into irreducible representations with multiplicity:
(11) V (λ)⊗ V (η) =
⊕
µ∈ΛG
HomG(V (µ), V (λ)⊗ V (η))⊗ V (µ).
Here HomG(V (µ), V (λ)⊗V (η)) is the space of interwiners ρ : V (µ)→ V (λ)⊗V (η).
In the GLm(C) case, the Pieri rule ([FH91, Exercise 6.12]) gives a recipe for the
decomposition in Equation 11 when one of the factors is a multiple of the first
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fundamental weight ω1. Recall that two weights λ and η are said to interlace,
written η ≺ λ, if λi − ηi ≥ 0 and
etai − λi+1 ≥ 0.
Proposition 3.1. For η, λ ∈ ΛGLm(C), the representation V (λ) appears in the
decomposition of V (η)⊗ V (rω1) if and only if η ≺ λ and
∑
λj −
∑
ηi = r. If this
is the case then HomGLm(C)(V (λ), V (η)⊗ V (rω1)) ∼= C.
We need to implement the Pieri rule on representations of SLm(C), this is han-
dled by the following Proposition.
Proposition 3.2. For η, λ ∈ ΛSLm(C), the representation V (λ) appears in the
decomposition of V (η)⊗ V (rω1) if and only if there is a dominant GLm(C) weight
λ¯ ∈ ΛGLm(C) such that the following hold:
(1) λ = λ¯− λ¯mωm,
(2)
∑
λ¯j −
∑
ηi = r,
(3) η ≺ λ¯.
In the case that (1)− (3) are satisfied, HomSLm(C)(V (λ), V (η)⊗ V (rω1)) ∼= C.
Proof. We can regard η and λ as members of ΛGLm(C) and form the decomposition
V (η)⊗ V (rω1) = ⊕V (λ¯) using the Pieri rule. Each λ¯ appearing in this decomposi-
tion must satisfy (2) and (3), λ = λ¯− λ¯mωm is a dominant weight of SLm(C), and
every representation in the decomposition of V (η)⊗ V (rω1) as a representation of
SLm(C) must appear this way. It remains only to check that the decomposition is
multiplicity-free, so we must show that λ¯ is uniquely determined by λ, η and r. This
follows from the observation that r =
∑
λ¯i−
∑
ηj =
∑
(λi+ λ¯m)−
∑
ηj , therefore
mλ¯m = r +
∑
ηj −
∑
λi. 
For general reductive G, a space of intertwiners is naturally isomorphic to the
space of invariant vectors in a triple tensor product of irreducible representations:
(12) HomG(V (µ), V (λ)⊗ V (η)) ∼= [V (µ∗)⊗ V (λ)⊗ V (η)]G.
Applying this fact, we find that the invariant space [V (λ∗)⊗V (rω1)⊗V (η)]SLm(C)
is isomorphic to C or 0, and the former occurs precisely when λ, η, and r satisfy
the hypotheses of Proposition 3.2. The tensor product operation is commutative,
it follows that if (λ′, µ′, η′) = σ(λ, µ, η) for any permutation σ ∈ S3, the corre-
sponding spaces of invariants are naturally isomorphic. Furthermore, the spaces
[V (λ)⊗ V (µ)⊗ V (η)]G and [V (λ∗)⊗ V (µ∗)⊗ V (η∗)]G are dual vector spaces. As
a consequence of these observations, we derive a dual Pieri rule for SLm(C).
Proposition 3.3. For η, λ ∈ ΛSLm(C), the space [V (λ∗)⊗V (sωm−1)⊗V (η)]SLm(C)
is non-trivial if and only if there is a dominant GLm(C) weight η¯ ∈ ΛGLm(C) such
that the following hold:
(1) η = η¯ − η¯mωm,
(2)
∑
η¯j −
∑
λi = s,
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(3) λ ≺ η¯.
In the case that (1)− (3) are satisfied, this space is isomorphic to C.
Weights satisfying the conditions of Proposition 3.2 can be arranged into inter-
lacing patterns, as depicted in Figure 1. An arrow x → y between two quantities
and in the pattern indicates a weak inequality x ≤ y, compare this to condition (3)
in Proposition 3.2.
0η4η3η2η1
λ¯5λ¯4λ¯3λ¯2λ¯1 ∑
i λ¯i −
∑
j ηj = r
Figure 1. An interlacing pattern corresponding to the space
[V (λ∗)⊗ V (rω1)⊗ V (η)]SL5(C).
Interlacing patterns describing the spaces [V (λ∗) ⊗ V (sωm−1) ⊗ V (η)]SLm(C) are
depicted with opposite orientation as in Figure 2.
0λ4λ3λ2λ1
η¯5η¯4η¯3η¯2η¯1
∑
j η¯j −
∑
i λi = s
Figure 2. An interlacing pattern corresponding to the space
[V (λ∗)⊗ V (sω4)⊗ V (η)]SL5(C).
We define the upper ∂1(b) and lower ∂2(b) boundaries of an interlacing pattern
to be the associated SLm(C) weights:
(13) ∂1(b) = λ− λmωm, ∂2(b) = η − ηmωm.
For example, the boundary values of the patterns representing the spaces [V (λ∗)⊗
V (rω1)⊗ V (η)]SLm(C) and [V (λ∗)⊗ V (sωm−1)⊗ V (η)]SLm(C) are both (λ, η).
It will also be important to understand the interlacing patterns for spaces of
the form [V (λ∗) ⊗ V (s1ωm−1) ⊗ V (s2ωm−1)]SLm(C) and [V (r1ω1) ⊗ V (r2ω1) ⊗
V (η)]SLm(C). Using the recipe in Propositions 3.2 and 3.3, the interlacing patterns
representing these spaces have the first m− 1 entries of the lower row (respectively
upper row) equal. This in turn forces the first m − 2 entries of the upper row
(respectively lower row) to be equal, see Figures 3 and 4.
The conditions of the Pieri rule imply that the entries of an interlacing pattern
representing a space of the form [V (r1ω1) ⊗ V (r2ω1) ⊗ V (η)]SLm(C) or [V (λ∗) ⊗
V (s1ωm−1) ⊗ V (s2ωm−1)]SLm(C) are determined by three numbers: r1, ηm−1, and
r2 in the former case and s1, λm−1, and s2 in the latter case.
We let L(P1, P2, P3) be the set of those (λ1, λ2, λ3) such that λi is a character
of Pi and V (λ1) ⊗ V (λ2) ⊗ V (λ3) contains an invariant. Throughout Subsection
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0η4r1 + λ¯5r1 + λ¯5r1 + λ¯5
λ¯5r1 + λ¯5r1 + λ¯5r1 + λ¯5r1 + λ¯5
r1 + 2λ¯5 − η4 = r2
Figure 3. An interlacing pattern corresponding to the space
[V (r1ω1)⊗ V (r2ω1)⊗ V (η)]SLm(C).
0λ4s2 + η¯5s2 + η¯5s2 + η¯5
η¯5s2 + η¯5s2 + η¯5s2 + η¯5s2 + η¯5
s2 + 2η¯5 − λ4 = s1
Figure 4. An interlacing pattern corresponding to the space
[V (λ∗)⊗ V (s1ωm−1)⊗ V (s2ωm−1)]SLm(C).
3.2 we have seen four distinguished cases: L(P, P,B), L(B,P,B), L(B,P ∗, B), and
L(B,P ∗, P ∗). These cases orrespond to the spaces of type [V (r1ω1) ⊗ V (r2ω1) ⊗
V (η)]SLm(C), [V (λ)⊗ V (rω1)⊗ V (η)]SLm(C), [V (λ)⊗ V (sωm−1)⊗ V (η)]SLm(C), and
[V (s1ωm−1)⊗ V (s2ωm−1)⊗ V (η)]SLm(C), respectively.
Lemma 3.4. Each set L(P, P,B), L(B,P,B), L(B,P ∗, B), and L(B,P ∗, P ∗) is a
freely generated affine semigroup on 3, 2m−1, 2m−1 and 3 generators, respectively.
Proof. Each of these sets is a subset of Λ3m, and Propositions 3.2 and 3.3 imply that
they are closed under addition. Furthermore, for any interlacing pattern b, ∂1(b)
and ∂2(b) satisfy the conditions of Proposition 3.2 with r calculated by condition
(2). Condition (3) of Proposition 3.2 then implies that L(B,P,B) is isomorphic
to Λ2m−1. An identical argument proves that L(B,P ∗, B) ∼= Λ2m−1, L(P, P,B) ∼=
L(B,P ∗, P ∗) ∼= Λ3. The proposition then follows from Example 2.1. 
In what follows we refer to the L(P1, P2, P3) appearing in Lemma 3.4 as the Pieri
semigroups.
3.3. The algebra of SLm(C) invariant tensors. Now we bring in a graded al-
gebra Rn(SLm(C)) whose graded components are the invariant vector spaces in
the n-fold tensor products of irreducible SLm(C) representations. Let ASLm(C) be
the coordinate ring of the variety SLm(C)/U ; as a vector space, this algebra is a
multiplicity-free direct sum of all irreducible representations of SLm(C), see [Gro97,
Chapter 3]:
(14) ASLm(C) =
⊕
λ∈Λ
V (λ).
The product operation in this algebra is Cartan multiplication, computed by pro-
jecting a tensor product of irreducible representations onto the highest weight com-
ponent of its direct sum decomposition:
(15) V (λ)⊗ V (η)→ V (λ+ η).
12 CHRISTOPHER MANON
In particular ASLm(C) is graded by the semigroup Λ, this is equivalent to a right
hand side action by the maximal torus T with isotypical components given by the
irreducible summands V (λ).
We define Rn(SLm(C)) to be the algebra of SLm(C) invariants with respect to
the diagonal action on the tensor product A⊗nSLm(C). As a vector space, Rn(SLm(C))
is a direct sum of all invariant spaces [V (~λ)]SLm(C) = [V (λ1)⊗ · · · ⊗ V (λn)]SLm(C),
these summands are the isotypical spaces for the induced action of Tn:
(16) Rn(SLm(C)) =
⊕
~λ∈Λn
(V (~λ))SLm(C).
The coordinate rings of
∧m−1
(Cm) and Cm are polynomial algebras on m vari-
ables, and as representations, C[
∧m−1
(Cm)] and C[Cm] are the multiplicity free
direct sums of the representations in the faces of the Weyl chamber corresponding
to P and P ∗, respectively. Both algebras are graded subalgebras of ASLm(C) :
(17) C
[m−1∧
(Cm)
]
=
⊕
r≥0
V (rω1), C[Cm] =
⊕
s≥0
V (sωm−1).
From this point of view, R(a, b) is a multigraded subalgebra of Ra+b(SLm(C)). Now
we define several more subalgebras of Rn(SLm(C)) along these lines.
Definition 3.5. Let P1, . . . , Pn ⊂ SLm(C) be an n-tuple of parabolic subgroups,
with associated faces F1, . . . , Fn ⊂ ∆ and subsemigroups Λ1, . . . ,Λn ⊂ Λ. These
define a Tn-subalgebra of Rn(SLm(C)) as follows:
(18) R(~P ) =
⊕
λ1∈Λ1,...,λn∈Λn
(
V (~λ))SLm(C) ⊂ Rn(SLm(C)
)
.
According to this definition, the algebra R(a, b) is R(P, . . . , P, P ∗, . . . , P ∗). We
single out four more algebras of this kind which will be important in what follows:
R(B,P,B), R(B,P ∗, B), R(P, P,B), andR(P ∗, P ∗, B), these are the Pieri algebras.
Proposition 3.6. Each Pieri algebra R(P1, P2, P3) is isomorphic the corresponding
semigroup algebra C[L(P1, P2, P3)].
Proof. The algebra R(B,P,B) is graded by an action of T 3, and the isotypical
spaces of this action are precisely the invariant spaces corresponding to the triples
of dominant weights appearing in L(B,P,B). Furthermore, each of these isotyp-
ical spaces is multiplicity-free by Proposition 3.2, so it follows that R(B,P,B) is
isomorphic to the affine semigroup algebra C[L(B,P,B)]. Lemma 3.4 implies that
R(B,P,B) is a polynomial ring on 2m − 1 variables. The other three cases are
identical. 
4. Conformal blocks and the K-Pieri algebras
We review the construction of the spaces of conformal blocks and the relationship
between these spaces and the tensor product invariant spaces of SLm(C). These
two points allow us to bring in the K-Pieri rule and prove that each of the K-Pieri
algebras is a polynomial ring (Proposition 4.3). We refer the reader to the papers
of Beauville [Bea96], Looijenga [Loo] for more on this topic.
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4.1. Conformal blocks and the K-Pieri rule. For λ ∈ Λ and K ∈ Z≥0 we let
H(λ,K) be the integrable highest weight module of the affine Kac-Moody algebra
sˆlm(C) ([Kac93, Chapter 12]). We must have λ(hα1m) = λ1 ≤ K for hα1m the
Cartan element associated to the longest postive root of the Lie algebra slm(C).
The set ∆(K) = {λ ∈ ∆ | λ1 ≤ K} is called the level K alcove of the Weyl chamber
∆ and weights λ ∈ Λ(K) = Λ∩∆(K) are said to be of level K. It is straightforward
to check that ∆(K) and Λ(K) are stable under duality d : ∆→ ∆.
To every marked projective line (P1, ~p) and assignment of level K weights pi →
λi ∈ ∆(K) there is a finite dimensional vector space of conformal blocks VP1,~p(~λ,K).
This space is constructed as the invariant subspace of the tensor product H(~λ,K) =
H(λ1,K) ⊗ · · · ⊗ H(λn,K) with respect to an action by the Lie algebra C[P1 \
{p1, . . . , pn}] ⊗ slm(C) (for a description of this action see [Bea96, Proposition
2.3]). As the markings ~p vary, the spaces VP1,~p(~λ,K) sweep out a vector bundle
on the moduli space M0,n, in particular the dimension of VP1,~p(~λ,K) depends
only on the marking and level data. There is only one 3-marked projective line
(P1, 0, 1,∞), so in this case the space of conformal blocks VP1,0,1,∞(λ, η, µ,K) is
unique. From now on we drop the curve (P1, 0, 1,∞) from the notation and simply
write V0,3(λ, η, µ,K). The following proposition is the K-Pieri rule, which computes
the space V0,3(λ, η, µ,K) when one of the weights is a multiple of ω1. For more
background on this rule see [MS12], we will also give a proof later in this section.
Proposition 4.1. For λ, η ∈ ΛK and r ≤ K, the space V0,3(λ∗, rω1, η,K) is non-
trivial if and only if there is a dominant GLm(C) weight λ¯ ∈ ∆GLm(C) such that
the following hold:
(1) λ = λ¯− λ¯mωm,
(2)
∑
j λ¯j −
∑
i ηi = r,
(3) λ¯1 ≤ K,
(4) η ≺ λ¯.
In the case that (1)− (4) hold, V0,3(λ, rω1, η,K) ∼= C.
The entries of the dominant weights η, λ¯ from Proposition 4.1 can be placed in an
interlacing diagram, shown in Figure 5 for m = 5.
0η4η3η2η1
λ¯5λ¯4λ¯3λ¯2λ¯1 ∑
i λ¯i −
∑
j ηj = r
λ¯1 ≤ K
Figure 5. An interlacing diagram corresponding to the space V0,3(λ
∗, rω1, η,K)
As in the classical case, we define the upper and lower boundaries of a pattern
b representing V0,3(λ
∗, rω1, η,K):
(19) ∂1(b) = (η,K), ∂2(b) = (λ,K).
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The assumption that λ, η ∈ ∆(K) it must be the case that λ1, η1 ≤ K, so the
boundary maps ∂1, ∂2 take values in the semigroup Λm from Example 2.1. Beauville
[Bea96, Proposition 2.8] shows that the dimension of a space of conformal blocks
does not change if the weights are replaced by their duals, as a consequence there
is also a dual K-Pieri rule.
Proposition 4.2. For λ, η ∈ ΛK and s ≤ K, the space V0,3(λ∗, sω1, η,K) is non-
trivial if and only if there is a dominant GLm(C) weight η¯ ∈ ∆GLm(C) such that the
following hold:
(1) η¯ = η + η¯mωm,
(2)
∑
j η¯j −
∑
i λ
∗
i = s,
(3) η¯1 ≤ K,
(4) λ ≺ η¯.
In the case that (1)− (4) are satisfied, V0,3(λ∗, sω1, η,K) ∼= C.
Interlacing patterns b for the spaces V0,3(λ
∗, sωm−1, η) are depicted with the oppo-
site orientation in Figure 6. Boundaries of the dual patterns are defined as expected:
∂1(b) = (η,K), ∂2(b) = (λ,K). In sympathy with the definition of the Pieri semi-
groups L(P1, P2, P3) we let Q(P1, P2, P3) be the set of (λ1, λ2, λ3,K such that the
space V0,3(λ, µ, η,K) 6= 0 and λi ∈ Pi.
0λ4λ3λ2λ1
η¯5η¯4η¯3η¯2η¯1
∑
j η¯j −
∑
i λi = s
η¯1 ≤ K
Figure 6. An interlacing diagram corresponding to the space V0,3(λ
∗, sωm−1, η,K)
Lemma 4.3. The sets Q(P, P,B), Q(B,P ∗, B), Q(B,P,B), and Q(B,P ∗, P ∗) are
freely generated affine semigroups on 4, 2m, 2m, and 4 generators, respectively.
Proof. It is straightforward to check that Q(B,P ∗, B) is closed under addition,
so it remains only to check that it is freely generated. Following the definition,
(λ, r, η,K) ∈ Q(B,P ∗, B) if and only if K ≥ λ¯1 ≥ η1 ≥ · · · ≥ λ¯m−1 ≥ ηm−1 ≥
λ¯m (recall that λ¯ is recoverable from λ, η, r). It follows from Example 2.1 that
this semigroup is freely generated. An identical proof applies to the other three
cases. 
From now on we refer to the sets in Lemma 4.3 are the K-Pieri semigroups.
4.2. Conformal blocks, principal bundles, and correlation. Several authors
(see e.g. [Pau96], [KNR94], [BL94], [LS97], [BLS98], [Fal94]) have shown that the
conformal block vector spaces coincide with the global sections of line bundles on
the moduli stack MP1,~p(~P ):
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(20) H0(MP1,~p(~P ),L(~λ,K)) = VP1,~p(~λ,K).
As a consequence, the total coordinate ring VP1,~p(~P ) is a graded sum of all the
spaces of conformal blocks on (P1, ~p):
(21) VP1,~p(~P ) =
⊕
λ1∈Λi,...,λn∈Λn,K≥0
VP1,~p(~λ,K).
Here Λi is the monoid of dominant weights associated to Pi, this condition and
the non-negativity of K are necessary for L(~λ,K) to be effective. This direct sum
expression is the isotypical decomposition of VP1,~p(~P ) with respect to a T
n × C∗
action, where the C∗ action is derived from the grading by the level.
As theK-Pieri rule indicates, the representation theory of SLm(C) and the theory
of sˆlm(C) conformal blocks are closely related. This is succinctly captured in the
following theorem; the vector space version of this statement is [Bea96, Proposition
4.1], we present the conclusion of [Man09, Section 2].
Theorem 4.4. Give the polynomial algebra C[t] its C∗ action. There is a Tn×C∗-
equivariant inclusion of algebras:
(22) ΦP1,~p : VP1,~p(~P )→ R(~P )⊗ C[t],
(23) ΦP1,~p : VP1,~p(~λ,K)→ (V (~λ))SLm(C)tK .
In fact, by [Man13, Proposition 2] the algebra VP1,~p(~P ) is a Rees algebra of
R(~P ) with respect to a discrete valuation on R(~P ) (this proposition is written
in the SL3(C) case, but applies to general simple, simply connected groups). In
particular, for every marked projective line (P1, ~p) there is a discrete valuation over
C: v~p : R(~P ) → Z ∪ {−∞} which we call the threshold valuation (see [Man13,
Section 4]), such that the following holds:
(24) VP1,~p(~λ,K) = {f | v~p(f) ≤ K} ⊂ (V (~λ))SLm(C).
Recall that a discrete valuation is subadditive: v~p(f + g) ≤MAX{v~p(f), v~p(g)},
multiplicative: v~p(fg) = v~p(f) + v~p(g), sends non-zero scalars to 0: v~p(C) = 0, and
sends 0 to −∞: v~p(0) = −∞. Also, any non-scalar invariant must have threshhold
value at least 1, so this function only sends scalars to 0. These properties will be
useful in determining the structure of VP1,~p(~P ) from that of R(~P ) in the cases we will
consider. Five special cases are relevant: VP1,~p(a, b) is a Rees algebra of R(a, b), and
each K-Pieri algebra V0,3(P1, P2, P3) is a Rees algebra of the corresponding Pieri
algebra R(P1, P2, P3).
Proposition 4.5. Each of the K-Pieri algebras is an affine semigroup algebra.
Proof. We make our argument for V0,3(B,P,B), the other three cases are identical.
By Proposition 3.6, R(B,P,B) ∼= C[L(B,P,B)], and by Theorem 4.4, V0,3(B,P,B)
is a graded subalgebra of the affine semigroup algebra C[L(B,P,B)×Z≥0]. It follows
that each graded component V0,3(λ, rω1, η,K) can be identified with an interlacing
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pattern and a non-negative integer (b,K), and that multiplication of components
corresponds to the expected addition operation on these pairs. 
We let Q′(P1, P2, P3) be the subsemigroup of L(P1, P2, P3)× Z≥0 defined in the
conclusion of Proposition 4.5. In what follows we prove each of these semigroups
are isomorphic to the corresponding K-Pieri semigroup, establishing the K-Pieri
rule and that the K-Pieri algebras are polynomial rings. To do this we need a
characterization of the space V0,3(λ, µ, η,K) found in [Uen97]. Consider the copy
of SL2(C) inside SLm(C) which corresponds to the longest root α1m. An irreducible
representation V (λ) can be decomposed into isotypical components of this subgroup
V (λ) =
⊕
i≥0Wλ,i, this decomposition is used to define the following subspace
WK ⊂ V (λ)⊗ V (η)⊗ V (µ):
(25) WK =
⊕
i+j+k≤2K
Wλ,i ⊗Wη,j ⊗Wµ,k.
The following is [Uen97, 3.5.2] and [Bea96, Proposition 4.3].
Proposition 4.6. The space of conformal blocks V0,3(λ, µ, η,K) can be identified
with the space WK ∩ (V (λ)⊗ V (µ)⊗ V (η))SLm(C).
Proposition 4.6 can be used to explicitely compute the valuation v0,3 on the
Pieri algebras, because it allows us to find the threshhold levels of the generators
of these algebras. The generators ws,t of the Pieri semigroups each represent the
unique invariant in a tensor product of the form
∧k
(Cm) ⊗ Cm ⊗ ∧j(Cm) and∧k
(Cm)⊗∧m−1(Cm)⊗∧j(Cm), where k + j + 1 ∈ mZ, and ∧k(Cm)⊗∧j(Cm),
where k + j ∈ mZ. These invariants have the following form as tensors:
(26) Ti,1,j =
∑
|I|=i,|J|=j
(−1)σ(I,k,J)zI ⊗ zk ⊗ zJ ,
Ti,m−1,j =
∑
|I|=i,|K|=m−1,|J|=j
(−1)σ(I,K,J)zI ⊗ zK ⊗ zJ ,
Pi,j =
∑
|I|=i,|J|=j
(−1)σ(I,J)zI ⊗ zJ .
Here zI is a wedge product of basis vectors over the indicated index set, and
(−1)σ(I,K,J) is a sign function, the following is [KM14, Proposition 3.4].
Lemma 4.7. Each generating invariant of the algebras R(B,P,B), R(B,P ∗, B),
R(P, P,B) and R(P ∗, P ∗, B) has threshhold value equal to 1.
Proposition 4.8. Each K-Pieri semigroup Q(P1, P2, P3) is isomorphic to its coun-
terpart Q′(P1, P2, P3).
Proof. We will prove Q(B,P ∗, B) ∼= Q′(B,P ∗, B), the other three cases are sim-
ilar. Note that both of these semigroups are subsets of L(B,P ∗, B) × Z≥0. First
we observe that each generator wij ∈ L(B,P ∗, B) has first top row entry less
than or equal to 1, which is the threshhold value of the corresponding generator of
R(B,P ∗, B). It follows that (wij , 1) ∈ Q′(B,P ∗, B). Furthermore, these elements
generate Q(B,P ∗, B), along with (0, 1) by Lemma 4.3. If (b,K) ∈ Q′(B,P ∗, B),
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then b can be represented uniquely as a sum
∑
Kiwij . It follows that the corre-
sponding element in R(B,P ∗, B) has thresshold value equal to
∑
Ki ≤ K, and
that we can write (b,K) =
∑
Ki(wij , 1) + (K −
∑
Ki)(0, 1). This proves the
proposition. 
5. Structure of RT0(a, b) and VT0(a, b)
Now that we’ve shown that the Pieri algebras and the K-Pieri algebras are
polynomial rings, we can use Proposition 2.4 to find presentations of the algebras
RT0(a, b) and VT0(a, b). We review the construction of these algebras, their rela-
tionships to R(a, b) and VP1,~p(a, b), and then we prove the generation and Koszul
statements in Theorem 1.1.
Figure 7 depicts the tree T0, which is the combinatorial backbone to the con-
struction of RT0(a, b) and VT0(a, b). This figure also shows the forest Tˆ0, which is
obtained from T0 by splitting each edge which is not attached to a leaf.
P
P P P* P*
P*
P
P P P* P*
P*B BB B B B
B B B
Figure 7. The tree T0 and the forest Tˆ0.
We label the following elements of T0 from left to right: the leaves are `1, . . . , `n,
the non-leaf vertices are v1, . . . , vn−2, the non-leaf edges (those labelled by B in Fig-
ure 7) are h1, . . . , hn−3, and the leaf edges (those not labelled by B) are g1, . . . , gn.
We will use the same labels for the corresponding elements in Tˆ0, with the excep-
tion of the hi which are replaced with new split edges ei and fi. The vertex vi in
Tˆ0 2 ≤ i ≤ n − 3 is in the boundary of ei, fi+1, and gi+1, and v1, vn−2 are in the
boundary of g1, g2, f1 and en−3, gn−1, gn, respectively.
To each of the non-leaf vertices vi of Tˆ0 we can associate an algebra V0,3(P1, P2, P3),
where the Pk are chosen in accordance with the labels. Each of these algebras has
an action of T ×T ×T , and each T in this product is naturally associated to one of
the edges of the corresponding vertex. In this way, the product torus (T×T×T )n−2
acts on the tensor product V0,3(P, P,B) ⊗ · · · ⊗ V (B,P ∗, P ∗). Let T × T be the
subproduct associated to the edges ei, fi, this pair acts on the direct summand
V0,3(r1ω1, r2ω1, η1,K1)⊗ · · · ⊗V0,3(λn−3, sn−1ωm−1, snωm−1,Kn−2) with the char-
acter (ηi, λi). We let Ti ⊂ T ×T ×C∗×C∗ be the subtorus (isomorphic to T ×C∗)
which acts on this same summand with character (ηi−λ∗i ,Ki−1−Ki). The algebra
VT0(a, b) is defined as the invariant subalgebra with respect to the action of the
torus T =
∏n−2
i=1 Ti:
(27) VT0(a, b) = [V0,3(P, P,B)⊗ · · · ⊗ V0,3(B,P ∗, P ∗)]T.
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We assign the K-Pieri semigroups to the vertices of Tˆ0 in the manner above,
letting Qi denote the semigroup at vertex vi. For every pair ei, fi we consider the
corresponding boundary maps ∂2, ∂1 : Qi−1, Qi → Λm. For an interlacing pattern
b reprsenting the space V0,3(λ, rω1, η,K), the boundary maps ∂1, ∂2 return (λ
∗,K)
and (η,K), respectively, in particular the boundary maps take values in the (graded)
freely generated semigroup Λm. Accordingly, we define Q(a, b) to be the toric fiber
product semigroup Q1 ×Λm × · · · ×Λm Qn−2.
Lemma 5.1. The invariant algebra VT0(a, b) is isomorphic to the affine semigroup
algebra C[Q(a, b)].
Proof. By Proposition 4.5, the tensor product V0,3(P, P,B)⊗ · · · ⊗ V (B,P ∗, P ∗) is
isomorphic to C[Q1×· · ·×Qn−2], so it suffices to check that the toric fiber product
Q(a, b) and the action of the torus T pick out the same subalgebra of this algebra.
A summand V0,3(r1ω1, r2ω1, η1,K1)⊗ · · · ⊗V0,3(λn−3, sn−1ωm−1, snωm−1,Kn−2) is
in VT0(a, b) if and only if ηi = λ
∗
i and Ki = Ki+1, but this is precisely the condition
that the ∂1 and ∂2 values coincide at each pair ei, fi. 
Each of the generators wij of the K-Pieri semigroups maps to a generator in Λm
under ∂1 and ∂2. These observations, along with Lemma 5.1, Proposition 4.8, and
Proposition 2.4 imply the following theorem.
Theorem 5.2. The algebra VT0(a, b) is generated by its summands with K = 1,
and the ideal of forms vanishing on these generators has a quadratic, square-free
Gro¨bner basis.
Since VT0(a, b) is a flat degeneration of VP,~p(a, b) by [Man09, Theorem 1.1], the
same argument used in [Man12, Theorem 1.11] implies that VP,~p(a, b) is generated
by the conformal blocks of level 1 and is a Koszul algebra when ~p is generic.
5.1. The degeneration RT0(a, b). Now we apply the construction from the previ-
ous subsection to R(a, b). Using the Pieri algebras we define RT0(a, b) using the tree
T0 as a combinatorial guide, as in the construction of VT0(a, b). We let L1, . . . , Ln−2
be the Pieri semigroups associated to the vertices of T0, and we define L(a, b) to be
the toric fiber product L1 ×Λm−1 · · · ×Λm−1 Ln−2.
Proposition 5.3. The affine semigroup algebra C[L(a, b)] is isomorphic to RT0(a, b),
and is a flat degeneration of R(a, b).
Proof. This follows from an almost identical argument to Lemma 5.1, and the
degeneration construction in [Man09, Theorem 1.8]. 
The hypotheses of Proposition 2.4 are also satisfied by L1, . . . , Ln−2 and the bound-
ary maps ∂1, ∂2, so we can draw the same conclusions as in Theorem 5.2: RT0(a, b)
is generated by the products of the generators of the Pieri algebras, and these are
subject to a quadratic Gro¨bner basis. In the next section we will explore the pre-
sentation we derive for R(a, b) from the degeneration to RT0(a, b) and compare it
to the one constructed in the first fundamental theorem of invariant theory.
Propositions 5.3 and Proposition 5.1 imply the more elaborate conclusion that
VT0(a, b) is a Rees algebra of RT0(a, b). To prove this, we note that each C[Qi] is a
Rees algebra of C[Li], so that C[
∏
Qi] is a subalgebra of C[
∏
(Li×Z≥0)]. The Z≥0
components of the latter semigroup correspond to the level parameters in the Qi,
so we may extend the boundary maps ∂1, ∂2 on the Li to include these components.
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The toric fiber product operation has the effect of forcing these new parameters to
be equal, which produces an inclusion C[Q(a, b)] ⊂ C[L(a, b) × Z≥0]. On the level
of semigroups, this identifies L(a, b) × Z≥0 with the Z≥0 parameter ≤ K with the
elements of Q(a, b) with level ≤ K.
6. Interlacing patterns
We can now realize Q(a, b) and L(a, b) as affine semigroups of non-negative
integer weightings of an interlacing pattern. This leads us to a proof that RT0(a, b),
VT0(a, b), and therefore VP,~p(a, b) are Gorenstein algebras. We also give explicit
presentations of VT0(a, b) and RT0(a, b). In this discussion we leave out the cases
a = 0 or b = 0, these can be handled by the same methods and we leave the details
to the reader.
6.1. Q(a, b) and L(a, b) as semigroups of interlacing patterns. Proposition
4.1 shows that the K-Pieri semigroups can be represented as the non-negative
integer weightings of a two row interlacing pattern. The bottom row of this pattern
has m − 1 entries, and the top row has m entries, plus 1 if we include the level
parameter. The semigroup Q(a, b) can also be represented as a set of weightings of
an interlacing pattern, to show this we will require a more flexible representation
of the spaces V0,3(λ, rω1, η,K) and V0,3(λ, sωm−1, η,K).
Lemma 6.1. The following data are equivalent:
(1) A pair of interlacing GLm(C) weights η ≺ λ, with K ≥ λ1 − ηm and∑
λi −
∑
ηj = r.
(2) V0,3((λ− λmωm)∗, rω1, (η − ηmωm),K) 6= 0, and a choice ηm ∈ Z.
Proof. Let e be the interlacing pattern of two length m rows of 1’s. Given an
interlacing pattern b representing the information in (2), we add ηme to obtain the
information in (1). This argument can be reversed. 
We illustrate why Lemma 6.1 is necessary with a construction. Let us fix two
non-zero spaces of conformal blocks, V0,3(λ
∗, r1ω1, η,K), V0,3(η∗, r2ω1, µ,K) and
a non-zero integer µm, and build an interlacing pattern which represents the 1-
dimensional tensor product space V0,3(λ
∗, r1ω1, η,K)⊗V0,3(η∗, r2ω1, µ,K). We use
the procedure in the proof of Lemma 6.1 with input µ¯m, η, r2, µ, and K to obtain
an interlacing pattern b1 with upper row η¯ = η + [µ¯m +
1
m (r +
∑
µi −
∑
ηj)]ωm.
Then we can carry out this same procedure with input η¯m, λ, r1, η, and K to obtain
b2. Since the lower row of b2 matches the upper row of b1, these two patterns can
be glued together, this is shown in Figure 6.1. Given such a 3-row pattern b with
λ¯1 − η¯m, η¯1 − µ¯m ≤ K, we can remove multiples of e from the first and second,
respectively second and third pairs of rows to obtain a pair of interlacing diagrams
b1,b2 which satisfy the hypotheses of Proposition 4.1. This construction is easily
generalized to N -row diagrams.
Lemma 6.2. The following data are equivalent:
(1) N interlacing GLm(C) weights λ1 ≺ · · · ≺ λN with K ≥ λk1 − λk−1m and∑
λki −
∑
λk−1)j = rk−1.
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µ¯5µ4 + µ¯5µ3 + µ¯5µ2 + µ¯5µ1 + µ¯5
η¯5η4 + λ¯5η3 + λ¯5η2 + λ¯5η1 + λ¯5
λ¯5λ4 + λ¯5λ3 + λ¯5λ2 + λ¯5λ1 + λ¯5
η¯5 = µ¯5 +
1
5 (r2 +
∑
µi −
∑
ηj) λ¯5 = η¯5 +
1
5 (r1 +
∑
ηi −
∑
λj)
Figure 8. A composite interlacing pattern.
(2)
⊗N−1
k=1 V0,3((λ
k+1 − λk+1m ωm)∗, rkω1, λk − λkmωm,K) 6= 0, and a choice
λ1m ∈ Z.
Proposition 4.2, along with the same proof used for Lemma 6.1 give the corre-
sponding construction for dual spaces of conformal blocks.
Lemma 6.3. The following data are equivalent:
(1) N interlacing GLm(C) weights η1 ≺ · · · ≺ ηM with K ≥ ηk1 − ηk−1m and∑
ηki −
∑
ηk−1)j = sk−1.
(2)
⊗M−1
k=1 V0,3((η
k − ηkmωm)∗, skωm−1, ηk+1 − ηk+1m ωm,K) 6= 0, and a choice
η1m ∈ Z.
When η1 from Lemma 6.3 equals λ1 from Lemma 6.2, we can arrange the weights
in a “wedge” diagram as in Figure 9.
We let Wm(a, b) be the version of the diagram from Figure 9 with m entries to
a row, a − 1 rows above the change in direction, and b − 1 rows after. Lemmas
6.2 and 6.3 then imply that the fillings of this diagram with K ≥ ηk1 − ηk−1m , λk1 −
λk−1m and η
1
m = λ
1
m = 0 are in bijection with the level K piece of the graded
semigroup Q¯(a, b) = Q(B,P,B) ×Λm · · · ×Λm Q(B,P,B) ×Λm Q(B,P ∗, B) ×Λm
· · · ×Λm Q(B,P ∗, B). This is the affine semigroup Q(a, b) without the semigroups
Q(P, P,B) and Q(B,P ∗, P ∗) at the ends of the fiber product.
Let V0,3(r1ω1, r2ω1, η,K) 6= 0, and let b be the associated interlacing pattern
from Proposition 4.1. The top row of b is r1ωm−1 + 1m (r2 +
∑
ηi − (m− 1)r1)ωm,
in particular the first m − 1 entries are equal. Proposition 4.2 implies an almost
identical description holds for an interlacing pattern b′ which represents a non-zero
space V0,3(λ, s1ωm−1, s2ωm−1,K), in particular the first m−1 entries of the bottom
row of this diagram are all equal.
Now we can give a description of Q(a, b) as an affine semigroup of fillings of
an interlacing pattern. An admissable weighting of Wm(a, b) of level K is two
choices of sets of interlacing weights λ1 ≺ · · · ≺ λa, η1 ≺ · · · ≺ ηb with λ1 = η1,
λ1m = η
1
m = 0, λ
a
1 = · · · = λam−1, ηb1 = · · · = ηbm−1, and λi1 − λi−1m , ηj1 − ηj−1m ≤ K.
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• • • • •
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
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
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
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
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
WW

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• • • • •
• • • • •
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
WW

WW

WW

Figure 9. The diagram Wm(a, b).
Proposition 6.4. The elements of Q(a, b) of level K are in bijection with the
admissable weightings of Wm(a, b) of level K, and the product operation on Q(a, b)
is entry-wise addition of admissable weightings.
Proof. By the remarks above, Lemmas 6.2 and 6.3 imply that the graded affine
semigroup of admissable weightings is a subsemigroup of Q¯(a, b). The boundary
conditions λa1 = · · · = λam−1, ηb1 = · · · = ηbm−1, then imply that this is precisely the
subsemigroup of those weightings with top boundary weight a multiple of ω1 and
bottom boundary weight a multiple of ωm−1, this is Q(a, b). 
Proposition 6.4 shows that the degree K = 1 elements in Q(a, b) are the lattice
points in a polytope Wb(a, b) defned by the interlacing and level inequalities. This
polytope is normal by Proposition 2.4, and by [Stu96, Corollaries 8.4 and 8.9] it
has a unimodular triangulation. In particular, Proposition 6.4 implies that the
semigroup Q(a, b) is isomorphic to the affine semigroup of of integer points in the
cone over Wm(a, b)×{1} ⊂ Rm(a+b−1)≥0 ×R≥0. The same arguments in this section,
omitting any mention of the level, also prove the following proposition, we leave
the details to the reader.
Proposition 6.5. The affine semigroup L(a, b) is isomorphic to the affine semi-
group of admissable weightings of Wm(a, b).
Now we use Proposition 6.4 to show that VT0(a, b) is a Gorenstein algebra. Both
VT0(a, b) and VP1,~p(a, b) are graded domains, and these algebras share the same
Hilbert function, so by [Sta78, Theorem 6.1] this shows that VP1,~p(a, b) is Gorenstein
as well.
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Proposition 6.6. The affine semigroup algebra C[Q(a, b)] ∼= VT0(a, b) is Goren-
stein. If a, b ≥ m, the A-invariant is equal to −2m.
Proof. Following Proposition 2.5, we must show that there is an interlacing pattern
w such that for any interior interlacing pattern b ∈ int(Q(a, b)) we can write
b = w + b′ for some b′ ∈ Q(a, b). We must first describe the set int(Q(a, b)). The
inequalities which define Q(a, b) come in three families: all entries except λ1m = 0
are non-negative, successive rows interlace, and the level inequalities λi1 − λi−1m ,
ηi1 − ηi−1m ≤ K must hold. Those inequalities describe Q′(a, b), the subsemigroup
Q(a, b) is then cut out by the equalities λa1 = · · · = λam−1 and ηb1 = · · · = ηbm−1.
Interlacing then imposes further equalities: λa1 = λ
a−j
1 = · · · = λa−jm−j−1 and ηb1 =
ηb−j1 = · · · = ηb−jm−j for 1 ≤ j ≤ m− 1. An example of the pattern induced by these
inequalities is shown in Figure 6.1. The entries subject to these equalities always
form two (possibly overlapping) height m − 1 triangles in the interlacing pattern,
we refer to them as the entries of the upper, respectively lower equality triangles
from now on.
02467
13577
24777
37777
Figure 10. The entries on the left are forced to be equal by the
interlacing inequalities.
We show that the interior int(Q(a, b)) is given by those points which make all
the above-mentioned inequalities strict, this assertion follows from finding one such
point. We define this point w by first considering v ∈ Q¯(a, b) defined by setting
λ1m = η
1
m = 0, and declaring each interlacing difference λ
j
i − λj−1i , λj−1i − λj−1i+1 ,
ηji − ηj−1i , ηj−1i − ηj−1i+1 to be 1. The level of v is set equal to 2m, as this is precisely
1 greater than any difference λj1 − λj−1m . The point v must be in the interior of
Q¯(a, b) as it strictly satisfies all of the defining inequalities of this affine semigroup.
Furthermore, any point b ∈ int(Q¯(a, b)) must have all interlacing differences at
least 1, and therefore level at least 2m, this implies that b = v + b′ for some
b′ ∈ Q¯(a, b). With this case as a warm-up, we define w to have the same entries as
v, except with the equality triangle conditions imposed. All entries in one of these
triangles are set to be 1 bigger than the largest entry with an arrow pointing “in”
to the triangle (once again, see Figure 6.1). The level of w is chosen to be 1 greater
than the maximal difference λj1 − λj−1m .
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First we claim that w ∈ int(Q(a, b)). Because of our choices, checking the
strictness of all inequalities reduces to only checking those interlacing inequalities
involving an entry x outside an equality triangle, and an entry τ inside an equality
triangle. By the way we’ve chosen w, if there is an arrow from x to τ , x − τ ≥ 1.
If the arrow points from τ to x (this happens if a or b is strictly less than m− 1),
since the triangle has base length m − 1, and the length of each row is m, we can
always find a directed chain of arrows from some entry with an arrow pointing into
the equality triangle to x, so once again x − τ ≥ 1. Now if b ∈ int(Q(a, b)), each
difference we have mentioned above is ≥ 1. Since w is determined by forcing these
differences to be 1, the entries of w and the level must be less than those of b, and
the corresponding differences for the pattern b−w must be ≥ 0, so b−w ∈ Q(a, b).
We close the proof by determining the A-invariant in the case a, b ≥ m. In this
case the λ1 = η1 = (2(m − 1), . . . , 2, 0) and λ2 = (2m − 1, 2m − 3, . . . , 1), so the
level of w is K = 2m. 
Remark 6.7. The program we have carried out for Q(a, b) goes through with little
modification for Q¯(a, b). Since the affine semigroup algebra C[Q¯(a, b)] is a degen-
eration of VP1,~p(B, ~P , ~P
∗, B), Theorem 1.1 holds for the total coordinate ring of
MP1,~p(B, ~P , ~P ∗, B) as well.
6.2. Presentations of VT0(a, b) and RT0(a, b). Proposition 2.4 implies thatQ(a, b)
is generated by tuples (w1, . . . ,wa+b−1) of degree 1 generators of the K-Pieri semi-
groups with matching boundary values. The generators of L(a, b) are similar, except
0 is allowed to appear. By Propositions 3.6 and 4.8, these generators are the inter-
lacing patterns filled with 1’s and 0’s. In Q(a, b), each of the patterns has K = 1,
and there is an additional empty pattern of level 1, not to be confused with the
identity 0. We introduce a new notation [i, j] for these generators, this indicates a
pattern with top (bottom) rows consisting of i (j) 1’s respectively, see Figure 11.
00
00
01
01
11
11
· · ·· · ·
00
00
01
01
11
11
· · ·· · ·
Figure 11. The elements [i, i] (top) and [i + 1, i] (bottom), 1 ≤
i ≤ m− 1
For any generator [i, j], the difference |i − j| is 1 or 0, and a row of all 1’s is
equivalent to a row of 0’s under ∂1, ∂2, so we consider i, j modulo m. This implies
that a generating set of Q(a, b) and L(a, b) is given by a set of a + b − 1 tuples of
elements from Z/mZ.
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Definition 6.8. Let Xa,b be the set of a+ b− 1-tuples [i1, . . . , ia+b−1], ij ∈ Z/mZ
with the following properties:
(1) The difference ik − ik+1 is in {1, 0} for 1 ≤ k ≤ a− 1.
(2) The difference ik − ik+1 is in {−1, 0} for a ≤ k ≤ a+ b− 2.
(3) The first and last entries are members of {m− 1,m}.
Let Ya,b ⊂ Xa,b be the subset of tuples consisting of at most one string of non-zero
entries.
A swap relation on the set Xa,b can be formed whenever a pair of elements of
this set share a common entry:
(28) [~i1, i, ~i2][~i1
∗
, i, ~i2
∗
]− [~i1, i, ~i2∗][~i1∗, i, ~i2]
The next theorem is a direct consequence of Proposition 2.4.
Theorem 6.9. The semigroup algebra VT0(a, b) ∼= C[Q(a, b)] can be presented by
the generators Xa,b, subject to all possible swap relations. The semigroup algebra
RT0(a, b) ∼= C[L(a, b)] can be presented by the generators Ya,b, subject to all possible
swap relations.
Proof. A-priori the Xa,b generates L(a, b) as well, so it only remains to show that
the set Ya,b suffices. This is the case because we may use the swap relations which
hold when two generators share a 0 entry to reduce an element of Xa,b to a product
of elements of Ya,b.
(29) [~i1, 0,~i2][0, . . . , 0, . . . , 0] = [~i1, 0, . . . , 0][0, . . . , 0,~i2]

6.3. Comparison of presentations. The algebraRT0(a, b) is an associated graded
algebra of R(a, b), this implies that our presentation of RT0(a, b) can be lifted to
R(a, b). We close by comparing the generating set Ya,b to the generators given by the
first fundamental theorem of invariant theory. We view the algebra C[[
∧m−1
(Cm)]a×
[Cm]b] as a polynomial ring on m× (a+ b) variables arranged in a matrix, with the
columns labelled by elements of [a+ b] = [a]
∐
[b].
x11 . . . xa1 y11 . . . yb1
x12 . . . xa2 y12 . . . yb2
. . . . . . . . . . . . . . . . . .
x1m . . . xam y1m . . . ybm
We let ∆I be the determinant form on the variables determined by a subset
I ⊂ [a] in [∧m−1(Cm)]a of size m, and ∆J be the dual determinant in [Cm]b, for
J ⊂ [b]. We let Pij be the column-wise inner product of the variables on the indices
i ∈ [a] with those in j ∈ [b]. Each of the elements ∆I ,∆J , Pij is an SLm(C) invari-
ant, and therefore a member of R(a, b). Weyl described a collection of quadratic
relations on these elements, known as the Plu¨cker relations. The following is the
first fundamental theorem:
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Theorem 6.10. The algebra R(a, b) is generated by the ∆I ,∆J , Pij, and all rela-
tions among these generators are generated by the Plu¨cker relations.
By reading off the fundamental weights of each of the generators ∆I , ∆J , and Pij
from Weyl’s presentation, we can associate minimal generators in the degeneration
RT0(a, b), as follows. For the set I ⊂ [a], we let tI be the tuple with ti+1 − ti = 1
exactly for i ∈ I, and we define tJ for J ⊂ [b] similarly. We let tij be the tuple with
ti+1 − ti = 1, tj+1 − tj = −1,and all other differences equal to 0. These elements
constitute a proper subset of Ya,b.
Theorem 6.9 implies that the induced presentation of R(a, b) by the set Ya,b
has quadratic relations, similar to the presentation given by the first fundamental
theorem. The latter requires fewer generators, however their associated elements fail
to generate RT0(a, b). Said more concisely, the set Ya,b constitutes a SAGBI basis
of the algebra R(a, b) with respect to the degeneration to the semigroup algebra
RT0(a, b).
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