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A nonlinear dynamic model for heart rate response to treadmill
walking exercise
Teddy M. Cheng, Andrey V. Savkin, Branko G. Celler, Lu Wang, Steven W. Su
Abstract— A dynamic model of the heart rate response to
treadmill walking exercise is presented. The model is a feedback
interconnected system; the subsystem in the forward path
represents the neural response to exercise, while the subsystem
in the feedback path describes the peripheral local response.
The parameters of the model were estimated from 5 healthy
adult male subjects, each undertaking 3 sets of walking exercise
at different speeds. Simulated responses from the model closely
match the experimental data both in the exercise and the
recovery phases. The model will be useful in explaining the
cardiovascular response to exercise and in the design of exercise
protocols for individuals.
I. INTRODUCTION
Metabolic demand increases during dynamic exercise. In
response to this, the cardiovascular system increases the
delivery of blood and oxygen to working muscles. This
is reflected by an increase in heart rate and stroke vol-
ume. Among these two physiological variables, heart rate
is relatively easier and cheaper to measure. Monitoring heart
rate response then provides a convenient way of estimating
oxygen consumption and energy expenditure during exer-
cise. Therefore, if the heart rate response is modelled, our
understanding of exercise physiology will improve. This may
also lead to improved training protocols for athletics and the
assessment of physical fitness and health the individual [1].
Understanding the aetiology of heart rate response during,
and recovery after, an exercise, may also be beneficial to
predicting cardiovascular disease mortality [2] [3].
Broden et al. [4] and Hajek et al. [5] modelled the heart
rate response, both during exercise and recovery, from a
regulation point of view. Namely, for each work load, they
assumed that there was a target heart rate corresponding to
the work load and the job of the autonomic nervous system
was to regulate this particular heart rate. No local responses,
such as effects from local metabolites and/or the increase in
body temperature, were considered in their models. If the
exercise duration was short, less than six minutes in their
studies, the target heart rate would not drift significantly and
their models were reliable. However, as shown in, e.g. [6]–
[8], heart rate will continue to increase during prolonged
exercise.
In this paper, we propose a dynamic model that describes
the heart rate response to treadmill walking exercise both
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in the exercising and the recovery phases. Using a different
approach than [4] and [5], we model the heart rate response
from the neural and the local responses perspective. The
advantage of this approach is that the model can describe
the heart rate response over a longer exercise duration.
II. THE PROPOSED MODEL
In this paper, we propose the following nonlinear control
systems to model the heart rate response to treadmill walking
exercise:













(−u(t) + a3) , u(t) :=
{
v for t ≤ ts
0 for t > ts
(2)
and x(0) = [x1(0) x2(0)]T = 0, y(t) = ∆HR(t) =
HR(t)−HRrest, namely, the change in heart rate from rest,
and a1, ..., a5 are positive scalars. The time ts is the time
when a subject stops exercising. The scalar v in the control
input u(t) represents the speed of the treadmill. System (1)
can be viewed as a feedback interconnected system. The
component x1(t) can be interpreted as the change of heart
rate (∆ bpm) due to the neural response to exercise, including
both the parasympathetic and the sympathetic neural inputs.
It is understood that for a low intensity exercise, the increase
in heart rate is mainly due to the vagal withdrawal. Whereas
for a higher intensity exercise, the increase in heart rate is
dominated by the sympathetic activation, see e.g. [6] and [9].
The component x2 is utilised in describing the complex
slow-acting effects from, e.g. the hormonal systems, the pe-
ripheral local metabolism, the increase in body temperature,
and/or the loss of body fluid due to sweating and hyperven-
tilation, etc.. In the case of the peripheral local metabolism,
the metabolic byproducts, such as adenosine, K+, H+, PO3−4 ,
lactic acid and other metabolites, cause vasodilatation and
hyperaemia in active muscles (see, e.g. [9]).
Vasodilatation in the active muscles cause a reduction
in total peripheral resistance which in turn causes a drop
in mean arterial pressure. In order to maintain the arterial
pressure, the cardiac output needs to be increased, meaning
that stroke volume and heart rate have to be increased via
the baroreceptor reflex. So, the feedback signal x2, which
can be thought of as a dynamic disturbance input to the x1
Subject Age Height (cm) Weight (kg) BMI
1 25 176 78 25
2 28 171 59 20
3 27 174 53 18
4 23 176 85 27
5 38 178 75 24
TABLE I
PHYSICAL CHARACTERISTICS OF THE SUBJECTS: AGE, HEIGHT,
WEIGHT, AND BMI (BODY MASS INDEX)
subsystem, is a reaction to the effects from the peripheral
local metabolism. In other words, the metabolites from the
peripheral local metabolism accelerate the heart rate during
exercise [10]. Since x2 is a nonlinear function of x1 and
therefore has the same unit as x1 (i.e. ∆bpm).
The nonlinear term (x2(t) − tanh(x2(t))) in x˙2(t) is to
model the slow recovery of heart rate after exercise. The term
(x2(·)−tanh(·)) is used due to its zero gradient at the origin,
causing the solution of the x2(t) subsystem converging to the
origin x2 = 0 much slower than that of a linear system in
the neighbourhood of the origin.
The function g(u) explains the nonlinear increase of the
heart rate in response to the increase in walking speed. We
choose g(u) in this particular form because it vanishes at
zero, i.e., g(0) = 0, and there is a curvilinear relationship
between aerobic demand and walking speed (see, e.g. [11]
and [10]). Furthermore, as observed in [12], there is a sharp




Five healthy male subjects were studied. The physical
characteristics of the subjects are given in Table I.
B. Procedure
Each subject completed three exercise sessions in separate
occasions. In each session, a subject was requested to walk
on a treadmill at a given speed (5km/h, 6km/h, and 7km/h)
for 15 minutes with a recovery period of 20 minutes. After
three sessions, each subject completed the treadmill walking
exercise at the three different speeds. The heart rate of the
subjects were recorded from at least 3 minutes before the
starting until 20 minutes after the cessation of the walking
exercise. The period before the exercise and the 20-minute
period after the exercise are the resting and recovery peri-
ods, respectively. During both the resting and the recovery
periods, the subjects were requested to maintain a standing
posture.
C. Data acquisition and pre-processing
In this study, the Powerjog “G” series fully motorised
medical grade treadmill was used. The heart rate of the
subjects was monitored by the wireless Polar system and
recorded by LABVIEW. The polar system generated pulses
which were used to extract R–R intervals and, in turn, the
heart rate. Due to electromagnetic interferences from some
unknown external sources and the movements of the subjects,
outliers were observed in the measured heart rate data. The
outliers were removed so that the heart rate data were within
a reasonable range. Then, the heart rate data were filtered
using the moving average with a 5-second window.
Since the proposed system (1) is to model the change of
heart rate from the resting situation, the resting heart rate
for each subject at each intensity of walking exercise was
estimated from the 3-minute resting period. The mean heart
rate in this resting period was defined as the resting heart
rate. Then all the heart rate data were subtracted by their
respective resting heart rate.
D. Parameter Estimation
Using the measured heart rate data, the parameters in
system (1) were estimated for each subject by the Levenberg-
Marquardt method. Since there were three sets of input-
output measurements for each subject (where the input is
the speed of the treadmill and the output is the heart rate),
we estimated the parameters as if a multi-input multi-output
system. In other words, we considered it as a parameter
estimation problem of the following system:
x˙(t) = f(x(t), a, u(t)), y(t) = Cx(t) (3)
where x(0) = 0, C =
1 0 0 0 0 00 0 1 0 0 0
0 0 0 0 1 0
, x =
[x1 x2 x3]T ∈ R6, a = [a1 a2 . . . a5]T ∈ R5, u =
[u1 u2 u3]T ∈ R3 and y = [y1 y2 y3]T ∈ R3. For
i = 1, 2, 3, the vector xi := [xi,1 xi,2]T and yi are the
state vector and the output from the input ui.
The objective function was S(a) =
∑N
i=1(y(ti) −
yˆ(ti, a))T (y(ti)− yˆ(ti, a)) where, for i = 1, 2, . . . , N , y(ti)
is the measurement of the output vector at time ti and yˆ(ti, a)
is the output of system (3) with the parameter vector a.
With the objective function S(a), the Levenberg-Marquardt
method was used to determine an estimate of a which was
denoted as aˆ := [aˆ1 aˆ2 . . . aˆ5]T (see, e.g. [13], [14]).
For each subject, we assumed that the errors in
the measurements for all the experiments were statisti-
cally independent and Gaussian distributed with a con-
stant variance σ2e . Based on a linear approximate method
(see e.g. [14]), an approximate 100(1 − α)% indepen-
dent confidence interval for each estimate was given by
(aˆi − δai, aˆi + δai), for i = 1, 2, . . . , 5, with δai =√
p
Nm−pS(aˆ)Fα(p,Nm− p)[A−1]i,i, where Fα(p,Nm −
p) denotes the upper α quantile for Fishers F-distribution
with p and Nm − p degrees of freedom and the scalar
[A−1]i,i is the (i, i) diagonal element of the inverse matrix
A that is defined as A :=
∑N
i=1G
T (ti)CTCG(ti), G(ti) :=
∂f/∂a|a=aˆ,t=ti . In this study, N = 2100, m = 3 and p = 5.
We then checked the adequacy of the model. First, for each
subject, the variance of the errors in the measurements σ2e
was estimated by using the maximum value of the standard
derivations of the heart rate during the resting periods in
the three different experiments. The estimated value of σ2e
was denoted as σˆ2e . If S(aˆ)/(σˆ
2
e(Nm − p)) > Fα(Nm −
p, q = 180), it would imply that the model was not adequate
(see [13]). An α level of 0.05 was used for obtaining
the confidence intervals of parameter estimates and for all
significance tests.
IV. RESULTS
Table II summaries the means and the standard deviations
of the subjects’ resting heart rate before each exercise
session. The table also shows the estimated variances of the
measurement error for the individual subject, and the test
statistics for the model adequacy test are listed on the last
column. All the test statistics are less than the critical value,
indicating that the model is adequate for the experimental
data recorded from all the subjects. Table III summaries
the estimated parameters. The simulated heart rate responses
with the proposed model for all the subjects are shown in








1 78.7 77.5 74.8 12.3 1.1
(3.5) (3.0) (3.4)
2 61.9 60.3 57.6 17.1 1.0
(3.9) (3.3) (4.13)
3 73.4 76.9 67.0 17.6 1.1
(3.2) (2.9) (4.2)
4 85.1 80.8 76.5 26.0 0.8
(4.1) (5.1) (4.3)
5 78.7 75.7 76.8 28.1 0.7
(2.8) (3.3) (5.3)
TABLE II




FOR 5 DIFFERENT SUBJECTS.
Parameter estimates
(Confidence intervals, δa)
Subject a1 a2 a3 a4 a5
1 2.103 1.964 1.717 0.028 0.038
(0.131) (0.114) (0.556) (0.006) (0.005)
2 1.844 2.747 5.263 0.099 0.068
(0.116) (0.152) (0.048) (0.008) (0.009)
3 1.833 1.688 4.686 0.057 0.065
(0.168) (0.139) (0.082) (0.007) (0.010)
4 1.804 1.212 4.469 0.210 0.164
(0.282) (0.150) (0.114) (0.025) (0.048)
5 2.592 2.109 4.684 0.074 0.032
(0.299) (0.226) (0.112) (0.030) (0.013)
TABLE III
ESTIMATED PARAMETER VALUES FOR 5 DIFFERENT SUBJECTS.
V. CONCLUDING REMARKS AND DISCUSSIONS
In this study, a dynamic model describing the heart rate
response to the treadmill walking exercise was proposed. The























Fig. 1. Heart rate responses of Subject 1: actual responses (dots), simulated
responses (solid lines)























Fig. 2. Heart rate responses of Subject 2: actual responses (dots), simulated
responses (solid lines)
simulation results of the model were found to be consistent
with the experimental data. Also, the structure of the model
could be explained from a physiological point of view.
The proposed model is a feedback interconnected system.
It contains a fast-response subsystem in the forward path
that can be used to describe the neural response. Whereas,
the feedback subsystem can be utilised to describe the slow
peripheral local response. Therefore, the model would be
useful in describing the heart rate response due to both the
neural and the local responses to exercise.
A limitation of the proposed model is that it cannot
describe the switching effects between vagal and sympathetic
activities during and after exercise. For example, when a
person performing a high intensity exercise, the increase
in heart rate is due to both the parasympathetic and the
sympathetic effects. However, the parasympathetic effect can
only drive the heart rate up to a certain point. As shown
in reference [6], the increase of heart rate above ≈100
beats/min is mainly controlled by the sympathetic activities.
It has also been observed that the response times for the
parasympathetic and the sympathetic activities are different,
e.g. the rate of heart rate increase is much faster in vagal
withdrawal than that of sympathetic activation (see e.g. [6]).
Therefore, in order to model the above-mentioned behaviour
properly, the parameter a1 should depend on the state x1(t).























Fig. 3. Heart rate responses of Subject 3: actual responses (dots), simulated
responses (solid lines)























Fig. 4. Heart rate responses of Subject 4: actual responses (dots), simulated
responses (solid lines)
The value of a1 should decrease when the current heart rate
x1 is beyond a certain threshold. The drop in a1 is due to
the switching of the effects from the vagal withdrawal to
the sympathetic activation. One remedy to this issue is to
consider combining the proposed model with the one in the
reference [5].
Nevertheless, there is a great advantage in expressing the
heart rate response in the form of the proposed system (1).
It is not complicated from the control application point
of view. Since system (1) can be written as an uncertain
linear control system with an input nonlinearity, techniques
like robust Kalman filter [15] and robust H∞ control [16],
[17] can be applied for the estimation and control of the
system, respectively. More details on the implementation of
control and regulation of heart rate can be found in the
reference [12].
Since the models were identified by using the heart rate
responses to step inputs, it would be important to validate the
models by predicting and comparing the heart rate responses
to different exercising conditions. This is being carried out
in the current research.
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Fig. 5. Heart rate responses of Subject 5: actual responses (dots), simulated
responses (solid lines)
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