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Abstract: Computer models are commonly used to represent a wide range of real systems,
but they often involve some unknown parameters. Estimating the parameters by collect-
ing physical data becomes essential in many scientific fields, ranging from engineering
to biology. However, most of the existing methods are developed under the assumption
that the physical data contains homoscedastic measurement errors. Motivated by an ex-
periment of plant relative growth rates where replicates are available, we propose a new
calibration method for inexact computer models with heteroscedastic measurement errors.
Asymptotic properties of the parameter estimators are derived, and a goodness-of-fit test
is developed to detect the presence of heteroscedasticity. Numerical examples and em-
pirical studies demonstrate that the proposed method not only yields accurate parameter
estimation, but it also provides accurate predictions for physical data in the presence of
both heteroscedasticity and model misspecification.
Key words and phrases: Gaussian process, input-dependent noise, plant biology, replica-
tion, uncertainty quantification.
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21. Introduction
Computer models, which use mathematical representations to simulate real sys-
tems, have been widely adopted to understand a real-world feature, phenomenon
or event. The applications of computer models range from economics to the
physical and biological sciences. For instance, high-fidelity computer simula-
tions are conducted in Mak et al. (2018) to study turbulent flows in a swirl in-
jector, which are used in a wide variety of engineering applications such as the
design of contemporary liquid rocket engines. A computer model often contains
some unknown parameters that represent certain inherent attributes of the un-
derlying systems but cannot be directly controlled or measurable in its physical
experiment, which are called calibration parameters in the literature (Santner
et al., 2018). When its physical experiment is available, these parameters are
used to calibrate the computer model such that the model simulations agree
with characteristics observed in the physical experiment. This process is called
calibration, and it is of great importance for computer modelers because it not
only improves the model prediction, but the estimated value of the calibration
parameters also provides some scientific insight which can help modelers better
understand the system. For example, the parameters in the cell adhesion study
of Sung et al. (2020) include kinetic rates and their estimated values provide the
information of molecular interactions in the biological system.
3This paper is motivated by the preponderance of computer models used to
interpret biological data in plant biology. For example, the underlying biochem-
istry facilitating carbon fixation by plants can be determined by calibrating a
computer model with rates of photosynthesis measured as a function of light in-
tensity or carbon dioxide concentration (Sharkey et al., 2007; von Caemmerer,
2013). Computer models are also used to quantify plant metabolic fluxes (Ma
et al., 2014). Oftentimes gathering and interpreting data from plant science ex-
periments face the same challenges when used in calibration approaches: (1)
models are inexact or imperfect due to simplifications or incomplete understand-
ing of the system, and (2) data contain heteroscedastic variance due to limitations
in measurement approaches and variability in plant development. A real prob-
lem in plant biology involving inexact models and heteroscedastic errors will be
illustrated in Section 1.1. Apart from plant biology, many problems in astron-
omy also face these two challenges. See, for example, Long (2017) where a
sinusoidal model is used to estimate the period of a single periodic variable star
but cannot perfectly represent the light curve shape. In these problems, weighted
least-squares (WLS) estimators are typically used to estimate the calibration pa-
rameters. The WLS estimators, however, can be shown to be generally inconsis-
tent when the computer model is inexact and the error is input-dependent. The
details will be given in Section 2.
4In this paper, we aim to develop a new calibration framework for inexact
computer models with replicated experiments potentially having input-dependent
errors, in which we will (i) study how to estimate calibration parameters and
make predictions with model uncertainty in the face of heteroscedasticity; (ii)
study the asymptotic properties of the estimators; (iii) develop a goodness-of-fit
test to detect the presence of heteroscedasticity. Although there has been much
work on calibration problems for inexact computer models in the statistics liter-
ature (e.g., Kennedy and O’Hagan (2001); Tuo and Wu (2015); Plumlee (2017);
Higdon et al. (2008)), these methods are developed under a homoscedastic as-
sumption, which may in turn lead to faulty inferences in the presence of het-
eroscedasticity. On the other hand, recent study by Long (2017) proposes an
adaptive estimator which accounts for heteroscedasticity and has lower asymp-
totic variance than ordinary least-square and WLS estimators. This method,
however, is limited to a linear computer model and requires the assumption that
the variances are independent of input variables. Some techniques for address-
ing heteroscedasticity, such as Binois et al. (2018) and Ankenman et al. (2010),
could be used for the calibration problem, but the asymptotic properties of esti-
mators have not been systematically studied.
The remainder of this paper is organized as follows. To motivate the follow-
ing developments, a real problem arising from plant biology is first illustrated in
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Section 1.1 to establish a more complete background of the problems addressed
herein. In Section 2, a heteroscedastic model is introduced, and the estimation
procedure for the calibration parameters and the hyperparameters in the model is
developed. Asymptotic properties of the parameter estimators and goodness-of-
fit of the heteroscedastic model are presented in Section 3. Synthetic examples
are illustrated in Section 4. The proposed framework is applied to the case study
of plant relative growth rates in Section 5. Concluding remarks are given in Sec-
tion 6. Estimation details, mathematical proofs, supporting figures, an R (R Core
Team, 2018) package, and the R (R Core Team, 2018) code for implementation
are provided in Supplementary Materials.
1.1 Illustrative Example
Plant relative growth rate (Blackman, 1919; Hunt, 1982a,b) plays an important
role to study the performance of plant productivity as related to environmental
stress and disturbance regimes. To calculate the relative growth rate of plants,
a relatively simple, yet mechanistically accurate, computer model is commonly
used. This model expresses plant biomass after x days, S(x), in the form of an
equation:
dS(x)
dx
= θS(x), (1.1)
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where θ is a constant and defined as the relative growth rate. This differential
equation has the solution S(x) = S(0) exp(θx). In this study the initial plant
biomass is set S(0) = 1. The experimental data are observations from plant
growth experiments, where the plant biomass is quantified by imaging the pho-
tosynthetically active areas of the tissues using a camera system that measured
fluorescence emitted from photosynthetically active tissues (Murchie and Law-
son, 2013). To account for technical and biological variation, multiple replicates
are conducted in the experiment.
Figure 1 shows the the photosynthetically active areas of the plant group
plgg (more details of which will be given in Section 5) over the three week
period, along with the WLS estimates as the blue dashed line. First, it can be
seen that the variations of the replicates appear to be different across these three
weeks. In particular, the variances appear to be larger after day 6. Secondly, the
computer model appears to be misspecified. In particular, we would expect that
the model output is close to the averaged observation if the model is correct, but
this model seems to underestimate the growth in the early stage and overestimate
in the latter stage. This model misspecification could result from simplifications
or misunderstanding of the system. Therefore, statistical correction of model
predictions is in need which will be developed in the following sections.
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Figure 1: Experimental observations of the plant group plgg under high CO2,
where the open circles are replicates with the averaged observation in filled cir-
cles at each input location, and the blue dashed line is the computer model with
the weighted least-squares estimate.
2. Heteroscedastic Modeling for Calibration Problems under Replication
Suppose that N observations are collected from the physical experiments, de-
noted by y1, . . . , yN , and their corresponding inputs are x1, . . . , xN , where xi ∈
χ ⊆ Rd. In the case of replication, we further denote x¯i, i = 1, . . . , n as the n
unique input locations, where n < N , and y(j)i as the j-th output out of ai ≥ 1
replicates at the unique location x¯i, and denote its sample mean,
∑ai
j=1 y
(j)
i /ai,
as y¯i. Furthermore, denote f(x, θ) as the computer model which is a function of
the input x ∈ χ ⊆ Rd and the calibration parameter θ ∈ Θ where Θ is a compact
subset of Rq. Here we focus on a deterministic computer model and assume the
8computer model is known or cheap to evaluate at any input. The generalization
to expensive computer models will be discussed in Section 2.2. Then, the cali-
bration problem for inexact computer models with heteroscedastic errors can be
represented as follows,
y(xi) = ζ(xi) + i, i = 1, . . . , N, (2.2)
where
ζ(xi) = f(xi, θ) + bθ(xi), (2.3)
and i is the measurement or some stochastic error from the real system and in-
dependently and identically follows an normal distribution with zero mean and
variance V[i] = r(xi). The function ζ(·) is the true process of the real sys-
tem, and the function bθ(·) in (2.3) is the discrepancy (or bias) between the true
process and the computer model. The inclusion of the discrepancy term in the
model is necessary because the computer models are often considered inexact
or imperfect, meaning that even with an optimal calibration parameter, the com-
puter model does not perfectly match the true process, which is referred to as
model uncertainty in the literature (Kennedy and O’Hagan, 2001). Note that
the dependence of bθ(·) on θ is often suppressed in the literature, but it is in-
cluded here for clarity. It is also worth noting that when r(xi) is assumed to be
constant, this model is a special case of Kennedy and O’Hagan (2001). When
9f(x, θ) is a constant mean or a linear function and bθ(·) follows a Gaussian pro-
cess model that is independent of θ, the heteroscedastic model is closely related
to the models of Ankenman et al. (2010) and Binois et al. (2018), where their
primary objective is to emulate stochastic simulations, whereas our focus here
is on estimation and inference of the calibration parameters as well as statistical
correction of model predictions.
The inexact computer models were first discussed by Kennedy and O’Hagan
(2001) which model the model discrepancy as a Gaussian process (GP) model,
and this method has been widely used in many applications (e.g., Higdon et al.
(2004, 2008); Wang et al. (2009); Han et al. (2009)). Following the idea of
Kennedy and O’Hagan (2001), we assume that the distribution of bθ(·) is rep-
resented by a GP with zero mean and a positive-definite covariance function c,
so that bθ(x1), . . . , bθ(xN) is a multivariate normal distribution with zero mean
and covariance matrix (c(xi, xj))1≤i≤j≤N . A scale ν > 0 is commonly separated
from a kernel function, c(xi, xj) = νk(xi, xj;ϕ), where ϕ are hyperparameters
of the kernel. The dependency of ϕ will be suppressed in the rest of the paper
for notational simplicity. Typical choices of the kernel function are Gaussian
or Mate´rn kernels which are independent of θ. However, recent studies (e.g.,
Gramacy et al. (2015); Tuo and Wu (2015, 2016); Plumlee (2017)) indicate that
these choices of kernel functions may lead to unreasonable calibration parame-
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ter estimation due to unidentifiability of the calibration parameters. Therefore, in
this paper, we consider an orthogonal kernel function (Plumlee, 2017) to avoid
the identifiability issue, which will be introduced in Section 2.2.
Thus, given the noise function r(x), the observations YN = (y1, . . . , yN)
follow a multivariate normal distribution,
YN ∼ N (f(θ), ν(KN + ΛN)),
where f(θ) = (f(x1, θ), . . . , f(xN , θ))T , KN is an N × N matrix with ij ele-
ments k(xi, xj), and ΛN is an N × N diagonal matrix with diagonal elements
λ1, . . . , λN , where λi = r(xi)/ν. Based on the properties of conditional mul-
tivariate normal distributions, the predictive distribution of y(x) at a new input
setting x, y(x)|YN , is a normal distribution, N (µ(x), σ2(x)), where
µ(x) = f(x, θ) + k(x)T (KN + ΛN)
−1(YN − f(θ))
and
σ2(x) = νk(x, x) + r(x)− νk(x)T (KN + ΛN)−1k(x), (2.4)
where k(x) = (k(x, x1), . . . , k(x, xN))T .
The main difference of the model from the others in the literature lies in the
the heteroscedastic error i whose variance r(x) is non-constant, while typical
homoscedastic cases consider a constant variance, r(xi) = τ 2. This assump-
tion makes the calibration problem more challenging, because the noise function
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r(x) is unknown which needs to be estimated. A straightforward and sensible
estimate is the sample variance of the replicates at each unique location, that is,
rˆ(x¯i) =
∑ai
j=1(y
(j)
i − y¯i)2/(ai − 1). For instance, WLS estimation method is
commonly used in practice for calibration problems with heteroscedastic errors,
which minimizes the weighted least-squares,
θˆWLS = arg min
θ∈Θ
n∑
i=1
(y¯i − f(x¯i, θ))2
r(x¯i)
, (2.5)
where r(x¯i) is typically estimated by rˆ(x¯i). Practical examples include An-
toniewicz et al. (2006) and Ma et al. (2014) which estimate the calibration pa-
rameters θ (or metabolic flux in their context) by minimizing the weighted least-
squares. The estimate rˆ(x¯i) was also used in Ankenman et al. (2010) where they
fit a GP model on the pairs (x¯i, rˆ(x¯i)). This estimate, however, often requires
a minimal number of replicates. For example, Ankenman et al. (2010) recom-
mends ai ≥ 10 replicates for fitting a stochastic GP while Wang and Haaland
(2019) recommends ai ≥ 5. This is impractical in many applications because
physical data from a real system is often time-consuming or too costly to col-
lect. In addition, the predictive variance (2.4) still requires the value of r(x)
at the new input setting x but physical data at this input setting is not directly
available for estimation. To this end, we employ the latent log-variance GP pro-
posed by Binois et al. (2018) to model the noise function r(·), which does not
require a minimal number of the replicates and is computationally efficient under
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replication. This model will be briefly reviewed in the next subsection.
As a matter of fact, even when r(x¯i) is known, it can be shown that the WLS
estimator θˆWLS is generally inconsistent when the computer model is inexact.
A theorem that shows the result is given below, and its proof is provided in
Supplementary Material S2.1. Suppose xi ∼ FX independent across i. We first
define the true parameter as
θ∗ = arg min
θ∈Θ
E[(ζ(X)− f(X, θ))2], (2.6)
which is the parameter of the best fitting least squares. The definition is a simple
extension of Long (2017) where he considered f as a linear function so θ∗ is the
slope of the best fitting least squares line. When X is uniformly distributed, the
definition is equivalent to the L2-calibration parameter in Tuo and Wu (2015),
Tuo and Wu (2016), and Wong et al. (2017), where they define the true parameter
as the L2 distance projection of θ. That is,
θ∗L2 = arg minθ∈Θ
‖ζ(·)− f(·, θ)‖2L2(χ), (2.7)
where ‖g‖L2(χ) =
(∫
χ
g(x)2dx
)1/2
.
Theorem 1. Assume 0 < r(x) <∞ for any x ∈ χ. Let
θ′ = arg min
θ∈Θ
E
[
(ζ(X)− f(X, θ))2
r(X)
]
.
and assume it has a unique solution. Then, θˆWLS converges almost surely to θ′.
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The theorem implies that when r(x) is non-constant, or equivalently, r(x) is
input-dependent, θˆWLS is generally inconsistent with the true parameter θ∗.
2.1 Latent Variable Process for Modeling r(·)
Since r(·) = νλ(·), we instead model λ(·) and r(·) can then be obtained by mul-
tiplying the scale ν. Denote Λn = (λ(x¯1), . . . , λ(x¯n)) and An = diag(a1, . . . , an).
Similar to Goldberg et al. (1998) which suggests a GP prior for log λ(·), Binois
et al. (2018) models log λ1, . . . , log λn as derived quantities obtained via the pre-
dictive mean of a regularizing GP on new latent variables, δ1, . . . , δn:
log Λn = K(g)
(
K(g) + gA
−1)−1 ∆n,
where ∆n = diag(δ1, . . . , δn), K(g) =
(
k(g)(x¯i, x¯j)
)
1≤i,j≤n is the kernel ma-
trix whose nugget is g, and ∆n ∼ N (0, ν(g)(K(g) + gA−1n )). k(g) is a kernel
function of this noise process, and it contains some hyperparameters which are
denoted by φ. Typical kernels such as Gaussian or Mate´rn kernels can be used
here. The latent variable ∆n are unknown and treated as additional parameters,
which will be estimated in Section 2.3 along with φ and nugget g. The pre-
dictive value of log λ(x) at an new input x can then be obtained by log λ(x) =
k(g)(x)
T
(
K(g) + gA
−1
n
)−1
∆n, where k(g)(x) = (k(g)(x, x¯1), . . . , k(g)(x, x¯n))T .
We refer more details of the latent log-variance GP to Binois et al. (2018).
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2.2 Orthogonal Gaussian Process for Modeling bθ(·)
Although the GP modeling of Kennedy and O’Hagan (2001) (referred to as KO
in the rest of the paper) for bθ(·) has been widely used, recent studies have raised
concerns about its identifiability issue of the calibration parameters (Loeppky
et al., 2006; Bayarri et al., 2007a,b; Han et al., 2009; Gramacy et al., 2015; Tuo
and Wu, 2015, 2016; Plumlee, 2017; Wong et al., 2017). In particular, Tuo and
Wu (2016) point out that the KO estimator is asymptotically inconsistent when
the true parameter is defined as (2.7). Plumlee (2017) further points out that the
GP modeling of the bias bθ(·) should depend on θ, but the one in KO does not.
Therefore, Plumlee (2017) accounts for the definition of (2.6) and provides an
alternative GP modeling by orthogonalizing the model bias to avoid mixing the
GP and the definition of the parameter. The idea is to create an alternative kernel
function of the GP based on the orthogonality condition,
∫
χ
∂
∂θ
f(ξ, θ)bθ(ξ)dFX(ξ),
which he shows is a necessary condition to minimize the least squares in (2.6).
We briefly introduce the orthogonal GP as follows.
Suppose that k0(·, ·) is any valid kernel function on χ×χ and is independent
of θ, such as Gaussian or Mate´rn kernels. Under the definition of (2.6), Plumlee
2.2 Orthogonal Gaussian Process for Modeling bθ(·)15
(2017) suggests a GP on the bias with the orthogonal kernel function,
k(xi, xj) = k0(xi, xj)− hθ(xi)TH−1θ hθ(xj), (2.8)
where
hθ(x) =
∫
χ
∂
∂θ
f(ξ, θ)k0(x, ξ)dFX(ξ)
and
Hθ =
∫
χ
∫
χ
∂
∂θ
f(ξ1, θ)
(
∂
∂θ
f(ξ2, θ)
)T
k0(ξ1, ξ2)dFX(ξ1)dFX(ξ2).
Note that the orthogonal kernel function k(·, ·) is dependent of θ but here it is
suppressed for notational simplicity.
In practice, there are two major difficulties to evaluate k(·, ·). The first is the
integrals in hθ and Hθ which are often difficult to solve. This can be addressed
by using the stochastic average approximation, such as Monte Carlo integration
(Caflisch, 1998). For example, one can draw m samples, ξ1, . . . , ξm, from FX ,
and then approximate hθ(x) by
hθ(x) ≈ 1
m
m∑
i=1
∂
∂θ
f(ξi, θ)k0(x, ξi).
Second, k(·, ·) requires the evaluations of the computer model, f(x, θ), and its
gradient, ∂f(x, θ)/∂θ, at any input pair (x, θ) ∈ χ × Θ, but they are not gener-
ally obtainable, because computer simulations can be computationally demand-
ing (e.g., the high-fidelity simulation in Mak et al. (2018)). A common approach
2.3 Parameter Estimation16
is to run a computer experiment with various inputs and build an cheaper emu-
lator for the actual computer simulations, for which GP modeling is often used
(Sacks et al., 1989; Santner et al., 2018). Thus, the predictive distribution of the
emulator can be taken as a fixed probabilistic definition of f(·, ·), and hence the
definition of orthogonal kernel function is modified accordingly. We refer more
details to Plumlee (2017).
2.3 Parameter Estimation
The estimation procedure for the model parameters herein is based on maximum
likelihood estimation. This procedure is developed along the lines described
in Binois et al. (2018), which develop computationally efficient inference and
prediction for a heteroscedastic GP when replication is present. The model pa-
rameters include the calibration parameters θ, the hyperparameters of the two
GPs, ϕ,φ, g, and the latent variables δ1, . . . , δn. Conditional on the parame-
ters θ,ϕ,φ, g, δ1, . . . , δn, the scales ν and ν(g) both have plug-in MLEs: νˆ =
N−1 (YN − f(θ))T (KN + ΛN)−1 (YN − f(θ)) and νˆ(g) = n−1∆Tn
(
K(g) + gA
−1
n
)−1
∆n.
The log-likelihood conditional on νˆ and νˆ(g) is then
logL =− N
2
log 2pi − N
2
log νˆ − 1
2
log |KN + ΛN | − N
2
− n
2
log 2pi − n
2
log νˆ(g) − 1
2
log |K(g) + gA−1n | −
n
2
, (2.9)
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where the top line above is the mean-field component and the bottom line is the
variance-field component. While optimizing the log-likelihood can be compu-
tationally demanding when N is large, because the inverse and determinant of
KN + ΛN requires O(N3) computations, the computation complexity can be
efficiently reduced from O(N3) to O(n3 + N) by using the Woodbury identity
(Harville, 1998), which essentially only depends on the number of the unique
input locations. We leave the details to Supplementary Material S1. The pa-
rameters can then be efficiently estimated by maximizing the log-likelihood via
an optimization algorithm. Following the idea of Binois et al. (2018), since the
gradient of the log-likelihood is available in a closed form, which is provided in
Supplementary Material S1, we use a Newton-like optimization method to max-
imize the log-likelihood. An R package for the estimation procedure is available
in the supplementary materials, which is via modifications to the source code of
R package hetGP (Binois and Gramacy, 2019). In particular, the optimization
is done by the optim library with method="L-BFGS-B", which performs a
quasi-Newton optimization method of Byrd et al. (1995). When the gradient,
∂f(x, θ)/∂θ, in the orthogonal function of (2.8) is not available, the function
gradient in the R package rootSolve (Soetaert, 2009) is used to approxi-
mate the gradient.
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3. Inference and Goodness-of-fit
In this section, we first study the asymptotic properties for the maximum like-
lihood estimators obtained in Section 2.3, which are important for calibration
problems as the inference of the calibration parameter is of great interest. Then,
a goodness-of-fit statistic is introduced to detect the presence of heteroscedastic-
ity. These theoretical results will be applied to the case study in Section 5.
3.1 Asymptotic Properties
Denote all the model parameters as ω = (θ,ψ, ν,φ, g, ν(g), δ1, . . . , δn) and their
estimators as ωˆN . Asymptotic results are presented here to show that ωˆN is
asymptotically normally distributed as N becomes sufficiently large. The regu-
larity conditions and proofs are given in Supplementary Material S2.2.
Theorem 2. Under the regularity conditions in Supplementary Material S2.2,
the maximum likelihood estimators ωˆN are asymptotically consistent and normal
as N →∞,
BN(ω)
1/2(ωˆN − ω) d−→ N (0, Im),
where Im is the m×m identity matrix, m is the size of the vector ω, and BN(ω)
is the information matrix whose closed-form expression is provided in Supple-
mentary Material S2.2.
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Hence, by the theorem, an approximate (1 − α) × 100% confidence region
of θ can be constructed as
{
θ ∈ Θ ⊆ Rq| (UωˆN − θ)T
(
UBN(ωˆN)
−1UT
)−1
(UωˆN − θ) ≤ χ2q,1−α
}
,
where U is a q ×m matrix composed of the first through the q-th row of the m-
dimensional identity matrix, and χ2q,1−α is the (1− α)-quantile of a chi-squared
distribution with q degrees of freedom.
3.2 Goodness of Fit: Heteroskedasticity Test
As the main assumption of the proposed model is the heteroskedastic assump-
tion, it is essential to develop a hypothesis test to detect the presence of het-
eroskedasticity. There are a variety of test procedures proposed in the literature
to detect heteroskedasticity. See, for example, Hildreth and Houck (1968); Har-
vey (1976); Godfrey (1978); Koenker and Bassett Jr (1982); Newey and Powell
(1987). However, these procedures are developed under the assumption that the
specification of the regression function, or the computer model in our context, is
correct. These test procedures may falsely indicate the presence of heteroskedas-
ticity if the computer model is incorrect. One exception is the heteroscedastic
test of Lee (1992), which is robust to the regression function misspecification.
This test, however, is limited to detect a linear specification of measurement
errors.
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Given the model proposed herein, we can provide a more flexible heteroscedas-
tic test for an inexact computer model. In particular, in the proposed model we
have r(x) = νλ(x) and log λ(x) = k(g)(x)T
(
K(g) + gA
−1
n
)−1
∆n. Then, un-
der homoscedasticity, the variance function r(x) is constant over x, which im-
plies that all of the latent variables, δ1, . . . , δn, are equal to zero simultaneously.
Therefore, a testable hypothesis to detect heteroskedasticity is
H0 : δ1 = · · · = δn = 0 v.s. H1 : at least one δi is non-zero.
Based on the asymptotic results of Theorem 2, a test statistic for the null hypoth-
esis is given in the next theorem. The proof can be done by Slutsky’s theorem.
Theorem 3. Under the regularity conditions in Theorem 2, the heteroscedastic
test statistic
(HωˆN)
T (HBN(ω)−1HT )−1 (HωˆN) d−→ χ2n
for N sufficiently large under the null hypothesis, where H is an n ×m matrix
composed of the last n rows of the m-dimensional identity matrix.
In a finite sample application, BN(ω) can be estimated by BN(ωˆN), which
can be shown to be consistent under the regularity conditions.
21
4. Numerical Study
In this section, numerical experiments are conducted to examine the calibration
performance of the proposed method, including one computer model with one
calibration parameter and one computer model with three calibration parameters.
In the implementation of the proposed method, Mate´rn kernels are chosen for
k(g), which have the form
k(g)(x, y) =
(
1 +
√
5
φ
‖x− y‖+ 5
3φ2
‖x− y‖2
)
exp
(
−
√
5
φ
‖x− y‖
)
,
and the Mate´rn kernels with hyperparameter ϕ are chosen for k0 in (2.8) to
derive the orthogonal kernel k.
4.1 Example with One Calibration Parameter
We consider an example adapted from Tuo and Wu (2015). Assume that the in-
put x is uniformly distributed on [0, 2pi], the true process is ζ(x) = exp(x/10) sinx,
and the observations are given by yi = ζ(xi) + i, where i is independently nor-
mally distribution with zero mean and the variance r(xi) = (0.01 + 0.2(xi −
pi)2)2. Suppose that the computer output is given by the function f(x, θ) =
ζ(x) − √θ2 − θ + 1(sin θx + cos θx). There does not exist a real number θ
such that f(·, θ) = ζ(·) because√θ2 − θ + 1(sin θx+ cos θx) is always positive
for any θ. Thus, this computer model is inexact because even with the optimal
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setting θ∗, there still exists discrepancy between f(·, θ∗) and ζ(·). The true pa-
rameter in (2.6) can be calculated by minimizing the L2 distance as in (2.7) since
x is assumed to be uniformly distributed, which gives θ∗ ≈ −0.1789.
In this numerical study, eight unique input locations are selected with equal
space in [0, 2pi], and 5 replicates are generated at each unique location, that is,
a1 = . . . = a8 = 5. Figure 2 demonstrates the simulated data, in which three dif-
ferent methods are performed, which are: (left) the WLS estimator; (middle) the
homoscedastic modeling, which is the frequentist version of the KO approach;
(right) our proposed method. The calibration parameter estimates are -0.2784,
0.2674, and -0.1727, respectively. In this example, our proposed method pro-
vides a more accurate parameter estimate (the true parameter is θ∗ ≈ −0.1789),
which also can be seen from the upper panels, where the computer model with
the estimate is closer to the true process than other two methods in the sense of
L2 distances. Figure 2 also shows that the WLS yields inaccurate predictions for
physical data, and the KO approach suggests unreasonably wide prediction in-
tervals due to the constant variance assumption. On the other hand, the proposed
method not only provides a more accurate parameter estimate, but it also pro-
vides more accurate predictions as well as more reasonable prediction intervals
by recovering the variance process.
We conduct the simulation 100 times to examine the performance of our
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proposed method (labeled HetOGP), in comparison with the weighted least-
squares (labeled WLS), homoscedastic modeling with a Mate´rn kernel (labeled
HomGP), which is the frequentist version of KO approach, homoscedastic mod-
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Figure 2: Illustration of three methods: (left) WLS; (middle) KO; (right) the
proposed method. Upper panels represent the replicates as open circles with the
averaged observation y¯i in filled circles at each unique input location, the true
process as a black dashed line, the computer model f(·, θˆ) as a blue dashed line,
and the prediction mean curve as a red solid line, with 95% prediction intervals
in green dotted lines. Lower panels represent the sample variance rˆ(x¯i) as black
points, the true variance process as a dashed line, and the fitted variance process
as a red solid line.
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eling with an orthogonal kernel (labeled HomOGP), which is the frequentist
version of the calibration approach in Plumlee (2017), and heteroscedastic mod-
eling with a Mate´rn kernel (labeled HetGP), which is close to the model in
Binois et al. (2018). Three main metrics are used for the comparison: (i) esti-
mation bias, θˆ − θ∗; (ii) root mean squared errors (RMSEs) based on 101 test
equal-spaced locations in [0, 1],
(∑101
i=1(ζ(xi)− yˆ(xi))2/101
)1/2
, where yˆ(x) is
the prediction mean for the input x; (iii) predictive score, which is a scoring rule
provided by Equation (27) of Gneiting and Raftery (2007) that combines pre-
diction means and variances. Since the true distribution of yi is known in the
simulation setting, the predictive score has the form as follows,
− 1
100
100∑
i=1
(
ζ(xi)− yˆ(xi)
σˆ2(xi)
)2
− r(xi)
σˆ2(xi)
− log σˆ2(xi),
where σˆ2(x) is the prediction variance for the input x.
Figure 3 shows the results for the five methods based on the 100 simula-
tions. The predictive score of WLS is not available because the prediction vari-
ances at unobserved input locations are not available for the WLS. First, from
the left panel, it can be seen that our proposed method (HetOGP) outperforms
the other methods in terms of calibration parameter estimation. The estimates
of WLS are very biased when the computer model is inexact, which is con-
sistent with the result in Theorem 1. HomOGP gives relatively unbiased esti-
mates, but the variation of the estimates is larger than HetOGP. From the middle
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Figure 3: The comparison of estimation and prediction performance. The left
panel represents the estimation bias of the calibration parameter, with the red
horizontal line indicating zero bias. The middle panel shows their root mean
squared errors, and the right panel represents their predictive scores.
and right panels, it shows that heteroscedastic modeling-based methods (HetGP
and HetOGP) are better than WLS and homoscedastic modeling-based meth-
ods (HomGP and HomOGP) in terms of prediction performation. The reason
of the poor predictive scores of HomGP and HomOGP is that, as shown in
Figure 2, the homoscedastic modeling yields unreasonable wide prediction in-
tervals when heteroscedasticity is present. HetGP results in superior prediction
accuracy and prediction scores, but the estimates are quite off from the true pa-
rameter. On the other hand, our proposed method (HetOGP), which models the
discrepancy function using an orthogonal GP to avoid the identifiability issue,
provides more accurate parameter estimates. We also construct the 95% con-
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fidence intervals for the calibration parameter based on the result of Theorem
2, and 92 out of the 100 simulations cover the true parameter, which is close
to the nominal coverage 95%. In terms of computational cost, all the methods
here are implemented within 3 seconds, on a laptop with 2.6 GHz CPU and 16
GB of RAM. Based on the estimation and prediction results, it suggests that our
proposed method is more appropriate for the calibration problem in the face of
heteroscedasticity and inexact computer models, which provides more accurate
parameter estimates along with high prediction accuracy and prediction scores.
4.2 Example with Three Calibration Parameters
In this subsection, we consider a calibration problem where two input variables
and three calibration parameters are involved in a computer model. This exam-
ple is adapted from Plumlee (2017). Assume that the input x ∈ R2 is uniformly
distributed on [0, 1]2, the true process is ζ(x) = 4x1 +x1 sin(5x2), and the obser-
vations are given by yi = ζ(xi)+i, where i is independently normally distribu-
tion with zero mean and the variance r(xi) = 0.01 exp(−10 sin(x1pi) cos(x2pi)).
Suppose that the computer output is given by the function f(x, θ) = θ1 + θ2x1 +
θ3x2, where θ = (θ1, θ2, θ3) ∈ Θ = [0, 1]3. By minimizing the L2 distance as in
(2.7), we have θ∗ ≈ (0.50, 4.14,−1.00).
Similar to the previous subsection, we conduct the simulation 100 times,
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where each simulation uses a two-dimensional Latin Hypercube sample (LHS,
McKay et al. (1979)) of size 30 on the unit cube for designing the input x. In
this study we consider three different numbers of replicates, {2, 5, 10}, for each
unique input setting x, leading to N ∈ {60, 150, 300}. The estimation results
are summarized in Figure S1, which shows the boxplots of estimation bias ar-
ranged by numbers of replicates (three groups of five from left to right) for each
calibration parameter. The results show that the proposed method (HetOGP)
provides more accurate estimates than other four methods for each of the three
calibration parameters. HomGP and HomOGP provides relatively unbiased es-
timates, but the estimate variances are much larger than HetOGP. The estimates
of the proposed method are more accurate with lower variance by the increase
of the replicates, which agrees with the asymptotic result in Theorem 2.
5. Case Study: Estimation of Plant Growth Rate
5.1 Plant Growth Experiment
In this experiment, the growth of three groups of plants grown under two dif-
ferent carbon dioxide concentrations was analyzed over a three-week period.
The plant species was Arabidopsis thaliana, a common experimental plant that
is easily manipulated genetically and grows along a flat plane, making growth
analysis by overhead imaging of chlorophyll fluorescence possible.
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The three groups of plants differ by the presence or absence of certain genes
involved in photorespiration. The different plant groups tested lacked distinct
steps involved in photorespiration, either a critical enzymatic interconversion
step (glyk) (Boldt et al., 2005), or a transporter (plgg) (Pick et al., 2013) which
can be circumvented via other transport mechanisms (Walker et al., 2016; South
et al., 2017). These groups were compared to wild type plants (WT), which have
a fully functioning photorespiratory pathway.
5.2 Calibration Results
We leverage the statistical developments to investigate the plant relative growth
rates for the plants grown under ambient and high CO2 concentrations, with the
three plant groups: glyk, plgg, and WT. The experimental data consists of the
total projected areas of the plants at 8 unique time points, as the input variable
x ∈ [0, 20], and for each unique time point, three to five replicates are measured.
The computer model is as described in (1.1), which shares the same input vari-
able x (time) and has a calibration parameter, the relative growth rate, θ ∈ [0, 1].
The calibration results using the experimental data under ambient and high CO2
concentrations are presented in Figures S2 and S3, respectively. First, it can be
seen that in the experimental data under both ambient and high CO2 concen-
trations, the variances tend to increase as the time increases. By performing the
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heteroscedasticity test developed in Section 3.2, the p-values for the three groups
are given in Table 1, which shows that all of the p-values are less than 0.05, in-
dicating that heteroscedastic modeling is essential for this data. Our approach
takes into account the heteroscedasticity and provides the fitted variance process
(as the red lines in the middle panels), which in turn gives sensible prediction
intervals (as the green dotted lines in the top panels). Moreover, bottom panels
present the fitted discrepancy function, bθˆ(x), with 95% pointwise confidence
intervals based on the orthogonal GP modeling in Section 2.2. The discrepancy
functions show that the computer model is imperfect as expected, especially for
the data under CO2 ambient concentrations (Figure S2), which may suggest that
a quadratic polynomial is needed in the computer model. Future studies of plant
growth rates may require more complex models if debiasing the computer model
is of interest. The proposed method not only gives reasonable prediction means
and intervals for the experimental data, but it also provides the model discrep-
ancy for computer modelers.
The estimated relative growth rates, θˆ, are reported in Table 1, where the
confidence intervals are constructed based on the asymptotic normality result
in Theorem 2. First, we observe that relative growth rates under ambient CO2
concentrations are slower than under high CO2 concentrations across all plant
groups. This is expected from the biological perspectives, because CO2/O2 un-
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CO2
Group
Relative Growth Rate Het. Test
Concentration Estimate 95% Confidence Interval p-value
Ambient
glyk 0.1590 [0.1512, 0.1668] 0.0015
plgg 0.1581 [0.1515, 0.1647] 0.0205
WT 0.1780 [0.1697, 0.1864] <0.0001
High
glyk 0.2128 [0.1947, 0.2308] <0.0001
plgg 0.2428 [0.2364, 0.2493] <0.0001
WT 0.2295 [0.2197, 0.2394] <0.0001
Table 1: Estimated relative growth rates and p-values of heteroscedastic tests.
der ambient CO2 concentrations is low enough to drive high rates of photorespi-
ration, which consumes energy and releases previously fixed carbon, decreasing
growth. Secondly, the group glyk and plgg have slower relative growth rates than
WT under ambient CO2 concentrations, which is consistent with either a disrup-
tion in growth generally or specifically in photorespiration. These calibration
parameter estimates and confidence intervals provide insight into the values of
the relative growth rates of different plant groups, which are difficult to deter-
mine by physical experiments due to the limitation of the existing experimental
techniques.
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6. Summary and Concluding Remarks
Calibration of computer models plays a crucial role in many scientific fields
where computer models are essential to predict the reality. The existing meth-
ods in the statistics literature, however, mainly focus on calibration with ho-
moscedastic errors. Motivated by an experiment in plant biology, where the
noise levels can vary dramatically across different input locations, we introduce
a new calibration method to address the heteroscedasticity, where a latent vari-
able process is used to model the error variance and an orthogonal Gaussian pro-
cess is used to model the misspecification of a computer model. An R package is
available for implementing the proposed method. We also study the asymptotic
properties of the estimators and provide a goodness-of-fit statistic to detect the
presence of heteroscedasticity. Our numerical studies demonstrate that when the
errors are not homoscedastic, our proposed method not only successfully esti-
mates calibration parameters accurately, but it also provides accurate predictions
for a real system. The application to the plant relative growth rates illustrates
that the proposed calibration method produces reasonable estimates of relative
growth rates and uncertainty quantification for the physical experiments.
This work indicates several avenues for future research. First, instead of
maximum likelihood estimation, Bayesian techniques can be naturally applied to
the proposed method. Specifically, one could assign the priors of the calibration
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parameters as well as the hyperparameters in the model, and then draw samples
from the posterior distribution using Markov chain Monte Carlo approaches,
such as the Metropolis-Hastings sampler. Moreover, it is worth exploring other
modeling techniques for the discrepancy function which also address the iden-
tifiability issue of the calibration parameters, such as Gu and Wang (2018), Tuo
(2019), Xie and Xu (2018), and Dai and Chien (2018). These methods provide
the potential to extend the proposed method with more theoretical guarantees.
We are also interested in applying the proposed method to other computer mod-
els in plant biology, such as the metabolic flux models in Ma et al. (2014). We
leave it for our future work.
Supplementary Materials: The online supplementary materials contain the de-
tailed proofs of Theorems 1 and 2, the detailed estimation procedure in Section
2.3, supporting figures for Sections 4 and 5, an R package hetCalibrate for
implementing the proposed method, and the R code and data for reproducing the
results in Sections 4 and 5.
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1Supplementary Materials for “Calibration of
Inexact Computer Models with Heteroscedastic
Errors”
S1. Gradient of (2.9)
In this section, we derive the gradient of the log-likelihood of (2.9), which can
be used for a Newton-like optimization method.
First, we use the Woodbury identity (Harville, 1998) to simplify the log-
likelihood. By the Woodbury identity, it can be shown that
(YN − f(θ))T (KN + ΛN)−1 (YN − f(θ)) = (YN − f(θ))T Λ−1N (YN − f(θ))
− (Y¯n − f¯(θ))T AnΛ−1n (Y¯n − f¯(θ))+ (Y¯n − f¯(θ))T (Kn + A−1n Λn)−1 (Y¯n − f¯(θ))
and
log |KN + ΛN | = log |Kn + A−1n Λn|+
n∑
i=1
[(ai − 1) log λi + log ai] .
Then,
νˆ =
1
N
(YN − f(θ))T Λ−1N (YN − f(θ))−
1
N
(
Y¯n − f¯(θ)
)T
AnΛ
−1
n
(
Y¯n − f¯(θ)
)
+
1
N
(
Y¯n − f¯(θ)
)T (
Kn + A
−1
n Λn
)−1 (
Y¯n − f¯(θ)
)
and
logL = −N
2
log νˆ−1
2
log |Kn + A−1n Λn| −
1
2
n∑
i=1
[(ai − 1) log λi + log ai]
− n
2
log νˆ(g) − 1
2
log |K(g) + gA−1n |+ Constant.
Define Γn = Kn + A−1n Λn and Γ(g) = K(g) + gA
−1
n . For each component ϕj
of the lengthscale in the kernel function k, we have
∂ logL
∂ϕj
=
1
2νˆ
(
Y¯n − f¯(θ)
)T
Γ−1n
∂Kn
∂ϕj
Γ−1n
(
Y¯n − f¯(θ)
)− 1
2
tr
(
Γ−1n
∂Kn
∂ϕj
)
.
2Here we use Monte Carlo integration (Caflisch, 1998) to approximate the or-
thogonal kernel matrix Kn. Suppose that the samples ξ1, . . . , ξm are uniformly
drawn from χ, and denote that w(x) = (k0(x, ξ1), . . . , k0(x, ξm))T ∈ Rm×1,
w = (w(x¯1), . . . , w(x¯n))) ∈ Rm×n, Fθ = (∂f(ξ1,θ)∂θT , . . . , ∂f(ξm,θ)∂θT )T ∈ Rm×q,
W = (k0(ξi, ξj))1≤i,j≤m ∈ Rm×m, and K0 = (k0(x¯i, x¯j))1≤i,j≤n ∈ Rn×n. Then,
by following (2.8) and approximating the integration by the Monte Carlo sam-
ples, we have
Kn = K0 −wTFθ(FTθ WFθ)−1FTθ w.
Thus, we have
∂Kn
∂ϕj
=
∂K0
∂ϕj
−2∂w
T
∂ϕj
Fθ
(
FTθ WFθ
)−1
Fθw
+ wTFθ
(
FTθ WFθ
)−1(
FTθ
∂W
∂ϕj
Fθ
)(
FTθ WFθ
)−1
Fθw.
For common choices of kernels for k0, such as Gaussian or Mate´rn kernels, the
derivative, ∂K0/∂ϕj , can be expressed in a closed form.
For the latent variance parameters, δi, in ∆n, we have
∂ logL
∂∆n
=
∂Λn
∂∆n
∂ logL
∂Λn
−
Γ−1(g)∆n
νˆ(g)
= ΛnK(g)Γ
−1
(g)
∂ logL
∂Λn
−
Γ−1(g)∆n
νˆ(g)
,
where
∂ logL
∂Λn
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AnSΛ
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n diag(Γ
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−An − In
2
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A−1n diag(Γ
−1
n ),
where S = diag(s21, . . . , s
2
n) and si =
∑ai
j=1(y
(j)
i − y¯i)2/ai.
For the each component φj of the lengthscale φ in the kernel function k(g)
of the noise process, we have
∂ logL
∂φj
=
[
∂K(g)
∂φj
−K(g)Γ−1(g)
∂K(g)
∂φj
]
Γ−1(g)∆nΛn ×
∂ logL
∂Λn
+
1
2νˆ(g)
∆TnΓ
−1
(g)
∂K(g)
∂φj
Γ−1(g)∆n − tr
(
Γ−1(g)
∂K(g)
∂φj
)
.
3Similarly, for common choices of kernels for k(g), such as Gaussian or Mate´rn
kernels, the derivative, ∂K(g)/∂φj , has a closed form.
For the nugget parameter g, we have
∂ logL
∂g
= −K(g)Γ−1(g)A−1n Γ−1(g)∆nΛn ×
∂ logL
∂Λn
+
1
2νˆ(g)
∆TnΓ
−1
(g)A
−1
n Γ
−1
(g)∆n − tr
(
A−1n Γ
−1
(g)
)
Finally, for each component θj of the calibration parameter θ,
∂ logL
∂θj
= − 1
2νˆ
∂Nνˆ
∂θj
− 1
2
tr
(
Γ−1n
∂Kn
∂θj
)
,
where
∂Nνˆ
∂θj
=− 2Λ−1N (YN − f(θ))T
∂f(θ)
∂θj
+ 2AnΛ
−1
n (Y¯n − f¯(θ))T
∂ f¯(θ)
∂θj
− 2Γ−1n
(
Y¯n − f¯(θ)
)T ∂ f¯(θ)
∂θj
− (Y¯n − f¯(θ))T Γ−1n ∂Kn∂θj Γ−1n (Y¯n − f¯(θ)) ,
and
∂Kn
∂θj
= −2wT ∂F
∂θj
(
FTWF
)−1
Fw + 2wTF
(
FTWF
)−1(∂FT
∂θj
WF
)(
FTWF
)−1
Fw.
S2. Mathematical Proofs
S2.1 Proof of Theorme 1
Suppose that we observe y¯1, . . . , y¯n which are generated from the model y¯i =
ζ(x¯i) + i, where i ∼ N (0, r(x¯i)). It is easy to show that the WLS estimator
θˆWLS is the maximum likelihood estimator (MLE) of θ under the misspecified
model y¯i = f(x¯i, θ) + i. Thus, under the assumption 0 < r(x) < ∞ which
suffices to satisfy the regularity conditions in White (1982), the MLE converges
almost surely to θ′ which uniquely minimizes Kullback-Liebler divergence (Hu-
ber, 1967; White, 1982). That is,
θ′ = arg min
θ∈Θ
E
[
log
∏n
i=1 h0(y¯i)∏n
i=1 h1(y¯i|θ)
]
,
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where h0 and h1 are the density functions of y¯i under the misspecified model and
the true model, respectively. Since both models follow a normal distribution, we
have
E
[
log
∏n
i=1 h0(y¯i)∏n
i=1 h1(y¯i|θ)
]
= E
log exp
(
−∑ni=1 (y¯i−ζ(x¯i))22r(x¯i) )
exp
(
−∑ni=1 (y¯i−f(x¯i,θ))22r(x¯i) )

=
n∑
i=1
1
2r(x¯i)
(
2(ζ(x¯i)− f(x¯i, θ))E[y¯i]− (ζ(x¯i)2 − f(x¯i, θ)2)
)
=
n∑
i=1
1
2r(x¯i)
(
2(ζ(x¯i)− f(x¯i, θ))ζ(x¯i)− (ζ(x¯i)2 − f(x¯i, θ)2)
)
=
n∑
i=1
(ζ(x¯i)− f(x¯i, θ))2
2r(x¯i)
.
By the strong law of large numbers, we have
n∑
i=1
(ζ(x¯i)− f(x¯i, θ))2
2r(x¯i)
a.s.−→ E
[
(ζ(X)− f(X, θ))2
2r(X)
]
.
Therefore,
θˆWLS
a.s.−→ θ′ = arg min
θ∈Θ
E
[
(ζ(X)− f(X, θ))2
r(X)
]
.
S2.2 Proof of Theorem 2
We first derive the information matrix B(ω), and then give the regularity con-
ditions for the theorem, and finally apply the results of Sweeting (1980) and
Mardia and Marshall (1984).
For notational simplicity, we denote ω = (ω1,ω2,ω3,ω4), where ω1 =
θ,ω2 = (ψ, ν),ω3 = (φ, g, ν(g)), and ω4 = (δ1, . . . , δn), and their vector sizes
arem1,m2,m3 andm4, respectively, with the total sizem = m1+m2+m3+m4.
We further denote Σ = ν(KN + ΛN), V = ν(g)(K(g) + gA−1n ), Γ(g) = K(g) +
gA−1n , and z = YN − f(θ). Then, the log-likelihood can be rewritten as
logL(ω) = constant− 1
2
log |Σ| − 1
2
zTΣ−1z− 1
2
log |V| − 1
2
∆TV−1∆.
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Its second derivatives can be derived as follows. For each component of ω1,
∂2 logL(ω)
∂ω1i∂ω1j
=− 1
2
tr
(
Σ−1Σω1ij + Σ
i
ω1
Σω1j
)
+ fTijΣ
−1z + fTj Σ
i
ω1
z
− fTj Σ−1fi + fTi Σjω1z−
1
2
zTΣijω1z,
where
Σω1i = ∂Σ/∂ω1i,
Σiω1 = ∂Σ
−1/∂ω1i = −Σ−1Σω1i Σ−1,
Σω1ij = ∂
2Σ/∂ω1i∂ω1j,
Σijω1 = ∂
2Σ−1/∂ω1i∂ω1j
= Σ−1(Σω1i Σ
−1Σω1j + Σ
ω1
j Σ
−1Σω1i −Σω1ij )Σ−1.
We denote Σωti , Σ
i
ωt , Σ
ωt
ij , and Σ
ij
ωt for t = 2, 3, 4 in a similar manner. For each
component of ω1 and ω2,
∂2 logL(ω)
∂ω2i∂ω1j
=− 1
2
tr
(
Σ−1Σω2ω1ij + Σ
i
ω2
Σω1j
)
+ fTj Σ
i
ω2
z− 1
2
zTΣijω2ω1z,
where
Σω2ω1ij = ∂
2Σ/∂ω2i∂ω1j,
Σijω2ω1 = ∂
2Σ−1/∂ω2i∂ω1j
= Σ−1(Σω2i Σ
−1Σω1j + Σ
ω1
j Σ
−1Σω2i −Σω2ω1ij )Σ−1.
We denote Σωt1ωt2ij and Σ
ij
ωt1ωt2
for any t1, t2 in a similar manner. We further
denote Vωti , V
i
ωt , V
ωt
ij , V
ij
ωt , V
ωt1ωt2
ij and V
ij
ωt1ωt2
in a similar manner for the
matrix V. The rest of the second derived as follows,
∂2 logL(ω)
∂ω3i∂ω1j
=− 1
2
tr
(
Σ−1Σω3ω1ij + Σ
i
ω3
Σω1j
)
+ fTj Σ
i
ω3
z− 1
2
zTΣijω3ω1z,
∂2 logL(ω)
∂ω4i∂ω1j
=− 1
2
tr
(
Σ−1Σω4ω1ij + Σ
i
ω4
Σω1j
)
+ fTj Σ
i
ω4
z− 1
2
zTΣijω4ω1z,
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∂2 logL(ω)
∂ω2i∂ω2j
=− 1
2
tr
(
Σ−1Σω2ij + Σ
i
ω2
Σω2j
)− 1
2
zTΣijω2z,
∂2 logL(ω)
∂ω3i∂ω2j
=− 1
2
tr
(
Σ−1Σω3ω2ij + Σ
i
ω3
Σω2j
)− 1
2
zTΣijω3ω2z,
∂2 logL(ω)
∂ω4i∂ω2j
=− 1
2
tr
(
Σ−1Σω4ω2ij + Σ
i
ω4
Σω2j
)− 1
2
zTΣijω4ω2z,
∂2 logL(ω)
∂ω3i∂ω3j
=− 1
2
tr
(
Σ−1Σω3ij + Σ
i
ω3
Σω3j
)− 1
2
zTΣijω3z
− 1
2
tr
(
V−1Vω3ij + V
i
ω3
Vω3j
)− 1
2
∆TVijω3∆,
∂2 logL(ω)
∂ω4i∂ω3j
=− 1
2
tr
(
Σ−1Σω4ω3ij + Σ
i
ω4
Σω3j
)− 1
2
zTΣijω4ω3z− eTi Vjω3∆,
∂2 logL(ω)
∂ω4i∂ω4j
=− 1
2
tr
(
Σ−1Σω4ij + Σ
i
ω4
Σω4j
)− 1
2
zTΣijω4z− eTi V−1ej,
where ei is a unit-vector where i-th element is one.
Thus, by the fact that E[z] = 0 and E[zTMz] = MΣ for an N -dimensional
symmetric matrix M, we have the information matrix
BN = −E
[
∂2 logL(ω)
∂ω∂ωT
]
= B0 +

B11 0 0 0
0 0 0 0
0 0 B33 B
T
43
0 0 B43 B44
 ,
where B0 ∈ Rm×m,B11 ∈ Rm1×m1 ,B33 ∈ Rm3×m3 ,B43 ∈ Rm4×m3 ,B44 ∈
Rm4×m4 and
(B0)ij =
1
2
tr
(
Σ−1Σωi Σ
−1Σωj
)
, where Σωi = ∂Σ/∂ωi,
(B11)ij = f
T
j Σ
−1fi, (B33)ij =
1
2
tr
(
V−1Vω3ij + V
i
ω3
Vω3j
)
+
1
2
∆TVijω3∆,
(B43)ij = e
T
i V
j
ω3
∆, (B44)ij = e
T
i V
−1
(g)ej.
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The derivatives, Σωi , V
ω3
i , and V
ω3
ij , for each component of ω and ω3 are
given below. We first denote U = diag(1a1,1, . . . ,1an,1), where 1k,1 is k × l
matrix filled with ones, so we have KN = UKnUT . Then,
∂Σ
∂θi
= νU
∂Kn
∂θi
UT ,
∂Σ
∂ψi
= νU
∂Kn
∂ψi
UT ,
∂Σ
∂ν
= U
∂Kn
∂θi
UT + ΛN ,
∂Σ
∂φi
= diag
(
νUdiag
([
∂K(g)
∂φi
−K(g)Γ−1(g)
∂K(g)
∂φi
]
Γ−1(g)∆nΛn
)
UT
)
,
∂Σ
∂g
= −diag
(
νUdiag
(
K(g)Γ
−1
(g)A
−1
n Γ
−1
(g)∆nΛn
)
UT
)
,
∂Σ
∂ν(g)
= 0,
∂Σ
∂δi
= −diag
(
νUdiag
(
ΛnK(g)Γ
−1
(g)ei
)
UT
)
,
∂V
∂φi
= ν(g)
∂K(g)
∂φi
,
∂V
∂g
= ν(g)A
−1
n ,
∂V
∂ν(g)
= Γ(g),
∂V
∂δi
= 0,
∂2V
∂φi∂φi
= ν(g)
∂2K(g)
∂φi∂φj
,
∂2V
∂ν(g)∂φj
=
∂K(g)
∂φj
,
∂2V
∂ν(g)∂g
= A−1n ,
∂2V
∂g∂φj
=
∂2V
∂g∂g
=
∂2V
∂ν(g)∂ν(g)
=
∂2V
∂δi∂φj
=
∂2V
∂δi∂g
=
∂2V
∂δi∂ν(g)
=
∂2V
∂δi∂δj
= 0,
where ∂Kg/∂φi∂φj can be expressed in a closed form for common choices of
kernels for kg, such as Gaussian or Mate´rn kernels.
The regularity conditions for the asymptotic result of Theorem 2 are pro-
vided below.
1. The kernels k and k(g) are twice differentiable on the parameter spaces of
θ,ϕ and φ with continuous second derivatives.
2. The smallest latent root of BN tends to∞ as N →∞.
3. B−1/2N
(
∂2 logL
∂ω∂ωT
)
B
−1/2
N converges in probability to a unit matrix.
Similar to Mardia and Marshall (1984) which uses the general result of MLE in
Sweeting (1980) to show the consistency and asymptotic normality of MLE of a
Gaussian process model, we have that, under the regularity conditions, the gen-
eral result of Sweeting (1980) gives that the MLE ωˆN is consistent and asymp-
totically normally distributed as N is sufficiently large.
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Figure S1: The estimation bias of (left) θ1; (middle) θ2; (right) θ3, with the red
horizontal line indicating zero bias. Results with 2, 5 and 10 replicates at each
input location are arranged in three groups of five along the x-axis in each panel.
S3. Supporting Figures in Sections 4 and 5
The figures that present the calibration results in Sections 4 and 5 are provided
in this section.
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Figure S2: Calibration results of the three plant groups under ambient CO2: glyk
(left), plgg (middle), and WY (right). Top panels represent the replicates as open
circles with the averaged observation yˆi in filled circles at each input location, the
curve f(x, θˆ) as a blue dashed line, and the prediction mean curve as a red solid
line, with 95% prediction intervals in green dotted lines. Middle panels represent
the sample variance rˆ(x¯i) as black points, and the fitted variance process as a red
solid line. Lower panels represent the mean curve of the discrepancy function,
with 95% pointwise confidence intervals in green dotted lines.
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Figure S3: Calibration results of the three plant groups under high CO2: glyk
(left), plgg (middle), and WY (right). Top panels represent the replicates as open
circles with the averaged observation yˆi in filled circles at each input location, the
curve f(x, θˆ) as a blue dashed line, and the prediction mean curve as a red solid
line, with 95% prediction intervals in green dotted lines. Middle panels represent
the sample variance rˆ(x¯i) as black points, and the fitted variance process as a red
solid line. Lower panels represent the mean curve of the discrepancy function,
with 95% pointwise confidence intervals in green dotted lines.
