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El proyecto de investigación Agentes 
Inteligentes y Web Semántica, financiado por la 
Universidad Nacional del Comahue, tiene como 
objetivo general la generación de conocimiento 
especializado en el área de agentes inteligentes 
y en lo referente a la representación y el uso del 
conocimiento en sistemas computacionales 
basados en la Web, es decir, lo que se ha 
llamado la Web Semántica. 
El objetivo general del trabajo de 
investigación es la extensión de una 
herramienta de modelado ontológico, 
denominada crowd, mediante la verbalización 
de un subconjunto del lenguaje de modelado 
conceptual UML. Esta integración permitirá 
generar especificaciones  en Lenguaje Natural 
a partir de un diagrama de clases. 
Esta línea de investigación se desarrolla en 
forma colaborativa entre docentes- 
investigadores de la Universidad Nacional del 
Comahue y de la Universidad Nacional del Sur, 
en el marco de proyectos de investigación 
financiados por las universidades antes 
mencionadas. 
 
Palabras Clave: Verbalización, 
Generalización de Lenguaje Natural, UML, 
Ontologías. 
CONTEXTO 
Este trabajo está parcialmente financiado por 
la Universidad Nacional del Comahue, en el 
contexto del proyecto de investigación Agentes 
Inteligentes y Web Semántica (04/F014), por la 
Universidad Nacional del  Sur a través del 
proyecto de investigación Integración de 
Información y Servicios en la Web (24/N027) y 
por el Consejo Nacional de Investigaciones 
Científicas y Técnicas (CONICET), en el 
contexto de una beca interna doctoral. Los 
proyectos de investigación tienen una duración 
de cuatro años y la beca doctoral con duración 
de 5  años, finalizando en abril de 2019. 
 
1. INTRODUCCIÓN 
La fase de requerimientos es la más 
problemática en un proceso de desarrollo de 
software [1]. Estos problemas incluyen las 
dificultades de elicitar correctamente los 
requerimientos del usuario, en su 
entendimiento y en la transformación de estos 
mismos dentro de un modelo computacional 
que puede ser semiformal, usualmente referidas 
a una notación grafica tal como los modelos 
Orientados a Objetos (OO) [2] los cuales usan 
el Lenguaje Unificado de Modelado    (UML)    




especificación formal tales como Vienna 
Development Method (VDM) [4] o Z [5]. 
La verbalización es el proceso de escribir la 
semántica capturada en una teoría lógica 
(relaciones entre entidades y sus restricciones) 
en sentencias en lenguaje natural. 
En la fase de análisis del desarrollo de los 
sistemas de información, es importante que el 
esquema conceptual sea validado por el experto 
del dominio, para asegurar que el esquema 
modela con precisión los aspectos relevantes 
del dominio del negocio. 
Una manera efectiva de facilitar esta 
validación es verbalizar el esquema en un 
lenguaje fácilmente comprensible por el 
experto del dominio, quien puede no contar con 
el conocimiento técnico adecuado. Dicha 
verbalización también puede ser usada como 
una manera de integrar a los usuarios en los 
procesos de chequeo de consistencia cuando los 
cambios son realizados en el diseño o en la 
implementación. Como consecuencia, esta 
brecha de comunicación entre los modeladores 
y los expertos en el dominio es minimizada. 
En este sentido, existen algunas 
investigaciones a tener en cuenta que se 
relacionan con sistemas de Generación de 
Lenguaje Natural (GLN) [6]. Uno de ellos, es el 
sistema ModEx (Model Explainer) [7], que 
genera lenguaje natural desde descripciones de 
modelos de software OO. Sin embargo,  ModEx 
no verifica semánticamente la salida final y 
asume que dicha verificación es realizada por 
los usuarios, comparando el diagrama con el 
sistema de especificación generado mediante la 
GLN. En general, el sistema funciona con éxito 
para los modelos que cumplen con las 
suposiciones de como las clases y las relaciones 
deben ser llamadas. 
Con el fin de extender las capacidades del 
sistema anterior y considerando una 
convención de nomenclaturas más amplia, 
surgió GeNLangUML [8]. Se trata de un 
sistema que propone la generación de una 
especificación de lengua je natural en inglés a 
partir de diagramas de clases UML. Utiliza 
WordNet, una ontología lingüística, para 
realizar el análisis sintáctico de los nombres de 
entrada y la verificación de las sentencias 
generadas. La validación de GenLangUML fue 
realizada extrayendo convenciones de 
nomenclaturas de libros académicos. Sin 
embargo, esto podría impactar negativamente 
en su aplicación en la industria, debido a que las 
organizaciones podrían tener diferentes 
convenciones para definir sus diagramas de 
clases. 
Hay enfoques establecidos con respecto a la 
verbalización multilingüe. Uno de ellos es 
DogmaModeller [9], basado sobre ORM 1 
(Object-Role Modeling) [10], para la 
generación automática de verbalizaciones en 
lenguaje pseudo-natural. Es una herramienta  de 
ingeniería de ontologías basada en los 
principios de ORM e implementa totalmente la 
verbalización multilingüe. Para cada uno de 
estos idiomas de salida, DogmaModeller posee 
un template que contiene estructuras 
determinadas por la sintaxis para cada tipo de 
restricción de ORM. Cada estructura contiene 
etiquetas para referenciar a los tipos de objetos 
y los roles que forman parte de dichas 
restricciones. Por otro lado,  DogmaModeller es 
extensible al poder crear nuevos templates de 
verbalización para otros idiomas. Sin embargo, 
para hacer que las sentencias verbalizadas sean 
gramaticalmente correctas  en cualquier 
lenguaje natural, se requiere un tratamiento más 
complejo a través de un análisis morfológico 
automatizado para cada idioma. Este es un área 
de investigación activa en NLG. 
Otra herramienta de software de 
verbalización automatizada, que soporta 
modelos ORM de segunda generación  (ORM2) 
es NORMA (Natural ORM Architect) [11]. En 
esta herramienta, la verbalización de elementos 
individuales en el modelo ORM principal se 
genera utilizando una transformación XSLT 
aplicada a un archivo XML. En este proceso se 
identifican rápidamente diferentes patrones de 
verbalización y posteriormente se describe 
como deben combinarse las frases para producir 
la verbalización en un inglés legible. 
En este contexto, el objetivo del presente 
trabajo es extender la arquitectura de nuestra 
herramienta gráfica de modelado ontológico 
crowd [12, 13], para soportar la verbalización 




de UML referido a los diagramas de clases. 
crowd es un prototipo cliente-servidor, 
actualmente en desarrollo por nuestros grupos 
de investigación, en respuesta a la complejidad 
inherente al modelado conceptual y ontológico, 
además de explotar las bondades de los 
sistemas basados en Lógicas Descriptivas (DL) 
[14]. 
La estructura del presente trabajo es la 
siguiente. En la sección 2 presentamos los 
objetivos de los proyectos de investigación en 
los que se enmarca este trabajo y describimos la 
línea de investigación actual. En la   sección 3 
indicamos algunos resultados obtenidos y 
trabajos futuros. Finalmente, comentamos 
aspectos referentes a la formación de recursos 
















Figura 1. Arquitectura de crowd 
 
2. LÍNEA DE INVESTIGACIÓNY 
DESARROLLO 
El proyecto de investigación Agentes 
Inteligentes y Web Semántica tiene como 
objetivo general generar conocimiento 
especializado en el área de agentes inteligentes 
y en lo referente a la representación y el uso del 
conocimiento en sistemas computacionales 
basados en la web, es decir lo que se ha llamado 
la Web Semántica. 
Por otro lado, en el proyecto de investigación 
Integración de Información y Servicios en la 
Web se propone investigar y desarrollar 
metodologías y herramientas que favorezcan la 
interoperabilidad semántica de información   y   
de   servicios   en   la    Web, 
fundamentados en los últimos avances en el 
área de lenguajes de representación del 
conocimiento, ontologías y modelado 
conceptual. 
Ambos proyectos confluyen en la línea de 
investigación de este trabajo, en la que se 
explora entre otros, sobre temas afines a la 
Representación del Conocimiento, las Lógicas 
Descriptivas, [15], las Ontologías, la Ingeniería 
de Software basada en Conocimiento y la 
Ingeniería de Conocimiento. 
En los trabajos [12, 13] se presentó la 
arquitectura inicial de crowd (ver Figura 1) y un 
prototipo implementado que permite, en primer 
instancia, determinar la consistencia de un 
modelo gráfico representando  una ontología. 
El front-end permite al usuario modelar de 
forma gráfica usando diagramas de clases 
UML, mientras que el back-end trabaja del lado 
del servidor con un razonador capaz de inferir 
posibles restricciones implícitas en los 
modelos. Los módulos en el servidor traducen 
el modelo inicial en uno lógico  basado en DL, 
como propone [16]. La comunicación entre el 





Figura 2. Arquitectura de Verbalización 
 
La Figura 2 muestra la arquitectura básica del 
proceso de verbalización planteada e 
incorporada a la arquitectura mostrada 




un subconjunto del metamodelo de UML, que 
es traducido a un lenguaje intermedio basado en 
lógica de primer orden (FOL), por el módulo 
FOL generator. La verbalización es 
multilingüe, por lo cual el usuario puede elegir 
el idioma para traducir las sentencias FOL. En 
una primera etapa, los idiomas de traducción 
serán inglés y español y, posteriormente, 
planeamos extender el conjunto de idiomas 
posibles. 
 
3. RESULTADOS OBTENIDOS Y 
TRABAJOS FUTUROS 
Inicialmente, se diseñó una primera versión 
de la arquitectura cliente-servidor, incluyendo 
entre otros módulos la generación de  consultas, 
librerías gráficas y un traductor para OWLlink. 
Con el fin de extender esta herramienta para 
validación de requerimientos del usuario, se 
incorporó un módulo de verbalización. El 
mismo fue ideado con el objetivo de ser 
multilingüe y, para facilitar esta traducción, se 
decidió utilizar una representación intermedia 
en lógica de primer orden de los diagramas de 
clases UML. Finalmente, para abordar la 
complejidad inherente a la generación de las 
sentencias en el idioma destino elegido, el 
proceso de verbalización procederá con la 
creación de patrones de escritura generales, 
basados sobre algunas herramientas lingüísticas 
existentes [18, 19, 20]. 
Actualmente, nos encontramos en la fase de 
diseño de los módulos de verbalización en 
crowd, y próximos a iniciar la implementación 
de los mismos. Asimismo, se pretende estudiar 
diferentes técnicas para la validación de nuestro 
prototipo. 
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Durante la realización de este sistema se 
espera lograr, como mínimo, la culminación de 
2 tesis de grado dirigidas y/o codirigidas por los 
integrantes del proyecto. Uno de los autores de 
este trabajo está inscripto en el Doctorado en 
Ciencias de la Computación en la Universidad 
Nacional del Sur (beca interna doctoral 
CONICET). 
Finalmente, es constante la búsqueda hacia la 
consolidación como investigadores de los 
miembros más recientes del grupo. 
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