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a b s t r a c t
Together with the optimal linearization technique, a blind-channel equalization for the
extended-Kalman-filter-based chaotic communication is proposed in this paper. First,
the optimal linearization technique is utilized to find the exact linear models of the
chaotic system at operating states of interest. The proposed blind-channel equalization
is formulated as a mixed nonlinear parameter and state estimation problem by an
autoregressive (AR) model. The channel coefficients of a fading and multipath channel
can be represented by an AR process. Then, an extended Kalman filter algorithm is
utilized to reduce the effect of channel noise. By using the extended Kalman filter, the
channel coefficients and the state of the system, which is the signal before going through
the channel, can be estimated. The stability problem of the proposed blind-channel
equalization is also addressed. Numerical examples and simulations are given to show the
effectiveness and speed of convergence for the proposed methodology.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Recently, researches on communication, control, and signal processing [1–3], have been studied to extend chaos to
various engineering applications. In spread spectrum (SS) or code division multiple access (CDMA) communications, chaos
has beenwidely utilized. Based ondifferent properties of a chaotic system, different communication schemes, such as chaotic
masking [4], chaotic shift keying [5], and chaotic modulation [6] have been proposed in the literature. Most of the research
on chaos communications at the earlier stage assumes that the transmitter is connected to the receiver through an ideal
channel. In reality however, the performance of a communication system will be seriously impaired by channel effects and
noise. In a realistic communication system, the channel is usually affected by some kinds of distortions such as channel
noise, fading, and multipath interference. Channel effects have to be taken into consideration.
Combating the non-ideal channel effect and improving the demodulation quality of a communication system are the
primary goals of channel equalization. Some methods have been proposed to compensate the effect of channel distortions
over the past several years. For example, the synchronization-basedmethod [7,8], which employs the chaos synchronization
between transmitter and receiver, has been used to estimate and track the channel distortions such as time-varying fading
and multipath; the adaptive controller method [9], which uses fading channels, has some defects of this approach such as
slow tracking capability; theminimumphase space volume (MPSV)method [10], which uses the finite dimensional property
of a chaotic signal, has been proposed for linear channels with constant coefficients.
The most widely used nonlinear filter, namely, the extended Kalman filter (EKF), has recently been applied to chaotic
signal processing, chaotic control, and chaotic communications. Using the extended Kalman filter to estimate the state of
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a chaotic system is given perhaps for the first time in [11]. Some researches apply the EKF to chaotic synchronization and
communication, such as using the EKF on the receiver in the synchronization of two chaotic systems [5], the investigation
of stability of an EKF for chaotic synchronization purposes [12], and the demodulator for chaotic communications using
an EKF [13,14]. However, these researches do not consider the channel effect except for the white Gaussian additive
measurement noise. Traditionally, other studies are based on a transmitter assisted training session to extract the desired
reference signal for channel estimation and equalization.
In this paper, together with the optimal linearization technique, an adaptive blind equalization method for chaotic
communication systems using the EKF is proposed to reduce various channel distortions such as channel noise, time-
varying fading, multipath and linear filtering. Assume that the channel coefficients of a fading and multipath channel
can be described by an autoregressive (AR) model and the blind-channel equalization is formulated as a mixed nonlinear
parameter and the state estimation problem. Nonlinear filters such as the EKF can then be used to estimate the state of the
mixed system, which represents the original signal without channel distortion. When the Kalman gain is not constant, it is
adjusted adaptively based on the transmitter system and channelmodel. The adaptive blind equalization EKF-basedmethod
guarantees that the estimated state at the receiver optimally approaches the true signal from the transmitter in the mean
squares error (MSE) sense. In otherwords, the EKF-based equalizationmethod for a chaotic communication system can have
a great data-transmission rate with the ability to track time-varying fading channel coefficients. In addition to formulating
the demodulation process for chaos communications using a state-space representation, the proposed design method also
incorporates the channel model into the nonlinear state-space representation, so that the channel effect can be tracked by
the EKF. In our proposed method, no training sequence is required and the channel effect can be removed by the tracking
EKF.
The paper is organized as follows. In Section 2, together with the optimal linearization technique, we develop the EKF-
based adaptive blind equalization method for the chaotic communication channel with noise, time-varying fading and
multipath distortions. The stability analysis of the EKF-based method is also given. Computer simulations demonstrate the
effectiveness of the EKF-based method applied to the equalization of a parameter modulated communication system. The
results are presented in Section 3. Finally, concluding remarks are given in Section 4.
2. Adaptive equalization for chaotic communication
The block diagram of a chaotic communication system is shown in Fig. 1, where yn is the transmitted signal produced by
the chaotic modulator and H(z) is the transformation function of the channel. The channel is corrupted by noise vn, which
is usually modeled as an additive white Gaussian noise (AWGN) process with a zero mean. At the receiver, the received
signal rn first goes through an equalizer which cancels the channel effects and estimates the transmitted signal. The chaotic
transmitter system is described by
xn = f (xn−1), (1)
where the state vector xn ∈ Rm and f : Rm → Rm.
The transmitted signal yn is a scalar function of the transmitter state
yn = h(xn), (2)
where yn ∈ R and h : Rm → R.
The received signal has the fading andmultipath channel effect, and can be described as a weighted sum of time delayed
copies of the transmitted signal [15]. That is
rn = H(an)[yn] =
L−1∑
i=0
ainyn−i + vn, (3)
where an = (a0n, a1n, . . . . . . , aL−1n ) are the channel coefficients. vn is zero mean white Gaussian channel noise with variance
Rn. The coefficients are assumed to be constant for the linear filtering channel. The channel coefficients an in fading and
multipath channel are usually time varying. The main difference between time-varying and time-invariant channels is that
the channel coefficients change or do not change with time. The time-invariant model can be basically regarded as a special
case of the time-varying model. The EKF-based equalization method is to remove the effects of these channel distortions
and recover the transmitted signal yn from the received signal rn.
(A) Formulation of equalization model
An EKF-based equalization method used to design demodulators with the equalization ability for both time-invariant
and time-varying channels is proposed in this paper. The demodulator not only remove channel distortion by tracking the
channel coefficients, but also recover the information signal modulated. The dynamical system in Fig. 1 can be represented
by the following equations:
xn = f (xn−1), (4a)
yn = h(xn), (4b)
rn =
L−1∑
i=0
ainyn−i + vn. (4c)
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The EKF is an optimal algorithm to estimate the system state while the system is under the influence of input and mea-
surement noise. It is a standard approach for nonlinear state-space estimation problems. But the EKF algorithm cannot be
directly applied to the state equation, which has the unknown coefficient an. Assume that an varies slowly with time and
can be modeled by a widely used autoregressive (AR) model [16]. That is
ain =
Pi∑
j=1
c i,jn−1a
i
n−j + win, i = 0, 1, . . . , L− 1, (5)
where Pi is the order of the ARmodel, ain−j, c
i,j
n−j’s are the corresponding coefficients, andwin is a white Gaussian process. The
performance of the AR model is affected by the number of order. A large order AR model, which includes a small variance
of the model errorwin, will result in a longer system delay and slower tracking capability.
In addition to modeling the channel coefficients by an AR model, the delay of xn and ain, i = 0, 1, . . . , L − 1 must be
specified to convert (4) into a standard state-space model for Kalman filtering. More precisely
x1n = xn−1,
x2n = x1n−1 = xn−2,
...
xL−1n = xL−2n−1 = · · · = xn−L+1,
(6)

ai,1n = ain−1,
ai,2n = ai,1n−1 = ain−2,
...
ai,Pin = ai,Pi−1n−1 = · · · = an−Pi .
i = 0, 1, . . . , L− 1. (7)
The state estimation problem can be represented by an augmented state-space system
Xn = F(Xn−1)+Wn−1, (8)
i.e, 
xn
x1n
x2n
...
xL−1n
a0n
a0,1n
a0,2n
...
a0,P0−1n
c0,1n
...
c0,P0n
...
aL−1n
aL−1,1n
aL−1,2n
...
aL−1,PL−1−1n
cL−1,1n
...
cL−1,PL−1n

=

f (xn−1)
xn−1
x1n−1
...
xL−2n−1
c0,1n−1a
0
n−1 + c0,2n−1a0,1n−1 + · · · + c0,P0n−1a0,P0−1n−1
a0n−1
a0,1n−1
...
a0,P0−2n−1
c0,1n−1
...
c0,P0n−1
...
cL−1,1n−1 a
L−1
n−1 + cL−1,2n−1 aL−1,1n−1 + · · · + cL−1,PLn−1 aL−1,PL−1n−1
aL−1n−1
aL−1,1n−1
...
aL−1,PL−1−2n−1
cL−1,1n−1
...
cL−1,PL−1n−1

+

0
0
0
...
w1n
0
0
0
...
0
0
...
0
...
wL−1n
0
0
...
0
0
...
0

. (9)
The measurement equation is
rn = H(Xn)+ vn, (10)
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Fig. 1. Non-ideal channel model in chaotic communication systems.
where
H(Xn) = a0nh(xn)+
L−1∑
i=1
ainh(x
i
n).
When a zero-order AR model is used to represent the channel coefficients, the state space equation (8) can be rewritten as
xn
x1n
x2n
...
xL−1n
a0n
...
aL−1n

=

f (xn−1)
xn−1
x1n−1
...
xL−2n−1
a0n−1
...
aL−1n−1

+

0
0
0
...
0
w1
...
wL−1

. (11)
(B) Optimal linearization
Linearization such as Jacobian analysis is one of many useful techniques for analysis and design of nonlinear systems
for local dynamic behavior [17]. The optimal linearization was first proposed in [18] for continuous-time nonlinear systems
followed by stabilizing controller design for uncertain nonlinear systems using fuzzy models. The optimal linearization at
the operating state, not necessarily the equilibrium state, yields the exact linear (not affine) model. It also yields the optimal
linearmodel defined by some convex constraint optimization criterion in the vicinity of the operating state. For linearization,
Taylor expansion is also a common approach to use; however, a truncated Taylor expansion usually results in an affine rather
than linear model due to the generally non-vanishing constant term. One exception is the trivial case where the equilibrium
is zero, however, cannot be ensured throughout a nonlinear process. The optimal linearization method for the continuous-
time nonlinear system is now employed for the discrete state-space form.
Consider the class of nonlinear systems described by
xn+1 = f (xn), (12)
yn = g(xn), (13)
where f : Rm → Rm and g : Rm → Rp are nonlinear functions with continuous partial derivatives with respect to each of
their variables at all steps n, where xn ∈ Rm is the state vector at time index n, and yn ∈ Rp is the measurable output vector
at time index n. It is desired to have a local linear model (An, Cn) at an operating state of interest, xn ∈ Rm, of the form
xn+1 = Anxn, (14)
yn = Cnxn, (15)
where An and Cn are constant matrices of appropriate dimensions. Suppose that we are given an operating state xn =[
xn,1, xn,2, xn,3, . . . , xn,m
]T, which xn,j 6= 0 for j = 1, 2, . . . ,m, which is not necessarily an equilibrium state of the given
system (12)–(13). The constraint xn,j 6= 0 for 1 ≤ j ≤ m will be released after the discussion on the observability of the
nonlinear system. The goal is to construct a local and linear in xmodel, such that in a neighborhood of xn, one has
f (x) ≈ Anx, (16)
g(x) ≈ Cnx, (17)
and at xn
f (xn) = Anxn, (18)
g(xn) = Cnxn, (19)
which represents an exact linear model (An, Cn) at any operating state xn without any approximation. If we let aTi denote the
ith row of the matrix An, (16) and (18) can be represented, respectively, as
f i(x) ≈ aTi x, i = 1, 2, . . . , n, (20)
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and
f i(xn) = aTi xn, i = 1, 2, . . . , n, (21)
where f i : Rm → R is the ith component of f . Then, expanding the left-hand side of (20) at xn and neglecting the second-
and higher-order terms, one has
f i(xn)+ [∇f i(xn)]T(x− xn) ≈ aTi x, (22)
where ∇f i(xn) : Rm → Rm is the gradient column vector of f i evaluated at xn. Then from (21), Eq. (22) becomes
[∇f i(xn)]T(x− xn) ≈ aTi (x− xn), (23)
in which x is arbitrary but should be ‘‘close’’ to xn so that the approximation is good. In order to determine a constant
vector aTi is ‘‘as close as possible’’ to [∇f i(xn)]T and also satisfies aTi xn = f i(xn), we may consider the following constrained
minimization problem:
min E : 1
2
∥∥∇f i(xn)− ai∥∥22 subject to aTi xn = f i(xn). (24)
Notice that this is a convex constrained optimization problem; therefore, the first order necessary and sufficient condition,
for a minimum of E is
∇aiE + λ∇ai(aTi xn − f i(xn)) = 0, (25)
aTi xn = f i(xn), (26)
where λ is the Lagrangemultiplier and the subscript ai in∇ai indicates that the gradient is takenwith respect to ai. It follows
from (25) that
ai −∇f i(xn)+ λxn = 0. (27)
By recalling that we are considering the case where xn,j 6= 0, and by solving (27) for λ, we obtain
λ = x
T
n∇f i(xn)− f i(xn)
‖xn‖22
. (28)
Substituting (28) into (27) gives
ai = ∇f i(xn)+ f
i(xn)− xTn∇f i(xn)
‖xn‖22
xn, (29)
where xn 6= 0. Similar derivation can be applied to (17) and yield
ci = ∇g i(xn)+ g
i(xn)− xTn∇g i(xn)
‖xn‖22
xn, (30)
where cTi represents the ith row of the matrix ci.
The observability matrix for the nonlinear system (12)–(13) is derived from the linearized model (An, Cn) (18)–(19),
resulting in
O =

C¯n
C¯nA¯n
C¯nA¯2n
...
C¯nA¯n−1n
 , (31)
where A¯n and C¯n are constructed via the following rule: the ith columns of An and Cn are set to be zero whenever the ith
component of xn is zero [26]. Consequently, the constraint on all components of xn, i.e. xn,j 6= 0 for 1 ≤ j ≤ m, can be released
now provided that matrices (An, Cn) are replaced by (A¯n, C¯n) for some filtering purpose, along with some decomposition
technique given in MatLab that can decompose the observable and unobservable portions.
(C) EKF-based demodulation
Here, the EKF is utilized to estimate the state vector Xn, i.e., to equalize the channel effects according to the channel
output rn. The EKF estimates the system states by using a form of feedback control [19]. It is usually grouped into two sets
of equations: time-update and measurement-update. The time-update equations are responsible for projecting the current
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state and error covariance estimates forward in time to obtain a priori estimates for the next time step. The measurement-
update equations are responsible for the feedback, which incorporate a newmeasurement into the priori estimate to obtain
an improved posteriori estimate.
The EKF algorithm for the augmented system (8)–(10) is given by the following steps.
(1) Time-Update Equations: The one-step prediction of Xn, Xˆn,n−1, is
Xˆn,n−1 = F(Xˆn−1). (32)
The covariance matrix of the prediction error is
Pn,n−1 = An−1Pn−1ATn−1 + Qn, (33)
where An−1 is constructed from F(Xn−1) in (8) based on the optimal linearization method at the operating state of interest
Xˆn, and Qn is the correlation matrix ofWn, i.e., Qn = E[WnW Tn ].
(2)Measurement-update equations: The filtered estimate of state Xn is given by
Xˆn = Xˆn,n−1 + Kn(rn − H(Xˆn,n−1)), (34)
where the Kalman gain is
Kn = Pn,n−1CTn−1(Cn−1Pn,n−1CTn−1 + Rn)−1. (35)
Cn is obtained from H(Xn) in (10) based on the optimal linearization method at the operating state of interest Xˆn, and the
covariance of the error in Xˆn is given by
Pn = (Id − KnCn−1)Pn,n−1, (36)
where d = mL+ 2∑L−1i=0 pi, and Id is a d× d unit matrix.
TheKalman gainKn in (35) is adjusted according to F(Xˆn−1) and the channelmodel obtained by the extendedKalman filter
automatically. Usually, Kn will stabilize and remain constant under the conditions that Qn and Rn are constants. However,
when an EKF is applied to a chaotic system, the Kalman gain may go into non-periodic oscillation state [20]. The EKF-based
equalizationmethod requires the initial information about variances of themeasurement noise and coefficient model noise.
In most case, the measurement noise is stationary, i.e., the noise variance Rn is constant. The coefficient model noise can
always be regarded as a stationary Gaussian noise where Qn is independent of n. The noise variances are easily estimated a
priori.
The EKF-based equalization method estimates the communication channel and the transmitted signal at the same time.
The received signal can be recovered as the transmitted signal from the estimated state, i.e., yˆn = h(Xˆn). The equalizer is
considered as a blind equalizer [21], when we recover the transmitted signal without any knowledge about it.
(D) Stability analysis
The EKF algorithm is often applied to solve the nonlinear state-space estimation problem. Here, we apply the EKF
to demodulate a chaotic communication system. In the following, we investigate the stability of EKF in the above blind
equalization problem by following the approach proposed in [22].
Definition 1. Let the error of the filtered state be en = Xn− Xˆn. The stochastic process en is said to be exponentially bounded
in mean square, if there are real numbers η, ν > 0 and 0 < θ < 1 such that
E{‖en‖2} ≤ η ‖e0‖2 θn + ν (37)
holds for every n ≥ 0.
Definition 2. The nonlinear system given by (8)–(10) satisfies the nonlinear observability rank condition at Xn ∈ Rd, if the
nonlinear observability matrix
U(Xn) =

∂H
∂X
(Xn)
∂H
∂X
(Xn+1)
∂F
∂X
(Xn)
...
∂H
∂X
(Xn+d−1)
∂F
∂X
(Xn+d−2) · · · ∂F
∂X
(Xn)

(38)
has a full rank d at Xn, where Xn+i, i = 1, 2, . . . , d, is the solution of (8) whenWn = 0. With these two definitions, we can
introduce the following theorem.
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Theorem 1 ([22]). Consider a nonlinear system given by (8)–(10) and an EKF given by (32)–(36). Assume that there are real
numbers r > 0 and q > 0 with
qId ≤ Qn, (39)
r ≤ Rn (40)
for n ≥ 0 and a compact subset K of Rd such that following conditions hold.
(i) The nonlinear system given by (8)–(10) satisfies the observability rank condition for every Xn ∈ K.
(ii) The nonlinear functions F and H are twice continuously differentiable and (∂F/∂X)(Xn) 6= 0 holds for every Xn ∈ K .
(iii) The sample paths of Xn are boundedwith probability one, and K contains these sample paths aswell as all pointswith distance
smaller than εK from these sample paths, where εK > 0 is a real number independent of n.
(iv) The noise free solution X˜n of X˜n = F(X˜n−1) for n ≥ 0 is boundedwith probability one and it is sufficiently close to the solution
Xn of (8) with the same initial conditions, i.e.,∥∥∥X˜n − Xn∥∥∥ ≤ εω (41)
for some εω . Then, the filtered state error en is exponentially bounded in mean square and bounded with probability one,
provided that the initial estimation error satisfies
‖en‖ ≤ ε, (42)
and the covariance matrix of the noise term is bounded via
Rn ≤ δ (43)
for some δ, ε > 0.
Remarks. (i) The filtered state error remains bounded if the system satisfies the nonlinear observability rank condition and
the initial estimation error as well as the disturbing noise terms are small enough.
(ii) It appears that the above assumption (41) is hard to hold for chaotic systems. The state vector (8) or (41) consists of
two groups of variables, the system state variable, i.e., xn, x1n, . . . , x
L−1
n and the channel coefficients. The system state variable,
which includes nonlinear chaotic dynamics, is independent of the channel coefficient variable and indeed sensitive to the
initial condition. The equation for the state variable (11) shows that no noise term in it. Therefore, the noise free solution X˜n
and Xn should be the same for the system state variable. Although the channel coefficient variable is affected by the drive
noise win, i = 0, 1, . . . , L − 1. The equation for the channel coefficient is linear and will not amplify the noise. Since win is
relatively small, the condition (41) can be satisfied by the system for our equalization problem.
3. Results
(A) Computer simulation of the EKF-based method
In this section, we illustrate the efficiency of the proposed EKF-based equalization method by simulation results. The
chaotic transmitter is the logistic map which is represented by
xn = λxn−1(1− xn−1), (44)
where 0 ≤ λ ≤ 4. We set λ = 4 and the map is chaotic. The transmitted signal yn is just xn.
Generally, the shortest path from the transmitter to the receiver is the dominant path and the other paths usually contain
weaker power. We assume that a0n = 1 since the overall gain term can be compensated in the receiver. Study a third-order
linear filtering channel with an = (1, 0.45,−0.22). As a0n is known, the augmented equations here do not include the AR
model for it. An additive white Gaussian noise process with a zero mean and variance Rn = 0.01.
Fig. 2 shows the channel equalization using the EKF-based method in the absence of channel noise. The EKF-based
approach has fast convergence speed. MSE between the demodulated transmitted signal yˆn and the ideal signal yn defined
by
MSEy =
N∑
n=1
(yn − yˆn)2 (45)
is used to measure the equalization performance. In a communication system, a smallMSEy indicates a better equalization
performance, which implies a better communication quality for recovering information signal.
Fig. 3(a) and (b) show the equalization results using the EKF-basedmethod for two different linear filtering channels. The
coefficients of these channels are given by the time-invariant channels, respectively:
(a) an = (1, 0.7,−0.3, 0.5,−0.1),
(b) an = (1, 0.64,−0.52,−0.48, 0.24).
Similarly, the stability of the EKF-based method can be verified using the above channel models.
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Fig. 2. Equalization of linear filtering channel using EKF-based method.
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Fig. 3. Equalization of two different linear filtering channels using EKF-based method.
Fig. 4(a) and (b) give two examples considered by the fading and multipath effects. The channel models of the example
are given by the time-varying channel:
(a) an = (1, 0.7(1+ 0.1 cos(n/100)),−0.3(1+ 0.1 sin(n/50)), 0.5(1+ 0.2 sin(n/100)),−0.1(1+ 0.1 sin(n/10))),
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Fig. 4. Equalization of two time-varying fading and multipath channels using EKF-based method.
Table 1
The MSEy values of the proposed method for the time-varying channel an .
MSEy a0 a1 a2 a3 a4
Channel (b) 0.041085 0.054554 0.017185 0.065184 0.037755
(b) an = ((1+ 0.1 sin(n/10)), 0.7(1+ 0.1 cos(n/100)),−0.3(1+ 0.1 sin(n/50)), 0.5(1+ 0.2 sin(n/100)),
− 0.1(1+ 0.1 sin(n/10))).
The channel model in the second example is basically the same as that in the first example except that the dominant path
in the second example is also time varying, that is, a0n = 1+ 0.05 cos(n/100). As we can see from the figure, the EKF-based
equalization method can track the coefficients of the time-varying channel coefficients accurately. The MSEy values of the
proposed method for the time-varying channel an (b) are shown in Table 1.
(B) Application to equalization of chaotic modulation systems
Chaotic modulation is an important spread spectrum technique in chaotic communications. It employs a chaotic
dynamical system tomodulate the information signal of transmission to achieve the goal of SS/CDMA (spread spectrum and
code divisionmultiple access) communication.More precisely, the signal of transmission is stored in a bifurcating parameter
of the chaotic dynamical system. The outputwide-band signal of the dynamical systemmay be used as the transmitted signal
by keeping this bifurcating parameter in the chaotic regime. This chaotic modulation communication scheme is not only
theoretically interesting, but also offers many advantages to the conventional SS/CDMA system. For example, the chaotic
modulation technique does not require any code synchronization which is essential in a conventional SS/CDMA system. It
is expected to have a higher capacity than the conventional SS/CDMA system for multi-user communication [13,23–25].
However, the chaotic modulation system needs a receiver/demodulator which can estimate the parameter of the chaotic
system accurately to decode the signal of transmission. The process of estimating the bifurcating parameter of a chaotic
system in noise is therefore a key factor for success of this communication scheme.
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Assume that sn is the information signal, a chaotic map
zn = f (zn−1, . . . , zn−M , λ), (46)
whereλ is the bifurcating parameter, is used tomodulate sn by settingλ = sn. To have awide-band signal zn for transmission,
sn is kept in the chaotic regime.
The logistic map (44) is used as the chaotic dynamical system [13], and the chaotic transmitter becomes
xn = sn−1xn−1(1− xn−1). (47)
The signal sn is controlled so that sn ∈ [3.7, 4] which is the chaotic regime of the logistic map. Fig. 5 shows the chaotically
modulated signals transmitted through the channel.
Since bifurcating parameter is not a constant, we represent the information signal using an AR model. That is
sn =
ps∑
i=1
asi sn−i + wsn, (48)
where wsn is a white Gaussian process, and ps is the order of the AR model. We use the method for the channel coefficients
and expand the augmented system to include (47) and (48). Then, we can apply the EKF algorithm to the system (8), (47)
and (48) to equalize the channel distortion and to recover the information signal. Because the zero-order AR model is not
suitable for quick time-varying information signals (high frequency signals), the following three simple information signals
are considered here. If information signal is full of high frequency component, a high-order AR model should be adopted.
To evaluate the performance of the receivers, three different signals are used as the signal of transmission sn:
(i) A constant valued (CV) signal: sn = 3.8.
(ii) A multivalued constant (MV) signal
sn =

3.8 0 < n ≤ 1000
3.825 1000 < n ≤ 2000
3.85 2000 < n ≤ 3000
3.875 3000 < n ≤ 4000
3.9 4000 < n ≤ 5000.
(iii) A sinusoidal (SIN) signal
bn = 3.95+ 0.05 sin(n/20).
In our experiment, a linear filtering channel an = (1, 0.45,−0.22) is used. Because the information signal is analog,
MSEs defined as
MSEs = 1N
N∑
n=1
(sn − sˆn)2 (49)
is used tomeasure the communication quality of the EKF-based equalizer, where sˆn is the recovered information signal.
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(a) A constant valued signal. (b) A multivalued constant signal.
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(c) A sinusoidal signal.
Fig. 6. Demodulation examples of the three different information signals.
Table 2
The MSEs values of the proposed method using optimal linearization and gradient.
MSEs Constant valued signal (CV) Multivalued constant signal (MV) Sinusoidal signal (SIN)
Gradient 0.0051482 0.001032 0.0043935
Optimal linearization 0.0004368 0.000031 0.0010853
Fig. 6(a)–(c) show recovering the three information signals by the EKF-based method. It indicates that the EKF-based
method can effectively recover the information signal. These three signals have three difference time-varying characteristics.
Demodulation of the first signal is basically the estimation of a constant parameter of a chaotic system in noise. The second
signal contains minimal time-varying characteristics, and the demodulator should be able to adapt to the variation. The
third signal changes quickly in time, but it is still a stationary signal. The MSEs values of the proposed method using optimal
linearization and the other method for three different signals are shown in Table 2. The comparison result shows that the
proposed method using optimal linearization is superior to the gradient method [27].
It should be noted that the proposed blind equalization algorithm can not only be applied to analog communications,
but it can also be used as a demodulator in some digital systems, such as the chaos shift-keying (CSK) communication
system [25].
4. Conclusions
An EKF-based demodulator with adaptive blind equalization capability is proposed for chaos communication systems to
combat various distortions introduced by a communication channel. Stability analysis shows that the MSE of the EKF-based
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equalizer is bounded under specified condition. Simulations show that the proposed method can efficiently combat the
distortions caused by both time-invariant and time-varying channels and has a fast convergence speed, larger dynamical
range of channel coefficients, and good communication quality.
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