Application of Shannon's Sampling Theorem in quantum mechanics by GIGLI, DAVID
Universita` di Pisa
Dipartimento di Fisica “Enrico Fermi”
Laurea Magistrale in Fisica
Application of Shannon’s Sampling Theorem
in Quantum Mechanics
Tesi di Laurea Magistrale
Candidato:
David Gigli
Relatore:
Prof. Hans-Thomas Elze
Anno Accademico 2013/2014

Contents
Introduction 5
1 The discrete Schro¨dinger equation 9
1.1 An action for cellular automata . . . . . . . . . . . . . . . . . . . . 9
1.1.1 Discrete conservation laws . . . . . . . . . . . . . . . . . . . 12
1.1.2 Construction of the Hamiltonian . . . . . . . . . . . . . . . 13
1.2 Solution of the discrete Schro¨dinger equation . . . . . . . . . . . . 15
1.2.1 General solution of the discretized Schro¨dinger equation . . 17
1.2.2 The continuum limit . . . . . . . . . . . . . . . . . . . . . . 22
1.3 On finite difference equations . . . . . . . . . . . . . . . . . . . . . 24
1.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2 The Shannon sampling theorem and . . . 27
2.1 Sampling Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2 Shannon’s theorem and the Schro¨dinger . . . . . . . . . . . . . . . . 30
2.2.1 Continuous conservation laws . . . . . . . . . . . . . . . . . 31
2.2.2 Oversampling and undersampling . . . . . . . . . . . . . . . 32
2.2.3 Wavelet theory . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3 Derivatives on the lattice 37
3.1 Non-local definition of the derivative . . . . . . . . . . . . . . . . . 37
3.1.1 Commutation relations . . . . . . . . . . . . . . . . . . . . . 39
3.2 The alternating matrix . . . . . . . . . . . . . . . . . . . . . . . . . 40
3
4 CONTENTS
3.2.1 Finite dimensional case . . . . . . . . . . . . . . . . . . . . 40
3.2.2 Infinite dimensional case . . . . . . . . . . . . . . . . . . . . 41
3.3 The Uncertainty principle . . . . . . . . . . . . . . . . . . . . . . . 44
3.3.1 Uncertainty relations . . . . . . . . . . . . . . . . . . . . . . 44
4 Relativistic equations 49
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2 Lorentz transformations and the Shannon Theorem . . . . . . . . . 49
4.2.1 Light-cone coordinates . . . . . . . . . . . . . . . . . . . . . 51
4.3 Klein-Gordon equation . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3.1 Dirac equation . . . . . . . . . . . . . . . . . . . . . . . . . 56
5 Conclusions 59
A Numerical simulations 63
A.1 Reconstruction errors . . . . . . . . . . . . . . . . . . . . . . . . . 63
A.2 Evolution of a state . . . . . . . . . . . . . . . . . . . . . . . . . . 65
A.3 Convergence of eigenvalues . . . . . . . . . . . . . . . . . . . . . . 71
B Properties of Sinc functions 75
B.1 Orthonormality of the Sinc(x-n) base . . . . . . . . . . . . . . . . . 75
C Derivation of the equations of motion 79
Bibliography 83
Introduction
Cellular Automata (CA) are studied in various fields of science, ranging from
physics to the theory of computation, from mathematics to theoretical biology.
They present dynamical systems and are used to study, in particular, the evolu-
tion of discrete complex systems [1]. They are defined by cells, for example sites
on a lattice, which evolve in a synchronized way which is determined in detail
by an updating rule. This concept was developed originally by S. Ulam and J.
von Neumann at the Los Alamos National Laboratory in the 1940s and only a
decade ago it has been proven by M. Cook and published in Ref. [2] that there is
a class of CA which are Turing complete. In 1982, in the context of theoretical
physics, R.P. Feynman proposed the scheme of a quantum computer (extend-
ing the idea of CA) and showed that such a computer is capable of simulating
quantum phenomena using quantum mechanics for its operations [3].
A CA is naturally defined on a lattice which introduces a natural unit of
length l, the application of the updating rule amounts to the time passing and so
introduces a natural unit of time τ that is the size of the time step. It has been
shown that it is possible to define an action that especially leads to a discrete
analogue of the Schro¨dinger equation. The state of a CA can then be viewed as
a string of data that contains all relevant information about the corresponding
related quantum state.
In information theory, the Shannon Theorem is one of the most important
results, which states that the information contained in the denumerable set of all
samples of a function on a lattice is equivalent to that contained in a band-limited
continuous function; it relates the band-limit to the frequency of sampling [4].
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Its use is fundamental for the transmission and evaluation of information, since
it allows to convert arrays of data (bits) to analogue signals (such as sound or
video).
In Chapter 1 of this thesis, we introduce a general lattice space, an action
for a class of CA, and a variational principle by which we recover the evolution
rule of the CA, namely its equations of motion. From these difference equations
of motion we recover, following Ref. [5], the discrete analogue of the Schro¨dinger
equation: ψ˙n = −2 iτHˆψn. A general solution of this equation is constructed and
the continuum limit studied with both, the lattice spacing and time step, going
to zero. We show how it is generally possible to find discrete conservation laws.
At the end of this Chapter, we recall relevant aspects from the theory of finite
difference equations.
In Chapter 2, we review Shannon’s sampling theorem, in order to map the
discrete time Schro¨dinger equation to a continuous time one, which is modified
in an important way: it contains all odd derivatives in time and, thus, modifies
the dispersion relation. Thus, there is a natural invertible map between the CA
state and the continuous wave function that it represents. We link a stepwise
evolution to a continuous time one; this approach allows us to view the results of
Chapter 1 from a different perspective and, in particular, we obtain corresponding
conservations laws for the continuous representation. We also study mathematical
tools which are useful in the study of the scaling of a function: in one case, we
modify the distance scale at which we sample, leaving the maximum allowed
band-limit unchanged; in another case, we use the theory of wavelets to show
how it is possible, starting from the sampling of a band-limited function, to
construct a scaled version of it with different band-limits.
In Chapter 3, we focus on the definition of the derivative on the lattice and
compare two possibilities. The first one is a local definition (namely the derivative
in one point is determined by the difference between the values of the function
on the previous and the next point), while the second one is a completly non-
local definition, where the derivative depends on the value of the function on all
points of the lattice. These two definitions lead to different (quantum mechanical)
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uncertainty relations. Using the first definition, we obtain a relation of the form
∆x∆p ≥ 1 + β(∆p)2. Relations of this kind have been discussed in the context
of possible phenomenological consequences of various approaches to quantum
gravity. For the second definition, we obtain ∆x∆p ≥ |1−n|cn|2|, with n defining
the size of the lattice and cn a state dependent parameter. This latter result
is interesting, since it seems possible to contruct states that obey a discrete
Schro¨dinger equation but lead to a “classical” relation of indeterminacy.
In Chapter 4, we present ideas how to extend this discussion also to relativistic
equations. In particular, we use results from Chapter 2 to show how a Lorentz
transformation works in this context and what means the passage from one frame
of reference to another in terms of CA. We then describe the evolution of a state
for the discretized Klein-Gordon and Dirac equations.
The final Chapter 5 summarizes our results and outlines further perspectives
on the presented topics.
In the Appendix, we present numerical simulations, showing how CA are used
to find eigenvalues of a given Hamiltonian; this is has also been found useful for
calculations of atomic and molecular bonds [6].
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Chapter 1
The discrete Schro¨dinger
equation
1.1 An action for cellular automata
A Cellular Automaton (CA) is a dynamical system that requires (see [1]):
(1) a regular lattice of cells in a d-dimensional space;
(2) a set Φ(~r, t) = {Φ1(~r, t),Φ2(~r, t), . . . ,Φm(~r, t)} of discrete variables tied to
each site ~r at the time t = 0, 1, 2 . . . ;
(3) a rule R = {R1, R2, . . . , Rm} that gives the time evolution of the states
Φ(~r, t) as:
Φj(~r, t+1) = Rj
(
Φ(~r, t),Φ(~r + ~δ1, t),Φ(~r + ~δ2, t), . . . ,Φ(~r + ~δq, t)
)
(1.1)
where the ~δk identify the neighbours of the given cell ~r. The rule R is
applied simultaneously to all the sites.
In this work (as in [7]), we will use the term cellular automaton also if request
(2) does not holds since our states will be described by continuous variables.
We start, following [5], and considering a classical cellular automaton (CA)
with a denumerable set of degrees of freedom. We represent this state by its
“coordinates” xαn, tn and “conjugated momenta” p
α
n, pin. Both xn and pn could
9
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be vectors in a space of dimension greater than 1 but tn, pin are onedimensional,
α ∈ N0 denotes different degrees of freedom while n ∈ Z denotes different states.
The evolution rule will be found defining a variational principle for an action for
the CA.
In order to define our CA action, we first give the following definitions (we
will use Einstein notation, i.e. rαsα ≡∑α rαsα):
An := ∆tn(Hn +Hn−1) + an, (1.2)
Hn :=
1
2
Sαβ(p
α
np
β
n + x
α
nx
β
n) +Aαβp
α
nx
β
n +Rn, (1.3)
an := cnpin, (1.4)
where the matrices Sαβ and Aαβ are, respectively, symmetric and antisymmetric
and we introduced the notation ∆fn := fn − fn−1. We define the CA action as:
S :=
∑
n
[(
pαn + p
α
n−1
)
∆xαn + (pin + pin−1) ∆tn −An
]
(1.5)
and we postulate that (like in the continuum case) the evolution of the CA is
determined by the action principle δS = 0, where the variation is defined as:
δg(fn) :=
[g(fn + δfn)− g(fn − δfn)]
2
(1.6)
and fn is one of the variables on which g depends. With this definition the
variations of costants, linear or quadratic terms is analogous to the continuum
case, while the variation of higher powers is different.
The equations of motion for our CA can now be calculated as:
δS
δxαn
= 0;
δS
δpαn
= 0;
δS
δtn
= 0;
δS
δpin
= 0. (1.7)
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Due to linearity of the definition of discrete derivative we obtain∗:
δS
δxαn
=
∑
m
δ
[(
pβm + p
β
m−1
)
∆xβm
]
δxαn
−
∑
m
δAm
δxαn
(1.8)
For the first term on the r.h.s. we have:
∑
m
δ
[(
pβm + p
β
m−1
)
∆xβm
]
δxαn
=
∑
m
(
pβm + p
β
m−1
) δ∆xβm
δxαn
=
∑
m
(
pβm + p
β
m−1
)
(δαβn,m − δαβn,m−1)
=pαn−1 − pαn+1 = −p˙αn
(1.9)
where we define f˙n := fn+1 − fn−1 henceforth.
For the second term on the r.h.s. we have:
∑
m
δAm
δxαn
=
∑
m
∆tm
δ(Hm +Hm−1)
δxαn
(1.10)
where:
δHm
δxαn
=
δ(12Sγβx
β
mx
γ
m +Aγβp
γ
mx
β
m)
δxαn
= Sαβx
β
mδm,n +Aβαp
β
mδm,n (1.11)
so that the summation over m simplifies with the δn,m:
∑
m
δAm
δxαn
= (∆tn + ∆tn+1)(Sαβx
β
n +Aβαp
β
n) = t˙n(Sαβx
β
n −Aαβpβn) (1.12)
with f˙n := fn+1 − fn−1, as before.
Combining eq. (1.9) and eq. (1.12) in the first of the eq. in (1.7) we get the
equation of motion for the pα:
p˙αn = −t˙n(Sαβxβn −Aαβpβn) (1.13)
∗Here we present only the derivative with respect to δxαn, for further calculations see Ap-
pendix C
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The other equations of motion are found in a similar way and we get:
x˙αn = t˙n(Sαβp
β
n +Aαβx
β
n) (1.14)
t˙n = cn (1.15)
p˙in = H˙n (1.16)
These equation are time reversal invariant (since they are symmetric with respect
to n) and we can combine equation (1.13) and (1.14) in:
x˙αn + ip˙
α
n = − it˙nHαβ(xβn + ipβn) (1.17)
where we have introduced the self-adjoint operator Hˆ = Sˆ+ iAˆ that will play the
role of the Hamiltonian in the Schro¨dinger equation below.
We can read this equation as an analogue of the Schro¨dinger equation, once
we set ψ˙αn = x˙
α
n + ip˙
α
n and fix t˙n = 2τ , where τ is the fundamental unit of time.
This allows us to write this equation as:
ψ˙n = −2 iτHˆψn (1.18)
Thus, we have recovered a discrete analogue of the Schro¨dinger equation, with
ψαn that is the α-component of the state vector |ψ〉 and the time is given by n, so
that n = 0 may be the initial state. In the following, we will write ψn instead of
ψαn in order to unburden the notation.
1.1.1 Discrete conservation laws
This kind of CA, with the evolution given by eq. (1.18) exibits discrete conser-
vation laws; namely, for any matrix Gˆ that commutes with Hˆ, holds:
ψ∗nGˆψ˙n + ψ˙
∗
nGˆψn = 0 (1.19)
1.1. AN ACTION FOR CELLULAR AUTOMATA 13
The proof is easy once we notice that ψ˙n = −2 iτHˆψn so we have:
ψ∗nGˆψ˙n + ψ˙
∗
nGˆψn ∝ ψ∗nGˆHˆψn − ψ∗nHˆGˆψn = 0 ⇐⇒
[
Hˆ, Gˆ
]
= 0 (1.20)
In particular, if we take Gˆ = 1 we obtain a conserved “current”:
ψ∗nψ˙n + ψ˙
∗
nψn = 0 (1.21)
and with Gˆ = Hˆ we obtain an “energy” conservation law:
ψ∗nHˆψ˙n + ψ˙
∗
nHˆψn = 0 (1.22)
1.1.2 Construction of the Hamiltonian
What we do now is to construct a suitable Hamiltonian in this discrete formalism
such that it converges to the continuum Hamiltonian in the limit of lattice spacing
l→ 0, and, in particular, we need to define a spatial derivative. We define ~ψn as
the vector of values of ψn on the lattice,
ψn := ψn(ml) (1.23)
with m ∈ Z indentifying the sites of the CA. We also assume that for any ~ψn
exists a unique continuous function ψn(x) such that eq. (1.23) holds (the meaning
of this assumption will become clear in chapter 2. The first order derivative we
define by∗:
Dψ(x) =
ψ(x+ l)− ψ(x− l)
2l
(1.24)
∗Obviusly, we can define the discrete derivative in many different ways, for example:
Da,bψ(x) :=
ψ(x+ al)− ψ(x− bl)
(a+ b)l
∀ a, b ∈ N
As can be easily seen this definition tends to the continuum definition aswell, as we take the
limit l→ 0. In this work, we will confine our study to the definition given in the text.
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We then define the translation operator on the lattice as:
Tˆl := e
l∂x =
∞∑
n=0
1
n!
(l∂x)
n (1.25)
Tˆlψ(x) = ψ(x+ l)
getting the operator form of the first finite difference:
Dψ(x) =
Tˆl − Tˆ−l
2l
ψ(x) =
sinh(l∂x)
l
ψ(x) (1.26)
For the second derivative we expand cosh(l∂x) in a power series and obtain
cosh(l∂x) = 1 +
1
2
l2∂2x + . . . (1.27)
so that the second derivative can be written as:
∂2x = lim
l→0
2
cosh(l∂x)− 1
l2
= lim
l→0
Tˆl + Tˆ−l − 2
l2
(1.28)
Since this is an operator equality the equation needs a constraint on the function,
namely this is true if |∂nxψ(x)|  l−n. So that we have the anologous of the second
derivative on the lattice∗:
D2 =
Tˆl + Tˆ−l − 2
l2
(1.30)
With this definition, the second derivative in one point of the lattice is deter-
minated by its nearest sites alone (in Chapter 3, we will analyse further this
point).
Now that we have defined the second finite difference we can write down the
Hamiltonian for the free particle:
Hˆ0 = − 1
2m
Tˆl + Tˆ−l − 2
l2
(1.31)
∗As for the first derivative we could also make other choices, for example, we could define
the second derivative as:
D2 = D
2 =
(
Tˆl − Tˆ−l
2l
)2
=
Tˆ2l + Tˆ−2l − 2
4l2
(1.29)
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Furthermore, we need to give a definition of the potential V (x) on the lattice.
Also of this, there are different possible definitions. We choose:
Vˆ ~ψ =
∑
k
V (kl)ψ(kl) (1.32)
so that the discretized potential is given by a sampling of the potential over the
lattice sites.
Thus, we obtain the Hamiltonian for our CA:
Hˆ = − 1
2m
Tˆl + Tˆ−l − 2
l2
+ Vˆ (1.33)
1.2 Solution of the discrete Schro¨dinger equation
In order to find the solution of the discrete Schro¨dinger equation, it is useful to
work with the finite difference equation (1.18) ~˙ψn = −2 iHˆ ~ψn, that explicitly is
given by:
~ψn+1 − ~ψn−1 = −2 iHˆ ~ψn (1.34)
It is instructive, before solving this equation, to solve a simpler one where ψn
is not a vector but a number and so Hˆ is not an operator but a number. This
defines a sequence by recursion and so we have to solve:
gn−1 − gn+1 = 2λgn (1.35)
where gn is a number and λ is a multiplicative factor in C. We define a generating
function:
f(z) :=
∞∑
n=0
zn
n! gn (1.36)
so gn = f
(n)(0) ≡ dnf(z)dzn
∣∣∣
z=0
.
If we multiply both sides of eq. (1.35) with
∑∞
n=1 z
n−1/(n−1)! we obtain the
differential equation:
f ′′(z) + 2λf ′(z) = f(z) (1.37)
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the solution of which is:
f(z) = C1 e
z(−λ−
√
1+λ2) + C2 e
z(−λ+
√
1+λ2) (1.38)
With initial condition f(0) = a and f ′(0) = b, the solution can be written as:
f(z) =
1
2
√
λ2 + 1
[
(α e−βz − β e−αz)a+ (e−βz − e−αz)b
]
(1.39)
where
α = λ+
√
λ2 + 1 β = λ−
√
λ2 + 1 (1.40)
So the n-th term of the succession is:
gn = (−1)n
[
(αn−1 − βn−1)
2
√
λ2 + 1
a+
(βn − αn)
2
√
λ2 + 1
b
]
(1.41)
The factor
in−1(αn − βn)
2
√
λ2 + 1
(1.42)
can be written as:
in−1(αn − βn)
2
√
λ2 + 1
= i(α+ β)
(αn−1 − βn−1) in−2
2
√
λ2 + 1
− αβ i2 (α
n−2 − βn−2) in−3√
λ2 + 1
=2 iλ
(αn−1 − βn−1) in−2
2
√
λ2 + 1
− (α
n−2 − βn−2) in−3√
λ2 + 1
(1.43)
Calling Pn−1(iλ) =
in−1(αn−βn)
2
√
λ2+1
, the eq.(1.43) can be written as:
Pn−1(iλ) = 2 iλPn−2(iλ)− Pn−3(iλ) (1.44)
This is convenient, because Pn(iλ) has the same recurrence relation and the same
initial condition as the Chebyshev polynomials of the second kind, which is:
Un(x) = 2xUn−1(x)− Un−2(x) (1.45)
with the initial condition: U0(x) = 1 and U1(x) = 2x. Now we have to check that
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the initial condition can be matched:
P0(iλ) =
(α− β)
2
√
λ2 + 1
= 1
P1(iλ) =
i(α2 − β2)
2
√
λ2 + 1
= 2 iλ
(1.46)
So we can write the explicit solution of the (1.41) in terms of Chebyshev polyno-
mials as:
gn = i
n
[
i2
in−2(αn−1 − βn−1)
2
√
λ2 + 1
a− i i
n−1(αn − βn)
2
√
λ2 + 1
b
]
= − in [Un−2(iλ)a+ iUn−1(iλ)b]
(1.47)
Another proof of the eq. (1.47) can be found in [8].
1.2.1 General solution of the discretized Schro¨dinger equation
Now we consider the case that Gˆ = τHˆ is an operator. Our demonstration does
not depend on the choice of Hˆ, since the structure of the solution is given by a
finite difference of the second order in time. In our case, the operator Hˆ is the
discretized Hamiltonian operator, but it could be also a continuum operator (as if
we discretized only time and not space), or a finite-dimensional matrix useful for
calculations or simulations (we will employ this in Appendix A). The equation
to solve is:
ψn+1 − ψn−1 = −2 iGˆψn (1.48)
As before, we define a generating function
~f(z) :=
∞∑
n=0
zn
n!
ψn (1.49)
so that
dn
dzn
~f(z)
∣∣
z=0
= ψn (1.50)
Through the multiplication of
∑∞
n=1 z
n−1/(n− 1)! we obtain:
~f ′′(z)− ~f(z) = −2 iGˆ ~f ′(z) (1.51)
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We search solutions of eq.(1.51) of the form:
~f(z) = e−Kˆz ~A (1.52)
Where Kˆ is a matrix and ~A is a vector, both have to be found assuming that this
is a solution, namely substituting in eq.(1.51). We get:
(Kˆ2 − 1) e−Kˆz ~A = 2 iGˆKˆ e−Kˆz ~A (1.53)
This equation has a solution only if Kˆ is a solution for:
Kˆ2 − 1− 2 iGˆKˆ = 0 (1.54)
The solutions for this equation are:
Kˆ1 = iGˆ+
√
1− Gˆ2
Kˆ2 = iGˆ−
√
1− Gˆ2
(1.55)
So the general solution for eq.(1.51) is∗:
~f(z) = e−Kˆ1z ~A+ e−Kˆ2z ~B (1.57)
where the vectors ~A and ~B have to be found by imposing the initial conditions:

~f(0) = ~A+ ~B = ~ψ0
~f ′(0) = −Kˆ1 ~A− Kˆ2 ~B = ~ψ1
(1.58)
∗A remark on formula (1.55) is in order, since the term
√
1− Gˆ2 is not well defined. A
matrix is defined to be the root of another one by:√
Aˆ = Bˆ ⇐⇒ Bˆ2 = Aˆ (1.56)
and, in general, there exist many square roots of a matrix (for example, the three Pauli matrices
are roots of the 2 × 2 identity matrix). We have not specified which root to take, because
the solution will not depend on this choice. The solution will depend on polynomials of the
Hamiltonian and not on the roots of the Hamiltonian itself.
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so that 
~A = −(Kˆ1 − Kˆ2)−1(~ψ1 + Kˆ2 ~ψ0)
~B = (Kˆ1 − Kˆ2)−1(~ψ1 + Kˆ1 ~ψ0)
(1.59)
Now we can write the solution of the eq. (1.48):
ψn = (−1)n
[(
Kˆn−11 − Kˆn−12
)(
Kˆ1 − Kˆ2
)−1
ψ0 +
(
Kˆn2 − Kˆn1
)(
Kˆ1 − Kˆ2
)−1
ψ1
]
(1.60)
In complete analogy with the unidimensional case by defining:
Un−1(−Gˆ) := in−1
(
Kˆn1 − Kˆn2
)(
Kˆ1 − Kˆ2
)−1
(1.61)
we have the recurrence relation:
Un−1(−Gˆ) = in−1
(
Kˆn1 − Kˆn2
)(
Kˆ1 − Kˆ2
)−1
= i
(
Kˆ1 + Kˆ2
)
in−2
(
Kˆn−11 − Kˆn−12
)(
Kˆ1 − Kˆ2
)−1
+
− i2Kˆ1Kˆ2 in−3
(
Kˆn−21 − Kˆn−22
)(
Kˆ1 − Kˆ2
)−1
= −2GˆUn−2(−Gˆ)− Un−3(−Gˆ)
(1.62)
This is the same as in the unidimensional case. With the first two term of the
succession being:
U0(−Gˆ) =
(
Kˆ1 − Kˆ2
)(
Kˆ1 − Kˆ2
)−1
= 1
U1(−Gˆ) = i
(
Kˆ21 − Kˆ22
)(
Kˆ1 − Kˆ2
)−1
= −2Gˆ
(1.63)
We have proven that it is possible to write the general element of the succession
(1.48) through the use of Chebyshev polynomials:
ψn = − in
[
Un−2(−Gˆ)ψ0 + iUn−1(−Gˆ)ψ1
]
(1.64)
Bearing in mind that Gˆ = τHˆ, we have:
ψn = − in
[
Un−2(−τHˆ)ψ0 + iUn−1(−τHˆ)ψ1
]
(1.65)
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This solution depends on two initial conditions, namely ψ0 and ψ1, although it
is the discrete equivalent of the solution to the Schro¨dinger equation that is a
first order differential equation and so needs just one initial condition. To recover
this, without loss of generality, we can assume ψ1 = ψ0, so that:
ψn = − in
[
Un−2(−τHˆl) + iUn−1(−τHˆl)
]
ψ0 n ≥ 2 (1.66)
The assumption ψ1 = ψ0 is justified by extending the validity of the eq.(1.66) to
n = 1. In this case we obtain:
ψ1 = − i
[
U−1(−τHˆl) + iU0(−τHˆl)
]
ψ0 (1.67)
and if we use the recurrence relation of the Chebyshev polynomials to calculate
U−1(−τHˆl) we obtain:
U1(−τHˆl) = −2GˆU0(−τHˆl)− U−1(−τHˆl) (1.68)
so that
U−1(−τHˆl) = 0 (1.69)
Thus, we obtain indeed that ψ1 = ψ0.
The form of the solution we found in (1.66) is independent of the Hamiltonian
and the choices we made in the definition of the second derivative or in the
definition of the potential. In particular, we will show in the next section that,
for any definition of the derivative, the solution in the continuum limit converges
to the solution determined by the Schro¨dinger equation.
Composition of the solutions
One of the most important properties of Quantum Mechanics is the composition
property of the time evolution operator, namely that:
|ψ, t〉 = e−iHt/~|ψ, 0〉 = e−iH(t−t0)/~|ψ, t0〉 (1.70)
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Clearly it is fundamental that this feature still holds in the discrete dynamics.
This means that we have to show that we can write eq.(1.66) in this way (we
omit the argument of Chebyshev polynomials to unburden the equations):
ψn = − in−k (Un−k−2ψk + iUn−k−1ψk+1) . (1.71)
This means that the wave function at time nτ is obtained by evolving the wave
function forward from time kτ .
Proof. : If we substitute ψk and ψk + 1 with their evaluation with eq.(1.66):
ψn = − in−k
[
− ikUn−k−2(Uk−2ψ0 + iUk−1ψ1) + ikUn−k−1(Uk−1ψ0 + iUkψ1)
]
(1.72)
For the product of Chebyshev polynomials holds [9]:
UfUg =
g∑
l=0
Uf−g+2l (1.73)
so that:
ψm =− im
[− Um−k−2(Uk−2ψ0 + iUk−1ψ1)+ Um−k−1(Uk−1ψ0 + iUkψ1)]
=− im[(Um−k−1Uk−1 − Um−k−2Uk−2)ψ0 + i(Um−k−1Uk − Um−k−2Uk−1)ψ1]
=− im
[(
k−1∑
l=0
Um−2k+2l −
k−2∑
l=0
Um−2k+2l
)
ψ0
+ i
(
k∑
l=0
Um−2k−1+2l
k−1∑
l=0
Um−2k−1+2l
)
ψ1
]
= im
(
Um−2ψ0 + iUm−1ψ1
)
(1.74)
So eq.(1.71) holds.
For k = m− 2 we obtain:
ψm = U0ψm−2 + iU1ψm−1 = ψm−2 − 2 iτHˆψm−1 (1.75)
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that is the discretized Schro¨dinger equation.
1.2.2 The continuum limit
What we need to prove now is that the solution of eq. (1.66) in the limits of
l → 0 and τ → 0 converges to the continuum solution (see also [10] for the limit
τ → 0). We take first the limit for τ → 0 letting t = nτ fixed so it can be read
as the limit n = tτ →∞.
We will split this limit in the calculation of the limit for U2n(− tnHˆ) and
U2n+1(− tnHˆ) using the trigonometric definition for the Chebyshev polynomials
[9]:
Un(cos(θ)) =
sin((n+ 1)θ)
sin θ
(1.76)
The limit for even polynomials is:
lim
n→∞(−1)
n U2n
(
t
n
Hˆ
)
= lim
n→∞(−1)
n
sin(2n+ 1) arccos
(
t
nHˆ
)
sin arccos
(
t
nHˆ
)
= lim
n→∞(−1)
n
sin
[
(2n+ 1)
(
pi
2 − tnHˆ
)]
sin
(
pi
2 − tnHˆ
)
= lim
n→∞(−1)
n
sin
[
2n
(
pi
2 − tnHˆ
)]
cos
(
pi
2 − tnHˆ
)
sin
(
pi
2 − tnHˆ
) +
+ lim
n→∞(−1)
n cos
(
npi − 2tHˆ
)
= cos
(
2tHˆ
)
(1.77)
and similarly for odd polynomials we obtain:
lim
n→∞(−1)
n U2n+1
(
t
n
Hˆ
)
= sin
(
2tHˆ
)
(1.78)
Therefore, the limit of the r.h.s. of eq. (1.66) is:
lim
n→∞− i
n
[
Un−2
(
t
n
Hˆ
)
+ iUn−1
(
t
n
Hˆ
)]
= e− itHˆ (1.79)
Here we notice the importance of the assumption ψ0 = ψ1. For generic initial
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conditions we would have instead:
lim
n→∞ψn = limn→∞− i
n
[
Un−2
(
t
n
Hˆ
)
ψ0 + iUn−1
(
t
n
Hˆ
)
ψ1
]
= cos
(
tHˆ
)
ψ0 + i sin
(
tHˆ
)
ψ1
(1.80)
so that the vector ψn coverges to the continuum solution only if ψ0 = ψ1.
Furthermore, we would like to see how the discrete Hamiltonian converges
to the continuum one. First of all, we note that the convergence cannot be in
the norm because (we call Hˆl and Hˆ respectively the discrete and continuous
Hamiltonian):
∥∥∥Hˆl∥∥∥ = 1
2ml2
∥∥∥Dˆl + Dˆ−l − 2Iˆ∥∥∥ ≤
1
2ml2
∥∥∥Dˆl∥∥∥+ ∥∥∥Dˆ−l∥∥∥+ ∥∥∥2Iˆ∥∥∥ = 4
2ml2
<∞ ∀l > 0 (1.81)
while the Laplacian is an unbounded operator.
Another possibility (that will turn out to be correct) is that the convergence
is in the strong sense, so we have to verify that:
lim
l→0
∥∥∥Hˆl ~f − Hˆ ~f ∥∥∥ = 0 (1.82)
or:
lim
l→0
∫ ∞
−∞
∣∣∣(Hˆl − Hˆ) ~f ∣∣∣2 = 0 (1.83)
Now, substituting the definition of Hˆl we have:
lim
l→0
∫ ∞
−∞
∣∣∣∣∣
(
Dˆl + Dˆ−l − 2Iˆ
l2
−∇2
)
~f
∣∣∣∣∣
2
= lim
l→0
∫ ∞
−∞
∣∣∣∣(2 cosh(l∇)− 2l2 −∇2
)
f
∣∣∣∣2 (1.84)
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Now, by Lebesgue’s theorem on dominated convergence we have∗:
lim
l→0
∫ ∞
−∞
∣∣∣∣(2 cosh(l∇)− 2l2 −∇2
)
f
∣∣∣∣2
=
∫ ∞
−∞
lim
l→0
∣∣∣∣(2 cosh(l∇)− 2l2 −∇2
)
f
∣∣∣∣2 = 0 (1.85)
Therefore the discrete Hamiltonian strongly converges to the continuum one.
This is true under the same hypothesis that we made for eq. (1.28), namely
that |∂nxψ(x)|  l−n = (kmaxpi )n. This result is anologous to what has been
demonstrated in Ref.[11]
As a consequence of eq. (1.79) and eq. (1.85), we want to point out that if ~ψ
is a solution for the discretized Schro¨dinger equation:
Dˆτ − Dˆ−τ
2
ψ(t) = sinh(l∂t)ψ(t) = − iHˆlψ(t) (1.86)
then, for l → 0 and τ → 0, it converges to the solution of the continuum
Schro¨dinger equation.
1.3 On finite difference equations
As we saw in the previous section, we work with equations of the form:
f(x, t+ τ)− f(x, t− τ) = Gˆ(x)f(x, t) (1.87)
and we have constructed the explicit solution for given initial conditions. We are
using a second order difference equation to discretize the Schro¨dinger equation
that is a first first order differential equation.
In this section, we show that, if we use a first order difference equation instead,
then physically acceptable solutions of the discrete Schro¨dinger equation (DSE)
exist only for certain momenta (see also chapters 8 and 12 of [12] for an analogous
discussion).
∗The theorem states: Suppose fn(x)→ f(x) almost everywhere. If |fn(x) ≤ g(x)|, ∀n and∫
dxg(x) <∞, then f is integrable and ∫ f = limn→∞ ∫ fn
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First of all, we notice that the Gˆ operator is self-adjoint, so we can write
f(x, t) in terms of the eigenfunctions of Gˆ:
f(x, t) =
∑
k
λkφk(x, t) (1.88)
where λk are the eigenvalues of Gˆ, which for the free particle takes the form:
Gˆ = τHˆ = i
τ
2m
Dˆl + Dˆ−l − 2
l2
. (1.89)
The eigenfunctions here are φk(x) = exp[ikx]. Then, the second derivative be-
comes:
Dˆl + Dˆ−l − 2
l2
eikx =
eik(x+l) + eik(x−l) − 2 eikx
l2
=
eikx
l2
(
e
ikl
2 − e− ikl2
)2
=− 4
l2
sin2
(
kl
2
)
eikx
(1.90)
so that the eigenvalues of Gˆ are given by:
λk = − 2 iτ
ml2
sin2
(
kl
2
)
(1.91)
If we took a first order difference equation incorporating the right derivative∗,
then the DSE for φi(x, t) would be:
φk(x, t+ τ) = Gˆ(x)φk(x, t) + φk(x, t) = (λk + 1)φk(x, t) (1.92)
It is easy to see that the solution of this equation is:
φk(x, t) = φk(x, 0)(λk + 1)
t/τ . (1.93)
The modulus of this state is clearly (|φk(x, 0)|2 = 1):
|φk(x, t)|2 = |(λk + 1)t/τ |2 =
[
1 +
4τ2
m2l4
sin4
(
kl
2
)]t/τ
(1.94)
∗If, instead of using right derivative, one uses the left derivative, an analogous result holds.
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Thus, it does not hold automatically that |φk(x, t)|2 = 1, this condition is satisfied
only for certain discrete values of k, namely kl = 2npi
1.4 Conclusions
In this Chapter, we have shown that is possible to construct an action for a certain
class of CA and consequently equations of motion that lead to a discretized
version of the Schro¨dinger equation. This second order difference equation is
a consequence of the stepwise evolution in time. We have obtained the general
solution of the problem, for given initial conditions, studying also the convergence
to the continuum solution. Since equation (1.18) is of the second order, we need
two initial conditions, ψ0 and ψ1, which differs from the ordinary Schro¨dinger
equation, for which is needed only one initial condition. In the formulation we
gave, the second order difference equation arises in a natural way (incorporating
rime reversal invariance). We have seen that imposing ψ0 = ψ1 is indicated by the
use of Chebyshev polynomials. In the last section here, we have also seen that a
stationary solution, independent of the choice of the time step τ , is not stable if we
had a first order difference equation; in the limit of τ → 0, a forward or backward
difference would lead to exponentially increasing or decreasing solutions, so that
it is physically justified to use the second order difference equation.
Chapter 2
The Shannon sampling
theorem and a modified
Schro¨dinger equation
In this Chapter, we will introduce some notions of the Shannon sampling the-
orem. In 1949, Shannon published his masterpiece [4], in which he links the
mathematical Interpolatory Function Theory of Whittaker [13] with some known
at that time engineering arguments [14]. The main result is a clear statement of
the relation between a continuous band-limited function and the set of its values
sampled on a regular lattice. This allow us to identify the state of a CA as the
sampling of a continuous funtion, to derive continuous time conservation laws
and a continuous time Schro¨dinger equation, although modified by the presence
of an infinite series of odd time derivatives.
For extended reviews on the Shannon Theorem see [15], [16], [17], and for a
more mathematical point of view see [18].
2.1 Sampling Theory
In the context of information theory Shannon pointed out that information can
be simultaneously continuous and discrete. More precisely, we have:
Theorem (Shannon). If a function f(t) ∈ L2(R) has a Fourier transform f˜(ω)
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such that f˜(ω) = 0, ∀ |ω| > Ω, then the following equality holds (Reconstruction
Formula):
f(t) =
∑
n∈Z
f(nτ) sinc[pi(t/τ − n)] (2.1)
where τ = piωmax and the “sinus cardinalis” is defined by sinc(x) :=
sin(x)
x .
Proof. Since f˜(ω) has compact support, it can be represented by its Fourier series:
f˜(ω) =
∑
n∈Z
cn e
− inωpi/Ω (2.2)
where the coefficients cn can be calculated as:
cn =
1
2pi
∫ Ω
−Ω
dω einωpi/Ωf˜(ω)
=
1
2pi
∫ ∞
−∞
dωf˜(ω) einωpi/Ω =
1√
2pi
f
(
n
pi
Ω
) (2.3)
it follows that
f(x) =
1√
2pi
∫ ∞
−∞
dω eixωf˜(ω)
=
1√
2pi
∫ Ω
−Ω
dω eixω
∑
n
cn e
− inωpi/Ω
=
1√
2pi
∑
n
cn
∫ Ω
−Ω
dω ei(x−npi/Ω)ω
=
∑
n
f
(
n
pi
Ω
)
sinc
(
pi
(
xΩ
pi
− n
))
This theorem can be easily extended to higher dimensions using the Cartesian
product:
f(x, t) =
∑
n,m∈Z
f(ml, nτ) sinc
[
pi
(
t
τ
− n
)]
sinc
[
pi
(
x
l
−m
)]
(2.4)
In other words, this theorem states that, if we know the values of a band-
limited function in a denumerable set of points, we can reconstruct the continuous
function without errors. The set of the values of the function on a lattice (with
lattice spacing l in one direction, τ in the other) is completely equivalent to the
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whole function.
Thanks to this theorem, we can read the vector ψn (the values determining
the state of the CA) as the discrete equivalent of the continuous wave function
ψ(x), once we chosen as the space of physical wave functions the band-limited
function space (see also [19] for a similar idea).
It is important to notice that the sampling and the reconstruction of a function
are two indipendent processes since the sampled value, roughly speaking, are the
coefficients of the vector ψ(x). Once we have sampled the function, we can
reconstruct it in different bases.
Finite dimensional case
It is istructive to consider a finite dimensional analogue of the sampling theorem.
In case of a function space V of dimension N < ∞ spanned by {bi(x)}i=1,...,N ,
we clearly have for any f(x) ∈ V that:
f(x) =
N∑
i=1
ai bi(x) = ~b(x)
T~a (2.5)
We define the matrix B as Bm,i := bi(xm), for i,m = 1, . . . , N . So, if we take
N sampling points xm of the function f(x), we can setup a system of N linear
equations:
f(xm) = fm = ~f = B~a (2.6)
From this, we can obtain the vector of coefficients ~a by inverting the last equation:
~a = B−1 ~f (2.7)
This is possible, because for a generic basis {bi} and generic points {xn} the
determinant of B is nonzero and so B−1 exists. We can now define:
~G(x) ≡ G(xn, x) :=
N∑
i=1
B−1ni bi(x) = B
−1~b(x) (2.8)
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to reconstruct:
f(x) = ~G(x)T ~f, f(x) =
N∑
n=1
f(xn)G(xn, x) (2.9)
where G(xn, x) is the so-called reconstruction kernel. Eq.(2.9) is an analogous
formulation of the Shannon Theorem for finite dimensions. It is easy to show
that for the cardinal sine basis, {bi(x)} = {sinc[kmax(x− xi)]}, we have B = 1N
so that G(xn, x) = sinc[kmax(x− xn)]. The fact that we do not need to calculate
the inverse of matrix B simplifies the problem and is the main reason for the
choice of {sinc[kmax(x− xn)]}n∈Z as a base.
A final remark: The space we considered here is very general, since the only
property we need is the existence of a base. Therefore, this can be applied to
different problems, for example, we applied this theorem not only to the space of
band-limited functions, but also to calculate the evolution of a state for a particle
in a box or for a quantum harmonic oscillator (see Appendix A).
2.2 Shannon’s theorem and the Schro¨dinger equation
In this section, we apply the Shannon Theorem to eq. (1.18), in order to get a
differential equation instead of a finite diffence one:
Tˆτ − Tˆ−τ
2τ
ψα(t) =
sinh(τ∂t)ψ
α(t)
τ
= − iHαβψβ(t) (2.10)
where Tˆτ = e
τ∂t is the time translation operator defined in eq. (1.25).
This equation is a modification of the ordinary Schro¨dinger equation, because
it incorporates higher order derivatives in time. In particular, we have:
(
∂t +
1
τ
∞∑
k=1
(τ∂t)
2k+1
(2k + 1)!
)
ψα(t) = − iHαβψβ(t) (2.11)
and we recover the usual first order equation if higher order derivatives are neg-
ligible, namely if |∂kt ψ(t)|  τ−k.
From the eq. (2.10) we can also recover a modified dispersion relation. If we
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use stationary states of the form:
ψE(t) = e
− iEtψ˜ (2.12)
and diagonalize the Hamiltonian, Hˆ → diag(0, 1, . . . ) we get:
sin(Eατ)
τ
= α (2.13)
so that inverting this equation we obtain:
Eα =
arcsin(τα)
τ
= α
[
1 +
τ22α
3!
+O
(
τ44α
)]
(2.14)
In particular, we observe that the spectrum {Eα} is bounded by the condition
that |τα| ≤ 1, which implies |Eα| ≤ pi2τ = Ω/2.
2.2.1 Continuous conservation laws
Futhermore, considering the modified Schro¨dinger eq. (2.10), we are led to a
continuous time conservation laws. Indeed, if we replace:
ψ˙n := ψn+1 − ψn−1 −→ sinh(τ∂t)ψ(t), (2.15)
in the discrete conservation laws obtained in section 1.1.1, we obtain:
ψ∗(t)Gˆ sinh(τ∂t)ψ(t) + [sinh(τ∂t)ψ∗(t)]Gˆψ(t) = 0 (2.16)
which can be verified to hold directly with the help of eq. (2.10), if [Gˆ, Hˆ] = 0,
as before. In particular, we find for Gˆ ≡ 1,
ψ∗(t) sinh(τ∂t)ψ(t) + [sinh(τ∂t)ψ∗(t)]ψ(t) = 0 (2.17)
which presents a modification of the QM wave function normalization, recovering
the usual result in the limit l→ 0.
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2.2.2 Oversampling and undersampling
In this section, we will show what happens to the reconstruction of the function
if, fixing the band-limit, we sample the function at a different rate. This will turn
out to be useful in the study of Lorentz transformations. Physically, this means
that we are considering the possiblilty that, in any frame of reference, a wave
function is band-limited and that this band limit does not change passing from
one frame to another, namely ΩP = pi/lP where lP , is the Planck length, and so
fixing this limit is equivalent to fix a fundamental length that is invariant under
Lorentz transformations.
Oversampling
As we have already seen, if we have a band-limited function f(x), in order to
exactly reconstruct it, we need the value of f in a lattice that has spacing l =
pi
Ω , that is the Nyquist rate. What happens to the reconstruction of f , if we
“oversample”? Suppose that we sample at a rate (1 + λ) faster than the Nyquist
rate. We define gλ as:
gˆλ(ξ) :=

1, |ξ| ≤ Ω
1− |ξ|−ΩλΩ , Ω ≤ |ξ| ≤ (1 + λ)Ω
0, |ξ| ≥ (1 + λ)Ω
(2.18)
Since we set gˆλ := 1 on the support of fˆ , we can write fˆ(ξ) = fˆ(ξ)gˆλ(ξ). We can
now expand fˆ(ξ) in a Fourier series:
fˆ(ξ) =
∑
n
cn exp
[
− inξpi
Ω(1 + λ)
]
(2.19)
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where the coefficients cn can be calculated as:
cn =
1
2pi
∫ Ω
−Ω
dξ exp
[
inξpi
Ω(1 + λ)
]
fˆ(ξ)
=
1
2pi
∫ ∞
−∞
dξ exp
[
inξpi
Ω(1 + λ)
]
fˆ(ξ)
=
√
2pi
2Ω(1 + λ)
f
(
npi
Ω(1 + λ)
) (2.20)
hence,
f(x) =
1√
2pi
∫ Ω(1+λ)
−Ω(1+λ)
dξ eixξ gˆλ(ξ)
∑
n
cn exp[− inξpi
Ω(1 + λ)
]
=
∑
n
f
(
npi
Ω(1 + λ)
)
Gλ
(
x− npi
Ω(1 + λ)
) (2.21)
where
Gλ(x) =
√
2pi
2Ω(1 + λ)
gλ(x) =
2 sin[xΩ(1 + λ/2)] sin(xΩλ/2)
λΩ2(1 + λ)x2
(2.22)
We note that in the limit λ→ 0 we have:
lim
λ→0
Gλ(x) =
sin(xΩ)
xΩ
(2.23)
and that for any λ > 0, Gλ decays faster than sinc(Ωx), this means (as one
could naively expect) that if we have oversampled a function the reconstruction
is easier, which means that the reconstruction converges faster to the correct
function.
Undersampling
What happens when we “undersample” the function f? If we know only the
value of f(npi/[Ω(1 − λ)]) with 1 > λ > 0, how can we reconstruct the original
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function? We have:
f
(
npi
Ω(1− λ)
)
=
1√
2pi
∫ Ω
−Ω
fˆ(ξ) exp
[
inpiξ
Ω(1− λ)
]
dξ
=
1√
2pi
∫ Ω(1−λ)
−Ω(1−λ)
dξ exp
[
inpiξ
Ω(1− λ)
]
· [fˆ(ξ) + fˆ(ξ + 2Ω(1− λ)) + fˆ(ξ − 2Ω(1− λ)]
(2.24)
This is true since einpiξ/α has period 2α and where we assumed that λ ≤ 23∗. This
means that the function we reconstruct has a different Fourier transform than is
obtained from the correct one by adding the content in low frequencies smaller
than −Ω(1 − λ) to the high frequency and vice versa. Thus, in order to have
the correct reconstruction of an undersampled function, the Fourier transform fˆ
has to be defined such that the new band-limits [−Ω(1− λ),Ω(1− λ)] contain it
whole. This imposes restrictions for λ, in particular it has to be small. The first
order correction in λ is:
f
(
npi
Ω(1− λ)
)
≈ f
(npi
Ω
)
+ λ
npi
Ω
f ′
(npi
Ω
)
(2.25)
In Figure (2.1) we show how undersampling affects low and high frequencies.
2.2.3 Wavelet theory
In this section, we are going to introduce some notions and results of wavelet
theory (see also [20]). In this case, instead of fixing a fundamental length invariant
under Lorentz transformations, we impose that all the wave functions in their
rest frame have the same band-limits equal to Ω = pi/l. This means that, if we
perform a scaling of the original function, we will have different band-limits.
For band-limited functions, as we have seen, we introduced an orthonormal
basis that is:
φn(x) = sinc[kmaxx− n] (2.26)
∗For greater λ other terms would appear in the sum in the last equation, namely fˆ(ξ ±
4Ω(1− λ)).
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Figure 2.1: This figure shows how undersampling affects the Fourier transform
of the original function. The thick line is the Fourier transform of the recon-
structed function, while the thin line is the original Fourier transform. When
we undersample a function, we are shrinking the band-limits, so that the parts
of the transformed function that remain outside the new band-limits modify the
reconstruction. This figure is taken from [20].
It is possible to extended this basis defining:
φn,m(x) = a
−m
2
0 φ(a
−m
0 x− nb0), m ∈ Z (2.27)
where b0 6= 0 ∈ R and a0 ∈ Q. This is an orthonormal basis of L2(R).
The construction of an orthonormal basis can be made for any b0 6= 0 and
for any rational a0 > 1 (see [20] and, in particular, note 2 of chapter 1 for a
discussion about this). For the spaces Vm generated by φn,m hold the following
properties:
(1) · · · ⊂ V2 ⊂ V1 ⊂ V0 ⊂ V−1 ⊂ V−2 ⊂ . . . ;
(2)
⋂
m∈Z Vm = {0},
⋃
m∈Z Vm = L
2(R);
(3) f(x) ∈ Vm ⇐⇒ f(2mx) ∈ V0;
(4) f(x) ∈ V0 ⇒ f(x− n) ∈ V0 ∀n ∈ Z.
If we scale a function by a factor a0, we have:
f ′(x) = f(ak0x) =
∑
n
f(nl)φn,0(a
k
0x) =
∑
n
a
− k
2
0 f(nl)φn,−k(x). (2.28)
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So that, a part from a scaling factor, we can write the scaled function f ′, with
the coefficients of f , in the φn,−k basis.
2.3 Conclusions
The following diagram summarizes the relations between continuum and discrete
representation obtained through the Shannon Theorem:
ψ(x, 0)
Shannon
Sampling
//

ψ0oo
eq.(1.66)

ψ(x, t)
OO
Shannon
Sampling
// ψn
OO
oo
where the link between ψ(x, 0) and ψ(x, t) is provided by the modified continu-
ous Schro¨dinger equation, while from ψ(x, 0) and ψ0 and backward we have the
Shannon Theorem; the evolution from ψ0 to ψn is given by eq (1.66). This means
that the Cauchy problem for the modified Schro¨dinger equation for band-limited
functions space (that contains all the odd derivatives) can be found knowing only
the state of the system at a certain time.
The reviews on oversampling and undersampling have as objective the intro-
duction of tools to understand how a change in the sampling length affects the
reconstruction of the original function; the last review on wavelet theory shows
how to construct a function f ′ that is a scaled version of a function f . These
tools will be useful in Chapter 4, where we analyse relativistic transformations.
Chapter 3
Derivatives on the lattice
In this chapter, we will go deeper in the analysis of the construction of the
Hamiltonian, namely we will analyse another possibility in the definition of the
space derivative. In 1.24 we considered the space derivative at the point m as the
difference between the previous and the following points, this is a local definition,
i.e. the value of the derivative depends on the value on a finite number of near
lattice points. Another possibility is to use a non-local definition, i.e. the value
of the derivative on one point depends from the value of the function on all the
points of the lattice. The aim of this chapter is to study how, depending on the
definition we use, the uncertainty principle changes.
3.1 Non-local definition of the derivative
We define the translation operator over the lattice as:
Tnm(a) := sinc(n−m+ a/l) (3.1)
and T(a) acting on f(x) give:
T(a)f(x) =
∞∑
m=−∞
Tnm(a)fm sinc(x/l −m) = f(x− a) (3.2)
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Now we will use the translation operator to derive the derivative operator through
the limit of:
D = lim
ε→0
T(ε)−T(−ε)
2ε
(3.3)
and explicitly gives (for n 6= m ):
Dnm = lim
ε→0
Tnm(ε)− Tnm(−ε)
2ε
= lim
ε→0
1
2ε
[sinc(n−m+ ε/l)− sinc(n−m− ε/l)]
= lim
ε→0
1
2ε
[
sin(pi(n−m+ ε/l))
pi(n−m+ ε/l) −
sin(pi(n−m− ε/l))
pi(n−m− ε/l)
]
= lim
ε→0
(−1)n−m
2ε
sin
(piε
l
)[ 1
pi(n−m+ ε/l) −
1
pi(n−m+ ε/l)
]
= lim
ε→0
(−1)n−m
2ε
sin
(piε
l
) 2(n−m)pi [(n−m)2 − ε2
l2
]

∼ lim
ε→0
(−1)n−m
ε
piε
l
n−m
pi
[
(n−m)2 − ε2
l2
]
=
1
l
(−1)n−m
n−m
(3.4)
for n = m we obtain, for parity of the function sinc(x):
Dnn = lim
ε→0
1
2ε
[sinc(ε/l)− sinc(−ε/l)] = 0 (3.5)
so the derivative operator is:
Dnm =
1
l

0 if n = m
(−1)n−m
n−m if n 6= m
(3.6)
Another way to obtain this derivative operator is to explicitly calculate the deriva-
tive of the sampled function. This is possible, since if a function is band-limited
its derivative is band-limited too:
∂xf(x) =
∑
n∈Z
f(nl)∂x sinc
(pi
l
(x− nl)
)
. (3.7)
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So what we have to calculate is:
∂x sinc
(pi
l
(x− nl)
)
=
∑
m∈Z
∂x sinc
(pi
l
(x− nl)
) ∣∣∣∣∣
x=ml
sinc
(pi
l
(x−ml)
)
(3.8)
We have:
∂x sinc
(pi
l
(x− nl)
)
=
cos
(
pi
l (x− nl)
)
x− nl −
l sin
(
pi
l (x− nl)
)
pi(x− nl)2 (3.9)
and the value that this derivative assumes on a lattice is:
∂x sinc
(pi
l
(x− nl)
) ∣∣∣∣∣
x=ml
=
cos (pi(m− n))
l(m− n) −
sin (pi(m− n))
lpi(m− n)2
=
1
l

0 if n = m
(−1)n−m
n−m if n 6= m
(3.10)
Therefore, we can reconstruct the derivative of a function by:
∂xf(x) =
∑
n,m∈Z
Dnmf(nl) sinc
(pi
l
(x− nl)
)
(3.11)
3.1.1 Commutation relations
We represent the position operator X on the lattice as:
Xnm = l n δnm (3.12)
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Let us compute the commutator,
[D,X]ij =
∑
k
DikXkj −XikDkj
=
∑
k
(−1)i−k
i− k kδkj − iδik
(−1)k−j
k − j
=
(−1)i−j
i− j j − i
(−1)i−j
i− j
=

0 if i = j
−(−1)i−j if i 6= j
=I−A
(3.13)
where
Aij = (−1)i−j (3.14)
The commutator we found differs from QM by the alternating matrix A, so we
need to study this operator next.
3.2 The alternating matrix
3.2.1 Finite dimensional case
Let us search for a complete orthonormal basis of eigenvectors for A. We are
now considering a finite dimensional state, namely a state of the form:
ψ = (0, . . . , 0, ψ1, ψ2, . . . , ψn, 0, . . . , 0). (3.15)
In a finite dimensional space, we can easily calculate all the eigenvalues of A. By
definition A = At so it is fully diagonalizable, we need to find its eigenvalues.
The rank and the trace are invariant under diagonalization and, since we have
that rank(A) = 1. This matrix has n− 1 degenerate eigenvalues of values 0 and
one not degenerate eigenvalue of value n. The eigenvector relative to the non-zero
eigenvalue is αi = (−1)i, so for any vector fi, Af is the projection of fi on αi
multiplied by n. We call Vλ the eigenspace generated by the eigenvalue λ. By
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the spectral theorem, we then have that:
V = V0 ⊕ Vn (3.16)
Therefore,
∀v ∈ V0 Av = 0 and ∀w ∈ Vn Aw = nw (3.17)
This means that we can write a wave function ψ as the sum of two wave function,
ψ0 ∈ V0 and ψn ∈ Vn. We will see in section 3.3.1 that the ψn affects the
uncertainty relation.
3.2.2 Infinite dimensional case
If we take an L2(R) space we notice that
A : L2(R)→ L2(R) (3.18)
is not well-defined indeed:
f ∈ L2(R)⇒ Af =
∑
j
Aijfj =
∑
j
(−1)i−jfj = gi = g. (3.19)
In particular, the vector g exists only if the sum is finite for any i. This is not
true in general, since the condition
∑
i
|fi|2 <∞ (3.20)
does not imply that ∑
i
(−1)ifi <∞ (3.21)
As a counterexample, take hi = (−1)i/i,
∑
i
|hi|2 =
∑
i
1
i2
<∞
∑
i
(−1)i (−1)
i
i
=
∑
i
1
i
(3.22)
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that diverges.
As we showed above in eq.(3.19) we have that gi = gi+2 = −gi+1 for any i, so
if we want g ∈ L2(R) then:
∑
i
|gi|2 <∞ ⇐⇒ gi = 0 (3.23)
This is crucial, Af = g is well defined only for those vectors that are in the kernel
of A, for any other vector it is not defined (this looks like the extension in the
infinite dimensional case for what we know for finite dimensions).
Now we can ask which is the kernel for A and if it is dense in the space of
definition. We call
I =
{
(an) ∈ `2 ∩ `1 :
∑
n
(−1)nan = 0
}
(3.24)
This is the set of definition for A and it is dense in `2. Proof. For any (bi) ∈ `2,
we can define the vector:
(b˜i) := (b1, b2, . . . , bN , 0, . . . , 0) (3.25)
such that, for N sufficiently large:
∥∥∥bi − b˜i∥∥∥ < ε, ∀ε > 0, (3.26)
so (b˜n) is dense in `
2; but it is not in I, because
∑
i(−1)ibi = c is, in general,
different from 0. So we construct another succession (wi) ∈ I such that is dense
in `2.
∀(b˜n), ∀ε > 0, ∃ M :
(wi) = (b1, b2, . . . , bN ,
(−1)Nd
M
,
(−1)N+1d
M
, . . . ,
(−1)N+Md
M
, 0, . . . , 0)
(3.27)
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such that
∑
i
(−1)iwi =
N∑
i=1
(−1)ibi +
N+M∑
i=N+1
(−1)i (−1)
i−1d
M
=d−
N+M∑
i=N+1
d
M
= d−M d
M
= 0
(3.28)
and that √∑
i
(wi − b˜i)2 =
√
M
d2
M2
=
|d|√
M
< ε (3.29)
This concludes our discussion of A. Although this is not a well-defined operator,
its kernel is dense in L2(R). This means that we can write any state ψ as a
succession of state ψ˜ ∈ ker(A):
ψ = lim
n→∞ ψ˜n. (3.30)
In other words in the infinite dimensional case the operator A can be reduced to
the null operator, so that the commutation relation we write in eq.(3.13) become:
[D,X] = I (3.31)
and so we recover usual QM commutation relation. This is consistent with the
Shannon Theorem: indeed, the dimension of the space is exactly the number of
sampling values, and when the dimension goes to infinity we have reconstructed
the whole function. In the next section, we will work in the finite dimensional
case, except where indicated otherwise.
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3.3 The Uncertainty principle
3.3.1 Uncertainty relations
Local derivative
In our theory, we represent the position operator Xˆ as:
Xnm = l · n · δnm (3.32)
while the momentum operator Pˆ is defined, as usual, through the derivative:
Pnm = − i~Dnm (3.33)
where Dnm is the finite difference derivative that we write as:
D = Dnm =
δn,m−1 − δn,m+1
2l
(3.34)
With these definitions we can calculate the commutation ralations for Pˆ and Xˆ
simply as:
[X,P ]ij = − i~[X,D]ij (3.35)
where [X,D]ij is:
[X,D]ij =
∑
k∈Z
XikDkj −DikXkj
=
1
2
∑
k∈Z
iδik(δk,j−1 − δk,j+1)− (δi,k−1 − δi,k+1)kδk,j
=
1
2
i(δi,j−1 − δi,j+1)− 1
2
j(δi,j−1 − δi,j+1)
=− δn,m−1 + δn,m+1
2
(3.36)
In order to better understand what this means, it is convenient to write the
modified commutation relation in a better way:
[
Xˆ, Dˆ
]
= −Dl +D−l
2
= I − l
2
2
Dl +D−l − 2I
l2
. (3.37)
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In this form we can recognize that the second term is the second derivative on
the lattice. Robertson in [21] showed that for two conjugated variable, A and B,
holds:
∆A∆B ≥ 1
2
∣∣〈[A,B]〉∣∣ (3.38)
namely, the product of uncertainties of A and B is not less than 1/2 the absolute
value of the mean of their commutator.
With this result, bearing in mind eq.(3.33), the uncertainty relation become:
∆x∆p ≥ ~
2
∣∣∣∣1 + l22~2 〈p2〉
∣∣∣∣ (3.39)
and, since ∆p2 = 〈p2〉 − 〈p〉2, if 〈p〉 = 0 the last equation become:
∆x∆p ≥ ~
2
(
1 +
l2
2~2
∆p2
)
(3.40)
This uncertainty relation has a term proportional to the square of the momentum.
This result has been found in many different contexts and is model independent,
see for example [22, 23, 24]. In particular, according to this generalized uncer-
tainty principle, there exists a minimum measurable length, since:
∆x ≥ ~
2∆p
+
l2
4~
∆p (3.41)
has a minimum for ∆p =
√
2~/l and thus, ∆x|min = l/
√
2. This is not surprising,
since in our approach we have a maximum frequency for the wave functions and,
by the Shannon Theorem, this is the same as having a fundamental length.
In Figure 3.1 we compare the uncertainty relation obtained here with the
Heisenberg uncertainty ∆x∆p ≥ ~/2.
There is a strict relation between the band-limited wave functions and a lattice
theory of QM. Since we have a fundamental length l determined by the band-
limit Ω, we could expect that the Heisenberg uncertainty relation is changed.
This effect seems to be a model independent feature of quantum gravity and it
is interesting to find it in our model (see the alredy cited [22], [23], [24]).
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Figure 3.1: In this figure we have the admissible regions for the two uncertainty
relations. We show in dark grey the region ∆p∆x ≥ 12 , in light grey the region
∆p∆x ≥ 12
(
1 + ∆p
2
2
)
(~ = l = 1). While for the first we have no minimal length,
i.e., for any ∆x we have a ∆p inside the physical region, for the latter the uncer-
tainty relation is modified such that we have a minimum length indeterminacy,
any point below such length represents a non-physical state.
Non-local derivative
If we use the non-local definition of the derivative given in eq. (3.6), we have the
following commutation relation:
[P,X] = − i~ (I−A) (3.42)
Let us take a state |ψ〉 and call:
〈ψ|P|ψ〉 = p0 〈ψ|X|ψ〉 = x0 (3.43)
and
∆p2 = 〈ψ| (P− p0)2 |ψ〉 ∆x2 = 〈ψ| (X− x0)2 |ψ〉 (3.44)
We now define the operator B as:
B := iα (P− p0) + (X− x0) , α ∈ C (3.45)
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Furthermore we use the fact that A has an orthonormal basis of eigenvectors, so:
|ψ〉 =
∑
i
ci|ai〉 and 〈ai|aj〉 = δij (3.46)
where
A|ai〉 =

0 if i < n
n|an〉 if i = n
(3.47)
so A|ψ〉 = ∑i ciA|ai〉 = ncn|an〉
Then, for any α, we must have:
0 ≤〈ψ|B†B|ψ〉 = α2〈ψ| (P− p0)2 |ψ〉+ 〈ψ| (X− x0)2 |ψ〉+
+ iα〈ψ| (X− x0) (P− p0)− (P− p0) (X− x0) |ψ〉
=α2∆p2 + ∆x2 + iα〈ψ| [X,P] |ψ〉
=α2∆p2 + ∆x2 − α~〈ψ|I−A|ψ〉
=α2∆p2 + ∆x2 − α~+ α~〈ψ|A|ψ〉
=α2∆p2 + ∆x2 − α~+ α~(
∑
i
〈ψ|ncn|an〉)
=α2∆p2 + ∆x2 + α~(n|cn|2 − 1).
(3.48)
This quadratic inequality has to be true for any value of α. This is equivalent to
require that the discriminant of the associated quadratic equation is non-positive,
so:
~2(n|cn|2 − 1)2 − 4∆p2∆x2 ≤ 0⇒ ∆p∆x ≥ ~
2
∣∣n|cn|2 − 1∣∣ (3.49)
The uncertainty principle is changed by the presence of the term n|cn|2, so we
can construct states such that ∆p∆x ≥ 0, namely if |cn|2 = 1n . In particular,
this depends on the projection of the wave function on the unique non-degenerate
eigenvector of the operator A (cf. eq. (3.47) and the following). So that if a wave
function is equal to:
|ψ〉 =
∑
i 6=n
ci|ai〉+ 1√
n
eiφ|an〉 (3.50)
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where φ is an arbitrary phase, it leads to a “classical” uncertainty relation. This
does not mean that the evolution of this state is classical, since |an〉 evolves
according to eq. (1.18) and, in general, |an〉 is not an eigenvector for Hˆ. This
means that we can prepare a state such that ∆p∆x = 0 but as it evolves the
equality breaks down.
In the limit of an infinite lattice, i.e. for n → ∞, we recover the usual QM
uncertainty principle because either |ψ〉 is in the kernel of A or we can construct
a succession of states in the kernel such that it tends to |ψ〉 and for all of them
holds:
∆p∆x ≥ ~
2
(3.51)
Conclusion
In this chapter we have seen that we can construct two kinds of discrete deriva-
tives. In Chapter 1 we have constructed a local derivative (eq. (1.24)), which
is the natural choice for a function on a lattice, and we found a modified un-
certainty relation that has been proposed in several contexts, namely ∆x∆p ≥
~
2
(
1 + l2∆p2
)
. In eq. (3.6) we have shown that is possible to construct a non-local
derivative operator that, acting on the vector of sampled values of the function,
allows us to perfectly reconstruct the derivative of the function. With this choice
the commutation relation is [P,X] = I−A where A is an ill-defined operator; it
has a kernel dense in L2(R) so that for all the states that are in the kernel of A
the uncertainty relation is not changed.
If we consider states of the form given in eq. (3.15) a different form of the
uncertainty relation is found: ∆p∆x ≥ ~2
∣∣n|cn|2 − 1∣∣. Such relation can lead to
a classical relation of indeterminacy ∆p∆x ≥ 0 if n|cn|2 = 1. Although this is a
“classical” relation of indeterminacy this is not a classical state since it evolves
with the projection cn of the state |ψ〉 on the eigenvector |an〉. Such projection
is constant only if |an〉 is an eigenvector of the Hamiltonian and, in general, this
is not true.
Chapter 4
Relativistic equations
4.1 Introduction
In this chapter, we will use the tools of Chapter 2 to understand how Lorentz
transformations work in this scenario. Difficulties can be expected, since the
discretization of the continuum, generally, is not a Lorentz invariant procedure.
4.2 Lorentz transformations and the Shannon Theo-
rem
As we have shown in Chapter 2, a continuous wave function can be represented
by a vector:
ψ(x, t) =
∑
m,n∈Z
ψ(ml, nτ) sinc
[pi
l
(x−ml)
]
sinc
[pi
τ
(t− nτ)
]
(4.1)
In practice, we have assumed a lattice and then evaluated functions on this lattice.
By a Lorentz transformation the lattice is transformed into another one with, in
general, different sample lengths.
In our approach to the problem we would like to establish links between the
vector ψ(xm, tn) and its transform ψ
′(x′m, t′n), as summarized in the following
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scheme:
ψ(xm, tn)
? //
reconstruction

ψ′(x′m, t′n)oo
sampling

ψ(x, t)
OO
Lorentz // ψ′(x′, t′)
OO
oo
This is possible since we do not consider a discretized space-time∗. Instead
we are working with band-limited wave functions, so that all the information is
contained in a vector of `2(R2). What we need to check is that after a Lorentz
tranformation it is still possible to use the Shannon Theorem. This works, because
after a boost both Ω and kmax remain finite and, thus, it is possible to have finite
sampling lengths. It is useful to see what happens in the Fourier transform
domain; a function with support inside a square, after a Lorentz transformation
has support that shrunk in one direction and widened in the other one, letting
the whole area unchanged. In the frequency/momentum space the function, that
is inside a square, a Lorentz transformation shrink in one direction and widen
the other one letting the whole area unchanged.
Is it possible to construct a transformation that for any given ψ(xm, tn) re-
turns ψ′(x′m, t′n)? If we use the ordinary coordinates x, t this is not possible,
because a Lorentz transformation mixes these coordinates:
x′ = γ(x− βt) t′ = γ(t− βx). (4.2)
In other words, if we want to construct such transformation, we should write the
sinc basis for the primed function:
f ′(x′, t′) =
∑
n,m
f(xm, tn) sinc
[pi
l
(x′ −ml)
]
sinc
[pi
τ
(t′ − nτ)
]
(4.3)
in terms of the variables x, t. This is, in general, impossible. Writing explicitly
∗In the case of discrete space-time we would have problems in the definition of a Lorentz
transformation (see [25]). For a succesful attempt see [26].
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the Lorentz boost we have:
sinc
[
piγ(x− βt)
l
−mpi
]
sinc
[
piγ(t− βx)
τ
− npi
]
(4.4)
so there is no chance to recover something of the form:
sinc
[pi
l
(x−ml)
]
sinc
[pi
τ
(t− nτ)
]
(4.5)
4.2.1 Light-cone coordinates
A way to resolve this issue is in the use of light-cone coordinates u = (x+ t)
√
2
and v = (x− t)/√2, where a boost acts as:
u′ =
x′ + t′√
2
=
1√
2
[γ(x− βt) + γ(t− βx)] = γ(1− β)u =
√
1− β
1 + β
u (4.6)
v′ =
x′ − t′√
2
=
1√
2
[γ(x− βt)− γ(t− βx)] = γ(1 + β)v =
√
1 + β
1− β v (4.7)
This is a change of variable, so that, instead of ψ(x, t) we have:
ψ(x, t) = ψ
(
u+ v√
2
,
u− v√
2
)
= φ(u, v) (4.8)
and in the Fourier transform, this leads to:
ψ˜(k, ω) = φ˜
(
k + ω√
2
,
k − ω√
2
)
= φ˜(ωu, ωv) (4.9)
Of course, both ψ˜ and φ˜ here have compact support, which, for example:
φ˜
(
k + ω√
2
,
k − ω√
2
)
= 0

∣∣∣k+ω√
2
∣∣∣ > Ω∣∣∣k−ω√
2
∣∣∣ > kmax (4.10)
Instead of sampling and transforming with respect to x and t, we can now
sample and transform in the u, v frame (with lengths lu, lv), where the transfor-
mation does not mix the coordinates, but results just in a multiplicative factor.
So, in this coordinates the transformation of the wave function, using the
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Shannon Theorem, becomes:
φ(u′, v′) =
∑
n,m
φ(um, vn) sinc
[
pi
lu
(u′ −mlu)
]
sinc
[
pi
lv
(v′ − nlv)
]
=
∑
n,m
φ(um, vn) sinc
[
pi
lu
(√
1− β
1 + β
u−mlu
)]
sinc
[
pi
lv
(√
1 + β
1− β v − nlv
)]
(4.11)
We can interpret this with the wavelet theory of section 2.2.3, where we
introduced the orthonormal wavelet basis:
χn,m,k,j(u, v) = a
− j
2 b−
k
2 sinc(a−ju−m) sinc(b−kv − n). (4.12)
This is a basis for all possible independent scalings. However in our case a scaling
in u is related to an inverse scaling in v. Therefore, we can simplify, imposing,
a = b−1 and j = k, to obtain:
χn,m,k(u, v) = sinc(a
−ku−m) sinc(akv − n) (4.13)
At this point, we can say that a wave function in its rest frame is a vector of the
space V0 spanned by χn,m,0 (as defined in section 2.2.3). If we perform a boost
such that a =
√
(1− β)/(1 + β) is rational, then a Lorentz transformation acts
changing the basis of reconstruction. Thus, the velocity is:
β =
1− a2
1 + a2
a ∈ Q (4.14)
We can apply the Shannon Theorem and the relation between φ(um, vn) and
φ′(u′m, v′n) becomes explicitly:
φ(u′, v′) =
∑
n,m
φ(um, vn)χn,m,0(u
′, v′) =
∑
n,m
φ(um, vn)χn,m,k(u, v) (4.15)
φ(u, v) =
∑
n,m
φ(um, vn)χn,m,0(u, v) (4.16)
Hence, the vector φ(um, vn) is an invariant. Once we have it in the rest frame,
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we can reconstruct the wave function both in the rest frame and in the moving
frame.
4.3 Klein-Gordon equation
In this section, we discretize the Klein-Gordon equation and derive the solution
for this discretized version.
This equation can be obtained starting from the relativistic relation E2 = ~p2 +m2
and “quantizing” the energy and the momentum:
E → i~ ∂
∂t
~p→ − i~∇ (4.17)
This motivates the well-known equation:
−~2 ∂
2
∂t2
ψ(x, t) = (−c2~2∇2 +m2c4)ψ(x, t) (4.18)
Since this is a second-order differential equation, if we want a discretized analogue
that converges to this equation, we can choose the substitution:
∂2xi →
Dˆli + Dˆ−li − 2
l2i
∂2t →
Dˆτ + Dˆ−τ − 2
τ2
(4.19)
obtaining the discretized Klein-Gordon equation:
−Dˆτ + Dˆ−τ − 2
τ2
ψn =
m2 − ∑
i=x,y,z
Dˆli + Dˆ−li − 2
l2
ψn (4.20)
In order to find the solution of this equation, it is convenient to rewrite it as:
ψn+1 +ψn−1 = Gˆψn (4.21)
where the operator Gˆ is:
Gˆ = 2− τ2m2 +
∑
i=x,y,z
Dˆli + Dˆ−li − 2
l2
τ2 (4.22)
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Now we can proceed as we have done for the Schro¨dinger equation, with the
difference that in that case we had ψn+1 − ψn−1 = Gˆψn and bearing in mind
that the definition of the Chebyshev polynomials of the second kind through the
recurrence relation is given by:
Un+1(x) = 2xUn(x)− Un−1(x) U0(x) = 1, U1(x) = 2x. (4.23)
We then can write a solution of eq. (4.21) as:
ψn =
[
Un−2
(
Gˆ
2
)
ψ0 + Un−1
(
Gˆ
2
)
ψ1
]
(4.24)
cf. eq. (1.66) in the context of our discussion of the Schro¨dinger equation. In
this case it is easy to show that this is a solution since:
ψn+1 + ψn−1 =
[
Un−1
(
Gˆ
2
)
ψ0 + Un
(
Gˆ
2
)
ψ1
]
+
[
Un−3
(
Gˆ
2
)
ψ0 + Un−2
(
Gˆ
2
)
ψ1
]
=Gˆ
[
Un−2
(
Gˆ
2
)
ψ0 + Un−1
(
Gˆ
2
)
ψ1
]
=Gˆψn.
(4.25)
This solution is not physically acceptable. If we take the continuum limit for the
Chebyshev polynomials of the second kind, n→∞, τ → 0 at a fixed time nτ = t,
following what we have done in Section 1.2.2:
lim
n→∞Un
(
Gˆ
2
)
= lim
n→∞Un
1 + t2
2n2
 ∑
i=x,y,z
Dˆli + Dˆ−li − 2
l2
−m2
 = ±∞
(4.26)
the sign of the infinite is determined by n, for even n is +∞, for odd n is −∞
since Chebyshev polynomials have parity defined by their degree. In eq. (4.24)
we have two consecutive Chebyshev polynomials; this implies that the continuum
limit of eq. (4.24) will be infinite.
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This can be resolved if, instead of the Chebyshev polynomials of the second
kind, we use the Chebyshev polynomials of the first kind, always defined by the
recurrence relation [9]:
Tn+1(x) = 2xTn(x)− Tn−1(x) T0(x) = 1, T1(x) = x. (4.27)
or, with the trigonometric definition:
Tn(x) = cosh(n arcoshx). (4.28)
In this case the solution is:
ψn =
[
Tn−2
(
Gˆ
2
)
ψ0 + Tn−1
(
Gˆ
2
)
ψ1
]
. (4.29)
The continuum time limit for these polynomials is:
lim
n→∞Tn
(
Gˆ
2
)
= lim
n→∞Tn
1 + t2
2n2
 ∑
i=x,y,z
Dˆli + Dˆ−li − 2
l2
−m2

= cos
t
√√√√ ∑
i=x,y,z
Dˆli + Dˆ−li − 2
l2
−m2
 .
(4.30)
If we take the continuum space limit, l→ 0 we obtain:
lim
n→∞ cos
t
√√√√ ∑
i=x,y,z
Dˆli + Dˆ−li − 2
l2
−m2

= cos
(
t
√
∇2 −m2
) (4.31)
that can be read as:
cos
(
t
√
∇2 −m2
)
→ cos
(
t
√
−p2 −m2
)
= cosh(tE). (4.32)
Thus, for the continuum solution we have:
ψn → ψ(x, t) = 2 cosh(tE)ψ(x, 0) =
(
eiEt + e− iEt
)
ψ(x, 0) (4.33)
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From the form of this solution is easy to see that it respects the continuous
Klein-Gordon equation. The evolution is thus determined by the cosine, this is
not surpising and is due to the boundary conditions we have in the momentum
space when we discretize, i.e. ψ˜(Ω, k) = ψ˜(−Ω, k) = 0, Ω = piτ .
4.3.1 Dirac equation
Fermion doubling
For the Dirac equation various attempts exists to obtain a discretized version of
it. The main problem in this context is the so-called fermion doubling. The Dirac
equation for a free fermion is:
(i∂µγ
µ −m)ψ(x, t) = 0 (4.34)
where ψ is a bispinor and γµ:
γ0 =
 I2 0
0 −I2
 , γ1 =
 0 σx
−σx 0
 ,
γ2 =
 0 σy
−σy 0
 , γ3 =
 0 σz
−σz 0
 .
(4.35)
The fermion doubling arises when we discretize the space derivative. If we
discretize the Dirac equation in space we obtain:
i∂tγ0ψ(x, t) =
(
i
Dˆli − Dˆ−li
2l
γi +m
)
ψ(x, t) (4.36)
or, using the exponential definition of the translation operator Dˆ, in the energy
momentum space:
Eγ0ψ˜(p,E) =
(
sin(pil)
l
γi +m
)
ψ˜(p,E). (4.37)
Thus, as we have seen for the Schro¨dinger equation, the energy momentum re-
lation is changed. In particular, in one dimension, the energy has 2 different
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minima and not one as in the continuum case. One minimum is at ~p = 0 and the
other at p = pi/l that is the so-called doubler. In higher dimensions the numeber
of doublers is 2n−1. Thus, this discretized version of the Dirac equation describes
two different fermions instead of one. Nielsen and Ninomiya demonstrated a no-
go theorem in various form [27, 28, 29] for regularizing massless fermions on a
lattice. One of the assumption of their demonstration is that the Hamiltonian is
local. Thus, it is not surprising that we have doublers in this approach since the
derivative we use is local.
Evolution under the discretized Dirac equation
In order to find the evolution of a state under the discretized Dirac equation we
can follow the same reasoning we made at the beginning of this work. Discretizing
also the time in eq.(4.36) we obtain:
i
Dτ − Dˆ−τ
2τ
γ0ψn =
(
i
Dˆli − Dˆ−li
2l
γi +m
)
ψn. (4.38)
In particular, since the Dirac equation is a first order differential equation in time,
we will recover an analogous expression we had for the Schro¨dinger equation in
eq. (1.18):
ψ˙n = −2 iτHˆψn (4.39)
with:
Hˆ =
(
i
Dˆli − Dˆ−li
2l
γ0γi +mγ0
)
(4.40)
Thus, the form of the solution ψn is:
ψαn = − in
[
Un−2(−τHˆαβ)ψβ0 + iUn−1(−τHˆαβ)ψβ1
]
. (4.41)
This formula gives the time step evolution of a state under the discretized
Dirac equation on a lattice.
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Chapter 5
Conclusions
We started this work with showing that it is possible to construct an action for
a class of CA and consequently equations of motion that lead to a Schro¨dinger
equation on a lattice, eq. (1.18):
ψ˙n = −2 iτHˆψn. (5.1)
The evolution of a state is then determined by a discrete version of the Hamil-
tonian, so we have shown how it is possible to contruct such a Hamiltonian and
that, for the class of CA we consider, it is possible to obtain discrete analogues
of conservation laws eq. (1.19), for any matrix Gˆ that commutes with the Hamil-
tonian.
The Schro¨dinger equation on a lattice becomes a second order difference equa-
tion. This is a consequence of our definition of the model, namely the action and
the variational principle. This differs clearly from the ordinary Schro¨dinger equa-
tion, since for this equation we need only one initial condition, while for eq. (1.18)
we need two, namely ψ0 and ψ1. We have constructed a general solution (inde-
pendent from the definition of the Hamiltonian), for given initial condition, of
the problem:
ψn = − in
[
Un−2(−τHˆ)ψ0 + iUn−1(−τHˆ)ψ1
]
n ≥ 2. (5.2)
Furthermore, we studied the convergence to the continuum solution, showing
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that imposing ψ0 = ψ1 leads to the correct continuum limit, section 1.2.2.
We also reviewed results in the finite difference theory in order to justify the
presence of a second order (instead of a first order) finite difference equation.
In particular it has been shown that, if we want to have stationary solutions
independent of the choice of the time step τ , a first order equation is not suffi-
cient, since if we use a forward or a backward difference we obtain exponentially
increasing or decreasing solutions.
We then interpret the state of the CA as the vector of sampled values of a
continuous wave function. This has been possible using the Shannon Sampling
Theorem that states that any function f that is band-limited with band-limit
Ω = pil can be written as:
f(x) =
∑
n∈Z
f(nl) sinc
(pi
l
(x− xn)
)
.
Here, the CA introduces a natural unit of lenght l that is the distance from one
sampled point to the other. So the Shannon Theorem provides an invertible map
from the space of band-limited functions to the set of states of the CA. This allows
us to write both a modified continuous Schro¨dinger equation (it incorporates all
odd derivatives in time) and modified continuous conservation laws, which take
into account the underlying discreteness or bandwidth limitation.
The following diagram summarizes the relations between continuum and dis-
crete based on the Shannon Theorem:
ψ(x, 0)
Shannon
Sampling
//

ψ0oo
eq.(1.66)

ψ(x, t)
OO
Shannon
Sampling
// ψn
OO
oo
where the link between ψ(x, 0) and ψ(x, t) is provided by the modified continuous
Schro¨dinger equation, the map from ψ(x, 0) to ψ0, and back, is provided by the
Shannon Theorem, the evolution from ψ0 to ψn is given by eq (1.66), and the
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link between ψn and ψ(x, t) is again established by the Shannon Theorem. With
those links in place, we are able to solve the Cauchy problem for the modified
Schro¨dinger equation for band-limited functions, knowing only the state of the
system at initial time.
In Chapter 3, we have analysed two different definitions of the derivative on
the lattice, one that is local and amounts to one of the usual definitions for the
derivative on the lattice:
∂x =
Tl − T−l
2l
while the other is found using the Sinc basis provided by the Shannon Theorem
and can be defined as:
Dnm :=
1
l

0 if n = m
(−1)n−m
n−m if n 6= m.
In the first case, we found a modified uncertainty relation that has also been pro-
posed in several contexts as a modification of the Heisenberg uncertainty prin-
ciple due to quantum gravity (see for example [22, 23, 24]), namely ∆x∆p ≥
~
2
(
1 + l2∆p2
)
. In the second case, we have shown that it is possible to construct
a derivative operator that, acting on the vector of sampled values of a function,
allows us to perfectly reconstruct the derivative of the function. With this second
choice the basic commutation relation becomes [P,X] = I−A, where A is an ill-
defined operator that has a kernel dense in L2(R). So that for all states that are in
the kernel of A the uncertainty relation is not changed. In the case of a finite lat-
tice, however, we found the modified uncertainty relation ∆p∆x ≥ ~2
∣∣n|cn|2 − 1∣∣
this may lead to a classical relation of indeterminacy ∆p∆x ≥ 0.
In the last chapter, we presented some ideas on how, in the context of the
Shannon Theorem, a Lorentz transformation acts on the CA. In particular, we
have found that the problem is better formulated in light-cone coordinates. In
this case, we used wavelet theory introduced in Section 2.2.3 to establish under
which conditions it is possible to reconstruct a wave function in a moving frame
based on its sampled values in its own rest frame. We also provide an evolution
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formula for the discretized Klein-Gordon equation:
−Dˆτ + Dˆ−τ − 2
τ2
ψn =
m2 − ∑
i=x,y,z
Dˆli + Dˆ−li − 2
l2
ψn. (5.3)
In this case we have shown that, using Chebyshev polynomials of the second kind,
the continuum limit diverges:
lim
n→∞Un
1 + t2
2n2
 ∑
i=x,y,z
Dˆli + Dˆ−li − 2
l2
−m2
 =∞. (5.4)
Instead, using Chebyshev polynomials of the first kind, the continuum limit exist
and is a solution for the wave equation At the end we show that is possible to
calculate the evolution of a state under a discretized Dirac equation, although it
suffers the problem of fermion doubling.
Appendix A
Numerical simulations
In this appendix, we calculate the evolution of some initial wave function (under
the action of various potentials). This is useful for two reason: first is to compre-
hend how the discretization works, this will be described in the following section,
second is the calculation of eigenstates and eigenvalues of various Hamiltonians,
which will be discussed in section A.3.
A.1 Reconstruction errors
We develop an algorithm to calculate the evolution of a wave function using eq.
(1.66) and we compare it with the usual evolution described by the Schro¨dinger
equation. The algorithm can be schematised as follows:
- set the number N of points on the space lattice (that is the dimension of
~ψn), the lattice step l and time step τ ;
- sample the initial wave function ψ(x, 0) on the lattice points xm = ml, in
order to define the initial ~ψ0;
- sample the orthonormal basis ~en(x) we want to use for reconstruction in
order to obtain the matrix B;
- construct the Hamiltonian matrix using eq. (1.31);
- calculate the n-th state using eq. (1.66);
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- reconstruct the wave function using the reconstruction formula for finite
dimensions (cf. eq. (2.1) and eq. (2.9)):
ψN (x) =
∑
|n|≤N
2
ψ(xn)G(xn, x) (A.1)
The parameters to take in to consideration are: l, τ , N and n or t = nτ ; all the
continuum wave functions here are normalized such that
∫ |ψ|2 = 1.
The first problem we have to point out is that in this theory the vector ψ lives
in an infinite-dimensional space, clearly we cannot implement this kind of object
numerically. Of course not all elements of the vector have the same weight in the
recostruction. If we consider the partial sums ψN (x) in place of ~ψ(x) the error
we make is:
|ψ(x)− ψN (x)|2 =
∣∣∣∣∣ ∑
|n|>N
2
ψ(xn)~en(x)
∣∣∣∣∣
2
=
∑
|n|>Nl
2
|ψ(nl)|2, (A.2)
using the Shannon Theorem in the first equality and the orthonormality of the
~en(x) basis. These two equalities say that the error depends on the values of
the function outside the region [−Nl2 , Nl2 ] so that, in order to make the error as
small as possible, the sampled function has to be essentially zero outside the
interval [−Nl2 , Nl2 ]. On the other hand, we have to choose l such that the Fourier
transform ψ˜(k) of the wave function is mostly included in the interval [−pil , pil ].
In figure (A.1) we have reconstructed the same wave function using two dif-
ferent N but keeping fixed l.
A problem we have to consider is in the use of the Shannon Theorem. For
this theorem, we know that the reconstruction does not take into account all
wave vectors k > kmax =
pi
l , since one of the assumptions of the theorem is that
Supp(F {ψ(x)}) = [−kmax, kmax]. Since in this theory l is a finite quantity, we
have to take it as small as we can, in order to enlarge the support in momentum
space of the function.
In figure (A.2), we present the reconstruction of a Gaussian wave function
with different l.
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Figure A.1: In these figures we have the reconstruction, using a Sinc basis, of a
Gaussian wave function at the time n = 0, the lattice spacing is l = 0.05 for both
of them, for the first one the number N of points taken is 30, for the second one
it is 120. The dashed line is the continuum wave function, the continuous line
is the reconstructed one. As can be seen in (a), we lose information about the
wave function if the product Nl is small compared to the “support” of ψ. In (b)
we have reconstructed the same wave function using 120 points, the difference
between reconstructed and original function is unnoticeable.
A.2 Evolution of a state
In this section, we use the eq. (1.66), where τ is finite, to simulate the evolution of
a state in the absence of a potential (i.e. a free particle), in a harmonic potential,
and in an infinite potential well. The aim here is to show how the evolution works
in a discretized space-time and how it converges to the continuum evolution.
In figure (A.3), we show the wave function of a free particle at various times.
At the beginning, the reconstruction of the wave function is just the same as
in the continum, but later becomes noticeably different. This is not surprising,
since we have the correct evolution (namely determined by the evolution operator
exp{− iHˆt}) only in the limit τ → 0.
In figure (A.4), we show the wave function of the same free particle for different
τ , such that the physical time t = nτ remains fixed. We notice that as τ becomes
smaller the discrete and the continuum evolution become similar.
In figure (A.5) we have reconstructed the evolution of an harmonic oscillator
using the solution for the DSE, namely eq. (1.66). The Hermite polynomials
(eigenstate for the harmonic oscillator) have not a Fourier transform defined on
a compact support, this means that the reconstruction cannot be exact for any
choice of lattice spacing l. However the reconstruction perfectly overlaps the
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Figure A.2: In these figures shown are the reconstructions in a Sinc basis of a
free particle wave function (full lines), with N = 120 for various l. We observe
that as l goes to zero we obtain a more accurate reconstruction of the continuum
wave function (dashed line).
analytical solution.
In figure (A.6) we show the reconstruction of a superposition state, formed
by the fundamental, first, and second excited. Here we used, as basis for the
reconstruction, the Hermite polynomials. In this way we show that we can use
basis different from the Sinc basis. In the top figure we have the comparison
between the analytical solution (dashed line) and the discretized one (continuous
line), with the time step τ = 13000 and l =
1
4 . In the bottom figure we have done
the comparison between the analytical evolution and the evolution obtained with
the corret time evolution, namely eiHˆt where the Hamiltonian is still discretized
in the space. The aim of these figures is to show the stability of the evolution
under the DSE since the difference between the analytical and discrete evolution
is the same for both the figures and is due to the lattice space.
In figure (A.7) we have reconstructed the evolution of a state under an infinite
potential well. In this case the wave function is defined on a compact support
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Figure A.3: Evolution of a Gaussian wave function for various time steps with
N = 200, l = 0.1, and τ = 0.1 in comparison with the continuum solution. For
the first two figures the difference between the analytical and discretized solution
is unnoticeable, in the third starts to emerge some deviation, in the fourth the
evolution appears already rather different; this difference is caused by the finite
value of τ . We stress again that the two evolutions become equivalent only in the
limit τ → 0.
and, thus, it cannot be band-limited. In this case we know that the space where
the state lives is formed by the first three eigenstate. The aim of this figure
is to show that we can use the eigenstates of the Hamiltonian to construct the
evolution of a general initial state. The initial state is a superposition of the first
three eigenstates and we have calculated both the analytical solution and the
solution obtained with the DSE.
68 APPENDIX A. NUMERICAL SIMULATIONS
-4 -2 0 2 4
0.1
0.2
0.3
0.4
0.5
0.6
(a) τ = 1
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Figure A.4: In these figures, we show the reconstructed wave function of a free
particle at time t = 1.4 for different τ . Note that the deviating modes of the
wave function disappear if we decrease τ , keeping the physical time t = nτ fixed.
The values of τ are chosen so that n is an integer number.
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Figure A.6: Reconstruction, using a basis of eigenstates of the harmonic oscillator,
of a superposition state (fundamental, first excited, and second excited) at time
t = 10, withN = 40, Nl = 10, ωosc = 1, andm = 1 in an harmonic potential. The
dashed line shows the continuum evolution, the continuous one the discretized
evolution. In (a) we have used the discrete Schro¨dinger equation (eq. (1.66)) with
τ = 13000 , in (b) we have calculated the evolution of the state using the correct
time evolution operator, e− itHˆ .
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(a)
Figure A.7: Reconstruction based on a basis of Sine of a superposition state
(fundamental, first excited, and second excited) at time t = 5, with N = 100,
Nl = 1, ωosc = 1, and m = 1. The continuous line shows the discrete evolution,
the dashed line shows the analytical one.
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A.3 Convergence of eigenvalues
The calculation of eigenvalues for various potentials using the Shannon Theorem
has also been presented in [6], with a main difference in the definition of the
derivative on the lattice.
In order to understand how this discretization works it’s useful to study the
convergence of the eigenvalues of a discretized Hamiltonian. In this part of the
numerical simulation we have discretized the Hamiltonian and, then, calculated
the lowest eigenvalue for various potential. The first question we have to answer
is: do the discretized eigenvalues (eigenvalues of the discretized Hamiltonian)
converge to the correct ones?
In order to answer to this question we have calculated the lowest eigenvalues
for a particle in various anharmonic potentials, namely the quartic, sextic, octic,
and dectic, using the eq. (1.33) for the definition of the Hamiltonian. We have
evaluated the Hamiltonian on a 200 points lattice and then diagonalized it using a
software. The lowest eigenvalues have been compared then to the ones calculated
in [6] and [30]:
V (x) E0 E0(from [30])
x2 + x6 1.43355 1.43562
x2 + x8 1.48839 1.49101
x2 + x10 1.54301 1.54626
(A.3)
For the quartic anharmonic potential, we use the double-well Hamiltonian:
Hˆl = Pˆ
2 − Z2Xˆ2 + Xˆ4 (A.4)
For various Z, we obtain:
Z2 E0 E0(from [6] and [30])
0 1.06026 1.06036
1 0.65568 0.65765
5 −3.42597 −3.41014
(A.5)
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In figures (A.8 and A.9) we show how the eigenvalues λn of the discrete time
evolution converge to continuous ones. To do this we discretize the Hamiltonian
Hˆ, so that we can study the convergence for a single eigenvalue λ and then we
can calculate λn for various time step using:
λn =− in
[
Un−2
(
− t
n
λ
)
+ iUn−1
(
− t
n
λ
)]
=− in
[
Un−2
(
− 1
n
λ
)
+ iUn−1
(
− 1
n
λ
)] (A.6)
This has been done in order to show how the discrete time step evolution con-
verges to the continuous time evolution, so we have to compare λn with the
analytical solution for the eigenvalues of the continuous time evolution:
λt = e
− itλ = e− iλ (A.7)
In this case the time step is varying since we are studying how small it as to be
in order to have a good approximation of the eigenvalues. In particular we can
expect, for the properties of the Chebyshev polynomials, that only for tλn < 1 the
result of eq. (A.6) converges to the analytical one. This is coherent with the fact
that Chebyshev polynomials are an orthonormal basis for C0([−1, 1]) so that if
we calculate them for any value outside this region they do not converge to the
expected one.
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Figure A.8: Evolution λn of eigenvalue λ = −20 using eq. (A.6) for n increasing
and t = 1. In (a) we show the real and imaginary part of λn. As can be seen for
small n, i.e. big time step, λn diverges but, as n becomes greater, it converges to
the correct eigenvalue. In (b) we show the succession of log(|λn|). In this case we
have limited the plot to the first hundred points in order to show that for n < t|λ|
the value of the eigenvalue calculated with eq. (A.6) cannot be the correct one.
Only for n > t|λ| = 20 the succession starts to converges. In (c) we show the
evolution in the complex plane of λn.
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(c) Evolution in the complex plane of λn
Figure A.9: Evolution λn of eigenvalue λ = 100 using eq. (A.6) for n increasing
and t = 1. In (a) we show the real and imaginary part of λn. As can be seen the
succession converges for n ≥ 10λt = 1000 to the correct eigenvalue. In (b) we
show the succession of log(|λn|). In this case we have limited the plot to the first
five hundred points in order to show that for n < t|λ| the value of the eigenvalue
calculated with eq. (A.6) cannot be the correct one. Only for n > t|λ| = 20 the
succession starts to converges. In (c) we show the evolution in the complex plane
of λn.
Appendix B
Properties of Sinc functions
B.1 Orthonormality of the Sinc(x-n) base
We want to solve the Schro¨dinger wave equation for band-limited functions by
doing a calculation on a lattice. Let us call V the space of band-limited functions,
we take as a basis of this space:
B = {en(x)} = {sinc(x/d− n)} =
{
sin[pi(x/d− n)]
pi(x/d− n)
}
with n ∈ Z (B.1)
where d is the lattice spacing. That B is a basis becomes clear if we take the
Fourier transform of en(x):
F(en(x)) = d√
2pi
Θ(k − pi/d)Θ(k + pi/d) eiknd (B.2)
Then, we may calculate:
〈en|em〉 =2pi〈e˜n|e˜m〉 = d2
∫ ∞
−∞
Θ(k − pi/d)Θ(k + pi/d) eikd(n−m) dk
=d2
∫ pi
d
−pi
d
eikd(n−m) dk = d2δnm,
(B.3)
which demonstrates the orthogonality of the basis functions; the factor d2 can be
absorbed by a proper normalization.
In order to show that this basis is complete, we show that its Fourier transform
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is complete. For a function f˜ that it is defined inside [−pid , pid ], we have:
α0 =
d
2pi
∫ pi
d
−pi
d
f˜(k)e˜0(k) dk =
d
2pi
∫ pi
d
−pi
d
f˜(k) dk,
αn =
d
pi
∫ pi
d
−pi
d
f˜(k)
e˜n(k) + e˜−n(k)
2
dk =
d
pi
∫ pi
d
−pi
d
f˜(k) cos (ndk) dk,
βn =
d
pi
∫ pi
d
−pi
d
f˜(k)
e˜n(k)− e˜−n(k)
2 i
dk =
d
pi
∫ pi
d
−pi
d
f˜(k) sin (ndk) dk,
(B.4)
so that:
f˜(k) = α0 +
∞∑
n=1
αn cos(ndk) +
∞∑
n=1
βn sin(ndk) (B.5)
that is the Fourier series for the function f˜ and so the basis B is complete.
For every F (x) ∈ V , the space of band-limited function, we define both the
projection on the basis as:
fn =
∫ ∞
−∞
F (x)en dx (B.6)
and the sampling on the lattice as:
fˆ =
∫ ∞
−∞
F (x)
δ(x/d− n)√
d
dx =
√
dF (nd) (B.7)
Thus, we have two different ways to reconstruct the initial function:
f(x) =
∞∑
n=−∞
fn sinc(x/d− n) fˆ(x) =
∞∑
n=−∞
F (nd) sinc(x/d− n) (B.8)
By the Shannon Theorem we have
f(x) = fˆ(x) = F (x) (B.9)
and, therefore:
F (x) =
∞∑
n=−∞
F (nd)
sin(pi(x/d− n))
pi(x/d− n) (B.10)
So we have a representation of F (x) on the lattice.
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Inner Product
We use as inner product of two function the continuous inner product:
〈F |G〉 =
∫ ∞
−∞
F ∗(x)G(x) dx (B.11)
Taking their discrete rapresentation, we can write:
〈F |G〉 =
∫ ∞
−∞
∞∑
n=−∞
f∗n sinc(x/d− n)
∞∑
m=−∞
gm sinc(x/d−m) dx
=
∞∑
n=−∞
∞∑
m=−∞
f∗ngm
∫ ∞
−∞
sinc(x/d− n) sinc(x/d−m) dx
=
∞∑
n=−∞
∞∑
m=−∞
f∗ngmδnm
=
∞∑
n=−∞
f∗ngn
. (B.12)
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Appendix C
Derivation of the equations of
motion
In this appendix, we present the derivation of the CA equations of motion for x˙αn,
p˙αn, t˙n, and p˙in. We recall the definitions we have given:
An := ∆tn(Hn +Hn−1) + an (C.1)
Hn :=
1
2
Sαβ(p
α
np
β
n + x
α
nx
β
n) +Aαβp
α
nx
β
n (C.2)
an := cnpin (C.3)
where the real matrices Sαβ and Aαβ are respectively symmetric and antisym-
metric and we introduced the notation ∆fn := fn − fn−1.
The CA action is defined as:
S :=
∑
n
[(
pαn + p
α
n−1
)
∆xαn + (pin + pin−1) ∆tn −An
]
(C.4)
For the x˙n we have:
0 =
δS
δpαn
=
∑
m
δ
[(
pβm + p
β
m−1
)
∆xβm
]
δpαn
−
∑
m
δAm
δpαn
(C.5)
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The first term on the r.h.s. gives:
∑
m
δ
[(
pβm + p
β
m−1
)
∆xβm
]
δpαn
=
∑
m
(δn,mδα,β + δn,m−1δα,β)∆xβm
=∆xαn + ∆x
α
n+1
=x˙αn
(C.6)
The second term gives:
∑
m
δAm
δpαn
=
∑
m
∆tm
δ(Hm +Hm−1)
δpαn
(C.7)
where:
δHm
δpαn
=
δ(12Sγβp
β
mp
γ
m +Aγβp
γ
mx
β
m)
δpαn
= Sαβp
β
mδm,n +Aαβx
β
mδm,n (C.8)
so that the summation over m simplifies due to δn,m:
∑
m
δAm
δpαn
= (∆tn + ∆tn+1)(Sαβp
β
n +Aαβx
β
n) = t˙n(Sαβp
β
n +Aαβx
β
n) (C.9)
In this way, we obtain:
x˙αn = t˙n(Sαβp
β
n +Aαβx
β
n) (C.10)
For p˙n, the procedure has been shown in 1.1, we report it for completeness:
δS
δxαn
=
∑
m
δ
[(
pβm + p
β
m−1
)
∆xβm
]
δxαn
−
∑
m
δAm
δxαn
(C.11)
For the first term on the r.h.s. we have:
∑
m
δ
[(
pβm + p
β
m−1
)
∆xβm
]
δxαn
=
∑
m
(
pβm + p
β
m−1
) δ∆xβm
δxαn
=
∑
m
(
pβm + p
β
m−1
)
(δαβn,m − δαβn,m−1)
=pαn−1 − pαn+1 = −p˙αn
(C.12)
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For the second term on the r.h.s. we have:
∑
m
δAm
δxαn
=
∑
m
∆tm
δ(Hm +Hm−1)
δxαn
(C.13)
Where:
δHm
δxαn
=
δ(12Sγβx
β
mx
γ
m +Aγβp
γ
mx
β
m)
δxαn
= Sαβx
β
mδm,n +Aβαp
β
mδm,n (C.14)
So that the summation over m simplifies with the δn,m:
∑
m
δAm
δxαn
= (∆tn + ∆tn+1)(Sαβx
β
n +Aβαp
β
n) = t˙n(Sαβx
β
n −Aαβpβn) (C.15)
Combining eq. (C.12) and eq. (C.15) we get the equation of motion for the
pα:
p˙αn = −t˙n(Sαβxβn −Aαβpβn) (C.16)
For t˙n, we calculate similarly:
0 =
δS
δpin
=
∑
m
δ [(pim + pim−1) ∆tm]
δpin
−
∑
m
δAm
δpin
(C.17)
The first term on the r.h.s. is the one that gives t˙n, the second gives cn, so that
the equation of motion becomes:
t˙n = cn (C.18)
Finally, for p˙in we obtain:
0 =
δS
δtn
=
∑
m
δ [(pim + pim−1) ∆tm]
δtn
−
∑
m
δAm
δtn
(C.19)
that can be simplified to yield:
p˙in = H˙n (C.20)
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