Abstract: Our understanding of biological systems has improved dramatically due to decades of exploration. This process has been accelerated even further during the past ten years, mainly due to the genome projects, new technologies such as microarray, and developments in proteomics. These advances have generated huge amounts of data describing biological systems from different aspects. Still, integrating this knowledge to reconstruct a biological system in silico has been a significant challenge for biologists, computer scientists, engineers, mathematicians and statisticians. Engineering approaches toward integrating biological information can provide many advantages and capture both the static and dynamic information of a biological system. Methodologies, documentation and project management from the engineering field can be applied. This paper discusses the process, knowledge representation and project management involved in engineering approaches used for biological information integration, mainly using software engineering as an example. Developing efficient courses to educate students to meet the demands of this interdisciplinary approach will also be discussed.
INTRODUCTION
Biological systems are extremely complex. For example, a yeast cell has over 6000 genes [1] encoding protein or RNA molecules. These gene products have many different functions and form complexes and sub-cellular structures. Cellular functions are regulated at different levels through transcription, signal transduction and protein modification [2] [3] [4] [5] [6] [7] . To understand the complexity of a biological system, a reductionist approach is taken to study its organization, components and the interrelationships among these components: information about genes and their structures are obtained by genome sequencing and analysis [8] [9] [10] ; gene regulation is studied by microarray analysis [11] ; and protein functions are studied by proteomics [12] , protein-protein interactions [13] [14] [15] [16] and structure analysis [15, [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] . The huge amount of data generated by these new technologies needs to be analyzed and integrated to depict comprehensively how biological systems work. However, integrating this knowledge together systematically poses a significant challenge, as the size and the complexity of the data grow exponentially. To meet this challenge, new methodologies have to be developed to integrate and model complex data at the system level [33] [34] [35] [36] [37] [38] . Integrating this information to model the complexity of biological systems has been the focus of a major effort in computational biology and bioinformatics.
Many computational methods have been developed to analyze and integrate biological information. Centralized and distributed databases have been developed to capture information about sequences and functions, signaling and *Address correspondence to this author at the Department of Biostatistics, Bioinformatics & Epidemiology, Medical University of South Carolina, 135 Cannon Street, Charleston, SC 29425, USA; Tel: (843) 876-1123; Fax: (843) 876-1126; E-mail: zhengw@musc.edu metabolic pathways, and protein structure information [39] . Various modeling diagrams have been used to represent biological information at high levels of abstraction [13, [40] [41] [42] [43] [44] [45] [46] [47] . Similarly, software has been developed to analyze, manage and model biological information [48] . To capture, organize and communicate this information, markup languages have also been developed [49] [50] [51] . In addition, methodologies have been developed to model and simulate biological systems at different levels [52] [53] [54] [55] [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] . While these efforts have greatly facilitated biological information analysis and presentation, the wealth of information gathered through new technologies, such as genome sequencing, microarray and proteomics, still presents a formidable challenge: integrating all the information at the system level [71] .
Several studies have compared engineering systems with biological systems. In one such study, Csete and Doyle [2] concluded that there is a converged evolution between these two types of system at the organizational level. Both types of systems are modular with defined protocols for robustness. Engineered control systems were also compared to biological systems by Hasty et al. [72] . Focusing on gene regulation, this study has found many similarities between biological and control systems. Circuit engineering principles have also been applied to biological system analysis [73, 74] . Another study has compared computer engineering systems to biological ones [75] . In this analysis, the genome is likened to the hard drive (permanent storage) of a computer that stores both system information and data. Messenger RNAs are considered the memory of a computer, which can temporarily store information from the genome or hard drive. Calculations are realized through protein functions. Biological systems have been further compared to software engineering systems, specifically object-oriented software architecture [76] . Bioentities, such as proteins, are analogous to objects, both of which have attributes and functions. Relationships among bioentities can be described in the same way as for objects, such as through composition. All these comparisons indicate that biological systems and modern engineering systems share many features. These commonalities suggest that: 1) a biological system can be viewed as an engineering system, 2) biological information integration can be approached by reverse engineering, and 3) biological systems can be represented in the form of modern engineering system architectures. While biological systems can be integrated and represented in the form of various engineering systems, any given representation captures different aspects of the biological system. A well-developed engineering approach, one that includes an engineering process, diagrams, documentation methods, integration and design methodologies, as well as engineering architectures, may be used to describe, define, represent or analyze biological systems. Many of these topics have been discussed elsewhere, and there has been significant work on reverse engineering biological information [2, 4, 33, 34, [77] [78] [79] [80] . This review examines several issues not widely discussed: process, knowledge representation and project management associated with representing biological systems using an engineering approach, with examples mainly from the software engineering field. The need for crossdisciplinary education and an efficient curriculum related to this topic will be also discussed.
ENGINEERING PROCESS
Integrating biological information as an engineering system is a process of reverse engineering. Reverse engineering is "…the process of analyzing a subject system to identify the system's components and their interrelationships, and to create representations of the system in another form at higher levels of abstraction" [81] . One major use of reverse engineering is in the software industry, where software engineers implement software systems based on existing ones without knowing their source code and architecture. Information about the existing system comes primarily from observable system behaviors. Specifications are generated based largely on what the system does rather than how it does it. From these specifications, serial steps are taken to analyze and design the new system, and eventually implement a new software system to imitate the old system's behavior. Any available knowledge about the internal structure of the old system is used to constrain the design and implementation of the new one. As a result, the new system architecture can reflect the structure, functions and dynamics of the original.
This reverse engineering process yields a model or representation of the old system in a new form. However, unlike in the field of engineering, no well-defined process exists for reverse engineering biological systems, despite intense and varied investigations [2, [82] [83] [84] [85] [86] [87] [88] [89] [90] . A recent study has shown that a software engineering process can be applied to reverse engineer a biological system [76] . In this study, a model biological system, the SARS viral infection, is viewed as an object-oriented software engineering system without design documents, blueprints or source code. During the reverse engineering process, the biological system is the subject system, and its components are gene products. The interrelationships of these gene products are protein-protein interaction maps, the transcription co-regulation of these genes, pathway relationships, Gene Ontology [91] relationships, and other interactions among cellular components obtained through experiments or data analysis. These experimental data provide the specifications, internal structures and dynamics of the system. Reverse engineering the biological system creates a model of the system in another form, an object-oriented software architecture, at a higher level of abstraction. Through the model, the processes and the dynamics of the biological system are captured, and the actions of one gene product upon another are also modeled. Because a model integrates all the available information about a system, it provides a comprehensive view of how the biological system works [76] .
In developing any engineering project, the engineering process employed is crucial, in that it defines sequential steps of engineering system construction. For each step, the input, the construction, the outcome and the roles personnel will play are well-defined. Following a well-defined engineering process is essential to a successful engineering project, especially in the construction of large, complex systems. In the software engineering field, the process is a series of well-defined steps to construct software [92] . For the past several decades, this process has evolved from linear, sequential models to incremental, iterative ones. Several major software processes have been developed: 1) Linear, sequential model -the most widely used, oldest model. It demands a rigid sequential approach involving the following steps: Analysis, Design, Code and Test. Many modern software engineering processes evolved from this model [93] . 2) Incremental Model -develops a product with partial functionality at each release. A core product with essential functionality is developed first. Incrementally, a portion of function is added to the core products and a partially functional product is delivered. The process is continued until a fully functional final product is delivered [94] . 3) Extreme Programming -a new agile process that expedites software development by obtaining continuous feedback from short cycle development, flexible scheduling, close collaboration of programmers and rigorous automatic testing [95] . 4) Cleanroom engineering -applies formal mathematical notations to develop defect-free software. This approach helps eliminate problems such as ambiguity, incompleteness and inconsistency that other software processes encounter. However, the approach requires extensive training for software engineers and a significant initial effort to develop the formal model [96] . 5) The Rational Unified Process (RUP) [97] -developed by the Rational Corporation (now a subdivision of IBM), is an iterative process defined by four phases of software development. In each phase, -Inception, Elaboration, Construction and Transition -activities and their efforts are specified [98] . Considered one of the most advanced processes, it is being increasingly adopted by the software industry.
The software engineering process is important for reverse engineering biological systems into a software system representation because: 1) a good iterative software process can break down complex biological systems into manageable parts and define how reverse engineering can be practiced on each part; and 2) a software process defines different stages for reverse engineering, and with the interdisciplinary nature of reverse engineering biological systems, it can help to specify the critical roles that biologists and computer scientists play at different stages. Software processes' strengths and weaknesses differ and are therefore particularly suited to differing software projects [99] . For small projects, a linear, sequential model is typically ideal. For larger ones, depending on the nature of the project, the incremental or an RUP model is better suited. Software engineers might likewise determine that either Cleanroom engineering or Extreme Programming approaches would best suit a project, but neither is used extensively in the software industry.
Among these methods, RUP is considered the latest development and has been adopted by many in the software industry. Its iterative, requirement-driven nature and architecture-based approach make it suitable for large, complex software system engineering. Its popularity is also an advantage because engineers with RUP experience are easy to find. Moreover, developed by a software engineering tool company, RUP can be tightly coupled with the Unified Modeling Language (UML) [100] , making it the best candidate for Computer Aided Software Engineering (CASE) [101, 102] . These advantages make RUP the best choice to reverse engineer complex biological systems into an object-oriented software representation. By following such a software process, the activities at each stage of the process are defined, and the outcome of each stage is specified. Other engineering architecture representations (e.g. a control system) of biological systems can also be developed. Such development may also require welldeveloped engineering processes. On the other hand, while a well-developed engineering process can be applied to reverse engineer a biological system, one major obstacle may arise from the unfamiliarity of biologists with these processes. Adapting and making them easier to understand and use by biologists may be necessary. One possible solution is to develop intuitive tools with graphical user interfaces to guide the biologists and engineers to work together and follow the modified processes for reverse engineering.
The outcomes of these engineering processes yield the engineering system representations of biological information in the form of documents and models. Together, these biological representations should be succinct, precise and comprehensive, and improve our understanding of biological systems.
ENGINEERING SYSTEM REPRESENTATIONS
Knowledge representation is an important aspect for information communication, especially for complex systems, such as biological ones, and interdisciplinary projects that require both biologist and computer scientist involvement. Therefore, representations of biological systems have been studied, and many forms of knowledge representation have been developed. The Gene Ontology (GO) [91] is one such system developed to represent the hierarchical relationships of biological functions. Another, the Systems Biology Markup Language (SBML) was developed to capture the biological system information in an Extensible Markup Language (XML) format [49] . A variety of graphic diagrammatic representations have been developed for biological system information representation [42, 43, 45, [103] [104] [105] [106] . In addition, graphical displays of pathway databases have been developed to represent metabolic and signal transduction pathways [105, [107] [108] [109] [110] [111] . Several efforts have been developed to adapt Petri net representations for biological systems [43, 45, 104, 105, [112] [113] [114] [115] [116] [117] [118] [119] [120] . However, representing a biological system as an engineering system requires adopting engineering system representation methods. For example, in representing a biological system as a control system, a set of differential equations are used [2] . To represent a biological system as an object-oriented software system, the Unified Modeling Language (UML) is used [76, 102, 121, 122] .
UML was developed by combining three different methodologies for object-oriented software development [123] . UML provides several diagrammatic representations to capture system information. For instance, a class diagram is used to describe components and their relationships [124] . Sequence and collaboration diagrams are used to describe the dynamics of the system [125, 126] . Activity diagrams and state charts describe the transitions occurring in a system [127, 128] . Packages divide the complex systems into small, manageable subsystems [129] . The comprehensiveness of UML makes it a good candidate to represent complex biological systems. Moreover, well-defined software processes, such as RUP, can be used to define the transition from system requirements to UML artifacts. Implementing software in an object-oriented programming language based on UML documents is already a well defined process. There are even software tools available to convert UML to source code automatically [130] . Nevertheless, limitations exist in applying UML to biological system modeling.
UML was not developed specifically for biological system modeling. Significant effort will be required to adapt UML to biological system modeling. Still, UML is designed to represent an object-oriented software system in general, and biological systems are organizationally similar to objectoriented software systems. This similarity should facilitate transformation of biological information into an objectoriented representation.
A second hurdle to overcome is that UML employs many diagrams to capture different aspects of a system. Even though this divide and conquer approach is the means by which object-oriented technology handles complexity, Peleg and Dori [131] have pointed out that this multi-model aspect could be a source of confusion. Users with different backgrounds and levels of skill have to combine these models together to get a comprehensive view of the system. This potential confusion can be solved by two approaches. First, a well-defined system architecture can organize information into comprehensible units. Second, proper training of the users of these models can help to depict the roles of these models in the context of the whole system. A demonstration of how to apply UML to the representation of a biological system can increase the exposure of UML to the biology community and facilitate communication between biologists and computer scientists [76] .
Different forms of representation may be suitable for different users and capture different features. For example, mathematicians or electrical engineers can represent a biological system using a set of differential equations to capture the dynamics of the system. These differential equations can be represented in SBML. On the other hand, tools have been developed to allow biologists using visual diagrams to develop biological models. These visual models can then be transformed into SBML models [132] . UML has also been used during the development of SBML. Such transformations indicate that a biological model can be represented in different formats for different purposes. However, well-defined and widely accepted modeling languages in the engineering field are essential for communicating biological models and facilitating computational analysis. Such engineering system representations are especially important because of the growing complexity of biological information integration at the systems level [133] .
For biological science, the potential impact of engineering system representation is significant. Unlike a database repository, an engineering system representation captures not only the descriptive annotations of the components and static structures of a biological system but also the dynamic relationships among the components and the responsiveness of the systems to environmental changes. Thus, an engineering system can be modeled to simulate the dynamics and behavior of the system under conditions that are difficult to replicate experimentally. Representing biological information in any engineering system architecture is important for us to better understand the biological system. Davis et al. [134] have surveyed the roles that knowledge representations play. They concluded that a knowledge representation is: 1) a surrogate, 2) a set of ontological commitments, 3) a fragmentary theory of intelligent reasoning, 4) a medium for efficient computation, and 5) a medium of human expression. Compared to other types of biological knowledge representations, the engineering system representation offers significant advantages in playing these roles and can further improve our understanding of biological systems.
Engineering representations as surrogates.
T h e representation of a biological system in any engineering system architecture is a surrogate that captures different aspects of the biological system. For example, in representing a biological system as a control system, the representation captures the dynamics and the control aspects of the biological system. In that regard, the system behaves just like the original biological system it represents. This close resemblance makes the new representation a surrogate to model and simulate the original biological system. In representing a biological system as an object-oriented software system, an enzyme is modeled as an object. This object captures both the attributes and the functions of the original enzyme, thus serving as a digital surrogate for the enzyme. Likewise, an object-oriented software representation of a more complex biological system also serves as a digital surrogate. Given the complexity of biological systems, one is unlikely to construct a surrogate that resembles the whole biological system in every aspect. However, different surrogates can be constructed to capture various aspects of a single biological system.
Engineering representations as ontology commitments.
Ontology is defined as a specification of a conceptualization, an explicit specification of some topic and a formal and declarative representation of some subject area [135] . Each well developed engineering field has its own well-defined terms to describe and represent its domain of knowledge. Thus, explicitly or implicitly, each engineering domain develops its own ontology. In representing a biological system as an engineering system, the biological system is viewed through the lens of that engineering system. In other words, a biological system would be described using the ontology developed for engineering systems. Davis et al. described this ontology commitment as "…in what terms should I think about the world?" [134] . While representing a biological system as an object-oriented software system, bioentities in the biological systems are named "objects", with the properties of these bioentities captured as the attributes of corresponding objects. The functions these bioentities can perform are captured as object member functions. Such an ontological commitment is necessary, in that the well-developed engineering philosophy and methodology can be readily used to analyze and construct the engineering system representation from biological information using a well-developed, controlled vocabulary. This vocabulary has precise unambiguous meaning within an engineering system, and can greatly facilitate communication among engineers and other users who can understand such terms.
Engineering representations as theories of intelligent reasoning.
To reason is to infer, to get new information or new expressions from old. Influenced by mathematics, to reason intelligently is to reason logically, in the form of inferences such as Prolog [136] . However, such intelligent reasoning is also influenced by other fields such as psychology, biology, statistics and economics. Thus, other forms of inferences, such as connectionism, causal networks or rational agents can also be viewed as intelligent reasoning [134] . When representing biological information in the form of engineering systems, there are three stages of intelligent reasoning. First, constructing an engineering representation of a biological system from existing knowledge is a process of intelligent reasoning. To represent a biological system as an engineering control system, mathematical logics can be derived from experimental results to represent the system as a set of differential equations. Inferences have to be made from existing knowledge to represent bioentities as objects when representing a biological system as an object-oriented software system. Second, an engineering system representation of a biological system should play roles in its analysis. Well-developed methods to analyze engineering systems can be used to study the structure, the robustness and the complexity of the biological system in its engineering system representation [4, 73, 137] . For example, the methods already widely used to study the complexity of an object-oriented software system can be used to study the object-oriented representations of biological systems. Third, the engineering system representation can be implemented and simulations can be performed to study the behavior of the biological system it represents. For example, while representing a biological system as a controlled system with a set of differential equations, the behavior of the system under different conditions can be inferred [2, 138, 139] . This approach is particularly important, in that many experiments cannot be performed in the lab to study the biological system, and a computational simulation can overcome these obstacles, generating otherwise unavailable results. While these inferences can be made from an engineering representation of a biological system, some limitations may exist. For example, object-oriented software systems are not designed specifically for logical inference, so Prolog types of reasoning are not supported. Such a limitation may be overcome by additional implementation that adds such functionality to the system. Engineering representations as media for efficient computation. An engineering system representation is used for computation. In representing a biological system as a controlled system with differential equations, software tools are available for computational simulation of the system. An object-oriented software representation of a biological system can be implemented as executables to simulate the biological system behavior. These representations in an engineering system form are constructed for efficient computational analysis.
Engineering representations as media for human communication. Modern engineering projects are collaborative efforts with extended developmental periods that involve many people with different skills and backgrounds. To accomplish the engineering tasks, many methods have been developed to facilitate communication among people involved across wide time scales and to maintain project continuity. These communication methods are implemented as standardized diagrams, documents and controlled vocabularies. In addition, the ontological commitment of the engineering approach also facilitates communication. As a result, while a software engineer may know very little about a biological system, that engineer will be able to understand an object-oriented representation of the biological system. This understanding can facilitate communication between biologists and computer scientists. Such representations are thereby effective media for human communication.
One obstacle for representing a biological system in engineering form is that such representations need to be understood and used by biologists. However, no widely accepted engineering representation has been developed for biologists. Fortunately, visual modeling languages such as UML are relatively intuitive and easy to learn. Recent work performed under proper guidance by a biologist without prior computer science training demonstrated that biologists of similar background can be trained in a fairly short period of time to apply UML for biological system modeling [76, 140, 141] .
ENGINEERING PROJECT MANAGEMENT
Traditionally, research projects are conducted in individual labs that specialize in specific areas. However, biological information integration projects are different. They require collaboration among groups of people with differing backgrounds and skills. Such activities are regularly performed in the form of a consortium, or communities formed by voluntary groups. Thus, project management is particularly important to the success of the effort. Unfortunately, project management has not been a major focus of research for large-scale biological information integration. By treating biological information integration as a reverse engineering process, project management techniques developed in the corresponding engineering field can be applied. In software engineering, people, problems and processes are major focuses of project management [142] . For example, contrary to conventional wisdom, it has been found that adding more people to a delayed software engineering project will further delay it. More manpower in a project is not necessarily an efficient way to finish the project [143] . Similar findings on project efficiency in software engineering can be applied to research projects involving biological information integration. In addition, to measure the progress and the success of software projects extensive work has been done to develop reliable software metrics [144, 145] . Developing metrics for bioinformation integration projects may improve project management.
While these developments are widely understood and applied in managing software engineering projects, adopting them to biological information integration may require some work. Unlike in the typical software engineering project, both biologists and computer scientists are involved in biological information integration projects. These two groups have widely different backgrounds, skills and technical languages. Scheduling projects so that each group can efficiently deploy divergent knowledge and skill is a major challenge. A second significant hurdle is developing effective communication methods for these two groups. Research in these areas can greatly improve the efficiency of biological information integration projects. Another important aspect of project management is cost estimation. In software engineering, sophisticated methods, such as COCOMO [146] , have been developed to estimate the cost of a project. However, there is no consistent and accurate method to estimate the cost associated with large-scale integration projects. Most of the budgets associated with these projects are estimated empirically. Adopting methods from engineering may help to budget such projects and improve cost efficiency.
One important aspect of any engineering project management is coordination and change control. For example, in a software engineering project, a version control system such as CVS [147] is typically used by engineers to maintain documents and implement their various contributions. This CVS allows engineers to keep track of any changes made during the development process. In a large-scale biological information integration project, such a system is also necessary, in that not only are such projects complex with long durations and many changes, but they also involve people from different backgrounds, such as biology and engineering. Errors will likely occur due to miscommunication and misunderstanding. However, a CVS can be very helpful to track and correct such errors. Some successful projects on biological information integration, such as Gene Ontology (GO) and Systems Biology Markup Language (SBML), are using version control systems through SourceForge.net [148] to manage the projects, demonstrating that engineering methodologies can be applied to improve the manageability of biological information integration projects.
CHALLENGE
So far there is no well-defined process for biological information integration. Most activities in the area have been ad hoc, even though several projects and groups have attempted to define processes for information integration [76, 149] . Such efforts have been small in scale and are not widely recognized. Taking a reverse engineering approach to integrate biological information, however, means that information integration projects can draw on the experiences and widely recognized successes of engineering fields. The advantages of these engineering processes include decades of accumulated efforts by engineers. Process advantages and disadvantages are well-known. Of course, these processes were designed for engineering projects and may not be suitable for biological information integration. Significant effort may be needed to modify these processes for biological information integration. Nevertheless, developing processes from scratch for biological information integration appears to be both difficult and unnecessary. Significant research may be needed, which may require a long period of trial and error before the processes become mature and widely adopted.
The cross-disciplinary nature of engineering approaches for biological information integration faces the major challenge of communication. Representing biological information in the form of an engineering architecture poses a challenge for biologists, since a basic knowledge of engineering systems is required. Several approaches may be developed to overcome such an obstacle. First, cross-training can help biologists to understand engineering documents, such as diagrams, and engineers to understand biological information. Second, integrated biological information in the form of an engineering architecture can be represented in a variety of forms. For example, a set of differential equations can be stored in SBML format, and represented as a graphic display that is intuitive to biologists using software tools such as CellDesigner TM [132] . These model transformations can greatly facilitate communication between biologists and computer scientists.
Even though training biologists to be engineers, or vice versa, is not realistic, a basic understanding of the engineering system used for biological information integration is essential. At a minimum, understanding the terminology and a model's basic ontological basis is necessary for efficient communication. For information integration, engineers must have a basic knowledge of the information to be reverse engineered. Educating engineers will increase the efficiency of their work by improving communication between biologists and engineers. The challenge for current graduate training in bioinformatics is to develop an efficient curriculum to teach both biology and computer science at the same time [150] [151] [152] [153] [154] [155] [156] [157] [158] [159] [160] . Many graduate programs have a curriculum that requires students to take a mixed course of biology and computer science. However, this approach greatly reduces the amount of knowledge a student can obtain through the program. For example, a typical M.S. program requires 33 to 36 credit hours. For bioinformatics graduate students, these credit hours are split between biology and computer science. While these students have a broad training in both biology and computer science, they do not receive the in-depth training in either field compared to students in either a biology or computer science program (18 versus 36 credit hours in biology or computer science). However, this deep understanding will be necessary to overcome obstacles in the challenging field of biological information integration. Developing an interdisciplinary curriculum manifested within classes is essential for students to acquire sufficient training to take advantage of the emerging possibilities in biological information integration [150, 151, [153] [154] [155] [156] [157] [158] [160] [161] [162] . For example, while teaching object-oriented programming classes, real world examples are used. The relationship among shape, point and circle are used to illustrate the inheritance concept. By using biological examples, such as metabolic pathways or gene regulation, an efficient course can be developed to teach biology and object-oriented programming at the same time. As a result, students need only three credit hours to learn both metabolic pathways and object-oriented programming.
In summary, well-developed methodologies for engineering system development can be used for biological information integration. This application can greatly improve the efficiency and the manageability of large-scale projects and tackle the complexity of biological systems. Representing biological systems as various engineering systems can facilitate communication between biologists and other engineering professions, and advance the computational analysis of biological systems.
