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s.2012.0Abstract In the present paper, we establish some direct results in simultaneous approximation for
Baskakov–Durrmeyer–Stancu (abbr. BDS) operators Dða;bÞn ðf; xÞ. We establish point-wise conver-
gence, Voronovskaja type asymptotic formula and an error estimate in terms of second order mod-
ulus of continuity of the function.
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For f 2 C[0,1), a new type of Baskakov–Durrmeyer type
operator studied by Finta in [2] is deﬁned as
Dnðf; xÞ ¼
X1
k¼1
pn;kðxÞ
Z 1
0
bn;kðtÞfðtÞdtþ pn;0ðxÞfð0Þ; ð1:1Þ
where
pn;kðxÞ ¼
nþ k 1
k
 
xk
ð1þ xÞnþk ; bn;kðtÞ
¼ 1
Bðk; nþ 1Þ
tk1
ð1þ tÞnþkþ1 : ð1:2Þail.com (V. Gupta), durvesh.
@yahoo.co.in (P.N.Agrawal).
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7.001These operators are different from the operators studied in [1],
[6] and [7]. It is observed thatDn(f,x) reproduce constant as well
as linear functions. Gupta et al. [8] estimated point-wise conver-
gence, asymptotic formula and inverse result in simultaneous
approximation for the operators (1.1). Govil and Gupta [4]
used iterative combinations of such operators to improve the
order of approximation. Very recently, Verma et al. [10] consid-
ered Baskakov–Durrmeyer–Stancu (abbr. BDS) operators as
follows:
Dða;bÞn ðf; xÞ ¼
X1
k¼1
pn;kðxÞ
Z 1
0
bn;kðtÞf ntþ a
nþ b
 
dt
þ pn;0ðxÞf
a
nþ b
 
; ð1:3Þ
where the Baskakov and Beta basis functions are given in (1.2)
and the parameters a, b satisfy the conditions 0 6 a 6 b. In
[10] authors studied some approximation properties, asymp-
totic formula and better estimates for these operators.
The aim of the paper is to study pointwise convergence, a
Voronovkaja type asymptotic formula and an estimate error
in simultaneous approximation by the BDS operators.g by Elsevier B.V. Open access under CC BY-NC-ND license.
184 V. Gupta et al.2. Preliminary results
In the sequel, we shall need the following results:
Lemma 1. [5] Let m 2 N [ 0. If the mth order is deﬁned as
Tn;mðxÞ ¼
X1
k¼0
pn;kðxÞ
k
n
 x
 m
;
then Tn,0(x) = 1, Tn,1(x) = 0 and also there holds the recur-
rence relation:
Tn;mþ1ðxÞ ¼ xð1þ xÞ½T0n;mðxÞ þmTn;m1ðxÞ:
Consequently, we have Tn,m(x) = O(n
[(m+1)/2]).
Lemma 2. [10] If we deﬁne the central moments as
ln;mðxÞ ¼ Dða;bÞn ððt xÞm; xÞ
¼
X1
k¼1
pn;kðxÞ
Z 1
0
bn;kðtÞ ntþ a
nþ b  x
 m
dtþ pn;0ðxÞ
a
nþ b  x
 m
;m 2 N
Then, ln;0ðxÞ ¼ 1; ln;1ðxÞ ¼ abxnþb and for n> m we have the fol-
lowing recurrence relation:
ðnmÞðnþbÞln;mþ1ðxÞ¼ nxð1þxÞ l0n;mðxÞþmln;m1ðxÞ
h i
þ½nðabxÞ2mðaðnþbÞxÞþmnln;mðxÞ
þ ðnþbÞm a
nþbx
 2
mn a
nþbx
 " #
ln;m1ðxÞ: ð2:1Þ
From the recurrence relation, it can easily be veriﬁed that for all
x 2 [0,1), we have
ln;mðxÞ ¼ Oðn½ðmþ1Þ=2Þ:
Remark 1. From Lemma 2, we get that Dða;bÞn ðtm; xÞ is a poly-
nomial in x of degree exactly m, for all m 2 N0. Further
Dða;bÞn ðtm; xÞ ¼
Pm
j¼0
m
j
 
anjnj
ðnþbÞm Dnðtj; xÞ and we can write as
Dða;bÞn ðtm; xÞ ¼
nmðnþm 1Þ!ðnmÞ!
ðnþ bÞmn!ðn 1Þ! x
m
þmn
m1ðnþm 2Þ!ðnmÞ!
ðnþ bÞmn!ðn 1Þ! ½nðm 1Þ
þ aðnmþ 1Þxm1
þmðm 1Þn
m2aðnþm 3Þ!ðnmþ 1Þ!
ðnþ bÞmn!ðn 1Þ!
 nðm 2Þ þ aðnmþ 2Þ
2
 
xm2 þOðn2Þ:
Lemma 3. [5] There exist the polynomials qi,j,r(x) independent
of n and k such that
½xð1þ xÞr d
r
dxr
½pn;kðxÞ ¼
X
2iþ j 6 r
i; jP 0
niðk nxÞjqi;j;rðxÞpn;kðxÞ:
Lemma 4. Let f be r  times differentiable on [0,1) such that
f(r1)(t) = O(tc), c > 0 as tﬁ1. Then for r = 1, 2, . . ., we
have
Dða;bÞn
 ðrÞðf; xÞ ¼ nrðnþ r 1Þ!ðn rÞ!ðnþ bÞrn!ðn 1Þ!
X1
k¼0
pnþr;kðxÞ

Z 1
0
bnr;kþrf
ðrÞ ntþ a
nþ b
 
dt:The proof of the above lemma easily follows along the lines of
the proof of ([7], Lemma 2.3).
Deﬁnition 1. The mth order modulus of continuity
xm(f,d, [a,b]) for a function continuous on [a,b] is deﬁned by
xmðf; d; ½a; bÞ ¼ sup jDmh fðxÞj : jhj 6 d; x; xþ h 2 ½a; b
 	
:
For m= 1, xm(f,d) is usual modulus of continuity.
Deﬁnition 2. Let us assume that 0 < a< a1 < b1 < b<1,
for sufﬁciently small g > 0 the Steklov mean fg,2 of 2-nd
order corresponding to f 2 Cc[a,b] and t 2 I1 is deﬁned as
follows:
fg;2ðtÞ ¼ g2
Z g=2
g=2
Z g=2
g=2
fðtÞ  D2hfðtÞ

 
dt1dt2
where h= (t1 + t2)/2 and D
2
h is the second order forward dif-
ference operator with step length h. For f 2 C[a,b], fg,2 satisfy
the following properties ([9]):
(1) fg,2 has continuous derivatives up to order 2 over [a1,b1];
(2) kfg;2kC½a1 ;b1  6 Cxrðf ; g; ½a; bÞ; r ¼ 1; 2;
(3) kf  fg;2kC½a1 ;b1  6 Cx2ðf ; g; ½a; bÞ;
(4) kfg;2kC½a1 ;b1  6 Cg2kf kC½a;b;
(5) kfg;2kC½a1 ;b1  6 Ckf kc;
where C’s are certain constants which are different in each
occurrence and are independent of f and g.
Lemma 5. [3] Let f 2 C[a,b].Then,
f
ðiÞ
g;2k
 
C½a;b
6 Ci kfg;2kkC½a;b þ kfð2kÞg;2kkC½a;b
n o
; i
¼ 1; 2; . . . ; 2k 1;
where C0is are certain constants independent of f.3. Direct results
This section deals with the direct results, we establish here
pointwise approximation, asymptotic formula and error esti-
mations in simultaneous approximation.
We denote Cc[0,1) = {f 2 C[0,1):f(t) = O(tc),c > 0}. It
can be easily veriﬁed that the operators Dða;bÞn ðf; xÞ are well de-
ﬁned for f 2 Cc[0,1).
Theorem 1. Let a, b be two parameters satisfying the conditions
0 6 a 6 b. If r 2 N; f 2 Cc½0;1Þ for some c > 0 and f(r) exists
at a point x 2 (0,1), then
lim
n!1
Dða;bÞn
 ðrÞðf; xÞ ¼ fðrÞðxÞ: ð3:1Þ
Further, if f(r) exists and continuous on (a  g, b + g) 
(0,1), g > 0, then (3.1) holds uniformly in [a,b].
Proof. By Taylor’s expansion of f, we have
fðtÞ ¼
Xr
i¼0
fðiÞðxÞ
i!
ðt xÞi þ eðt; xÞðt xÞr;
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Dða;bÞn
 ðrÞðf; xÞ ¼Xr
i¼0
fðiÞðxÞ
i!
Dða;bÞn
 ðrÞððt xÞi; xÞ
þ Dða;bÞn
 ðrÞðeðt; xÞðt xÞr; xÞ
¼: I1 þ I2:
In view of Remark 1, we have
I1 ¼
Xr
i¼0
fðiÞðxÞ
i!
Xi
j¼0
i
j
 !
ðxÞij½Dða;bÞn ðrÞðtj; xÞ
¼ f
ðrÞðxÞ
r!
nrðnþ r 1Þ!ðn rÞ!
ðnþ bÞrn!ðn 1Þ! r!
 
¼ fðrÞðxÞ n
rðnþ r 1Þ!ðn rÞ!
ðnþ bÞrn!ðn 1Þ!
 
! fðrÞðxÞ as n ! 1:
Next, we estimate I2 by using Lemma 3, we have
I2 ¼
X
2iþ j 6 r
i; jP 0
ni
qi;j;rðxÞ
xrð1þ xÞr
X1
k¼1
pn;kðxÞðk nxÞj

Z 1
0
bn;kðtÞeðt; xÞ ntþ a
nþ b  x
 r
dt
þ ð1Þr ðnþ r 1Þ!ðn 1Þ! ð1þ xÞ
nreð0; xÞ a
nþ b  x
 r
jI2j 6
X
2iþ j 6 r
i; jP 0
ni
jqi;j;rðxÞj
xrð1þ xÞr
X1
k¼1
pn;kðxÞjk nxjj

Z 1
0
bn;kðtÞjeðt; xÞj ntþ a
nþ b  x


r
dtþ ðnþ r 1Þ!ðn 1Þ! ð1
þ xÞnrjeð0; xÞj a
nþ b x


r
¼: I3 þ I4:Since e(t,x)ﬁ 0 as tﬁ x, for a given e > 0 there exist d > 0
such that Œe(t,x)Œ whenever Œt  xŒ< d, further if k is any inte-
ger Pmax{c, r} then we ﬁnd a constant K> 0 such that
jeðt; xÞj ntþa
nþb  x
 r 6 K ntþanþb  x c. Thus
I3 ¼ C1
X
2iþ j 6 r
i; jP 0
ni
X1
k¼1
pn;kðxÞjk nxjj
Z
jtxj<d
ebn;kðtÞ ntþ a
nþ b  x


r
dt
(
þ
Z
jtxjPd
Kbn;kðtÞ ntþ a
nþ b  x


c
dt
)
¼: I5 þ I6:
Applying Schwarz inequality for the integration and summa-
tion we haveI5 6 eC1
X
2iþ j 6 r
i; jP 0
ni
X1
k¼1
pn;kðxÞjk nxjj
Z 1
0
bn;kðtÞdt
 1
2

Z 1
0
bn;kðtÞ ntþ a
nþ b  x
 2r
dt
 !1
2
6 eC1
X
2iþ j 6 r
i; jP 0
ni
X1
k¼1
pn;kðxÞðk nxÞ2j
 !1
2

X1
k¼1
pn;kðxÞ
Z 1
0
bn;kðtÞ ntþ a
nþ b  x
 2r
dt
 !1
2
;
as
R1
0
bn;kðtÞdt ¼ 1. Making use of Lemma 2, we get
X1
k¼1
pn;kðxÞðk nxÞ2j ¼ n2j
X1
k¼1
pn;kðxÞ
k
n
 x
 2j
 ð1þ xÞnðxÞ2j
" #
¼ n2j½OðnjÞ þOðnsÞ ðfor any s > 0Þ ¼ OðnjÞ: ð3:2Þ
Also, by using Lemma 2 and arguing as above, we have
X1
k¼1
pn;kðxÞ
Z 1
0
bn;kðtÞ ntþ a
nþ b  x
 2r
dt ¼ OðnrÞ: ð3:3Þ
Thus
I5 6 eC1
X
2iþ j 6 r
i; jP 0
ni Oðnj=2Þ Oðnr=2Þ ¼ eOð1Þ:
Next, using Schwarz inequality for the integration and summa-
tion, in view of (3.2) and (3.3), we have
I6 6 C2
X
2iþ j 6 r
i; jP 0
ni
X1
k¼1
pn;kðxÞjk nxjj

Z
jtxjPd
bn;kðtÞ ntþ a
nþ b  x


c
dt
6 C2
X
2iþ j 6 r
i; jP 0
ni
X1
k¼1
pn;kðxÞjk nxjj
Z
jtxjPd
bn;kðtÞdt
 !1
2

Z
jtxjPd
bn;kðtÞ ntþ a
nþ b  x
 2c
dt
 !1
2
6 C2
X
2iþ j 6 r
i; jP 0
ni
X1
k¼1
pn;kðxÞðk nxÞ2j
 !1
2

X1
k¼1
pn;kðxÞ
Z 1
0
bn;kðtÞ ntþ a
nþ b  x
 2c
dt
 !1
2
¼
X
2iþ j 6 r
i; jP 0
ni Oðnj=2Þ Oðnm=2Þ ¼ OðnðrmÞ=2Þ ¼ oð1Þ;
where m is an integerPc. Thus due to the arbitrariness of e, it
follows that I3 = o(1). Also, I4ﬁ 0 as nﬁ1 and hence
186 V. Gupta et al.I2 = o(1). Combining the estimates I1 and I2 we obtain the de-
sired result (3.1).
This completes the proof of theorem. h
Theorem 2. Let f 2 Cc[0,1) be bounded on every ﬁnite sub-
interval of [0,1) admitting the derivative of order (r + 2) at
a ﬁxed x 2 (0,1). Let f(t) = O(tc) as tﬁ1 for some
c > 0, then we have
lim
n!1
n Dða;bÞn
 ðrÞðf; xÞ  fðrÞðxÞ 
¼ rðr 1 bÞfðrÞðxÞ þ ½rð1þ 2xÞ þ a  bxfðrþ1ÞðxÞ
þ xð1þ xÞfðrþ2ÞðxÞ: ð3:4Þ
Proof. By Taylor’s expansion of f, we have
fðtÞ ¼
Xrþ2
i¼0
fðiÞðxÞ
i!
ðt xÞi þ eðt; xÞðt xÞrþ2;
where e(t,x)ﬁ 0 as tﬁ x and e(t,x) = o((t  x)d) as tﬁ1
for some d > 0,
Using Lemma 4, we can write
n
hh
Dða;bÞn
iðrÞ
ðf; xÞ  fðrÞðxÞ
i
¼ n
Xrþ2
i¼0
fðiÞðxÞ
i!
½Dða;bÞn ðrÞððt xÞi; xÞ  fðrÞðxÞ
" #
þ n Dða;bÞn
 ðrÞðeðt; xÞðt xÞrþ2; xÞh i
¼: I1 þ I2:
By Lemma 2 and Remark 1, we have
I1 ¼ n
Xrþ2
i¼0
fðiÞðxÞ
i!
Xi
j¼r
i
j
 
ðxÞij Dða;bÞn
 ðrÞðtj; xÞ  nfðrÞðxÞ
¼ f
ðrÞðxÞ
r!
n Dða;bÞn
 ðrÞðtr; xÞ  ðr!Þh i
þ f
ðrþ1ÞðxÞ
ðrþ 1Þ! n ðrþ 1ÞðxÞ D
ða;bÞ
n
 ðrÞðtr; xÞn
þ Dða;bÞn
 ðrÞðtrþ1;xÞoþ fðrþ2ÞðxÞðrþ 2Þ! n ðrþ 2Þðrþ 1Þ2 x2½Dða;bÞn ðrÞðtr; xÞ

þðrþ 2ÞðxÞ Dða;bÞn
 ðrÞðtrþ1;xÞ þ Dða;bÞn ðrÞðtrþ2; xÞo
¼ n n
rðnþ r 1Þ!ðn rÞ!
ðnþ bÞrn!ðn 1Þ!  1
 
fðrÞðxÞ
þ n f
ðrþ1ÞðxÞ
ðrþ 1Þ! ðrþ 1ÞðxÞ
nrðnþ r 1Þ!ðn rÞ!
ðnþ bÞrn!ðn 1Þ! r!

þ n
rþ1ðnþ rÞ!ðn r 1Þ!
ðnþ bÞrþ1n!ðn 1Þ! ðrþ 1Þ!x
þðrþ 1Þn
rðnþ r 1Þ!ðn r 1Þ!
ðnþ bÞrþ1n!ðn 1Þ! fnrþ aðn rÞgr!
)
þ n f
ðrþ2ÞðxÞ
ðrþ 2Þ!
ðrþ 2Þðrþ 1Þ
2
x2
nrðnþ r 1Þ!ðn rÞ!
ðnþ bÞrn!ðn 1Þ! r!

ðrþ 2Þx n
rþ1ðnþ rÞ!ðn r 1Þ!
ðnþ bÞrþ1n!ðn 1Þ! ðrþ 1Þ!x
 
þðrþ 1Þn
rðnþ r 1Þ!ðn r 1Þ!
ðnþ bÞrþ1n!ðn 1Þ! fnrþ aðn rÞgr!
!
þ n
rþ2ðnþ rþ 1Þ!ðn r 2Þ!
ðnþ bÞrþ2n!ðn 1Þ!
ðrþ 2Þ!
2
x2
þ ðrþ 2Þn
rþ1ðnþ rÞ!ðn r 2Þ!
ðnþ bÞrþ2n!ðn 1Þ! fnðrþ 1Þ
þ aðn r 1Þgðrþ 1Þ!x
þ ðrþ 2Þðrþ 1Þn
raðnþ r 1Þ!ðn r 1Þ!
ðnþ bÞrþ2n!ðn 1Þ! fnrþ
aðn rÞ
2
gr!Now the coefﬁcients of f(r)(x),f(r+1)(x) and f(r+2)(x) in the
above expression are respectively r(r  1  b), r(1 + 2x) +
a  bx and x(1 + x) respectively, which follow by using induc-
tion hypothesis on r and taking the limits as nﬁ1. Hence in
order to prove (3.4), it sufﬁces to show that [x(1 + x)]rI2ﬁ 0
as nﬁ1, which follows on proceeding along the lines in the
estimation of I2 as done in Theorem 1. h
Theorem 3. Let f 2 Cc[0,1) for some c > 0 and
0< a< a1 < b1 < b<1. Then for n sufﬁciently large, we
have
Dða;bÞn
 ðrÞðf; :Þ  fðrÞ 
C½a1 ;b1 
6 C1x2ðfðrÞ; n1=2; ½a1; b1Þ
þ C2nkkfkc;
where C1 = C1(r) and C2 = C2(r, f).
Proof. we can write
Dða;bÞn
 ðrÞðf; :Þ  fðrÞ 
C½a1 ;b1 
6 Dða;bÞn
 ðrÞððf fg;2Þ; :Þ 
C½a1 ;b1 
þ Dða;bÞn
 ðrÞðfg;2; :Þ  fðrÞg;2 
C½a1 ;b1 
þ fðrÞ  fðrÞg;2
 
C½a1 ;b1 
¼ S1 þ S2 þ S3:
Since f
ðrÞ
g;2 ¼ ðfðrÞÞg;2, hence by property (3) of the Steklov mean,
we get
S3 6 C1x2ðfðrÞ; g; ½a; bÞ:
Next, using Theorem 2 and Lemma 5, we get
S2 6 C2n1
X2þr
i¼r
f
ðiÞ
g;2
 
C½a;b
6 C4n1 kfg;2kC½a;b þ fð2þrÞg;2
 
C½a;b
 
:
By applying properties (2) and (4) of Steklov mean, we obtain
S2 6 C4n1fkfkc þ g2x2ðfðrÞ; g; ½a; bÞg:
Finally, we estimate S1 choosing a
*,b* satisfying the condition
0 < a< a* < a1 < b1 < b
* < b<1. Also let v(t) denotes
the characteristic function on the interval [a*,b*], then
S1 6 Dða;bÞn
 ðrÞ
vðtÞðfðtÞ  fg;2ðtÞÞ; :

  
C½a1 ;b1 
þ Dða;bÞn
 ðrÞðð1 vðtÞÞðfðtÞ  fg;2ðtÞÞ; :Þ 
C½a1 ;b1 
¼ S4 þ S5:
By Lemma 4, we have
Dða;bÞn
 ðrÞðvðtÞðfðtÞ  fg;2ðtÞÞ; xÞ ¼ nrðnþ r 1Þ!ðn rÞ!ðnþ bÞrn!ðn 1Þ!
X1
k¼0
pnþr;kðxÞZ 1
0
bnr;kþrðtÞvðtÞ fðrÞ ntþ a
nþ b
 
fðrÞg;2
ntþ a
nþ b
 
dt:
Hence,
Dða;bÞn
 ðrÞðvðtÞðfðtÞ  fg;2ðtÞÞ; :Þ 
C½a1 ;b1 
6 C5 fðrÞ  fðrÞg;2
 
C½a ;b
:
Simultaneous approximation by certain Baskakov–Durrmeyer–Stancu operators 187Now for x 2 [a1,b1] and t 2 [0,1)n[a*,b*], we choose a d > 0
satisfying ntþa
nþb  x
 P d. By Lemma 3 and Schwarz inequality,
we have
I ¼ j Dða;bÞn
 ðrÞðð1 vðtÞÞðfðtÞ  fg;2ðtÞÞ; xÞj
6
X
2iþ j 6 r
i; jP 0
ni
jqi;j;rðxÞj
xrð1þ xÞr
X1
k¼1
pn;kðxÞjk nxjj

Z 1
0
bn;kðtÞðð1 vðtÞÞ f ntþ a
nþ b
 
 fg;2 ntþ a
nþ b
 
dt
þ ðnþ r 1Þ!ðn 1Þ! ð1þ xÞ
nrðð1 vðtÞÞ f a
nþ b
 
 fg;2 a
nþ b
 

6 C6kfkc
X
2iþ j 6 r
i; jP 0
ni
X1
k¼1
pn;kðxÞjk nxjj
Z
jtxj<d
bn;kðtÞdt
8>><
>>:
þðnþ r 1Þ!ðn 1Þ! ð1þ xÞ
nrg
6 C6kfkc d2s
X
2iþ j 6 r
i; jP 0
ni
X1
k¼1
pn;kðxÞjk nxjj
Z 1
0
bn;kðtÞdt
 1=2
8>>><
>>>:

Z 1
0
bn;kðtÞ ntþ a
nþ b  x
 4s
dt
 !1=2
þ ðnþ r 1Þ!ðn 1Þ! ð1þ xÞ
nr
9=
;
6 C6kfkcd2s
X
2iþ j 6 r
i; jP 0
ni
X1
k¼1
pn;kðxÞðk nxÞ2j  ð1þ xÞnrðnxÞ2j
( )1=2

Z 1
0
bn;kðtÞ ntþ a
nþ b  x
 4s
dt
 !1=2
þ kfkc
ðnþ r 1Þ!
ðn 1Þ! ð1þ xÞ
nr
Hence by making the use of Lemmas 1 and 2, we get
I 6 C7kfkc 6 d2mOðnðiþj=2sÞÞ 6 C7nqkfkc; q ¼ s r=2;where the last term vanishes as nﬁ1. Now choosing m> 0
satisfying qP k, we have
I 6 C7n1kfkc:
Therefore by property (3) of Steklov mean, we obtain
S1 6 C9x2ðfðrÞ; g; ½a; bÞ þ C7n1kfkc:
Choosing g = n1/2 the theorem follows. hReferences
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