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I. Introduction
Congestion on roads, especially in urban areas, has a large negative social and economic impact on the community and the environment; for example, the cost of congestion to the UK economy was estimated at £12 billion in 2004 [1] and the cost to the US economy in 2007 was estimated at $78 billion [2] . Congestion can be reduced by increasing the capacity of the road network, encouraging drivers to travel on different routes or at different times of the day, or by using public transport. Travellers may often be unaware of alternative means of getting from A to B, regardless of their regular mode of transport, since travelling becomes an automatic and habitual process; fortunately the provision of better information about likely costs and travel times encourages travellers to explore alternative times and modes of transport [3] . Consequently reducing congestion, either through increased capacity or through the provision of better information for travellers, requires good knowledge of the performance of the road network.
The traditional approach to measuring vehicle movement and congestion is to use static vehicle sensors. These can be inductive loops in the road itself [4] or video cameras which detect the presence of vehicles at fixed locations; some newer networks of cameras can measure point-to-point travel This research is supported by UK EPSRC grant EP/C547632/1. times between pairs of cameras using automatic number plate recognition. Unfortunately, these approaches require the installation and on-going maintenance of expensive equipment in a harsh outdoor environment.
An alternative approach is to use probe data from a sensor, such as a GPS device, attached to a vehicle or person. Probe data consist of a sequence of coordinates recorded over time and contain much more information than is typically available from fixed sensors [5] . Many public transport fleets are now augmented with automated vehicle location (AVL) systems which use GPS to collect probe data [6] .
Shalaby and Farhan used AVL data from buses to predict bus arrival and departure times [7] ; Uno et al. provided techniques to study variability of travel times and estimated travel-time distributions [8] . Krumm and Horovitz have shown how to predict destination from historic GPS traces [9] , and Froehlich and Krumm extended this to predict the route a driver will follow [10] . Liao et al. estimated a person's location and mode of transport together with the individual's goals and trip segments [11] . More recently, Google's "Maps for Mobile" combined location data crowdsourced from mobile phones with traditional sensor infrastructure to overlay road maps with congestion information on arterial routes [12] .
One problem with AVL data is that they are sparsesamples are typically recorded once every 20 or 30 seconds-and therefore techniques developed for probe data having high update rates are not directly applicable. In this paper we analyse sparse probe data collected from a fleet of over 100 buses and we combine these data with descriptions of bus stop locations and the road network as a whole to build a rich vision of traffic patterns and congestion. Specifically, we (i) describe an algorithm to extract bus journeys and estimate their duration along a single route; (ii) show how quantile regression can be used to visualise contextual factors that affect journey times; (iii) show how to recover speed information from sparse probe data using monotonic splines; and (iv) validate this recovery by comparing it to high update-rate probe data. II. Data Description a) Bus probe data: The probe data from buses used in this study were provided by the company supplying realtime information to the largest bus operator in the city of Cambridge, UK. In 2009 there were on average 115 buses equipped with GPS units on Cambridge roads on weekdays, 100 buses on Saturdays, and 65 buses on Sundays. Many of these buses regularly run along main radial roads and multilane highways; some connect Cambridge to villages in the surrounding area. The buses cover an area with a radius of approximately 26 km.
The data represent a set of bus locations recorded over a year (2009) . Bus location sampling points are given in a local "easting/northing" (EN) coordinate system (similar to the British Ordnance Survey national geographic grid reference system [13] ) which can be regarded as a Cartesian system within scales of a medium size city. The grid squares of the EN coordinate system are of size 10 m × 10 m and, given the area covered by the city, there is a known transformation between this geographic coordinate system and conventional latitude/longitude coordinates. We estimate the accuracy of each location sample as ±30 m, including the error due to the accuracy of the bus GPS units. The location of each bus is recorded once every δ seconds (δ = 20 or 30) and this reading is transmitted from the bus. The time of the logging of each sample is known up to an offset τ that is fixed for each bus and does not exceed δ. There are missing observations, meaning that there are times of silence when all or some buses are not transmitting their positions due to communication failure, temporary hardware malfunction, weather, and so on. Finally, these data do not describe which bus route each bus was taking.
As is shown in the left plot of Figure 1 , the bus probe data give good coverage of the main city roads including arteries. Furthermore, these data were available throughout the day and evening, including peak hours when traffic conditions are of most interest.
b) Road network description and features: We use OpenStreetMap (OSM) data for information about the road network, including locations of junctions, traffic lights, and traffic bollards. OpenStreetMap is a collaborative project with the aim of creating a free, public map of the world [14] . The content is contributed voluntarily, using geographic data from portable GPS devices, aerial photographs, and other free sources [15] . The quality of the data has become increasingly high and is comparable to commercially produced maps [16] . c) Bus stops and bus route information: Although some information about locations of bus stops can be obtained using OSM data, we instead use the National Public Transport Access Node (NaPTAN) database. This collates all bus stop locations in the UK and, for each stop, includes the latitude, longitude, and direction of bus travel. For map-matching we use knowledge of the sequence of roads which buses follow while assigned to a certain route. This is derived using timetable information from the bus operator, supplemented by the bus probe data described above.
d) High resolution probe data: In order to validate our approach for restoring bus' behaviour between sampled locations (Section IV), we collected high resolution ("HighRes") traces using a portable GPS device carried on board the buses. The traces record the bus location once per second with an accuracy of 5 m to 15 m.
III. Journey Times
In this section we describe how we extract bus journeys corresponding to a route of interest and evaluate their durations using our bus data and taking into account the sparseness of the data in time. We also show the effect that the day of the week and time of year have on the journey times and their variability.
A. Extracting Journeys and Estimating their Durations
Let us first formally describe the bus data. We denote the set of buses by B. We also enumerate and refer to the elements of B using the notation vid (k) ∈ B, where
is a regular timestamp such that in the long run the sequence δ is a small multiple of 20 or 30 and in rare instances of silence, it can be larger still.) This means that the movement of bus vid (k) can be described as a sequence of vectors y
i ) whose components are the timestamps t i . Let r AB ≡ A ; B be a predefined route connecting two points A and B on the road network map. We are interested in extracting bus journeys connecting A and B taking into account the sparseness of the data (δ (k) i ≥ 20 sec). In order to do this, we use information about locations of bus stops and the direction of travel of buses served by these bus stops. The NaPTAN database includes coordinates in latitude/longitude of bus stops and assigns each stop a direction of travel from the set N, NW, W, SW, S, SE, E, and NE.
Let S be a bus stop with bearing B S . We assume that the Earth's surface is flat within a neighbourhood of S of radius not exceeding two or three hundred metres and define the bus stop gate BG S for S of length γ to be the line segment perpendicular to B S with S as its centre and length γ. A journey of bus vid (k) from A to B is a sequence of points P 1 P 2 . . . P n consisting of consecutive location observations of vid (k) such that P 1 P 2 intersects the bus stop gate BG A , P n−1 P n intersects BG B , and there are no intersections of the intermediate segments of the trace with either of the two gates. (This rule can easily be generalised to the case when the route of interest is defined by more than two bus stops.) Given this formulation, extraction of journeys can be expressed as a string matching problem as follows. Let the route of interest r AB be specified by a sequence of bus stop gates We now describe how we estimate journey times along the route r AB . Let ρ ≡ P 0 , P 1 , . . . , P n be a sequence of observations corresponding to vid (k) made at times t
in such that ρ represents a journey along the route r AB . Let M = P 0 P 1 ∩ BG A and N = P n−1 P n ∩ BG B as shown in Figure 2 . We estimate the corresponding journey time JT (ρ; r AB ) as
In other words, the time taken on the journey is the time it took for the bus to travel from P 0 to P n minus the time spent by the bus before it crossed the first bus stop gate and after it crossed the last.
B. Factors Affecting Journey Times
In the previous subsection we described how journey times can be determined from our database of bus probe data. In this subsection we continue with an investigation of the statistical characteristics of these journey times.
We used the bus stop gate technique to extract bus journeys made along Histon Road, Cambridge; four bus stop gates, each of length γ = 300 m, were used as shown on the right-hand map in Figure 1 . The data set consists of 13,653 journeys in the direction from north to south (that is, towards the city centre) between Sunday, 2 November 2008 and Saturday, 9 January 2010. The minimum journey time was 2.95 1 For simplicity we assume that the bus gates are far enough from each other so that a segment x
cannot intersect more than one bus gate; however, the described scheme can be generalised when this is not the case. minutes and 99.5% of the journeys took less than 20 minutes. The mean journey time was 7.22 minutes with a median value of 6.75 minutes. Associated with each journey is the start time and the date (and thus the day of the week) when the journey took place. We now examine the relationship between journey time, start time, and day of the week. Figure 3 shows scatter plots of the journey times and start times for journeys that started between 7 am and 10 pm for each day of the week. During weekdays there is a sharp rise in journey times in a morning busy period centred around 8:30 am; during weekends, and especially on Sundays, there is little evidence of a busy period. We shall henceforth consider in detail the daily profile of journey times on weekdays. Within the data set there are 2,431 journeys made on Saturdays and 724 on Sundays, leaving 10,498 taking place on weekdays.
In Figure 4 we illustrate several ways in which we can summarise the variation of journey times by day. In the upper panel we show box-and-whisker plots for the journey times binned into 15 minute intervals. The box-and-whisker plot enables us to see how the median journey times vary over the day, at least to a granularity of 15 minutes, and how the upper and lower quartiles behave. It is clear that during the morning busy period median journey times increase but the most dramatic increase is in the dispersion of the data with long tails up to at least 20 minutes. The box-and-whisker plots are particularly suitable when the journey start times fall at a discrete set of times.
The central panel of Figure 4 shows the results from a quantile regression model for 10 th , 50 th and 90 th percentiles which we briefly describe now; Koenker provides further details [17] . Suppose the N = 10, 498 journey times, z i , are indexed by i = 1, . . . , N with corresponding start times t i . Thus we have bivariate observations {(t i , z i ) : i = 1, . . . , N } for the random variables (T, Z) and we fit a nonparametric model, g(t), to the r th conditional quantile, Q Z (r | T = t) for r = 0.1, 0.5, and 0.9. The particular choice of nonparametric model g(t) follows that of [17, Section A.9] and uses B-splines with f degrees of freedom. In Figure 4 the fitted model with f = 12 vividly shows how the busy period has the most pronounced effect on the upper percentile of journey times.
The lower panel of Figure 4 is a variant of the quantile regression plot in the central panel where models are now fitted for a range of r from 0.05 up to 0.95. The figure uses grey colours to fill between successive conditional quantiles. The colour is black at the median quantile and fades to white linearly as the extreme quantiles are approached in both directions. This style of figure captures the variation of journey times by day without making specific reference to any one quantile line. A modification of this technique where the estimated density is shaded is given in [18] .
Our graphs and models have so far considered the effects of the time of day and day of week. We now use date information to consider the effect of school terms on journey times. Figure 5 considers weekdays of two types: those within the school term and those outside of term (we have also removed all journeys taken on bank holidays). The two overlaid scatter plots show the striking effect of school terms on journey times. During the busy period in term time journey durations range over a much larger interval. We can see this most clearly with our quantile regression models for the 10 th , 50 th and 90 th percentiles. During school term the quantiles (solid lines) show a strong variation during the morning busy period. However, outside of school term (dashed lines) the variation is much reduced. We shall return to this effect in the next section where we seek to pin-point precisely where, and for how long, journeys are delayed. 
IV. Restoring Behaviour of Buses between Their Consecutive Observations
The scatter plot and quantile regression lines from Figure 5 show that there is a very pronounced effect of school terms on the duration of bus travel in the early morning hours along Histon Road towards the city centre. In order to analyse whether this effect is due to buses spending more time stationary at bus stops serving an increased number of passengers or whether they move considerably more slowly along all or part of the route (or a combination of both), we restore behaviour of buses in the sparse data by approximating their progression using spline interpolation.
As before, we consider a particular bus vid (k) ∈ B and consider one of its paths (together with the timestamps) (t
in ) along the route of interest. We perform map matching by snapping the bus locations x
in to the road network using the fact that our vehicles are buses following bus routes and accounting for the possibility of "false" snapping to a road at a different altitude (as is the case, for instance, with the junction labelles B1049 on the right-hand side of Figure 1 where Bridge Rd/Cambridge Rd cross the A14 at a higher level). We thus obtain an ordered sequence of snapped points w i1 , . . . , w in and define d k (t (k) im ) to be the length of the shortest path from
in ) can be seen as evaluations of the continuous function d k (t) which measures the cumulative distance travelled by bus vid (k) by time t. We use cubic spline interpolation [19] to further restore the function d k (t) for any t ∈ (t
in ). Specifically, we use monotonic cubic splines [20] in order to comply with the fact that d k is a non-decreasing function of time. This technique will leave us at worst with the continuous derivative d k , which approximates the speed of bus vid (k) , and at best with a continuous approximation d k to the acceleration of this bus. Figure 6 presents two traces from bus journeys taken on 23 February 2010. The left hand panels refer to the journey starting just after 8am in the direction towards the city centre whereas the right hand panels refer to a journey in the opposite direction starting just after 8:30 am. In the top panels the trajectory of the distance travelled is marked by the stars. A monotonic cubic spline has been fitted to the observations and this is shown by the solid line. Horizontal dashed lines indicate landmarks such as the locations of traffic lights and bus stops along the journey. The lower panels show bus speeds over time obtained by (numerical) differentiation of the cublic splines. In addition, we show by thin grey lines speeds obtained from HighRes traces and observe that by reducing the resolution we are effectively smoothing the speeds. In order to characterise the progression of the buses along the route of interest as a local time profile function of the distance travelled we use the following function:
where d −1 is a generalised inverse function, defined as follows:
The function l ε (s) measures how long a corresponding bus spends in the small neighbourhood of the point s. This function also takes into account that d(s) is a non-decreasing function and, hence, may not be invertible. Figure 7 illustrates local time profiles l ε (s) for journeys from Figure 6 by showing log l ε (s), where ε = 2 m. High spikes indicate locations where the buses spent relatively longer, whereas long and deep valleys identify parts of the route which were passed with higher speeds. Experimentation suggests that our profiles are robust to the specific choice of the value of the parameter ε.
Finally, Figure 8 shows logarithms of local time profiles l ε (s) for seven journeys (from the data set discussed in the previous section) made on weekdays within school terms between 8 am and 9 am along Histon Road, and seven journeys from the same data set and period of the day made on week days outside school terms. These 14 journeys were chosen at random from the total number of 780 journeys (574 journeys within school terms and 206 journeys outside school terms). The profiles suggest that there is a combination of reasons responsible for making journeys made in peak morning hours during school term longer. Notice that additional delay to journeys made in school term occurs between bus stops and traffic light junctions in a manner not observed in journeys made outside of school term. These delay effects are more pronounced at some locations than in others. For example, in Figure 8 portions of journeys before 1000 m and after 1800 m show comparatively more delay than occurs in the portion in between.
V. Conclusions
In this study we have investigated how access to a large repository of bus trajectories combined with other publicly available data can be used to provide a detailed account of journey times and some of the important factors that affect them. Several types of graphical displays, a nonparametric quantile regression, and monotonic splines technique are used to visualise these effects on journey time and recover speed information from sparse data. We have also been able to study in some detail the sources of delay within individual journeys and have presented our findings using a novel technique based on a notion of local time profile which we define.
Our techniques provide a detailed basis for understanding journey time behaviour in the urban environment which lead to further important research areas such as how to incorporate real-time data to improve prediction of journey times. Similarly, these techniques will be useful to bus operators in helping them to optimally manage their fleets and thus to meet service requirements. Local transport authorities will also be better informed about the nature and extent of congestion and its impacts on travellers within a city. 
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