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013.10.0Abstract Open source ﬁeld operation and manipulation (OpenFOAM) is one of the most preva-
lent open source computational ﬂuid dynamics (CFD) software. It is very convenient for researchers
to develop their own codes based on the class library toolbox within OpenFOAM. In recent years,
several density-based solvers within OpenFOAM for supersonic/hypersonic compressible ﬂow are
coming up. Although the capabilities of these solvers to capture shock wave have already been ver-
iﬁed by some researchers, these solvers still need to be validated comprehensively as commercial
CFD software. In boundary layer where diffusion is the dominant transportation manner, the con-
vective discrete schemes’ capability to capture aerothermal variables, such as temperature and heat
ﬂux, is different from each other due to their own numerical dissipative characteristics and from
viewpoint of this capability, these compressible solvers within OpenFOAM can be validated
further. In this paper, ﬁrstly, the organizational architecture of density-based solvers within
OpenFOAM is analyzed. Then, from the viewpoint of the capability to capture aerothermal vari-
ables, the numerical results of several typical geometrical ﬁelds predicted by these solvers are com-
pared with both the outcome obtained from the commercial software Fastran and the experimental
data. During the computing process, the Roe, AUSM+(Advection Upstream Splitting Method),
and HLLC(Harten-Lax-van Leer-Contact) convective discrete schemes of which the spatial accu-
racy is 1st and 2nd order are utilized, respectively. The compared results show that the aerothermal
variables are in agreement with results generated by Fastran and the experimental data even if the
1st order spatial precision is implemented. Overall, the accuracy of these density-based solvers can1 86412148.
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diffusion boundary layer.
ª 2013 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
Open access under CC BY-NC-ND license.1. Introduction
OpenFOAM is an open source computational ﬂuid dynamics
(CFD) class library based on C++1. It is derived at Imperial
College, London. Due to its excellent underlying data struc-
ture, programmers can pay more attention to establishing
superior code structure according to a physical model. So
far, except laminar ﬂow solvers, a lot of modules with respect
to other advanced physical models are assembled within Open-
FOAM, such as many kinds of Reynolds average Navier–
Stokes (RANS) turbulence models for incompressible and
compressible ﬂow, large-eddy simulation (LES) models for
incompressible and compressible ﬂow, combustion models,
radiation models, and so on. For molecular models, the direct
simulation Monte Carlo (DSMC) and the molecular dynamics
methods are included. These models support parallel computa-
tion very well which can accelerate calculating process much
more. With corresponding calling methods, developers can di-
rectly use the source codes corresponding to these models to
satisfy their special requirements which can’t be completed
with commercial software. It is very convenient for developers
to develop new codes and directly add many other existing
models in their new codes.
Within OpenFOAM, the methods to solve Navier–Stokes
equations are primarily based on the velocity–pressure coupled
methods. Undergoing about 30 years of developing, these
kinds of solvers have better performances on subsonic/tran-
sonic compressible ﬂow. Recently, for supersonic and hyper-
sonic ﬂow, the solvers based on the density-based method
for solving supersonic/hypersonic compressible ﬂow are com-
ing up within OpenFOAM, such as the ‘‘rhoCentralFoam’’
solver which applies the Kurganov and Tadmor scheme2–4,
the ‘‘DensityBasedTurbo’’ solvers which use the Godunov type
schemes5, and so on. However, due to lack of sufﬁcient valid
numerical examples, their efﬁciency and precision should be
veriﬁed further in many aspects.
Many kinds of discrete schemes can capture shock wave
precisely, but because of their own discrete characteristics,
the numerical dissipative effects are different from each other
considerably. The excessive dissipation diffuses aerothermal
variables in the boundary layer severely, so the capabilities
of these schemes and the corresponding programs to distin-
guish the boundary aerothermal variables, such as temperature
and heat ﬂux, are very different from each other.6–10 Until now
some works have already been done to testify the accuracy of
the density-based solvers within OpenFOAM to capture shock
wave, but their capabilities to differentiate the aerothermal
variables in the boundary layer where diffusion is the over-
whelming transportation manner need to be veriﬁed further.
Therefore, from the point of view of boundary aerothermal
variables, to testify the capabilities of the density-based solvers
within OpenFOAM is the primary purpose of this study. In or-
der to complete this task, in the present paper, ﬁrstly, the basic
numerical methods and organizational architecture of the den-
sity-based solvers within OpenFOAM are analyzed. Secondly,
compared with the experimental data and the computationalresults obtained from the noted commercial software Fastran
which is widely adopted in aeronautical community, the preci-
sion of these solvers within OpenFOAM to distinguish bound-
ary aerothermal variables is presented.
2. Numerical methods
Within OpenFOAM, DensityBasedTurbo and rhoCentralFoam
are both density-based solvers which can solve supersonic and
hypersonic ﬂow problems, but the DensityBasedTurbo code
assembles the famous Godunov type schemes such as Roe11,12,
AUSM(Advection Upstream Splitting Method) family
(AUSM, AUSM+, AUSM+up13–15), HLLC(Harten-Lax-van
Leer-Contact)16, etc., and the time discrete schemes including
the dual time scheme and the physical time step Runge–Kutta
scheme. These schemes are more prevalent and universal, so in
this paper the DensityBasedTurbo solver is used to analyze.
In this section, the theory of governing equations and basic
numerical methods will be introduced.
2.1. Governing equation
The continuity, the momentum (Navier–Stokes), and the en-
ergy equations in vector form are:
@q
@t
þ $  ðqUÞ ¼ 0 ð1Þ
@ðqUÞ
@t
þ $  ðqUUÞ þ $  p $  s ¼ 0 ð2Þ
@ðqEÞ
@t
þ$  ðqUEÞþ$  ðUpÞ$  ðs UÞþ$  ðk$TÞ¼0 ð3Þ
where q, U, T, p and E are density, velocity vector, tempera-
ture, pressure and total energy, respectively; t is time and s is
stress tensor; k is thermal conductivity.
2.2. Numerical schemes
Flux difference splitting (FDS) schemes, such as the Roe
scheme, have very high resolution for both contact discontinu-
ity and boundary layer. Flux vector splitting (FVS) schemes
have much better robustness in capturing strong discontinu-
ities, but have a large numerical dissipation on contact discon-
tinuities and in boundary layer. AUSM family schemes have
advantages of both FDS and FVS schemes, such as high reso-
lution for contact discontinuity, low numerical dissipation,
and high computational efﬁciency. Roe and AUSM, these
two kinds of schemes also have high resolution for the heat
ﬂux which is mainly caused by viscosity diffusion even if the
mesh density is not very high. Except these two schemes,
HLLC which is quite robust and efﬁcient but somewhat more
diffusive, is also assembled internally within OpenFOAM. At
present, the programs for high-speed compressible ﬂow solvers
generally adopt these three schemes, especially for unstruc-
tured grids. In this paper, the results which are obtained from
1372 C. Shen et al.OpenFOAM using the Roe, AUSM family, and HLLC
schemes, are compared with the outcomes predicted by com-
mercial CFD software Fastran.
The concrete convective discrete schemes are exhibited
below.
2.2.1. AUSM+
According to Refs.13,14, the interface ﬂux between cells can be
written as
Ff ¼ 1
2
½cfMafðUL þURÞ  cfjMafjðUL URÞ þ
0
pn
0
264
375
f
ð4Þ
where U ¼ ½q qU qHT, H is the total enthalpy, and the
numerical speed of sound at the interface is
cf ¼ 1
2
ðcL þ cRÞ ð5Þ
The Mach numbers on the left and right of the interface are
MaL ¼ uL
cf
MaR ¼ uR
cf
8><>: ð6Þ
where the interface Mach number and the pressure are
Maf ¼ mþð4;bÞðMaLÞ þmð4;bÞðMaRÞ ð7Þ
pf ¼ pþð5;aÞðMaLÞpL þ pð5;aÞðMaRÞpR ð8Þ
where the split Mach numbers and the split pressures are de-
ﬁned as
mð1ÞðMaÞ¼ 12ðMaþjMajÞ
mð2ÞðMaÞ¼
mð1ÞðMaÞ If jMajP1
1
4
ðMa1Þ2 Otherwise
(
mð4;bÞðMaÞ¼
mð1ÞðMaÞ If jMajP1
mð2ÞðMaÞ½116bmð2ÞðMaÞ Otherwise
(
pð5;aÞðMaÞ¼
1
Ma
mð1ÞðMaÞ If jMajP1
mð2ÞðMaÞ½ð2MaÞ16aMamð2ÞðMaÞ Otherwise
(
8>>>>>>><>>>>>>>:
ð9Þ
with a= 3/16, b= 1/8.
2.2.2. Roe-pike
The interface ﬂux is constructed as
Ff ¼ 1
2
ðFL þ FRÞ 
XM
1
~aij~kijeKðiÞ ð10Þ
as for the three-dimensional case, M= 5.
The deﬁnition of wave strength is as follows:
~a1 ¼ 1
2~a2
Dp ~q~cDuð Þ
~a2 ¼ Dq Dp=~a2
~a3 ¼ ~qDv
~a4 ¼ ~qDw
~a5 ¼ 1
2~a2
Dpþ ~q~cDuð Þ
8>>>>>><>>>>>>:
ð11Þwhere the Roe average variables are
~/ ¼
ﬃﬃﬃﬃﬃ
qL
p
/L þ ﬃﬃﬃﬃﬃﬃqRp /Rﬃﬃﬃﬃﬃ
qL
p þ ﬃﬃﬃﬃﬃqRp
~a ¼ ðc 1Þ eH  1
2
eV2  12
8><>: ð12Þ
where / denotes the three components of the velocity vector u,
v, w and eV2 ¼ ~u2 þ ~v2 þ ~w2; c is the heat capacity ratio.
The eigenvalues are
~k1 ¼ ~u ~c; ~k2 ¼ ~k3 ¼ ~k4 ¼ ~u; ~k5 ¼ ~uþ ~c: ð13Þ
The corresponding right eigenvectors are
eKð1Þ ¼
1
~u ~c
~v
~weH  ~u~c
26666664
37777775 eK
ð2Þ ¼
1
~u
~v
~weV2=2
26666664
37777775 eK
ð3Þ
¼
0
0
1
0
~v
26666664
37777775 eK
ð4Þ ¼
0
0
0
1
~w
26666664
37777775 eK
ð5Þ ¼
1
~uþ ~c
~v
~weH þ ~u~c
26666664
37777775 ð14Þ
The Harten entropy ﬁx is adopted
j~kj ¼
j~kj jkjP d
~k2 þ d2
2d
jkj < d
8<: ð15Þ
where d ¼ dmaxðj~k1j; j~k5jÞ in which d ¼ 0:05.
2.2.3. HLLC
HLLC is another prominent Riemann solver. The interface
ﬂux is expressed as follows:
Ff ¼
FL If 0 6 SL
FL If SL 6 0 6 S
FR If S 6 0 6 SR
FR If 0P SR
8>><>>: ð16Þ
where
FL  FðULÞ ¼
SMqL
SMðqUÞL þ pn
SMðqEÞL þ SMp
264
375
FR  FðURÞ ¼
SMqR
SMðqUÞR þ pn
SMðqEÞR þ SMp
264
375
8>>>>><>>>>:
ð17Þ
p ¼ qLðunL  SLÞðunL  SMÞ þ pL
¼ qRðunR  SRÞðunR  SMÞ þ pR ð18Þ
and unL ¼ UL  n; unR ¼ UR  n. SM, SL, and SR are deﬁned
respectively as
SM ¼ qRunRðSR  unRÞ  qLunL ðSL  unLÞ þ pL  pRqRðSR  unRÞ  qLðSL  unLÞ
ð19Þ
SL ¼ minðunL  cL; ~u  n ~cÞ ð20Þ
SR ¼ minðunR  cR; ~u  n ~cÞ ð21Þ
Fig. 1 Selection of limiter factor in unstructured grid.
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speed of sound.
2.2.4. Reconstruction
The accuracy of Godunov schemes is 1st order spatial preci-
sion, so the 2nd order accuracy is obtained with MUSCL
and limiters. The concrete reconstruction formula for the
primitive variable / is
/f ¼ /C þWðrÞ½ð$/ÞC  ðxf  xCÞ ð22Þ
where the subscripts ‘‘C’’ and ‘‘f’’ denote the variables at the
cell center and the interface, respectively; W(r) is the limiter
function, and within OpenFOAM, the Minmod, van Leer,
van Albada, and Superbee limiter functions can be selected.
The limiter factor r is deﬁned as follows17,18:
r ¼ 2ð$/ÞP  dPA
/D  /U
 1 ð23Þ
where dPA is the distance vector between cell centers and the
subscripts ‘‘P’’, ‘‘A’’, ‘‘D’’, and ‘‘U’’ are shown in Fig. 1. The
r value of each cell is designated as the minimum of all the val-
ues corresponding to all of its faces.
3. Code architecture
The DensityBasedTurbo code assembles the famous convec-
tive discrete schemes such as Roe,11,12 AUSM family (AUSM,
AUSM+, AUSM+up13–15), HLLC,16 etc., and the time dis-
crete schemes include the multistage Runge–Kutta scheme
using dual time and physical time step. The concrete program
structure is illustrated in Fig. 2.
Within OpenFOAM, partial-differential-equation classes
are assembled.1 These classes make partial differential equa-
tions simple to express. A complicated energy equation is
taken as an example.Fig. 2 Program structurevolScalarField rhoEFlux¼fvc ::divðGodunov:rhoEFluxðÞÞ
þ fvc ::divðtau&UÞ
þ fvc :: laplacianðturbulence>alphaEffðÞ;hÞ
where volScalarField is a C++ class previously deﬁned, to de-
note a scalar ﬁeld; fvc::div and fvc::laplacian denote the diver-
gence term and the laplacian term in the governing equation,
respectively; fvc::div(tau & U) and fvc::laplacian(turbu-
lenceﬁ alphaEff(), h) denote the $  ðs UÞ and $  ðk$TÞ
terms in the energy governing Eq. (3); Godunov.rhoEFlux()
can compute the concrete Godunov convective ﬂux. Then,
the expression below is used to complete the iterative
calculation.
solve
(
fvm::ddt(rhoE) == rhoEFlux
);oThe iterative calculation of the linear equations above is segre-
gated, as the discretized density, momentum, and energy gov-
erning equations are solved sequentially.
4. Benchmark testing
Two methods are adopted to testify the accuracy of the Den-
sityBasedTurbo solver in OpenFOAM: one is that the den-
sity-based solver in commercial CFD software Fastran is
used to compare the computational results and the other is
that the experimental data is used to verify the results gotten
from DensityBasedTurbo.
Two benchmarks are taken below, where Benchmark A
contains one group of boundary conditions and Benchmark
B contains two groups of boundary conditions.
4.1. Benchmark A: 2D plane (one case)
This case describes hypersonic airﬂow over a ﬂat plate. The
length of the plane is 0.2 m and the height of the computing
domain is 0.2 m. The upper boundary and the outlet are
adopted as zero gradient boundary condition.f DensityBasedTurbo.
Table 1 Conditions of free stream and wall.
Benchmark Free stream Temperature of wall
Ma T/K p/Pa T/K
Benchmark A 6.47 241.5 648.1 Adiabatic
Case 1 of Benchmark B 6.47 241.5 648.1 294.4
Case 2 of Benchmark B 15.622 45.17 23.622 294.4
Fig. 3 Grid adaption for Benchmark A.
Fig. 4 Temperature distributions along the wall of ﬂat plane
with the 2nd order AUSM+ scheme in different grids.
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This case describes hypersonic airﬂow over a cylinder of which
the radius is 0.0381 m. Two kinds of boundary conditions are
used. The radius R of the cylinder is 0.0381 m and the domain
is the same as in Ref.8, where the distance from the top rim of
the cylinder to the highest point of the computational domain
is 2.5R and the distance from the stagnation point on the cyl-
inder to the forefront of the computational domain is 0.75R.
The outlet is adopted as zero gradient boundary condition.
The free stream and wall conditions are shown in Table 1.
According to Ref.19, shock wave must lie within the compu-
tational domain. The calculated results latter show that the
computational domains of these two benchmarks are extensive
enough to meet this requirement. In the present study, the
four-stage Runge–Kutta scheme with physical time step is used
and the Minmod limiter function is uniformly chosen.
4.3. Grid reﬁnement
Computational grids could be initially generated by many
kinds of commercial CFD software, such as Gambit (Fluent),
ICEM (CFX), etc., and then the corresponding conversion
command within OpenFOAM is used to shift these grids to
the format that can be used in OpenFOAM. In this paper,
Gambit is used to generate the computational grids. This sec-
tion aims to indicate the process of the grid reﬁnement, taking
Benchmark A as an example. Due to the large gradient in the
boundary, the grid quantity and quality near the wall should
be large and high. In order to manipulate the grid conve-
niently, OpenFOAM support adaptive mesh reﬁnement
according to special calculation requirements. Grid 1 in
Fig. 3 is initially generated by Gambit, in which the thickness
of the ﬁrst layer close to the wall is 80 lm. Grid 2 and Grid 3 in
Fig. 3 are adapted based on Grid 1, in which the thicknesses of
the ﬁrst layers are 40 lm and 20 lm, respectively.
Fig. 4 displays computational temperature distributions
along the wall of the ﬂat plane with 2nd order AUSM+
scheme, under the conditions that the wall is adiabatic. The va-
lue corresponding to Grid 1 is distinctly lower than those cor-
responding to Grid 2 and Grid 3, and the value corresponding
to Grid 3 is still a little higher than that corresponding to Grid
2. However, the difference between Grid 2 and Grid 3 is much
smaller than that between Grid 1 and Grid 2. Obviously, the
increasing trend should be reduced further, if the grid contin-
ues being reﬁned. Moreover, the time step will get much smal-
ler in case that the grid is reﬁned further based on Grid 3 and
the computational expense will increase much more. There-
fore, considering the computational precision and expense
integrally, 20 lm, the thickness of the ﬁrst layer corresponding
to Grid 3 is adopted in the following calculations.In order to avoid the impact of the complex grid on the
computational results, the form of adaption grid discussed
above, such as Grid 2 and Grid 3, isn’t adopted in the follow-
ing computation, but the thicknesses of the ﬁrst layer grid close
to the wall of the plane in Benchmark A and the cylinder in
Benchmark B are both maintained at 20 lm which is the prop-
er length as discussed above. In the following discussion, for
Benchmark A, a 200 · 200 grid is adopted and for Benchmark
B, a 20 · 120 grid is adopted.
4.4. Comparison with Fastran
Fastran is based on the density-based method to solve Navier–
Stokes equations. For a transient problem, the dual time and
physical methods could be adopted and the transient term
can be discretized with the explicit Runge–Kutta scheme and
a fully implicit scheme. Its discrete schemes of convective ﬂux
contain the Roe and AUSM schemes. Fastran is widely used in
aeronautics scientiﬁc research and engineering design ﬁelds
and its accuracy and efﬁciency are proved by Refs.20,21. So ﬁrst
of all, the calculating results obtained from OpenFOAM are
Fig. 5 Comparison of pressure contour with the AUSM scheme.
Fig. 6 Comparison of temperature contour with the AUSM
scheme.
Fig. 7 Comparison of pressure distributions along the ﬂat plane
with the 2nd order AUSM scheme.
Fig. 8 Comparison of temperature distributions along the ﬂat
plane with the 2nd order AUSM scheme.
Fig. 9 Comparison of pressure contour with the Roe scheme.
Fig. 10 Comparison of temperature contour with the Roe
scheme.
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process, the contours generated by these two kinds of software
are compared ﬁrstly, and then the boundary aerothermal vari-
ables are compared in order to conﬁrm the capability of Open-
FOAM to differentiate variables in diffusive boundary layer.
Firstly, the results of Benchmark A obtained using the
AUSM family schemes are compared. The 2nd spatial order
AUSM+ and AUSM schemes are utilized in OpenFOAM
and Fastran, respectively. Fig. 5 shows the comparison of pres-sure contours predicted by OpenFOAM and Fastran. The pre-
dictions are in agreement very well with each other. Fig. 6
exhibits the comparison of temperature contours produced
by OpenFOAM and Fastran. The results also show agreement
with each other, but the shape of temperature projection pre-
dicted by Fastran is a little sharper than that predicted by
OpenFOAM. Overall, the entire contours produced by these
two solvers are nearly the same, as mentioned previously.
As Fig. 7 shows, the two lines of the pressure distributions
along the ﬂat plane nearly coincide with each other. Fig. 8
Fig. 11 Comparison of pressure distributions along the ﬂat
plane with the 2nd order Roe scheme.
Fig. 12 Comparison of temperature distributions along the ﬂat
plane with the 2nd order Roe scheme.
Fig. 13 Temperature contour with t
1376 C. Shen et al.shows the lines of the temperature distributions along the ﬂat
plane. At the leading edge of the plane, the results generated by
OpenFOAM and Fastran both have oscillation, but the ex-
tents of the oscillation are different. The line of Fastran is
smoother than that of OpenFOAM and the values of peak
and valley generated by Fastran are smaller than those of
the corresponding locations obtained from OpenFOAM. Ex-
cept the leading edge of the plane, these two lines at most zones
of the plane almost coincide with each other and the results of
OpenFOAM are slighter higher than those of Fastran and the
difference is nearly 4 K near outlet.
Then, the results of Benchmark A obtained using the Roe
scheme are compared. Figs. 9 and 10 are comparisons of pres-
sure and temperature contours predicted by the Roe scheme
within OpenFOAM and Fastran. Overall, the numerical phe-
nomena of these two ﬁgures predicted by the Roe-Pike scheme
are almost the same as those in Figs. 5 and 6 predicted by the
AUSM scheme. However, the pressure contour lines generated
by OpenFOAM are slightly longer than the corresponding
lines by Fastran. The temperature projection predicted by
OpenFOAM is much smoother than that by Fastran.
Figs. 11 and 12 show the comparisons of pressure and tem-
perature distributions along the ﬂat plane. Obviously, the
numerical phenomena of these two ﬁgures predicted by the
Roe-Pike scheme are also the same as those in Figs. 7 and 8
predicted by the AUSM family scheme. The pressure distribu-
tions along the ﬂat plane are nearly coinciding with each other
and there both exist temperature oscillations at the leading
edge of the plate, but the extent of the oscillation predicted
by OpenFOAM is more intense.
The results of Case 1 of Benchmark B generated by these two
software using the AUSM family scheme are shown below.
Figs. 13 and 14 are comparisons of temperature and pressure
contours predicted by the AUSM+ solver within OpenFOAM
and the 2nd order AUSM solver within Fastran.he AUSM scheme (axis unit: cm).
Fig. 14 Pressure contour with the AUSM scheme.
Fig. 15 Comparison of pressure distributions along the cylinder
wall with the AUSM scheme.
Fig. 17 Comparison of density contours with schlieren photo-
graph in Ref.22.
Fig. 16 Comparison of temperature distributions along the
cylinder wall with the AUSM scheme.
Fig. 18 Comparison of dimensionless pressure distributions
along the cylinder with Ref.22.
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wave and boundary layer, Fig. 13 displays two local ampliﬁed
views, denoted as ‘‘(1)’’ and ‘‘(2)’’. From the viewpoint of loca-
tion of shock wave, no matter 1st or 2nd order scheme, the cor-
responding contour lines in shock wave layer obtained from
OpenFOAM are all a little farther away from the surface of
the cylinder than those predicted by Fastran. The locations
of shock wave layer gotten from the 1st order scheme, no mat-
ter predicated by OpenFOAM or Fastran, are farther away
from the wall surface than those generated by the 2nd order
scheme. From the viewpoint of thickness of boundary layer,
no matter 1st or 2nd order scheme, the thickness of boundary
obtained from OpenFOAM is higher than that obtained from
Fastran, and as shown as ‘‘(2)’’ in Fig. 13, the difference of the
boundary layer thickness related to the 1st order scheme is
more obvious than that to the 2nd order scheme.
In Fig. 14, for the pressure contour lines in the shock wave
layer, the relations between OpenFOAM and Fastran are sim-
ilar to the temperature contour lines, so the locally ampliﬁed
views are not shown. However, for the 2nd order scheme,the regional scale corresponding to the maximum contour
above 35 kPa obtained from OpenFOAM is obviously bigger
than that obtained from Fastran, and for other zones, the re-
sults are in good agreement with each other.
Figs. 15 and 16 are comparisons of pressure and tempera-
ture distributions along the cylinder wall. No matter Fastran
or OpenFOAM, the difference between the results of 1st order
and 2nd order is small. For the pressure distributions, between
Fig. 19 Comparison of dimensionless heat ﬂux distributions
along the cylinder with Ref.22.
1378 C. Shen et al.the locations x= 30 mm and x= 25 mm, the difference is
obvious. For the temperature distributions, the value at the
stagnation point of the cylinder predicted by the 2nd order sol-
ver within OpenFOAM is much higher than the other three
lines and here we could call the numerical phenomenon ‘‘exces-
sive correction’’. As described in Section 2.2.4, this phenome-
non could be caused by the different ways to choose the
limit factor r between OpenFOAM and Fastran. In fact, this
phenomenon can be eliminated easily by adjusting the way
to choose the limit factor r or adopting the hybrid scheme be-
tween 1st order and 2nd order if necessary.
4.5. Comparison with experimental data
Some experiments could be used to clarify the discrete
schemes’ capabilities to capture heat ﬂux in boundary layer.
In this paper, two groups of experimental data are chosen.
Firstly, the results of Case 1 of Benchmark B are compared
with the experimental data provided by Ref.22.
Figs. 17 is the comparison of density contours between the
2nd AUSM+ solver within OpenFOAM and schlieren photo-
graph in Ref.22. Obviously, the location of the leading edge of
shock wave is in agreement with the experimental data very
well.Fig. 20 Comparison of dimensional heat ﬂuxFigs. 18 and 19 are comparisons of dimensionless pressure
and heat ﬂux distributions along the cylinder, where p0 and Q0
is the pressure and heat ﬂux at the stagnation point predicted
by the 1st order solver within OpenFOAM. As shown in
Fig. 18, the pressure distributions generated by OpenFOAM
are in agreement with the experimental data very well. As
Fig. 19 shows, the dimensional heat ﬂux generated by the 1st
solver within OpenFOAM also coincides with the numerical
calculated value in Ref.22 very well, or even better than that
generated by the 2nd order solver. However, near the stagna-
tion point, the 2nd AUSM+ solver in OpenFOAM predicted
higher heat ﬂux value than the experimental data, and this
numerical phenomenon should be excessive correction which
is mentioned in Fig. 16.
Secondly, the results of Case 2 of Benchmark B are com-
pared with the experimental data provided by Ref.8, in which
the Mach number is much higher than that in Case 1.
The dimensional heat ﬂux is chosen as the compared data.
Fig. 20 shows good agreement. As we know, the HLLC
scheme is quite robust and efﬁcient but somewhat more diffu-
sive23 which should be the reason why the values predicted by
the HLLC scheme are a little higher than those predicted by
the AUSM+ scheme. The results at the leading edge of the cyl-
inder predicted by the 2nd order scheme are much higher than
those predicted by the 1st order scheme, as is excessive correc-
tion mentioned before. Obviously, due to this excessive correc-
tion phenomenon, the heat ﬂuxes predicted by the 2nd order
solver within OpenFOAM are much closer to the experimental
data, in particular for the HLLC scheme.
5. Conclusions and future prospects
This paper presents the validation of density-based solvers
within OpenFOAM, from the point of view of capabilities to
capture aerothermal variables, such as temperature and heat
ﬂux in diffusion boundary layer. For a supersonic/hypersonic
ﬂow ﬁeld, these aerothermal variables predicted by the den-
sity-based solvers within OpenFOAM are compared with
those predicted by commercial software Fastran and experi-
mental data. Both the entire contours and aerothermal vari-
ables show good agreement with those predicted by Fastran
and experimental data, even if 1st order spatial precision solv-
ers within OpenFOAM can also predict heat ﬂux in boundarydistributions along the cylinder with Ref.8.
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choose a limit factor in the limiter function, there exists the
numerical phenomenon of excessive correction at the stagna-
tion point of the cylinder. In fact, this phenomenon can be
eliminated easily by adjusting the way properly to choose the
limit factor r or adopting the hybrid scheme between 1st order
and 2nd order if necessary. On the whole, from the viewpoint
of capability to capture aerothermal variables in boundary
layer, the results show that the density-based solvers within
OpenFOAM are highly reliable and possess nice accuracy.
Much more complex problems, such as turbo-machinery,
ﬂuid and solid coupling, etc., can already be solved by den-
sity-based solvers within OpenFOAM. Moreover, lots of other
existing models within OpenFOAM, such as parallel computa-
tional model, turbulent models, and so on, can be combined
directly, but until now, the density-based solvers within Open-
FOAM are explicit and implicit solvers need to be developed in
the future. Since the basic class library related to block matrix
has already been completed, it is believed that implicit density-
based solvers will be added sooner or later.Acknowledgements
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