We consider a pore-scale model for reactive flow in a thin two-dimensional strip, where the convective transport dominates the diffusion. Reactions take place at the lateral boundaries of the strip (the walls), where the reaction product can deposit in a layer with a nonnegligible thickness compared to the width of the strip. This leads to a free boundary problem, in which the moving interface between the fluid and the deposited (solid) layer is explicitly taken into account. Using asymptotic expansion methods, we derive an upscaled, one-dimensional model by averaging in the transversal direction. The result is consistent with (Taylor dispersion) models obtained previously for a constant geometry. Finally, numerical computations are presented to compare the outcome of the effective (upscaled) model with the transversally averaged, two-dimensional solution.
Introduction.
We consider a pore-scale model for reactive flows in porous media. A fluid flowing through the void space of the medium (the pores) transports some dissolved ions. Reactions can take place at the pore walls, with the resulting component being attached to or detached from the pore walls. Two situations can be identified in this case. In the first situation, we assume that the reaction product forms a very thin layer that does not influence the pore space and that the pore-scale models are written in a fixed geometry. Alternatively, one assumes that the thickness of the deposited layer is not negligible when compared to the pore thickness, particularly when thin pores are considered. Then the reactions can lead to variations in the pore space and hence in the flow domain. The interface separating this domain from the the solid part is a free boundary having an unknown, time dependent location. In this paper, we consider the case with variable pore space.
The scenario described above is generic. It can be encountered, for example, in crystal precipitation and dissolution (see, e.g., [9, 11, 24, 26, 25] ), atomic layer deposition [17] , chemical vapor deposition [28] and etching in a heterogenous surface [33, 34] , concrete carbonation [21, 22] and cement hydration [5] , or biological applications such as biofilm growth [27] and thrombosis [35] .
In practice one is often not interested in the detailed solution on microscale but only in the description of the average behavior of the system. In such situations, upscaled models are very useful as they describe average behavior with relatively low computational efforts. Considering the two-dimensional (2-D) strip as a representative pore-scale geometry, by the upscaled or effective model, we mean the set of equations defined in one-dimension, the solution of which describes the average behavior of the thin strip. These effective equations clearly depend upon the choice of microscopic model. Moreover, the effective model also depends on the ratio of the time scales for the diffusion and the convective transport, referred to as the Péclet number Pe. For the case of moderate or small Pe, when diffusion dominates or is in balance with the transport, the situation is well understood in both fixed and variable geometry frameworks (see, e.g., [7, 9, 11, 12, 13, 14, 15, 23, 24, 25, 26, 29] and references therein). The present work builds on the the results in [25] , where a model for crystal dissolution and precipitation involving free boundaries is considered in a thin strip but for moderate Pe.
Here we consider the case of high Peclét number, Pe 1. Then the convective transport dominates the diffusion, and it is observed that the net diffusion is enhanced by the transport term itself, leading to Taylor dispersion [32] . In the fixed geometry case, the Taylor dispersion mechanism is investigated in [2, 4, 31] . In the same context, reactive flow under dominating convective transport or reaction is studied in [1, 6, 10, 18, 20, 30, 36] , presenting either a formal derivation of dispersion models or rigorous convergence proofs for the upscaling procedure. In a similar context, in [19] an upscaled model of hyperbolic type is derived, sustained by rigorous mathematical arguments. In this paper, we derive upscaled equations for the convection-diffusionreaction system for the thin strip, taking into account the changes in the geometry of the microscale in the transport dominated regime. Because of the changes in the geometry, the flow profile does not remain constant, which is in contrast to the Taylor dispersion models for the fixed geometry case [10] . As in [10, 25] , we employ the asymptotic expansion method to derive the upscaled flow and concentration equations and, in particular, the Taylor dispersion terms. It is worth noting that restricting only to the leading order terms leads to an upscaled model of hyperbolic type, and dispersion terms are lost. Therefore we also take into account the first order correctors and avoid making a specific choice of the integration constants, as in the anisotropic singular perturbation approach (see [31, 10] ). The advantage of such an upscaling is evidenced by the numerical experiments. Figure 1 shows the comparison of the present upscaled model named Upscaled with the other simpler macroscopic models and clearly the upscaled model derived here provides more accurate description of the average behavior given by the name 2-D Average. We discuss the details of these numerical experiments and other macroscopic equations in section 4. The paper is organized as follows. The modeling details are provided in section 2, followed by the derivation of the effective model in the case of a variable geometry in section 3. Section 4 provides numerical experiments, including comparisons with other upscaled equations, whereas Appendix A gives a derivation, using a different approach, of the upscaled model for the fixed geometry case.
2. The mathematical model. We start with the modeling for the 2-D thin strip of length L [m] and width [m] . The thin strip is represented by
The boundary of the strip consists of three parts: the solid part defined by As described above, because of the reactions (attachment/detachment) taking place at the solid boundaries of the strip, the thickness of the layer attached to the boundary may change with time. The thickness of this layer is denoted by d(x, t) [m] . For simplicity, we assume that initially the layer thickness on both the upper and the lower parts of Γ s is equal. This implies symmetry with respect to the x-axis. Note that for d = , the thin strip will be blocked, leading to clogging. Separate models are required to treat this case. Thus, throughout this paper, to rule out clogging we assume that d(x, t) < .
Because of the growth of the layers, the pore structure changes, leading to a change in the flow. We include this effect of change in flow due to the changes in geometry. The region occupied by the fluid is represented by
The boundary of Ω(t) contains three parts: the lateral boundary Γ g (t), denoting the interface between the fluid phase and the deposited layer, defined by
Γ if (t), the inflow boundary at x = 0 for the flow of the fluid phase,
and Γ of (t), the outflow boundary at x = L for the fluid phase,
Note that Γ if ⊂ Γ i , Γ of ⊂ Γ o , but Γ g and Γ s need not have common points. A sketch of the geometry is shown in Figure 2 . For the solutes in the thin strip, the different processes are diffusion, transport by the fluid flow, and reactions taking place at the boundaries of the strip. We denote the concentration of the solute by u [mol/m 3 ]. The convection-diffusion equation describing the transport process of the solute concentration is
We assume that reactions such as precipitation and dissolution take place only at the interface between the fluid and the solid, that is, Γ g (t). The corresponding mathematical description involves the outer normal ν. At the lower part of Γ g (t), this is
At the lower part of Γ g (t), mass conservation yields
where ρ [mol/m 3 ] is the molar density of the solute in the solid phase (the adsorbed substance, or the precipitate) and v n is the outward normal velocity of the interface. Furthermore, the normal velocity of the interface v n [m/s] is proportional to the reaction rate f = f (u, ρd),
Here f is a given function assumed to be sufficiently smooth. Similar results can be derived formally even for non-Lipschitz rates like Freundlich isotherms or multivalued reaction rates as encountered for dissolution processes. Such rates are used in the numerical computations presented in section 4.
The velocity of a point G(t) = (x(t), − + d(x(t), t)) on the lower part of the boundary Γ g (t) is given by
Then the normal velocity v n becomes
and (2.4) transforms into
The flow problem is modeled by the Stokes equations,
where p [Pa] is the pressure field and μ [Pa-s] is the dynamic viscosity. At the inlet, we take a parabolic velocity profile normal to the inlet,
where Q > 0 is a normalization factor related to the total flow in the x-direction and e 1 is the unit vector along the x-axis. For the outlet, we prescribe the pressure p = 0.
The dimensionless form.
Before seeking an effective model, we bring (2.1)-(2.8) to a nondimensional form. We introduce therefore the reference time We consider the case of thin strips, characterized by the ratio of its width to the length, ε := /L, and are interested in the limiting case ε 0. By an abuse of notation, we define the dimensionless independent variables and parameters 
Remark 2.1. To understand the particular scaling in the dimensionless D, we note that the original diffusion coefficient D and the length scale L define a diffusion time scale T D := L 2 /D. Here we are interested in the convection dominated regime; thus T D T . The ratio of these times is commonly defined as the Péclet number, for which we assume
for some α > 0. We consider only the case 0 < α < 2, which corresponds to the Taylor dispersion regime. Note that applying this strategy for the experiments carried out by Taylor [32] , the exponent α is close to 1.6 and to 1.9 (see also [10] ). The case α < 0 corresponds to a diffusion dominated flow, and there will be no gradient in the concentration in the vertical direction. The case α = 0 has been treated in [25] . Whenever α ≥ 2, the gradient of the concentration along the width becomes too large, and other upscaling approaches should be considered. Remark 2.2. The chemical processes such as adsorption, desorption, deposition, or precipitation and dissolution define a characteristic reaction time scale, T R . This can be interpreted as the time needed to deposit a layer of thickness . Then one can define the Damköhler number as the ratio of T R and T . Here we are interested in the regime of a moderate Damköhler number, thus when T R ≈ T . In view of the scaling, the derivatives become
and the geometry is scaled as
The boundaries of Ω ε (t) are then defined by the lateral boundary Γ ε g (t)
We use ε as a superscript to emphasize the dependence of the respective variable on ε. Following (2.2), the dimensionless unit normal ν ε becomes
By (2.3), (2.4), and (2.5), the boundary condition on the lower part of Γ ε g (t) is transformed into
, where we have used the no-slip boundary condition for the velocity field at Γ ε g (t). In this way, the dimensionless system of equations takes the form
The well-posedness of the above model is in itself a nontrivial research subject. Nevertheless, this is beyond the scope of the present contribution. Here we note that the equations are based on physical laws such as the convectiondiffusion equation, the Stokes equation, and the conservation of mass. This is a natural approach for the modeling of the advection-diffusion-reactive flows. For smooth reaction rates, assuming that initially the free boundary is smooth, one may expect sufficient regularity of the solution, including the free boundary. In this case one can prove the existence and uniqueness of solution. For a one-dimensional situation, this has been proved in [26] . The delicate part in the rigorous analysis of this model is the regularity of free boundary and remains open for future considerations.
Upscaling.
To obtain the upscaled equations, we use an asymptotic expansion for pressure, velocity, concentration, and the location of the free boundary. We define the effective quantities to describe the average behavior of the concentration and the free boundary variable. As will be seen below, the leading order terms of the expansion solve an upscaled equation of hyperbolic type. As the numerical experiments confirm, this hyperbolic model does not describe the average behavior in a satisfactory manner because of (Taylor) dispersion effects leading to an enhanced diffusion. To improve the hyperbolic model, we combine the leading order term and the first order term to define the effective quantities. Higher order terms are ignored in the expansion. The upscaled equation thereby obtained is of parabolic type and exhibits features of Taylor dispersion. The average of the flow profile satisfies a Darcytype equation with an explicit dependence of the permeability on the width of the strip.
The case Pe = O(ε −1 )
. For the sake of presentation, the calculations below are performed for the case α = 1. The general situation, when 0 < α < 2 is analogous and leads to similar results, provided at the end of section 3.2.
We make the upscaling ansatz as follows:
We start with the flow problem. Substituting into the Stokes law (2.10), (2.11) the expansion for
We proceed by equating terms of similar order in the equations above. For the ε −1 order term in Ω ε (t), we get the ε −1 terms
Using (3.4) and (3.7), we conclude P 1 = P 1 (x, t). Combining (3.8) and (3.9), we obtain
However, the boundary conditions need a careful treatment. To take into account the terms up to first order, we start with defining the effective quantity describing the free boundary variable d e with
Note that with this definition, d ε = d e + O(ε 2 ). Other effective quantities are defined below (see (3.14) ).
Since we are primarily interested in effects that are up to first order in ε, we define the boundary conditions at y = d e − 1. Note that rewriting the boundary conditions at d e − 1 introduces an error of the order O(ε 2 ). Using the ansatz expansion (3.1) and the Taylor expansion around d e − 1 provides
Using the boundary condition (3.12) at d e − 1 and the symmetry condition at y = 0, (3.10) gives
The O(ε 2 ) terms are due to the approximation of the boundary condition (3.12).
Similar to d e , we define the effective quantities
The definition of u e assumes that u 0 = u 0 (x, t), which will be justified below. Moreover, as will be shown below, q (2) e does not play any role in the upscaled equations; therefore we defineq e only in terms of q (1) e . Neglecting higher order terms, (3.13) and (3.14) give
Integrating q (1) e from the above expression for y over (d e − 1, 0) provides
which may be interpreted as the Darcy law for the thin strip case with variable geometry. Note that the permeability reported in literature [3] is proportional to (1 − d e ) 2 , but since we integrate the velocity over the thickness of the strip, here we get it proportional to ( 
We consider the convection diffusion equation, first average it along the transverse direction, and substitute the expansion for variables. Averaging (2.9) along the transverse direction gives
Exchanging the derivative and the integral in the first two terms gives
To simplify the expression above, we use the boundary condition (2.13) for the third term. The last two terms vanish; the next to last term does not contribute due to the no-slip boundary condition, whereas the last term is 0 due to both the symmetry condition at y = 0 and the no-slip boundary condition at y = d ε − 1. This leads to
Substituting the ansatz (3.1) in (3.18) and retaining the terms up to O(ε), we obtain
Observe that by retaining only two terms of the expansion, in each term of the expression (3.18), the remainder introduces an error of the order O(ε 2 ). Also changing the domain of integration from d ε − 1 to d e − 1 introduces an error of the order O(ε 2 ). Adding the ε 2 q
The above equation contains the unknown term u 1 . For computing it, the leading order term u 0 is needed. The ε −1 and ε 0 terms for the convection diffusion equation using the ansatz expansion (3.1) provide
1 u 0 ) = 0, (3.22) and using (3.21) together with symmetry condition at y = 0, we conclude u 0 ≡ u 0 (x, t). Simplifying (3.22) using (3.6), we obtain
As for the flow, we now treat the boundary condition for the convection diffusion equation. Using (2.13) and a Taylor expansion around y = d e − 1, we have
Integrate (3.23) over y from d e − 1 to 0 and use the symmetry condition at y = 0 and boundary condition at y = d e − 1 to get the compatibility condition
The above equation provides the leading order solution for the convection-diffusion equation. However, as remarked earlier, to improve the upscaled model we also include the first order term. To do so, we multiply (3.23) by 1 − d e , subtract from (3.25) , and then integrate twice, first from 0 to y and then from d e − 1 to y using the symmetry conditions at y = 0,
where C(x, t) is a constant of integration. Disregarding O(ε) terms, u 1 is given by
where Ξ(y) is defined as 
whereū 1 is defined in (3.14) . The last term in (3.20) becomes gives
Hence the averaged equation reads
Recalling (3.14) , this translates into
For d e , by using the Taylor expansion of f (u ε , d ε ) around (u e , d e ), we obtain formally 
where we have used the Darcy law (3.15 
To eliminate the pressure from the first equation, we take a small slice of the half-strip of length δx, denoted by
The continuity equation and the divergence theorem give
where we have used the no-slip boundary condition to make the boundary terms on the lateral surface equal to 0. Dividing by δx and then taking the limit δx → 0, we obtain
Hence the upscaled system of equations after neglecting the O(ε 2 ) terms from the effective equations forq e , u e , d e becomes ∂ xqe = 0,
Remark 3.1. To compare the upscaled model for the variable geometry with that in the fixed geometry case, we refer to [10] , where the following system is derived (also see Appendix A for an alternative approach):
Following the ideas in [25] , where in the case Pe = O(1) the fixed geometry case is obtained as the limit of a variable geometry model, we assume that d e 0(ρ → ∞), whereas ρd e → v e . Then the upscaled equations for the variable geometry case reduce to that of the fixed geometry case.
The case Pe = O(ε −α ).
In section 3.1, we have considered only the case α = 1. This choice was made strictly for the ease of presentation. However, other scalings may be required for different applications. For example, bringing the experiments carried out by Taylor [32] to a dimensionless model leads to either α = 1.6 or α = 1.9 (see [10] ). Nevertheless, the asymptotic expansion procedure in the previous section can be extended to the case α ∈ (0, 2) but with a slightly different expansion:
For α ≥ 2 we enter into the turbulent mixing regime, and the approach considered in this paper fails.
Following the steps outlined in section 3.1, analogous to (3.19) we obtain (3.36) and the last term in the above can be expressed similarly to (3.20) : 
It is again to be observed that the Darcy equation is retrieved by upscaling of the flow field, and for the simple geometry of the strip, we obtain an explicit characteristic dependence of the permeability on the geometry, namely, (1−de) 3
3
. The traveling wave solution approach for the upscaled equations in the case of moderate Peclét number has been studied in [25] . For the fixed geometry situation, a detailed analysis has been carried out in [9] . The analysis for the present, variable geometry model is a subject of future consideration.
Numerical validation.
For the numerical experiments, we consider the case of crystal precipitation and dissolution. For this case, the reaction rate function f (u, v) is given by
where r p and r d denote, respectively, the precipitation and dissolution rates. Here we take r p = r(u) = u, whereas for r d we follow [9] and choose r d = 1 2H (v) withH(·) denoting the Heaviside graph. Since the reaction rate in this form is multivalued, we use a regularized form H(·) defined as
where, for instance, δ = o(ε). For comparison purposes, different macroscopic equations can be considered.
Hyperbolic model.
The first one is obtained by asymptotic expansion as carried out in the previous section but considering only the leading order term. This involves a hyperbolic equation for the solute,
We will refer to this model as Hyperbolic for the numerical computations.
Simple averaging.
Next a straightforward upscaling by transverse averaging provides an effective model that does not include the dispersion term but only the original parabolic terms. Furthermore, for the chemical reactions, we obtain a straightforward model. This effective model will be named in what follows as Simple Averaging. H(ρd e ) ).
Upscaled model.
Finally we use the upscaled model derived for the variable geometry case:
Henceforth, for the numerical computations, we name it as Upscaled.
2-D average.
To compare the upscaled equations with the average of the solution of microscopic equations, we first compute the full solution of the system of (2.9)-(2.14) with the given initial data. To obtain the 2-D average, we compute
The above computed quantityū is referred to as the 2-D average concentration. This together with the free boundary variable d ε constitute the 2-D Average.
Numerical computations.
For computations on the microscale model (2.9)-(2.14), we use the arbitrary Lagrangian Eulerian (ALE) method. This method can be used to solve the partial differential equations on a moving domain and is a generalization of Eulerian and Lagrangian descriptions of the free boundaries. We use the ALE method as implemented in the COMSOL Multiphysics package [16] with Laplacian smoothing [8] . We refer to [8] for more details and a survey of the ALE methods. The computations are carried out for different values of D and ε. The solution of the full 2-D model (microscopic model (2.9)-(2.14)) is approximated by a backward differentiation formula time stepping combined with a finite element method. Further, the (numerical) solutions of the different upscaled models, namely, Hyperbolic (4.1), Simple Averaging (4.2), Upscaled (4.3) described above (the concentration u e and the free boundary variable d e ), are compared at certain times with the transversal average of the concentrationū (4.4), as well as the free boundary variable d ε for the 2-D strip.
The numerical computations for the 2-D strip are assuming an initial equilibrium situation, meaning that no precipitation or dissolution is encountered. In the specific situation considered here, the equilibrium is achieved for u = 0.5 when r p = 1 2 H(v), meaning that the precipitation and the dissolution rates are equal. This situation is perturbed by imposing the concentration 0 at the inlet. We also assume that initially the system includes a deposition layer of thickness d I at the lateral boundaries. The inlet flow profile is assumed parabolic, and the total water flux into the system is 2ε ( 
Since the fluid flowing in has a low concentration of solute, dissolution will take place at the lateral boundary beginning from the inlet boundary side. Also, the strip becomes wider as the dissolution proceeds. Starting with a width 2ε(1 − d I ), after having dissolved the entire precipitate the strip becomes 2ε wide.
For the numerical experiments, we take the values We consider four situations. First we show that all three upscaled models agree well when ε tends to 0. Second, we fix ε,q e , and D and vary α, which basically means varying the diffusion ε α D. This provides information regarding the differences in results of different upscaled models with respect to variations in the value of α. Accordingly, it can be used to make informed choices for the upscaled equations for given parameters of α, ε,q e , and D. Next we fix D,q e , and α and vary ε to study the comparisons of the upscaled models with the 2-D strip. Finally we provide the comparison with the fixed geometry and the variable geometry upscaled equations and show that the choice of the appropriate upscaled models is dictated essentially by ρ. Figure 3 is the snapshot for different times for the dissolution process taking place in a thin half-strip. Close to the beginning, at t = 0.02, the strip has almost uniform concentration in the strip, and the dissolution process starts taking place Note that the dissolution process starts at the left end and that the width of the strip increases gradually as the dissolution front is moving to the right. The initial thickness of the strip is 0.08, and the final thickness after the dissolution process has finished is 0.1. from the left end (x = 0, y = d − ε); this process continues until the entire precipitate is dissolved. At y = 0 symmetry conditions are used; therefore no changes in the geometry are encountered there. Letting ε decrease, it is easy to check formally that all upscaled models reduce to the hyperbolic model. Further, the numerical results for α = 1 and α = 1.5 are compared in Figures 6 (presenting the concentration profiles) and 7, where the free boundary variable d is presented. As can be clearly observed, the effective model derived in section 3.2 performs better than the simple averaging or the hyperbolic model.
For ε = 0.01, the 2-D averaged concentration profile is compared to the effective concentrations in Figure 8 . Similarly, in Figure 7 the corresponding free boundaries d are compared. Again the effective model derived here outperforms the other upscaled models.
Fixed geometry versus variable geometry.
When the changes in the geometry on the pore scale are ignored, we refer to it as the fixed geometry case. The upscaling for the fixed geometry as mentioned in Remark 3.1 above leads to the following system of equations: 
(Fixed Geometry)
To understand when it becomes important to take into account the variable geometry, we compare the solutions of the Upscaled (4.3) model (for α = 1) with the solutions of the (4.5) for different values of ρ (density of salt in the crystal). In Figures 9 and 10 we compare the concentration and the free boundary for the upscaled models obtained in the fixed, respectively, variable geometry case. We see that as ρ = 10, the solutions do not differ much, whereas for the ρ = 1 case clearly indicates that the changes in the geometry cannot be ignored and must be taken into account. We see that as ρ increases, the difference between the two models reduces. This is consistent with the observation that in the limit ρ ∞, the variable geometry case reduces to the fixed geometry case. This comparison provides us a useful criterion to decide if the changes in the pore geometry can be ignored.
Conclusions and outlook.
In this paper, we have derived an upscaled model for the reactive flow in a thin strip in the case of a dominating convective transport. For simplicity, the model is presented in the case of a simple, 2-D domain (a strip) but takes into account the changes in the microscale geometry that are due to the reactions taking place at the lateral boundaries (the pore walls). The effective model involves a dispersion term that is similar to the Taylor dispersion, whereas the transport is enhanced by reactions.
In deriving the effective equations, we use formal asymptotic methods. The theoretical derivation is sustained by numerical computations, which are carried out in different cases. In all cases the results provided by the upscaled model derived here are compared with the ones obtained by other, simpler upscaled models and with the (transversal) average of the solution to the full problem. Specifically, the following situations are considered: • , the ratio of the width of the strip and its length, is moderate or small.
• P e, the ratio of the diffusive time scale and of the convective one, is of order ε −1 or larger (e.g., ε −1.5 ). • ρ, the ratio of the density of an element in the adsorbed substance and the solute density is moderate or high. The following conclusions can be drawn:
• The effective model derived here provides results in excellent agreement with the averaged solutions of the original problem. • If ε is moderately small, the present upscaling outperforms other (simpler) models; if ε becomes very small, all models provide similar results. Therefore, the present approach is recommended in intermediate regimes.
• The upscaling strategy works for P e = O(ε −α ) whenever α ∈ (0, 2). The present model clearly outperforms simpler effective models as α is increasing. • Taking into account the changes in the pore geometry is justified, especially for moderate values of ρ. In this case, any quantity of adsorbed material leads to changes in the void space that cannot be neglected. As ρ increases, the differences between the effective solutions obtained in variable, respectively, fixed geometries are vanishing. The particular pore structure considered here, a thin strip, may be seen as a representative but simplified pore geometry of a porous medium. However, applying a similar upscaling procedure as here but for a realistic porous media remains a challenging task. Furthermore, giving mathematically rigorous estimates of the errors involved in this upscaling process remains an open question. on the lateral boundaries. After rescaling x := x; y = y/ε, we obtain the following, considering only equations which are relevant to the present discussion:
Since the geometry is assumed to be fixed, we can solve the Stokes equation where Q > 0 is a given constant, depending upon the pressure gradient.
We assume the following asymptotic expansion for u ε and v ε :
Using the expansion above in the convection-diffusion equation To obtain an expression for u 1 , we eliminate ∂ t u 0 from (A.9). Subtracting (A.12) from (A.9) gives
Successively integrating (A.13) with respect to y, we get for u 1 (x, y, t) as
where C 0 , C 1 are constants of integration. As will be seen later, there is no need for specifying the expressions for C 0 , C 1 since their effects get canceled in the averaging process.
The ε 1 term is
Integrating (A.15) from y = 0 to y = 1, we obtain To summarize, we obtain the set of effective equations for the fixed geometry case up to O(ε 2 ),
e ∂ x u e ∂ 1 f (u e , v e ).
