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Abstract
Suppose we want to compute a Boolean function f, but instead of receiving the input, we
only get l -faulty copies of each input bit. A typical solution in this case is to take the majority
value of the faulty bits for each individual input bit and apply f on the majority values. We
call this the trivial construction.
We show that if f : {0; 1}n → {0; 1} and  are known, the best function construction, F ,
is often not the trivial one. In particular, in many cases the best F cannot be written as a
composition of f with some functions, and in addition it is better to use a randomized F than
a deterministic one.
We also prove that the trivial construction is optimal in some rough sense: if we denote by
l(f) the number of 110 -biased copies we need from each input to reliably compute f using the
best (randomized) recovery function F , and we denote by ltriv(f) the analogous number for the
trivial construction, then ltriv(f)=(l(f)). Moreover, both quantities are in (log S(f)), where
S(f) is the sensitivity of f.
A quantity related to l(f) is Drandstat; (f) = min
∑n
i=1 li, where li is the number of
1
10 -biased
copies of xi such that the above number of readings is su7cient to recover f with high prob-
ability. This quantity was 8rst introduced by Reischuk and Schmeltz [14] in order to provide
lower bounds for the noisy circuit size of f. In this article we give a complete characterization
of Drandstat; (f) through a combinatorial lemma that can be interesting on its own right.
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1. Introduction
Assume we want to compute the majority function of three bits,
MAJ(x1; x2; x3) =
{
1 if x1 + x2 + x3 ¿ 2;
0 if x1 + x2 + x3 6 1;
but we do not have access to x1; x2; x3, only to three -biased copies of each xi
(16i63). The original indices of the nine faulty bits are known. This situation occurs
when the nine values come from inaccurate measurements that we cannot repeat. The
goal is to minimize the maximal failure probability p of computing MAJ(x1; x2; x3) cor-
rectly, where p is maximized over all eight settings of x1; x2; x3. DiFerent computations
seem to make sense (Fig. 1)
(1) to compute the majority in each group, and take the majority of these,
(2) to take the majority of all nine bits,
(3) to compute the majority function in three diFerent ways, and then to vote on the
most popular result.
We have found to our surprise that if ¡0:3673656::: then the 8rst construction is the
best, while for  greater than this value the second one.
In general, let f be a Boolean function on inputs x1; : : : ; xn. Let l1; l2; : : : ; ln be
positive integers, and let m =
∑n
i=1 li. Let 0660:5 be an error probability, and let
Bm be the space of m independent Bernoulli trials with p= , q=1− .
For x=(x1; : : : ; xn) the vector x of length m is constructed by repeating x1 l1 times,
x2 l2 times, etc. If x=(x1; : : : ; xn) is an input vector for f, and r ∈Bm , then
x ⊕ r = (y1;1; : : : ; y1;l1 ; : : : ; yn;1; : : : ; yn;ln)
is a random vector, where yi;j is interpreted as a (possibly) erroneous copy of xi, such
that the probability of the error is  and the errors are independent.
Our goal is to construct a Boolean function F on m inputs such that the expression
(f; F; ) = max
x∈{0;1}n
Prr∈Bm (F(x ⊕ r) = f(x)) (1)
is minimized. We also consider more general constructions, where F is randomized (in
which F is allowed to make its own internal coin Iips when it is trying to compute
f). In this case (and one can see this is the most general case) F is a function from
{0; 1}n to [0; 1]. Eq. (1) generalizes to
(f; F; ) = max
x∈{0;1}n
Er∈Bm (F(x ⊕ r)(1− f(x)) + (1− F(x ⊕ r)f(x)): (2)
The randomized version has the advantage that the optimal F can be determined by
linear programming (see Section 2.1). Here the number of variables is 2m (which
still renders the computation impractical if m is large). Let us now assume that
l1 = l2 = · · · = ln= l. We de8ne the following quantities:
(f; l; )= minF (f; F; ), where F runs through all random Boolean functions on
m= nl input bits.
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Fig. 1. DiFerent ways of computing the MAJ(x1; x2; x3) function when we have a set of three faulty bits
for each xi .
triv(f; l; )= (f; F; ), where F represents the trivial construction; i.e.,
F =f(MAJ(y11; : : : ; y1;l); : : : ;MAJ(yn1; : : : ; yn;l)):
comp(f; l; )= minF (f; F; ), where F is minimized over all functions of the form
F =f(h1(y11; : : : ; y1;l); : : : ; hn(yn1; : : : ; yn;l));
where h1; : : : ; hn are randomized Boolean functions each on l input bits. Note that
the composition property is a serious structural restriction on F .
Clearly (f; l; )6comp(f; l; )6triv(f; l; ). Next we de8ne quantities representing
how many input bits we need to achieve a certain accuracy. It is easy to see that both
(f; l; ) and comp(f; l; ) are monotone in , because we can always introduce extra
error at input level at our will. We cannot prove the same about triv(f; l; ), since
there we do not have the above freedom in the construction. Therefore we need to
pay a little extra attention in de8ning the quantity for the trivial construction. It is
also clear that, when the number of input bits is big, even the trivial construction will
achieve arbitrarily small error, so the quantity in the following de8nitions will always
be 8nite numbers.
l(f) =min{l ∈ N : (f; l; 0:1)6 0:1};
ltriv(f) =min{l ∈ N : (∀l′ ¿ l) triv(f; l′; 0:1)6 0:1; };
lcomp(f) =min{l ∈ N : comp(f; l; 0:1)6 0:1}:
If in the de8nition of l(f) or ltriv(f) we replace 0.1 by some other positive constant
less than 0.5, the formulas change only by a constant factor. One of our main results
shows that l(f), ltriv(f), and lcomp(f) are within a constant factor of each other. We
cannot prove the same about (f; l; ) and its analogues, as these inverse quantities are
far more sensitive to changes in the construction.
The 8rst study of a computing device that takes many copies of unreliable input bits
is the work of Feige et al. [4]. They look at noisy Boolean decision trees. These are
similar to usual decision trees, except the answer to any query is incorrect with some
8xed probability . All errors are independent. The diFerence between their model and
ours is that in our case the algorithm corresponding to the tree is non-adaptive. The
static model 8rst appears in a paper of Reischuk and Schmeltz [14]. Their model is
equivalent to ours, but the questions they raise are diFerent. They de8ne the static
noisy decision tree complexity, Drandstat; (f), of a Boolean function f as the minimum
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l1 + · · · + ln such that there is an F that takes li -faulty bits of xi and computes
f with at least 90% certainty (in other words, (F; f; )60:1). The motivation of
Reischuk and Schmeltz was to give lower bounds on the noisy circuit size for the
function f; this question goes back to von Neumann [9]. They prove that any function
with sensitivity S has noisy circuit size (S log S), where the sensitivity of f is the
number of individual bits in f’s most sensitive input which, if Iipped, would change
the value of f. The latter was also proved independently, and without noisy trees, by
GNacs and GNal [5,6], and further related questions were studied by Pippenger [12,13].
In Section 4 we continue the above line of research and give a complete characteriza-
tion of Drandstat; (f) in terms of the sensitivity sets of f. On the way to the characterization
we present a lemma that gives a necessary and su7cient condition for the value of a
Boolean function to remain constant under independent random changes of its input
bits. This lemma is new to our knowledge, and may be interesting of its own right.
Much of the research presented in this paper is aimed at determining the -quantities
rather than the l-quantities. While  and l are inverses of each other, for a 8xed l we
could not determine  within a constant factor, and in particular we do not know if
any construction gains an in8nite factor advantage over the trivial construction. Our
original goal is very ambitious: to determine the best F and the associated , given
l and f. This problem appears rather hard, and our results in this direction are very
limited. We completely analyze the majority function on three variables, when the
number of faulty copies associated with each input bit is three (see Section 3). In the
same section we resolve the case of the parity function for arbitrary l, and we study
a promise problem we call the FAN function. For the latter we have an interesting
conjecture, which relates it to the AND function. In the last section (Section 5) we give
various counterexamples to show that the general problem is very tricky. We spend
Sections 2.2 and 2.3 developing the necessary machinery for obtaining the bounds
mentioned in this paragraph. These sections can be skipped if one is only interested in
bounding Drandstat; (f). Such readers can go immediately to Section 4.
Finally, we would like to mention one more related result which may be of interest
for those who want to study variants of our problem. Benjamini et al. [2] de8ne a notion
they call sensitivity gauge, which has some resemblance to our sensitivity measures.
The biggest diFerences in their model compared to ours are that they have only one
copy of each input bit, and they look for average error instead of the maximal one.
The model of Kenyon and Yao in [8] is also somewhat similar to ours, but in their
case the noise is non-deterministic rather than random, and their restriction is an upper
limit on the number of incorrect bits.
2. Methods for investigating the best approximator function
The randomized approximator function F for which (F; f; )= (f; l; ) can be
determined using linear programming, but the size of the possible instance is huge. In
this section we present simpli8cations of the system that help to decrease the instance
size. These, besides making our CPLEX programs more e7cient, also contribute in
helping us determine (f; l; ) for certain in8nite families of f’s.
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2.1. The linear programming approach
The extremal F that optimizes expression (2) can be computed via linear program-
ming, where the unknowns are F(y) (y∈{0; 1}m) and p, the probability of error that
F makes, which is to be minimized. The instance consists of the obvious bounding
inequalities,
06 F(y)6 1 for y ∈ {0; 1}m; (3)
and ∑
y∈{0;1}m
P(x; y)F(y)¿ 1− p for x ∈ f−1(1); (4)
∑
y∈{0;1}m
P(x; y)F(y)6 p for x ∈ f−1(0); (5)
minp: (6)
Here P(x; y)= t(1− )m−t , where t is the Hamming distance between x and y. It will
often simplify our notation if we introduce
Denition 1.  = (1− )m;  = 
1−  :
With this notation P(x; y)= t , where t is as above.
2.2. Simplifying symmetries
In the search for the optimal F satisfying (3)–(5), we have found some simplifying
assumptions that helped both our CPLEX [16] experiments and our calculations. We
will denote the set {a; a + 1; : : : ; b} by [a::b] (which is not to be confused with [a; b]
denoting the closed real interval with endpoints a and b).
Our 8rst observation is that we can replace the solution F of (3)–(5) with an F
that depends only on the pattern s=(s1; : : : ; sn), where
si = weight(yi;1; : : : ; yi;l) = |{j |yi;j = 1}|:
Here y= x⊕ r as in Section 1. If we view F as a function over the patterns in [0::l]n,
System (3) is replaced by
06 F(s)6 1 for s ∈ [0::l]n; (3′)
and (4) and (5) are replaced by (4′) and (5′), where the coe7cients of F(s) are
P(x; s) =
(
l
s1
)(
l
s2
)
: : :
(
l
sn
)

∑n
i=1 |lxi−si|:
The fact that we can reach the optimal p with the symmetrized F comes from
a standard argument taking advantage of the fact that the feasible region of system
(3)–(4) is convex.
154 M. Szegedy, X. Chen / Theoretical Computer Science 321 (2004) 149–170
In order to 8nd more symmetries, let G be a group acting on {0; 1}n such that for
every g∈G, x; z ∈ {0; 1}n:
(1) dist(g(x); g(z))= dist(x; z).
(2) If f(x)= 1 then f(g(x))= 1. If f(x)= 0 then f(g(x))= 0.
These de8nitions also work if f is a partial function (i.e., a promise problem).
Denition 2. For a vector v (of arbitrary elements) of length n and a permutation
#∈ Sn we denote the vector we obtain from v by permuting its coordinates according
to # by v#.
It is easy to see that the group of all distance-preserving transformations of the hyper-
cube is Zn2 o Sn, i.e., the semi-direct product of Zn2 with Sn. The action of an element
(z; #) of this group can be described as x 
→ (x⊕ z)#. Since G must obey Property 1,
we have: G6Zn2 o Sn. Given G, we can simplify our set of equations further by letting
G act on [0::l]n in the following way: let g=(z; #)∈G. The action of g on a sequence
(s1; : : : ; sn) is described by
(s1; : : : ; sn)g 
→ (|z1l− s1|; : : : ; |znl− sn|)#:
Lemma 3. If G satis8es 1 and 2 then there is an optimum solution to the system
(3′)–(5′) such that for every g∈G and s∈ [0::l]n we have F(s)=F(sg).
The proof is again a symmetrization argument that we omit. This lemma allows us
to use a single variable F(S) for every orbit S = {sg | g∈G} of G, where s is some
element of [0::l]n. If G is non-trivial, the number of diFerent orbits is strictly less than
ln. The coe7cient P(x; S) of F(S) is simply
∑
s∈S P(x; s). Since for any s; t ∈ S we
have
∏n
i=1
(
l
si
)
=
∏n
i=1
(
l
ti
)
, we can write
P(x; S) =
(

n∏
i=1
(
l
ti
))∑
s∈S

∑n
i=1 |lxi−si|; (7)
where t=(t1; : : : ; tn)∈ S is an arbitrary representative of the orbit. In our new system
not only does the number of variables decrease, so does the number of equations: for
every orbit of G acting on {0; 1}n we have only one equation, since the inequalities
associated with the elements of an orbit become the same.
We can simplify our equations even further if the 0 and 1 outputs for f play a
symmetric role (like in the case of the parity or the majority functions). In this case
we can include the set of those symmetries on the inputs of f under which the 0 and 1
outputs are switched, i.e., those g such that f(g(x))= 1−f(x) for every x∈{0; 1}n. We
denote the group of those symmetries, that obey rule 1 and either leave the values of f
invariant or switch them as above, by G1. (For instance, if f is the parity function, G1
is the entire Zn2 o Sn.) We always have that G6G16Zn2 o Sn. |G1=G|=2 if switching
symmetries exist otherwise G1 =G.
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Lemma 4. Let |G=G1|=2. For every s∈ [0::l]n we can set
F(sg) =
{
F(s) if g ∈ G;
1− F(s) if g ∈ G1\G:
Thus for every orbit of G1, when acting on [0::l]n, we can introduce a single variable.
Furthermore, all equations belonging to inputs corresponding to an orbit of G1, when
acting on {0; 1}n, collapse into a single equation.
The coe7cient of F(S) in the new system is
P(x; S) = 
n∏
i=1
(
l
ti
)(∑
s∈S0

∑n
i=1 |lxi−si| − ∑
s∈S1

∑n
i=1 |lxi−si|
)
; (8)
where orbit S of G1 decomposes into S = S0 ∪ S1, the two orbits according to G, (note
that G1=G=Z2). We also get a constant term on each left-hand side
∑
S1:S∈orbits(G1)
(

n∏
i=1
(
l
ti
) ∑
s∈S1

∑n
i=1 |lxi−si|
)
:
Note that for every orbit of G1 on [0::l]n we need to choose S0 and S1. This freedom
of choice corresponds to a linear change of variables, and does not eFect the system
essentially. The number of diFerent equations we get is the number of orbits of G1
acting on {0; 1}n. This reduces the case of XOR to a single non-trivial equation (see
Section 3).
2.3. The two-equation case
When the number of constraints is two, we study the linear programming system
from a geometric point of view. This leads us to several observations, especially
Lemma 7. A very similar result was proved in [14]. All the proofs in this section
are based on elementary geometric considerations.
Assume we have two probability distributions a; b∈ [0; 1]k . First assume that ai; bi¿0.
By appropriately ordering the coordinates we assume
a1
b1
¿
a2
b2
¿ · · ·¿ ak
bk
:
De8ne ’(F)= (〈a; F〉; 〈b; F〉) mapping F ∈ [0; 1]k to [0; 1]× [0; 1] (〈·; ·〉 denotes the
scalar product). Let D be the image of ’. It is clear that, D is convex, and the extreme
points of D is a subset of {’(F) :F ∈{0; 1}k}. We also know that ’(0)= (0; 0) and
’(1)= (1; 1).
As usual, the string 1i0k−i is understood as the vector where the 8rst i entries are
1, and the rest are 0. For any 06i6k, let Fi be the vector 1i0k−i. (So, F0 = 0, and
Fk = 1.)
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Fig. 2. The geometric place of all pairs (〈a; F〉; 〈b; F〉).
Lemma 5. ’(Fi), i=0; 1; : : : ; k, are the k + 1 vertices of the lower boundary of D,
from left to right, in that order.
Proof. First, we prove that no other zero-one-valued vector is mapped to a point on the
lower boundary. Suppose F ∈{0; 1}k , and there is i¡n such that Fi =0 and Fi+1 =1.
We are going to modify F slightly. For a su7ciently small )¿0 such that both )=ai
and )=ai+1 are less than 1, let F ′ be the vector where F ′i = )=ai, F
′
i+1 =1− )=ai+1, and
F ′j =Fj wherever j =∈{i; i + 1}. It is easy to see that
〈a; F ′〉 − 〈a; F〉 = ai )ai + ai+1
(
− )
ai+1
)
= 0:
By our assumption that the ratio of ai and bi are in decreasing order. We get
〈b; F ′〉 − 〈b; F〉 = bi
(
)
ai
)
− bi+1 )ai+1 = )
(
bi
ai
− bi+1
ai+1
)
¡ 0:
We have found a point ’(F ′) in D that is strictly below ’(F). So, ’(F) is not on
the lower boundary of D, therefore the sequence of points ’(F0), ’(F1); : : : ; ’(Fk)
covers all vertices on the lower boundary.
Now consider vectors between adjacent points in this sequence. For 16i6k, let vi
be the vector from ’(Fi−1) to ’(Fi). Clearly vi =(ai; bi). So, the sequence of points
’(Fi) is ordered from left to right, and the slope of the edges are strictly decreasing.
Notice ’(F0) and ’(Fk) are two vertices of the lower boundary of the convex D, it
is clear they are k + 1 vertices of the lower boundary.
The following theorem describes the region D. It is a consequence of the lemma
above (in8nite ai=bi ratios require only a little bit of extra attention) (Fig. 2).
Theorem 6. Let a and b be two probability distributions on [1::k], where ai=bi, 16
i6k, are in non-increasing order (we use a=b= +∞ when b=0), then the region
D = {(〈a; F〉; 〈b; F〉) : F ∈ [0; 1]k}
is a convex polygon. The sequence 1i0k−i, 06i6k gives the vertices on the lower
boundary of D from left to right; the sequence 0i1k−i, 06i6k gives the vertices
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Fig. 3. (a) Find the optimal solution in two-constraints system, (b) estimate the optimal by the L1 distance
of a and b.
on the upper boundary from right to left. On the lower boundary, from left to the
right, the vector from the (i − 1)th vertex to the ith vertex is (ai; bi); on the upper
boundary, from right to the left, the vector from the (i−1)th vertex to the ith vertex
is (−ai;−bi).
It is clear from the above theorem that D is central symmetric about the point
(1=2; 1=2).
Now, assume we have a system of linear inequalities with only two inequalities
a1F1 + a2F2 + · · ·+ akFk ¿ 1− p; (9)
b1F1 + b2F2 + · · ·+ bkFk 6 p: (10)
We may assume that the ratios ai=bi are non-increasing. Let D be the region de8ned
above, let (1 − p0; p0) be the intersection point of the line x + y=1 and the lower
boundary of the convex D (see Fig. 3a). So the solution in which p gets minimized
is always a sequence of 1’s followed by a sequence of 0’s, with the only possible
fractional entry in the middle.
Lemma 7. Let a and b are two probability distributions on [1::k], let p0 be the
minimal p satisfying (9)–(10) over all F ∈ [0; 1]k , then
p0 ¿
1
2
− 1
4
‖a; b‖1:
Proof (see Fig. 3b). We may assume ai=bi are in non-increasing order. We create
the region D as in Theorem 6. Let O;M; N be the points (0; 0), (1; 0), and (1; 1),
respectively. Consider a line of slope 1 at the point M . We move it up until it touches
the lower boundary of D at point P. (If it touches an edge of slope 1, let P be any
end point of that edge.) Suppose this line intersects OM and MN at points Q and R,
respectively. Let P′ be the projection of P on OM .
By Theorem 6, every edge of slope at most 1 on the lower boundary is to the left
of P. A vector (ai; bi) has slope at most 1 when ai¿bi. It is easy to see
RN = OQ = OP′ − PP′ = 12‖a; b‖1:
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Let S be the middle point of RQ, consider the square with the diagonal MS. Now,
the size of each side of the square is 12 − 14 ‖a; b‖1. It is also clear that the square is
disjoint from the convex D, which is the feasible region of all the F’s. So, no F can
be mapped into this square; our result follows.
3. Specic functions
Perhaps the most interesting among the results we have on speci8c functions are the
ones on the majority of 3, and on the general parity function.
We use the method introduced in the previous section to 8nd the best solution.
For the majority function, after simplifying the linear programming system, we get a
system of 10 variables and two constraints. The set of variables is L= {s∈N3 : 06s1
6s26s363; s261}.
For any x∈ 2[3], we denote by P(x; s) the probability of the following event, on
input x, there are ri 1’s in the 3 copies of xi, i=1; 2; 3, and s is the sequence r sorted
in non-decreasing order. We denote the sequence (3 − s3; 3 − s2; 3 − s1) by s′. Let
x1 = (0; 0; 0), and x2 = (0; 0; 1). For i=1; 2, the inequality arises from xi is∑
s∈L
(P(xi; s)F(s) + P(xi; s′)(1− F(s′)))6 p:
We write this as
∑
s∈L ci;sF(s) + bi, and calculate the constants ci;s’s and bi’s. In the
calculation, recall =(1− )9, and = =(1− )¡1. The coe7cients are
c1;000 = (1− 9)¿0,
c1;001 = 9( − 8)¿0,
c1;002 = 9(2 − 7)¿0,
c1;003 = 3(3 − 6)¿0,
c1;011 = 27(2 − 7)¿0,
c1;012 = 54(3 − 6)¿0,
c1;013 = 18(4 − 5)¿0,
c1;111 = 27(3 − 6)¿0,
c1;112 = 81(4 − 5)¿0,
c1;113 = 27(5 − 4)¡0,
b1 = (9 + 98 + 367 + 846 + 995 + 274),
c2;000 = (3 − 6)¿0,
c2;001 = 3(2 − 7) + 6(4 − 5)¿0,
c2;002 = 6(5−4)+3(−8)= 3(1−)(1++2−3 +4 +5 +6)¿0,
c2;003 = 2(6 − 3) + (1− 9)= (1− 3)(1− 3 + 6)¿0,
c2;011 = 18(3 − 6) + 9(5 − 4)= 93(1− )(2 +  + 22)¿0,
c2;012 = 18(2 − 7 + 4 − 5 + 7 − 2)¿0,
c2;013 = 6( − 8 + 5 − 4 + 7 − 2)= 6(1− )(1− 3 + 6)¿0,
c2;111 = 27(4 − 5)¿0,
c2;112 = 27(3 − 6 + 25 − 24)= 273(1− )(1−  + 2)¿0,
c2;113 = 9(2 − 7) + 18(6 − 3)= 92(1− )(1−  − 2 − 3 + 4),
b2 = (9 + 98 + 307 + 466 + 515 + 754 + 383 + 62).
M. Szegedy, X. Chen / Theoretical Computer Science 321 (2004) 149–170 159
We 8nd all the coe7cients are positive, except c1;113¡0, and the sign of c2;113 depends
on the zero of 1 −  − 2 − 3 + 4. To 8nd the root of the equation 1 −  − 2 −
3 + 4 = 0, let 1=  + 1 . The equation is equivalent to 1
2 − 1 − 3=0, which gives
two roots (1 ± √13)=2. ¿0 implies 1¿2, so 1=(1 + √13)=2. By the de8nition
of 1, 2 − 1 + 1=0, so =(1 −
√
12 − 4)=2= (1 − √1− 1)=2, where we use the
fact ¡1 and 12 − 1 − 3=0. Recall = =(1 − ), we get the value which makes
1−  − 2 − 3 + 4 = 0 is
0 =
√
13+1
2 −
√√
13−1
2
√
13+5
2 −
√√
13−1
2
≈ 0:3673656:
Easy to see c2;13360 when ¿0. In this case, clearly the optimal value occurs when
F(s)= 0 for all s =(1; 1; 3), and F(1; 1; 3)=1. This gives exactly the majority function
on all 9 input bits.
If ¡0, in the optimal solution we still have F(s)= 0 for all s =(1; 1; 3). So the
two inequalities are reduced to
c1;113F(1; 1; 3) + b1 6 p
c2;113F(1; 1; 3) + b2 6 p:
We 8nd
(c2;113F(1; 1; 3) + b2)− (c1;113F(1; 1; 3) + b1)
= (c2;113 − c1;113)F(1; 1; 3) + 2(6 + 38 + 482 − 483 − 384 − 65):
Notice, in this case c2;113¿0¿c1;113, and 06F(1; 1; 3), so
c2;113F(1; 1; 3) + b2¿c1;113F(1; 1; 3) + b1:
The optimal occurs when we minimize c2;113F(1; 1; 3)+b2. So, F(1; 1; 3)=0, it is easy
to check the solution implies the best function being the trivial construction. So, we
have
Theorem 8. Let f be the function MAJ(x1; x2; x3) (the majority of three inputs), and
l=3. Then the construction that optimizes equations (3)–(5) is the trivial construc-
tion if
6
√
13+1
2 −
√√
13−1
2
√
13+5
2 −
√√
13−1
2
≈ 0:3673656;
and the majority of all bits otherwise.
Notice that, in the second case, the best solution is not a composite function.
160 M. Szegedy, X. Chen / Theoretical Computer Science 321 (2004) 149–170
Now we turn to the XOR function of n variables. After simplifying the system for
the parity function, we get only one constraint, so the value of each variable in the
best solution depends only on the sign of its coe7cient. We prove that the trivial
construction is always the best one. In the proof, we study the more general case,
where we have li copies for the ith input bit xi. It is clear the similar result also holds
in the general case.
Theorem 9. For any n; l, and 0660:5,
(XORn; l; ) = triv(XORn; l; ) =
1
2
− 1
2
(1− 2q)n;
where
q =


∑
i¿l=2
(
l
i
)
i(1− )l−i ; if l is odd;
∑
i¿l=2
(
l
i
)
i(1− )l−i + 1
2
(
l
l=2
)
l=2(1− )l=2 if l is even:
Proof. We denote by L the set {s∈Nn :∀i; 06si6li}, denote by L0 the set {s∈Nn :
∀i; 06si¡li=2}, and denote by L1 the set {s∈Nn :∃ i; 2si = li}. For any I ∈ 2[n], 1I is
the characteristic vector of I , and 0I is the characteristic vector of I c, the complement
of I .
For any s∈L and I ∈ 2[n], we de8ne the >ip function as
fl(s; I)= 〈s; 0I 〉+ 〈(l1; l2; : : : ; ln)− s; 1I 〉
that is, we Iip the entry si to li − si whenever i∈ I .
For simplicity, we 8rst show that the trivial construction is the best solution when
every li is odd.
We de8ne the relation R= {(s; r) :∃ I ∈ 2[n]; fl(s; I)= r}. It is easy to see R is an
equivalence relation on L, and R gives a partition of L into classes of size 2n, each
class is characterized by an element in L0.
For any s, we de8ne Es= {fl(s; I) : |I | is even}, and Os= {fl(s; I) : |I | is odd}. By
the discussion in Section 2.2, we simplify all the inequalities into one, namely,
∑
s∈L0
(∑
r∈Es
P(0; r)F(s) +
∑
r∈Os
P(0; r)(1− F(s))
)
6 p:
In other words, we want to minimize∑
s∈L0
csF(s) + d; (11)
where
cs =
∑
r∈Es
P(0; r)− ∑
r∈Os
P(0; r) and d =
∑
s∈L0
∑
r∈Os
P(0; r):
M. Szegedy, X. Chen / Theoretical Computer Science 321 (2004) 149–170 161
Notice that every s in the summation is in L0. To prove our result, it is enough to
show cs is positive for every s. It is easy to see, for any s,
P(0; s) =
n∏
i=1
(
li
si
)
(1− )si li−si =
n∏
i=1
(
li
si
)
(1− )lili−si ;
where = =(1− )¡1. For any I ∈ 2[n], let r=fl(s; I). From the formula above, we
get P(0; r)=P(0; s) ·∏i∈I di , where di = li − 2si¿0.
For any s, we can rewrite cs as
cs =
∑
I∈2[n]
(−1)|I |P(0; fl(s; I))
= P(0; s)
∑
I∈2[n]
(−1|I |) ∏
i∈I
di = P(0; s)
n∏
i=1
(1− di);
which is clearly positive.
Now, consider the case l1 = l2 = · · · ln= l. Consider the original input is 0. Easy
to see the optimal in (11) is the probability of the event that the trivial construction
outputs 1. We calculate the optimal value. Let q be the probability that the bottom
level of the trivial construction Iipped an input bit. Then, the optimal value is
∑
06i¡n=2
(
n
2i + 1
)
q2i+1(1− q)n−2i−1 = 1
2
(((1− q) + q)n − ((1− q)− q)n)
=
1
2
− 1
2
(1− 2q)n:
Now we consider the case when some li is even. In this case, L1 = ∅. By symmetry, for
any s∈L1 we get F(s)= 0:5. We also have only one inequality, the variables are F(s)
for every s∈L0, and all the coe7cients are again positive. It is easy to see the trivial
construction as introduced in Section 1 achieves the best. When all the li’s are equal
to l, our formula for the best value is still correct, but we need a careful de8nition for
q as the one in the statement of the theorem.
The following theorem appears in Reischuk and Schmeltz [14] in a slightly diFerent
form. We reformulate it in our language and reprove it for the sake of completeness:
Theorem 10. We de8ne a promise problem: FAN(0)= 0; and FAN(x)= 1 for every x
such that dist(x; 0)= 1. Every other value is unde8ned. We have: If l60:1 log n, then
(FANn; l; 0:1)¿ 516 .
Proof. We show that with =0:1 (and for any other constant) (f; l; ) is very close
to 0:5 unless l is at least logarithmic.
Let D1 be the probability distribution on [0::l]n:
D1(s) = P(0; s) =
(
l
s1
)(
l
s2
)
· · ·
(
l
sn
)

∑n
i=1 si ;
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and D2 be the distribution
D2(s) =
1
n
n∑
j=1
P(ej; s) =
1
n
n∑
j=1
(
l
s1
)(
l
s2
)
· · ·
(
l
sn
)
l−2sj+
∑n
i=1 si :
Then for every s∈ [0::l]n:
D2(s)
D1(s)
=
1
n
n∑
j=1
l−2sj :
Let ni(s)= |{j | sj = i}|. Over distribution D1 the expected value of ni(s) is Ei = n
(
l
i
)
i(1− )l−i. De8ne the event F to be
F =
{
s : ∃i; ni(s) ¡ 4Ei5
}
;
and its complement
G =
{
s : ∀i; ni(s)¿ 4Ei5
}
:
We will prove, with the appropriate  and l; D1 on F is small, and on GD2 is reasonably
close to D1, so these two distributions overlaps on at least a constant amount of mass.
From the ChernoF inequality we have that, for any i,
D1
(
ni(s)6
4Ei
5
)
6 e−1=25 Ei=2 6
1
5(l+ 1)
;
if =0:1; l=0:1 log n. Hence, D1(F)61=5, which implies D1(G)¿4=5. Let s∈G. We
can bound
1
n
n∑
j=1
l−sj =
1
n
l∑
i=0
l−2ini(s)¿
4
5n
l∑
i=0
l−2iEi;
=
4
5
l∑
i=0
l−2i
(
l
i
)
i(1− )l−i = 4=5:
Thus the distributions D1 and D2 agree on at least 16=25 of the total mass, their L1
distance is at most 2− 2(16=25)¡3=4. This implies that for every F : {0; 1}nl 
→ [0; 1]
we have (FANn; F; 0:1)¿5=16 by the virtue of Lemma 7.
Corollary 11. If
∑n
i=1 li60:02n log n, then (FANn; l1; : : : ; ln; 0:1)¿
5
16 . Here we gen-
eralized the  notation, so that li means the number of copies of bit i.
To see this consequence all we have to notice is that if
∑n
i= 1 li60:02n log; n,
then at least half of the li’s have to be smaller than 0:1(n=2) log (n=2). Then we
apply Lemma 10 on the function restricted on these bits, where all the other bits are
set to 1.
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4. General lower and upper bounds
Our general bounds are related to a well-known combinatorial parameter of Boolean
functions called sensitivity. For each x the sensitivity set associated with f is Sx =
{i|f(x) =f(x⊕ ei)}, where ei is the vector that is 0 everywhere, except at i, where it
is 1.
4.1. The main lemma
The goal of this section is for a given 8xed Boolean function f to present a su7-
cient condition on the sequence of probabilities, 1; : : : ; n, that the value of f remains
invariant with high probability if we probabilistically 8p its input bits, the ith input bit
with probability i, independently.
Lemma 12 (Main lemma). Let f be a Boolean function on n variables and 06i61
(16i6n) be a sequence of numbers that satisfy∑
i∈Sx
i 6 1=20 for every x ∈ {0; 1}n: (12)
Then for every x∈{0; 1}n if we >ip the ith bit of x with probability i randomly
and independently, the value that f attains on the new input equals to f(x) with
probability at least 90%.
Proof. Fix x. Let D=D(x) denote the probability distribution on {0; 1}n that we obtain
by independently Iipping the ith input bit of x for 16i6n with probability i. De8ne
′i = −
1
2
log; (1− 2i) for 16 i 6 n:
Notice that 6′62. Using the ′is we will de8ne an in8nite sequence D0; D1; : : : of
distributions on {0; 1}n that will tend to D in the L1 norm (and hence also point-wise,
since the space is 8nite).
Let !∈N. We de8ne distribution D! on {0; 1}n by a random walk. (Note that both
the transition probabilities and the length of the walk will depend on !.)
The walk starts from x(0) = x and takes !n steps. Assume, after the (j − 1)th step
we are at x(j−1) ∈{0; 1}n. To move to x(j) we uniformly and randomly pick a (single)
coordinate i= i(j), and Iip the ith bit of x(j−1) with probability ′i =!. For 16j6!n
we perform each step independently of the previous ones.
Lemma 13. Distributions D! converge to D in the L1 norm when ! tends to in8nite.
Proof. Let (!1; : : : ; !n) be the frequency-counting vector of the random sequence
(i(1); i(2); : : : ; i(!n)). In other words !j = |{q | i(q)= j}|. Clearly,
∑n
j=1 !j =!n, but
the individual !j’s are themselves random variables, each with expectation !.
Observe that we can de8ne distribution D! in a diFerent way: by 8rst picking a
random frequency-counting vector (!1; : : : ; !n) with the same probability as if it came
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from a random sequence (i(1); i(2); : : : ; i(!n)), and then for 16i6n we randomly
Iip the value of bit xi in a sequence of !i trials, where each trial succeeds with
probability ′i =n. (This might cause a bit Iip back and forth.) It is easy to compute that
the probability that xi eventually gets changed is
′′i =
!i=2∑
t=0
(
!i
2t + 1
)
(1− ′i =!)!i−2t−1(′i =!)2t+1 =
1
2
− 1
2
(
1− 2
′
i
!
)!i
:
Here ′′i is a random variable, a function of !i.
Call a frequency-counting vector (!1; : : : ; !n) )-typical, if for every 16i6n it holds
that (1− ))!6!i6(1+ ))!. It is easy to show, using the law of large numbers, that
for every )¿0 there is an !) ∈N such that if !¿!), the probability that a randomly
selected frequency-counting vector is not )-typical is less than ). We 8nish the proof
of the lemma by showing that
(1) It is su7cient to estimate ′′j only for )-typical frequency counting vectors.
(2) For these, as ) tends to 0, ′′i approaches i.
To 1. let us de8ne )(!)= min{) |!¿!)}. For every !∈N we de8ne a distribution
D′!, similar to D!, except that we condition ourselves only to )(!)-typical frequency
counting vectors. From )(!)→ 0 it is easy to show that |D! − D′!|L1 → 0 as ! tends
to in8nity. Note that D′! is a convex combination of distributions that we obtain from
8xed )(!)-typical frequency counting vectors. A 8xed =(!1; : : : ; !n) gives rise to
a distribution that we denote by D, and which is obtained by adding to x a random
vector r, where the ith coordinate of r is randomly set to 1 with probability ′′i . We
completed the proof of the lemma if we show that when ! is su7ciently large and 
is a )(!)-typical frequency counting vector, then |D − D|L1 is arbitrarily close to 0.
Notice that D is obtained by adding to x a random vector r, where the ith coordinate
of r is randomly set to 1 with probability i. Therefore it is su7cient to prove that ′′i
becomes arbitrarily close to i. In other words we need to prove 2.
As ! tends to in8nity )(!) tends to 0, and since  is )(!)-typical, it has to hold
that !i=!→ 1. Therefore
′′i =
1
2
− 1
2
(
1− 2
′
i
!
)!i
→ 1
2
− 1
2
e−2
′
i : (13)
The right-hand side is equal to i by the virtue of ′i = − 1=2 log; (1− 2i).
Let us 8x a suitably large !, and continue the proof of the main lemma with
estimating the probability that f(x(j))=f(x), where x(j) is the input we arrive at the
jth step when making our random walk. By induction on j we will show that
Pr(f(x(j)) = f(x))¿
(
1− 1
10!n
)j
:
Indeed, this is true for j=0, since x(0) = x. By the de8nition of the walk, for j¿1 in
the jth step we pick an index i∈ [1::n] randomly, and Iip xi with probability 1!n . If
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i =∈ Sx(j−1) , then f(x(j))=f(x(j−1)). The probability that our choice of i happens to fall
into Sx(j−1) , and this bit gets Iipped is at most
∑
i∈Sx(j−1)
′i =n!6
∑
i∈Sx(j−1)
2i=n! =
2
n!
∑
i∈Sx(j−1)
i 6
1
10!n
:
Here we used condition (12). Consider any branch of the process up to the (j − 1)th
step, where f(x(j−1))=f(x). When we make the next step, by the above argument
we get that the conditional probability that f(x(j))=f(x(j−1)) is at least 1− 1=10!n.
This combined with the induction hypothesis proves our claim.
The lemma now follows from (1−1=10!n)!n¿0:9, and from the fact that D!, when
! is large enough, gets arbitrarily close to D, as Lemma 13 claims.
4.2. Estimating l(f; 0:1)
Denition 14. S(f)= maxx∈{0;1}n |Sx|, and is called the sensitivity of f.
Theorem 15. For some c0; c1¿0: c0 log S(f)6l(f)6ltriv(f)6c1 log S(f).
For the lower bound let x be the most sensitive input of f. If we restrict f onto
x, and its neighbors (i.e. onto {z | dist(x; z)61}), we get a FAN(Sx; n) problem. The
bound now follows from Lemma 10.
For the upper bound take 1 = · · · = n=1=20S(f). By Lemma 12 if we start from
any x∈{0; 1}n, Iipping xi with i independently and randomly does not change the
output with 90% probability. In order to reduce the probability that a bit gets Iipped to
1=20S(f) we use the trivial construction with l= c1 log S(f) for some large enough
constant c1.
4.3. Estimating Drandstat;0:1(f)
Assume it costs a dollar to obtain a single 120 -biased sample of an input bit of arbi-
trary index. What is our total cost of computing a Boolean function f with 90% con8-
dence if we have to purchase all biased copies before we are able to do any calculation?
Unlike previously, now we are allowed to buy diFerent number of copies of diFerent
input bits. The model, with diFerent interpretation, was introduced by Reischuk and
Schmeltz [14], who call it the static noisy decision tree, and denote the “price” of the
cheapest strategy with Drandstat; (f). In [14] it is proven that D
rand
stat; (f)∈(S(f) log S(f)).
In this section we determine Drandstat;0:1(f) within a constant factor for any f.
Denition 16. For a set system S on [1; n] = {1; : : : ; n} with ∪S∈S S = [1; n] a greedy
setcover is a sequence of disjoint sets Z1; : : : ; Zl⊆ [1; n] such that
(1) ∪li=1 Zi = [1; n],
(2) Zt = S ∩X , where S ∈S, X = [1; n]\∪t−1i=1 Zi, and S ∈S has the property that
|S ∩X | is maximized.
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Lemma 17. Let Z1; : : : ; Zl be greedy setcover of the system {Sx | x ∈ {0; 1}n}. Drandstat;0:1
(f)=(
∑
i |Zi| log |Zi|).
Proof. Without loss of generality we can assume that F depends on all of its variables,
so the system {Sx | x ∈ {0; 1}n} covers the entire [0; n].
Since the Zi’s are disjoint, for the lower bound it is su7cient to show that the total
number of bits we have to buy for inputs belonging Zi is at least (|Zi| log |Zi|).
Indeed, every Zi is covered by some Sx for some input x. Let us restrict f to x outside
Zi. The sensitivity of the restricted function at input x is |Zi|, and we can apply the
lower bound in [14], or equivalently our lower bound on the FAN function (Theorem
10).
For the upper bound we shall use the Main lemma. We associate i =1=100 |Zj|2
with every index i in Zj for 16j6l. In order to get an i-faulty version of xi we
take the majority value of O(− log i) 0.1-biased copies of xi. Then we compute f
on these more reliable approximators of the input bits. Hence our construction is the
trivial one. The total number of 0.1-biased input bits we use is
O
(
n∑
i=1
− log i
)
= O
(∑
j
|Zj| log |Zj|
)
:
Our goal in the rest of the proof is to show that for no x ∈ {0; 1}n will the error in the
input cause an error in the output with probability more than 0.1. For this, by Lemma
12, it is su7cient to show that for every x∈{0; 1}n the sum ∑i∈ Sx i is at most 1=20.
Fix x∈{0; 1}n and let us enumerate the elements of Sx according how they participate
in the Zj’s. We remark that (Z1 ∩ Sx; : : : ; Zl ∩ Sx) is a partition of Sx. We take the bits
in Zl ∩ Sx 8rst, the bits in Zl−1 ∩ Sx next etc., 8nally those bits in Z1 ∩ Sx (if there are
any) last. Elements in Zj ∩ Sx for a 8xed j are taken in an arbitrary order. This way
we enumerated: Sx = {k1; k2; : : : ; k|Sx|}.
For some 16i6|Sx| let Zj be member of partition into which bit ki belong. We
show that |Zj|¿i, which, by ki =1=100|Zj|2, implies that ki61=100i2.
Recall that the greedy algorithm selects Zj =X ∩ Sx′ with X = [1; n]\(∪j−1s=1 Zs) via
maximizing the size |X ∩ Sx′ | among all x′ ∈{0; 1}n. The fundamental observation is
that |X ∩ Sx|¿i, since k1; k2; : : : ; ki are in X ∩ Sx. Indeed, they are in Sx, but they are not
contained in Z1; : : : ; Zj−1, therefore they are contained in X . Thus |Zj|= maxx′∈{0;1}n
|X ∩ Sx′ |¿|X ∩ Sx|¿i.
The proof is now 8nished by observing that
∑
i∈Sx
i =
|Sx|∑
s=1
ks 6
∞∑
i=1
1
100i2
6 0:1:
5. Counterexamples and computer experiments
At the 8rst sight to this topic, one might propose several reasonable conjectures.
In this section we provide several counterexamples, which helps us to build right
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intuitions. Some of the counterexamples are easily constructed and veri8ed, some of
them are veri8ed by computer simulations. We wrote a C++ front end to CPLEX to
generate the linear programming instances. CPLEX is a linear programming package
sold by ILOG company.
A natural question is, whether the best construction is always a composition function.
As we saw in MAJ function, the answer is negative. Another question could be: can
the best solution always be achieved by integer solutions? If so, we lose nothing in the
linear programming approach. As we can expect, the answer is again negative. Notice
that a trivial fractional solution takes all F value to be 0:5 achieves (f; F; )= 0:5.
Now consider the AND function on two variables. We prove that Any integer approx-
imation of it is worse than 0:5.
Proposition 18. For any integer valued Boolean function F on two input bits,
(AND2; F; 0:4) ¿ 0:5:
Proof. Assume the contrary, there is a function F can do no worse than 0:5. We write
F(i; j) as Fij, it satis8es
0:36F00 + 0:24F01 + 0:24F10 + 0:16F11 6 0:5; (14)
0:24F00 + 0:36F01 + 0:16F10 + 0:24F11 6 0:5; (15)
0:24F00 + 0:16F01 + 0:36F10 + 0:24F11 6 0:5; (16)
0:16F00 + 0:24F01 + 0:24F10 + 0:36F11 ¿ 0:5: (17)
The four equations come from all four possible input for f, namely, (0; 0), (0; 1),
(1; 0), and (1; 1), respectively.
Consider the four F values F00, F01, F10, and F11. From (17) it is easy to see at
least two of them are 1; from (14) it is easy to see at most two of them are 1; so,
there are exactly two 1’s among the four. Go back to (17) again, F11 = 1, otherwise
(17) cannot be satis8ed by making any other two F values to be 1. Then, (16) implies
F10 = 0, and (15) implies F01 = 0, so the other 1 must be F00. However, in this case
(14) is not satis8ed.
By the same argument, we can show that the best integer approximation achieves
0:52, when it is the parity function or its negation. This example also shows that, if
we have one copy of each input, then compute f directly from the input bits may be
not the best solution to approximate f.
For two binary vectors x and y of length n, x6y if xi6yi for every coordinate i. A
binary function f is said to be monotone if f(x)6f(y) whenever x6y. At 8rst, one
might conjecture that the best solution F of a monotone function is also monotone. We
constructed the following counterexample, and used computer simulation to calculate
the solutions when  varies. It becomes clear that, if we do not have any restriction on
the monotone function f, it is quite possible that none of the best solution is monotone.
It will be interesting to study conditions for which the solution is monotone.
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Table 1
A monotone function
0000 0 0001 1 0010 0 0011 1
0100 0 0101 1 0110 1 0111 1
1000 0 1001 1 1010 0 1011 1
1100 0 1101 1 1110 1 1111 1
Table 2
A small part of the best solution F
F(y)= 1 0002 0002 0102 3012 2102
F(y)= 0 0022 1032 2202 3022 2202
Each column shows F is not monotone.
Table 3
A small part of the best solution for f(x1; x2; x3) = (x1 ∧ x2)∨ x3. The values are rounded
y 002 012 102 202 212 302 312
F(y) 1.00 0.84 0.67 0.00 1.00 0.08 1.00
The function shown in Table 1 is a monotone function. When l=3, our simulation
results show that the best solution is not monotone for  equals to 0:1, 0:2, 0:3, and
0:4. When =0:3, there are 106 pairs of vectors in the best solution F violating the
monotone property. Table 2 is a small part of the output.
This example also serves another purpose. It is an evidence that, there are many
fractional numbers in the best solution. This we believe is true for a general f. For
l=3, and =0:3, among all the 256 vectors, F does not take integer value on 10 of
them.
By observing the truth table of the function above, it is quite reasonable why the
best solution is not monotone. We can also show some similar yet smaller examples.
Consider the monotone function f(x1; x2; x3)= (x1 ∧ x2)∨ x3. Table 3 is a set of values
when l=3 and =0:3.
In all computer experiments, the best solution for FAN function and AND function
are exactly the same.
Here are some results for the FAN function on 5 variables, with 3 copies for each bit.
The results coincides with our theoretical result. The best solution is always monotone.
There is at most one point y0 where F(y0) is fractional. For small , the solution is
in lexicographical order (Table 4).
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Table 4
The best solution for FAN function on 5 variables
 y0 F(y0) Violation
0.1 12333 0.00406
0.2 12233 0.52638
0.3 11333 0.69614
0.4 11222 0.52307 02333, 03333
0.45 11123 0.07840 01233, 01333, 02223,
02233, 02333, 03333
There is a y0 where F(y0) is fractional. For =0:1, 0:2, or 0:3, the best solution is in lexicographical
order. For =0:4 or 0:45, there are y such that y 6L y0 and F(y)= 1, as listed in last column.
6. Conclusion
While we could determine l(f) and related quantities within a constant factor, it
is still open whether there is a 8xed c¿0 such that (f; l; )¿ctriv(f; l; ) for all f,
l, and . We also succeeded in determining Drandstat;0:05(f) (for the de8nition of D
rand
stat;0:05
see the previous section) within a constant factor. Our results have consequences on
randomized decision trees, such as:
Lemma 19. The randomized decision tree complexity of f(g1; : : : ; gn) is at most S(f)·
n times the maximal complexity of gi.
Since l(f) gives an equivalent de8nition for the log-sensitivity of f, we may ob-
tain a new approach to the sensitivity versus block-sensitivity question of Linial and
Rubinstein [15]. Several open questions on constructions for speci8c functions remain
unresolved, among which perhaps the most intriguing is: “Is the best construction for
the FAN function and AND function coincide”?
For further reading
[1,7,9,10].
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