In this paper we address the problem of nding the simulated system with the best (maximum or minimum) expected performance when the number of systems is large and initial samples from each system have already been taken. This problem will be encountered when a heuristic search procedure|perhaps one originally designed for use in a deterministic environment|has been applied in a simulationoptimization context. Because of stochasticity, the system with the best sample mean at the end of the search procedure may not coincide with the true best system encountered during the search. This paper develops statistical procedures that return the best system encountered by the search (or one near the best) with a prespeci ed probability. We approach this problem using combinations of statistical subset-selection and indi erence-zone ranking procedures. The subset procedures, which use only the data already collected, screen out the obviously inferior systems, while the indi erence-zone procedures, which require additional simulation e ort, distinguish the best from the less obviously inferior systems.
Introduction
Many of the current approaches to simulation optimization can be placed into one of two categories:
1. Asymptotically convergent search algorithms: These algorithms, encountered frequently in the academic literature, guarantee that the best system is returned 1 as search e ort goes to in nity. Restrictive conditions, however, can make them di cult to apply to a broad range of problems, and the amount of simulation e ort required to converge can be prohibitive.
2. Deterministic search algorithms applied to stochastic problems: These algorithms, which are widely implemented in commercial software packages, may provide good solutions, but may also provide misleading results because they frequently ignore stochastic variation and they provide no statistical guarantees.
While the rst approach guarantees to return the true best solution, the second approach does not. The aim of this paper is to \clean up" results generated by the second approach. Speci cally, we will develop methods that return the best system of all those systems visited by the search|or one within a user-speci ed distance of the best|with a pre-speci ed probability. Our goal is to deliver this statistical guarantee with as little additional simulation e ort as possible beyond what has already been expended in the search. This paper will not discuss methods for improving the search or generating new and better solutions. Rather, it will deal only with the problem of nding the best solution among those already visited by the search algorithm.
Implementation of this work in simulation-optimization software is described in Boesel, Nelson and Ishii (1999) . The procedures developed here may also be used independently of a search when there are a xed (and perhaps large) number of alternatives to compare. The present paper extends the results in Nelson, Swann, Goldsman and Song (1998) to make them useful for the optimization context.
The remainder of the paper is organized into four sections. Section 2 gives a brief overview of screening and selection procedures, and shows how they can work together to clean up after a search. The next two sections present distinct strategies for combining screening and selection. Section 3 describes a simple \restart" procedure that rst screens all systems visited by the search to remove the clearly inferior ones, then takes additional data on the survivors to select the best. An algorithm to nd the best sample size when using this procedure is given. Section 4 describes a procedure that sorts the systems by rst-stage (search) sample mean prior to screening, then screens and selects sequentially. An empirical evaluation and comparison of these approaches is provided in Section 5. The Appendix contains proofs of the validity of the procedures developed in the paper, as well as supporting procedures and results.
Background
We assume that a preliminary or rst-stage set of simulation output data generated by a search procedure is \dropped into our laps." Let k be the number of di erent systems in the data set, and let n 0i be the number of replications already performed on system i. Notice that we do not require equal rst-stage sample sizes, since a search procedure may revisit solutions or take di ering numbers of observations from them. Further, let X ij be the output from replication j of system i, which we assume are i.i.d. N( i ; 2 i ) random variables. Assuming normality is often reasonable when each replication output variable X ij is the average of a large number of more basic output variables; it may also be reasonable when X ij is a batch mean in a steady-state simulation, but we do not address that situation here. Systems are to be compared based on their true means, i , and we assume that larger i is better throughout this paper.
The rst-stage sample mean of system i is X Finally, let S 2 ri be the sample variance of system i based on a second, independent sample of size n ri . 3 2.1 Overview of Basic Methods
Screening
In many cases there will be systems visited by the search that are clearly inferior to others visited by the search. We will use a subset-selection procedure to screen out these clearly inferior systems. A subset-selection procedure returns a subset (whose size can be random or predetermined) that contains the best of the k systems with probability 1 ? . We propose the following procedure when the best system is the one with the largest true mean:
Screen-to-the-Best Procedure 1. Sample X ij ; i = 1; 2; : : : ; k; j = 1; 2; : : : ; n 0i , where the X ij are i. 4. Return I as the subset of retained systems.
In a single-stage subset selection procedure, such as this one, the number of systems included in the subset is random. If one is fortunate, the subset includes only a single system, the best. If one is unfortunate, the subset includes all k systems, and the procedure has not reduced the eld. Nelson et al. (1998) developed a single-stage subset selection procedure that permits unequal and unknown variances. Our Screen-to-the-Best Procedure extends their's to allow the unequal sample sizes that may be the result of a search.
A complete description of a slightly more general version of this procedure, and a proof of its validity, are included in the Appendix.
Selection
To choose the best system from among those systems that are not obviously inferior, we will employ a two-stage indi erence-zone ranking (IZ) procedure, which requires additional sampling of the competitive systems. Two-stage IZ procedures guarantee to select the best system with probability 1 ? whenever the best is at least a user-speci ed amount, , better than the others. If there are some near-best solutions within of the best, most two-stage IZ procedures will return the best or one of these near-best solutions. The user-speci ed quantity, , is called the indi erence zone, and it represents the smallest di erence worth detecting. In a typical IZ procedure, such as Rinott's (1978) procedure, the total sample size required of system i is: (1) where h 0 = h(k; 1 ? ; n 0 ) is a constant determined by k, the number of systems being compared; 1 ? , the desired con dence level; and n 0 ? 1, the degrees of freedom in S 2 0i . The constant h 0 increases in k, and decreases in and n 0 . Rinott's original paper assumed that the initial sample sizes were equal, but we have extended Rinott's procedure to allow unequal initial sample sizes.
Extended Rinott Procedure 1. Sample X ij ; i = 1; 2; : : : ; k; j = 1; 2; : : : ; n 0i , where the X ij are i.i.d. N( i ; 2 i ) random variables.
2. Set n min = min i fn 0i g.
3. Set h = h(2; (1 ? ) 1=(k?1) ; n min ). The validity of this extension is proved in the Appendix.
Remark: Notice that the constant h = h(2; (1 ? ) 1=(k?1) ; n min ) used to determine the second-stage sample size is based on the smallest of the rst-stage sample sizes. Further, it is not h 0 = h(k; 1? ; n min ), the standard Rinott constant for comparing k systems. We conjecture that the procedure is still valid if h is replaced by h 0 , but have been unable to prove this (unless all the n 0i are equal, in which case the proof is trivial). The constant h is in fact an upper bound on h 0 ; in the Appendix we show that it is a very tight bound, so little is lost in using h rather than h 0 .
Indi erence-zone ranking satis es our overall goal of nding the best or near-best system, but it may be statistically ine cient because it assumes that the systems' true means are arrayed in the \Least Favorable Con guration" (LFC). The LFC is the con guration of system means that would give a procedure the smallest probability of returning the statement \system i is the best" when system i is indeed the true best and is at least better than anything else. For IZ procedures, the LFC is typically the \slippage" con guration, which places the true mean of the best system exactly larger than the means of all the other systems. Of course, because Nature rarely (if ever) places systems in the LFC, 1 ? is a lower bound on the probability that the IZ procedure returns a true statement. This makes IZ procedures conservative. 6 2.1.3 Combining Screening and Selection Both subset-selection and indi erence-zone ranking procedures have shortcomings that hamper their usefulness in a simulation-optimization setting. As mentioned above, a single-stage subset-selection procedure requires no additional simulation e ort after the search has nished, but it may not eliminate many (or any) systems. On the other hand, an IZ procedure guarantees to return a single system within of the best with a prespeci ed probability, but it may require an enormous amount of additional simulation e ort to do so. As Equation (1) shows, N i , the total number of replications required for system i, can become quite large, especially if the 2 i are large and is small. For this reason, IZ procedures fare best when k, the number of systems in contention, is small. In our environment, however, we may have hundreds or thousands of systems to consider. The simulation e ort required to use an IZ procedure alone in such a setting quickly becomes prohibitive.
Fortunately, the two approaches (subset and IZ) can work together to deliver a single system that meets our indi erence and probability requirements with less simulation e ort than would be required by the IZ procedure alone (Nelson et al., 1998) . As mentioned earlier, the IZ procedures assume that the means of the competing systems are arrayed in the LFC. Even after the rst-stage data have been collected, the IZ procedures retain the LFC assumption, making no use of the information provided by the rst-stage sample means. This strict adherence to the LFC assumption makes the IZ procedures wastefully conservative. Combining a subset-selection procedure with an IZ procedure can reduce this e ort by using the rst-stage sample data to \screen out" clearly inferior systems. This makes the indi erence-zone procedure more e cient by reducing the number of systems on which additional sampling is required.
Unfortunately, even when we employ a screening procedure, the fact that we use the initial samples from our search in our IZ procedure means that the constant h used to determine N i , the total number of replications required of system i, still depends on the original value of k, the number of systems in contention before screening (this may not be obvious, but the conditional probability of selecting the best system, given it passed screening, depends upon whether or not the rst-stage data are retained). Thus, h remains large. Furthermore, when n 0i is quite small, h will also remain large.
If, however, we re-run the rst-stage samples of the M systems that survive screening, we can eliminate some of these problems. Restart allows us to use M, rather than the original k, in our determination of h. This could reduce h, perhaps dramatically. Furthermore, restarting gives us an opportunity to increase n 0i , which further reduces h. In many cases, the savings gained through these reductions in h more than o set the losses involved in re-running the rst-stage samples.
In the next two sections we describe procedures that employ various combinations of screening and selection. The rst section describes a simple screen-and-restart procedure, then proposes a method that takes advantage of the variance estimates from the discarded rst-stage samples to choose the size of the new rst-stage samples. The second section describes a procedure that does not re-run any rst-stage samples, but uses second-stage sample information from better systems to increase the chance that they will screen out inferior systems.
3 Combination of Screen, Restart, and Select
The combined procedure presented below is simple and statistically valid; it employs a subset-selection procedure to screen out inferior systems, then employs an independent IZ procedure on the survivors by taking a new rst-stage sample from each. 
where h = h(2; (1 ? 1 ) 1=(M?1) ; n min ) is Rinott's (1978) constant with k = 2, condence level (1 ? 1 ) 1=(M?1) , and rst-stage sample size n min = min i2I fn ri g.
6. Take N i ? n ri additional observations from each system i 2 I.
7. Of the M surviving systems, select as best the system i with the largest overall sample mean X
Although the restart procedure has easily provable statistical properties, it is unfortunate that it discards data. If the initial sample size is large or if the screen fails to eliminate many systems, re-running the initial samples becomes wasteful. Nelson et al. (1998) developed a provably valid screen-and-select procedure, which we will call the Screen-and-Continue procedure, that does not require restart. Unfortunately, the validity guarantee for the Screen-and-Continue procedure requires that the critical value h be determined as though all k systems remain in contention, rather than just the M that survive screening. In the empirical study in Section 5 we compare these two approaches.
Remark: We also considered a procedure that postpones the choice between ScreenRestart-and-Select and Screen-and-Continue Procedures until after we have observed the rst-stage data. Under this choice procedure, Restart is chosen only if it results in a smaller (estimated) total expected number of replications than Screen-and-Continue. The choice boils down to the following: Does the reduction in h (due to screening out systems) under Restart make up for the cost of re-running the initial samples for the survivors? Although this procedure sounds questionable, in the Appendix we prove that PrfCSg 1 ? 3 =2, where \CS" is the event of correctly selecting the best system. Unfortunately, our empirical results suggest that PrfCSg < 1 ? (but 1 ? 3 =2 ) when systems are arrayed in the LFC.
Setting the Initial Sample Size Under Restart
Restart provides an opportunity to reduce a system's total required sample size by increasing its initial sample size. Recall that n 0i is system i's initial sample size as a result of the search, and n ri is i's initial sample size in the new sample. Under our procedure, the total required sample size for system i (after discarding the rst n 0i replications) is N i = max The critical value, h, which helps to determine the total sample size, N i , decreases as the initial sample size increases. The impact on N i is illustrated in Figure 1 , which plots N i as a function of n ri for k = 25 and 1 ? = 0:95 for a xed value of (S ri = ) 2 = 1. This gure suggests increasing n ri , at least up to a point, to decrease N i . Of course, if n ri is increased too much, it will exceed l (hS ri = ) 2 m , which defeats the purpose. Given that we have seen the results of the rst-stage sample, how might we use that information to better set n ri ? Suppose we take a simplistic view, by assuming that the e ects of rounding are negligible and that S 2 ri = S 2 0i , where S 2 0i is the sample variance of the initial rst-stage sample and S 2 ri is the sample variance of the restart rst-stage sample. Let h (n ri ) represent h as a function of n ri for xed values of k and . Notice that N i is minimized at the point where
The graphical analysis of Figure 1 applies only to setting n ri for a single system; in our context the decision on how to set n ri will be complicated by the fact that we have many systems with unequal variances. Although initial sample sizes need not be equal for an IZ procedure to be valid, h is set according to the smallest n 0i . Clearly, then, if one system is given a small initial sample size, the bene t of giving other systems greater initial sample sizes is diminished. For this reason, we set a single n r for use by all systems under restart. To nd the single best n r , we will take advantage of the fact that the line N i = n r is convex, and our conjecture that h (nr) is convex. 1 If our conjecture is correct, then (h (nr) S ri = ) 2 would also be convex. Therefore, the upper envelope Although we were unable to prove the convexity of h (nr) , we believe that it is true based on extensive graphical analysis.
is convex as well. Thus, we can use a search procedure such as the Golden-Section method (Bazaraa, Sherali, and Shetty, 1993) to nd the minimum.
The Golden-Section method is an iterative search procedure that narrows a minimumcontaining interval with each iteration. We chose this method because it requires only function evaluations (not hard-to-calculate derivatives) and because we only need to narrow the minimum-containing interval to a width of one (since we only consider integer values of n r ). We defer discussion of a method for selecting n low , n high ], the minimumcontaining interval needed to start the Golden-Section method, to the Appendix.
Suppose we drop the assumption that S 2 ri = S 2 0i , and assume instead that we estimate the true variance 2 i perfectly in the initial sample (that is, S 2 0i = 2 i ). Therefore, we have perfect information to use for setting the value of n r , but the actual results we obtain are again random. Under this assumption we seek to minimize E(N i ). value of ( i = ) 2 = 1. The plots reveal that E(N i ) decreases rapidly as n r rises from very low values, and remains relatively at until n r begins to overtake E(N i ). This atness is encouraging from an implementation standpoint because its suggests that the penalty for being wrong|that is, setting n r too high or too low|is not great. Furthermore, the plot shows that q Var(N i ) decreases in n r . Because we are restarting, the validity of carefully selecting n r is not in question. The amount of simulation e ort saved, however, is less clear. We conjecture that the biggest gains will come when there are a large number of widely spaced systems and initial samples are small. In a search setting, we are very likely to encounter problems of this kind. Section 5 provides empirical results that illustrate the performance of the Screen, Restart and Select Procedure. 14 4 Sorting and Group Screening Nelson et al. (1998) describe and prove the validity of a Group-Screening procedure that uses second-stage sample information to screen out inferior systems. Using this information provides a tighter screening procedure than if only rst-stage information were used, which means that more systems are eliminated, potentially reducing the total simulation e ort required. A modi ed version of this procedure is presented below; it di ers from the one presented in Nelson et al. in the following ways:
Initial sample sizes, n 0i , can vary from system to system.
Systems that have been eliminated by screening nevertheless continue to act as screeners against subsequent systems.
The indi erence zone, , is incorporated only in the IZ procedure, not the subset selection procedure (as Nelson et al. do) . Including in both procedures hampers our ability to be sure that the system with the best sample mean is within of the system with the best true mean.
We then extend this procedure by reordering the systems prior to screening, which greatly enhances the e ectiveness of the screen in many cases. To set up the procedure, let G 1 ; G 2 ; : : : ; G p be groups of systems such that G 1 G 2 G p = f1; 2; : : : ; kg, G i \G j = ; for i 6 = j, and jG i j 1 for all i. At the`th step in the experiment, the systems in G`will be screened with respect to each other and all systems from previous groups. However, some of the systems retained from previous steps have already received second-stage sampling, so screening is based on I new is the set of newly screened systems that survive the screen, and J new is the set of newly screened systems that are screened out of contention. 5. Select as best the system i 2 I p with the largest overall sample mean X (2) i .
In the Appendix, we prove that Pr fCSg 1 ? whenever k] ? k?1] under this modi ed procedure.
In Nelson et al., the authors point out that if the procedure happens to encounter a system with a good sample mean early in the process, that system will likely receive second-stage sampling and act as a very tough screen, eliminating many inferior systems. Eliminating these additional systems will reduce the total simulation e ort required.
Our setting di ers slightly from that envisioned in Nelson et al. in that we assume that the rst-stage samples from all of our systems are available at the same time. This allows us to sort the systems from best to worst based on rst-stage sample means. So, rather than hope that the procedure happens to encounter a good system early, we can cause the procedure to encounter a good system early by sorting. We need to make only two changes to the modi ed Nelson et al. Group-Screening Procedure presented above: set group size to one, and sort all the systems by rst-stage sample mean. We call this the Sort-and-Screen procedure. In the Appendix, we prove the validity of sorting when group size is one. We conjecture that sorting is also valid for group sizes other than one. Our empirical results show that sorting can greatly reduce the simulation e ort required, while maintaining PrfCSg 1 ? .
Empirical Evaluation
We conducted an extensive empirical evaluation to compare the procedures introduced in this paper to existing procedures and to each other. The systems are represented as various con gurations of k normal distributions. We evaluated the procedures on di erent variations of the systems, examining factors including the indi erence zone, ; the number of systems, k; and the con guration of the means, i , and the variances, 2 i , for i = 1; 2; : : : ; k.
In the rst set of experiments, the following three procedures are compared: the Screen-and-Continue Procedure, as described in Nelson et al. (1998) ; the Screen, Restart and Select Procedure, with the initial sample size under restart held constant, as described in Section 3.1; and the Screen, Restart and Select Procedure with the initial sample size under restart chosen using the variance information gained during the screening stage, described in Section 3.2. In the second set of experiments, the Sort-and-Screen procedure is compared to the Modi ed Group-Screening Procedure without sorting (both described in Section 4). The third set of experiments compared the Screen, Restart and Select Procedure to the Sort-and-Screen Procedure.
Experiment Design
In all cases, the best system was system 1 and its true mean was set to 1. To examine a di cult scenario for the screening procedures, the slippage con guration (SC) of the means was used. In the SC, the mean of the best system was set exactly one indi erence zone, , above the other systems, and all of the inferior systems had the same mean.
To investigate the e ectiveness of the screening procedure in removing non-competitive systems, monotone decreasing means (MDM) were also used. In the MDM con guration, the means of all systems were spaced evenly apart. The size of the spaces between systems were set at = where = 1; 2; 3.
To gauge the e ects of sorting by rst-stage sample mean, we performed experiments under two di erent orderings of the means. In one set of experiments we ordered the systems from best to worst, to see how the non-sorting procedure (Modi ed Group-Screening) would perform under the most fortunate circumstances. In another set of experiments we ordered the systems from worst to best, to gauge the performance of the non-sorting 18 procedure under the most unfortunate circumstances.
In some cases the variances of all systems were equal ( 2 i = 1), while in others they di ered. For each con guration, we examined the e ects of equal and unequal variances on the procedures. In the unequal variance case, the variance of the best system was set both higher and lower than other systems. In the SC, 2 1 = 2 , with = 0:5; 2 where 2 is the common variance of the inferior systems. In the MDM con gurations, experiments were run with the variance directly proportional to the mean of each system, and inversely proportional to the mean of each system. Speci cally, 2 i =j i ? j +1 to examine the e ects of increasing variance as the mean decreases, and 2 i = 1=(j i ? j +1) to examine the e ect of decreasing variances as the mean decreases (since 1 = 1, the smallest means are negative, but have large absolute values).
In the Restart experiments, 1000 macroreplications (complete repetitions of the entire experiment) were performed for each con guration. In the Sorting experiments, 500 macroreplications were performed.
In all experiments, the nominal probability of correct selection (PCS) was 1? = 0:95. If the procedure's true PCS is close to the nominal level, then the standard error of the estimated PCS, based on 1000 macroreplications, is near q 0:95(0:05)=1000, which is approximately 0.0069. The standard error of the estimated PCS based on 500 macroreplications is near q 0:95(0:05)=500, which is approximately 0.0097. Since we are guaranteed that PCS 1 ? for normally distributed data, we want to examine how close to 1 ? we get. If PCS 1 ? for all con gurations of the means, then the procedure is overly conservative.
The rst-stage sample size was set at n 0 = 10. The number of systems in each experiment varied over k = 2; 5; 10; 25; 100; 500.
Summary of Results
Before presenting speci c results, we brie y summarize what was observed from the entire empirical study.
In the Restart experiments, we compared three procedures: Screen-and-Continue with no restart (NR), Restart with n 0 control (RW), and Restart without n 0 control (RW/O). In all but two instances, RW was more e cient than RW/O, often substantially so. When RW/O was better, it was only slightly better than RW. This suggests that our procedure for nding the best n r under restart is useful, but could be improved somewhat.
The NR procedure was often more e cient than the RW/O procedure when the number of systems, k, was 2, 5, or 10. The RW/O procedure was clearly better than the NR procedure when k 25. The RW procedure was almost always more e cient than NR for k 5; even when k = 2, RW was more e cient than NR in about half of the trials.
Despite the improvements gained by adjusting n r under restart, this procedure is still conservative; while the nominal PCS was 0.95, the actual PCS was rarely less than 0.99 unless the systems were in the slippage con guration. Under the slippage con guration, the actual PCS was usually between 0.97 and 0.99. The only exception was the RW procedure for k = 500 in the common variance case (PCS = 0.963) and the case where the inferior systems had smaller variance than the best (PCS = 0.951).
In the Sorting experiments, we compared three procedures: the Sort-and-Screen Procedure (S); the Modi ed Group-Screening Procedure with group size of one and no sorting (NS); and Rinott's Procedure with no screening. The di erences were dramatic; S was vastly superior to NS when the means were encountered in an unfavorable sequence. When the means were encountered in a favorable sequence (true best system rst), the e ciencies of S and NS were about the same, although sometimes (for k = 500) NS was somewhat more e cient than S. We conjecture that the reason is that S sorts by rststage sample mean, and this may sometimes place poorer screeners rst, while NS always used the true best as the rst screener. Rinott's procedure was more e cient than S only when the number of systems was small k = 2; 5; that is, when the number of systems eliminated by screening could not make up for splitting into =2 for screening and =2 for selection.
Comparing RW to S and NS yields interesting results. In our experiments, RW was typically better than both S and NS. One could imagine that if the initial sample size, n 0 , were much larger than 10 that this would not be the case. On the other hand, if n 0 were smaller, then RW may look stronger yet.
We will not present comprehensive results from such a large simulation study. Instead, we present details of some typical examples. The performance measures that we estimated in each experiment include the probability of correct selection (PCS), the average number of samples per system (ANS), and the percentage of systems that received second-stage sampling (PSS). Notice that PSS is a measure of the e ectiveness of the screening procedure in eliminating inferior systems.
Restart Experiments
In these experiments we compared NR (screening, but no restart) to RW (restart with n r control) and RW/O (restart without n r control). Our ndings can be divided into four categories:
1. SC, many systems: In this case, RW/O was about as e cient as NR, but RW was about twice as e cient.
2. SC, few systems: The e ects of restart and adaptive sample sizing were mixed.
3. MDM, many systems: Both RW and RW/O dominated NR, and RW tended to be better than RW/O.
4. MDM, few systems: RW was somewhat better than NR, but NR was better than RW/O. Tables 1 and 2 show some of these results. When considering these results, one should keep in mind that the adaptive procedure for nding a good initial sample size under restart takes time, as the constant h must be obtained for a number of di erent values of n r to solve the optimization problem. Tables 3 and 4 show that NS (no sorting) can be disastrous if variances are high and the procedure happens upon a poorly sequenced group of systems. It should be noted, however, that the NS procedure can perform group screening with group size greater than 1, instead of individual screening, which might make it perform better. Empirical results in Nelson et al. (1998) point out that larger groups reduce the penalty for discovering the best system last. On the same problem, Rinott's procedure (without any screening) had an ANS of 44,909 and a PCS of 1.00.
Sorting Experiments
As Table 3 shows, sorting caused most of the inferior systems to be screened out even in the unfavorable sequence (PSS = 2%). This was doubly helpful because under this con guration the solutions with inferior means also had high variance. In Table 4 , the inferior systems had much smaller variance, so their elimination had less of an impact. On the same problem, Rinott's procedure (without any screening) had an ANS of 22 and a PCS of 1.00 (the order in which the systems are encountered has no a ect on Rinott's procedure).
A Comparison of Sort-and-Screen to Restart
In the previous sections we compared the Sort-and-Screen (S) to the Modi ed GroupScreening procedure without sorting (NS). Typically S is the better of the two procedures. We also compared the Screen-and-Continue procedure without restart (NR) to both the Restart Procedure without adaptive n r control (RW/O) and the Restart Procedure with adaptive n r control (RW). Of these three procedures, RW seems to be the best. Now, we As one would expect, S, which uses second-stage sample information in screening, has a lower PSS than RW. This extra screening power, however, did not make up for the savings the restart procedure gained by lowering h, so RW had the lower ANS.
Of course, for the con guration used for Table 5 , screening out inferior systems is not such a tough job, so the extra screening power of S is not as critical. If we look at a similar, but more tightly spaced ( = 3 rather than = 1) and highly variable con guration, the situation is less clear cut (see Table 6 ).
There are several factors at play here, and we could devise a con guration in which one or the other procedure would be better. For instance, if rst-stage screening is easy, then the additional screening power of S is not as useful. On the other hand, if regular rst-stage screening is much less e ective than second-stage screening, then restarting will be a waste. One should also note that RW is a bit slower to execute than S, so if two procedures have equal ANS, S will be faster. Of course, RW could be improved with a better, and faster, way to determine the initial sample size under restart. Table 6 : Sort-and-Screen vs. Screen-and-Restart with adaptive sample sizing. The systems are in the MDM con guration, = 3 and variance increases as system mean decreases ( 2 i = j i ? j + 1 for all i). k = 2 k = 25 k = 500 Sort Restart Sort Restart Sort Restart ANS 104 120 407 254 102 128 PSS 97% 98% 66% 80% 5% 10% PCS 1.00 1.00 1.00 1.00 1.00 1.00 6 Conclusions Our work is motivated by the fact that the demand for, and subsequent creation of, commercial simulation-optimization software is racing ahead of the supporting theory. In an ideal world, this software would be based on provably convergent algorithms that nevertheless provide good performance and precise statistical guarantees in nite time. However, since such algorithms do not yet exist for general classes of problems|and practitioners rarely have the time to gure out what \class" of problem they have|the commercial software is typically based on heuristics that have good empirical performance in di cult deterministic optimization problems. Such algorithms aggressively search the solution space, and may uncover a number of good solutions. Our goal is to provide some statistical support for the solution that is ultimately selected with little additional simulation e ort beyond what has already been expended by the search. Speci cally, we guarantee that the solution selected is the best, or near best, of all those visited by the search. This is less than the global guarantee that we desire, but much more than provided by commercial products. And our procedures are independent of the search algorithm that was employed.
The results of our empirical study show that the Restart Procedure with adaptive sample-size control (RW) typically outperformed the Restart procedure without adaptive control (RW/O) and the Modi ed Group-Screening Procedures (with and without sorting). In our studies the rst-stage sample size was n 0 = 10, but in a simulationoptimization setting, when a search procedure visits a large number of di erent solutions, n 0 may be much smaller. This could strengthen Restart's advantage, although if n 0 is too small a poor variance estimate could mislead the sample-size optimization. Restart still has the unappealing feature of discarding the initial rst-stage data, but using the initial rst-stage variance information (and the Golden-Section method) to adaptively set the restarted rst-stage sample size, n r , ameliorates this drawback. Furthermore, the slowness of Restart's current method for nding a good n r could be improved through use of approximations for h.
Of course, while RW is typically better, if one faces high-variance, closely-spaced systems, and a large number of initial replications, then the Sort-and-Screen procedure should prove superior.
The choice procedure, mentioned in Section 3.1, delays the choice between the Restart and the Screen-and-Continue Procedures until after the rst-stage data have been examined. Unfortunately, the price of keeping this option open is a slightly degraded PfCSg. Still, if one has no inkling about the environment before examining the rst-stage data, then the choice procedure may be worth considering.
Appendix
This appendix is divided into seven sub-sections. In the rst two sections we prove the validity of the Screen-to-the-Best Procedure and Extended Rinott's Procedure; in both cases the extensions are to allow unequal initial sample sizes, n 0i . The third section establishes the validity of the Screen, Restart and Select Procedure. The fourth section shows how we select n low ; n high ] to start the Golden-Section search described in Section 3.2. The fth and sixth sections prove the validity of the modi ed Group-Screening Procedure and sorting variation, respectively. The seventh and nal section provides a lower bound on the probability of correct selection if we choose between Restart and Screen-andContinue after seeing the rst-stage data.
The following lemmas are used in proving the validity of the Screen-to-the-Best Procedure and the Group-Screening Procedure.
Lemma 1 (Banerjee 1961) Let 7.1 Screen-to-the-Best Procedure
We rst present a generalization of the Screen-to-the-Best Procedure that permits an indi erence zone, , to be included in the selection criteria, then prove the validity of the general procedure. As a special case, the procedure is valid when = 0, which is the version presented in Section 2.1.1.
1. Sample X ij ; i = 1; 2; : : : ; k; j = 1; 2; : : : ; n 0i , where the X ij are i. : (5) To simplify notation, let
Using the symmetry of the normal distribution, we can rewrite the right-hand side of (5) as
The inequality leading to (6) 
where the rst inequality follows from Slepian's inequality (Tong, 1980) , since Cov Z i ; Z j ] 0, and the second inequality follows from Lemma 2, since PrfZ j Q j g is increasing in Q j , and Q j is increasing in S 2 01 ; S 2 02 ; : : : ; S 2 0k . To complete the proof, we attack the individual product terms in ( 
where Y i (df) are independent 2 df random variables for i = 1; 2; : : : ; k, and h = h(2; ( 1 ? ) 1=(k?1) ; n 0 ). Following steps analogous to Rinott, we can show that under our modi ed procedure, where each system i may have a di erent initial sample size n 0i 2,
where n 0k is the initial number of replications performed on the best system. Recall that in our procedure h = h(2; (1 ? ) 1=(k?1) ; n min ) where n min = min i fn 0i g. To prove the validity of our procedure, we need to show that (10) 1 ? . Before we can show this, however, we need to prove a lemma that depends upon the following de nitions and theorems from Shaked and Shanthikumar (1994) . Let X and Y be random variables.
De nition: Let a(x) be de ned on I, where I is a subset of the real line. 
where S ? y 1 ; y 2 ; : : : ; y m ] is the number of sign changes of the indicated sequence, zero terms being discarded, and the supremum in (11) is extended over all sets x 1 < x 2 < < x m such that x i 2 I and m < 1.
Theorem 2 (Shaked and Shanthikumar, 1994 With these theorems and de nitions in hand, we will prove the following lemma:
Lemma 3 Proof: A random variable that is chi-squared with r degrees of freedom has the same distribution as the sum of the squares of r independent standard normal random variables. Since the function outside of the brackets is a chi-squared density, it is always positive. The term inside the brackets is positive at x = 0, is decreasing for x > 0, and must eventually fall below zero. Now since , the c.d.f. of the standard normal distribution, is concave increasing on the interval (0; 1), the de nition of increasing concave ordering gives the desired result where the last inequality follows because of the way we choose h.
Remark: Rinott also proved (9) for h 0 = h(k; (1 ? ); n 0 ), which is slightly smaller than our value, h = h(2; (1 ? ) 1=(k?1) ; n 0 ). While we conjecture that (10) is true for this smaller h 0 , we were unable to prove it. As Figure 3 illustrates, however, the di erence between these values is small, about 2%{3% for k 100.
Validity of Screen, Restart and Select
Theorem 4 For the procedure described in Section 3, PrfCSg 1 ? whenever k] ?
.
Proof: The Screen, Restart and Select procedure will attain a correct selection if the true best system survives the screen and has the largest overall sample mean of the survivors. Let X (n) i] be the n th -stage sample mean of the system whose true mean is the ith smallest 1-alpha = 0.90 This was done for the case (a; b) = (1; 1) in the proof of the Screen-to-the-Best Procedure with unequal sample sizes. The proof for the (1; 2) case follows exactly the same steps.
Critical to the proof is that W ij is based only on the rst-stage sample variances, S 2 i0 , because S 2 i0 is independent of both the rst-and second-stage sample means. The inequality holds because for any rank of k], the probability of surviving screening is not increased by forcing k] to be encountered last, and if k] is always encountered last then this is equivalent to the event E without sorting.
Lower Bound on PCS Under Choice Procedure
Suppose that, after screening, we use the rst-stage data in conjunction with some decision rule to determine which sub-procedure, Restart or Screen-and-Continue, to pursue. Below, we will prove that under this choice procedure PrfCSg (1 ? 0 ) (1 ? 2 1 ), where 1 ? 0 is the con dence level used in the screening phase, and 1 ? 1 is the con dence level used in the selection phase. For notation, let B be the event that the best system survives screening, while D R is the event that the decision rule|whatever it is|favors restart. A \bar" over an event indicates its complement. Let the subscript C indicate probabilities computed under the assumption that we always continue, while R indicates probabilities computed under the assumption that we always restart.
Using this notation, we can write the probability of a correct selection under the choice procedure, given that the best system survives screening, as PrfCSjBg = Pr C fCSjB; D R g Prf D R g + Pr R fCSjB; D R g PrfD R g: (28) First, we will nd a lower bound on Pr C fCSjB; D R g Prf D R g. We know from Nelson et al. (1998) that the probability of selecting the best in the Screen-and-Continue procedure, given that the true best survives screening, is greater than 1 ? 1 . In our notation, 
We know that under restart, if the best survives screening, the probability of success is greater than or equal to 1 ? 1 , regardless of the outcome of the decision rule. 
