


































































































Ƹ݁ ൌ ݕ െ ܣߦመ
ൌ ݕ െ ܣሺܣ்ܲܣሻିܣ்ܲݕ
ൌ ܣߦ ൅ ݁ െ ܣሺܣ்ܲܣሻିܣ்ܲሺܣߦ ൅ ݁ሻ
ൌ ݁ െ ܣሺܣ்ܲܣሻିܣ்ܲ݁ ൌ ܴ݁
Thisrewritinginvokesapropertyofgeneralizedinverses(cf.Koch1999).Risknownasthe
redundancymatrix.Thedispersionoftheresidualsreads

























































ሺ݊ െ ݍሻݐ௡ି௤ିଵଶ ሺߙȀʹሻ


































ߙԢ ൌ ͳ െ ሺͳ െ ߙሻ௡
SinceĮissmall,wegetĮ‘§nĮ.Thisisaccountedforbycomputingthecriticalvalueceitherby






ሺ݊ െ ݍሻݐ௡ି௤ିଵଶ ሺߙԢȀሺʹ݊ሻሻ
























ܣ௖ ؔ ሼ݁ א ܧ௡ǣݓሺ݁ሻ ൏ ܿሽ
Theprobabilityofw(e)<cisthesameasofeגAc.ThereforevaluesofthecdfFwcanbecomputedby






















































































































































































































































































































































































































































































































7 2.69 2.34 2.31 2.34 2.36
12 2.87 2.68 2.68 2.67 2.68
17 2.97 2.83 2.82 2.84 2.84
22 3.05 2.94 2.91 2.94 2.93
27 3.11 3.02 3.02 3.03 3.01
32 3.16 3.07 3.06 3.08 3.08
37 3.20 3.12 3.11 3.12 3.12
42 3.24 3.17 3.16 3.15 3.17
47 3.27 3.20 3.21 3.21 3.21

















7 1.41 1.41 1.41 1.41 1.41
12 1.95 1.94 1.94 1.94 1.94
17 2.26 2.24 2.25 2.24 2.24
22 2.46 2.44 2.44 2.45 2.43
27 2.60 2.59 2.58 2.59 2.58
32 2.71 2.68 2.69 2.68 2.69
37 2.80 2.78 2.78 2.78 2.77
42 2.87 2.85 2.85 2.84 2.85
47 2.93 2.91 2.90 2.91 2.91















































































Ƹ݁ ൌ ܴ݁.NotethatRmustbecomputedonlyonce.IntheworstcasethatR isadense(notsparse)
matrix,weneed2n²floatingpointoperationsfor Ƹ݁ ൌ ܴ݁.Thecomputationoftheteststatistichas
onlyO(n)operations.SortingthevectorofteststatisticstypicallyrequiresO(nlogn)operations.Ifnis
large,onlytheevaluationof Ƹ݁ ൌ ܴ݁withdenseRdeservesconsideration.
IfweassumeaGaussMarkovmodelwithn=1000unknownsandm=20000MonteCarloexperiments,
thisamountsto4ͼ1010floatingpointoperationsforonlytheevaluationof Ƹ݁ ൌ ܴ݁.Forexampleona
commonIntelCorei7processorwithupto100GFLOPSthiscomputationtakeslessthanasecond.In
generalwecanexpectthatminorchangesofthefunctionalandstochasticmodelmaynotchange
theimprovedcriticalvaluesconsiderably.
Hencewearenotoverwhelmedwithcomputationalworkload.Alsorememberthat(21)canbe
evaluatedefficientlyforasequenceofvaluesDinparallel.
15 MonteCarlobaseddatasnooping
Wemakeastatementconcerningtheuseoftheapproachproposedin(Lehmann2010)and
(LehmannandScheffler2011)called“MonteCarlobaseddatasnooping”andshowhowitrelatesto
thesubjectofthispaper.Itfindstheoptimumleveloferrorprobabilityɲasfollows:foranumberof
triallevelsɲi,i=1,…,Mtheposteriorvarianceoftheestimatedparametersiscomputedandthe
optimumɲ*,i.e.thevalueɲi,forwhichtheposteriorvarianceoftheestimatedparametersis
minimum,isselectedandpossiblyrefinedbysomeinterpolation.Misachosenintegerlargeenough
astoensurefindingtheoptimumɲ*.Itissuggestedtouseageometricprogressionlikeɲi=2Ͳ2Ͳi,
i=1,…,7.Onecanevenusethetrialcriticalvaluesci,i=1,…,Minsteadoferrorlevelsfindingthe
optimumc*inthesameway.Inthiscaseciisnotcomputedinanywayfromɲiby(14)or(15).
ThereforeMonteCarlobaseddatasnoopingdoesnotrequiretheimprovedcriticalvaluesderived
here.Computationtimecannotbesavedhowever,becauseMonteCarlobaseddatasnoopingisalso
moderatelytimeͲconsuming.
14 Conclusions
Theimprovedcriticalvaluespromisedbythetitleofthispapercannotexactlybelistedinatableas
intheclassicalcase,seee.g.(Pope1976).Thiswouldonlybepossibleinspecialcases,see(Lemeshko
andLemeshko2005).Theydependmoreorlessonthefunctionalandstochasticmodel.Allthatcan
begivenisaprocedurehowtocomputetheimprovedvaluesforeachmodel.
Theimprovedcriticalvalues(21)arealwayssmallerthanthecriticalvalues(14),(15)usedsofar.This
meansthatinthecaseofnooutliersitislesslikelythatextremenormalizedorstudentizedresiduals
getverylargethanpredictedbytheclassicalapproachofsection4.E.g.ifH0istrueandisrejected
againstHA(1)itismorelikelythatitisrejectedalsoagainstHA(2)etc.becausetheteststatisticsare
correlated.Thismakestheapproximation(13)relativelycoarse.
Letusconsiderthecaseofiterativeoutlierelimination,i.e.aftereachdetectedandeliminated
outlierthemodelisreprocessedandtheoutlierdetectionisrestarted.Thisisastandardprocedure
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inGeodesy.Itisobviousthatwiththeimprovedcriticalvalueswegetthesamesequenceofoutliers
asintheclassicalapproachofsection4.Itonlytruncatesatalatercycleofiteration.Inotherwords,
wegetthesameoutliersaswiththeclassicalapproachandalargerleveloferrorprobabilityɲ.
However,itisnoteasytoderivethislargerɲsomehowfromthevalueɲusedbefore.
FinallywesuggestapplyingMonteCarlomethodsalsoinotherfieldsofoutlierdetection.E.g.there
areteststatisticsforoutlierdetection,whichdonotevenapproximatelypermitananalytical
derivationofarelatedcdf.ThereforesuchteststatisticshavenotyetbeenusedinGeodesy.Asan
examplewementionthekurtosisofthenormalizedresiduals(cf.Vermaetal.2008),whichisableto
detectmultipleoutlierswithouttheneedtoapriorispecifythem.UsingtheMonteCarlomethod
criticalvaluesforsuchteststatisticscanbecomputedinthesamewayasfortheextremeresiduals.
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