T his current study contributes to the development of the focused identifi cation of germplasm strategy (FIGS) methodology (Mackay and Street, 2004) . The overall goal of this new trait mining strategy for selection of germplasm is to improve access to relevant information and thus the usability of plant genetic resources conserved by ex situ gene banks worldwide. The application of multilinear data analysis and multiway methods for ecogeographic data on plant genetic resources is introduced here for the fi rst time. The target of this current study is to calibrate a computer simulation model to predict morphological traits in Nordic barley landraces. Ecogeographic data from the landrace location of origin is used to calibrate the computer model. The novel trait mining strategy is here demonstrated and developed further as a method for targeted selection of genebank accessions. Trait mining is presented as a complement and an alternative to the established core subset selection strategy (Frankel and Brown, 1984) . In this study, modern multilinear data analysis methods (multiway data arrays, parallel factor analysis [PARAFAC], and N-PLS regression) are used to calibrate a computer model for the prediction of traits in Nordic barley landraces. The goal of the model calibration is to predict the unknown trait expression from the environmental profi le for a number of crop landraces. The ultimate goal is to rank a large
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Predictive Association between Trait Data and Ecogeographic Data for Nordic Barley Landraces
Dag Terje Filip Endresen* ABSTRACT Focused Identifi cation of Germplasm (FIGS) is a new method to select plant genetic resources for the improvement of food crops. Traditional cultivars (landraces) and crop wild relatives (CWR) provide a valuable source for novel alleles in crop improvement programs, but conserved landraces and CWR often lack important documentation. Genebank collections worldwide provide ready access to plant genetic resources including online documentation. However, incomplete documentation, and in particular the lack of relevant characterization and evaluation data (traits), often limit the efficient use of plant genetic resources. This current study demonstrates how trait mining with the new FIGS method can be used to predict missing trait information for landraces. Ecogeographic data from the location of origin for 14 Nordic landraces of barley (Hordeum vulgare L.) was successfully correlated to morphological traits using a modern multilinear data modeling method (multilinear partial least squares [N-PLS] ). This result suggests that trait mining can effi ciently be used as a targeted germplasm selection method and complement or replace the current core selection method in situations when the requirements for the trait mining method are fulfi lled.
number of crop landraces (conserved by ex situ crop genebanks) based on the predicted trait expression, to extract a reduced subset of samples. The fi nal number of samples in the subset is chosen depending on the capacity for the planned fi eld trial experiment.
Genetic Bottleneck during Domestication
As described, for example, by Tanksley and McCouch (1997) , potentially economically valuable alleles were lost during the early crop domestication process. It is likely that a similar loss of some potentially economically valuable alleles also occurred during the cultivation process from the early primitive cultivars and landraces to modern cultivars (Gepts, 2006) . Van de Wouw et al. (2010) argue that it was the switch from landraces to modern cultivars that caused most of this reduction in crop genetic diversity, and that crop genetic diversity in modern cultivars seems to be stable. Kolodinska Brantestam et al. (2003 Brantestam et al. ( , 2004 Brantestam et al. ( , 2007 reached similar conclusions for Nordic crop genetic diversity in barley. This study focuses on the improved access and utilization for traditional cultivars (landraces) as a source of novel alleles for crop improvement and future food security.
Core Selection Strategy
The increasing size of ex situ collections of plant genetic resources and the limited funds available for activities to develop characterization and evaluation data was early identifi ed as a limitation to the use of germplasm collections (Frankel and Brown, 1984) . The most common approach to identify traits for germplasm in crop genetic resources collections is to screen the available genebank samples in a fi eld trial (Frankel, 1989; Frankel and Bennett, 1970) . Most often the available relevant germplasm samples are much more abundant than the capacity of the fi eld trial experiment. The limitations include both the human capacity to perform the fi eld observations (manpower), as well as the limited size of the experimental fi eld (land area). A typical example could be a plant breeder with the capacity to screen a few hundred germplasm samples, but presented with several hundred thousand relevant genebank germplasm accessions (Bouhssini et al., 2009) . A common solution is to calculate a reduced set or a so-called "core selection" (Frankel, 1984) . The core selection method aims to obtain a subset with minimum similarity between the entries to preserve the widest possible genetic diversity (van Hintum et al., 2000) . The purpose of the core selection is thus to reduce the number of genebank accessions to a more manageable number. Brown (1989) proposed that the core selection could also be used as a method to "guide the breeder to other better sources" found outside the core collection, in the so-called "reserve collection." However, if the trait property is rare, perhaps even as rare as a unique allele for one single germplasm sample, then getting this allele (germplasm sample) included in the core selection subset is mostly a matter of luck. A completely random selection of accessions would here be expected to perform just as well as the core selection method. The purpose of the new trait mining method is to calculate a targeted subset to include accessions with a higher probability of holding the desired trait property. This FIGS subset rather than the core selection subset will then be used for the fi eld trial experiment.
Focused Identifi cation of Germplasm Strategy
This current study on Nordic barley landraces contributes to the further development of the trait mining methodology. Mackay and Street (2004) described FIGS as an alternative to the core selection strategy. The early origin of the FIGS theory dates back to 1995 when Michael Mackay was asked to provide wheat germplasm as a source to improve the boron tolerance of wheat crops in South Australia. Mackay knew that boron toxicity is more common in soil formed from marine sediments and selected some wheat landraces from former marine areas of the Mediterranean region in response to these seed requests. The selection of these wheat landraces proved successful and the train of thought leading to the development of the FIGS strategy was started (M. Mackay, personal communication, 2006) . The overall goal of the new trait mining strategy is to improve utilization of genebank collections by increasing the chances of fi nding useful traits in relatively small subsets of germplasm (Mackay and Street, 2004) . Peeters and Williams (1984) published in the mid-1980s the suggestion to use ecogeographical principles to help in selecting genebank samples with missing evaluation data. Peeters et al. (1990) made a follow-up to this suggestion with an experiment to explore the association between salt tolerance and ecogeography, with the focus on rainfall. They found only a weak association between the ecological variables and the salt-tolerance responses.
Ecogeographic Association for Prediction of Missing Evaluation Data (1984)

Ecogeographic Studies with DIVA-GIS
The DIVA-GIS software (http://www.diva-gis.org) was introduced in 2001 as a free Geographic Information Systems (GIS) tool for documentation of genetic resources. DIVA-GIS includes useful tools to extract environmental variables for georeferenced genebank accessions and also features to analyze biodiversity data such as the prediction of ecogeographic distributions. The user manual for DIVA-GIS suggested that "traits can be related to ecological conditions at the places where the collections were made" (Hijmans et al., 2001, p. 17) . Guarino et al. (2002) suggested that the association between environmental data for the germplasm location of origin (extracted by DIVA-GIS) and agronomic traits could be used in an ecogeographic gap analysis to guide complementary germplasm collecting expeditions to fi ll ecogeographic gaps in the genebank collections. Jarvis et al.
bread wheat accessions with good levels of resistance to the Sunn pest were identifi ed. A method of stratifi ed multiple hierarchical principal component regression (PCR) clustering (with the SPSS software) was used to arrive at a FIGS set of 534 accessions where 9 novel sources of Sunn pest resistance were identifi ed in fi eld screening. Prior screening during 5 yr of a total of almost 2000 accessions from the same 16,000 wheat accessions did not result in the identifi cation of any new sources of Sunn pest resistance (Street et al., 2008) . A diff erent study, including the same 16,000 wheat landraces, addressed the identifi cation of resistance against the Russian wheat aphid (Diuraphis noxia Mordvilko). Using the FIGS method, a subset of 510 accessions was developed. Previously, several thousand wheat accessions had been screened at ICARDA for resistance against the Russian wheat aphid, with no success. From the FIGS subset, 12 accessions showed high to moderate resistance and 2 new resistance alleles were identifi ed (Street et al., 2008) . Another recent study performed at the University of Zurich, Switzerland applied the FIGS method for identifi cation of novel alleles of resistance for powdery mildew in wheat (Bhullar et al., 2009) . Starting from these 16,000 wheat accessions, a FIGS set of 1320 accessions was derived. Multivariate analysis methods were applied to identify collecting sites environmentally similar to the collecting sites for the accessions previously known to show good resistance to powdery mildew. Field screening of the FIGS subset of 1320 accessions resulted in the identifi cation of 211 resistant accessions. Molecular analysis of these 211 accessions identifi ed 7 previously unknown alleles for powdery mildew, doubling the number of known resistance alleles for the Pm3 locus (Bhullar et al., 2009) . Recently an unpublished desktop study was performed at ICARDA to compare diff erent subset selection methods from 5000 germplasm accessions screened for UG99 stem rust. Three subsets were derived by (i) the standard core selection strategy to maximize genetic diversity of the subset, (ii) as a set of 500 random selected accessions, and (iii) as a FIGS set of 500 accessions. The core set and the random set resulted in identifi cation of roughly 10% resistant accessions, while the FIGS set resulted in 17.9% resistant accessions (K. Street et al., ICARDA, personal communication, 2009 ). These results demonstrate that the FIGS method is able to derive a manageable subset of material for screening with a higher probability for fi nding the desired trait than the normal core selection subset.
Multiway Data Structure
A multivariate dataset is often organized as a rectangular array of observations with two intersecting "modes" or "ways." The fi rst mode is the records and the second mode is the variables. Many of these datasets have a three-way or higher order data structure. Often the same objects are observed for the same variables under diff erent experimental conditions (2003) analyzed the association between ecogeographic data and the distribution of wild peanut (Arachis spp.). This was an important study to verify the applicability of the so-called ecological niche models (Elith and Graham, 2009 ) to predict the species distribution for these crop wild relatives.
Ecogeographic Predictability of Traits for Potato
Scientists at USDA and CIP have studied taxonomic, biogeographic, and ecogeographic predictability for traits in potato. The correlation between frost tolerance and the temperature of the origin locations for collected wild potato was modeled by Hijmans et al. (2003) using the GLM regression procedure with the SAS software package. The association of the trait expression (frost tolerance) with the ecogeographic factor (temperature) was identifi ed, but concluded to be too weak to be useful. Jansky et al. (2006) reported weak and inconsistent predictive association between resistance to white mold [Sclerotinia sclerotiorum (Lib.) de Bary] and the ecogeography of the original collecting site for 144 accessions from 34 species of wild potato. They used a linear partial regression model including only the signifi cantly correlated climate variables. The model explained on average less than 40% of the variation. Jansky et al. (2008) explored predictability of early blight in potato from the associations to taxonomic nomenclatural units and environmental factors. The most significant spatial and environmental variables were selected and analyzed as a linear regression tree. In this study the monthly average precipitation in July was identifi ed as the most discriminating rule to predict resistance to early blight. In a recent study by Spooner et al. (2009) , the association between ecogeographic variables and 32 diff erent pest and disease ratings were calibrated with two predictive statistical methods, support vector machines (Guo et al., 2005) , and random forest (Thuiller et al., 2003) . Only 6 traits from the total of 32 pests and disease traits were successfully predicted from the environmental variables. The trait dataset they used was a compilation of reported resistance observations from many diff erent sources and was combined with observations from multiple years ranging from 1986 to 2001. As Spooner et al. (2009) mention in the paper, the year-to-year variation is not taken into account, and this could be one explanation for the poor predictability from the computer models in this study.
Focused Identifi cation of Germplasm Strategy Studies at the International Center for Agricultural Research in the Dry Areas
A recent study at the International Center for Agricultural Research in the Dry Areas (ICARDA) (Bouhssini et al., 2009 ) has demonstrated successful prediction of resistance to the Sunn insect pest (Eurygaster integriceps Puton) using the FIGS method. One new durum wheat and eight new (for example, locations and times). These conditions represent the third mode. Traditional factorial data analysis methods can only be applied to two-way data, and the multiway data structure is unfolded to a two-way matrix. Normally the fi rst mode with the records is kept intact and the additional modes (with, for example, the conditions) are unfolded to the second mode with the variables. This will produce a so-called short and wide data array with many more columns than records. This reduction of the data structure often causes a signifi cant loss of information. The two-way model will not include structured variation across the third mode (experimental conditions). Structured information between the entire so-called slabs or matrices of the fi rst two modes (records and variables) repeated at the diff erent instances of the third mode is lost (Bro, 1997) .
Multiway Data Models
The multiway data structure is often studied with factorial analysis methods. In factorial analysis the structured information from correlated variables are condensed in so-called latent factors. These factors replace the actual variables in the data analysis and the number of factors is usually lower than the number of variables. With the multiway factorial methods used here, these factors are constructed so that they are othogonal to each other. The calibration of the model system can be seen as the rotation of the model system to fi nd the best fi t to the actual data. The calibration of the model is an iterative process toward the best fi t. The Tucker model (Tucker, 1966) can be seen as a special case of the Principal Component Analysis (PCA) for multiway data structures. The PARAFAC model (Carroll and Chang, 1970; Harshman, 1970 ) is a special case of the Tucker model. The N-PLS regression method (Bro, 1996) is based in part on the PARAFAC method, and follows many of the same assumptions and characteristics as this model. Harshman and Berenbaum (1981) have summarized the particular assumptions of the PARAFAC model. (i) The factorial content of each slab (within each factor) is assumed to have proportional patterns of variation across the other ways of the data. For FIGS studies this assumption can be seen as a requirement that the ecogeographic variables at least roughly do the same thing at each of the landrace source locations. Next there is another assumption that is required for the valuable uniqueness of the PARAFAC solution (Kruskal, 1977) , and thus the meaningful interpretation of the factors as explanatory factors (or latent real properties) (ii) Each factor should have a distinct (nonproportional) variation across the ways of the data.
Multiway Data Analysis
For this current study, a predictive computer model for the correlation between the trait dataset and the climate dataset was calibrated with the N-PLS regression method (Bro, 1996) . The N-PLS method is a mixture of parallel factor analysis, PARAFAC (Carroll and Chang, 1970; Harshman, 1970) and partial least squares (PLS) (Wold, 1966) . The N-PLS can be seen as a generalization of the PLS regression (PLS-R) (Wold et al., 2001 ) to multiway situations (Smilde, 1997) . The multiway data analysis methods (like PARAFAC and N-PLS) have a number of benefi ts over the bilinear two-way matrices methods (like PLS, mutiple linear regression [MLR] and PCA). If the dataset is appropriate for a multiway structure (see assumptions above), then the modeling of the unfolded two-way matrices has a number of disadvantages. The bilinear (two-way) model consumes more degrees of freedom than a multilinear (multiway) model. The two-way models are more diffi cult to interpret, as they will display a mixture of modes/ways. With bilinear methods the multiway information is simply thrown away (as mentioned above). The two-way model will usually provide a closer fi t to the calibration dataset, but will include more noise. The multiway methods will thus provide a more robust model with less overfi t. Multiway methods most often show improved predictive power compared with two-way methods when the multiway data structure is appropriate (Bro, 1997) . For more background information on multiway analysis, see the student textbook by Smilde et al. (2004) .
MATERIALS AND METHODS
The input data for this study is a collection of three diff erent datasets: (i) germplasm passport data, (ii) trait measurements, and (iii) environmental ecogeographic data.
(i) Germplasm Accessions (Passport Data)
The germplasm seed samples represent barley landraces (traditional cultivars) from the Nordic ex situ genebank collection (see Table 1 ). Longitude and latitude coordinates for the original source locations were extracted (or verifi ed) from GIS software using a place name gazetteer. The gazetteers included place name searches with Google Maps (http://maps.google.com), BioGeomancer (Guralnick et al., 2006) , Global Gazetteer Version 2.2 (http://www.fallingrain.com/world/; Falling Rain Genomics, 2010), the Getty Thesaurus of Geographic Names (http:// www.getty.edu/research/conducting_research/vocabularies/ tgn/), and the map section of the online phone book for some of the Nordic countries (http://map.krak.dk, http://kart.gulesider. no, and http://kartor.eniro.se; Eniro/Krak, 2010) . All the landrace accessions are part of the Nordic Genetic Resources Center (NordGen) genebank collection and all seed samples are freely available to plant breeders or scientists worldwide on request. For more information on these accessions, see the SESTO Genebank Information and Management System (2009).
(ii) Trait Dataset (Characterization and Evaluation Data)
The barley trait dataset was developed by Kolodinska Brantestam (2005) and published as part of her doctoral thesis. The fi eld trials were performed in two replications during 2 yr (2002 and 2003) , at three locations (Bjørke in southern Norway, Landskrona in southern Sweden, and Priekuļi in Latvia). Six agronomic traits were scored: days to heading (from 1 June), days to maturity (from 1 July), plant height (cm), harvest index (percent), volumetric weight (kg/hl) and thousand-grain weight (gram). From the total trait dataset of 196 accessions, the 19 accessions classifi ed as landraces were extracted for this trait mining analysis. From these 19 landraces, geo-referencing was successful for 14 accessions. For each of these 14 accessions there are a total of 12 trait measurements (3 locations, 2 yr, 2 replications) for each of the 6 traits (a grand total of 1008 trait observations). The trait dataset is included in Appendix 1.
(iii) Environmental Data
Ecogeographic data were extracted for the source locations where the accessions (landraces) were originally developed and collected. The environmental variables include the monthly mean values for daily minimum and maximum temperatures, and the monthly mean for daily precipitation. Climate data was extracted from the WorldClim dataset (Hijmans et al., 2005) using the DIVA-GIS software (Hijmans et al., 2004) . Data from the spatial grid with the resolution of 30 arc seconds (approximately 1-km grid) was used for this study. The WorldClim environmental dataset was downloaded from http://www. worldclim.org/.
Data Analysis
From the initial explorative principal component analysis (PCA), one observation was identifi ed as a strong outlier. This observation was for landrace NGB6300 scored for harvest index (Trait 4) at Priekuļi (Latvia) in 2003 for replicate 2. This score value showed a very high leverage in the plots of Hotelling T-square against residuals from the initial PCA analysis. For the data analysis reported here, this single data point was removed (set as missing value). The models produced with this landrace (NGB6300) excluded all together showed similar results to the models where only the outlier data point was excluded.
Multiway Data Design
The environmental dataset and the crop trait dataset were each organized in a three-way array (also called a data cube) as illustrated by Fig. 1 . Each of the two three-way arrays was analyzed with the PARAFAC method. The N-PLS algorithm was in the next step applied to calibrate a regression model between the ecogeographic dataset organized as a multiway structure (as the independent variables), and the trait data organized as a set of one-way structures (vector) as the dependent variable. Different N-PLS models were explored including tri-PLS2 (multiple dependent variables, crop traits) and tri-PLS1 (one single dependent variable, crop trait). The tri-PLS2 models were more diffi cult to interpret, it was also more diffi cult to decide the number of optimal components (factors), and they did not perform better than the tri-PLS1 models. Only the results from the tri-PLS1 method (N-PLS) are reported below. The trait dataset includes trait data measured under 6 diff erent experimental conditions for 6 diff erent trait characters. For the regression data analysis with the tri-PLS1 method below, the complete dataset was split into 36 subsets (6 traits, 3 experiment locations, and 2 experiment years).
Preprocessing (Centering and Scaling)
The environmental dataset and trait datasets were preprocessed with the autoscaling method (Varmuza and Filzmoser, 2009) before the data analysis. The autoscaling preprocessing method is a combination of mean centering and variance scaling. Mean centering means that for each dataset the mean for each variable is subtracted from the individual data values. Mean centering removes the absolute intensity information. This preprocessing strategy is applied to avoid the model focusing on the variables with the highest numerical values (intensity). Variance scaling means that each data value is divided by the standard deviation of the data series (record). After autoscaling, all variables will have a mean of zero and a standard deviation of one. The PLS Toolbox software (npreprocess routine) was used for appropriate multiway preprocessing (Bro and Smilde, 2003; PLS-Toolbox, 2009 
Parallel Factor Analysis (Split-Half Analysis)
A PARAFAC split-half analysis (Harshman and Lundy, 1984) was made to fi nd the appropriate multiway data design and to assess the stability of the corresponding multilinear models. Because the PARAFAC model produces a unique solution (Kruskal, 1977) , the model parameters for a stable situation will have the same profi le for the two split-half sets, and for the model for the complete set. Both the trait dataset and the climate dataset were structured as a three-way cube for the respective split-half analysis. The dataset was in the fi rst step divided by random into two halves. One PARAFAC model was calibrated for the complete dataset and one model for each of the two halves. Finally the model parameters for these three models were compared.
Predictive Performance from Multilinear Partial Least Squares, Multilinear Regression
The trait scores predicted from the N-PLS model were compared with the actual measured trait scores, and the performance of the predictive model evaluated using the Pearson product-moment correlation coeffi cient (r) and reported as coeffi cient of determination (r 2 ). The predictions were from the cross-validation (leave-one-out) method. Each landrace was, of course, predicted from a new N-PLS model calibrated without this sample included. And both of the two replicate measurements for the landrace samples were, of course, taken out together. The total number of 14 samples (landraces) was considered too low to create a separate independent test set.
Software
Multivariate analyses were performed using MATLAB (MAT-LAB, 2009) and the PLS Toolbox for MATLAB (PLS-Toolbox, 2009). MATLAB is available online from http://www. mathworks.com/, and the PLS Toolbox is available online from http://www.eigenvector.com/.
RESULTS
Parallel Factor Analysis (Split-Half Analysis)
For the trait data, diff erent split-half simulations resulted each time in the same solutions. For the climate dataset, the split-half results were somewhat less stable (produced the same unique solution in 2 out of 10 runs). However, both datasets produce evidence for the acceptable stability in the multiway data structures for PARAFAC decomposition. Even with as few as the 14 landraces included in this study, the multiway methods (including N-PLS) are thus still expected to calibrate stable solutions.
Multilinear Regression
All of the predictive computer models (N-PLS) showed acceptable normal distributions for the residuals (root mean square error from cross-validation). The so-called infl uence plot of the Hotelling's T-square (Hotelling, 1931) against the residual for each landrace did not show any of the landrace samples as isolated from the other samples. Landrace NGB456 originating from Dønna in Northern Norway showed typical high leverage and large residuals, but without isolation from the other samples (and the computer models with NGB456 removed also showed slightly lower predictive performance). The estimated variance explained by the model was typically much higher for the independent variables, environmental data (average 93%), than for the dependent variables, trait data (average 67%). The summary of results from the computer models (N-PLS) is reported in Table 2 . The strength of the association between the environment and the crop traits is reported as the coeffi cient of determination (r 2 ) between the predicted trait score and the observed trait score.
Results for Trait 6, Grain Weight
The predictions for Trait 6 (grain weight) show throughout no correlation to the measured values whatsoever. For four out of the six experiment subsets, the predictions for this Figure 1 . Multiway data design. The crop trait data (a) was organized as tri-linear (three-way) cube with 28 landrace measurements (14 samples, 2 replications) by 6 crop trait properties by 6 experimental conditions (2 yr, 3 locations). The environmental data (b) was organized as a trilinear (three-way) cube with 14 landrace origin locations by 12 monthly means by 3 climate variables.
trait were even slightly negatively correlated to the true values (negative correlation coeffi cient, r). The coeffi cient of determination (r 2 ) for positive correlations for this trait was never higher than 0.01 (Bjørke in 2002). The association to the environmental data for this trait is very diff erent from the other traits (Table 2 , †), and was removed from the fi nal results as will be discussed further below.
Results from Priekuļi, 2002 and Landskrona, 2003
The predictive computer models did not explain the trait scores from Priekuļi in 2002 and Landskrona in 2003. The local weather conditions during these two fi eld seasons seem to be too extreme for normal trait expression. Even the normal growth development was observed to be disturbed for many of the plants. For Priekuļi 2002, May was unusually dry followed by an unusually wet June as can be seen from Table 3 The predictive models for the trait heading days showed a lower predictive performance than most of the other traits. It is possible that this trait, measured earlier in the growth season, is more sensitive to the infl uence from the local weather conditions during the trial season.
Grain Weight, Seed Size
The trait for grain weight (Trait 6) showed absolutely no association with the ecogeography at the landrace location of origin. Landraces are developed by traditional farming at the location of origin and express traits adapted to the local ecogeography from this area. The source germplasm selected to become a landrace is likely to have some traits already suited to the local ecogeography of the area. Some of the traits for a landrace are also developed and shaped further by the local ecogeography. Other traits are more dominantly the result of adaption to human selection pressure to suit the farmer rather than adaption to fi t the environmental conditions (Darwin, 1859) . There are also traits that are selected by the conditions created by the agricultural management practices rather than as the result of an active conscious selection from the farmer (Harlan et al., 1973) . It is possible that the grain weight is a trait with a more dominant human or agronomic selection and thus less associated with the local ecogeography. Harlan et al. (1973) list increased seed size as one of the characteristic domestication traits. Fuller (2007) describes the increase in seed size as one of the key archaeological indicators of early domestication in cereals. Giles (1990) describes the paradox of measured increase in fi tness from larger seeds, yet no sign of natural selection toward reduced variation in seed size (and larger seeds) in wild barley. A recent study by Gambin and Borras (2010) discusses these paradoxes on the evolutionary adaption of seed size further. The mechanism behind selection and inheritance of seed size remain at least to some degree not yet fully understood. The results from this current study suggest that the grain weight has only a very weak (if any) association with the ecogeography of the location of origin in barley landraces.
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Different Experimental Conditions
A common formula often used to explain the measured trait expression is that the phenotype is determined by the genotype eff ect plus the environment eff ect plus the eff ect of the genotype and environment interaction (G×E). The G×E eff ect is known to cause diff erent genotypes to sometimes rank diff erently between the test environments (so-called crossover eff ects) (Baker, 1988) . In many studies analyzing crop trait datasets, the unreplicated data points for trait measurements across diff erent experiment locations and years are simply combined and analyzed together. It is, of course, valuable to include observations of the same germplasm accessions for trait performance across diff erent environments (experiment locations and years). Such multilocation trials are particularly important for the identifi cation of the socalled crossover G×E eff ects (Baker, 1988) . However, sometimes composite genebank trait datasets are developed with observations from diff erent locations and sometimes as few as one single observation of each germplasm. It is worth considering that under very diff erent experimental conditions, the experimental observations could measure entirely diff erent qualities (or traits) of the germplasm accession. The G×E eff ect could thus change the trait into another trait with a diff erent genetic background, even if the experimental trait protocol is the same. The results from this current study suggest that care should be taken when the trait dataset includes measurements from diff erent experimental conditions. In this current experiment, the conditions during two of the subexperiments (at Priekuļi in 2002 and at Landskrona in 2003) were so extreme that this aff ected the normal plant growth. In these two situations it seems that the experimental conditions were so extreme that something diff erent from the desired trait was measured. The estimated predictive model performance also shows signifi cant variation between diff erent subexperiments (fi eld location and year). This variation in predictive performance could perhaps be a symptom of the G×E eff ect.
With appropriate data analysis methods and appropriate dataset design, the relevant eff ect from the diff erent conditions during diff erent subexperiments could perhaps be isolated. If data points (records) from diff erent subexperiments are simply appended together to the same dimension of the dataset, the eff ects of the diff erent experimental conditions will be mixed and not included in the data analysis models. This would introduce variation that often could have been explained better if the multiway nature of the trait dataset were preserved. When building the reported computer models for this current study, only the multiway design of the ecogeographic environmental dataset was maintained. The trait dataset was split into new subsets based on the experimental conditions. Alternative computer models for other data array designs were explored, but not reported here. In one such alternative experiment, the climate data was organized as a three-way data cube, the very same design as for the reported models, and the trait data was here organized as a two-way matrix. The two-way trait data matrix included landrace samples as records and the diff erent traits as columns. The three-way environmental dataset and the two-way trait dataset were fi tted to a tri-PLS2 regression model. Systematic variation across diff erent traits would here be preserved and isolated as a separate dimension. The predictive performance for these tri-PLS2 models was however more or less the same as for the tri-PLS1 models, but the visualization and the interpretability were dramatically reduced. It is possible to imagine predictive modeling for the associations between even higher-order data cubes. The trait data cube could be structured with independent dimensions for the diff erent experiment locations and years. These dimensions for the subexperiments could also include attributes for the local environmental weather conditions. We would expect to fi nd an underlying systematic variation across such subexperiments (G×E), and that this variation could contribute to explaining the association between the trait expression and the ecogeography of the landrace origin. Such higher order N-PLS models could perhaps provide a good method to model the G×E eff ect. The development of higher order N-PLS methods and software implementations are still under development.
Anticipated future advances here could prove particularly valuable for fi ne-tuning and extracting even more information from the trait mining methods.
Multiway Data Analysis Method
This current study explores the suitability of novel multilinear multivariate analysis methods for the prediction of economically valuable crop trait properties from ecogeographic environmental data from the location of crop origin. The most important aspect of this method compared with other methods used for ecological niche models, is that the ecogeographic variables are maintained in a multiway structure instead of unfolding to a bilinear matrix. Two-way analysis methods often require unrealistic assumptions, such as statistical independence between the environmental variables. The problems of covariance between these variables will be signifi cantly reduced by the application of multiway analysis methods (Bro, 1996) . The multiway PARAFAC and N-PLS models are more robust to noise, and usually provide improved interpretation over two-way methods (Gurden et al., 2001 ). The multiway methods most often produce a lower fi t of the models to the data, but also a much lower overfi t. In other words, the multiway methods focus on the information and leave more noise out of the model. The specifi c multiway analysis with the PARAFAC and the N-PLS methods off er yet another signifi cant advantage compared with other multilinear methods in that the calibrated solution is unique. There will theoretically be only one unique N-PLS solution for the calibration of the regression model for a given dataset. The uniqueness of the solution improves the interpretability and visualizations of the model results. The basic and practical problem can however often be to fi nd the appropriate multilinear design for the dataset (data cube design). For this current study a four-way multilinear structure for the climate dataset was fi rst explored, but did not calibrate to a stable PARA-FAC model. The advantages of the multiway methods are even more valuable for datasets with few samples. The unfolding of the multiway data to a bilinear matrix give you a so-called short and wide matrix, and only as many examples for the calibration step of the regression as the available number of samples. Keeping the multiway data design for the multilinear N-PLS regression, the calibration step will have signifi cantly more examples to work with (Bro, 1996) . In this study the number of samples (landraces) are on the lower end, and the advantage of using a multilinear regression method is thus particularly valuable. The positive results from the PARAFAC splithalf analysis verify that the PARAFAC model seems to fi nd enough systematic variation in these few samples to calibrate a relevant model. The N-PLS regression model is based on the PARAFAC calibration routine and is thus also expected to calibrate a relevant model.
Computer Simulation Model
The current study presented here is a computer simulation study. A subset of the dataset was hidden from the data model as a validation test set, and the performance of the data model assessed by comparing the predictions of the hidden trait scores to the real values. In a real-life scenario the FIGS predictions will produce a FIGS subset to be screened for the target trait property in a fi eld trial. To compare the FIGS predictions to the actual values, the fi eld trial experiment needs to be completed. The results obtained from a computer simulation study are likely to give more optimistic predictions than a real-life FIGS experiment because the validation test set is more similar to the training set used to calibrate the FIGS model. When performing a real-life FIGS study, special attention needs to be given to the potential extrapolation problems. The trait dataset and the germplasm samples used for training and calibration of the computer model must be representative for the larger dataset of germplasm samples the FIGS model will be applied to. This current study was performed with a very low number of germplasm samples. The full potential of the described FIGS approach with multiway computerintensive methods is not illustrated with this small dataset. If the genebank accessions are well georeferenced, then feeding the FIGS model with a larger dataset would lead to more computer time, but not signifi cantly more human work input. This FIGS approach would thus be expected to scale well to the problem of fi nding a targeted small subset in a large genebank collection.
Ecogeographic Variables
The trait mining analysis as described here is expected to improve with the careful selection of the most relevant independent variables (ecogeography). Expert knowledge on the most predictive ecogeographic environmental variables can also be used to improve the model predictive performance. However, there is today limited access to high quality global climate variables, or at least to climate data that cover the entire geographic area of a study. Current rapid advances in physical geography provide new relevant environmental variables that should be considered in future trait mining models. Precision of the ecological niche and the trait mining methods are expected to further improve with the advance of available ecogeographic climate variables.
Similarity to Species Distribution Models
The FIGS method can be seen as building an ecological niche model for the expression of the target trait property. The analysis of the association between the source location for traditional cultivars and trait experiments for these landraces can be compared to fi nding a so-called fundamental ecological niche (Hutchinson, 1957) where genetic resources with the target trait property are likely to be found. Some of the early trait mining studies follow a method similar to the climate envelope models as implemented by the early environmental niche modeling algorithms for the prediction of species distribution such as BIOCLIM (Busby, 1991) and DOMAIN (Carpenter et al., 1993) . In several studies comparing the performance of diff erent ecological niche modeling methods, the early envelope models were outperformed by the more complex novel methods (Elith et al., 2006; Guisan et al., 2007; Elith and Graham, 2009 ). Most ecological niche modeling methods take as input the observed presence and absence of the species at georeferenced locations. The expected binary data input for most ecological niche modeling methods would pose a limitation for utilization in trait mining. The multiway data analysis methods applied in this current study have not yet been explored for the prediction of species distributions. Jarvis et al. (2003) provides an early example of the species distribution models applied to plant genetic resources.
Allele Mining (Other Uses)
Modern molecular genetics methods are also more often applied to detect agronomically valuable alleles in seed bank collections (Tanksley and McCouch, 1997) . See, for example, Prada (2009) for a recent description of how the new allele mining strategies are developed to search landraces and crop wild relatives for valuable allelic variants lost during domestication. However, these allele mining methods have some limitations when searching for germplasm with a specifi c agronomic trait valuable for crop improvement. Allele mining requires understanding of the allele(s) involved in the expression of a desired trait. Available experimental molecular analysis data for the candidate germplasm is also required. The trait mining strategy as described above could perhaps provide a simulated prescreening to select germplasm for a more in-depth allele mining experiment. Hübner et al. (2009) describes a method where the ecogeographic data (temperature and precipitation) is successfully associated to the population structure in wild barley from 51 collection sites in Israel, as estimated with a total of 42 simple sequence repeat (SSR) markers. Similar future studies of associations between data from molecular genetics and ecogeographic parameters could guide the understanding of allele functions.
Landraces-Adaption to Origin Location
Landraces are developed during long-term traditional cultivation at the same location. Each landrace is exposed to a human selection pressure as well as the selection pressure from the environmental conditions (ecogeography) of the location where the traditional cultivation takes place. Some evidence also suggests an adaptive evolution of primitive crops and landraces (Gepts and Papa, 2002) . The predictive patterns in the climate variables could, however, also very well be there from reasons other than adaption to the environment in the individual landraces. Traditional farming will keep the crop material best suited for the local conditions. During the cultivation of the material, the farmer will also actively select crop material for improved adaptability to these local conditions. The trait mining strategy described here does not require the association between the ecogeography and the trait expression to be from adaptive evolution of primitive crops and landraces. The trait mining method does not discriminate predictive association caused by adaption from predictive association caused by the selection made by the farmer of suitable original source material for the founding of the landrace. Marshall (1989) acknowledges the lack of documentation and description of the material as an important limitation to the use of plant genetic resources (PGR). Marshall (1989) does however warn against meeting this demand with a systematic evaluation of collections, and argue the lack of prebreeding preceded by more selective, targeted evaluation as the most important limitation to the use of gene bank collections. Esquinas-Alcázar (2005) discusses the lack of information on genebank accessions remaining still today as one of the most important limiting factors to utilization of plant genetic resources. Chapter 3.8 and 4.7 of the recent Second Report on the State of the World's Plant Genetic Resources for Food and Agriculture (FAO, 2009) points to the lack of relevant documentation for the world's ex situ plant genetic resources as one of the most important limitations to the improved use in crop improvement and research. Chapter 4.3 from this report also points to the almost unanimous suggestion from the reporting countries that lack of adequate characterization and evaluation data is the most signifi cant obstacle to greater use of plant genetic resources for food and agriculture (PGRFA). Many countries also mention increasing use of core collections and other collection subsets as an effi cient strategy to produce the demanded trait data. The lack of adequate information on accessions is however reported as the major obstacle to the establishment of core collections (FAO, 2009 ).
Limitations to the Use of Plant Genetic Resources
CONCLUSIONS
The proposed new trait mining method or focused identifi cation of germplasm strategy (FIGS) assumes predictive association between the ecogeography of the germplasm origin location and the trait scores. This association is expected to be stronger in more primitive cultivars than in modern high-yielding cultivars. Landraces are to a much larger part selected or adapted to fi t the environment of their location of origin. Modern cultivars are developed for high yield and seldom targeted at a particular location, as is the case for the landraces. Diff erent traits can, as suggested by this current study, show very diff erent association to the environment of the location of origin. Trait mining is here proposed as an alternative method to the core selection method. This current study suggests that the new trait mining method can provide an effi cient and powerful alternative to the core selection method. It is, however, useful to remember the assumptions and limitations of the trait mining method. When the prerequisites for the trait mining method are not fulfi lled, the core selection method is still the most appropriate method.
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