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2 ELIE STUDNIA
Introduction
In this note we consider high energy eigenfunctions of the harmonic oscillator in Rd and
prove that any invariant measure on the energy surface can be written as a weak limit of
eigenfunctions.
To motivate our result, let us recall some facts about the positive Laplacian∆g on a com-
pact Riemannian manifold (M, g). In [JZ] it is for instance shown that when (M, g) = Sn
with its canonical metric, any invariant measure on S∗M is a weak limit of eigenfunctions.
In [ZeZw] it is shown that if the geodesic flow on S∗M is ergodic, quantum ergodic-
ity for the eigenfunctions of the Laplacian occurs (in particular, there is a density one
subsequence of these that go to the uniform probability measure).
Theorem Let d ≥ 1 be an integer, µ be a probability measure over S2d−1 that is
invariant under the Hamiltonian flow of p : (x, ξ) ∈ R2d 7−→ |x|2+ |ξ|2. Then, there exists
sequences (hk) of positive real numbers, (uk) of smooth L
2(Rd) functions such that
(1) (hk)→ 0
(2) ∀k, (−h2k∆+ |x2|)uk = uk
(3) ‖uk‖L2 = 1
(4)
∀a ∈ C∞c (R2d), 〈aw(x, hkD)uk , uk〉 −→
∫
S2d−1
adµ
This theorem is inspired by a result of Jakobson-Zelditch [JZ], asserting that any proba-
bility measure over S∗M , where M is the d-dimension sphere, endowed with its canonical
Riemannian structure, is a weak-* limit of Wigner measures associated with eigenfunc-
tions of the Laplacian if, and only if, it is invariant under the geodesic flow.
To a classical observable p = p(x, ξ) we associate the Hamilton vector field Hp(x, ξ) =
(∂ξp(x, ξ),−∂xp(x, ξ)), and the related flow. In our case, p(x, ξ) = |x|2+|ξ|2 andHp(x, ξ) =
(2ξ,−2x). We see that if z = (x, ξ) ∈ S2d−1, (2ξ,−2x) ∈ TzS2d−1, therefore S2d−1 is
invariant under the flow. It is easy to check that the trajectory starting from (x0, ξ0) has
the parametric equation:
x(t) = (cos 2t)x0 + (sin 2t)ξ0, ξ(t) = (cos 2t)ξ0 − (sin 2t)x0 ,
therefore the trajectories of the flow in S2d−1 are disjoint great circles (this will be impor-
tant later on), which we will call (for the sake of simplicity) the orbits of S2d−1.
We adopt the strategy of [JZ] to our setting and proceed as follows:
(1) Prove the statement when µ is the uniform measure over one particular closed
orbit, by using the d = 1 case.
(2) Use a group action to construct a family of eigenfunctions concentrating on any
given closed orbit (that is, any uniform measure on any closed orbit of the flow;
we will call them elementary measures).
(3) Prove that mixed terms from different orbits in step 2 are negligible, and deduce
from this the statement when µ is a convex combination of elementary measures
(which we will call convex measures).
(4) Show that for in suitable topology, the convex measures are dense in the set of
all probability measues over S2d−1 invariant under the flow, and that the set of
measures that can be obtained in the theorem is closed.
Section 1 gives preliminary results. Section 2 proves the case d = 1 and completes step
1. Section 3 is about finding the right group action to make step 2 work. In section 4 we
complete the proof.
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1. Preliminaries
1.1. Review of semiclassical analysis. We use the notations and results of [Zw],
mostly chapters 4, 5 and 11. The most important result we need throughout this note is
[Zw, Theorem 4.23]:
Theorem 1.1. Let a ∈ S(1R2d). Then, for any h > 0, aw(x, hD) is a bounded operator
from L2(Rd) to itself, and we have, for some constants C = Cd, M not depending on d:
‖aw(x, hD)‖L2→L2 ≤ C
∑
|α|≤Md
h|α|/2‖∂αa‖∞.
Another very basic estimate is what happens when we compose operators associated
with S(1) symbols ([Zw, Theorem 4.18]):
Theorem 1.2. Let a, b ∈ S(1R2d). Then aw(x, hD)bw(x, hD) = cw(x, hD), for some
c ∈ S(1) such that c = ab + OS(1)(h), and the estimates are explicit. In particular,
[aw(x, hD), bw(x, hD)] = OL2→L2(h).
1.2. Microlocalisation near the sphere. Let d ≥ 1 be an integer.
Proposition 1.3. Let hn be a sequence going to 0, with
hn =
1
2n+ d
+ o(n−1).
Let, for each n ≥ 0, gn ∈ S (Rd) be such that
(−h2n∆+ |x|2)gn = αngn,
where αn −→ 1, and ‖gn‖L2 = 1. Let a ∈ S(1) be zero near {|x|2 + |ξ|2 = 1}. Then,
explicitly, ‖aw(x, hnD)gn‖L2 = o(1).
Proof. There exists some 0 < r < 1 such that a = 0 on {1 − r < |x|2 + |ξ|2 < 1 + r}.
Let χ0 be a smooth compactly supported function from R to R such that χ0 is supported
inside (−r, r) and is 1 near 0. Let χ(x, ξ) = χ0(|x|2 + |ξ|2 − 1), so that a and χ have
disjoint supports.
Let p1(x, ξ) = |x|2+|ξ|2−1+iχ(x, ξ). Notice that pw1 (x, hnD)gn = iχw(x, hnD)gn+βngn,
where βn = o(1) is a real number.
Since |p1(x, ξ)| ≥ c(x2 + ξ2 + 1) for some small c > 0, p2 := p−11 is a S((x2 + ξ2 + 1)−1)
symbol. Thus (pw2 (x, hnD)p
w
1 (x, hnD)− 1)gn = oL2(1). So
aw(x, hnD)gn = ia
w(x, hnD)p
w
2 (x, hnD)χ
w(x, hnD)gn+βna
w(x, hnD)p
w
2 (x, hnD)gn+oL2(1),
therefore (the aw(x, hD), pw2 (x, hD) are explicitly bounded as h goes to 0, see 1.1)
aw(x, hnD)gn = ia
w(x, hnD)p
w
2 (x, hnD)χ
w(x, hnD)gn + oL2(1).
From 1.2, and 1.1,
aw(x, hD)pw2 (x, hD)χ
w(x, hD) = (ap2χ+OS(1)(h))
w(x, hD) = OL2→L2(h).

1.3. Possible weak limits. The following is almost addressed in [Zw, Sections 5.1, 5.2],
but we need one very minor modification.
Proposition 1.4. Let hn =
1
2n+d
+ o(n−1), n ∈ N , where N is an infinite subset of N.
Let, for each n ∈ N , be gn ∈ S (Rd) with unit L2 norm such that (−h2n∆+ |x|2)gn = αngn,
and αn = 1+ o(1). Assume that for every a ∈ C∞c (R2d), the sequence 〈aw(x, hnD)gn, gn〉,
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n ∈ N , converges. Then there exists a probability measure µ on S2d−1 invariant under the
Hamiltonian flow of p such that, as n ∈ N goes to infinity,
∀a ∈ S(1), 〈aw(x, hnD)gn, gn〉 −→
∫
a dµ.
Proof. From 1.1 we know that the function
(
C∞c (R
2d), ‖‖∞
) −→ C that maps a to
lim 〈aw(x, hnD)gn, gn〉
is a non-negative (because of the sharp Gårding inequality, see [Zw, Theorem 4.32])
bounded linear form. Thus, from the Riesz representation theorem, it is
a 7−→
∫
R2d
a dµ
for some finite non-negative Radon measure µ on R2d. Applying 1.3 to the gn, we deduce
that µ is supported on S2d−1.
Moreover, let a ∈ C∞c (R2d) be 1 near S2d−1; we know from 1.3 that (1− a)w(x, hnD)gn =
oL2(1), hence µ
(
S2d−1
)
=
∫
a dµ = 〈aw(x, hnD)gn, gn〉+ o(1) = 〈gn, gn〉+ o(1) = 1+ o(1).
So µ is a probability measure on S2d−1.
Considering the invariance part, we proceed as in the proof of [Zw, Theorem 5.4], except
that the remainder is not o(hn). But looking at that proof, it turns out that o(1) is enough
provided that we can prove that for any symbol a ∈ C∞c (R2d),
〈[pw(x, hnD), aw(x, hnD)]gn, gn〉 = o(hn).
In this case,
〈[pw(x, hnD), aw(x, hnD)]gn, gn〉 = 〈pw(x, hnD)aw(x, hnD)gn, gn〉 − αn〈aw(x, hnD)gn, gn〉
= 〈aw(x, hnD)gn, pw(x, hnD)gn〉 − αn〈aw(x, hnD)gn, gn〉
= 0,
which ends the proof. 
2. First step
2.1. Description of the one-variable eigenfunctions.
Let h > 0, we consider the operator P = −h2∆ + x2 (known as the quantum harmonic
oscillator), defined over S (R) ⊂ L2(R). Let us define the annihilation A = h∂ + x and
creation operators A∗ = −h∂ + x, such that P = AA∗ + h = A∗A − h. Let uh0(x) =
exp(−x2
2h
), and uhn = (A
∗)n (uh0) ∈ S (R).
An easy induction proves that uhn is an eigenfunction of P with eigenvalue (2n+1)h, and
can be written as a polynomial with real coefficients of degree n times uh0 ; it is known
that (see, for instance [Zw, Chapter 6]) that the unh span a dense vector space. Since P is
self-adjoint, we have therefore found all its eigenfunctions.
2.2. One-dimension theorem. Let, for each n ≥ 0, h > 0, vhn = ‖uhn‖−1L2uhn. The follow-
ing is proved using 1.4.
Proposition 2.1. Let a ∈ C∞c (R2). Let hn = 12n+1 + o(n−1). Then
〈aw(x, hD)vhnn , vhnn 〉 −→
1
2π
∫
x2+ξ2=1
a ds.
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Proof. From 1.1, we know that the sequence 〈aw(x, hD)vhnn , vhnn 〉 is bounded. So we just
have to prove that any limit point of it is
1
2π
∫
x2+ξ2=1
a ds.
So taking subsequences, assume 〈aw(x, hD)vhnknk , vhnknk 〉 converges to ℓ. From [Zw, Theorem
5.2] we can take a subsequence of the nk (which, for the sake of simplicity, we will also
name nk), such that there exists a non-negative Radon measure µ on R
2,
∀b ∈ C∞c , 〈bw(x, hnkD)v
hnk
nk , v
hnk
nk 〉 −→
k→∞
∫
b dµ,
and we also have ∫
a dµ = ℓ.
From 1.4, µ is a probability measure on S1 that is invariant under the Hamilton flow of
x2 + ξ2: so it must be the uniform measure. 
2.3. One specific orbit in dimension d. To go from the one-dimension case to the
higher-dimension, an easy way uses the following technical result, proved for instance in
[Trè, Theorem 39.2] (with a slight modification in the argument to allow more factors in
the tensor product).
Proposition 2.2. Let f ∈ C∞c (Rd). There exists a sequence gn of C∞c (Rd) functions that
are linear combinations of tensor products of C∞c (R) functions such that gn −→
C∞c (R
d)
f .
Let, here, d ≥ 2 be an integer, hn = 12n+d = 12n+1 +o
(
1
n
)
, and fn = v
hn
n ⊗vhn0 ⊗ . . .⊗vhn0 ,
so that fn is a d-variable Schwartz function with unit L
2 norm, and (−h2n∆+ |x|2)fn = fn.
The following lemma is exactly the first example following [Zw, Theorem 5.2], for the
coherent state (0, 0).
Lemma 2.3. Let a ∈ C∞c (R2), then, as n −→ ∞,
〈aw(x, hnD)vhn0 , vhn0 〉 −→ a(0, 0)
Now we may generalise:
Proposition 2.4. Let a ∈ C∞c (R2d). Then, as n −→ ∞:
〈aw(x, hnD)fn, fn〉 −→ 1
2π
∫
x2
1
+ξ2
1
=1
a ds.
Proof. We know that for any n, from [Zw, Theorem 4.23], for some universal constants
C,M ≥ 1,
|〈aw(x, hnD)fn, fn〉| ≤ C‖a‖CMd
b
.
So it is enough to prove the convergence on some ‖ · ‖C Md
b
-dense subset of C∞c . Since the
statement is linear in a, it is enough to prove it on a set of a that spans a ‖·‖CMd
b
-dense sub-
space of C∞c . Using 2.2, it is enough to prove it when a(x, ξ) = b1(x1)c1(ξ1) . . . bd(xd)cd(ξd).
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We then have, using the previous lemma and section 1.1:
〈aw(x, hnD)fn, fn〉 = 〈(b1 ⊗ c1)w(x, hnD)vhnn , vhnn 〉
d∏
i=2
〈(bi ⊗ ci)w(x, hnD)vhn0 , vhn0 〉
−→ 1
2π
(
d∏
i=2
(bi ⊗ ci)(0, 0)
)∫
x2+ξ2=1
(b1 ⊗ c1)(x, ξ) ds
=
1
2π
∫
x2
1
+ξ2
1
=1
|x|2+|ξ|2=1
a ds

3. Symplectic geometry on the sphere
The purpose of this section is to show that any closed orbit under the flow of Hp
can be mapped to any other orbit by a symplectic orthogonal linear transformation.
Quantizations of such transformations are possible (because they are linear symplectic)
and map eigenfunctions to eigenfunctions, because they leave the operator −h2∆ + |x|2
invariant (they are orthogonal).
In 3.1 and 3.2, n ≥ 1 is an integer. We denote, for every integer k ≥ 1,
• Sk(R) the set of all k×k symmetric matrices with real coefficients (real dimension
is k(k + 1)/2).
• ASk(R) the set of all p × p skew-symmetric matrices with real coefficients (real
dimension is k(k − 1)/2).
• tA the transpose of A, where A is a k × k matrix.
• Mk(R) (resp. Mk(C)) the set of all k × k matrices with real (resp. complex)
coefficients (real [resp. complex] dimension is k2).
• Hk the set of all k×k Hermitian matrices (real dimension is k2, it is not naturally
a complex vector space).
• SymM = M + tM for every k × k matrix M .
• SkewM = M − tM for every k × k matrix M .
3.1. Ortho-symplectic group.
Definition. The ortho-symplectic group Γn is the set of all 2n × 2n matrices with real
coefficients that are both orthogonal and symplectic.
We will need strong properties about Γn.
Proposition 3.1. Γn is a compact Lie subgroup of GL2n(R). It has dimension n
2. More-
over,
Γn =
{
MA,B :=
[
A B
−B A
]
, A tA+B tB = In, A
tB ∈ Sn(R)
}
,
and
TMA,BΓn = {MM,N ,M,N ∈ Mn(R), A tN − B tM ∈ Sn(R), A tM +B tN ∈ ASn(R)} .
Proof. The compactness and group properties are consequences of the definition. The
characterization is proved with easy calculations. Regarding the tangent space, let
f :
[
A B
C D
]
∈ M2n(R) 7−→ (A−D,B+C,A tA+B tB,A tB−B tA) ∈ Mn(R)2×Sn(R)×ASn(R).
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f is smooth, and Γn = f
−1({(On, On, In, On)}). To end the proof, it is enough to show
that f is a submersion at every point of Γn, that the kernel of f
′ matches what we claimed
was the tangent space at every point of Γn, and that dimensions match.
As far as dimensions are concerned, the domain is a 4n2-dimensional manifold, and
we are looking at the pre-image of a point in a 3n2-dimension manifold, thus if f is a
submersion at each point of Γn, then Γn has dimension n
2.
Now, let P =
[
A B
−B A
]
∈ Γn, let U, V,W,X ∈ Mn(R). Note that
f ′(P ) ·
[
U V
W X
]
= (U −X, V +W,A tU + U tA +B tV + V tB,
A tV + U tB − V tA− B tU)
= (U −X, V +W, Sym(A tU +B tV ), Skew(A tV −B tU)),
therefore
[
U V
W X
]
∈ Ker f ′(P )⇔ U = X, V = −W,A tU + U tA+B tV + V tB = 0,
A tV + U tB − V tA− B tU = 0
⇔ U = X, V = −W,A tU +B tV ∈ ASn(R), A tV − B tU ∈ Sn(R)
Since this matches the depiction of the claimed tangent space of Γn at P , it is enough to
prove that f ′(P ) is surjective. Let now (U ′, V ′,W ′, X ′) ∈ Mn(R)2×Sn(R)×ASn(R). Let
U, V ∈ Mn(R) be such that P
[tU
tV
]
= 1
2
[
W ′
X ′
]
; it is possible because P is nonsingular. Let
W = V ′ − V , X = U − U ′; one easily sees then that f ′(P ) ·
[
U V
W X
]
= (U ′, V ′,W ′, X ′).

3.2. Action of the ortho-symplectic group over the sphere.
The goal of the section is to prove the following proposition, which is one key element of
the second step of the proof:
Proposition 3.2. Let Γn act on S
2n−1. This action is transitive. Also, Γn acts on the
orbits of S2n−1 and this action is transitive.
We first need a linear algebra lemma.
Lemma 3.3. Let u ∈ Cq be a non-zero vector, q ≥ 2. Then Ku = {M ∈ Hq,Mu = 0} is
a real vector space of dimension (q − 1)2.
Proof. Assume, without loss of generality, that uq 6= 0. Let Φ(M ∈ Ku) = ([M ]i,j)1≤i,j<q ∈
Hq−1, Φ is a linear operator. It is easily checked to be injective and surjective, with an
explicit inverse map. 
Corollary 3.4. Let, for any (x, y) ∈ S2n−1, Ax,y be the map
Ax,y : g ∈ Γn 7−→ g · (x, y) ∈ S2n−1.
Ax,y is smooth and is a submersion at I2n.
Proof. Clearly, Ax,y is well-defined (because Γn is made with orthogonal matrices) and
smooth. Let Bx,y(g) = Ax,y(g) ∈ R2n, let us prove that the derivative (let us call it d) of
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Bx,y at I2n has rank 2n− 1, which will end the proof. It is enough to show that its kernel
has dimension (n− 1)2. Now, let us see that
TI2n(Γn) =
{[
M N
−N M
]
, N ∈ Sn(R),M ∈ ASn(R)
}
,
and that
d
([
M N
−N M
])
= (Mx+Ny,−Nx+My) = (Re((N+iM)(y−ix)), Im((N+iM)(y−ix))).
Let us denote z = y− ix ∈ Cn\{0}, from the above we deduce that as a real vector space,
Ker d is isomorphic to {N + iM,N ∈ Sn(R),M ∈ ASn(R), (N + iM)z = 0} = Kz. 
Now, we can prove the proposition 3.2.
Proof. Let g ∈ Γn, let (x, y) ∈ S2n−1. Let f : h ∈ Γn 7−→ hg, we see then that Ax,y ◦ f =
Ag(x,y). Thus the derivative of Ax,y ◦ f at I2n is surjective, so the derivative of Ax,y at
g = f(I2n) is surjective too. Therefore Ax,y is a submersion. Since Ax,y is a submersion,
it is open and its image is open in S2n−1. In addition, Ax,y is continuous and defined on a
compact topological space, thus its image in S2n−1 is compact, hence closed. Since S2n−1
is connected, Ax,y is onto.
We have seen above that the vector field of which we take the flow is the one given by
J . So the Hamiltonian flow at time t of f : z ∈ R2n 7−→ |z|2 is the linear isomorphism
given by exp (2tJ). Since Γn commutes with J , it also commutes with exp(sJ) for any
real number s, thus Γn maps orbits one to another. Since it can map any point of S
2n−1
to any other, and since there is only one orbit going through a given point, the rest of the
statement holds. 
3.3. Elementary measures are limits of eigenfunctions. Recall that we defined
elementary measures as uniform probability measures that are supported on one single
orbit of the flow.
Recall that from [Zw, Theorem 11.9], for every symplectic linear operator A ∈ L(R2d),
and for every h > 0, there exists a unitary operator TA,h ∈ L(L2(Rd)) such that for every
a ∈ S(x2 + ξ2 + 1), (a ◦ A)w(x, hD) = T ∗A,haw(x, hD)TA,h.
We recall that we defined fn in section 1.3 and set, as in there, hn =
1
2n+d
. For any
n > 0, A ∈ Γd, we define fAn = TA,hnfn.
Lemma 3.5. For any n > 0, (−h2n∆+ |x|2)fAn = fAn .
Proof. Observe that p ◦ A = p, thus
fAn = TA,hn(p ◦ A)w(x, hnD)fn = TA,hnT ∗A,hnpw(x, hnD)TA,hnfn = pw(x, hnD)fAn .

Let C1 = {|x|2+|ξ|2 = x21+ξ21 = 1}. Recall from proposition 2.4 that for any a ∈ C∞c (R2d),
〈aw(x, hnD)fn, fn〉 −→ 1
2π
∫
C1
a ds.
Proposition 3.6. Let A ∈ Γd. Then, for any a ∈ C∞c (Rd), as n −→ ∞:
〈aw(x, hnD)fAn , fAn 〉 −→
1
2π
∫
AC1
a ds.
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Proof.
〈aw(x, hnD)fAn , fAn 〉 = 〈aw(x, hnD)TA,hnfn, TA,hnfn〉
= 〈T ∗A,hnaw(x, hnD)TA,hnfn, fn〉
= 〈(a ◦ A)w(x, hnD)fn, fn〉
−→ 1
2π
∫
C1
a ◦ Ads = 1
2π
∫
AC1
a ds

4. End of the proof
4.1. Convex measures.
Recall that we defined a convex measure as a convex combination of elementary measures,
elementary measures being invariant measures that are supported along a single orbit.
We will need one lemma to prove the theorem for convex measures:
Lemma 4.1. Let b ∈ S(1), A ∈ Γd. Assume that b is zero near AC1. Then bw(x, hnD)fAn =
oL2(1).
Proof. Using 1.3 and 3.5, we may assume that b is compactly supported. Then, using 1.2
and 1.1
‖bw(x, hnD)fAn ‖2L2 = 〈bw(x, hnD)fAn , bw(x, hnD)fAn 〉
= 〈bw(x, hnD)bw(x, hnD)fAn , fAn 〉
= 〈((bb+OS(1)(hn))w (x, hnD)fAn , fAn 〉
= O(hn) + 〈(|b|2)w(x, hnD)fAn , fAn 〉
= O(hn) + o(1) +
1
2π
∫
AC1
|b|2 ds −→ 0

Corollary 4.2. Let c ∈ S(1). Let A,B ∈ Γd be such that A = AC1 and B = BC1 are
distinct (hence disjoint) orbits. Then, as n −→∞,
〈cw(x, hnD)fAn , fBn 〉 −→ 0.
Proof. There exists real-valued a, b ∈ S(1) that are 1 near A and B and with disjoint
supports. Then, in L2, fAn = a
w(x, hnD)f
A
n + o(1) and f
B
n = b
w(x, hnD)f
B
n + o(1).
Hence 〈cw(x, hnD)fAn , fBn 〉 = o(1) + 〈bw(x, hnD)cw(x, hnD)aw(x, hnD)fAn , fBn 〉, because
bw(x, hnD) is self-adjoint and because of 1.1. From 1.2, b
w(x, hD)cw(x, hD)aw(x, hD) =
(bca)w(x, hD) +OS(1)(h) = oS(1)(1). Using 1.1 ends the proof. 
Proposition 4.3. Let µ be a convex measure on S2d−1. For each n, there exists an
eigenfunction gn of the quantum harmonic oscillator (with parameter hn) (with eigenvalue
1, and unit L2 norm) such that
∀a ∈ C∞c (R2d), 〈aw(x, hnD)gn, gn〉 −→
∫
S2d−1
a dµ.
Proof. We can write µ =
∑p
i=1 λici, where λi are non-negative real numbers adding up to
1, and for any a ∈ C 0(S2d−1), ∫
S2d−1
a dci =
1
2pi
∫
Ci
f ds, where Ci are distinct orbits.
Let, for 1 ≤ i ≤ p, Ai ∈ Γd be such that Ci = AiC. Let g(1)n =
∑p
i=1
√
λif
Ai
n .
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Then corollary 4.2 proves that for any a ∈ C∞c (R2d),
〈aw(x, hnD)g(1)n , g(1)n 〉 −→
∫
S2d−1
adµ, ‖g(1)n ‖L2 = 1 + o(1).
Now take gn = ‖g(1)n ‖−1L2 g(1)n for each n. 
4.2. How to get all measures.
Let us begin with the following theorem:
Proposition 4.4. The set of convex measures is dense in the set of probability measures
on S2d−1 that are invariant with respect to the Hamilton flow, in the weak-* topology.
Proof. Let V be the locally convex topological vector space of all measures on S2d−1,
endowed with the weak-* convergence topology. Let K ⊂ V be the set of all invariant
probability measures on S2d−1. K is convex, closed (it can be defined by a set of equations
involving only continuous functions on S2d−1) and contained in the unit ball of V (V is
the dual space of C (S2d−1) which is a Banach space so has a natural norm), which is
compact in the weak-* topology (Banach-Alaoglu theorem), so K is convex and compact.
To prove the claim, it is enough to show that the extremal points of K (as a convex set)
are the elementary measures (then we apply the Krein-Milman theorem).
Now, let µ ∈ K be extremal, assume it is not elemnetary. Then we can find x, y ∈ S2d−1
in the support of µ that do not belong to the same orbit. So we can take some small
open set U ⊂ S2d−1 containing x, such that for every x′ ∈ U , x′ and y do not belong to
the same orbit. Let X be the union of all orbits intersecting U , and Y = S2d−1\X. Let
µ1 =
µ(•∩X)
µ(X)
, µ2 =
µ(•∩Y )
µ(Y )
, then µ = (1 − µ(X))µ2 + µ(X)µ1, and 0 < µ(X) < 1, and µ1
and µ2 are in K and distinct. Thus, the support of µ is a single orbit C0, and since µ
is invariant under the Hamilton flow, µ is the corresponding elementary measure (that is
µ : a 7−→ 1
2pi
∫
C1
a ds), which proves the claim. 
Roughly speaking, we would like to argue as follows:
(1) All convex measures are limits of eigenvectors.
(2) All suitable measures are limits of convex measures.
(3) Therefore, all suitable measures are limits of eigenvectors.
As stated, this reasoning is not correct, as shown by the following example: it is known
that 1Q is not a pointwise limit of continuous functions, see for instance [Kec, Theorem
5]. However, let fn = 1Z/n!. It is easy to see that fn −→ 1Q pointwise, and that fn(x) =
lim
p→∞
e−p| sin(n!xpi)|, so fn is a pointwise limit of continuous functions.
However, here is a fix: we will now prove that there exists a metric space X, containing
all the linear forms induced by the eigenfunctions we have used, and all of the limits we
are interested in, such that the metric over X defines the same topology as the weak-*
convergence.
Recall from 1.1 that, for any u ∈ L2(Rn) with norm 1, any invariant probability measure
µ on S2d−1, any 0 < h < 1, any a ∈ C∞c R2d,
|〈aw(x, hD)u , u〉| ≤ C‖a‖C Md
b
(R2d)∣∣∣∣
∫
S2d−1
a dµ
∣∣∣∣ ≤ C‖a‖C Mdb (R2d),
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where C,M ≥ 1 depend only on d. So we set X to be the ball of B∗ with center 0 and
radius C, where B is the completion in the CMdb norm of C
∞
c (R
2d), that is, B is the
Banach space of all CMd functions defined over R2d such that all their derivatives of order
at most Md go to zero at infinity.
The space X, with the weak-* topology (we denote it X∗ as a topological space),
is Hausdorff compact (Banach-Alaoglu theorem, see for instance [Bre, Theorem 3.16]).
Assume now that B is separable. Let (an) ∈ BN be a sequence of functions with norm 1
that is dense in the unit sphere. Let
δ : (l, m) ∈ X2 7−→
∑
n∈N
min(|(l −m)(an)|, 2−n).
It is easy to see that δ is a metric on X, and that Id : X∗ −→ (X, δ) is a bijective
continuous map, therefore it is a homeomorphism and X∗ is a metric space.
Now, it remains to prove that B is separable. We will show that the set of test function
is separable for the (stronger) test function topology and dense in B. The density part
is well-known, for instance with [Trè, Cor.2 p.159]. For the separability of the set of test
function, we consider a sequence Kp of compact subsets of R
d, such that Kp ⊂
◦
Kp+1 and
Rd =
⋃
pKp. It is enough to show that for each p, the space D(Kp) of test functions with
support in Kp is separable. Now, there is a natural topology-preserving embedding
f ∈ D(Kp) 7−→ (∂αf)α∈Nd ∈ C 0(Kp)N
d
.
Now, from [Con, Theorem 6.6], C 0(Kp) is a separable metric space; from [Dug, Theorems
VIII-6.2, VIII-7.3, IX-5.6], it is second-countable, so is C 0(Kp)
Nd , thus the image of the
embedding is separable, and therefore D(Kp) is separable, which ends the proof.
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