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Abstract 
A quasi-ultrametric is a dissimilarity function satisfying two conditions referred to as the in- 
clusion and the diameter conditions. To any dissimilarity d satisfying the inclusion condition we 
associate a quasi-ultrametric which is maximal subject to the condition that it is dominated by 
d. Besides this result, we discuss a straightforward process of modifying a given dissimilarity to 
a dissimilarity which satisfies the inclusion condition. @ 1998 Elsevier Science B.V. All rights 
reserved 
1. Introduction and the result 
The starting point of cluster analysis is often taken to be a dissimilarity measure. A 
dissimilarity on a set Z is a symmetric function d from Z* to the nonnegative reals sat- 
isfying d(i, i) = 0. All the dissimilarity functions occurring in this note are defined on a 
finite nonempty set I. There is a series of structural results which show that a stratified 
clustering system is equivalent to some suitably constrained dissimilarity measure and 
can be easily reconstructed from it. The most simple case is the well-known bijection 
between indexed hierarchies and ultrametrics [6,8,2]. This identification of the indexed 
hierarchies and the ultrametrics makes it possible to see any mapping a : 9 + $2, where 
9 and @ are the respective sets of dissimilarities and ultrametrics, as being in some 
sense a cluster method. An instance of such a method is the single-link one which 
was apparently first introduced by Florek et al. [4] under the title ‘dendritic method’ 
(cf. [71). 
If d and d’ are two dissimilarity fimctions, define the partial order d’ + d (d’ is 
dominated by d) to mean d’(i,j) <d(i,j) for all i, j E I. Then the single-link method 
associates to any given dissimilarity d, the largest ultrametric dominated by d. 
Note that a given method may very well be realized by a number of different algo- 
rithms. Thus, the algorithm of Gower and Ross [5] is the best implementation of the 
single-link method. 
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This paper is motivated by one of the numerous extensions of the previously men- 
tioned bijection; namely the one-to-one correspondence between indexed quasi- 
hierarchies and quasi-ultrametric dissimilarities, established by Bandelt [l] and 
Diatta and Fichet [3]. More precisely, we deal with the problem of the fitting of a 
quasi-ultrametric to any given dissimilarity. Note that the result of Bandelt is based on 
ternary separation relations associated with weak hierarchies, whereas the approach of 
Diatta and Fichet is based on ball intersections. We will follow the terminology of [3], 
more suitable for our purpose. 
We now go on to introduce the basic notions used in the definition of a quasi- 
ultrametric. Let d be a dissimilarity function. Then B(i,r) denotes the closed ball of 
center i and radius r. With a slight abuse of language, the set B$ = B(i,d(i,j)) n 
B(j,d(i,j)) will be called a 2-b&. For any subset J C I, let diamd(J) = SUP~,~~~ d(i,j) 
be the diameter of J. If the meaning is clear from the context, we omit the superscript 
(resp. subscript) d, i.e., B$. (resp. diamd(J)) will be expressed simply as Bij (resp. 
diam(J)). 
A dissimilarity function d satisfies the inclusion condition if Bkl & Bij for all i, j E I 
and all k, 1 E Bij; it satisfies the diameter condition if diam(Bij) = d(i,j) for all i, j E I; 
it is a quasi-ultrametric if it satisfies both the inclusion and the diameter conditions. 
The method we propose to approximate dissimilarities by quasi-ultrametrics com- 
prises two stages. The first stage consists of a straightforward process of modifying 
a dissimilarity 6 to a dissimilarity d dominated by 6, and satisfying the inclusion 
condition. 
Namely, given a dissimilarity 6, we construct a finite decreasing sequence 
a=&)+ ... + S, = d of dissimilarities whose least element d satisfies the inclusion 
condition. At a given step p, we check whether 6, satisfies the required condition, in 
which case we set S,, to become d. Otherwise, there exists a 2-ball B$ and elements 
k, 1 E B$ such that B$ does not contain B$. That is, there exists at least one element 
m E B$ which does not belong to B$‘. Then for all such elements k, I E B$ and for all 
such elements m E B$, we set 6,+i(i, m) and S,+i( j, m) to be, respectively, equal to 
min{6P(i,j),~P(i,m)} and min{6p(i,j),C&(j,m)}, and I!$+, =S, elsewhere. 
This process yields, in a finite number of steps, a dissimilarity d which satisfies the 
inclusion condition. Indeed, the sequence (S,),,O decreases, each value of S, being 
a value of the initial dissimilarity 6. Moreover, it returns the input dissimilarity 6 
provided 6 satisfies the required condition. But in the general case, the uniqueness of 
the output d and its relationship with the input 6 are not clear to us. 
Then the second stage concerns the fitting of a quasi-ultrametric to the previously 
obtained dissimilarity d. The following concept will be of use. To any dissimilarity d, 
one may associate a dissimilarity dmin defined by d,i,(i,j) = min{d(u, u): i, j E BUL,}. 
We now state our main result. 
Theorem. Let d be a dissimilarity function satisfying the inclusion condition. Then 
its associated dissimilarity dmin is a maximal (with respect to the previously 
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dejined partial order) quasi-ultrametric dominated by d. Moreover, B$r = B$. for all 
i,j E I, 
2. Proof of the theorem 
The proof of the theorem requires some preliminary results. Given a dissimilarity d 
obeying the inclusion condition, we start with an algorithmic construction of a quasi- 
ultrametric which will be shown to be the dissimilarity d,i, associated to d. The 
following lemmae are needed in the proof of this result. 
Lemma 1. Let d be a dissimilarity satisfying the inclusion condition. Then the equal- 
ity B, = Bkl holds for all k, 1 E B, such that d(k, 1) ad(i, j). 
Proof. Let k and 1 belong to Bij. Obviously Bkj c Bl,/ by the inclusion condition. If, in 
addition, d(k, l)>d(i, j), then max{d(i,k),d(i, l),d(j,k),d(j, I)} dd(i, j)<d(k, 1); that 
is i, j E Bkl. Thence Bij G Bk, by the inclusion condition. 0 
Lemma 2. Let d be a dissimilarity function, and let J C I be a nonempty sub- 
set of I such that Bij C J for all i, j E J. Then J = Bk[ for every k, 1 E J for which 
d(k, 1) = diam(J). 
The proof is straightforward. 
Assume now we are given a dissimilarity d satisfying the inclusion condition. Con- 
struct a sequence d = do + t dN = d’ of dissimilarities as shown in the following 
procedure. 
At a given step p, 
(1) if dP satisfies the diameter condition, then set dP to become d’; otherwise, let i, j E I 
such that diamdP(B$)>dP(i, j). Then 
(2) reduce to d,(i, j) the values of dP on pairs {u, u} of B$ for which d,(u, v)>d,(i, j), 
and set the resulting dissimilarity to become dP,_, . 
Proposition 1. Let d and d’ be respectively the input and the output of the above 
algorithm, with d satisfying the inclusion condition. Then Bd,’ = B$ for all i, j E I. 
Proof. It suffices to show that if d,, satisfies the inclusion condition, then the equal- 
ity BP’ = B$ holds for all i, j EI. Clearly, if dP verifies, in addition, the diameter 
condition, then d’ = dP, so that B$ = Bk’ = B? for all i, j E I. Assume now diamdP 
(B$)>d,(i,j) for some pair {i, j} C I. Then there is a sequence {k,, I,},..., 
{ky,Zq} of pairs of B$’ such that dp(i,j)<dp(kl,lI)< ... <dp(kq,lq)=diamdP(B$‘). 
So d,+l(k,, I,) = d,(i, j) for all LX = 1,. . . ,q, and d,+, =dP elsewhere. 
Let us show that BP’ = B$ First, dP + dP+ 1 implies Bt C B$+' Indeed, on the one 
hand, d,+l(i,j)=d,(i,j), and, on the other hand, d,,_l(i,m)<d,(i,m) and d,+l(j,m)< 
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d,(j,m) for all mEI. Conversely, if m@B:, then dp+l(i,m)=dP(i,m) and d,+l(j,m) 
= d,( j, m). So 
max{d,+l(i,m),d,+l(j,m)}>d,(i,j)=d,+l(i,j), 
which means that m $l B$‘+’ . Therefore ,$‘+I = B$‘. 
We now show that B$+’ - B$ for all u, v E B$‘+’ = B$. Two cases have then to be 
distinguished. 
Case 1: u,u~B$+’ with dP(u,v)<dP(i,j). 
Then B$ C B$” since d,+l(u, u) = d,(u, v). Conversely, if m E B$+‘, then max{d,+i 
(u,m),dP+~(v,m)}<d,,+~(u,u)=dP(u,v)<dp(i,j). So we deduce that d,+l(u,m)= 
d,(u,m) and d,+l(v,m)=d,(u,m). Then mEB2, yielding the following: B$+’ =B$ C 
B!? = BdP+’ 
lJ ‘J ’ 
Case 2: u, v E BF’ with dP(u, v)>dP(i, j). 
With the inclusion condition, the equality Bk = B$ derives from Lemma 1. Thus, for 
m outside Bk, we have dP+l(u,m)=dp(u,m) and d,+l(u,m)=d,(u,m) since m$!B$. 
Then max{d,+~(u,m),d,+~(v,m)}>d,(u,u)~d,+~(u,v), i.e., m$B$,+‘, showing that 
B$+’ &B$ =B: =B$‘+‘. From Lemma 2, we conclude that BF’ = B$l+‘, because 
diam~P+,(B>‘)=dp(i,j)=dp+l(~,~). Therefore, Bk’ =B$. 
To complete the proof, we have to show that BtfC+’ = Bk for all u, v E I such that at 
least one of u and v does not belong to B$‘+’ = B$. In this case, d,+l (u, u) = d,(u, v) 
and it clearly follows that B$ & B$+’ . Without loss of generality, we may assume that 
v is outside of Bd!+’ 
‘J ’ 
Suppose that Blf: c Bk’ and let m E B$+’ \B$. Then, on the one 
hand, d,(u,m)>d,(u,v) and it follows that u,mtB$, since dP(v,m)=dp+l(u,m)6 
d,+l(u,v)=d,(u,v). On the other hand, dP+l(u,m)<dp(u,m) since d,+l(u,m)<d,+l 
(u,u)=d,(u,u). S o vrB$&B$=B~‘, contradicting our assumption. Therefore 
Btjll” -  B$, and the proposition is proved. 0 
The result of this proposition ensures that the previous algorithm preserves the sat- 
isfaction of the inclusion condition. So its output d’ is quasi-ultrametric as it clearly 
satisfies the diameter condition. The next result we are going to prove relates d’ to the 
dissimilarity dmin associated to d, for d and d’ as in the previous proposition. In fact, 
we prove that dmin = d’. We need two preliminary results. 
Lemma 3. Let d and d’ be as in the previous proposition. Then for all i, j E I: (d(i, j) 
>d’(i, j)) e (3(w, t) ~1~: i,jEB$ with d(i,j)>d(w,t)). 
Proof. Let i, j E I with d(i, j) > d’(i, j). Then there exists p E FV U {0}, and k, I E I, 
such that i, j E BdP - kl B$ and d(i, j)>d,(i, j) >d,(k, I). If d,(k, Z)<d(k, I), then we can 
find q<p and elements u,v E I such that k, 1 E B$ and d,(k, Z)>d,(u,v)=d,(k, I). 
As the inclusion condition is preserved at any step of the algorithm, we conclude 
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that i, j E B,d,. with d(i, j) > d,(u, Y). Hence, a finite recurrence yields the right-hand 
condition of the equivalence in the lemma. Pick now a pair w, t such that i, j E B$,, and 
d(i, j) > a(w, t). Evidently d’(i, j) 6 d(i, j). In addition, the equality B$ = Bf,, holds, 
showing that i. j E B$. Assume that d’( i, j) = d(i, j). Then d’(i, j) > d(w, t) > d’(w, t). 
This is impossible because d’ satisfies the diameter condition. 0 
Lemma 4. Let d be a dissimilarity satisfying the inclusion condition and let i, j E I. 
Then d,i”(i, j) = d(i, j) if and only if there exists k, 1 E BG for which d(i, j) = d,i,,(k, I). 
Proof. The condition is obviously necessary. For the sufficiency, let k, I E B$ such 
that d(i, j) = d,,i”(k, 1). Then the inclusion condition yields that k, 1 E B,d, for all u, u 
verifying i, j E Bfl.. Therefore, d(i, j) = d,,i”(k, 1) <d,,,(i,j)<d(i, j). 0 
Proposition 2. Let d and d’ be as in Proposition 1. Then d’ =d,,,i”. 
Proof. Let i and j be elements of I for which there exists k, 1 E I such that d,in(k, 1) 
=d(i, j). Then, by Lemma 4, we have d,i”(i,j)= d(i, j); that is d(i, j)bd(u,u) for 
all U, c’ E Z such that i, j E B,d,.. So the equality d’(i, j) == d(i, j) follows from Lemma 3. 
Therefore, d’(i, j) = d,,,i”(i, j) = d(i, j). Now let k, 1 E I and let i, j E I such that d,i,(k, 1) 
= d(i, j). Then k, 1 E Bz. = B$‘. Hence, as d’ satisfies the diameter condition, we have 
d’(k, I) <d’(i, j) = d(i,/) = d,,;“(k, 1). So the equality B,d, = B$ derives from Lemma 1, 
since d(i, j)<d(k, 1). Thence i, j E B$ = B$ and it follows that d’(i, j) <d’(k, 1) be- 
cause d’ satisfies the diameter condition. Finally, we have d’(k, 1) = d’(i, j) = d(i, j) = 
d,i,(k. I), which proves that d’ = d,,,,. 0 
Summarizing, we have already proved that the dissimilarity dmin associated to d is a 
quasi-ultrametric which verifies B$‘” = B,;’ for all i, j E I. To complete the proof of the 
theorem, we have to show that d,i, is maximal among all quasi-ultrametrics dominated 
by d. 
Assume that there is a quasi-ultrametric /J verifying d,,, + p -: d. Let k, 1 E I and 
let i, j E I such that d,i”(k, 1) = d(i, j). Then, by Propositions 2 and 1 and Lemma 4, 
d,i,(i, j) = d(i, j), i.e., dm;,(i, j) = p(i, j). We assert in addition that Bc = Bt.. Indeed, 
if m E Bi;, then dmi,(i, m) <p(i, m) <p(i, j) = d,i”(i, j). The same inequality holds for 
d,i”( j, m), SO that m E B$?‘” = B$. Conversely, if m E B$, then p(i,m)<d(i,m)<d(i,j) 
= ,u(i, j) as well as p( j,m)Gp(i, j). Thus m E Bc.. Therefore, B$“. = B6 = Bt.. So, as 
k, 1 E Bg and ,U satisfies the diameter condition, we have d,i”(k, 1) <p(k, 1) <p(i, j) = 
d(i,j) = d,,i,(k, l), completing the proof of the theorem. 0 
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