To reduce experimental effort associated with directed protein evolution and to explore the sequence space encoded by mutating multiple positions simultaneously, we incorporate machine learning in the directed evolution workflow. Combinatorial sequence space can be quite expensive to sample experimentally, but machine learning models trained on tested variants provide a fast method for testing sequence space computationally. We validate this approach on a large published empirical fitness landscape for human GB1 binding protein, demonstrating that machine-learningguided directed evolution finds variants with higher fitness than those found by other directed evolution approaches. We then provide an example application in evolving an enzyme to produce each of the two possible product enantiomers (stereodivergence) of a new-to-nature carbene Si-H insertion reaction. The approach predicted libraries enriched in functional enzymes and fixed seven mutations in two rounds of evolution to identify variants for selective catalysis with 93% and 79% ee. By greatly increasing throughput with in silico modeling, machine learning enhances the quality and diversity of sequence solutions for a protein engineering problem.
Introduction
Nature provides countless proteins with untapped potential for technological applications. Rarely optimal for their envisioned human uses, nature's proteins benefit from sequence engineering to enhance performance. Successful engineering is no small feat, however, as protein function is determined by a highly-tuned and dynamic ensemble of states (1) . In some cases, engineering to enhance desirable features can be accomplished reliably by directed evolution, in which beneficial mutations are identified and accumulated through an iterative process of mutation and testing hundreds to thousands of variants in each generation (2) (3) (4) . However, implementing a suitable screen or selection can represent a significant experimental burden.
Given that screening is the bottleneck and most resource-intensive step for the majority of directed evolution efforts, devising ways to screen protein variants in silico is highly attractive. Molecular dynamics simulations, which predict dynamic structural changes for protein variants, have been used to predict changes in structure (5) and protein properties caused by mutations (6) . However, full simulations are also resource-intensive, requiring hundreds of CPU hours for each variant, a mechanistic understanding of the reaction at hand, and ideally, a reference protein structure. A number of other, less computationally intensive physical models have also been used to identify sequences likely to retain fold and function for further experimental screening (7) (8) (9) .
An emerging alternative for screening protein function in silico is machine learning, which comprises a set of algorithms that make decisions based on data (10) . By building models directly from data, machine learning has proven to be a powerful, efficient, and versatile tool for a variety of applications, such as extracting abstract concepts from text and images or beating humans at our most complex games (11, 12) . Previous applications of machine learning in protein engineering have identified beneficial mutations (13) and optimal combinations of protein fragments (14) for increased enzyme activity and protein stability, as reviewed recently (15) . Here we use machine learning to enhance directed evolution, using combinatorial libraries of mutations to explore sequence space more efficiently than conventional directed evolution with single mutation walks. The size of a mutant library grows exponentially with the number of residues considered for mutation and quickly becomes intractable for experimental screening. However, by leveraging in silico models built based on sampling of a combinatorial library, machine learning assists directed evolution to make multiple mutations simultaneously and traverse fitness landscapes more efficiently.
In the machine-learning-assisted directed evolution strategy presented here, multiple amino acid residues are randomized in each generation. Sequence-function information sampled from the large combinatorial library is then used to predict a restricted library with an increased probability of containing variants with high fitness. The best-performing variants from the predicted libraries are chosen as the starting points for the next round of evolution, from which further improved variants are identified. We first investigate the benefits of in silico screening by machine learning using the dataset collected by Wu and coworkers (16) , who studied the effects on antibody binding of mutations at four positions in human GB1 binding protein (theoretical library size 20 4 = 160,000 variants). We then use machine-learning-assisted directed evolution to engineer an enzyme for stereodivergent carbon-silicon bond formation, a new-to-nature chemical transformation. 
Validation on an Empirical Fitness Landscape
We first investigated this machine-learning-assisted approach on the large empirical fitness landscape of Wu et al., who studied protein G domain B1(GB1) binding to an antibody (16) . Specifically, we compare the final fitnesses reached by simulated directed evolution with and without machine learning, based on testing the same number of variants. The empirical landscape used here consists of measurements of 149,361 out of a total 20 4 = 160,000 variants from saturation mutagenesis at four positions known to interact epistatically. The fitness of protein GB1 was defined as the enrichment of folded protein bound to the antibody IgG-Fc, measured by coupling mRNA display with next-generation sequencing. The landscape contains a fitness maximum at 8.76, with a fitness value of 1 set for the parent sequence, and 19.7% of variants at a reported value of 0. On this landscape, the simulated single-mutant walk (described below) reached 869 fitness peaks, 533 of which outperformed the wild type sequence and 138 of which had fitness less than 5% of the wild type's. For a full description of the epistatic landscape, see the thorough analysis of Wu and coworkers (16) .
We first simulated single-mutation evolutionary walks starting from each of the 149,361 variants reported. The algorithm proceeded as follows: In each single-mutation walk, all possible single amino acid mutations were tested at each of the four mutated positions. The best amino acid was then fixed at its observed position, and that position was restricted from further exploration. This process continued iteratively with the remaining positions until an amino acid was fixed at each position. As a greedy search algorithm that always follows the path with strongest improvements in fitness, this single mutation walk has a deterministic solution for each starting variant. Following the definition of library coverage established by Kille and coworkers (18) , assuming 95% coverage of 19 mutations from wild type at each position results in a total of 570 variants screened.
Another prominent technique in directed evolution is recombination. For a given set of positions to explore, one method is to randomly sample the combinatorial library and recombine the mutations found at each position in the top M variants. This process is shown in Fig. 1B . For N positions, the recombinatorial library then has a maximum of M N variants, and we selected the top three variants for a maximum recombinatorial library size of 81. An alternative recombination approach is to test all possible single mutants from a given parent sequence and recombine the top three mutations at each position for a fixed recombinatorial library size of 81. However, this alternative recombination does not perform as well on the GB1 data set (SI Appendix, Fig. S1B ). Compared to these recombination strategies, the machine-learning-assisted approach has the distinct advantage of providing estimates for the variability at each position (as opposed to taking the top three mutations at each).
To compare the distribution of fitness values of the optimal variants found by the described directed evolution methods, shallow neural networks were trained with 470 randomly-selected input variants, from which 100 predictions were tested, for a total screening burden equivalent to the single-mutation walk. While the number of variants tested was determined by comparison to another method (a single-mutant walk) and the ratio of training variants versus predicted variants was set through experimental convenience (the size of a deep-well plate), from a modeling perspective, these design choices could be improved to increase the expected fitness improvement (SI Appendix, Fig. S1A ) Histograms of the highest fitnesses found by the approaches are shown in 
Figure 2. (A)
Highest fitness values found by directed evolution and directed evolution assisted by machine learning. The distribution of fitness peaks found by iterative site-saturation mutagenesis from all labeled variants (149,361 out of 20 4 possible covering 4 residues) is shown in red. The distribution of fitness peaks found by 10,000 recombination runs with an average of 570 variants tested is shown in blue. The distribution of the highest fitnesses found from 600 runs of the machine learning-assisted approach is shown in green. 570 variants are tested in all approaches. For reference, the distribution of all measured fitness values in the landscape is shown in gray. (B) The same evolutionary distributions are shown as empirical cumulative distribution functions, where the ordinate at any specified fitness value is the fraction of evolutionary runs that reach a fitness less than or equal to that specified value. Machine learning-assisted evolution walks are more likely to reach higher fitness levels compared to conventional directed evolution.
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As shown in Fig. 2 , with the same number of variants screened, the machine-learning-assisted evolution approach reaches the global optimum fitness value in 8.2% of 600 simulations, compared to 4.9% of all starting sequences reaching the same value through a single-mutant walk and 4.0% of simulated recombination runs. Additionally, on this landscape the machine-learning approach requires about 30% fewer variants to achieve final results similar to the single-mutant walk with this analysis. Perhaps more importantly, a single-mutant walk is much more likely to end at low fitness levels compared to approaches that sample the combinatorial library directly. To this end, the machine learning approach has an expected fitness value of 6.42, compared to 5.41 and 5.93 for the single step approach and recombination, respectively.
Interestingly, the accuracy of the machine learning models as determined on a test set of 1000 random variants not found in the training set can be quite low (Pearson's r = 0.41 with stdev 0.17). However, this level of accuracy as measured by Pearson's r appears to be sufficient to guide evolution. Although perfect accuracy does not seem to be necessary, if the accuracy of the models is so low that predictions are random guesses, this approach cannot be expected to outperform a single mutant walk (SI Appendix, Fig. S1A ). As an algorithm, evolution is focused on identifying optimal variants, and developing a measure of model accuracy biased toward correctly identifying optimal variants will likely improve model selection. This approach validation experiment gave us confidence that machine-learning-assisted directed evolution can find improved protein variants efficiently.
Application to Evolution of Enantiodivergent Enzyme Activity
We next used machine-learning-assisted directed evolution to engineer an enzyme to produce each of two possible product enantiomers. For this demonstration, we selected the reaction of phenyldimethyl silane with ethyl 2-diazopropanoate (Me-EDA) catalyzed by a putative nitric oxide dioxygenase from Rhodothermus marinus (Rma NOD), as shown in Fig. 3 . Carbon-silicon bond formation is a new-to-nature enzyme reaction (19) , and Rma NOD with mutations Y32K and V97L catalyzes this reaction with 76% ee for the (S)-enantiomer in whole-cell reactions (SI Appendix, Table 1 ).
Figure 3:
Carbon-silicon bond formation catalyzed by hemecontaining nitric oxide dioxygenase from Rhodothermus marinus to form individual product enantiomers with high selectivity.
Silicon has potential for tuning the pharmaceutical properties of bioactive molecules (20, 21) . Because enantiomers of bioactive molecules can have stark differences in their biological effects (22) , access to both is important (23) . Screening for enantioselectivity, however, typically requires long chiral separations in low throughput screening to discover beneficial mutations (24) . We thus tested whether machine-learning-assisted directed evolution can efficiently generate two catalysts to make both individual product (S)-and (R)-enantiomers starting from a single parent sequence. We chose the parent Rma NOD (UniProt ID: D0MGT2) (25) enzyme for two reasons. First, Rma NOD is native to a hyperthermophile and should be thermostable. Because machine-learningassisted directed evolution makes multiple mutations per iteration, a starting sequence capable of accommodating multiple potentially destabilizing mutations is ideal. Second, while we previously engineered a cytochrome c (Rma cyt c) to >99% ee for the (R)-enantiomer, wild-type Rma cyt c serendipitously started with 97% ee (19) . We hypothesized that a parent enzyme with less enantiopreference (76% ee for the (S)-enantiomer in whole cells) would be a better starting point for engineering enantiodivergent variants.
During evolution for enantioselectivity, we sampled two sets of amino acid positions: Set I contained mutations to residues K32, F46, L56, and L97, and Set II contained mutations to residues P49, R51, and I53 after fixing beneficial mutations identified from Set I. For both sets, we first tested and sequenced an initial set of randomly selected mutants (the input library) to train models. We next tested a restricted set of mutants predicted to have high selectivity (the predicted library). The targeted positions are shown in a structural homology model in Fig. 4A . Set I positions were selected based on proximity to the putative active site, while Set II positions were selected based on their proximity to the putative substrate entry channel.
Machine learning models are more useful when trained with data broadly distributed across input space, even if those data are noisy (26) . When designing a training set for machine-learningassisted directed evolution, it is thus important to maximize the input sequence diversity by avoiding disproportionate amino acid representation (e.g. from codon usage). We therefore used NDT codons for the input libraries. NDT libraries encode 12 amino acids having diverse properties with 12 unique codons (27) , thus minimizing the probability that an amino acid is overrepresented in the initial training set. Notably, the parent amino acid at a site is still considered by the model even if it is not encoded by the NDT codons, as sequence-function data are available for the parent sequence. The evolution experiment is summarized in Fig. 4B . In the first round, Rma NOD Y32K V97L (76 % ee) was used as a parent for NDT mutagenesis at the Set I positions. From 124 sequencefunction relationships sampled randomly, models were trained to predict a restricted set of selective variants. Specifically, a variety of models covering linear, kernel, shallow neural network, and ensemble methods were tested on each library, from which the optimum models were used to rank every sequence in the theoretical library by its predicted fitness. Under strict limitations in experimental throughput, and with one 96-well plate as the smallest batch size, we settled on two plates of input data for each round of evolution, and one plate of tested predictions. However, increased throughput allows for increased likelihood of reaching the landscape's optimum (SI Appendix, Fig. S1A ). The lower numbers reflected in Fig. 4C reflect failed sequencing reads of these two plates.
From the predicted libraries for both enantiomers, two variants, called VCHV (93 % ee) and GSSG (62 % ee) for their amino acids at positions 32, 46, 56, and 97, were identified by screening 90 variants for each. VCHV and GSSG were then used as the parent sequences for the second round of mutation at the three positions in Set II. The approach of experimentally testing a library predicted by models trained on a randomly sampled input library was repeated. From those predicted libraries, we obtained two variants with measured enantioselectivities of 93% and 79% ee for the (S)-and (R)-enantiomers, respectively. These two enantioselective enzymes were achieved after obtaining 445 sequence-function relationships for model training and testing an additional 360 predicted variants, for a total of 805 variants tested experimentally covering 7 positions, as summarized in Fig. 4C .
Machine Learning Identifies Diverse Improved Sequences
Comparison on the empirical protein GB1 dataset showed that machine-learning-assisted directed evolution is more likely than directed evolution alone to identify improved variants. Yet another benefit of this approach is the ability to identify a diverse set of sequences for accomplishing a specific task. Having diverse solutions is attractive as some of those variants may satisfy other design requirements, such as increased total activity, altered substrate tolerance, specific amino acid handles for further protein modification, or sequence diversity for intellectual property considerations (29) . By enabling exploration of the combinatorial space, machine-learningassisted directed evolution is able to identify multiple solutions for each engineering objective. Table 1 and Table 2 summarize the most selective variants in the input and predicted libraries for position Sets I and II. The input library for Set I is the same for both product enantiomers. The parent sequences for Set II, VCHV and GSSG, are highlighted in cyan and red, respectively, in the tables.
The improvement in total activity measured in whole cells compared to the starting variant (32K, 46F, 56L, 97L) obtained after two rounds of machine-learning-assisted directed evolution is also shown in Table 2 . Although evolved for enantioselectivity, the final variants also exhibit improved activity. Negative controls with cells expressing non-heme proteins yield a racemic mixture of product enantiomers, due to a low level of nonselective background activity from free heme or heme proteins. Increasing the activity of the RmaNOD protein can overcome this background activity and appears in the screen as improved selectivity if the protein is selective. Thus, enhanced activity is one path to higher selectivity. The two variants most selective for the (S)-enantiomer differ by less than 1% in ee. However, the 49P 51V 53I variant from VCHV has higher total activity under screening conditions. By providing multiple solutions in a combinatorial space for a single design criterion, machine learning is able to identify variants with other beneficial properties.
The solutions identified by this approach can also be non-obvious. For example, the three most (S)-selective variants in the initial input for Position Set I are YNLL, CSVL, and CVHV. The three most selective sequences from the restricted, predicted library are VGVL, CFNL, and VCHV. If only considering the last residue in bold, the predicted library can be sampled from the top variants in the input library. However, for each of the other three positions, there is at least one mutation that is not present in the top three input sequences. 
Machine Learning Predicts Regions of Sequence Space Enriched in Function
While the machine-learning-assisted approach is more likely to reach sequences with higher fitness, as demonstrated in simulations using the human GB1 dataset, there may well be instances where other evolution strategies serendipitously discover variants with higher fitness more quickly. Therefore, since the purpose of library creation is to increase likelihood of success, we caution against focusing solely on examples of individual variants with higher fitnesses and propose an alternative analysis.
Sequence-fitness landscapes are typically represented with fitness values on the vertical axis, dependent on some ordering of the corresponding protein sequences. Representing this highdimensional space, even when it is explored with single mutations, is complicated and requires sequencing each variant (30) . However, in functional protein space, the engineer is primarily concerned with fitness. Therefore, an alternative representation of a library is a 1-dimensional distribution of fitness values sampled at random for each encoded library. In other words, the sequences are disregarded for visualization, and the library is represented by the distribution of its fitness values. Each subplot in Fig. 5 shows both the input and predicted (output) library as kernel density estimates in each round of evolution for R-and S-selectivity as fitness. This representation shows the main benefit of incorporating machine learning into directed evolution, which is the ability to focus expensive experiments on regions of sequence space enriched in desired variants. A few things are immediately clear with this visualization. First, the distribution of random mutations made in the input libraries is shifted toward the parent in Fig. 5 , as has been shown previously (31) . In other words, random mutations made from an (R)-selective variant are more likely to be (R)-selective. More importantly, the machine-learning algorithm is able to focus its predictions on areas of sequence space that are enriched in high fitness, as can be seen in the shift in distribution from input to predicted libraries. Specifically, 90 predicted variants were tested for predicted library sizes of 864 for the (S)-enantiomer and 630 for the (R)-enantiomer in Position Set I. In Position Set II, the predicted library sizes were much smaller, at 192 and 90 variants for the (S)-and (R)-enantiomer, respectively. Ninety variants were tested for these predicted libraries, which were sequenced for redundancy (due to the smaller theoretical library size) to yield 47 and 39 unique variants. Thus, machine learning optimized directed evolution by sampling regions of sequence space dense in functionality. Notably, the machine learning algorithms appear to have more pronounced benefits in Position Set II, likely due to the smaller number of positions explored and larger number of sequence-function relationships obtained.
Discussion
We have shown that machine learning can be used to quickly screen a full recombination library in silico after randomly sampling sequence-fitness relationships from the library. The predictions for the most-fit sequences are useful when incorporated into a directed evolution campaign. By sampling large regions of sequence space in silico to reduce in vitro screening efforts, we rapidly evolved a single parent protein to generate variants that selectively form both product enantiomers of a new-to-nature C-Si bond-forming reaction.
We are able to do so by sampling the combinatorial sequence space directly and incorporating models with nonlinear interactions. This allows us to represent epistatic interactions at these positions computationally, instead of relying on identifying beneficial single mutations as other methods such as ProSAR do (13) . By providing an efficient computational method for estimating desired properties of all possible proteins in a large library, machine learning increases effective throughput. Thus we take larger steps through sequence space by identifying combinations of beneficial mutations, circumventing the need for indirect paths (16) or alteration of the sequence landscape (30) , and potentially avoiding negative epistatic effects resulting from the accumulation of large numbers of mutations (32) that require reversion later in the evolution (33) . This gives rise to novel protein sequences that would have been difficult to find just by recombining the best amino acids at each position. Allowing simultaneous incorporation of multiple mutations accelerates directed evolution by navigating different regions of the fitness landscape concurrently and avoiding scenarios where the search for beneficial mutations ends in low-fitness regions of sequence space.
Importantly, machine-learning-assisted directed evolution also results in solutions that may appear quite distinct. For example, proline is conserved at residue 49 in two of the most (S)-selective variants. Proline is often considered unique for the conformational rigidity it confers, and at first may seem structurally important, if not critical for protein function. However, tyrosine and arginine are also tolerated at position 49 with less than 1% loss in enantioselectivity. This suggests that there are diverse solutions in protein space for specific properties, as has also recently been shown in protein design (8) . Computational models make abstractions to efficiently model physical processes, and the level of abstraction must be tailored to the task, such as protein structure prediction (34) . While predictive accuracy could be improved by more computationally-expensive simulations or by collecting more data for machine learning, improved variants can already be identified by sampling from a space predicted to be dense in higher fitness variants. Nevertheless, continuing to collect full datasets with higher throughput methods such as deep mutational scanning (35) serve as valuable test beds for validating the latest machine-learning algorithms for both regression (36, 37) and design (38) that require more data.
An evolution strategy similar in spirit to that described here was recently applied to the evolution of GFP fluorescence (39) . However, the implementations are quite different. Saito and coworkers used Gaussian processes to rank sequences based on their probability of improvement, or the probability that a variant outperforms those in the training set (39) . We take a different approach of identifying the optimal variants, focusing efforts in the area of sequence space with highest fitness. Additionally, because it is difficult to know a priori which models will be most accurate for describing a particular landscape, we tested multiple types of models, from linear to ensemble models, to predict the optimal sequences. Modeling the effects of previously-identified point mutations has also recently been studied for evolution of enantioselectivity of an enzyme (40) . This study and others focused on increasing the accuracy of protein modeling by developing other physical descriptors (41, 42) or embedded representations (43) suggest that machine learning will assist directed evolution even beyond the baseline implementation employed here.
By providing an efficient estimate for desired properties, machine learning models are able to leverage the information from limited experimental resources to model proteins, without the need for a detailed understanding of how they function. This demonstration of machine-learningassisted directed evolution with combinatorial libraries provides a tool for understanding the protein sequence-function relationship and for rapidly engineering useful proteins. Protein engineers have been sentenced to long treks through sequence space in the search for improved fitness. Now machine learning can help guide us to the highest peaks.
Materials and Methods Approach Validation on an Empirical Fitness Landscape
Fitness values were provided for 149,361 out of 160,000 total possible sequences covering 4 positions in human protein GB1, where fitness was defined as the enrichment of folded protein bound to IgG-Fc antibody as measured by coupling mRNA display with next-generation sequencing (16) . We only use measured sequences and did not incorporate imputed values of variants that were not measured directly. Three directed evolution approaches were simulated on this landscape: 1) a single mutation walk, 2) simulated recombination, and 3) directed evolution with machine learning. For 1), the algorithm proceeds as follows: i) From a starting sequence, every possible single mutation (19N variants for N positions) is made and evaluated. ii) The best single mutation is fixed in the reference sequence, and the position it was found in is locked from further editing. iii) Steps i and ii are repeated until every position has been tested, for a total of 4 rounds to cover 4 positions. 2) Simulated recombination proceeds by selecting 527 random variants and recombining the mutations found in the top three variants, for an average of 570 variants tested over 10,000 simulations. 3) Directed evolution with machine learning proceeds as follows: i) 470 randomly-selected sequences in the combinatorial space are used to train shallow neural networks with randomized hyperparameter search from 4-fold cross-validation based on Pearson's r. Errors are then calculated based on 1000 randomly selected variants that were not present in the training set.
ii) The optimal model is used to predict the top 100 sequences, or roughly the screening capacity of a plate. iii) The highest true fitness value in this predicted set of 100 sequences is the maximum fitness value found. This process was repeated with different numbers of random sequences in step i to simulate lower model accuracies, the results of which can be seen in Supp Fig. 1A. In Fig. 2 , 100 variants was used as the size of the predicted library test for its similarity to the screening capacity of a 96-well plate. From the definition of library established by Kille et al. (18) , this leaves 470 variants for the input library in step I for an equal screening burden, assuming 95% coverage of 19 mutations from wild type at each position.
Library Cloning, Expression, and Characterization of Rma NOD
The gene encoding Rma NOD was obtained as a gBlock and cloned into pET22b(+) (Novagen catalog number 69744). Standard PCR amplification and Gibson assembly were used for libraries with degenerate codons specified by SwiftLib (17) . Encoded versus sequenced codon distributions are shown in Supp Fig. 2 . Expression was performed in 96 deep-well plates in 1mL HyperBroth (AthenaES) using Escherichia coli BL21 E. cloni EXPRESS (Lucigen) with 100 μg/mL ampicillin from a 20-fold dilution of overnight culture. Expression cultures were induced after 2.5 hours of outgrowth with 0.5 mM and heme production was enhanced with supplementation of 1 mM 5aminolevulinic acid.
The relative product activity was measured using 10 mM Me-EDA and 10 mM PhMe2SiH with whole cells resuspended in 400 uL nitrogen-free M9-N buffer, pH 7.4 (47.7 mM Na2HPO 4 , 22.0 mM KH2PO 4 , 8.6 mM NaCl, 2.0 mM MgSO 4 , and 0.1 mM CaCl 2 ). Reactions were incubated anaerobically at room temperatures for 6 hr, before extraction into 600 uL cyclohexane. Enantiomeric excess was measured by running the organic solution on a JACSO 2000 series supercritical fluid chromatography (SFC) system with a Chiralcel OD-H (4.6 mm x 25 cm) chiral column (95% CO2, 5% isopropanol, 3 minutes).
Rma NOD Model Training and Prediction Testing
Screening information was paired with protein sequence obtained from rolling circle amplification followed by sequencing by MCLab. The sequence-function pairs, available on ProtaBank (44), were used to train a panel of models with default hyperparameters in the scikit-learn Python package (45) , including K-nearest neighbors, linear (including Automatic Relevance Detection, Bayesian Ridge, Elastic Net, Lasso LARS, and Ridge), decision trees, random forests (including AdaBoost, Bagging, and Gradient Boosting), and multilayer perceptrons. The top 3 model types were selected, and gridsearch cross-validation was used to identify the optimal hyperparameters. The top 3 hyperparameter sets for the top 3 model types were used to identify the top 1000 sequences in each predicted library. Degenerate codons encoding amino acids occurring with highest frequencies in every model at each position were identified by Swiftlib (17), and 90 random variants were tested in vitro. This random sampling differs from that in the empirical fitness landscape, where all sequences have been enumerated and can be easily tested. While sampling randomly means we may not have tested the optimal sequence as identified in trained models, we are able to generate fitness distributions as in Fig. 6B to describe this space. Table 2 : Modeling statistics c. Table 3 : Prediction frequency tables* (page 7) d. Table 4 : Relative activity compared to starting sequence III.
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I. General procedures (A) Plasmid construction
All variants described in this study were cloned and expressed using the pET22( 
(B) Protein expression
Single colonies from Luria Broth (LB)-ampicillin (100 μg/mL) agar plates were picked using sterile toothpicks and grown in 600 μL LB-ampicillin in 2 mL 96 deep-well plates at 37°C, 250 rpm, 80% humidity overnight (12-18 hours). Multi-channel pipettes were used to transfer 50 μL of overnight culture into 4 deep-well plates containing 1 mL Hyperbroth (HB, AthenaES) each. Four replicates of each well position were made to minimize variability in cell culture and maximize accuracy for downstream modeling. The expression plate were incubated at 37°C, 250 rpm, 80% humidity for 2.5 hours. The plates were then chilled on ice for 30 minutes and induced with 0.5 mM isopropyl β-D-1-thiogalactopyranoside and supplemented with 1 mM 5aminolevulinic acid to increase heme production. The plate was incubated at 22°C, 220 rpm overnight. The plate was then centrifuged at 3000g for 10 minutes at 4°C. Each individual well was resuspended in 100 μL M9-N buffer (pH 7.4, 47.7 mM Na2HPO 4 , 22.0 mM KH2PO 4 , 8.6 mM NaCl, 2.0 mM MgSO 4 , and 0.1 mM CaCl2). The four replicates were combined for 400 μL total in M9-N buffer.
(C) Biocatalytic reaction and assay
In an anaerobic chamber, 10 μL of 400 mM PhMe2SiH (in acetonitrile) and 10 μL of 400 mM ethyl-2-diazopropanoate (Me-EDA, in acetonitrile) were added to 380 μL whole-cells resuspended in M9-N buffer. The final concentrations in each well were 10 mM Me-EDA and 10 mM PhMe2SiH in each 400 μL reaction mix. The reaction plate was covered with a foil cover (USA scientific) and shaken at 1000 rpm for 4 hours. 600 μL of cyclohexane was added with a multi-channel pipette to each well to quench the reaction and extract the reaction products, which have been previously characterized (3) . Plates were centrifuged to remove cells (3000g, 10 minutes) and enantiomeric excess was measured by running the organic solution on a JACSO 2000 series supercritical fluid chromatography (SFC) system with a Chiralcel OD-H (4.6 mm x 25 cm) chiral column (95% CO2, 5% isopropanol, 3 minutes). Final variants in main text Table  1a and Table 1b were expressed and tested in biological triplicate (in addition to the previous protocol of combining 4 replicates). Automatic integration was performed in ChemStation.
(D) Model training
Machine-learning models were trained with sequencing information from MCLAB Inc and enantiomeric data obtained by SFC. To model the data, the following regressors from the superlative scikit-learn package (4) were used: K-nearest neighbors, linear (including Automatic Relevance Detection, Bayesian Ridge, Elastic Net, Lasso LARS, and Ridge), decision trees, random forests (including AdaBoost, Bagging, and Gradient Boosting), and multilayer perceptrons, as it is difficult to know a priori which model will best fit the landscape. For example, if the selected positions are truly non-interactive, we can expect much of the landscape's variance to be explained by a linear model. However, for more epistatic landscapes, we must account for this nonlinearity. Therefore, many different model classes were tested, all of which can be run (with hyperparameter optimization) on a personal MacBook Pro in less than one day. The 3 model types with highest Pearson correlation from a Leave-One-Out cross validation (LOO CV) with default hyperparameters were selected for gridsearch hyperparameter optimization. From this gridsearch, the 3 sets of hyperparameters with highest LOO CV Pearson correlation were selected, for a total of 9 models in order to capture different characteristics of the landscape with relatively low accuracy models. The models were retrained on the full dataset and used for predicting a restricted library, discussed in the section below.
(E) Model predictions
Directly synthesizing the DNA encoding the top variants is quite expensive. Therefore, we interpret our models' predictions by the frequency of each amino acid's occurrence in a top fraction (the top 1000) of the library, which we are able to encode efficiently with degenerate codon libraries. An example is shown in supplementary Table 3 . For cloning purposes, at this point the sequence information predicted from the models is lost, as each position is considered independently to reduce DNA synthesis and subcloning costs. Additionally, we elected to include all 20 amino acids in the predictions even though less than 20 were encoded in the input libraries, to provide an estimate for when the models may be predicting high fitness based on mutations at other positions. A full description of this step is provided with the accompanying supplementary Table 3 .
(F) Experimental validation of predictions
The top amino acids at each position are encoded by degenerate codons identified by SwiftLib (5) . All 9 models are considered when choosing amino acids to encode, in case some models are capturing different characteristics of the sequence-function relationship. While the optimal combinations of amino acids identified by the model are retained in this library, there may be non-optimal combinations that result from this procedure. However, we have developed this method to balance these experimental costs with being able to access the restricted libraries. The degenerate codons used to encode the predicted libraries are shown in supplementary Figure 3 .
The predicted libraries were tested in the same manner as above. The accuracy for the 9 models of each Set, as well as the average values of the 9 models, is shown for the data obtained by screening the predicted libraries. The corresponding predicted versus measured values can be found in supplementary . This process is repeated for the top 3 models determined by default hyperparameters, and then 3 hyperparameter sets are used for each optimal, for a total of 9 models (in an attempt to capture different portions of the landscape with inaccurate models).
In the described approach, this step can be tuned to consider more or less sequences (such as the top 20% or top 1%) depending on the protein engineer's discretion considering the following: screening throughput, sequencing cost, cloning capabilities, desired fitness improvement, model accuracy, theoretical size of the predicted library, ease of encoding with codon degeneracy, and an interpretation of the landscape (how many variants are expected to be near the fitness peak). As DNA synthesis costs continue to fall, the ideal is to be able to sample the top sequences directly (as was simulated in our study with data from a full recombination library of 4 positions) without resorting to this approach to interpret the models' predictions with degenerate codons. Fig. 1A , and for the various evolutionary methods established in the main text in Supp. Fig. 1B. In Supp. Fig. 1A , two hundred simulated evolutions are tested for each of the machine learning-assisted methods, with the exception of N=470, where 600 are tested. Lines shifted toward the right are more likely to identify sequences with higher fitness. The cumulative fraction is shown on the ordinate axis, and fitness value on the abscissa. The highest fitness value from the top 100 sequences (roughly the smallest batch size, as screening is typically done in 96 well plates) from each model trained with N sequences is shown to demonstrate the effect of increased training data. Therefore, the total screening burden for each line is N + 100. With 570 sequences measured (in black), the machine learning-assisted evolution approach reaches the global optimum fitness value in 8.4% of simulations, compared to 4.9% of all starting sequences (in blue). The machine learning-assisted evolution approach only requires between 300 and 400 total tested sequences to perform similarly to directed evolution (570 sequences). Therefore, the directed evolution approach requires about 42% more variants tested to achieve similar results on this landscape. However, perhaps a more important metric is the expected fitness value obtained by each method, summarized below. Other controls are included in Supp. Fig. 1B for random combinatorial sequences, from which the highest fitness from 1000 random samples is provided (in gray), two different methods of recombination (in cyan and gold), and a ProSAR-like algorithm (in red). In cyan, recombination from the top 3 single mutants at each position from a reference parent are shown. The top 3 mutants from a random combinatorial search of all positions is shown in gold (with an average of 570 sequences searched).
Supplementary
Our implementation of ProSAR is based on the Partial Least Squares (PLS) algorithm for a linear model for point mutations established by Fox and coworkers (6, 7) . Specifically, the PLS implementation by scikit-learn is trained with data from 569 random sequences (optimized over the number of components kept). From the PLS decomposition, the coefficients for the linear contribution from each mutation is determined, and the most positive mutation at each position is kept. We call this approach "ProSAR-like", as the exact implementation of ProSAR can be fairly subjective (see Supporting Information (Detailed description of a round): Improving catalytic function by ProSAR-driven enzyme evolution by Fox et al. (7) ).
The low performance of ProSAR on this landscape is worth discussing. ProSAR was developed to analyze previously-identified mutations at different positions, such that each position typically only has one (maybe two) mutations to consider. A base model with linear contributions at these positions supported their evolution. However, in our recombination landscape of a small number of positions with known epistasis (nonlinear effects), this approach should not be expected to find optimal solutions (and does not outperform other methods tested).
Supplementary Figure 2: Predicted vs measured values for all libraries
The predicted versus measured values for sequence-verified variants in the predicted libraries are shown for each library. Figure 2A contains predicted values for position Set I. Figure 2B contains predicted values for position Set II from GSSG, and Figure 2C for Set II from VCHV. A linear regression is shown for these values. 
IV. Input sequences versus encoded predictions
A bias that is not present in the empirical landscape study is in the ratio of sequences that are transformed into the host organism. This ratio can be significantly altered due to cloning biases. Therefore, heat maps of encoded amino acids are shown for each round comparing the input and predicted libraries. (These ratios are often represented with sequence logo maps, which are better visualizations when a few amino acids dominate.) The input libraries are NDT libraries, which represent N, S, I, H, R, L, D, G, V, Y, C, F. Input libraries also contain proline at position 49 from WT. The degenerate codons used to encode amino acids at each position are provided for reference. Sequence-function data is available on Protabank (8) . In these tables, residues in bold were not part of the predicted library but had to be included with the degenerate codon cloning method. 
V. Model performance and selection
The LOO Pearson r of the regressors with default hyperparameters and the models ultimately selected are shown for each round.
Set I Models
