Clustering analysis has been used for identifying similar objects and discovering distribution of patterns in large data sets. While hard clustering assigns an object to only one cluster, fuzzy clustering assigns one object to multiple clusters at the same time based on their degrees of membership. An important issue in clustering analysis is the validation of fuzzy partitions. In this paper, we consider the Bayesian like validation along with four conventional validity measures for two clustering algorithms namely, fuzzy c-means and fuzzy c-shell based. An empirical study is conducted on five data sets to compare their performances. Results show that the Bayesian validation score outperforms the conventional ones. However, a multiple objective approach is needed.
INTRODUCTION
Fuzzy cluster analysis aims at dividing data into groups or clusters such that items within a given cluster have a high degree of similarity whereas items of different groups have a high degree of dissimilarity (Klawonn and Hoppne, 2009 ). Objects are not classified as belonging to one and only one cluster but instead, they all possess a degree of membership for each cluster. There are many fuzzy cluster analysis techniques available and they have been successfully applied to several data analysis problems (Klawonn and Hoppne, 2009) .
In this context, we conduct a comparative study of the performance of two known fuzzy clustering algorithms, Fuzzy c-means (FCM) and Fuzzy c-shell method (FCS) . Once the clustering algorithm is applied, the second step is to decide on the optimal number of clusters using cluster validity measures. For this evaluation, we use four conventional and bayesian cluster validity indices (Carvalho, 2006) . This paper is organized as follows. Section 2 presents a brief review of two clustering algorithms, namely FCM and FCS. Section 3 reports the experimental environment and comparison result and Section 4 presents a brief conclusion.
FUZZY CLUSTERING ALGORITHMS
In this study, we present a comprehensive comparative analysis using two fuzzy clustering algorithms FCM and FCS. First, we explain their fundamental concepts.
The Fuzzy C-Means Method
FCM reveals structure in data through minimizing a quadratic objective function (Graves and Pedrycz, 2010) . The formulation of FCM optimization model is:
subject to the constraint
where n is the total number of patterns in a given dataset, c is the number of clusters, X = {x 1 , x 2 , ..., x n } the feature data, V = {v 1 , ..., v c } cluster centroids, U = [u ik ] c * n denotes the fuzzy partition matrix, u ik is the membership degree of pattern x k to the ith cluster. The distance d(x k , v i ), noted as d ik , is the Euclidean distance norm between object x k and center v i and m is the fuzzification exponent. The respective membership functions and cluster centroids to solve the constrained optimization problem, given in (Bezdek, 1974 ) are as follows:
and
FCM algorithm is stated as follows:
2. Calculate c fuzzy cluster centers using Equation 4.
3. Update the membership matrix U using Equation 5, until ||U l − U l−1 || < ε, then stop.
Else return to 2.
FCM algorithm has proven to be a very popular clustering method. Mainly, it is applied for hyperspherical shaped data. However, FCM has some shortcomings. It suffers from the convergence to local minimum when the number of clusters increases. Also, it shows a sensitivity to initialization parameter values and dependence on data characteristics. It requires initialization for prototypes while actually a good initialization is difficult to assess. Moreover, it requires the number of clusters to be known a priori. Therefore, an extensive evaluation is required (Wang and Zhang, 2007) .
The Fuzzy C-Shell Method
FCS is an extension of the FCM algorithm where the boundaries of spheres and ellipsoids are detected. The prototype for a circular shell cluster is described by its center point and a shell radius as an additional parameter, v i , r i , respectively (Dave, 1990) . The objective function for FCS is given by :
where the distance measure d(x k , (v i , r i )) is the Euclidean norm between x j ,v i and r i and it is defined as follows:
FCS algorithm produces a fuzzy partition of the data set via optimization of the previous objective function. The resulting cluster centroids and membership functions are given by the following:
FCS algorithm is stated as follows:
2. Calculate cluster centers using Equation 8 and update memberships u i j based on Equation 9 3. Calculate the d ik defined in Equation 7.
4. Update the membership matrix, until ||U l − U l−1 || < ε then stop 5. Else go to step 3.
FCS algorithms are computationally expensive because their updating equation requires a non linear equation to be solved iteratively. Hence, it requires a suitable method to solve non-linear equations (Dave, 1990) . In the following section, we conduct a comparative study to assess the performance of different cluster validity measures.
A COMPARATIVE STUDY OF FUZZY CLUSTER ANALYSIS
First, we introduce conventional and bayesian validation cluster validity measures. Then, we conduct an experimental study on five datasets.
Conventional and Bayesian Cluster Validity Measures
There are many fuzzy clustering validity indices to evaluate clustering results (Cho and Yoo, 2006) . In this section, we review five of them, namely partition coefficient, classification entropy, Fukuyama-Suengo, Xie-beni Index and Bayesian Score. (Bezdek, 1974) proposed a cluster validity index for fuzzy clustering named partition coefficient (PC). This index determines the performance measure based on minimizing the overall content of pairwise fuzzy intersection in U. The PC index is given by:
Partition coefficient
ranging within [1/c, 1]. Optimal number of clusters is obtained by maximizing the value of PC with respect to a certain value of c. However, this index does not perform well in large datasets because the value of PC decreases monotonically when n gets large (Halkidi et al., 2001 ) (Cho and Yoo, 2006 ) (Wang and Zhang, 2007) .
Classification entropy
Also, (Bezdek, 1974) proposed the classification entropy (CE). It is a scalar measure of the amount of fuzziness in a given U and it is one of the most widely used cluster validity indices. CE index is defined as follows :
where, CE values range within [0, log a c], with a is the base of logarithm. Optimal partition is obtained by minimizing the value of CE with respect to a certain value of c. Also, CE is monotonically decreasing as c gets larger. The PC and CE indices use only membership values and do not take into consideration of cluster structure (Halkidi et al., 2001 ) (Cho and Yoo, 2006 ) (Wang and Zhang, 2007) . (Fukuyama and Suengo, 1989) proposed a Fukuyama-Suengo (FS) to validate the clustering by combining the compactness and separateness. The FS index is given by the following:
Fukuyama-Suengo
wherev = ∑ n i=1 x i /n. The term ||x j − v i || 2 measures the compactness of clusters as the distance between the representation element x j and cluster centroids v i of each cluster i, and ||v i −v|| 2 measures the separation between each cluster centroid v i and the mean of cluster centroidsv. An optimal cluster is founded by minimizing FS to produce the best fuzzy partition result of a given dataset. FS, as PC and CE, is monotonically decreasing when c gets large (Halkidi et al., 2001 ) (Cho and Yoo, 2006 ) (Wang and Zhang, 2007) . (Xie and Beni, 1991) proposed a Xie-beni Index (XB) as a validity index based on compactness and separateness. The XB index is defined as follows:
Xie-beni Index
where d min = min i, j ||v i − v j ||. The numerator measures the compactness of the fuzzy partition, using the distance between the center of cluster v i and a representative element x j , weighted by the fuzzy partition membership of data point j to cluster i. The denominator, denoting the strength of the separation between clusters is defined as the minimum distance between cluster centers weighted by n. The good partition is found by minimizing XB index with respect to a certain value of c. XB index is monotonically decreasing when the number of clusters gets very large and close to n (Halkidi et al., 2001 ) (Cho and Yoo, 2006 ) (Wang and Zhang, 2007) (Yang et al., 2006) .
Bayesian Score

(Cho and Yoo, 2006) proposed a Bayesian score (BS)
by formally transferring the principles of the classic Bayes' theorem to memberships. Unlike conventional measures, based on the distance between clusters, the Bayesian like validation method selects the fuzzy partition with the highest membership degree in the dataset. It selects a partition with the maximum membership as an optimal cluster partition. The BS index is given in the following:
P(c i ) and P(d i j ) are calculated as follows:
where
The optimal number of clusters is chosen where BS is maximized (Halkidi et al., 2001 ) (Cho and Yoo, 2006) . All indices suffer from their monotonous dependence on the number of clusters. They show their sensitivity to the initialization parameter, more specifically to the fuzzifier m, and they lack direct connection to the dataset structure. Hence, they do not use the dataset itself, except XB and FS involve the dataset structure (Halkidi et al., 2001 ). In the next section, we compare the performance of the above mentioned indices in determining the true number of clusters.
Experimental Results
To evaluate fuzzy partitions obtained from FCM and FCS, cluster validity measures introduced previously are compared using five data sets : Yeast, Breast Cancer, Abalone, Arrhythmia and Iris. Results of this comparison are given in Tables from 1 to 5. All experiments are repeated six times on each dataset by increasing number of clusters. The number of clusters ranging between intervals adaptively to the real number of clusters (reported on the first column) and the fuzziness parameter value is m = 1.2. Yeast data consists of 1484 samples with nine feature values and ten classes. Table 1 shows results of Yeast data for all validation methods when the number of clusters ranges from 5 to 10. While PC, CE, FS and XB fail to identify the optimal number of Yeast clusters, BS index correctly identifies it for both clustering algorithms: FCM and FCS.
Wisconsin Breast Cancer data consists of 286 samples, where each pattern has nineteen features and two clusters. Table 2 shows results of Wisconsin Breast cancer dataset, where, CE, FS and XB fail to recognize the optimum number of Yeast clusters, but BS and PC indices correctly identify the optimal number of clusters for both clustering algorithms: FCM and FCS.
Abalone dataset contains 4177 samples, where each pattern has 279 features values, and sixteen clusters. Results for Abalone dataset are given in Table 3 . They show that CE fails to identify the optimal number of Yeast clusters, while, XB correctly identifies the optimam number except when the FCM algorithm is applied. However, PC, FS and BS correctly identify the optimal number of clusters for both clustering algorithms: FCM and FCS.
Arrhythmia dataset consists of 452 samples with 8 dimensional measurement spaces and 29 classes. Table 4 shows results of Arrhythmia dataset. We notice that FS and XB fail to identify the optimal number of Yeast clusters. While PC and CE correctly identify the optimal number except FCM algorithm is applied. BS correctly identifies the optimal number of clusters for both clustering algorithms.
Iris dataset contains 150 samples with four attributes and has three classes. Table 5 gives results for Iris dataset. We note that FS, XB and BS fail to identify the optimal number of Yeast clusters. CE correctly identifies the optimal number of clusters except when the FCM algorithm is applied. Only, PC correctly identifies the optimum number for both clustering algorithms: FCM and FCS.
After clustering the five datasets using the FCM and FCS, we compare them in terms of the PC and CE, FS, XB and BS values. Results show that PC yields the optimal number of clusters three times, CE identifies the correct number of clusters three times and only with FCM. Since, FS yields the correct number of clusters only one time and XB does not yield the correct number of clusters for any dataset, they are the most unreliable indices. BS yields the optimal number of clusters four times. Hence, we confirm results of (Cho and Yoo, 2006) that the Bayesian score is the most reliable clustering validity measure. However, none of the above mentioned indices correctly finds the optimal number of clusters for all data sets. Therefore, a suitable index must be selected for each data.
CONCLUSIONS
In order to evaluate fuzzy partitions of two clustering algorithms, FCM and FCS, four conventional validity measures and Bayesian validation are used on five datasets. Results show the good performance of the Bayesian score as a cluster validity index and demonstrates that in comparison with conventional fuzzy indices the Bayesian validation leads to superior results. We conclude that none of the above mentioned indices leads to the correct number of clusters for all mentioned datasets. Hence, fuzzy clustering requires more investigations, where most clustering algorithms may not provide satisfactory result because no single validity measure works efficiently on different kinds of datasets. As future research, fuzzy clustering analysis from a multiple objective optimization perspective where the search should be performed over a number of often conflicting objective functions, needs to be studied.
