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ABSTRACT With the continuous rise in ingenious forgery, a wide range of digital audio authentication
applications are emerging as a preventive and detective control in real-world circumstances, such as forged
evidence, breach of copyright protection, and unauthorized data access. To investigate and verify, this paper
presents a novel automatic authentication system that differentiates between the forged and original audio.
The design philosophy of the proposed system is primarily based on three psychoacoustic principles of
hearing, which are implemented to simulate the human sound perception system. Moreover, the proposed
system is able to classify between the audio of different environments recorded with the same microphone.
To authenticate the audio and environment classification, the computed features based on the psychoacoustic
principles of hearing are dangled to the Gaussian mixture model to make automatic decisions. It is worth
mentioning that the proposed system authenticates an unknown speaker irrespective of the audio content
i.e., independent of narrator and text. To evaluate the performance of the proposed system, audios in multi-
environments are forged in such a way that a human cannot recognize them. Subjective evaluation by three
human evaluators is performed to verify the quality of the generated forged audio. The proposed system
provides a classification accuracy of 99.2%± 2.6. Furthermore, the obtained accuracy for the other scenarios,
such as text-dependent and text-independent audio authentication, is 100% by using the proposed system.
INDEX TERMS Digital audio authentication, audio forensics, forgery, machine learning algorithm, human
psychoacoustic principles.
I. INTRODUCTION
With the recent unprecedented proliferation of smart devices
such asmobile phones and advancements in various technolo-
gies (e.g., mobile and wireless networks), digital multimedia
is becoming an indispensable part of our lives and the fabric
of our society. For example, unauthentic and forged multi-
media can influence the decisions of courts as it is admis-
sible evidence. With continuous advancements in ingenious
forgery, the authentication of digital multimedia (i.e., image,
audio and video) [1] is an emerging challenge. Despite rea-
sonable advancements in image [2], [3] and video [4], digital
audio authentication is still in its infancy. Digital authentica-
tion and forensics involve the verification and investigation
of an audio to determine its originality (i.e., detect forgery, if
any) and have a wide range of applications [5]. For example,
the voice recording of an authorized user can be replayed
or manipulated to gain access to secret data. Moreover, it
can be used for copyright applications such as to detect fake
MP3 audio [6].
Audio forgery can be accomplished by copy-move [7],
deletion, insertion, substitution and splicing [8], [9]. The
applications of copy-move forgery are limited compared with
other methods as it involves moving a part of the audio
at other location in the same liaison. On the other hand,
the deletion, insertion, substitution and splicing of forged
audio may involve merging recordings of different devices,
speakers and environments. This paper deals with a splicing
forgery (i.e., insertion of one or more segments to the end or
middle), which is more challenging. The primary objective of
the proposed system is to address the following issues with
high accuracy and a good classification rate:
• Differentiate between original and tampered audio gen-
erated by splicing recordings with the same microphone
and different environments.
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• Environment classification of original and forged audio
generated through splicing. Identify forged audio irre-
spective of content (i.e., text) and speaker.
• Reliable authentication with forged audio of a very short
duration (i.e., ∼5 seconds).
In the past, audio authentication has been achieved by
applying various algorithms [5], [10]–[12]. One of the basic
approaches is the visual investigation of the waveform of an
audio to identify irregularities and discontinuities [12]. For
example, the analysis of spectrograms [12] may reveal irreg-
ularities in the frequency component during the investigation.
Similarly, listening to audio [11] may also disclose abrupt
changes and the appearance of unusual noise. These methods
may help to decide whether the audio is original or tampered.
However, one of the prime limitations of These approaches
is that they are human-dependent, where judgement errors
cannot be ignored. Moreover, the availability of sophisti-
cated manipulation tools [13], [14] makes it convenient to
manipulate audio without introducing any abnormalities.
Consequently, it becomes very difficult to identify those
abnormalities. For example, the visual inspection of the
waveform and spectrogram of the tampered audio depicted
in Fig. 1 does not provide any clue of irregularity and hearing
is also quite normal.
FIGURE 1. A tampered audio with its spectrogram.
To avoid human involvement, Kraetzer et al. [15]
suggested an automatic system based on a machine learn-
ing algorithm. The authors claimed it as a first practical
approach towards digital audio forensics that classifiesmicro-
phones and the environment. Mel-frequency cepstral coef-
ficients (MFCCs) with some time-domain features were
extracted from audio for authentication. The authors in [16]
also performed environment classification by using MFCCs
and MPEG-7. However, the obtained accuracy was only
approximately 95%. Electric network frequency has also
been used in many studies for the authentication of digital
audio [17]–[19].Moreover, modified discreet cosine transfor-
mation was used in [6] for the authentication of compressed
audio.
Recently, the authors in [20] used measures such as ambi-
ent noise with the magnitude of the impulse response of an
acoustical channel for source authentication and the detec-
tion of audio splicing. To evaluate the method, TIMIT and
another database developed in four different environments
were used. Samples of 30 seconds were generated for the
testing purpose. However, in real life, it is either difficult or
impractical to obtain audio of such a duration for authentica-
tion. The Gaussian mixture model (GMM) has been used as a
classification technique, and the obtained false-positive rate
is greater than 3%. Another recent work [21] used discrete
wavelet packet decomposition to identify forgery in audio.
Audio samples recorded at different frequencies were used
to test the system. However, the obtained accuracy is lower
than [20] for the detection of normal (i.e., 86.89%) and
forged audio (i.e., 89.50%). Moreover, the improper adjust-
ment of five different parameters may increase false alarm
and false rejection, which ultimately affect the accuracy of the
system.
To deal with splicing forgery, this paper presents a novel
audio authentication system based on human psychoacous-
tic (AAHP) principles of hearing. By using recordings by the
same microphone but in different environments, we develop
a database of normal and splicing-based forged audio con-
taining digits from zero to nine. Forged recordings are devel-
oped by merging the digits of two different recordings after
calculating their endpoints. Various measures such as total
amplitude, zero crossing (ZC) and the duration of a digit are
considered to determine endpoints accurately. On the other
hand, digit clipping is used to generate normal recording
without any modification. The three psychoacoustic princi-
ples of hearing (i.e., critical bandwidth, equal-loudness curve
and cube root compression) are used to simulate the human
perception of sound. The features in the proposed system are
extracted by applying the hearing principles sequentially on
the spectrum of audio. The features are computed from each
audio and provided to GMM [22], [23] for the generation
of acoustic models for the original and forged audio during
the training phase of the proposed system. The generated
models are then used for audio authentication and environ-
ment classification. The quality of the generated forged audio
is validated by three human evaluators. The performance
evaluation confirms the effectiveness and efficiency of the
proposed system. The proposed system achieves a classi-
fication accuracy of 99.2%±2.6 and 100% in some cases.
To the best of our knowledge, this is the first automatic audio
authentication system based on hearing principles that can
classify audio from the same microphone (intra-microphone
authentication), but different recording environments (inter-
environment) as well as an unknown speaker (speaker-
independent) and known (text-dependent) and unknown text
(text-independent).
The rest of the paper is organized as follows. Section 2
describes the proposed automatic audio authentication
system and the generation of forged audio as well as
the process for the accurate calculation of the endpoints.
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FIGURE 2. Block diagram of the proposed audio authentication system.
The subjective evaluation of the generated forged audio
by the three human judges and experimental results of
the proposed system are provided in Section 3. Section 4
provides the necessary discussion and compares the pro-
posed system with some recent studies. Finally, conclud-
ing remarks and future research directions are indicated in
Section 5.
II. DEVELOPMENT OF FORGED CORPUS AND
AUTHENTICATION SYSTEM
This section mainly consists of two parts. The first part
describes the process of splicing-based forged audio database
development, clipping of normal audio and endpoint detec-
tion. The second part elucidates the robustness of the pro-
posed system against recording text and speakers, k-folds
cross validation, feature extraction based on the psychoa-
coustic principles of human hearing and a machine learning
algorithm. Fig. 2 depicts a block diagram of the proposed
automatic audio authentication system. The components of
the system are described in the following subsections.
A. GENERATION OF FORGED AUDIO CORPUS
The generation of tampered audio, in a way that a human
evaluator cannot guess it is so, is a big challenge and one
of the crucial steps towards the development of the pro-
posed system. Forged and normal audio samples are gen-
erated by using the King Saud University Arabic Speech
Database (KSU-ASD) [24]. The reason for selecting the
KSU-ASD is its diversity in recorded text, recording environ-
ments and equipment [25], [26]. To the best of our knowledge,
none of the existing publicly available databases serves our
purpose. The KSU-ASD is publicly available through the
Linguistic Data Consortium, which is hosted by the Uni-
versity of Pennsylvania, Philadelphia, USA. Although the
language of the KSU-ASD is Arabic, the proposed system
will work for any language.
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FIGURE 3. (a) The endpoints of each digit in an audio of CDMB (0–9) (b) The endpoints of each
digit in an audio of SDME (0–9) (c) The resultant forged audio.
1) GENERATION OF FORGED AUDIO BY SPLICING
The KSU speech database was recorded in three differ-
ent environments i.e., office (normal), cafeteria (noisy) and
sound-proof room (quiet). In this study, two very different
environments, cafeteria and sound-proof room, are mixed to
generate the forged audio. Mixing the sound-proof roomwith
the cafeteria is the worst case scenario, where the former
represents an absolutely quiet environment and the latter
represents a noisy environment containing background noise.
Audio is forged by mixing the speech of two different record-
ing settings:
1. Recording of digits in the cafeteria with a microphone
(Sony F-V220) attached to a built-in sound card on the
desktop (OptiPlex 760) through an audio-in jack. This
is denoted as CDMB ( Cafeteria, Digits, Microphone,
Built-in sound card).
2. Recording of digits in the sound-proof room with a
microphone (Sony F-V220) connected to an external
sound card (Sound Blaster X-Fi Surround 5.1 Pro)
through the USB port of the desktop (OptiPlex 760).
This is represented by SDME (Sound-proof room, Dig-
its, Microphone, External sound card).
Although it is ideal to forge an audio recording through a
mobile phone because a person is unaware of the recording in
such a scenario, his/her speech can be used for any purpose.
However, the amplitude of mobile phone recordings is low in
the KSU-ASD compared with the microphones, and through
visualization, it is easy to identify that the audio is forged.
Therefore, the recording of the mobile phone is not used to
generate forged samples.
Fig. 3 describes the process used to generate forged audio
by using the recordings of CDMB and SDME. The whole
process of generating forged audio is automatic, and the first
step is the generation of six-digit unique random numbers
such as 514967. The range of each digit is a number from one
to nine. The second step is the calculation of the endpoints of
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digits in the recordings of CDMB and SDME. The process
to extract the endpoints is explained in Section 2.1.2. The
calculated starting and ending points of each digit in the audio
of CDMB and SDME are shown in Fig. 3 (a) and 3 (b),
respectively. The vertical black and red dotted lines represent
the starting and ending times, respectively. The endpoints will
be used to extract the digits from the recordings and mixed
together for the generation of forged audio.
Once the endpoints are calculated, the odd and even digits
of the random number are taken from CDMB and SDME,
respectively. For example, in the random number 514967,
the digits 5, 4 and 6 belong to CDMB and the remainder
to SDME. In the last step, the extracted digits are combined
and the resultant forged audio is depicted in Fig. 3 (c). The
audio samples of CDMB and SDME, shown in Fig. 3, are
recorded by speaker 1 (NS1) in the KSU-ASD database.
By using these two audios of speaker 1, eight different
forged samples are generated. One of the eight forged signals
is shown in Fig, 3 (c), while the remaining seven are 347268,
243157, 962351, 123456, 234567, 345678 and 456789.
Forged audio containing randomdigits is denoted byCSRand1,
CSRand2, CSRand3 and CSRand4, while continuous digits are
represented by CSCont1:6, CSCont2:7, CSCont3:8 and CSCont4:9.
Moreover, the four original audios of CDMB are clipped in
the following four different ways: 123456, 234567, 345678
and 456789; these are represented by CCont1:6, CCont2:7,
CCont3:8 and CCont4:9. Similarly, the four original audios of
SDME are clipped and denoted as SCont1:6, SCont2:7, SCont3:8
and CSCont4:9. Here, clipping refers to cutting each digit from
the number without any modification. In this way, from the
two samples of speaker 1, eight forged and eight original sam-
ples are produced. In other words, 16 samples are produced
from two utterances of a speaker. In this study, 90 different
speakers are considered; hence, we have 720 (= 8 × 90)
forged audio recordings and 720 (= 8× 90) original record-
ings. The total number of audio recordings in the data set
is 1440.
Without repetition, 60480 unique random numbers can
be generated by using one to nine digits, i.e., 9! / (9 - 6)!.
Although the same number of forged audios can be generated
from the two utterances, only eight tampered audio samples
are produced to keep the balance between the original and
forged recordings. As there are only four different possible
ways to clip original audio, a maximum of four audios can
be produced from an utterance. For a speaker, there are two
utterances (one in each environment); therefore, eight audio
recordings are possible at most.
2) PROCESS FOR ENDPOINT DETECTION
Endpoint detection is a key process in the generation of tam-
pered audio. If digits are not extracted properly from audio
samples, then their mixing will not be flawless, and hence this
may mislead a human judge to wrongly perceive the audio
as a tampered sample. In such a case, when an audio can be
judged by listening or visualizing, then there is no purpose to
build an automatic authentication system. This is the reason
that forged audio is generated sophisticatedly so that nobody
may guess its type, i.e., original or tampered. Therefore,
different measures are used for the accurate extraction of the
endpoints.
Before applying the various measures to detect the end-
points, an audio is divided into short frames. As stated earlier,
speech varies quickly with respect to time, which makes it
difficult to analyze. A frame of 20 milliseconds is used to
compute the measures. The size of the frame is kept small to
exclude it if it contains silence. In this way, the exact starting
time of a digit can be determined. One of the computed
measures for endpoint detection is the total amplitude, Tamp,
of a frame, and this is given by Eq. (1) as
T i
amp
=
n∑
i=1
|ai| (1)
where [a1, a2, a3, . . . , an] are the corresponding amplitudes
for the samples [x1, x2, x3, . . . , xn] in the ith frame Xi of
the audio signal X = [X1, X2, X3, . . . ,XN ]T . The signal is
divided into N non-overlapping frames and the number of
samples in each frame is 400, i.e., n = 400. The length of each
frame is 20 milliseconds and each audio is down-sampled
to 16KHz. A threshold to detect the silence frames and voiced
parts of the audio is shown by a horizontal line in Fig. 4 (a)
and is given by Eq. (2) as
thresh = 3% of [max (Tamp)−min (Tamp)]+min (Tamp)
(2)
The other measure for the calculation of the endpoints
is ZC. In the case of silence, the amplitude in an audio should
be zero, but this is not the case. Due to background noise
during silence, an audio contains low amplitude and ZC is
high. To make the ZC equal to zero for the silence part,
four times the maximum absolute amplitude in a frame, to a
minimum Tamp, is subtracted from the whole audio. By doing
so, the amplitude for silence in the whole audio becomes
negative and no ZC will be there. It can be observed in
Fig. 4 (a) that ZC for the silence part is zero now. Moreover,
a threshold equal to 2% of the maximum ZC is also adjusted
and ZC below this represents a silence part. These param-
eters for ZC are adjusted by investigating different audio
recordings.
During the phonation of some digits, some speakers give
a short pause. For example, in the case of the Arabic
digit 6 (sit-tah), speakers pronounce it as sit-short pause-tah.
Therefore, the waveform of a digit is split into two parts,
as shown in Fig. 4 (b). To handle this situation, a check is
implemented on the duration of a digit. The normal duration
of a digit is ∼ 0.5 seconds and the silence between the digits
is ∼ 0.4 seconds. If the duration of each of the two consec-
utives parts of the speech is less than 0.3 seconds, then it
means that a digit is split into two parts. In addition, a silence
of less than 0.3 seconds between the consecutive parts also
confirms the situation. These conditions are implemented by
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FIGURE 4. (a) Accurate calculation of the endpoints of digits by using Tamp and ZC (b) A digit is split into two parts.
using Eq. (3):
if [duration(SegX , SegY )AND silence (SegX , SegY )]<0.3
then merge (SegX , SegY ) (3)
where SegX and SegY are the two split parts of a digit. Finally,
the starting time for such digits will be the starting time of the
first split part and the ending time will be the ending time of
the second split part.
B. PROPOSED AUTOMATIC AUDIO
AUTHENTICATION SYSTEM
The major components of the proposed automatic authen-
tication system are described in this section. The system
is evaluated by using distinctive text and a set of speakers
for training and testing to make the system robust against
text and speakers. Through the cross validation approach,
the system is also evaluated by using each recording of the
developed forged database. Three principles of the human
hearing system are used to extract the features, which are
added into the GMM for the automatic authentication of the
audio and environment classification.
1) TEXT ROBUSTNESS, SPEAKER INDEPENDENCE
AND CROSS VALIDATION
To observe the robustness of the proposed authentication
system against recorded text, two types of experiments are
performed. The experiments in which the same text is used
to train and test the system are referred to as text-dependent
authentication, while those experiments in which the system
is trained and tested with distinct text are referred to as
text-independent experiments. Moreover, in all experiments,
the speakers used to train and test the system are different
from each other. This means that the system can authenticate
the audio of an unknown person. In addition, the proposed
system is tested with each sample by using the k-folds cross
validation approach to avoid bias in the training and testing
data. In k-folds cross validation, the whole data set of the
original and forged audio is divided into k-disjoint subsets.
Each time one of the subsets is used for testing, the remaining
k − 1 are used for training.
2) FEATURE EXTRACTION
Feature extraction from the original and tampered audio is
one of the key components of the proposed system. The fea-
tures are extracted by applying the psychoacoustic principles
of human hearing [27]. A set of three human psychoacoustic
principles, namely the critical band spectral estimation, equal
loudness hearing curve and intensity loudness power law of
hearing, are implemented to compute the feature vectors for
the proposed system. The audio of a person varies quickly
over time, which makes it difficult to analyze. Therefore,
before applying the psychoacoustic principles, the audio is
split into very small blocks. In each block, the behavior of the
speech is quasi-stationary, and hence can be analyzed easily.
To avoid the loss of information at the ends, a new block is
overlappedwith the previous by 50%.Moreover, to ensure the
continuity of the audio in successive blocks, it is necessary to
taper the ends of the divided blocks to zero. The blocks are
tapered by multiplying by the hamming window [28], [29],
which is given by Eq. (4):
hw(n) = 0.54− 0.46 cos
(
2pin
N − 1
)
,
where 0 ≤ n ≤ N − 1 (4)
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where N is the fixed length of the blocks. The hamming win-
dow is multiplied by each block of the audio signal A(n) and
the resultant signal is represented byAh. Themultiplication of
the hamming window hw by the ith block of the audio signal
A(n) is given as:
Ahi (n) = Ai(n)× hw(n) (5)
In this way, spectral leakage can also be avoided when
Fourier transformation (FT) is applied. FT is an important
component in the computation of the feature vectors, which
transform a signal from the time domain to the frequency
domain and provide energy information at each frequency
component. The operation of convolution in the time domain
becomes a simple multiplication in the frequency domain,
which makes the rest of the calculation easier. The output
obtained after applying FT is referred to as a spectrum of the
input audio. The obtained spectrum of the windowed-audio
signal Ah is given in Eq. (6):
Ask = F{Ah}
Ask =
N−1∑
n=0
Ah(n)× e
−2pi jkn
N (6)
where F stands for FT.
The further analysis of the spectrum is done by apply-
ing the different psychoacoustic conditions of hearing to
obtain the feature vectors. During auditory perception, human
ears respond differently to different frequencies. The role of
human ears is vital in separating the frequencies, and they
transmit them to the basilar membrane (BM). The lower
frequencies are localized towards the apex, while the higher
are confined at the basal turn. Each location on the BM acts
like a band-pass filter. Moreover, the positioning of the reso-
nant frequencies (bandwidth of frequencies) along the BM is
linear up to 500 Hz and logarithmic above it. The distribution
of the frequency along the BM can be approximated by using
Eq. (7):
Bark = 13 arctan(0.00076 f )+ 3.5 arctan
(
f
7500
)2
(7)
where f is frequency in Hz and one bark represents one
critical band. The relation was proposed by Zwicker [30].
Twenty-four bark-spaced filters are used in the study and
they correspond to the first 24 critical bands of hearing.
After applying the bark scale on spectrum As, bark-wrapped
spectrum AB is given by Eq. (8):
AB (p,Fr) = Bark (p, b)× As (b,Fr) (8)
where p and b stand for the number of filters and FT bins,
respectively, Fr denotes the number of frames (blocks) in the
audio signal and As represents the spectrum of the windowed-
audio signal.
The bark-warped critical band spectrum AB is now passed
through a relative spectra band-pass filter to remove the effect
of the constant and slowly varying parts in each component
of the estimated critical band spectrum [31]. The human audi-
tory system is relatively insensitive to those slowly varying
stimuli. The response of the filter is given by Eq. (9):
R(z) = z4 ×
(
0.2+ 0.1z−1 − 0.1z−3 − 0.2z−4)
1− 0.94z−1 (9)
The output spectrum is denoted byAR. The study of physio-
logical acoustics shows that the sensitivity of human auditory
mechanisms to different frequencies is different at the same
sound intensity. To incorporate the phenomenon that human
hearing is more sensitive to the middle frequency range of
the audible spectrum, AR is multiplied by an equal loudness
curve to approximate the equal loudness of human hearing
at different frequencies. The equal loudness weight for the
jth filter Ej of critical band spectrum AR is calculated as
Ej =
f 2j ×
(
f 2j + 1.44× 106
)
(
f 2j + 1.6× 105
)
×
(
f 2j + 9.61× 106
) (10)
The center frequency of the jth filter is represented by fj and
the obtained spectrum is represented by AE .
According to the power law of hearing, a nonlinear rela-
tionship exists between the intensity of sound and perceived
loudness [32]. The phenomenon is incorporated after taking
the cube root of the spectrum, which compresses the spec-
trum, and the obtained output is referred to as the processed
auditory spectrum of the input audio. The auditory processed
spectrum is our required feature vectors, denoted by AC in
Eq. (11), and this is obtained after the cube root as
AC = 3
√
AE (11)
3) AUDIO AUTHENTICATION AND ENVIRONMENT
CLASSIFICATION
The feature vectors are extracted in both phases of the
proposed system. In the training phase, the feature vectors
are computed from the subsets of the normal and forged
audio obtained after the k-folds scheme and provided to the
GMM to generate acoustic models for each of them (i.e.,
one model for the original and the other for the forged).
The GMM is state-of-the-art modeling and has been used
in many scientific areas [33]–[35]. The initial parameters
of the GMM are selected by using the k-means algorithm.
These parameters are estimated and tuned by the well-known
expectation maximization algorithm [36] to converge to a
model giving a maximum log-likelihood value. In the testing
phase, the feature vectors are extracted from an unknown
audio and compared with the acoustic model of the original
and tampered audio. The log-likelihood for each model is
then computed. If the log-likelihood value is greater for the
forged acoustic model, then the unknown audio is tampered;
otherwise, it is an original.
Moreover, in the case of environment classification,
the GMM generates one model for each environment.
An unknown audio compared with each environment and
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FIGURE 5. GUI for a subjective evaluation of audio.
the model having maximum log-likelihood will be the envi-
ronment of that unknown audio. The following subsection
presents the generation of forged audio and procedure for
endpoint detection.
III. PERFORMANCE EVALUATION
To validate the performance, human evaluators and the pro-
posed automatic audio authentication system are used. This
section describes the environment setup, performance met-
rics, experimental results and analysis.
A. SUBJECTIVE AUDIO EVALUATION
As stated in the previous section, sophisticated forged audio
recordings are generated to make it difficult to distinguish
between tampered and original audio. To observe the quality
of the generated tampered audios, they are evaluated by three
human evaluators, named Judge 1, Judge 2 and Judge 3. For
this purpose, a graphical user interface (GUI) is developed
and shown in Fig. 5. All evaluators are holders of master’s
degrees in sciences and do not have any known visual or
hearing problem. It is not necessary for a judge to evaluate
all audio in one session. A judge can generate a report for
each session to track the audio evaluated. The report provides
the following information for a session: session X started
with sound Y and ended with sound Z , the total number of
evaluated audio (number of original and tampered audio) and
evaluation metrics such as true positives, false positives, true
negatives, false negatives and overall accuracy. These metrics
are described later in this section.
The judges provide the path of audio recordings and then
check how many recordings are available for the evaluation.
They enter a sound number, and can plot, play, stop and
replay the sound tomake a decision. They have two options to
evaluate an audio i.e., sound and visual. To enter the decision,
they select one of the radio buttons and confirm the decision
by pressing ‘‘Confirm Decision’’.
One of themost important steps in the subjective evaluation
is the name of the original and tampered audio files. The audio
files are provided with the developed GUI for evaluation.
If the judges can guess the type of audio from its name, then
the whole procedure is useless. Therefore, an 8-digit number
is used to name an audio file, for instance, ‘24901684.wav’.
If the sum of digits at even and odd places in a filename is
even, then the audio is original. On the other hand, if the sum
of digits in the odd places is odd and in the even places is even,
then the audio is tampered. For example in ‘24901684.wav’,
the sum of digits in the odd places is even (20 = 2 + 9 +
1 + 8) and the sum of digits in the even places is also even
(14 = 4 + 0 + 6 + 4); therefore, audio ‘24901684.wav’ is
original. The GUI checked this automatically to determine
that the decision entered by a judge is correct or not. In a
GUI, tampered audio is considered as a positive class, while
original audio is treated as a negative class. The subjective
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TABLE 1. Subjective evaluation by judge 1, judge 2 and judge 3.
evaluation by Judge 1, Judge 2 and Judge 3 is provided in
Table 1.
The results of the experiments are evaluated by using
the following performance metrics: sensitivity (SEN), speci-
ficity (SPE) and accuracy (ACC). SEN is a ratio between
truly detected tampered audio and the total number of tam-
pered audios. SPE is a ratio between truly classified original
audio and the total number of original audios. ACC is a ratio
between truly identified audio and the total number of audios.
The measures are calculated by using the following relations:
SEN = true Temp
true Temp+ false Orig × 100 (12)
SPE = true Orig
true Orig+ false Temp × 100 (13)
ACC = trure Temp+ true Orig
total Orig+ total Temp × 100 (14)
where true Temp means a tampered audio is detected as a
tampered audio by the system, false Orig means a tampered
audio is detected as an original audio, true Orig means an
original audio is detected as an original audio, false Temp
means an original audio is detected as a tampered audio by
the system, total Orig represents the total number of original
audios and total Temp stands for the total number of tampered
audios.
CCont1:6, CCont2:7, CCont3:8 and CCont4:9 belong to the chan-
nel CDMB and SCont1:6, SCont2:7, SCont3:8 and SCont4:9 are
taken from the channel SDME. CSRand1, CSRand2, CSRand3,
CSRand4, CSCont1:6, CSCont2:7, CSCont3:8 and CSCont4:9 are the
eight forged audio recordings. In the subjective evaluation,
CSCont1:6, CSCont2:7, CSCont3:8 and CSCont4:9 are used only
because they have the same pattern of digits in each audio as
the channels CDMB and SDME have.
Each judge performs four different types of experiments.
In the first experiment, the recorded text of the audio is digits
1 to 6 and the obtained accuracies are 48.52%, 47.78% and
49.63% for Judge 1, Judge 2 and Judge 3, respectively. The
results are lower than 50%, which shows that the generated
tampered audio is very similar to the original audio. In a two-
class problem, a sample has a 50% probability for each class,
but in our case, the obtained results are even less than 50%,
confirming that a judge has no clue about the class of the
audio (i.e., the results are random). A similar type of trend
is found in the obtained accuracies of the other experiments;
either accuracy is lower than 50% or just greater than 50%.
In the next section, the automatic authentication of the audio
is performed by using the proposed system, and the results
are compared with the subjective evaluation.
B. AUTOMATIC AUDIO AUTHENTICATION THROUGH
THE PROPOSED SYSTEM
Automatic audio authentication is performed by means of the
proposed automatic authentication system. Various experi-
ments are conducted by considering the different scenarios
to observe the performance of the proposed system. Experi-
ments are classified into three major categories.
In the first category, all original and forged audios of both
channels are used, and the results are provided in Table 2.
The results of the experiments are presented by using the
same metrics described earlier (i.e., SEN, SPE and ACC),
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TABLE 2. Automatic authentication results by using all normal and forged audio samples.
FIGURE 6. The setup for text-dependent and text-independent authentication.
and defined in Eqs. (12), (13) and (14). Different numbers of
Gaussian mixtures (4, 8, 16 and 32) are used to perform the
experiments. In addition, 10-folds cross validation is used in
each experiment. All performance metrics are calculated for
each fold. However, averaged results with a standard devia-
tion (STD) are presented. From Table 2, it is evident that the
accuracy of the system increased by increasing the number
of GMM. This indicates that the forged and original audio
modeled perfectly as the number of GMM increased. More-
over, the standard deviation of different folds also decreased
when the number of GMM increased. The maximum SEN,
SPE and ACC are achieved with 32 Gaussian mixtures, and
they are 100%. STD is zero, which shows that the result
is 100% for each fold.
In the second category, the classification of the dif-
ferent environments is performed. The environments of
CDMB, SDME and forged audio are the cafeteria, sound-
proof room, and combination of cafeteria and sound-proof
room (Cafeteria+Room), respectively. In Table 3, classi-
fication accuracy is provided for the original audio of
channel 1 (CDMB), channel 2 (SDME) and forged audio
generated by merging both. The best accuracy for CDMB is
99.2%±2.6, for SDME it is 99.0%±2.1, and for the forged
audio the accuracy is 99.2%±2.6. These results clearly indi-
cate that the proposed system performed well in classifying
different environments. It seems that the accuracy 99.2%+2.6
exceeds 100%. This situation occurs when average accuracy
of folds is close to 100%, and some folds have accuracy away
from the average.
In the third category, text-dependent authentication is per-
formed. The training and testing of the proposed system is
done by using the audio of the same text in these exper-
iments, but the speakers are different. The speakers used
in the training phase are not used during the testing of the
system. The system authenticates the audio by comparing it
with the acoustic models generated by using the different
number of Gaussian mixtures. As shown in Fig. 6, text-
dependent authentication is done with both channels (CDMB
and SDME), one by one. The results are listed in Table 4. The
maximumobtained accuracy for channels 1 and 2 is 100%±0.
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TABLE 3. Classification of different environments: cafeteria, sound-proof room and cafeteria+room.
TABLE 4. Results for text-dependent authentication.
Furthermore, text-independent authentication is also con-
ducted. Different text from the original and tampered audio
is used to train and test the system. In these experiments,
speakers as well as audio text are unknown to the system
during the testing phase. Text-independent experiments are
also performed for both channels, one by one. The obtained
results are shown in Table 5. The best obtained accuracy for
channel 1 is 100%±0 and for channel 2 is 99.5%±1.5.
In all experiments, the duration of audio is ∼5 seconds.
Almost 100% accuracy is obtained to classify the original
and forged audio in all categories of experiments. In each
experiment, the speakers used to train the system are not used
to test the system.
IV. DISCUSSION
By applying FT on the windowed blocks of an audio, a
spectrum is obtained. The spectrum provides the energy
information for each frequency component. Moreover, the
spectrum is further processed by applying the principles of
human psychoacoustics. The processed spectrum is our cal-
culated feature vectors, and the proposed automatic authenti-
cation system is based on this. The processed spectrum of the
digits, 1 and 2, for the three different environments is plotted
in Fig. 7. The first environment is a cafeteria, and the audio
is original; its spectrum is depicted in Fig. 7 (a). The second
environment is a sound-proof room, and audio is original; its
spectrum is shown in Fig. 7 (b). The third environment is a
combination of a cafeteria and sound-proof room, and it is
forged audio; its spectrum is plotted in Fig. 7(c).
The plotted spectrum shows the energy contours for
digits 1 and 2. In the contours, red represents the high-
energy regions, while blue signifies the lower-energy regions.
A color bar is provided with each spectrum, and this is
relative. For the original audio of channel 1, the energy
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TABLE 5. Results for text-independent authentication.
TABLE 6. A comparison of the proposed system with existing studies.
components lie in the range 0–5, while for the original audio
of channel 2, the energy components lie in the range 0–12.
After merging the two channels, the energy components of
the forged audio range from 0 to 7. The digits 1 and 2 in the
forged audio belong to channel 1 and channel 2, respectively.
It can be observed from Fig. 7(c) that the energy contours
and range of energy components are different from those of
channels 1 and 2. The reason is that the forged audio contains
audio parts from both channels, and the energy contour varies
channel to channel according to the energy presented in the
audio.
In this study, 24 band-pass filters are used. Therefore, the
dimension of features for each divided block of an audio
is 24. The interpretation of such high dimensional data is
impossible by the human mind. Hence, a machine learning
algorithm is used to make the automatic decision to differen-
tiate between original and tampered audio.
In a recent study conducted by Chen et al. [21], audio
is tampered by deleting, inserting, substituting and splicing.
However, these operations change the audio significantly and
someone can guess the forgery by listening to the tampered
audio. In the study, no subjective evaluation is performed.
It cannot be ignored that 80% or 90% of the forged samples
can be detected truly by a human judge through visualiza-
tion and hearing, and therefore an accuracy around 90%
became an easy task. In another recent study conducted by
Zhao et al. [12], the audio is forged by splicing, but deletion,
insertion and substitution are not performed. In this study,
subjective evaluation is also not performed. Despite these
facts, a comparison of the proposed system with these studies
is provided in Table 6.
In this study, an approach to generate the forged audio is
also presented. The forged audio is generated with a great
care so that a human judge cannot determine whether the
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FIGURE 7. Energy contours for digits 1 and 2 in different spectrums (a) the original audio of channel 1 (b) the original audio
of channel 2 (c) the forged audio (a combination of channels 1 and 2).
audio is original or tampered. The best obtained accuracy for
the authentication of audio from the subjective evaluation is
approximately 55%. Such accuracy confirms that the quality
of the generated audio is excellent and cannot be judged
by listening or visualizing. The accuracy of the proposed
automatic audio authentication system is 45%, better than the
best human judge.
V. CONCLUSION
This paper proposed an automatic audio authentication sys-
tem based on three human psychoacoustic principles. These
principles are applied to original and forged audio to obtain
the feature vectors, and automatic authentication is performed
by using the GMM. The proposed system provides 100%
accuracy for the detection of forged and audio in both chan-
nels. The channels have the same recording microphone
but different recording environments. Moreover, an accuracy
of 99% is achieved for the classification of the three differ-
ent environments. In automatic systems based on supervised
learning, the audio text is vital. Therefore, both the text-
dependent and the text-independent evaluation of the pro-
posed system is performed. The maximum obtained accuracy
is 100%. In all experiments, the speakers used to train and
test the system are different (i.e., speaker-independent) and
the obtained results are reliable, accurate and significantly
outperform the subjective evaluation. The lower accuracy in
the subjective evaluation also confirms that the forged audios
are generated so sophisticatedly that human evaluators are
unable to detect the forgery.
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