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ABSTRACT 
We investigate the structure of powers of nonnegative matrices A, and in 
particular characterize those A for which some power is (essentially) triangular. We 
also show how the number of irreducible components of A can be determined from its 
powers. 
1. INTRODUCTION 
The structure of powers of nonnegative matrices has been thoroughly 
investigated by Dulmage and Mendelsohn. Their results and results of others 
are described in [l]. In this note we characterize nonnegative matrices A for 
which some power is an (essentially) triangular matrix and, more generally, 
determine those positive integers k for which Ak is an (essentially) triangular 
matrix. In addition we show how the number of irreducible components of a 
nonnegative matrix is determined by the number of irreducible components 
of its powers. 
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Let A = [aii] be an n X n nonnegative matrix. Associated with A is a 
directed graph D(A) with vertices 1,2,. . . ,n and an arc (i, i) from i to i 
whenever~~~#O(l~i,j~~).Asequenceofverticesoftheformi,,i,,...,i, 
is a walk of length k from i, to i, provided (i,, ii), . . . , (i,_ 1, ik) are all arcs of 
D(A). If the arcs (i,,i,),...,(i,_,,i,) are ah distinct, the walk is called a 
trail. If the vertices i,, ii,. . . , i, are also distinct, the walk is called a path. If 
the vertices i,, i,, . . . , i, are distinct except that i, = i,, then the walk is called 
a circuit. The directed graph is called strongly connected if for each pair of 
vertices i, j there is a walk (or path) from i to i. If P is a permutation matrix, 
then the matrix PtAP is said to be permutation cogredient to A. Clearly, the 
directed graphs D(A) and D(P*AP) are isomorphic for each permutation 
matrix P. The matrix A is said to be reducible if it is permutation cogredient 
to a matrix of the form 
A, 0 
[ 1 4, 47 
where A, and A, are square (nonvacuous) matrices. A matrix which is not 
reducible is irreducible. It follows that 1 X 1 matrices are always irreducible. 
In general, a nonnegative matrix A is permutation cogredient to a matrix of 
the form 
A,, A, ..- 0 
where A,, A,,..., A, are irreducible. It is well known [ 11, p. 201 that the 
matrix A is irreducible if and only if the directed graph D(A) is strongly 
connected. More generally, the irreducible components of A correspond to 
the strongly connected components of D(A). 
The index of imprimitivity h of the irreducible matrix A or the strongly 
connected directed graph D(A) is the greatest common divisor of the lengths 
of the circuits of D(A). It is well known [3, p. 801 that h equals the number of 
characteristic roots of A having maximum modulus. If h = 1, then A is called 
primitive. Let k be a positive integer. Then A is said to be cyclically k-partite 
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if A is permutation cogredient to a matrix of the form 
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0 A, ..’ 0 0 
0 0 ..’ 0 0 
. . . . 
(j 0 . . . 0 A;_, 
A, 0 ... 0 0 
where the zero matrices on the diagonal are square. An irreducible matrix 
with index of imprimitivity h is cyclically k-partite for each positive integer k 
dividing h. 
2. STRUCTURE OF POWERS 
The following theorem has been proved by Gantmacher [3, Theorem 9, p. 
811, and by Dulmage and Mendelsohn [l, Theorem 6, p, 1791 using graph- 
theoretical ideas. 
THEOREM 2.1. Let A be an n X n irreducible, nonnegative matrix with 
index of imprimitivity h. Let m be a positive integer. If m and h are relatively 
prime, then A”’ is irreducible with index of imprimitivity h. 
Also due to Dulmage and Mendelsohn [l, Theorem 5, pp. 178-1791 is the 
following. 
THEOREM 2.2. Let A be an n X n irreducible, nonnegative matrix with 
index of imprimitivity h. Let k be a positive integer dividing h. Then Ak is 
permutation cogredient to a direct sum B,@ . . . CBB, where B,,. . ., B, are 
irreducible matrices with index of imprimitivity h/k. 
From Theorems 1 and 2, we shall derive the following. 
THEOREM 2.3. Let A be an n X tl irreducible, nonnegative matrix with 
index of imprimitivity h. Let m be a positive integer, and let d be the greatest 
comrrwn divisor of h and m. Then A” is permutation cogredient to a direct 
sum C,@ . . . @C,, where C,, . . , , C, are irreducible matrices with index of 
imprimitivity h/d. 
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Proof. Since d is a divisor of h, it follows from Theorem 2.2 that Ad is 
permutation cogredient to a direct sum B,@ . . . @+Bd where B,, . . . ,Bd are 
irreducible matrices with index of imprimitivity h/d. Since m/d and h/d are 
relatively prime, it follows from Theorem 2.1 that BI”‘ld is irreducible with 
index of imprimitivity h/d (1 G i G d). Since A”’ = ( Ad)*ld is permutation 
cogredient to B,“ld@ . . . CD B$‘ld, the theorem follows. n 
A number of corollaries can be obtained from Theorem 2.3. An n X n 
matrix A is completely reducible if it is permutation cogredient to a direct 
sum of two or more irreducible matrices. 
COROLLARY 2.4 [l, p. 1791. Let A be an n X n irreducible, nonnegative 
matrix with index of imprimitivity h, and let m be a positive integer. Then A”’ 
is irreducible if and only if m and h are relatively prime. 
COROLLARY 2.5. Let A be an n X n irreducible, nonnegative matrix with 
index of imprimitivity h, and let m be a positive integer. Then A” is 
completely reducible if and only if the greatest common divisor of h and m is 
greater than 1. 
COROLLARY 2.6. Let A be an n X n irreducible, nonnegative matrix, and 
let m be a positive integer. Then A”’ is completely reducible if and only if it is 
reducible. 
According to 141, a. matrix is essentially triangular if it is permutation 
cogredient to a triangular matrix. A matrix is essentially triangular if and only 
if all its irreducible components have size 1 X l-equivalently, if and only if 
its directed graph has no circuits of length greater than one. 
COROLLARY 2.7. Let A be an n X n irreducible nonnegative matrix with 
index of imprimitivity h. Let m be a positive integer. Then the following are 
equivalent: 
(1) A”’ is essentially triangular. 
(2) A” is diagonal. 
(3) n divides m, and h = n. 
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(4) n divides m, and A is permutation cogredient to the n X n matrix 
0 aI ... 0 0 
0 0 *** 0 0 
. . . . . . . . . . . . . . . . . . . 
0 0 ..* 0 a,-, 
a, 0 ... 0 0 
where a1a2.. * a,, #O. 
Proof. (l)*(2): Suppose A”’ is essentially triangular. Then A”’ is reduci- 
ble. By Corollary 2.6 the matrix A”’ is completely reducible and hence 
diagonal. 
(2)*(3): Suppose A” is diagonal. Let d be the greatest common divisor of 
h and m. Then it follows from Theorem 2.3 that d = n. Since h G n, we 
conclude that h = n and n divides m. 
(3)g(4): Suppose n divides m and h = n. Then the directed graph D(A) 
consists of a single circuit of length n, and thus A is permutation cogredient 
to the n X n matrix given in (4). 
(4)2(l): Suppose (4) holds. Since n divides m, it follows that A” is 
diagonal and hence triangular. This completes the proof of Corollary 2.5. H 
It follows that no power of an irreducible nonnegative matrix is nontriv- 
ially essentially triangular. We may state this as follows. 
COROLLARY 2.8. Let A be an n X n irreducible, nonnegative matrix. 
Then A”’ is not essentially triangular unless n divides m and A”’ is diagonal. 
We see that for A”’ to be nontrivially essentially triangular, the matrix A is 
necessarily reducible. 
COROLLARY 2.9. Let A be an n X n nonnegative matrix with irreducible 
components Ai of size n, X ni (1 G i G r ). Let m be a positive integer. Then the 
following are equivalent: 
(5) A”’ is essentially triangular. 
(6) The least common multiple of nl,. . . , n, divides m, and each vertex of 
the directed graph D(A) is a vertex of at most one circuit. 
Proof. It follows easily that A” is essentially triangular if and only if AT is 
essentially triangular for each i = 1,. . . , r. The result now follows from the 
equivalence of (1) and (4) in Corollary 2.7. n 
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According to Ostrowski [7] an n X n real matrix B is a nonsingular 
M-matrix if all of its offdiagonal elements are nonpositive and all its principal 
minors are positive. 
COROLLARY 2.10. Let A be an n X n nonsingular M-matrix. If for some 
positive integer m, A”’ is an essentially triangular matrix, then A is an 
essentially triangular matrix. 
Proof. It is well known [8, Theorem 21 that the inverse of a nonsingular 
M-matrix is a nonnegative matrix. Let % = A- ‘, so that % is an n X n 
nonnegative matrix with all main diagonal elements positive (since all prin- 
cipal minors of A are positive). Hence each vertex of the directed graph D(B) 
is a vertex of a circuit of length 1. It now follows from Corollary 2.7 that if B’ 
is essentially triangular for some positive integer r, then D(B) has no circuits 
of length greater than 1 and hence % is essentially triangular. 
Now suppose there is a positive integer m such that A” is essentially 
triangular. Then (A”)-’ =(A-‘)” = B” is essentially triangular. Hence % 
and thus B- ’ = A is essentially triangular. n 
The n X n matrix A = [aii] is lower triangular provided air =O whenever 
1 G i < j G n. In terms of the associated directed graph D(A), A is lower 
triangular if and only if i > j whenever (i, j) is an arc of D(A). Clearly, a 
lower triangular matrix is essentially triangular, but the converse does not 
generally hold. We now obtain the analogue of Corollary 2.9 for lower 
triangular matrices. 
COROLLARY 2.11. Let A be an n X n nonnegative matrix. Let m be the 
smallest positive integer such that m is divisible by the length of each circuit 
of the directed graph D(A) and m is greater than the length of each path 
which ioins a vertex i &th a vertex j where i -C i, Then the following are 
equivalent: 
(7) Some positive power of A is a lower triangular matrix. 
(8) A”’ is a lower triangular matrix. 
(9) (i) Each vertex of D(A) is a vertex of at most one circuit. 
(ii) For each vertex r of D( A), r > F(r), where F(r)=max{s: there is 
a walk of length m from r to s}. 
Proof. It follows from the definition of matrix multiplication that for a 
positive integer k, the (i, j)-entry of Ak is positive if and only if there is a walk 
of length k from vertex i to vertex j in Ak. Thus if (9)(ii) holds, A”’ is a lower 
triangular matrix and (8) holds. Now suppose (8) holds; then (9)(ii) holds, and 
it follows from Corollary 2.9 that (9)(i) holds also. Hence (8) and (9) are 
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equivalent. Since clearly (8) implies (7), it remains to show that (7) implies 
(8). Suppose t is a positive integer such that A’ is a lower triangular matrix. 
Then A’ is an essentially triangular matrix, and it follows from Corollary 2.9 
that t is divisible by the least common multiple of the lengths of circuits of 
D(A). It follows from the definition of m that t 2 m. Suppose t > m. We 
show A” is lower triangular. Suppose to the contrary that there exist i, i with 
i -C i such that (i, i)-entry of A” is positive. Then there exists a walk y of 
length m from vertex i to vertex i in A”‘. It follows from the definition of m 
that this walk is not a path and hence contains a vertex k which belongs to 
some circuit. Since also m is divisible by the least common multiple of the 
circuit lengths, so is t - m. Combining the walk y with a circuit containing 
vertex k, we obtain a walk from i to j of length t. Hence the (i, j)-entry of AL 
is positive. Since i -C j, this contradicts the fact that A’ is a lower triangular 
matrix. It follows A’” is a lower triangular matrix and (8) holds. n 
Corollary 2.10 with “essentially triangular” replaced with “lower triangu- 
lar” has been proved by Markham [5] and generalized by Stadlemaier et al. 
[lo]. This form of Corollary 2.10 follows in a similar way. 
If the matrix under consideration is nonsingular, we can be even more 
specific. First a simple well-known lemma. 
LEMMA 2.12. Let A be a nonsingular matrix over the complex field. Then 
D(A) contains a disjoint union of circuits covem’ng all the vertices of D(A). 
Proof. The determinant of A does not vanish, which means that at least 
one of the products of the form a,,C,,a,,C,,. . . ano( where u is some 
permutation of the numbers 1,2,. . . , n, does not vanish. This permutation may 
be represented as a product of disjoint cycles involving all the numbers 1 to n. 
Since all the ai (r(i, are nonzero, the graphical interpretation of the cycles is 
that there is a hisjoint set of circuits involving all the vertices of D(A), thus 
proving the lemma. n 
COROLLARY 2.13. lf A is a nonsingular matrix over the complex field, 
then each vertex of D( A) belongs to some circuit. 
Proof. Immediate. 
We now have as corollaries: 
w 
THEOREM 2.14. Let A be a nonnegative nonsingular matrix. Then xnne 
positive power of A is lower triangular if and only if(i) each vertex of D( A) 
belongs to precisely one circuit; (ii) for each vertex r of D(A) we have 
r 2 F(r). 
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THEOREM 2.15. Sante positive power of a nonnegative nonsingular mu- 
trix A is essentially triangular if and only if each vertex of D( A) belongs to 
precisely one circuit. 
3. NUMBER OF COMPONENTS 
We now consider how the number of irreducible components of a 
nonnegative matrix B can be determined from its powers. We shall say that 
an irreducible component of a matrix is a trivial component if it is the 1 X 1 
zero matrix, and a nontrivial component otherwise. We adopt the same 
terminology for the corresponding strongly connected components of D(A). 
Thus a component of D(A) is nontrivial if and only if it has at least one 
circuit. Trivial components only contribute zero eigenvalues and can often be 
ignored in eigenvalue questions. For a matrix X, c(X) equals the number of 
irreducible components of X, co(X) equals the number of trivial irreducible 
components of X, and cl(X) equals the number of nontrivial irreducible 
components of X. Thus c(X)= c,,(X) + ci( X). 
THEOREM 3.1. Let A be an n X n nonnegative matrix with rw zero rows 
and columns. Suppose k > 1 and A is cyclically k-partite, so that A is 
permutation cogredient to a matrix of the fomz 
0 A, ... 0 0 
0 0 .*- 0 0 
(10) . . * f 
;, ;, . . . 6 A;_, 
A, 0 ... 0 0 
where the zero matrices on the diagonal are square. Then 
(11) cl(A)=c,(A,~..A,_,Ak)=cl(As...AkAi)=... 
=c,(AkA,...Ak-r), 
(12) c~(A)=c~(A,...A~_~A~)+c~(A~...A~A~) 
.*. +c~(A~A,...A~_~), 
03) c,(A): (l,kMA% 
(14) ca( A) = c,,( Ak). 
Proof Let the addition of subscripts be considered modulo k. For 
i=l,..., k, define ri = AiAi+l.. * Ai+k_-l=IIF:JAi+i. It is easy to see that 
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each ri is a square matrix. We may assume A to have the form (lo), since for 
each permutation matrix I’ we have cg( PtAP)= cO( A) and ci( P’AP)= cl(A). 
It follows from (10) that A has no nontrivial components of order one. Let 
V,,V,,..., V, be the partition of the vertices of the directed graph D(A) 
corresponding to the partition of the rows and columns of A as given by (10). 
Thus if (r, s) is an arc of D(A), then for some integer i between 1 and k, 
REV, and SET+,. Thus each circuit of D(A) has a vertex from each of 
V 1,. . . , V,. Now consider the directed graph D( 71,) for some i, with vertex set 
Vi. If 0, w E V, then it follows that there is an arc from v to w in D(ri) if and 
only if there is a walk of length k from v to w in D(A) (indeed, this walk is a 
path if w # u and a circuit if w = u). Consider a nontrivial strong component 
of D(A) with vertex set S. Since this strong component has a circuit, it follows 
that Si = S n V, # 0. Moreover, Si is the set of vertices of a nontrivial 
component of D( ri). Since each nontrivial component of D(q) arises in this 
way from a nontrivial component of D(A), and since distinct nontrivial 
components of D(A) necessarily give rise to distinct nontrivial components of 
D(vi), we have c,(A)= cl(rj), proving (11). 
Now consider a trivial component of D(A) with unique vertex s, so that s 
belongs to no circuit of D(A). Then s belongs to l$ for some i and cannot 
belong to a circuit of D(T~). Hence s is the unique vertex of a trivial 
component of “;.. Conversely, if s is the unique vertex of a trivial component 
of D(rj), then s can be in no circuit of D(A) and hence is the unique vertex 
of a trivial component of D(A). The conclusion (12) now follows. 
Since Ak is the block diagonal matrix x,@ * . . @TV, we conclude that (13) 
and (14) follow from (11) and (12). This proves the theorem. n 
The following corollary is contained in Theorems 5 and 7 of Dulmage and 
Mendelsohn [l]. It was also rediscovered by Mint [6, Theorem 21. Later 
Pullman [9] and Elsner [2] together gave a proof. 
COROLLARY 3.2. Under the hypotheses of Theorem 3.1, the matrix A is 
irreducible if and only if the matrix vi is irreducible for some i. 
Proof. First suppose A is irreducible. Then c,(A)=0 and c,(A)= 1, and 
it follows from (11) and (12) that each 7ri is irreducible. 
Now suppose rj is irreducible. Then y is contained in the set S of vertices 
of a strong component of D(A). Since A has no zero rows of columns, for 
each vertex v of D(A) there is a path from 0 to some vertex of y and a path 
from some vertex of y to v. It follows that D(A) is strongly connected, and A 
is irreducible. n 
96 RICHARD A. BRUALDI AND MORDECHAI LEWIN 
A simple by-product of Corollary 3.2 is: 
COROLLARY 3.3. Under the hypothesis of Theorem 3.1, the ni are either 
all reducible or all irreducible. 
We conclude with an example illustrating Theorem 3.1. Let A be the 8 X 8 
matrix 
where 
Then, replacing positive entries with l’s, we obtain 
with directed graphs as indicated in Figure 1. 
6 
\ 
FIG. 1 
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The matrix A is permutation cogredient to 
01010000 
00100000 
10000000 
00001000 
00000100 
00000010 
00000001 
00000100 
and co( A)=2, cr( A)=2, which agrees with Theorem 3.1. 
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