This report draws attention to the frequent, but often neglected, need to force a regression line through a known point while obtaining the best possible fit to all experimental data points. A simple method is described for solving this problem without modifying customary computational routines. This method can be applied to many problems, but is especially useful when calibrating empirical prediction formulas to fit site-specific coastal conditions or when choosing from among several theoretical prediction models.
is the point where the best fit line intersects the Y-axis. The a may be of special interest, e.g., in the regression of current speed against longshore wave energy flux measured in a field test (Fig. 1 ).
An intercept substantially above zero would suggest that during the test a component of the longshore current was driven by mechanisms other than waves (e.g., tides or winds).
In this case, the nonzero intercept would not only be meaningful, but would also provide a good estimate of the velocity of any steady, nonwave-generated coastal current during the test.
An additional example of unconstrained regression would be where greater and greater structural damage occurs as the wave forces exceed an undetermined threshold value. Again Model I applies and produces the correct regression coefficient (3). In the process it produces a meaningless response intercept well below zero (Fig. 2) .
In contrast with the previous example, the interest here is strictly in the prediction of future damage for given wave forces, not in the value of the intercept itself. The resulting linear relationship applies only to values of the independent variable above the threshold of wave effect. Fig. 4 ). Yet the vast majority of regression programs (e.g., SPSS, IMSL, IBM's 5110 package, and TI-59) do not allow specification of a zero intercept or any constraint through a known point. Statistical texts usually do not cover this topic either. However, formulas for the zero-intercept case are given by Brownlee (1965) and Krumbein (1965) 
SOLUTION TO THE PROBLEM
This report describes a method for getting the best fit to all data points (in the sense of least squares) while forcing an exact fit at any known point. A simple procedure for forcing regression through the origin was described by Hawkins (1980) , who indicated the procedure was not well known. The author of this report knows of no references to the general case of an exact fit to an arbitrary point. However, if a fit can be constrained through the origin, then a simple transform of variables can force the line through any given point. The details of the through-the-origin solution will be explained first.
1.
Regression Through the Origin .
For each set of measured dependent and independent variables observed (yi, x-j^) , also enter, or program, a mirror-image set (-y±, -x-j^) . Thus, the computer is given an extended data set consisting of 2n data points, only n of which were observed. By definition of this extended data set, the dependent and all the independent variables each individually sum to zero, forcing a zero intercept: Because each squared deviation from the observed data set generates an identical squared deviation in the extended data set, the sum of these two positive sequences is minimized over the extended data set only if it is also minimized over both the observed and the mirror-image sets. Thus, the regression coefficient produced in this manner^not only the least squares solution for the artificially extended data set, but for the observed data set as well.
By this artifice the proper estimate is obtained for the regression coefficient (6) with the prediction forced through the origin. The proper estimate of the regression coefficient (B) now forces the prediction through the point (a, b) as desired. By using this procedure the correct regression coefficient is obtained by using any familiar computational routines.
The second most frequently reported output from regression programs, the correlation coefficient (r) , is also the correct, unbiased estimator for Model II.
If additional information is provided by the regression program, then corrections may be necessary before adopting them for the real data set. The estimate of the residual variance will be correct for simple regression (one independent variable) and can be easily adjusted for multiple regression (see Table 1 ). Any sums of squares, cross products, and F-values produced by the program will be exactly twice the correct values. The standard error of the estimated slope will be too small by a factor of^.
Therefore, the t-value, for testing the zero slope hypothesis, will be too large by the same factor. 
SELECTING BETWEEN MODELS I AND II
If either the true or mean value (whichever interpretation fits the situation) of the dependent variable (Y) is unknown for all values of the independent variable in the range of concern, then the customary model (I) may be appropriate. However, if the postulated physical relationship between X and Y dictates constraint through any point (a, b) and the relationship is linear from the maximum observed x to x = a, then Model II should be used. To proceed with the customary evaluation of Model I would be equivalent to ignoring what is already known about the relationship between X and Y and, instead, relying totally on the limited information available in the sample data. The objective should be to obtain the best interpretation of the data, which does not override any more firmly established understanding of the situation.
Assuming Model II applies, it may still be useful to evaluate Model I to test in the conventional way (Draper and Smith, 1966) 
EXAMPLES
The following problems illustrate a frequent need to constrain the regression line in coastal engineering applications. The problems also illustrate the usefulness of r^to rank different predictors in terms of how well they fit data. Before initially applying the described method to an actual problem, it may be helpful to reanalyze one of the small data sets used in these examples and compare the results with those published in this report. **************** EXAMPLE PROBLEM 1*************** Consider the requirement to simulate a long-term history of wave-induced longshore currents for a particular coastal site. Assume hindcasted wave data are available, but that current measurements were not made over the period of interest.
According to the Shore Protection Manual (U.S. Army, Corps of Engineers, Coastal Engineering Research Center, 1977) , the longshore current (v) can be calculated as a function of the beach slope (m) , the gravitational acceleration (g) , and the angle and height of breaking waves (a^^, H^,, respectively)
The coefficient of proportionality (20.7) is based on typical mixing and frictional factors for the surf zone.
Empirical formulas, like equation (1) can be adjusted by regression analysis of test data from the specific site of intended application.
This will customize the formula to fit site-sensitive conditions. The longshore velocity also varies laterally within the surf zone. The problem of estimating the spatial structure of flow across the surf zone may be avoided by obtaining current measurements at the exact point where the long-term flow must be reconstructed, then regressing the test measurements against simultaneously determined breaker conditions.
Steps in such an analysis are given below. Only a few data points are used in the example to encourage the reader to go through the computations and check the results.
The data are taken from a frequently referenced field study done at Nags Head, North Carolina (Galvin and Savage, 1966) GIVEN : Longshore current velocities (v) , breaker heights (H^) , breaker angles (a^j) , and the beach slope (m) determined onsite during a short field evaluation (see Table 2 ) Fitting the equation to the data in this example produces results closer to those obtained with larger data sets (eq. 1) if the line is forced through the origin rather than being fit strictly to the data without this constraint (see Fig. 5 **************** EXAMPLE PROBLEM 2***************
At least 10 equations relating the velocity of longshore currents to wave characteristics have appeared in the literature. Presumably more will appear as knowledge increases or theory is adapted to specific wave or bathymetric conditions (i.e., specialized for breaker type or bar dimensions). A recent article (Komar, 1979) 
