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Abstract
P.R. Halmos proved that for a linear operator A over a finite-dimensional complex vector
space E, every A-invariant subspace of E is the range of a commutant of A. His proof was
based on a generalization of the concept of eigenvector. In this note, we give an invariant
proof of this Halmos’s theorem. © 2001 Elsevier Science Inc. All rights reserved.
AMS classification: 47A15
Keywords: Invariant subspaces; Commutant; Functor
1. Introduction
Let E be a complex vector space, L(E) the algebra of linear operators on E.
For A ∈L(E), we denote by Lat A the lattice of A-invariant subspaces of E. The
following theorem was given by Halmos [5].
Theorem 1.1 (Halmos). Let E be a finite-dimensional complex space, A ∈L(E)
and F ∈ LatA. Then there exists B ∈L(E) which commutes with A and such that
F = B(E).
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In this paper, we shall give a new proof of this result of Halmos by means of some
notions from abelian groups theory which can be easily adapted to C[X]-modules
(see [4,6]).
2. Preliminaries
Let E be a complex vector space and A ∈L(E). As is well known, E has a
structure of C[X]-module defined by setting Px = P(A)x for every x ∈ E and P ∈
C[X]. We denote this module by (E,A).
For x ∈ E, we denote by VectA(x) the smallest A-invariant subspace of E con-
taining x; this is also the smallest subspace of E containing (Aix; i ∈ N). We write
VectA(x) = Vect(Aix; i ∈ N).
In the case where A is nilpotent, we define the exponent of x ∈ E, denoted by
e(x), to be the least positive integer k such that Akx = 0. In this case, we have
VectA(x) = Vect(x, . . . , Ak−1x).
We associate with the C[X]-module (E,A) the C-vector spaces
Fk(E,A) = KerA ∩ AkE and F ∗k (E,A) = E/(R(A)+ KerAk)),
where R(A) is the range of A.
Fk and F ∗k are additive functors from the category of C[X]-modules (E,A) to
the category of the C-vector spaces, where Fk(T ) and F ∗k (T )) are induced by T :
(E,A)−→(H,B) as follows:
Fk(T )x = T x and F ∗k (T )(y + R(A)+ KerAk) = Ty + R(B)+ KerBk.
Lemma 2.1. Let T : (E,A)−→(H,B) be a morphism of C[X]-modules. If T is
monic (resp. epic), then Fk(T ) is monic (resp. F ∗k (T ) is epic).
Proof. This follows immediately from the identities:
KerFk(T ) = KerT ∩ Fk(E,A) and R(F ∗k (T )) = R(T )/(R(B)+ KerBk).

Lemma 2.2. Let E be a finite-dimensional complex space and A ∈L(E) nilpotent.
Then for every k ∈ N, Fk(E,A) and F ∗k (E,A) are isomorphic.
Proof. Let n be the nilpotence’s order of A. If k  n, we have Fk(E,A) = {0} and
F ∗k (E,A) = E/E, and therefore Fk(E,A) and F ∗k (E,A) are obviously isomorphic.
Suppose that k < n, then from the additivity of Fk and F ∗k , it suffices to consid-
er the case where (E,A) is cyclic (i.e. E = VectA(x) with e(x) = n). Now, we
have KerA⊆ R(Ak) and KerAk ⊆ R(A), wich implies that KerA ∩ AkE = KerA
andR(A)+ KerAk = R(A). Thus, Fk(E,A) = KerA and F ∗k (E,A) = E/R(A); so
Fk(E,A) and F ∗k (E,A) are isomorphic. 
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3. Principal result
Let E be a finite-dimensional vector space andA ∈L(E) nilpotent. For every k ∈
N∗, let αk(E,A) = dimFk−1(E,A). This sequence is sometimes called the Weyr
characteristic of A. It is well known that the Weyr characteristic of A is the conjugate
partition of the sequence formed by the sizes of the Jordan blocks of A, sometimes
called the Segre characteristic of A.
If E =⊕pi=1 VectA(xi) with e(xi) = ni and n1  · · ·  np > 0, then for every
k ∈ N∗ and i ∈ {1, . . . , p},
i  αk(E,A) ⇐⇒ k  ni .
Theorem 3.1. Let E be a finite-dimensional complex space, A ∈L(E) nilpotent
and F ∈ LatA. Suppose that
E =
p∑
i=1
VectA(xi) with e(xi) = ni and n1  · · ·  np > 0,
and
F =
q⊕
j=1
VectA(yj ) with e(yj ) = mj and m1  · · ·  mq > 0.
Then q  p and mj  nj for j = 1, . . . , q .
Proof. Consider the canonical monomorphism ε : (F,A|F)−→(E,A). By Lem-
ma 2.1, Fk−1(ε) is also a monomorphism and therefore αk(F,A|F)  αk(E,A) for
every k ∈ N∗. Now set E′ =⊕pi=1 VectA(xi) and define A′ ∈L(E′) by setting
A′(z1, . . . , zp) = (Az1, . . . , Azp) where zi ∈ VectA(xi).
As well as previously, by considering the epimorphism η : (E′, A′)−→(E,A) de-
fined by η(z1, . . . , zp) = z1 + · · · + zp and applying the second part of Lemma 2.1,
we have αk(E′, A′)  αk(E,A) for every k ∈ N∗. Thus, αk(E′, A′)  αk(F,A|F)
for every k ∈ N∗. In particular, p = α1(E′, A′)  α1(F,A|F) = q and αmj (E′, A′)
 αmj (F,A|F)  j for j ∈ {1, . . . , q}. This last inequality implies that mj  nj
for every j ∈ {1, . . . , q}. 
4. Proof of Halmos’s theorem
Primary decomposition enables us to restrict to the case where A is nilpotent. Now
using the Jordan form of (E,A) and (F,A|F), we can write
E =
p⊕
i=1
VectA(xi) with e(xi) = ni and n1  · · ·  np > 0,
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and
F =
q⊕
j=1
VectA(yj ) with e(yj ) = mj and m1  · · ·  mq > 0.
For every x ∈ E, x =∑pi=1 Pi(A)xi wherePi ∈ C[X], setBx =
∑p
i=1 Pi(A)Bxi
with Bxi = yi for every i = 1, . . . , q and Bxi = 0 if i > q . Since, by Theorem 3.1,
q  p and nj  mj for every j  q , then B is well defined. Furthermore, it is easy
to verify that B is a linear operator on E which commutes with A and such that
F = B(E).
Remarks 4.1.
1. A different proof of Theorem 3.1 in the case where E = F is given by Carlson
[3].
2. Barraa and Charles give in [1,2] a generalization of the theorem of Halmos to the
case where E is a Banach space.
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