Despite the significant number of boundary element method (BEM) solutions of time-dependent problems, certain concerns still need to be addressed. Foremost among these is the impact of different time discretization schemes on the accuracy of BEM modeling. Although very accurate for steady-state problems, the boundary element methods more often than not are computationally challenged when applied to transient problems. For the work reported herein, we investigate the level of accuracy achieved with different time-discretization schemes for the Green element method (GEM) solution of the unsteady convective transport equation. The Green element method (a modified BEM formulation) solves the boundary integral theory (A Fredholm integral equation of the second kind) on a generic element of the problem domain in a way that is typical of the finite element method (FEM). In this integration process a new system of discrete equations is produced which is banded and hence amenable to matrix manipulations. This is subsequently deployed to investigate the proper resolution in both space and time for the chosen transient 1D transport problems especially those involving shock wave propagation and different types of boundary conditions. It is found that for three out of the four numerical models developed in this study, the new system of discrete element equations generated for both space and temporal domains exhibits accurate characteristics even for cases involving advection-dominant transport. And for all the cases considered, the overall performance relies heavily on the temporal discretization scheme adopted.
Introduction
We have chosen to adopt the convection-diffusion equation for this study because of the ubiquitous role it plays in science and engineering fields. Its applications range from groundwater flows, pollutant transport, hydraulics, astrophysics, heat transfer, petrochemistry, chemical engineering, to the transport of momentum and vorticity in fluid flow. Secondly its unique ability to admit either a parabolic or hyperbolic nature offers a very challenging computational experience in numerical analysis.
Little progress has been made towards the analytical solutions of the one-dimensional convection-diffusion equation when initial and boundary conditions become complicated. Hence the existing analytical solutions are limited to problems with simplified boundary or initial conditions [1] [2] . Numerical approaches should therefore be sought for more challenging cases especially where the scalar profiles have been known to exhibit steep gradients in response to Dirichlet outflow boundaries and discontinuities in the boundary conditions; or where severe unphysical oscillations result when grid sizes are not small enough to resolve steep gradients.
The relative simplicity and the basic principles of the ease of formulation of the finite difference method (FDM) is known to attract many followers especially from the engineering community [3] [4] . The common belief that the FDM is capable of solving many problems of engineering interest is reflected on the piles of papers published in this field. However not all these publications emphasize on its reliability and accuracy. It may be surprising that the list of relatively simple, albeit extremely challenging problems that have not been adequately resolved numerically includes the simplest problems of time dependent and convection-dominated problems. Although some of these problems have been used to validate commercial codes, it still remains a mystery how the effects of singularities in the initial and boundary conditions or non-uniformity of the flux profile have been overlooked. Sometimes refinement of time step size or spatial grid size, a common remedy for numerically challenging problems has been known to fail. As a consequence, alternative solution techniques have been sought as a remedy.
A great deal of effort has been devoted to the finite element method (FEM) solution of the convection-diffusion equation. It is well known the standard Gelerkin FEM is not capable of handling some of the difficulties posed by the numerical solution of the convection-diffusion (CD) equation. A combination of standard Galerkin FEM spatial discretization with second-order accurate time approximation schemes such as the Crank-Nicolson, Lax-Wendroff and the leap-frog still fails to perform successfully thus rendering these methods unsuitable for practical applications. A comprehensive account of finite-element-based schemes for CD equation solutions can be found in Morton [5] - [7] and later work by John et al. [8] , Hongfei and Honxing [9] . Hence well established numerical techniques though reliable for the so called smooth problems can sometimes underperform for the non-smooth ones often encountered in science and engineering. It will be noted that for the particular case of transient problems, the major challenge here does not merely lie in achieving an accurate spatial resolution of the governing CD equation but in guaranteeing an accurate numerical coupling between the spatial and time approximations for a particular problem. Methods for producing reliable numerical results should therefore go beyond the process of introducing extra diffusion effects to damp the unphysical oscillatory behavior of highly convective flows to creating the right balance between spatial and temporal approximations. In this respect, it can be surmised that schemes which employ approximations optimally can enhance the required synergy between spatial and temporal approximations (Taigbenu and Onyejekwe [10] , Onyejekwe [11] ).
A lot has been written about BEM within the past decade due to its rapid spread as a competitive numerical technique, yet more advanced versions of it are needed to deal with field problems of engineering interest. It is well known that for linear potential and steady state problems, BEM ranks as one of the best numerical techniques due to its boundary-only character and ease of formulation. However for transient problems which is our major concern in this paper, domain integration is needed. To prevail over this problem, several versions of BEM have been developed; more importantly, are those based on the theory of particular integrals (Banerjee [12] ) as well as the dual reciprocity boundary element formulations (Wrobel and Brebbia [13] , Power and Patridge [14] and Bulgakov et al. [15] ). Higher order boundary element method involving free space time-dependent fundamental solutions have been used to obtain boundary integral formulation of the transient CD equation (Grigoriev and Dargush [16] ). Despite these attempts, a current review of boundary element literature related to the solution of transient problems still reflects a noticeable decrease in accuracy compared to steady state problems of the same level of complexity and rigor. The reasons for these have not been fully addressed. Moreover it has not been possible except in very few cases [17] [18] to find any work that relates to the existence of certain numerical difficulties that are specific to time dependent BEM formulations. Suffice it to say presently that the boundary-only character of the boundary element theory and its characteristic dimension-reduction capability are not maintained when dealing with transient parabolic/hyperbolic equations or problems subject to singular response arising from non-uniformity of boundary and/or initial conditions. Domain integration oftentimes regarded as an undesirable numerical feature in BEM circles has to be addressed for these types of problems and this often gives rise to surrogate varieties of BEM formulations whose accuracy have not been fully verified for transient transport problems. Competitive efforts along these lines have been recorded by Brebbia and Skerget [19] where they applied the temporal free space Green functions in two spatial dimensions to model the transport equation for low values of Peclet number. Cases for a much wider range of Peclet numbers were handled by Taigbenu and Liggett [20] . The development of an accurate BEM based formulation for time-dependent problems of the CD type and an investigation of the computational difficulties specific to only BEM formulations is a task that is just beginning (Grigoriev [21] , Peratta and Popov [22] ).
To extend the range of applicability of the BEM formulation and especially to deal with the issues related to the numerically difficulties introduced by its encounter with domain discretization for transient problems, we adopt the Green element method (GEM) approach. GEM (Taigbenu [23] ) is rooted in a BEM-FEM formulation and derives a system of discrete element equation based on the singular integral boundary element concept. Its element-by-element formulation promotes its ability to handle not only media heterogeneity (Onyejekwe [24] ) but also transient and nonlinear problems (Onyejekwe [25] ). This approach totally obviates the complexities arising from the use of a two-dimensional boundary element mesh to model a one-dimensional transient problem and hence permits a direct focus on the numerical challenges related to the integral solutions of one-dimensional time-dependent problems.
Green Element Formulation
Let us consider the partial differential equation that describes the one-dimensional transport of a scalar in a homogeneous medium under transient fluid flow conditions:
In (1), t is the time, x is the space co-ordinate, T(x,t) is the temperature, U is the velocity of flow, D is the diffusivity, L is the specific length of the flow domain Equation (1) governs the transient convective heat diffusion for 0 t ≥ in a one-dimensional domain bounded by two end-points. Both the temperatures T(x,t) and their fluxes can be specified as Dirichlet and Neumann boundary conditions respectively. In addition to the boundary conditions, initial conditions can also be specified at 0 t = . For example, the first-type or Dirichlet boundary condition, specifies the values of the dependent variables at the end-points:
The second-type or the Neumann-specifies the flux or the spatial derivative of the scalar being transported:
And the third-type or the so called Cauchy-type boundary condition is a combination of the first and the second-type boundary condition and is given as: (1) an additional condition must be imposed for the solution to be unique.
This condition describes the earlier attained state of equilibrium of the system or the so called initial condition before the beginning of computation. Because of its unique relationship with the problem domain, BEM formulation can no longer be restricted to the problem boundary whenever it is specified. Our GEM formulation starts by converting the governing differential equation into its integral analog. For the sake of clarity some of the steps given in Taignenu and Onyejekwe [10] will be re-emphasized.
A complimentary differential equation is proposed:
where ( )
δ − is the Dirac delta function and i x is referred to as the source node. The solution of Equation (3a), sometimes referred to as the free-space Green's function is given by:
where k is an arbitrary constant whose value is usually set to the highest length of an element in the computational domain. We embark on obtaining the integral representation of Equation (1) by invoking one of the Green's second identities for two functions ( ) ( ) , , , i G x x T x t which are at least twice differentiable with respect to the spatial variable namely:
Equations (1), (3a) and (3b) are substituted into Equation (3c) to yield:
where the spatial derivative of the free-space Green function is given by :
and H the Heaviside function and is defined as: is divided into elements. For M elements, the integral representation of the governing differential equation can be expressed as the summation of the integral representation of each of the elements; and Equation (3d) can now be written as: 
In order for the line integral over a generic element of the problem domain to be evaluated, we need to interpolate all the functional values within the integral. This is the only step that warrants an approximation in this formulation. For the purposes of this work, we adopt linear interpolating functions to approximate these quantities. For example, 1 x is introduced not only to handle the positioning of the source and field nodes within an element but also to deal with element integration. It is expressed as:
The element interpolation functions for the case of a 1-D linear element are then given by:
1 , e e ξ ξ Ω = − Ω = . Interpolation guarantees that the terms within the integral are piecewise continuous at each node, that is they possess 0 C continuity. Applying interpolation to the element integral equation yields: 
The flexibility offered by GEM hybrid formulation allows the source node of Equation (4c) to be related separately to the nodes of a generic element. Placing the source node i x at the nodes 1 x or 2 x of an element yields the following equations:
When the source node i x is located at 1 x Equation (4c) becomes: 
Similarly for 
Equations (4d) and (4e) can be written in matrix form as:
Without any loss in generality both the summation notation ∑ and the element counter ( ) e can now be dropped. Equation (4d) is a system of element first-order linear ordinary differential equations which can be solved at all the nodes for the primary variable ( ) , T x t and its spatial derivative ( )
. In order to integrate forward in time we need to devise an approximation for the time evolution operator.
Equation (5a) allows us to transport the numerical solution at a given time n t n t = ∆ to the next time level 1 n n t t t α + = + ∆ where α is a time weighting factor. Equation (4d) can now be written as: 
We shall refer Equation (5b) as MOD 1. Another approximation of the temporal derivative term which depends on the use of a modified fully implicit time scheme to advance to the next time station is given as:
Adopting the modified fully implicit approximation, Equation (4d) can be written as:
Equation (5d) is referred to as MOD 2. Both MOD 1 and MOD 2 are finite-difference based time approximation schemes. The next approach will explore the integration of Equation (4d) in the temporal domain by adopting a FEM-like one-step Galerkin procedure. This aproximation provides another variation of time discretization.
( )
where ( ) t ℘ is a time domain interpolating function. A linear interpolation in the time domain is adopted for the dependent variable to yield:
. After the chores of integration, the following discrete equation is obtained:
(5f) Equation (5f) is known MOD 3. Next, the temporal derivative is approximated implicitly and the discrete equation integrated within the time domain by interpolating the time variable. The resulting discrete equation is given by:
where the coefficients are given by:
We may emphasize that although time-dependent discretized equation has been shown before in BEM literature, the numerical implementation of these solutions have often been compromised by inaccuracies resulting from attempts to move back and forth from the problem domain to the boundary and by adopting ad-hoc procedures to deal with the temporal domain. GEM avoids these problems (Taigbenu and Onyejekwe [10] ) by adopting a FEM-like hybrid procedure to handle the problem domain and also by guaranteeing that both the source and the field nodes are situated within the same element.
The numerical formulations developed herein are tested on transport problems of increasing complexity and their overall performance assessed with respect to closed form solutions.
Numerical Experiments
Numerical examples of the linear one-dimensional convection-diffusion problems are used to verify the capabilities of the models developed herein. For Problem 1, consider Equation (1) 
T x x T t T t t
The analytical solution can be obtained by separation of variables [18] and is given by: 
This problem, is used as a test in [26] and poses a computational challenge at x = 1 where it is characterized by steep boundary layers. In order to highlight the performance of the model formulations, we introduce the finite difference Crank-Nicolson technique. Table 1(a) displays the numerical results and the exact solutions, while Table 1(b) illustrates the error distributions for the four models under study. All the methods are seen to be in agreement with the analytical results for relatively low values of Reynolds numbers.
Four error measurements namely the root-mean-square (rms), the 2 L and L ∞ norms together with the absolute error are used for this study. The L ∞ norm evaluates the maximum nodal-based scalar residual. It is much stricter than the scalar root-mean-square residuals and indicates the largest error in the computational domain for each time step. 
The analytical solution to the above problem is given by:
( ) 
where the error function is defined as: It should be noted that no special refinement involving discretization has been implemented to capture the singular nature of the temperature profile. In addition care has been taken not to compare results only at selected points located away from those areas where the scalar profile undergoes discontinuity or to choose a time where the numerical errors are no longer significant. It is proper to assume that the largest errors occur in the first time step in the vicinity of the singular part of the solution profile. We observe that the capability of all the models to accurately reproduce the solution profile becomes less as the Pe increases. MOD 1, MOD 2 and MOD 3 are significantly more accurate than MOD 4 in terms of the errors generated. In Figure 2 , it can be seen that MOD 4 generates higher errors based on the
. The "kink" observed for all the models shows that integration is most difficult at small time steps where the solution profile has not yet stabilized. Note that the rate of increase error is proportional to the increase in time step for MOD 4. This discrepancy in performance for MOD 4 can be attributed to its approximation of the primary dependent variable in the temporal domain. . Otherwise fairly close results between the numerical and analytical results are registered for the rest of the problem domain. Figure 4(b) on the other hand shows the influence of the magnitude of time dicretization on the three models (MOD 1, MOD 2 and MOD 3) for convection dominant transport. Though MOD 2 still displays oscillatory solutions in the same region as before and even displays some overshoot, it represents the best attempt to get as close as possible to the numerical solution. Figure 5 (a) and Figure 5 (b) display the absolute error evolution for Problem 2. We employ chosen values of Peclet and Courant numbers to visualize the error propagation and characteristics of the three Green element models, MOD 1, MOD 2 and MOD 3. For the test cases we consider two transport modes represented by strongly convection dominant transport processes. We have not focused on the influence of temporal discretization x-coordinate on the numerical solution as represented by the Courant number. This is deliberate. Our major concern here is to see how the models cope with highly convected flows. The Courant number is fixed (Cr = 0.2), the Peclet number is increased from Pe = 10 to Pe = 100. Figure 5(a) represents the case where Pe = 10 and Cr = 0.2. Two distinguishing characteristics are observed namely: there are error-free regions and regions characterized by spikes in absolute error values at the upstream and downstream ends of the problem domain. While the three models are able to accurately represent gradient-free regions of the problem specification, the spikes quantify attempts by the models to handle high gradient areas. While MOD 1 and MOD 3 values of absolute errors are almost identical, MOD 2 can be said to have performed moderately better. When Pe = 100, Cr = 0.2 ( Figure 5(b) ), the numerical schemes exhibit a trend similar to that of Figure 5 (a) except that the spikes are now more pronounced. Convection is more pronounced as the governing equation now tends to be more hyperbolic. It is worthwhile to note the effects of the shockwave propagation and its interaction with the problem boundary conditions. As the shock wave approaches the outflow boundary, the influence of the inflow boundary becomes less significant. On the other hand, when the shockwave encounters the outflow, the zero outflow Dirichlet boundary condition is enforced and the wave recedes upstream. As a result of this interesting physics the numerical error increases dramatically away from the outflow and moves closer to the inflow region. We may mention that the physics becomes significantly different if the problem had admitted infinite boundaries with Neumann boundary conditions or if we had run the problem for long time periods.
Conclusion
Boundary element studies related to transient convection diffusion or heat diffusion problems often portray a lack of accuracy that are not usually manifested for the steady state problems. The reasons for this lack of accuracy have neither been properly identified nor been sufficiently investigated in recent boundary element literature except in very few cases [16] [21] . In the work reported herein which points in the direction mentioned above, the commonly used boundary element formulation is hybridized. Based on the singular boundary element theory, the problem domain is discretized in a manner akin to the finite element procedure and a time marching scheme incorporated. Four Green element models (MOD 1, MOD 2, MOD 3, and MOD 4) with different time, approximation schemes have been created to handle convection diffusion transport problems of different degrees of complexity. We note that GEM procedure has been able to deal with some of these computational difficulties in a straightforward manner. While all the models have been able to handle the first problem involving a steep gradient at one of the boundaries for cases involving relatively low values of Reynolds number, MOD 4 was not able to handle a non-smooth problem that is characterized by a sharp front in the problem domain especially for convection dominated transport. Presently significant progress has been made in applying GEM to transient nonlinear flows and this has led to some encouraging results in dealing with transient, nonlinear viscous flows.
