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Abstract: This paper describes a numerical simulation of thermal discharge in the cooling pool of
an electrical power station, aiming to develop general-purpose computational programs for grid
generation and flow/pollutant transport in the complex domains of natural and artificial waterways.
Three depth-averaged two-equation closure turbulence models, k - ε , k - w , and k - ω , were
used to close the quasi three-dimensional hydrodynamic model. The k - ω model was recently
established by the authors and is still in the testing process. The general-purpose computational
programs and turbulence models will be involved in a software that is under development. The
SIMPLE (Semi-Implicit Method for Pressure-Linked Equation) algorithm and multi-grid iterative
method are used to solve the hydrodynamic fundamental governing equations, which are
discretized on non-orthogonal boundary-fitted grids with a variable collocated arrangement. The
results calculated with the three turbulence models were compared with one another. In addition to
the steady flow and thermal transport simulation, the unsteady process of waste heat inpouring and
development in the cooling pool was also investigated.
Key words: waste heat transport; turbulence two-equation closure; depth-averaged k - ω
model; cooling pool
1 Introduction
Waste heat, a major pollution source, is usually produced in various industrial processes
such as electrical power production. Waste heat and other passive masses, such as
contaminants, are frequently discharged into natural and artificial waterways whose flows are
almost always characterized by the presence of turbulence. Dealing with turbulence problems
related to thermal and contaminant discharge is a challenge for scientists and engineers,
because of the damaging effect of these problems on our limited water resources and fragile
environment. It is important to develop adequate mathematical models, numerical methods,
and analytical tools to simulate and predict flow and transport in natural and artificial
waterways.
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Although the significance of modeling turbulent flows and transport phenomena with
high precision is clear, the numerical simulation and prediction methods for natural and
artificial waterways with complex geometry are still unsatisfactory. This is mainly due to the
inherent complexity of the problems that need to be considered. Any successful numerical
computation for modeling flow and transport processes depends critically on applicable
turbulence models, efficient treatment of geometrical boundaries (banks and islands), suitable
algorithms, and general-purpose computational programs with corresponding software.
Flows with horizontal lengths that are much greater than their depths can be considered
shallow. Depth-averaged mathematical models are often used in shallow and well-mixed flow
modeling, which may also be called quasi three-dimensional modeling or shallow flow
modeling, because vertical mixing of turbulence diffusion rather quickly evens out the vertical
non-uniformity within a limited water column. However, most of these mathematical models
consider the turbulent viscosity and diffusivity through constants or merely through simple
phenomenological algebraic formulas (Choi and Takashi 2000; Lunis et al. 2004), which are to
a great degree estimated according to the modeler’s experience. In fact, the turbulent viscosity,
relating the Reynolds stresses to the mean velocity gradients, is not a fluid property but
strongly depends on the state of turbulence. The turbulence eddy viscosity may vary
significantly from one point in the flow to another and also from flow to flow (Rodi 1980).
From an engineering perspective, two-equation closure models can establish a higher
standard for numerical approximation of main flow behaviors and transport phenomena in
terms of efficiency, extensibility, and robustness (Yu and Righetto 1998, 2001). However, the
most common standard two-equation closure models, used widely by various industrial
departments, cannot be directly employed in depth-averaged modeling. The depth-averaged
versions of corresponding turbulence models should be established in advance. The first
two-equation model for depth-averaged calculation was the depth-averaged k - ε model,
suggested by McGuirk and Rodi (1977). In 1989, the first author of the present paper and his
colleague also developed a depth-averaged second-order closure model (Yu and Zhang 1989),
k -w , which originated from the revised k -w model developed by Ilegbusi and Spalding (1982).
The k - w model is itself a revised version of an earlier k - ω model, developed in 1969
(Spalding 1969). Many computations have been performed with the k - ε and k - w models
(Rastogi and Rodi 1978; Rodi et al. 1980; Yu 1991; Yu and Righetto 1998, 2001; Yu and Salvador
2005; Yu et al. 2007). However, such examples hardly exist for the simulation of thermal transport
in cooling pools with different depth-averaged two-equation turbulence models.
On the other hand, recent advancements in grid generation techniques and numerical
methods have provided many suitable approaches, such as non-orthogonal boundary-fitted
coordinates and the collocated grid and multi-grid iterative method (Ferziger and Peric 2002).
This paper describes a quasi three-dimensional hydrodynamic simulation of flow and thermal
transport in a complex multiple-connection domain, with the aim of developing the
grid-generator and flow-solver computational programs and the corresponding numerical tool
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(software), which will be used for modeling quasi three-dimensional refined flow and
transport phenomena in various complex natural and artificial waterways.
2 Hydrodynamic fundamental governing equations
Depth-averaged mathematical models are frequently used by researchers and engineers
for modeling regions with shallow and well-mixed water flow. A typical control volume (CV)
is shown in Fig. 1, where P is the central node of the CV; e, s, w, and n′ are the central
nodes of the eastern, southern, western, and northern faces, respectively; se, sw, nw, and ne are
the four corner points; E, S, W, and N are the central nodes of the eastern, southern, western,
and northern CVs, respectively; SE and NW are the central nodes of southeastern and
northwestern CVs, respectively; ξ and η are the local coordinates; and iξ and iη are the
unit vectors on corresponding coordinates. The integral form of the fundamental governing
equations, using vertical Leibniz integration for a CV, considering the variation of the
bottom topography and water surface and neglecting minor terms in the depth-averaging
procedure, can be written as follows:
d d d d
S S
h h S h S q
t φΩ Ω
ρ φ Ω ρ φ Γ φ Ω∂ + = +
∂ ³ ³ ³ ³grad< <v n n (1)
where Ω is the CV’s volume; S is the face; v is the depth-averaged velocity vector, the
superscript “ − ” indicates that the value is strictly depth-averaged; φ is any depth-averaged
conserved intensive property (for mass conservation, 1φ = ; for momentum conservation, φ
is the components in different directions of v ; for conservation of a scalar, φ is the
conserved property per unit mass); Γ is the diffusivity for the quantity φ ; qφ denotes the
source or sink of φ ; and h and ρ are local water depth and density, respectively. The φ
gradient at the center of the cell is expressed through derivatives in global Cartesian
coordinates (x, y) or local orthogonal coordinates (n, t):
x y n t
φ φ φ φφ ∂ ∂ ∂ ∂= + = +
∂ ∂ ∂ ∂
grad i j n t (2)
where i and j are the unit vectors; and n and t are the unit vectors in the coordinate
directions normal and tangential to the face, respectively.
Fig. 1 Typical control volume
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For the momentum conservation of Eq. (1), Γ = effμ (depth-averaged effective
viscosity); for temperature or concentration transport, ,tφΓ Γ=  (temperature or
concentration diffusivity), where the superscript “~” indicates the quantity characterizing
depth-averaged turbulence. The source (sink) term qφ for momentum conservation may
include surface wind shear stresses, bottom shear stresses, pressure terms and additional point
sources (or point sinks). The local water depth h is equal to bz z− , where z and bz are the
elevations of the water surface and the bottom, respectively. The difference between h and the
local static water depth sh is Δh. It should be noted that the local water depth h in Eq. (1) is
usually a variable of position in steady flow and of both time and position in unsteady flow.
The dimensionless continuity and momentum equations as well as the transport equation
of the scalar φ in Cartesian coordinates can be expressed as (Yu and Giorgetti 2000)
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where u and v are the depth-averaged velocity components in the x and y directions,
respectively; Re and g are the Reynolds number and gravity acceleration, respectively; mxS ,
myS , and Sφ are source/sink terms; and sxτ , syτ , bxτ , and byτ are the surface wind shear
stresses and bottom shear stresses in the x and y directions. The surface wind shear stresses can
be calculated with the following formulas:
2
s d a cosx C Wτ ρ α= , 2s d a siny C Wτ ρ α= (7)
where aρ is air density and α is the angle between the wind direction and the x axis. When
wind velocity W < 10 m/s, the dimensionless wind stress coefficient 3d 0.9 10C
−
≈ × . However,
when W ≥ 10 m/s, 3d 2.9 10C
−
≈ × . The bottom shear stresses can be calculated with the
following expressions:
2 2
b fx x yC u u uτ ρ= + , 2 2b fy x yC v u uτ ρ= + (8)
where the empirical friction factor fC is related to Chezy’s coefficient C as follows:
2
fC g C= (9)
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3 Depth-averaged closure turbulence models
The depth-averaged effective viscosity effμ and diffusivity ,tφΓ , which appeared in Eq. (1),
are dependent on the molecular dynamic viscosity μ and depth-averaged dynamic viscosity
of turbulence tμ : eff tμ μ μ= +  and ,t t ,tφ φΓ μ σ=  , where ,tφσ is the turbulence
Prandtl/Schmidt number for temperature/concentration diffusion, and tμ can be determined
by two extra turbulence parameters.
For the k - ε model, the depth-averaged dynamic viscosity tμ can be expressed as
2
t ȝC kμ ρ ε=   , where ȝC is an empirical constant, and k and ε are determined by
solving two extra turbulence parameter transport equations (the k equation and ε
equation). However, tμ in the k - w model is defined as 2 1 2t k wμ ρ=   , and the
turbulence parameter equations (the k equation and w equation) should be solved in this
model as well.
Recently, the authors have established a new depth-averaged model, k - ω , based on the
most common standard k - ω model (in which Ȧ is the special dissipation rate), originally
introduced by Saffman but popularized by Wilcox (1998). Assuming the local depth-averaged
turbulence in well-mixed shallow waterways is represented by the turbulence kinetic energy
k and special dissipation rate of turbulence kinetic energy ω in the depth-averaged sense,
the depth-averaged dynamic viscosity of turbulence t kμ ρ ω=   , where k and ω are
determined in terms of the two following coordinate-free vector forms of turbulence parameter
transport equations:
( ) ( ) *t*div div k kv k
k
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where kS and Sω are the source/sink terms, and kP is the production of turbulent kinetic
energy due to interactions of turbulent stresses with horizontal mean velocity gradients. In
Cartesian coordinates, Eqs. (10) and (11) can be expressed as follows:
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The values of empirical constants Į, β, *β , *kσ , and *ωσ in Eqs. (10) through (13) are the
same as in the standard k - ω model: 5/9, 0.075, 0.9, 2, and 2, respectively. The additional
source term kvP in the k equation stands for
3
*kC u h , where f1kC C= and *u is friction
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velocity. According to the dimensional analysis, 2 2*vP C u hω ω= in Eq. (13), while CȦ is
generally f10.89 C for open channels and f1.39 C for natural rivers.
4 Grid generation
A Graphical User Interface (GUI) was developed. It can help the user easily prepare the
file needed by the grid-generator program for solution in either simple connected domains or
multiple-connection domains (Yu and Yu 2008). The interface possesses a self-contained
map-support tool, which can be used in various Windows-based microcomputers.
The computational domain of this simulation had strongly curved C-type sides and
contained an island, shown in Fig. 2, with detailed bottom topography data. The map scale was
1:30 000 and the water surface elevation was 145.0 m. In the computation, the boundaries of the
cooling pool and the island were approximated with a series of short broken lines. Hence, the
pool was divided into 82 pieces in the geographic data collection process using the developed
GUI (Fig. 3). There were two grid levels and the total length of the pool was around 7.129 km. A
file was created by the grid-generator, in which the grid data needed by the flow-solver were
written. Also, postscript files showing the grid of each level were created. Fig. 4 and Fig. 5 show
the generated non-orthogonal boundary-fitted coarse grid and fine grid, where the transversal
grid nodes are uniform. The three parameters used to determine the island localization in the
coarse grid, the CV’s numbers from the inlet to the beginning of the island, from the inlet to
the end of the island, and from the south side of the pool to the southern boundary of the island,
were 90, 103 and 18, respectively. The island’s boundaries were divided into 13 pieces. The
resolutions of the coarse grid and the fine grid were 177 × 26 and 352 × 50, respectively.
Fig. 2 Pool configuration(unit: m) Fig. 3 Multiple-connection domain drawn by GUI
Fig. 4 Coarse grid Fig. 5 Fine grid
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5 Solutions of flow and thermal discharge
The depth-averaged flow behaviors and temperature distributions were calculated using
the developed flow-solver, which adopts the SIMPLE (Semi-Implicit Method for
Pressure-Linked Equation) algorithm for the FVA (Finite Volume Approach), ILU (Incomplete
Lower-Upper) decomposition, the PWIM (Pressure Weighting Interpolation Method), the SIP
(Strongly Implicit Procedure), and the relaxation and multi-grid iterative method. The flow
rate of cooling water was 30.6 m3/s, while the friction factor ( fC ) was 0.002. The inlet, outlet,
and environmental temperatures were 33.2ć, 24.5ć, and 17.8ć, respectively. Using
empirical formulas with the mean velocity at the inlet section U0 = 0.27 m/s, the turbulence
parameters of the same section were calculated; parameters 0k , 0ε , 0w , and 0ω were 0.02 m2/s2,
2× 10-5 m2/s3, 0.03 m/s2, and 0.12 s-1, respectively. The bottom topography data corresponding to
a coarse grid were prepared using the GUI, and thus could be read by the flow-solver. The wall
function approximation was used to determine the values of velocity components and
turbulence parameters at the nodal points in the vicinity of pool banks and island boundaries.
In this computation, the momentum equations, pressure-correction equation, and turbulence
parameter transport equations of the grid for each level were iteratively solved first, and the
fine grid temperature transport equation was solved afterwards. The surface wind’s effect on
the computation was neglected and the heat diffusion coefficient (K) of the water surface was
calculated using Gunneberg’s equation (Gunneberg 1978).
The simulation obtained various fields of flow, pressure, temperature, and turbulent
parameters, which are useful for analysis of engineering problems. Figs. 6 through 13 present
some of the results calculated using the k - ε model. For the flow pattern, velocity vectors
colored according to their magnitude are plotted at the central points of the CV. Twenty-four
contour lines are plotted, where the contour levels are calculated between the maximum and
minimum values of drawn variables. Fig. 14 and Fig. 15 also illustrate the flow patterns on the
fine grid, but show calculation results of the k - w and k - ω closure models; they are
similar to Fig. 6 (calculated with the k - ε model). Fig. 16 and Fig. 17 show k contours
generated by the k - w and k - ω models, respectively. They are also similar to Fig. 11
(calculated with the k - ε model). However, the k contours of these three figures (Fig. 11,
Fig. 16 and Fig. 17) demonstrate that the values of the k variable calculated with the k - ω
model (Fig. 17) are to a certain extent different from those calculated with the other two
models. Fig. 18 and Fig. 19 show w and ω contours. They are quite different from each
other and also different from those in Fig. 12 ( ε contours), because of the different
definitions of dissipation rates in the three turbulence models. Fig. 20 and Fig. 21 display the
tμ contours on the fine grid, calculated with the k - w and k -ω models, respectively. It is
clear that Fig. 20 is quite similar to Fig. 13 (calculated with the k - ε model), but Fig. 21 is a
little different from these two figures in its contour level values. The transport properties of the
depth-averaged k -ω model may be different from those of the k -ε and k - w models.
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Fig. 6 Flow pattern on fine grid ( k - ε ) Fig. 7 Streamlines on fine grid ( k - ε )
Fig. 8 Isobars on fine grid ( k - ε ) Fig. 9 Isotherms on fine grid ( k - ε )
Fig. 10 Temperature distribution on fine grid ( k - ε ) Fig. 11 k~ contours on fine grid ( k - ε )
Fig. 12 ε~ contours on fine grid ( k - ε ) Fig. 13 tμ contours on fine grid ( k - ε )
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Fig. 14 Flow pattern on fine grid ( k - w ) Fig. 15 Flow pattern on fine grid ( k - ω )
Fig. 16 k
~
contours on fine grid ( k - w ) Fig. 17 k~ contours on fine grid ( k - ω )
Fig. 18 w contours on fine grid ( k - w ) Fig. 19 ω contours on fine grid ( k - ω )
Fig. 20 tμ contours on fine grid ( k - w ) Fig. 21 tμ contours on fine grid ( k - ω )
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Zhang (1988) points out that some expressions of the heat diffusion coefficient (K)
commonly used in engineering usually provide a higher value. Hence a special numerical test,
controlled by the temperature at the outlet (24.5ć), using Gunneberg’s equation to calculate K,
and solving the fundamental governing equations with three different turbulence models, was
carried out. Fig. 22 presents a comparison of temperature profiles along the centers of the
volume cells at j = 7 on the fine grid (i.e., along a curved line from the inlet to the outlet near
the inner boundary), calculated by the depth-averaged k - ε , k - w , and k - ω turbulence
models. It was found that Gunneberg’s equation may also overestimate the heat diffusion
coefficient. According to our numerical test, the reduction percentage is 91% for the k - ε
and k - w models and 92% for the k -ω model.
Fig. 22 Comparison of temperature profiles at j = 7 on the fine grid
6 Thermal plume development at beginning of discharge
In order to understand the thermal transport development process, a special
simulation was also performed for the following case: the inflow temperature at the inlet is
17.8ć(environmental temperature) at time t = 0, and then instantaneously becomes 33.2ć
when t > 0, while the flow rate at the inlet remains constant. The hydrodynamic fundamental
governing equations of this computation were solved with the depth-averaged k - ε model.
Figs. 23(a) through (f) display the depth-averaged temperature field at t = 0, ǻt, 2ǻt, 3ǻt,
4ǻt, and 5ǻt, respectively.
(a) Case 1, t = 0 (b) Case 2, t = ǻt
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(c) Case 3, t = 2ǻt (d) Case 4, t = 3ǻt
(e) Case 5 t = 4ǻt (f) Case 6, t = 5ǻt
Fig. 23 Simulated depth-averaged temperature field
7 Discussion and conclusions
The flow and thermal transport in a cooling pool have been simulated using three
depth-averaged turbulence models: k - ε , k - w , and k - ω . The development process of
waste heat discharge has also been numerically investigated. At the same time, a pre-processing
GUI and corresponding map-support tool have been developed. Two general-purpose
computational programs were created, one for grid generation (grid-generator), which possesses
the ability to generate multiple grids for complex computational domains, and the other for
flow/pollutant transport computation (flow-solver), which has the ability to simulate practical
problems using advanced two-equation closure models.
The newly established depth-averaged turbulence model, k - ω , was used in the
computation along with two existing models ( k - ε and k - w ). It was proved that the k - ω
model is suitable for shallow water modeling. The overestimation of the heat diffusion
coefficient by Gunneberg’s equation was also verified. Although the temperature distributions
computed by the three depth-averaged turbulence models ( k - ε , k - w , and k - ω ) are in
general similar, the properties and abilities of the k -ω model are to a certain extent different
from those of the k - ε and k - w models. Of course, the behaviors of the depth-averaged
k -ω model should be further investigated.
The thermal plume in the cooling pool is mixed sufficiently in its beginning stage (from
the entry to the island). However, due to the horizontal expansion from the island in the lower
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reach, engineering approaches may be considered to change the horizontal flow pattern in
order to further expand the plume and thus enhance cooling efficiency.
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