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On small frational parts of polynomials
Moshhevitin N.G.
1
Abstrat. We prove that for any real polynomial f(x) ∈ R[x] the set
{α ∈ R : lim inf
n→∞
n logn ||αf(n)|| > 0}
has positive Hausdor dimension. Here ||ξ|| means the distane from ξ to the nearest integer. Our
result is based on an original method due to Y. Peres and W. Shlag.
1. Introdution. In this paper we prove the following result.
Theorem 1. Let tn be an inreasing sequene of reals, t0 > 1. Let
tn+1
tn
= 1 +
γ
n
+O
(
1
n1+ε1
)
, γ > 0, ε1 > 0, n→ +∞. (1)
Then the Hausdor dimension of the set
{α ∈ R : lim inf
n→∞
n logn ||αtn|| > 0}
is greater than
γ
γ+1
.
As for a polynomial f(x) ∈ R[x] of degree degf = d > 1 one has
f(n+ 1)
f(n)
= 1 +
d
n
+O
(
1
n2
)
, n→ +∞
we immediately obtain the following
Corollary. Let f(n) be a polynomial of degree d > 1. Then the Hausdor dimension of the set
{α ∈ R : lim inf
n→∞
n logn ||αf(n)|| > 0}
is greater than
d
d+1
.
We would like to note that for d = 1 our result is trivial. Consider the ase d = 2. In [1℄ W.
Shmidt asks if it is true that for any real α we have
lim inf
n→+∞
n logn ||αn2|| = 0.
Our Theorem 1 gives a negative answer to this question. The omplete proof of Theorem 1 is given
in Setions 2,3,4 below. We would like to say that our result is based on the original onstrution
introdued reently by Y. Peres and W. Shlag [5℄.
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Consider a polynomial f(n) = ank with a nonzero integer oeient a and a funtion ψ(n)
dereasing to zero as n→ +∞. From Cassels' theorem [4℄ it follows that in the ase when
∞∑
n=1
ψ(n) = +∞
for almost all real α we have
lim inf
n→+∞
(ψ(n))−1 ||αf(n)|| = 0.
So for almost all real numbers α we have
lim inf
n→+∞
n logn ||αf(n)|| = 0
and the set onstruted in Theorem 1 has Lebesgue measure zero. Also we would like to note that
in the ase
∞∑
n=1
ψ(n) < +∞
for almost all real α we have
lim inf
n→+∞
(ψ(n))−1 ||αf(n)|| > 0.
There is a lot of results on upper bounds for small frational parts of polynomials (see [2℄). For
the polynomial f(n) = n2 we would like to mention here the result due to A. Zaharesu [3℄: for ε > 0
and every real α there are innitely many natural numbers n suh that
||αn2|| 6 c(ε)n−
2
3
+ε,
where c(ε) is a positive onstant.
2. Parameters.
One an easily see that under the ondition (1) for m > n we have the following estimate:
tm
tn
=
m∏
j=n
(
1 +
γ
n
+O
(
1
n1+ε1
))
= exp
(
m∑
j=n
γ
n
+ o(1)
)
≍
(m
n
)γ
. (2)
When n = 1 we get
tm ≍ m
γ. (3)
For n > 1 dene
h(n) = n1+
1
γ log
2
γ n, δn =
1
cn log n
, c = 60 log
(
2 +
1
γ
)
. (4)
From (2) in follows that for m > h(n) one has
tm
tn
≫ n log2 n
and when n is large enough one has
tm
tn
>
1
δn
. (5)
Let n0 > 2. Dene natural numbers nj indutively by the equality
nj+1 = h(nj). (6)
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For a given ε2 > 0 we an hoose n0 to be large enough so that
n
1+ 1
γ
k−1 6 nk 6 n
1+ 1
γ
+ε2
k−1 , ∀k ∈ N (7)
and
n
(1+ 1γ )
k
0 6 nk 6 n
(1+ 1γ+ε2)
k
0 , ∀k ∈ N. (8)
As a orollary we immediately have
lognk ≍ lognk−1. (9)
For v ∈ (0, 1) we onsider the series
∞∑
k=2
3k
tvnk
tnk−1
δnk−1
δvnk
. (10)
From(3, 7, 9) it follows that
tvnk
tnk−1
δnk−1
δvnk
≪ nωk−1
where
ω =
((
1 +
1
γ
+ ε2
)
v − 1
)
(γ + 1).
We should note that in the ase v 6 γ
γ+1
one an take small positive ε2 to make ω < 0. Then from
the lower bound in (8) it follows that the series (10) onverges.
2. Sets.
Dene
En =
⌈tn⌉⋃
a=0
[
a
tn
−
δn
tn
,
a
tn
+
δn
tn
]⋂
[0, 1]. (11)
Let
ln =
⌊
log2
2tn
δn
⌋
, 2ln 6
2tn
δn
< 2ln+1. (12)
Eah segment form the union (11) an be overed by a dyadi interval of the form(
b
2ln
,
b+ z
2ln
)
, z = 1, 2.
Let An be the smallest union of all suh dyadi segments whih over the whole set En. Dene
Acn = [0, 1] \ An =
τν⋃
ν=1
Jν
where losed segments Jν are of the form [
b
2ln
,
b+ 1
2ln
]
. (13)
Dene
Bn =
⋂
j6n
Acj, B =
∞⋂
j=1
Acj .
Eah Bn an be written in the form Bn =
⋃Tν
ν=1 J
(n)
ν where J
(n)
ν are of the form (13).
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For our purpose it is enough to prove that the Hausdor dimension of the set B is not less than
γ
γ+1
.
3. Lemmata.
Lemma 1. Let Bn =
⋃Tn
ν=1 J
(n)
ν 6= ∅ and m > h(n). Then for every ν from the interval
1 6 ν 6 Tn one has
µ
(
J (n)ν
⋂
Am
)
6 5δmµ
(
J (n)ν
)
.
Proof. Write Am = ∪iIi where eah Ii is of the form (b/2
lm , (b + 1)/2lm). Let Ii ∩ J
(n)
ν 6= ∅ and
J
(n)
ν = [a/2ln , (a+ 1)/2ln]. Then for some natural z we have
z
tm
∈
[
a
2ln
−
1
2lm
,
a + 1
2ln
+
1
2lm
]
.
For eah ν the quantity z an take not more than
W =
⌊(
1
2ln
+
2
2lm
)
tm
⌋
+ 1
values. Now
µ
(
J (n)ν
⋂
Am
)
6 µ (Ii)W =
2ln
2lm
Wµ
(
J (n)ν
)
6 µ
(
J (n)ν
)(
3
tm
2lm
+
2ln
2lm
)
. (14)
From the denition (12) of ln it follows that
tm
2lm
6 δm. (15)
From (12) and (5) it follows that
2ln
2lm
6 2δm.. (16)
Substituting (15,16) into (14) we get Lemma 1.
Lemma 2. Let m = h(n),M = h(m) and let n be large enough. Consider a segment
J
(n)
ν =
[
a
2ln
, a+1
2ln
]
from the partition
∅ 6= Bn =
Tn⋃
ν=1
J (n)ν . (17)
Suppose that we know that
µ
(
J (n)ν
⋂
Bm
)
>
1
2
µ
(
J (n)ν
)
(18)
(in fat it means that Bm 6= ∅). Then
µ
(
J (n)ν
⋂
BM
)
>
5
6
µ
(
J (n)ν
⋂
Bm
)
.
Proof. We have
J (n)ν
⋂
BM =
(
...
((
J (n)ν
⋂
Bm
)
\ Am+1
)
\ ...
)
\ AM
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and
µ
(
J (n)ν
⋂
BM
)
= µ
(
J (n)ν
⋂
Bm
)
−
M∑
j=m+1
µ
((
J (n)ν
⋂
Bm
)⋂
Aj
)
. (19)
Dene
n(j) = max{k : h(k) 6 j}.
As m = h(n) < j we see that n(j) > n and
Bn(j) ⊆ Bn. (20)
On another hand h(m) =M > j and for any m′ > m we have h(m′) >M > j. So n(j) 6 m and
Bm ⊆ Bn(j). (21)
From (21) it follows that
J (n)ν
⋂
Bm ⊆ J
(n)
ν
⋂
Bn(j) =
⋃
ν1: J
(n(j))
ν1
⊆J
(n)
ν
J (n(j))ν1 .
So (
J (n)ν
⋂
Bm
)⋂
Aj ⊆
(
J (n)ν
⋂
Bn(j)
)⋂
Aj =
⋃
ν1: J
(n(j))
ν1
⊆J
(n)
ν
(
J (n(j))ν1
⋂
Aj
)
.
As j > h(n(j)) we an apply Lemma 1. From Lemma 1 it follows that
µ
(
J (n(j))ν1
⋂
Aj
)
6 5δjµ
(
J (n(j))ν
)
.
Summation over ν1 gives
µ
((
J (n)ν
⋂
Bn(j)
)⋂
Aj
)
6 5δjµ
(
J (n)ν
⋂
Bn(j)
)
. (22)
Moreover from (20) it follows that
µ
(
J (n)ν
⋂
Bn(j)
)
6 µ
(
J (n)ν
)
. (23)
From (18) we have
µ
(
J (n)ν
)
6 2µ
(
J (n)ν
⋂
Bm
)
. (24)
Now we must substitute inequalities (24,23,22) into (19) and obtain
µ
(
J (n)ν
⋂
BM
)
>
(
1− 10
M∑
j=m+1
δj
)
µ
(
J (n)ν
⋂
Bm
)
(25)
But
M∑
j=m+1
δj =
1
c
M∑
j=m+1
1
j log j
6
1
c
log
logM
logm
6
1
c
log
(
2 +
1
γ
)
for n large enough. By (4) we have
1− 10
M∑
j=m+1
δj > 1−
10
c
log
(
2 +
1
γ
)
=
5
6
. (26)
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Lemma 2 follows from (25,26).
Now we onsider a segment J
(n)
ν satisfying (18) and the intersetion
J (n)ν
⋂
Bm =
r⋃
κ=1
J (m)κ 6= ∅. (27)
By Lemma 2 we know that
µ
((
r⋃
κ=1
J (m)κ
)⋂
BM
)
>
5
6
µ
(
r⋃
κ=1
J (m)κ
)
.
Lemma 3 In formula (27) there are at least ⌊2r/3⌋ indies κ suh that
µ
(
J (m)κ
⋂
BM
)
>
1
2
µ
(
J (m)κ
)
. (28)
Proof. Dene κ to be good if (28) holds and dene κ to be bad otherwise. Let g be the number
of good indies and b be the number of bad indies. Let µ = µ
(
J
(m)
κ
)
. Then by Lemma 2
5
6
rµ 6
r∑
κ=1
µ
((
r⋃
κ=1
J (m)κ
)⋂
BM
)
=
∑
κ good
+
∑
κ bad
.
But ∑
κ good
6 gµ
and ∑
κ bad
6
1
2
bµ.
Thus
5
6
rµ 6
1
2
bµ + gµ, g + b = r
and so g > 2r
3
. Lemma 3 follows.
4. Proof of Theorem 1.
We need the following well known result.
Theorem (Eggleston [6℄). Suppose for every k we have a set Ak=
Rk⊔
i=1
Ik(i) where Ik(i) are
segments of the real line of length |Ik(i)| = ∆k. Suppose that eah interval Ik(i) has exatly Nk+1>1
pairwise disjoint subintervals Ik+1(i
′) of length ∆k+1 from the set Ak+1. Let Rk+1=Rk·Nk+1 . Suppose
that 0<ν061 and that for every 0<ν<ν0 the series
∑∞
k=2
∆k−1
∆k
(Rk(∆k)
ν)−1 onverges. Then the set
A=
⋂∞
k=1Ak has Hausdor dimension HD(A)>ν0.
Suppose we have a segment J
(n)
ν from the union (17) with the property (18). Then we have (27)
and at least N = ⌊2r/3⌋ subsegments J
(m)
κ from (27) satisfying (28). Obviously
N = ⌊2r/3⌋ =
1
3
µ
(
J
(n)
ν
⋂
Bm
)
µ
(
J
(m)
ν
)
 >
1
3
µ
(
J
(n)
ν
)
µ
(
J
(m)
ν
)
 = ⌊1
3
2lm
2ln
⌋
.
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Now we an dene indutively the sets satisfying Eggleston's theorem. The base of the indutive
proess is obvious. Assume that for natural k the set Ak onsists of segments of the form J
(nk)
ν for
whih (18) holds with n = nk (nk omes from (6)). Then in eah J
(nk)
ν one an nd exatly
Nk+1 =
⌊
1
3
2lnk+1
2lnk
⌋
intervals of the form J
(nk+1)
ν satisfying (18) with n = nk+1. Sine the series (10) onverges for v 6
γ
γ+1
(as it was shown in Setion 2) and lj are dened on (12) we see that the series in Eggleston's theorem
also onverges for the same values of v. Hene we dedue that the Hausdor dimension of the set B
is not less than
γ
γ+1
and Theorem 1 is proved.
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