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S1. Sample fabrication, characterization and measurement techniques Sample fabrication
An SEM image of the sample used in this experiment is shown in Fig. S1A . While Fig. 1a shows only the SEM image of the depletion gates, Fig. S1A shows also the two accumulation gates and the two micro magnets. The epitaxial structure, shown in Fig. S1B , is grown by chemical vapor deposition. An 800 nm Si 0.7 Ge 0.3 buffer is deposited on a substrate, followed by a 12 nm thick strained Si well. A 32 nm Si 0.7 Ge 0.3 layer is then deposited, followed by a 1 nm thick Si cap layer. The sample is undoped; charge carriers are induced in the Si quantum well by application of positive voltages to the accumulation gates, forming a 2DEG 1, 2 . To minimize unwanted accumulation and charge leakage, most of the substrate is etched to below the Si quantum well using reactive ion etching, leaving active material for the dot structures only in small 100 100 mesas. All exposed surfaces are then uniformly coated with 10 nm of Al 2 O 3 via atomic layer deposition (ALD). Ohmic contacts to the 2DEG are created by 20 kV phosphorus implantation activated with a 15 s, 700 C anneal. Two layers of gates, separated by an isolating layer of 80 nm of Al 2 O 3 deposited by ALD, are defined by a combination of photo-and electron-beam lithography and deposited by electron-beam evaporation of 1.7 nm Ti/40 nm Au. Two Co micro magnets are defined on top of the upper layer of gates by electron-beam lithography and deposited by electron-beam evaporation of 5 nm Ti/200 nm Co/20 nm Au. The top Au layer minimizes oxidation of the Co material. The sample is glued on a printed circuit board (PCB) with 4 high-frequency lines connected to gates 3, 8, 9 and 11. Those lines are fitted with homemade resistive bias tees on the PCB (R = 10 MΩ, C = 47 nF; 1/RC ~2 Hz) to allow fast pulsing of the gate voltages while also maintaining a DC bias on the gates. The presence of the bias tee is the reason why we use four stage pulses while we could have used two stage pulse 3 . The extra two stages make the voltage level during the initialization and detection stages much less variable. The highfrequency lines contain a 20 dB attenuator at 1 K and a 10 dB attenuator at the mixing chamber.
Quantum dot characterization
The right dot is tuned to the few-electron regime by adjusting the voltages on gates 3, 4, 5, 8, 9 and 10. Fig. S1C shows the differential transconductance as a function of the voltages on gates 3 and 5. No other charge transitions are observed when pushing the voltage of gate 3 down to -375 mV with the other gate voltages kept at the same values as used in Fig.  S1C , which permits us to assign tentative absolute electron numbers as shown in Fig. S1C . The experiment is done at the 0-1 charge transition. This QD presents an addition energy of 9 meV and an orbital level spacing of 450 μeV, estimated by pulse spectroscopy measurements. From the addition energies we extract a dot radius of 21 nm (in the approximation of a circular QD); from the orbital level spacing we deduce 28 nm assuming a harmonic confining potential and again a circular dot. Pulse spectroscopy measurements (not reported here) also show the linear dependence of the Zeeman splitting of the lowest orbital state as a function of external magnetic field, allowing us to calibrate the conversion factor between pulse amplitude and energy.
Charge detection
Thanks to the capacitive coupling between the dot and the sensing QD, the current level of the sensing QD is decreased (increased) by ~400 pA when an electron jumps from the dot to the reservoir (from the reservoir to the dot). We use a room temperature IV converter to record the sensing dot current, I, using a low-pass filter with ~20 kHz cut-off to obtain a sufficient signal-to-noise ratio.
Heating effects from the microwave bursts
The application of high power microwave bursts affects the response of the sensing dot, presumably due to heating, and this effect increases with burst time. In order to keep the response constant and get better uniformity in the visibility of the spin oscillations as we vary the burst time during the manipulation stage, we include a second microwave burst at the end of the readout stage such that the total microwave burst duration over a full cycle is kept constant at 2 μs.
Finding the spin resonance condition
Before performing the experiment, the electron spin g-factor is not precisely known. The presence of the micromagnet creates further uncertainty in the spin resonance condition. The continuous wave low power EDSR response exhibits very narrow lines, making it easy to miss the resonance when scanning the magnetic field or frequency for the first time. At higher power, the line is power broadened, so larger steps in field or frequency can be taken, accelerating the scan. We used an even more efficient technique, adiabatic rapid passage. This technique was successfully used in quantum dots before 4 and allows one to step the frequency in increments corresponding to the frequency chirp range used for the adiabatic inversion (40-60 MHz in our experiments). Figure S2 shows the result of a numerical calculation of the magnetic field created by the two micro magnets, along the x, y and z directions, where z is perpendicular to the quantum well and x and y are marked in Fig. S1 5,6 . The external magnetic field is applied along x. From this simulation, we obtain the magnitudes of the magnetic field and the magnetic field gradient at We did not observe any change in the measured spin-up probability when changing the timing of the microwave burst during the manipulation stage by up to 2 ms. Thus we conclude that the spin relaxation time is much longer than the ms timescale of our pulse cycle and that the measurements shown here are not affected by decay, consistent with the long times seen in earlier measurements on Si or Si/SiGe dots and donor 7, 8, 9 . We note that due to the very long spin relaxation time, we cannot initialize by equilibration, as was commonly done in previous work 10, 11 , since this would take 100 ms or more. Therefore, instead of pulsing both the spin up and spin down levels below the reservoir Fermi energy, thereby pulling an electron of unknown spin state inside the QD, we pulse so that only the lowest energy spin level (spin down) is below the Fermi level of the reservoir during the initialization stage (stage (1) in Fig. 1c of the main text).
S2. Magnetic field gradient induced by micromagnets

S4. Rabi oscillation
The probability that a single spin with Larmor frequency flips when it is subject to microwave excitation at frequency with an amplitude that gives a Rabi frequency for a duration 3 is , , , sin sin , Eq. (S1) with sin .
There are two resonance frequencies, and , as discussed in the main text. Here we assume that the populations in resonances 1 and 2 are , and , respectively. If in addition we assume that both the Larmor frequency and the Rabi frequency follow a Gaussian distribution, the spin flip probability is given by (A) The measured spin-up probability for a Rabi experiment. (B) The simulated spin-up probability using population fractions : 0.3: 0.7, spread in Rabi frequencies ~ 0.25 MHz, readout fidelity parameters 6%, 5%, 4%, and the two Rabi Assuming that the ratio of the Rabi frequencies between two resonances is ( , ) and we can neglect the unknown spread in for low microwave power, the ratio of the steady state spin flip probability at the two Larmor frequencies is 
, where and are defined as in Eq. (S1) and Eq. (S2). In the limit of low microwave power, the ratio converges to: 
S6. pulse fidelity
The probability that a spin down is flipped to spin up when applying a π pulse is given in Eq. (S2). This probability corresponds to the state fidelity of the output state relative to the ideally expected spin up state. This fidelity is here estimated based on a numerical model with input from the experiment. Quantum process tomography or randomized benchmarking can be used to estimate the gate fidelity directly from the experiment. For the lower transition, using the values f 1 (1) = 5 MHz, 0.268 MHz and 0.25 MHz, we find a spin flip probability , 1
, , , 0.99.
For the higher transition, using = 3. 
S7. Initialization fidelity and readout fidelity
For applications in quantum information processing it is important to know the read-out and initialization fidelities. These fidelities are characterized by three parameters, , and . The parameter corresponds to the probability that the sensing dot current exceeds the threshold even though the electron was actually spin-down, for instance due to thermally activated tunnelling or electrical noise. The parameter corresponds to the probability that the sensing dot current does not cross the threshold even though the electron was actually spin-up at the end of the microwave burst time. The measurement time (< 4 ms) we used is much shorter than and so is not affected by decay (see supplementary section 3). It is limited by the bandwidth of the sensing dot current measurement (~20 kHz). 1 can be directly measured as the probability that the step of the electron jumping in during the initialization stage is missed using the same threshold value as is used for detection of the electron jumping out during the read-out stage. We find ~5% (Fig. S6) .
The parameter corresponds to the probability that the electron is in spin-up instead of spindown at the end of the initialization stage. The measured spin-up probability can be written as follows using the parameters , and and the probability for flipping the spin during manipulation, :
When 0 (i.e. the microwaves are applied far off-resonance or not at all), the measured spin-up probability can be expressed as follows:
0 ~10% is measured. From this and Eq.(S7), we get an upper bound on .
10%
Eq.(S8) As discussed above, 1 ~95% is measured (Fig. S6B) We use 6%, 5%, and 4% in Eq.(S5) to compute the spin-up probability that can be expected in the measurement, which is shown in Fig. S3B, Fig. S4B and Fig. S8B . Supplementary Fig. S6 Measurement of fidelity parameter 1 (A) An example real time trace of the sensing dot current. The black dashed lines indicate the start and end of one cycle. When the recorded current dips below the threshold level indicated by the dotted red line during the detection stage, we conclude an electron tunnelled out from the dot to the reservoir. In this case, we infer the electron was spin up. When the signal remains above the threshold, we conclude the electron was spin down (the lowest energy spin state). (B) Blue trace: Measured probability that the sensing dot current passes below the threshold indicated by the red dotted line in panel (A) during the initialization stage, as a function of (averaged over 1000 cycles). Since the dot is always emptied during the previous stage, ideally we would always see the signal dip below the red threshold at the start of the initialization stage (blue circle in (A)). However, because of the finite bandwidth of the measurement, the dip will be missed if it is too fast. This occurs with the same probability as the probability for missing dips in the detection stage, and is thus a good measure of 1 . Green trace: Measured probability that the current subsequently passes the green threshold from below during the initialization stage, as a function of (green circle in (A)). When the green and blue traces coincide, the dot is filled during the initialization stage. When the dot level is high ( is low, see also the schematic in the inset), the time it takes for an electron to tunnel in is long, and so 1 is high, but the dot is not always filled (the green line is low here). As the dot level is lowered ( is raised, see also inset), the tunnel rate increases, and the dot is always initialized, at the cost of a slightly lower value of 1 , due to the finite measurement bandwidth. The vertical red dashed line indicates the operating point used in the experiments. 
S8. Power dependence of the Rabi frequency
S9. Measurements of Ramsey fringes
Here we give results of numerical simulations corresponding to the two-pulse Ramsey interference measurements of Fig. 3c . The overall procedure is analogous to that used for the simulations of the Rabi oscillations. Instead of a single microwave burst, we now have two bursts of duration separated by a wait time . The expression that the spin is flipped at the end of this sequence is as follows (same symbols as in the Rabi simulations, see Eq.
(S1) 12 :
, , , 4sin sin cos π cos cos sin π sin ,
with sin .
Here we can neglect the spread in because is short and its effect is small. Then the spin flip probability averaged over the Larmor frequency distribution is expressed as
Using Eq.(S12), 6%, 5%, and 4% in Eq.(S5), we compute the expected spinup probability at the end of the Ramsey sequence, see Fig. S8(B) . The corresponding data is shown in Fig. S8(A) . Supplementary Fig. S8 Comparison of the data to a simulation for Ramsey fringes. (A) The measured spin-up probability for a two-pulse Ramsey style experiment. The data are those shown in Fig. 3c but taking a moving average along over 5 points (79 ns). (B) The simulated spin-up probability using : 0.3: 0.7, 0.268 MHz, 6%, 5%, and 4% as a function of and , also taking a moving average over 79 ns. There is good agreement between the data and simulation.
S10. Difference in g-factors and Rabi frequencies between the two resonances
Here we discuss several possible explanations for the existence of two closely spaced electron spin resonance conditions, characterized by g-factors that differ by 0.015% and Rabi frequencies that differ by 50%. As stated in the main text, we attribute the presence of two spin resonance signals to a partial occupation of the two lowest valley states. We can estimate the valley splitting E V from the 30/70 relative contributions of the two resonances (see main text), assuming it results from thermal equilibration between the two valley states. This gives E V ~ 0.85 k B T e , which for T e = 150 mK yields E V = 11 µeV. We note that the electron temperature may be somewhat larger since we apply microwave excitation to the sample, so the valley splitting may be larger as well. We have identified two mechanisms that can explain a 0.015% relative difference in the electron g-factors between the two valleys, defined as 2(g (2) -g (1) )/( g (2) +g (1) ). The first is valley-dependent g-factor renormalization due to the transverse gradient magnetic field; the other is valley-dependent penetration of the electron wavefunction into the SiGe barrier region. We first discuss these two mechanisms. We then mention other potential mechanisms that cannot explain the observed g-factor shift.
(1) Tokura et al., 13 find that the unperturbed Zeeman splitting E 0z is renormalized in the presence of a magnetic field gradient to a value E Z given by 1 .
. Here ~ / is the perturbation matrix element between the ground orbital state with spin up and the first excited orbital state with spin down, and L is the dot diameter. We see that E z depends on the orbital energy splitting (energy level spacing to the first excited state), Δ. At lowest order in the valley-orbit coupling, Δ depends only on the orbital energy splitting, which can differ for the two valley states due to valley-orbit coupling 14 . Contributions to the renormalization of the g-factor from differences in the lateral positions of the different valley states can also occur, but are higher order in the valley-orbit coupling. The difference in g-factors between the two valleys could then be explained if the two valley states exhibit sufficiently different orbital splittings Δ. Valley-dependent orbital splitting arises from the valley-orbit interaction due to disorder at the interface, and can have important effects. In J. K. Gamble et al., 15 , it is estimated that the centers of the charge distributions of the two valley states can be separated by as much as the dot diameter, and differences in orbital splitting between the two valleys can be 20% or more. Taking 1 mT/nm, E 0z ~ 60 µeV, Δ (1)~ 400 µeV and Δ (2) ~ 320 µeV (where the superscripts refer to the two resonances as in the main text), we obtain corrections to E 0z of 0.013% and 0.010%. The difference between the two corresponds to a difference in g-factors of 0.003%, within a factor of 5 of the observed value. A valley-dependent orbital splitting can also account for the observed difference in Rabi frequencies for the two resonances. From Tokura et al., and M. Pioro-Ladrière et al., 13, 16 , neglecting the contribution from spin-orbit interaction as it is small in Si/SiGe, we roughly have , where E ac is the a.c. electric field generated by the nearby gate. Given that , it follows that . Then, we have that .
Assuming that E ac is equal for the two valley states, the factor 1.5 between the Rabi frequencies of the two resonances can be explained by a ~20% difference in orbital level spacing, . This is consistent with the difference in orbital splitting needed to explain the g-factor shifts.
(2) A second explanation for the g-factor shifts could be that the two valley states penetrate differently into the SiGe barrier. This effect also gives rise to valley splitting. For g-factors, the state with the largest probability in the barrier should have the g-factor closest to SiGe. It is difficult to estimate the resulting g-factor shift because the g-factors in SiGe alloys are not well known. Our rough estimate yields a g-factor shift of 0.0025%, which is 6 times smaller than the experiment, but is still comparable. We view this mechanism as less likely than mechanism (1) above because observing the difference in Rabi frequencies would require that the different valley states have significantly different direction of wavefunction motion. In principle, further experiments have the potential to distinguish these two mechanisms for gfactor shifts. Valley-dependent penetration should be similar in similar devices, and its dependence on extrinsic parameters (e.g., accumulation gate voltages) should be systematic. On the other hand, valley-orbit renormalization should vary significantly from device to device.
We now briefly consider explanations for the g-factor shifts that yield less successful agreement with experiment.
(3) In principle, the combination of valley-orbit coupling and spin-orbit coupling could give rise to valley-dependent g-factor shifts. The renormalization in the g-factor from this mechanism is proportional to the inverse square of the spin-orbit length 17 . According to Z. Wilamowski et al., 18 the spin-orbit coupling strength in quantum well structures is three orders of magnitude smaller in Si than in III-V semiconductors. Since such g-factor renormalization effects are small already in GaAs, we can conclude that the change in g-factor mediated by this mechanism in Si will be much smaller than the 0.015% that is observed experimentally.
(4) As mentioned above, valley-orbit coupling may cause a lateral separation of the centers of the charge distributions for the two valley state 15 . When this effect is combined with local fluctuations of the Ge concentration in the SiGe alloy, it yields slightly different g-factor shifts for the two states. In general, the g-factor shift described in (2) (above) would be expected to dominate over such a disorder effect. However, because valley-orbit coupling depends on the interference between valley state 14 , destructive interference could suppress the dominant g-factor shift in (2). Our simulations (not reported here) indicate that it is possible
for the disorder-induced effect to dominate, though still smaller than the estimate given in (2) above.
(5) Finally, we consider explanations for the two closely spaced spin resonance conditions that do not invoke valley physics. A natural thought is that we may be driving spin transitions in a two-or three-electron manifold, either in a single dot or in a double dot. Under appropriate conditions, this could give rise to closely spaced spin resonance frequencies with g-factors around 2. However, in this scenario, whenever microwave excitation is applied at either one of the two resonance frequencies, spin transitions would be induced 100% of the time. In the experiment, in contrast, when applying microwave excitations resonant with the lower (upper) resonance frequency, there is a contribution to the signal only ~30% (70%) of the time. If the dot location jumped between two positions, for instance due to a background charge that is hopping back and forth, a 30/70 occupation would be possible. Due to the magnetic field gradient, we can also expect different spin splittings for different dot locations. However, the difference in spin splittings would be a fixed value set by the stray field from the micromagnet (as soon as it is fully polarized). In contrast, in the measurements, the difference between the resonance frequencies varies linearly with magnetic field (Fig. 2a) .
We have not been able to come up with other plausible explanations except those related to valley physics presented above.
S11. Sources of Rabi decay
Here we estimate how much random nuclear fields, instrumentation and charge noise can contribute to the spread in the Rabi frequency. The Rabi frequency in the present EDSR measurements can be expressed as (See also section S10). We consider here only fluctuations in the electric field E a.c. and in the tranverse gradient / , as we expect fluctuations in L and Δ to give smaller contributions. For each noise source, we estimate whether it can account for the 5% spread in the Rabi frequency (rms) observed in the experiment. First, the transverse component of the nuclear field exhibits a gradient that adds to the gradient from the micromagnet by a random amount that slowly fluctuates in time over the course of the measurement. The lateral displacement of the electron induced by the microwave excitation is estimated to be Δ 0.707 0.707
An approximate upper bound on the transverse nuclear field gradient is 7.6 kHz/nm.
To estimate this bound, we assume that the nuclear field is uncorrelated between two positions that are separated by the dot diameter, 2L ~ 50 nm. The measured spread in Larmor frequency is 0.268 MHz so the rms difference in nuclear fields between these two positions becomes =√2 0.38 MHz. Then the spread in the nuclear field gradient is Δ 3.6 kHz, which is about 70 times smaller than we measured.
An additional contribution of the random transverse nuclear field arise from a modulation in the phase of the atomic scale oscillations of the electron wave function that is present in Si/SiGe quantum dots 19 . If an electric field changes by 90 degrees, the electron wave function is in contact with a different ensemble of nuclei. An AC electric field excitation at frequency then leads to a (random) contribution to the Rabi frequency. The effect of an outof-plane electric field is small as does not depend on this component to leading order in the ratio of the valley coupling to the quantum well depth (for example, see Eqs. 10, 13 and 14 in M. Friesen et al., 20 ) . The effect of an in-plane electric field is mediated by disorder at the quantum well interface. We have found (see section S12 below) that varies over length scales of order 10~100nm, which implies that the nuclear field would be uncorrelated for two positions 10~100nm. Taking 10nm and following an analogous reasoning as above, the estimated dot displacement Δ 0.47nm produces a random contribution to the Rabi frequency of order ~ 0.02 MHz, 13 times smaller than we measured.
Second, low-frequency charge noise or gate voltage noise can cause random shifts in the average dot position. If the transverse field gradient from the micromagnet itself changes with position, low-frequency charge noise leads to a low-frequency fluctuation in the gradient strength, and thus to a spread in the Rabi frequency. As discussed in the main text, the EDSR line width puts an upper bound on the electron micromotion induced by low-frequency charge or voltage noise of δ 50 pm (rms). Based on simulations, the variation of the transverse is 3000 times smaller than the average transverse gradient of 0.3 mT/nm, and can thus not explain the 5% spread in the Rabi frequency we observe.
Third, charge noise/instrumental noise that is resonant with the Larmor frequency adds to E a.c. and can thus cause a spread in the Rabi frequency. The output amplitude of the microwave source (Agilent Vector Signal Generator E8267D) could fluctuate, either rapidly or in the form of a slow drift. We measured the drift in the output amplitude of the vector source operating in vector modulation mode over twenty hours. We found a variation in output amplitude, which correlates with the temperature in the room, of about 0.2%. Thermal noise (and other broadband noise sources) also has some spectral content at the resonance frequency, which is independent of the microwave power. However, if this spectral content amounted to 5% in amplitude of the driving from the vector source during Rabi experiments, it would overwhelm the driving amplitude of the source during the CW measurements, where we applied about 50 dB less power than during the Rabi experiments, corresponding to 300 times smaller amplitudes. In this case, spin transitions would have been observed also when the applied microwave frequency is applied off-resonance, which is clearly not the case.
Fourth, fluctuations in E a.c. are also introduced by the vector modulation whereby the microwave signal is multiplied by a 250 mV rectangular pulse generated by a Tektronix Arbitrary Wave function Generator (AWG 5014C) and applied to the I and Q inputs of the vector source. Fluctuations in the AWG pulse amplitude then translate to fluctuations in E a.c. . The twenty hour measurement of the output amplitude of the vector source was done with the same 250 mV pulse amplitude from the AWG applied to the I and Q inputs, so this contribution is already included in the 0.2% variation in output amplitude discussed above.
Finally, high frequency phase noise of the microwave source causes fluctuations in the applied frequency. The specifications for the frequency stability of the source are many orders of magnitude below the measured line width of 0.6 MHz. Finally, noise in the amplitude of the AWG channels going into the I and Q inputs causes not only amplitude fluctuations (discussed above) but also phase fluctuations. The noise of the AWG is dominated by lowfrequency noise, which thus translates to low-frequency phase noise of the vector source output. When measuring Rabi oscillations, low-frequency phase noise does not contribute to damping.
