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Abstract
In this thesis, I present a search for Z ′ bosons in the µ+µ− decay channel using 20 fb−1 of p-p collisions
at
√
s = 8 TeV, produced during the 2012 run at the Large Hadron Collider at CERN, using the ATLAS
detector to record the collision products. The search proceeds via a comparison of the reconstructed dimuon
invariant mass distribution with the expected distribution, given Standard Model only sources of background.
In addition to the “official” ATLAS dimuon selection, I present a new dimuon selection, designed for this
analysis, whose purpose is to increase the sensitivity of the search relative to the official selection. I observe
no statistically significant deviation from the Standard Model expectation, and proceed to place new lower
limits on the masses of Z ′ bosons inspired by the E6 Grand Unified Theory.
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Chapter 1
Introduction
The human endeavor to understand the structure of the natural world and the laws that govern it has existed
since the dawn of rational thought. The philosophers of ancient Greece were the first to posit the ideas of the
atom and the elements—the idea that everything observable is composed of basic building blocks. Though
the specifics of many of their theories were of course incorrect or incomplete, the modern understanding of
the universe does not differ qualitatively from this framework.
Since the advent of the Enlightenment in Europe, humanity’s understanding of the natural world has
expanded dramatically. Our current understanding of the universe is that all matter is composed of massive
particles called “quarks” and “leptons”, and that they interact with one another by exchanging other kinds
of particles called “bosons”. Further, it seems that one extra boson exists not to mediate a force, but to give
mass to the quarks, leptons, and some of the force-mediating bosons. Quarks combine in pairs or sets of
three to form hadrons (mesons or baryons, respectively)—the proton and neutron each contain three specific
quarks—and atoms are composed of a nucleus containing protons and neutrons and a “cloud” of electrons
forming a shell surrounding the nucleus. Each atom contains an equal number of protons and electrons
and may be distinguished from other atoms based on this number, which corresponds to a specific chemical
element. The electron clouds form complex patterns as this number increases, allowing for certain reactions
to occur among elements—this is the purview of the field of chemistry, and all other scientific disciplines
ultimately derive (in principle) from this framework.
Though the breadth and depth of our understanding of the universe are larger than ever, it is nevertheless
incomplete at best and incorrect at worst. Yet-unobserved natural phenomena of one variety or another must
exist in order to explain the known inconsistencies of our theory of nature with other natural phenomena
we observe—for example, we observe that gravity exists; yet our theory of the fundamental constituents of
the universe does not explain gravity. It is for this reason that much work remains to be done in order to
completely understand the universe.
In this thesis, I will present an analysis whose aim is to search for a set of the aformentioned new natural
phenomena. If one member of this set of new phenomena were found, it could both explain some of the
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shortcomings of and raise new questions about our current theory. In the case either of a discovery or a lack
of discovery, our depth of knowledge of the universe would increase. The analysis presented in this work was
conducted at the Large Hardron Collider, using the ATLAS detector, and is organized as follows:
• Chapter 2 contains a brief history and quantitative overview of the state-of-the-art theory of the
fundamental constituents of the universe.
• Chapter 3 contains a survey of the shortcomings of the theory presented in Chapter 2, the motivation
for the search presented in this analysis, and a summary of previous searches.
• Chapter 4 contains an overview of the experimental setup used to collect the data for the search.
• Chapter 5 contains details of the data collection process.
• Chapter 6 contains a list of the sources of expected background to the searched-for signal process and
the methods by which their contributions to the data sample are estimated.
• Chapter 7 contains a description of a new technique invented for this analysis to increase the size of
the dataset and the sensitivity of the search.
• Chapter 8 contains an enumeration of the final data selection criteria and a comparison of the observed
data with the expected background.
• Chapter 9 contains a list of the sources of systematic uncertainty that affect the expected background
and details about the evaluation of each.
• Chapter 10 contains the quantitative results, both for a discovery and for the absence of a discovery,
obtained based on the comparison in Chapter 8 and the uncertainties in Chapter 9.
• Chapter 11 contains a brief summary of the analysis.
2
Chapter 2
The Standard Model of Particle
Physics
Particle physics concerns itself with the nature of the fundamental constituents of the universe and their
interactions among one another. This chapter contains a summary of the historical evolution of particle
physics in which the most seminal discoveries and developments are traced, an overview of the mathematical
structure of the Standard Model, and a discussion regarding a particular process whose decay signature is
the primary object of scrutiny in this thesis.
2.1 Survey of developments in particle physics leading to the
Standard Model
After the work of Newton and its subsequent development by Lagrange, Hamilton, and others, the laws that
govern the universe were generally considered to be completely understood. This changed radically toward
the end of the nineteenth century with the work of Maxwell, whose formalization of the field equations of
electromagnetism led to the discovery of the electron in 1897 by J. J. Thomson and laid the foundations for
special relativity to be developed by Einstein in 1905.
These developments begat new developments, culminating in the discovery of the proton and the neutron
in 1911 and 1932, respectively. Several observed phenomena, such as nuclear β decay, were yet unexplainable
by a framework in which the proton, neutron, and electron were the fundamental building blocks of matter.
This and other shortcomings were addressed primarily by the work of Schro¨dinger and Heisenberg, who first
correctly formalized the mathematical structure and interpretation of quantum mechanics, and Dirac, Pauli,
and Fermi, who built the proper framework for a relativistic quantum theory of fields based on the work of
Schro¨dinger and Heisenberg.
Despite this theory’s success in correctly describing the behavior of fermions, it was unable to acco-
modate certain experimental results which, by the 1950s, had been measured with such precision as to be
unambiguous. The work of Feynman, Tomonaga, Schwinger, and Dyson resulted in a quantum theory of
electrodynamics which was fully consistent with the Lamb Shift and explained the anomolous magnetic
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dipole moment with better accuracy than Dirac’s formulation1. The resulting quantum field theory of elec-
trodynamics (“QED” for short) was the first quantum field theory to correctly incorporate gauge invariance
and to provide a motivation for the aspect of renormalization.
An unexpected experimental development occurred in the 1950s with the observation of a number of new
massive charged particles, which were termed “hadrons”. To address this development, Gell-Mann and Zweig
proposed in 1963 a model that explained the structure of the observed patterns of hadrons discovered in the
previous decade by suggesting that they were composed of two or three smaller particles called “quarks”. In
this model, called the “quark model”, each quark would have an associated electric charge and “strangeness”,
a quantum number describing to which generation the quark belongs. It was immediately noticed that
the Pauli exclusion principle would preclude this arrangement and a new quantum number called “color
charge”—which exists in three varieties—was invented to accomodate it. This work correctly predicted
the existence of a previously-unobserved hadron, the Ω−, which was discovered at Brookhaven in 1964
following this prediction. The mathematical formalization of the quantum theory of the strong interaction
as a gauge theory necessitated that the quarks interact via a set of eight gauge bosons called “gluons”,
each one of which would itself carry color charge and so could interact among themselves. The theory was
named “Quantum Chromodynamics” or “QCD”, consistent with the name of the charge responsible for the
force, the color charge. One consequence of QCD is the phenomenon of color confinement, which explains
why no quarks or gluons exist in isolation. Experimental results collected in the late 1960s from probes
of the sub-structure of hadrons demonstrated that the high-energy lepton-nucleon scattering cross sections
appeared to be independent of the target-probe momentum transfer, suggesting that the constituents of the
hadron were more point-like than expected. It was shown in 1973 by Gross, Wilczek, and Politzer that this
observation is consistent with the existence of “asymptotic freedom” between strongly-interacting particles,
which requires that the force between such particles become asymptotically weaker with decreasing distance
and with increasing energy.
The unification of QED with the theory of the weak nuclear force occurred in 1968 as a result of the
work of Glashow, Salam, and Weinberg, and predicted the existence of the W and Z bosons, which are
the gauge bosons of the weak nuclear interaction. That they are massive (as opposed to the photon) is
explained by a mechanism proposed by Higgs by which the symmetry of the electroweak gauge group is
broken spontaneously, leaving only the gauge symmetry responsible for electrodynamics unbroken [1]. This
mechanism predicts the existence of a residual scalar boson called the “Higgs boson”. The W and Z bosons
1Even the state-of-the-art quantum theory of electrodynamics is unable to explain the minute but significant differences
between the observed and predicted magnetic moments of charged particles. This is a current area of activity in so-called “g-2”
experiments—here g refers to the observed magnetic moment of a charged particle. It is precisely 2 in Dirac’s formulation but
deviates from this value due to higher-order corrections.
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were discovered at CERN in 1982 and a particle whose properties are consistent with the Higgs boson was
first observed at CERN in 2012. This unified field theory, which explains the structure of the electromagnetic
and weak nuclear forces, is called the “electroweak” theory.
Together, the unified electroweak theory and the theory of QCD form the “Standard Model” (SM) of
particle physics. The SM is in many respects the “crown jewel” of physics, as it has been vindicated by
experimental evidence many times over.
2.2 Structure of the Standard Model
Within the SM, the universe is filled with a set of fields, excitations of which represent the fundamental
particles we observe. The dynamical behavior of the fields is governed by the principle of least action; thus,
the Lagrangian density for these fields specifies their properties and interactions. In general, the Lagrangian
may be symmetric with respect to certain transformations on the fields, and these transformations may
either be continuous or discrete. Continuous symmetries of the Lagrangian under transformations on the
fields correspond to conserved physical quantities and are therefore of central importance in determining the
physical implications of the theory.
The continuous transformations corresponding to symmetries of the Lagrangian are members of a Lie
group, the structure of which depends on the algebra obeyed by the fields being transformed. A modification
of the symmetry operations, by which the generators of the group are taken to vary in spacetime, gives rise
to the fields whose excitations are the force mediators among the originals. These mediators are referred to
as “gauge bosons”.
2.2.1 Quantum Electrodynamics
Consider a Dirac field ψ(x) whose Lagrangian density2
L = iψ¯(x)/∂ψ(x)−mψ¯(x)ψ(x) (2.1)
is invariant under the global transformation
ψ(x)→ eiαψ(x), (2.2)
2For this discussion, I have adopted the Feynman “slash” notation in which, for any covariant 4-vector C, /C = γµCµ, where
γµ are the contravariant Dirac matrices.
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which is the group of rotations in the complex plane and is a representation of the Lie group U(1). In this
case α ∈ R is the sole generator of the group.
If the generator α is allowed to vary in spacetime,
ψ(x)→ eiα(x)ψ(x), (2.3)
the Lagrangian density in Equation 2.1 is no longer invariant under this new transformation, because
/∂(eiα(x)ψ(x)) = eiα(x)
(
/∂ψ(x) + iψ(x)/∂α(x)
)
. (2.4)
The extra term is accounted for by replacing the derivative /∂ with the “covariant” derivative /D, defined as
/D = /∂ + i /A(x), (2.5)
where the field /A(x) is required to transform under Equation 2.3 as
/A(x)→ /A(x)− /∂α(x). (2.6)
Then the new Lagrangian density
L = iψ¯(x) /Dψ(x)−mψ¯(x)ψ(x) (2.7)
is invariant under the transformation in Equation 2.3.
Equation 2.7 allows one to derive the equation of motion for a free Dirac particle. To obtain the proper
formulation for QED, however, it is necessary to add another term for the free electromagnetic field itself, so
that LQED = Lfree+LEM . The electromagnetic field tensor may be written in terms of the gauge potential
Aµ as
Fµν = ∂µAν − ∂νAµ, (2.8)
allowing for the electromagnetic Lagrangian density to be written as 3
LEM = −1
4
FµνFµν . (2.9)
Applying the principle of least action to Equation 2.9 yields the familiar set of Maxwell’s equations in the
3See, for example, [46].
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absence of sources. Noting that
∂µAν − ∂νAµ = DµAν −DνAµ, (2.10)
it is apparent that Equation 2.9 is gauge invariant.
Assembling the pieces, one finds
L = iψ¯(x) /Dψ(x)−mψ¯(x)ψ(x)− 1
4
FµνFµν . (2.11)
This is the Lagrangian density for quantum electrodynamics. Mathematically speaking, it is the simplest
formulation whose physical implications are consistent with all relevant experimental observations. As the
oldest surviving component of the state-of-the-art SM, it represents the first formulation of a “modern”
quantum field theory and has served as the template for all other pieces of the SM.
2.2.2 The Higgs mechanism and electroweak unification
Equation 2.11 correctly describes the dynamics governing QED, but its gauge invariance is contingent upon
the gauge boson being massless. In particular, a gauge boson would appear in the Lagrangian as a term
quadratic in the gauge field Aµ; i.e. proportional to AµAµ, whose presence would break the invariance of
the Lagrangian under the gauge transformation in Equation 2.3.
Because the weak gauge bosons are observed to be massive, this Lagrangian does not correctly describe
the dynamics of the weak force. It is therefore necessary to formulate a theory in which the aforementioned
mass term is included, which, na¨ıvely, would break the gauge invariance of the Lagrangian. In order to
illustrate the process by which this is achieved, consider for the moment a simple complex field φ, for which
the general Lagrangian density may be expressed as a sum of a kinetic term which is quadratic in the
covariant derivative of the field, a potential term V (φ) which is a sum of terms quadratic and quartic in φ,
and a Yang-Mills term for the gauge field Aµ as in Equation 2.11:
L = Dµφ(x)Dµφ∗(x)− V (φ)− 1
4
FµνFµν , (2.12)
where
V (φ) = m2|φ(x)|2 + λ(|φ(x)|2)2;Dµ = ∂ − iAµ;Fµν = ∂µAν − ∂νAµ. (2.13)
In the case m2 > 0, V (φ) has one minimum (at φ = 0) with respect to φ and the theory is similar to the
theory of QED, but for the nonzero mass of the gauge boson and the simpler algebra obeyed by the field.
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In the alternative case of m2 < 0, V (φ) has a set of minima at values of φ satisfying
φ0 =
√
−m
2
2λ
=
v√
2
, (2.14)
where v =
√
−m2λ . For convenience, one may define real fields χ(x) and h(x) and rewrite the complex field
φ as
φ(x) =
1√
2
eiχ(x)/v(v + h(x)); (2.15)
then Equation 2.12 becomes
L = −vAµ∂µχ(x) + 1
2
(
v2AµA
µ + ∂µh(x)∂
µh(x)) + 2m2(h(x))2 + ∂µχ(x)∂
µχ(x)
)− 1
4
FµνFµν , (2.16)
provided that the real fields χ and h have minima at φ = 0 corresponding to a vacuum expectation value of
0.
One may make a fortuitous gauge transformation such that
Aµ → Aµ − 1
v
∂µχ(x). (2.17)
The Lagrangian becomes
L = 1
2
(
∂µh(x)∂
µh(x) + 2m2h2 + v2AµA
µ
)− 1
4
FµνFµν . (2.18)
The field χ seems to have disappeared from the Lagrangian, leaving only the real scalar field h and massive
gauge field A. The field χ represents a Goldstone boson, whose effect is to endow A with mass, thus keeping
the total number of degrees of freedom equal (a massless vector boson has two while a massive vector boson
has three) [1, 2]. A byproduct of this process is the leftover term quadratic in the field h, which represents
the Higgs boson [3].
This process is called the Higgs mechanism. Within a more realistic physical framework, this mechanism
allows for the theoretical description of the electromagnetic and weak interactions—this description is called
the Weinberg-Salam model and is an SU(2) × U(1) gauge theory. Three massive gauge bosons arise from
the SU(2) symmetry, and one massless gauge boson arises from the U(1). To elucidate the structure of the
Weinberg-Salam model in terms of the previous example, it is necessary to modify the field tensor Fµν in
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the previous example to accomodate the expanded gauge sector:
Lgauge = −1
4
W iµνW
iµν − 1
4
BµνB
µν , (2.19)
where Bµν is defined as in Equation 2.8, W
i
µν = ∂νW
i
µ − ∂µW iν + gijkW jµW kν , and i ∈ {1, 2, 3} refers to the
index of the three SU(2) gauge bosons.
The analogy may be further extended by replacing the complex scalar field φ with a complex scalar
doublet Φ, whose contribution to the Lagrangian is
Lscalar = (DµΦ(x))†(DµΦ(x))− V (Φ(x)), (2.20)
where
V (Φ) = m2|Φ†Φ|+ λ|Φ†Φ|2, (2.21)
and the covariant derivative is defined in terms of projections of the field tensors onto the weak isospin ~I
and weak hypercharge Y , and the coupling constants g and g′:
Dµ = ∂µ + ig~I · ~Wµ + ig′BµY. (2.22)
The coupling constants g and g′ are related to the electromagnetic coupling e via
e =
g√
g2 + g′2
. (2.23)
The fields corresponding to the four physical electroweak gauge bosons W+, W−, Z, and γ are linear
combinations of the fields Wµ and Bµ; respectively,
W± =
(W 1 ∓W 2)√
2
, (2.24)
Z =
−g′B + gW 3√
g2 + g′2
= −B cos θW +W 3 sin θW , (2.25)
A =
gB + g′W 3√
g2 + g′2
= B cos θW +W
3 sin θW , (2.26)
where θW = g
′/g is called the “weak mixing angle”. The masses of the gauge bosons are MW = vg/2,
MZ = v
√
g2 + g′2/2, and MA = 0 [1].
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2.2.3 Quantum Chromodynamics
Because the analysis in this thesis is concerned primarily with electroweak processes and extensions to the
SM which are similar in nature to the electroweak theory (insofar as the gauge bosons are massive), the focus
of the above discussion has been on that part of the SM. Nevertheless, the result of the analysis depends
on knowledge certain processes governed by QCD—most critically on the momentum distributions of the
colliding quarks—and the structure of QCD is therefore briefly outlined in the following.
QCD is a gauge theory based on the Lie group SU(3), which has three possible color charges—red/antired,
green/antigreen, and blue/antiblue. Denoting the fields corresponding to the quarks as ψ(x), which obey
the algebra of SU(3), the general condition for local gauge invariance of the fields is
ψ(x)→ exp(−θa(x)λa
2
)ψ(x), (2.27)
where λa ∈ {λ1, λ2, ...λ8} are the generators of SU(3) and are called the Gell-Mann matrices. Then the
general QCD Lagrangian may be written as
LQCD = ψ¯(i /D −m)ψ − 1
4
GaµνG
aµν , (2.28)
where the covariant derivative
Dµ = ∂µ − igsAµ (2.29)
is defined in terms of the gauge field Aµ =
∑8
a=1
λa
2 A
a
µ, and
Gaµν = ∂µA
a
ν − ∂νAaµ + gsfabcAbµAcν (2.30)
is the gluon field strength tensor. The term proportional to gs reflects the non-Abelian nature of the Lie
algebra, and fabc are the corresponding structure constants.
A gluon mass term, proportional to AµAµ, is absent. Like the U(1) gauge symmetry left over after
electroweak symmetry breaking, the QCD gauge symmetry is unbroken, which ensures that its gauge bosons
are massless like the photon. Unlike photons, though, which do not carry electric charge, the gauge bosons
of QCD carry color charge (both one of the three colors and one of the three “anti-” colors) themselves. This
means that gluon self-interaction is possible. Because SU(3) has eight generators, there are eight gluons,
each one carrying a specific combination of color charges. The specific combination dictates the colors of
the quarks or gluons with which that gluon may interact. This self-interaction makes the dynamics govering
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Classification Generation Name Symbol Mass Electric charge Possible color charges
Quarks
I
Up u 2.4 MeV 2/3 r, g, b
Down d 4.8 MeV -1/3 r, g, b
II
Charm c 1.27 GeV 2/3 r, g, b
Strange s 104 MeV -1/3 r, g, b
III
Top t 171.2 GeV 2/3 r, g, b
Bottom b 4.2 GeV -1/3 r, g, b
Leptons
I
Electron e 0.511 MeV -1 -
Electron neutrino νe > 0 0 -
II
Muon µ 105.7 MeV -1 -
Muon neutrino νµ > 0 0 -
III
Tau τ 1.777 GeV -1 -
Tau neutrino ντ > 0 0 -
Table 2.1: List of all fermions in the Standard Model. All fermions have spin 1/2.
Role Name Symbol Mass Electric charge Possible color charges Spin
EM force Photon γ 0 0 - 1
Strong force Gluons g 0 0 Eight possible 1
Weak force
Z boson Z 91.2 GeV 0 - 1
W bosons W± 80.4 GeV ±1 - 1
EWSB Higgs boson H ≈126 GeV 0 - 0
Table 2.2: List of all bosons in the Standard Model.
QCD different from the electromagnetic force, for example, because it results in a phenomenon called “color
confinement”, which refers to the fact that only colorless states may exist freely. The phenomenological
implications of this feature will be discussed in Chapter 6, but in general it results in QCD calculations
being more intractable than electroweak calculations.
The lists of all known fermions and bosons in the SM, including QCD and the electroweak sector, are
shown in Tables 2.1 and 2.2 respectively. Diagrams of all possible fermion-gauge boson interactions are
shown in Figure 2.1.
2.2.4 The Drell-Yan process
The Drell-Yan (DY) process is of primary importance in this analysis, as the goal of the search presented
here is essentially to measure discrepancies between the expected DY production as predicted by the SM
and the observed production. In this process, a quark and antiquark annihilate, producing a virtual photon
or Z boson, which subsequently decays into a pair of leptons. In general, the decay products may be any
one of the leptons shown in Table 2.1 along with its antiparticle, as long as this process is not kinematically
suppressed The decay to a tt¯ pair, in particular, is strongly suppressed because of the top quark’s large mass
(though this is not strictly a DY process). The general DY process may be diagrammatically represented
using a Feynman diagram, as shown in Figure 2.2.
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γ X+/−
X−/+
(a) Electromagnetic neutral current
W f
f¯ ′
(b) Weak charged current
Z f
f¯
(c) Weak neutral current
W/Z W/Z
W/Z
(d) Cubic weak self-interaction
g q
q¯
(e) Strong current
g g
g
(f) Cubic gluon self-interaction
Figure 2.1: Feynman diagrams of many of the possible vertices in the SM.
q
q¯
Z/γ∗
l+
l−
Figure 2.2: Feynman diagram for the Drell-Yan process at leading order. The incoming quark and antiquark
must have opposite color charges and the same flavor. The outgoing lepton may be any of the leptons listed
in Table 2.1, and the other must be its antiparticle.
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In addition to the process shown in Figure 2.2, the Feynman rules allow for several other processes differing
from this only in that they have additional vertices and particles. Some of these involve differing initial and
final states, while others are produced only by adding internal particle exchange or particle-antiparticle
creation and annihilation—diagrammatic examples of these processes may be found in Figure 6.5. The
latter processes are not “separable” from the Drell Yan cross section insofar as their initial and final states
are identical, while the former could, in principle, be handled separately. In practice, these contributions are
all treated as perturbations to the tree-level Drell-Yan process. The details of these processes are discussed
in Chapter 6.
Using the Feynman rules, the squared amplitude for the Drell-Yan process at tree level, in which a quark
and antiquark with momenta (p1, p2) respectively, annihilate and then decay to a lepton and antilepton with
momenta (p3, p4), is
|M¯|2 = 2(QiαEM )2
(
4pi√
3
)2
tˆ2 + uˆ2
sˆ2
, (2.31)
in which the Mandelstam variables sˆ, tˆ, and uˆ are defined as
sˆ = (p1 + p2)
2 = (p3 + p4)
2; (2.32)
tˆ = (p1 − p3)2 = (p2 − p4)2; (2.33)
uˆ = (p1 − p4)2 = (p2 − p3)2. (2.34)
The partonic cross section at tree level for the Drell-Yan process is
σˆ =
4pi
9
(QiαEM )
2
sˆ
. (2.35)
In order to caculate the total production cross section, the incoming quark momenta must be specified.
At hadron colliders, the momenta of the incoming quarks are lower than the energy of the beam, because the
quarks in question are merely constituents of the protons in the beam. It is therefore necessary to specify
the “momentum fraction” x of each of the colliding quarks, representing the fraction of the total proton
momentum carried by the quark. Further, because the LHC is a proton-proton collider, the incoming quark
is typically a valence quark, but the incoming antiquark must be a “sea” quark, whose momentum fraction
is normally lower than those of the valence quarks.
The momentum fraction x for a given quark (or, more generally, “parton”) are not deterministic, but
the probability distribution function for a given parton to have momentum fraction x are determined via
empirical fits to data—these distributions are called Parton Distribution Functions, or (confusingly) PDFs.
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Figure 2.3: PDFs calculated by the MSTW Collaboration at 68% confidence level, for center-of-mass energies
of 10 GeV and 10 TeV. Gluons have the largest contribution, while the largest contribution among the quarks
comes from the up quarks, which are two of the three valence quarks. The antiquarks and other sea quarks
all have lower mometum fractions [23].
Figure 2.3 shows the PDFs calculated at next-to-leading order by the MSTW Collaboration [23]. These
PDFs (at 8 TeV) are used for the simulated samples used in this analysis, as discussed in Chapter 6.
Thus, in order to calculate the production cross section at the LHC, we model the incoming quark
momenta using these PDFs and integrate over all possible momentum fractions, color charges, and spins:
σ =
1
3
1
3
3
3∑
q=1
∫
dx1dx2fq(x1)fq(x2)σˆ(x1p1, x2p2). (2.36)
The production cross sections at tree level for the Drell-Yan process, as well as the method by which these
cross sections are re-scaled to include next-to-leading order and next-to-next-to-leading order corrections,
are discussed at length in Chapter 6.
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Chapter 3
Overview of the Search for Z ′ Bosons
The Standard Model has been a spectacular success in explaining many aspects of the laws governing the
fundamental constituents of the universe. Its accuracy has been successfully tested several times over, and
its dramatic vindicated predictions of (among others) the massive weak gauge bosons, and the existence of
the top quark, Higgs Boson, and neutrinos have bolstered its credibility. However, the Standard Model is
not without limitations.
3.1 Shortcomings of the Standard Model and motivation for
searches for physics beyond the standard model
Perhaps the most pressing of the questions left unanswered by the SM is that of gravity—why is there no
evidence for a gauge boson for gravity? Related to this question is the “hierarchy problem”, which refers
to the fact that the SM cannot explain why gravity appears to be so much weaker than the three forces
it describes. The Higgs boson mass is much lighter than it would need to be in order to accomodate a
quantum field theory of gravity with an energy scale higher than we are able to probe, which could be
explained via huge and exact cancellations in the vacuum expectation value calculation. Perhaps the most
popular theoretical explanation for this phenomenon is a class of theories called “supersymmetry” in which
for each SM particle there exists a corresponding “supersymmetric” partner. These partner fields provide
extra terms in the calculation which cancel the offending terms from the SM fields in so precise a manner
as to produce the lighter electroweak scale and Higgs mass we observe.
Concurrent with the discovery of electroweak unification, there were attempts to craft a theory in which
all three of the electromagnetic, weak, and strong nuclear forces were described in a unified framework.
The first of these was carried out by two of the principal architects of electroweak unification, Georgi and
Glashow, and attempted to unify the three gauge sectors by embedding them in an SU(5) gauge group [6].
This was extended shortly thereafter to include the larger gauge groups SO(10) and E6, the Euclidean Lie
group of degree 6 [7]. These frameworks, in which the three SM gauge groups are embedded in a large
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gauge group, are called “Grand Unified Theories”, or GUTs. These theories are attractive because they,
in conjunction with supersymmetry, offer a variety of solutions to some of the outstanding problems of the
SM, including the aforemetioned hierarchy problem, depending on the specific sructure of the theory. Their
most appealing feature is that the coupling strengths of the three SM forces unify at the “GUT” scale, which
occurs at O(1016) GeV [8].
3.2 Extensions of the Standard Model predicting Z ′ bosons
In this analysis, only a signature consistent with a new, massive analog to the neutral-current weak gauge
boson, the Z, is searched for. This heavy analog, called the Z ′ (“Z prime”) in general, would decay in
similar fashion to the SM Z, as shown in Figure 3.1.
The search for a Z ′ boson proceeds by presuming that such a Z ′ may have a substantial decay fraction
to muons, and would appear as an excess in the dimuon invariant mass spectrum. The search for such an
excess is the object of this analysis. This search itself, while specific to Z ′ bosons that couple to muons, is
model-independent, but the interpretation of the quantitative results of the search requires a specific model.
For these quantitative results, I focus on a few representative models, rather than undertaking a complete
survey of all models1. The representative models used for these results (in Chapter 10) are varieties of a
specific type of GUT which predicts two extra broken U(1) gauge symmetries: the E6 GUT, in which the
symmetry breaking occurs as
E6 → SO(10)× U(1)ψ → SU(5)× U(1)χ × U(1)ψ → SU(3)C × SU(2)L × U(1)Q × U(1)χ × U(1)ψ, (3.1)
which mimics the original SU(5) GUT proposed in [6] but includes two additional U(1) gauge sectors. The
gauge bosons associated with these symmetries would be massive if the symmetries are broken in analog to
the electroweak symmetry breaking that gives the W and Z bosons mass. The two new gauge sectors mix
in general according to a mixing angle θE6 , viz.
Z ′(θE6) = U(1)χ sin θE6 + U(1)ψ cos θE6 . (3.2)
There are no candidates for gauge bosons of this kind below the terascale.
1For a recent exhaustive review of such models at ATLAS, see [35]—the work presented in this analysis was used to contribute
to these results as well.
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q
q¯
Z ′
l+
l−
Figure 3.1: Tree-level Feynman diagram for the production of a hypothetical Z ′ boson and its decay to
leptons. The decay to a pair of quarks would also be possible if the Z ′ in question had similar fermion
couplings as the SM Z.
3.3 Current summary of searches for Z ′ bosons
The goal of the analysis presented in this work is to search for Z ′ bosons that decay to a muon and an
antimuon. Given an observed signal, the goal would be to evaluate its significance; given no observed signal,
the goal would be to calculate a new mass limit.
A signal would appear as an excess (or deficit, in the case of destructive interference) relative to the
SM-only expectation in the dimuon invariant mass distribution. Figure 3.2 shows the overall dimuon mass
distribution observed in data collected by ATLAS from LHC collisions in early 2011. Thus far, the distri-
bution shows excellent agreement with the SM-only expectation. A Z ′ would appear in this distribution as
a new peak at higher mass, which would appear and grow larger as more data were added to the plot.
Prior to the commencement of high-energy collisions at the LHC in 2011, the most exhaustive searches
for Z ′ bosons came from two sources: The Tevatron at Fermilab carried out “direct” searches in the same
spirit as this analysis, and the Large Electron-Positron collider at CERN carried out “indirect” searches
by measuring the width of the Z peak with extreme precision, and ruling out the presence of a heavier
resonance by presuming that such a resonance would interfere quantum mechanically with the Z, thus
distorting the shape of the Z peak. The limits from these searches are summarized in Table 3.1 [15]. Z ′SSM
corresponds to the “Sequential Standard Model” Z ′, which is a model used primarily as a benchmark among
experimentalists and phenomenologists, due to its simplicity. In this model, the Z ′ is identical to the SM Z
in all respects, except that it is more massive [9].
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Figure 3.2: The dimuon invariant mass spectrum as collected by ATLAS in 40 pb−1 of 7 TeV collisions.
Each peak corresponds to a resonant state at that mass and in many cases—the J/ψ and Z most notably—
this distribution or its analog at a different collider was the mechanism by which the discovery proceeded.
Historically, therefore, the search for dilepton resonances has been a bellweather in particle physics, and
could show early signs of possible physics beyond the Standard Model.
Model Mass limit from LEP (GeV) Mass limit from Tevatron (GeV)
Z ′χ 781 864
Z ′ψ 366 853
Z ′η 515 933
Z ′SSM 1018 966
Table 3.1: Lower limits from direct Z ′ searches at the Tevatron and LEP [15]. The labels χ, ψ, and η
correspond to different flavors of the E6 model, and are defined in Section 10.3.
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After the LHC began operation, the ATLAS and CMS experiments quickly produced mass limits higher
than these. The most recent limit on the benchmark Z ′SSM from the ATLAS collaboration comes from [33],
in which the expected limit and observed limits using the dimuon decay channel were 2.17 TeV and 2.19
TeV, respectively.
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Chapter 4
CERN and the ATLAS Detector at
the Large Hadron Collider
The European Laboratory for Particle Physics (CERN) was established in 1954 and has been a central
driving force behind the progress of particle physics since its founding. Since the decommissioning of the
Large Electron-Positron (LEP) collider in 2000, the central focus at CERN has been on the construction and
operation of the Large Hadron Collider (LHC). The LHC is the world’s largest and most powerful particle
accelerator, built in the tunnel formerly occupied by LEP, 100 meters underground at the site of CERN
near Geneva, Switzerland. This chapter gives a brief overview of the LHC, and of the detectors built to
analyze the collisions produced. The ATLAS detector, which was used to record the data in this analysis,
is discussed in detail.
4.1 The Large Hadron Collider
The LHC is a circular collider with a circumference of 27 km. It was designed to collide two counter-rotating
beams of protons with one another at a center-of-mass energy (denoted
√
s) of 14 TeV (7 TeV per beam),
with an instantaneous luminosity of L = 1034 cm−2s−1 [12]. Operation of the LHC commenced at the end
of 2010 with a short run at
√
s = 900 GeV, intended mostly for calibration by the accelerator and detectors.
After the successful conclusion of this test, operation commenced in earnest with a long run in 2011 at
√
s = 7 TeV. In this analysis, I use only data from the 2012 run, in which the center-of-mass energy was
√
s = 8 TeV, and the total integrated luminosity of 21 fb−1 dwarfed the 5 fb−1 from the lower-energy 2011
run.
4.2 The ATLAS detector
ATLAS (A Toroidal LHC ApparatuS) is one of the two large-scale general-purpose detectors at the LHC;
the other is the Compact Muon Solenoid (CMS). ATLAS is one of the largest and most complex scientific
instruments ever constructed, with a length of 42 meters, a diameter of 22 meters, and a weight of 7000
metric tons, using well over one hundred million readout channels [13, 14]. The coordinate system used
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Figure 4.1: Overview of the LHC main ring.
by the detector is a right-handed Cartesian coordinate system and is defined as follows: The y axis points
upward and the x axis points toward the center of the LHC. The origin is at the geometrical center of the
detector and is the nominal interaction point for the colliding protons. The azimuthal angle φ is defined to
be 0 at the positve x axis and has a range of -pi/2 to pi/2. The polar angle θ is measured from the positive
z axis, so that +z corresponds to θ = 0 and -z to θ = -pi. Typically, the pseudorapidity η = − log(tan(θ/2))
is used in lieu of θ.
The ATLAS detector has four major components: the inner detector, the calorimeters, the muon spec-
trometer, and the magnet system. The magnet system causes charged particles passing through the detector
to bend according to the Lorentz force law, which allows the tracking detectors to extract a momentum for
all charged particles passing through them by measuring the curvature of the track associated with a given
particle. ATLAS has two superconducting magnet systems: a solenoid surrounding the inner detector, and
three toroids—one in the central region (the “barrel”) and one in each of the forward and backward regions
(the “endcaps”)—interleaved with the tracking chambers of the muon spectrometer.
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Figure 4.2: Overview of the ATLAS detector [13].
4.2.1 The inner detector
Figure 4.3: The inner detector [13].
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The inner detector (ID) is the innermost component of the ATLAS detector and is composed of three
independent subdetectors designed to measure the tracks of charged particles traversing them. Two silicon
tracking detectors cover the full range up to |η| = 2.5, and a straw transition radiation detector allows for
excellent electron identification by rejecting pions, and better resolution by providing additional spatial hits,
up to |η| = 2.0. The smaller of the two silicon trackers is the pixel detector, the innermost layer of which is
50.5 mm away from the beam axis, and which has three layers each in the barrel and endcap, for a total of
three nominal precision hits per charged track. Outside of the pixel detector is the silicon microstrip (SCT)
detector, which has four alternating pairs of silicon strip detectors, providing one spatial point per stereo
pair in θ-φ space, for a nominal four stereo hits per track. Surrounding the SCT is the Transition Radiation
Tracker (TRT), in which many layers of straw tubes containing gaseous material are laid along the z axis
in the barrel, comprising up to 73 layers, and along r in the endcap, comprising up to 160 straw planes.
The gaps between the straws are filled with transition radiation material (polypropylene fibers in the barrel
and polypropylene foils in the endcap). Low-energy photons from transition radiation typical of electrons
are reconstructed in the TRT as “high-threshold” hits, which provides an excellent mechanism by which
to distinguish electrons from charged hadrons (primarily pions) during reconstruction. The “tight” TRT
requirement as incorporated in the canonical electron selection yields a pion rejection of over 95% up to 1
TeV for an electron efficiency of 95% [15]. In the barrel, the TRT provides an average of 36 hits per charged
track (22 in the transition region) contributing to improved momentum resolution of the reconstructed track,
in addition to contributing to electron identification.
4.2.2 Calorimetry
ATLAS uses two independent detectors whose purpose is to measure the energy of the particles produced in
the collisions: The Liquid Argon (LAr) Calorimeter and the Tile Hadronic Calorimeter (TileCal). The LAr
calorimeter is kept at temperature by a system of three cryostats—one in the barrel and one in each endcap.
Immediately surrounding the ID, the LAr calorimeter is a precision electromagnetic calorimeter, designed
primarily to measure the energy of all photons and electrons produced in the collisions. Because they are
not charged, photons do not leave tracks in the ID, so the LAr calorimeter is solely responsible for their
detection. Electrons radiate upon entering the material in the LAr calorimeter and subsequently produce
an “electromagnetic shower”. It is then the task of the calorimeter to measure the energy and shape
of the shower, which allows the incident electron’s total energy to be measured. Photons undergo an
analogous process upon entering the calorimeter. It is therefore critical that the LAr calorimeter have a
fine granularity not only to assist in electron identification and reconstruction, but also to ensure reasonable
23
Figure 4.4: The electromagnetic (LAr) and hadronic (TileCal) calorimeters [13].
angular resolution in photon reconstruction. The LAr calorimeter uses accordion-shaped absorber-electrode
pairs, with liquid argon as the active detector medium and lead as the absorber. There are three active
layers in the region |η| < 2.5 and two layers in 2.5 < |η| < 3.2, providing excellent containment of the
electromagentic showers it is designed to measure [13].
TileCal is a hadronic calorimeter which uses iron as the absorber and scintillating tiles as the active
medium. Significant portions of this subdetector were developed and built at the University of Illinois.
The primary function of the hadronic calorimeter is to measure the energy of “jets”, which are tightly-
contained showers of hadrons resulting from prompt decay products (or QCD radiation) which are not
colorless—this is discussed further in Section 6.2. The tiles are oriented along the beam axis, and are
radially staggered, forming groups of cells typically used with one another in reconstructing a given jet.
Among the barrel and two extended barrel components, the range |η| < 1.7 is covered. Analogous to the
electromagnetic calorimeter, TileCal is designed to measure the energies and hadronic shower shapes of
the particles that interact primarily through the strong interaction. Hadronic calorimetry in the region
1.7 < |η| < 3.2 is handled by the Hadronic Endcap, an extension of the LAr Calorimeter which uses copper
as the absorber rather than lead as in the electromagnetic component. In the most forward pseudorapidity
region of 3.2 < |η| < 4.9, the Forward Calorimeter (FCal) consists of an inner electromagnetic component
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which uses copper as the absorber, and an outer hadronic component which uses tungsten. Both components
use liquid argon as the active medium. ATLAS thus enjoys both electromagnetic and hadronic calorimetry
in the full range |η| < 4.9, excluding only the two small portions of η-φ space near the +z and −z axes
containing the beam.
4.2.3 The muon spectrometer
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Figure 4.5: The muon spectrometer. All of the subdetector’s components are labeled. The different va-
rieties of the MDTs are named according to their position in the detector—the first letter is “B” or “E”
corresponding to barrel or endcap respectively, the second letter is “I”, “M”, or “O” corresponding to inner,
middle, and outer stations respectively, and the third letter is “L” or “S” depending on whether the φ sector
in which the chamber sits is large or small—the chambers in the feet region are instead labeled with an “F”
to denote their status.
The muon spectrometer (MS) is the outermost and largest component of the ATLAS detector, and is
the principal subdetector used in this analysis. Precision tracking chambers, called monitored drift tubes
(MDTs), are arranged in three layers radially and cover the full range up to |η| = 2.7. For 2.0 < |η| < 2.7, the
first layer only is replaced by the cathode strip chambers (CSCs), which have better protection against the
high beam-related backgrounds. The muon trigger is provided by dedicated trigger chambers in the barrel
and in the endcap up to |η| = 2.4. Triggering in the barrel is performed by the resistive plate chambers
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Figure 4.6: Projection of the MS in the x-y plane, showing the configuration of the MDT chambers in the
barrel. The irregular configurations in sectors 11 and 15 are necessitated by the presence of the mechanical
support structure. The difference in radial coverage between the large and small sectors in the barrel is
shown.
(RPCs) and in the endcap by the thin-gap chambers (TGCs).
The MDTs are arranged in three radial layers called “stations” approximately 5 m, 7.5 m, and 10 m
respectively from the beam pipe. Each station is composed of multiple layers of tubes with radii of 1.5 cm,
filled with an Argon-CO2 mixture. A tungsten-rhenium wire with a diameter of 50 µm running down the
center of the tube is kept at a potential of 3 kV with respect to the tube. The tubes are arranged into
multilayers of three tubes each (four in the inner station), in which the layers of tubes are staggered with
respect to one another. Each of the three stations is then composed of two multilayers. A tube produces
a pulse at a time slightly after it is crossed by a muon, governed by an r-t relation which is approximately
linear, and which dictates the relationship between the muon’s distance of closest approach to the center of
the wire and the time of the pulse (see Figure 4.8).
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Figure 4.7: Detailed views of the MDTs [13].
Using the r-t relation, the recorded pulse times for each tube in a station are combined to reconstruct the
portion of the muon’s track within that station, called a “track segment”. The segments from all stations
are then combined to form the overall track. Because the momentum of the muon is measured using the
curvature of the track, it is not possible to reconstruct muons which, for various reasons, fail to produce a
track segment in more than one of the three MDT stations, although it is possible to reconstruct muons with
track segments in only two of the three stations. The CSCs replace the inner layer of MDTs in the forward
region because the large beam background in this region produces a substantially higher hit rate, which
would quickly degrade the performance of MDTs placed there due to their relatively large diameter and high
gas pressure. The CSCs, on the other hand, have a small gas volume and low neutron sensitivity, and have
a higher safe counting rate than the MDTs—about 1000 Hz/cm2 versus 150 Hz/cm2 for the MDTs [14]. In
each of the sixteen CSC chambers per endcap, four pairs of cathode strips are oriented perpendicular to
one another, allowing the position to be determined by interpolating between the charges induced on the
two neighboring strips nearest the muon’s path. Their perpendicular orientation allows for four precision
measurements both of η and φ.
A dedicated trigger system exists in the MS, designed to trigger on events with muons independently
from the ID. In the barrel, the three layers of RPCs are situated on either side of the middle MDT station
and outside (inside) the outer MDT station in large (small) sectors. For low-pT muons (in the range
6 < pT < 9), the muon trigger is provided by the two inner RPC stations, while high-pT triggers are
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Figure 4.8: r-t relation in the absence of an external magnetic field. The applied magnetic field is treated as
a perturbation which deforms the shape slightly. This relation is the fundamental building block of muon
reconstruction in the MS [13].
Figure 4.9: Schematic view of the muon trigger chambers in the large φ sectors [16].
provided by the combination of all three, using the larger lever arm between the outer and inner-middle
RPC stations. This is illustrated in Figure 4.9. In addition to providing the muon trigger, the RPCs are
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responsible for providing the measurement of the muon’s φ coordinate (which the MDTs do not measure), in
addition to a redundant measurement of the η coordinate used to aid the MDT measurement. To accomplish
this, each RPC station is composed of two detector layers, one of which measures the η coordinate, and the
other of which is oriented perpendicular to the first, measuring the φ coordinate. Each layer is composed
of two parallel resistive plates which are spaced 2 mm from one another, separated by insulating spacers.
The space is filled with an ionizing gas, and subject to an electric field corresponding to an electric potential
difference of 4.9 kV/mm, allowing for avalanches to form along the tracks left by muons. The signal is read
out from metallic strips mounted on the outer faces of the resistive plates.
In the endcap, the TGCs provide the muon trigger, and have a slightly different structure: The three
primary layers are mounted on either side of the middle MDT layer, outside the endcap toroid. Layer 1 is
positioned in front of the MDTs while layers 2 and 3 are behind the MDTs. Thanks to a higher B-field
integral in the endcap, the layer 1-layer 3 combination provides the high-pT trigger despite the shorter lever
arm relative to the barrel, while the layer 2-layer 3 combination provides the low-pT trigger. An additional
layer, labelled “I”, is positioned inside the inner endcap layer of precision trackers (MDTs or CSCs, depending
on η). As for the RPCs in the barrel, the TGCs provide the measurement of the non-precision coordinate—in
this case, the azimuthal coordinate—in addition to a redundant measurement of the precision coordinate—
the radial coordinate. The TGCs are multi-wire proportional chambers, with several wires running between
two parallel graphite plates, and with the cathode-wire spacing smaller than the wire-wire spacing (1.4 mm
vs. 1.8 mm). The space between the plates is filled with an ionizing gas, and the wires are kept at high
voltage with respect to the plates, allowing for the signal to be read out by conducting strips surrounding
the plates.
4.2.4 The magnet system
The magnet system in the inner detector is a solenoid surrounding the inner trackers. The solenoid produces
a 2 T magnetic field in the ID oriented along the z axis, causing charged particles produced at the origin
to bend in the r-φ plane. Because of its position inside the calorimeters, the solenoid was designed to have
minimal radiative thickness, in order to minimize its impact on the energy measurement of electrons and
photons.
The MS has a more complicated magnet system, consisting of a set of three toroids—one in the barrel
and one in each of the two endcaps. In both the barrel and endcap, the field points in the φ direction rather
than z, causing charged particles to bend in r-η rather than r-φ. Because of its configuration, the field map
is much more complicated than in the ID and hence extensive resources are dedicated to determining and
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Figure 4.10: Schematic view of the ATLAS magnet system. The barrel and endcap toroids are interleaved
with the MS, whose components are not shown for clarity. The solenoid magnet resides inside the calorime-
ters. The four differently-colored cylinders surrounding the solenoid represent the steel in the TileCal—their
differing colors reflect their different magnetic properties [13].
validating the field map [28]. Depending on the position in η and φ, the field produced by the barrel toroid
has a strength of approximately 0.5 T and that produced by the endcap toroids approximately 1 T.
4.2.5 Data acquisition and the trigger system
The raw collision rate at the design luminosity of the LHC (1034 cm−1s−1) is on the order of 109 Hz. At
about 1 MB per recorded event in ATLAS, the problems of data flow and storage posed by the prospect of
recording each event produced in the detector are astronomical, and far surpass the design capabilities of the
trigger and data acquisition (TDAQ) systems at ATLAS, which allow for a more modest—though remarkable
nevertheless—permanent event storage rate of 200 Hz. Fortunately, the vast majority of these events are
not “interesting” from the point of view of the physics program, but this requires that those “interesting”
events be selected with excellent efficiency against a background rate higher than one million-to-one. To
accomplish this, a system has been established whose responsibility it is to check every produced event and
select (or “pull the trigger” on) those events whose characteristics suggest they may be of use to physics
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or performance analyses, and to record those events in their full detail. The system is composed of three
distinct levels: Level 1 (L1), Level 2 (L2), and the Event Filter (EF).
Figure 4.11: Diagram showing the network topology of the data acquisistion system, including all levels of
the trigger [13].
The Level 1 Trigger is a hardware-based trigger and looks only for relatively simple patterns in the
various subdetectors that are suggestive either of high-pT muons, electrons, or photons, or of high-ET jets,
or of substantial missing transverse energy. A special distinction is made for decays of tau leptons, whose
characteristics might not cause the trigger to find them with high efficiency under normal circumstances.
The L1 Trigger chooses regions of interest (ROIs) and passes these on to the next level of the trigger.
Level 2 and the Event Filter are collectively called the “High-Level Trigger” because they perform more
sophisticated, software-based checks on the ROIs identified by the L1 trigger. The L2 trigger scrutinizes
the ROIs and, for passing events, passes the event number to an algorithm called the Event Builder, which
assembles the full event information and prepares it for analysis by the Event Filter, which then performs
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sophisticated checks, using oﬄine software algorithms. While the checks performed by the HLT are orders
of magnitude more sophisticated than those at L1, they must be fast enough to satisfy the L2 input rate of
75 kHz and the EF input rate of 2 kHz. Events pass the EF at about 200 Hz and are then recorded in full
detail on disk, corresponding to a data-retention rate of about 200 MB/second.
The TDAQ scheme performed well during the 2012 run, from which the data used in the analysis is
taken. Its overall performance may be gauged in terms of the fraction of delivered data that was succesfully
recorded, meaning that all components of the detector subsystems and TDAQ infrastructure were operat-
ing perfectly. A summary of the cumulative recorded integrated luminosity, compared with the delivered
integrated luminosity, is shown in Figure 4.12.
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Figure 4.12: Summary plot showing cumulative data recorded and data delivered, in terms of integrated
luminosity [18].
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Chapter 5
Data Collection and Muon
Reconstruction
This chapter contains details about the collection and preparation of data used in this analysis. Section 5.1
contains an explanation of the standard data-quality guidelines, which are applied in one manner or another
to all physics analyses in ATLAS. In Section 5.2, I explain the manner in which muons interact with the
different components of ATLAS, the mechanism by which the reconstruction of muons proceeds, and I
outline some of the relationships between the former and the latter, which will be largely responsible for the
motivation of the selections outlined in Chapter 8.
5.1 Data collection
The LHC’s two counter-rotating proton beams consist not of single protons following one another along
the axis of the accelerator, but of discrete bunches of O(1011) protons each, separated from one another by
25 ns. The “bunch” scheme and the separation of bunches is necessary due to the manner by which they
are accelerated and kept at energy: Superconducting magnets around the entire ring produce an oscillating
magnetic field whose geometry and frequency are tuned in such a manner as to “kick” the proton bunches
to the desired energy, and to maintain them at that energy after it has been reached. The same mechanism
ensures that the trajectories of the bunches are such that the protons are kept in the beam pipe. The beams
are kept separate from one another until they are made to collide in the various interaction points around the
ring. At these interaction points, a “squeezing” procedure is applied to the each of the beams, reducing their
cross-sectional diameter to approximately 60 microns, and the two beams are made to cross (see Figure 5.1).
At any given time, a rotating beam typically has several empty gaps in which bunches would otherwise
be found—this is by design, and is used for a variety of quality checks on the detectors and accelerator.
However, it is important for physics analyses that the crossing of a bunch with a gap, or of a gap with a
gap, be explicitly rejected, because any event coming from one of these bunch crossings would by definition
be classified as background. To facilitate rejection of these bunch crossings, each bunch crossing made by
a pair of circulating beams (called a “fill”) has a unique bunch-crossing identification number (“BCID”)
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Figure 5.1: The beam-crossing scheme in ATLAS [14].
which identifies that bunch crossing either as “filled”, “unpaired”, or “empty”. In this analysis, only bunch
crossings identified as “filled” are considered—any events delivered by the LHC coming from one of these
bunch crossings would come either from a cosmic ray or beam-gas interaction, for example, and could
therefore possibly contaminate the quality of the data sample. Thus, events coming from these bunch
crossings are not considered [18].
In addition to filtering out the potential poor-quality data from the LHC by rejecting unpaired and
empty BCIDs, it is also necessary to filter out any data that may have been contaminated by detector or
reconstruction problems. This situation could occur when, for example, one subdetector suffers a power
failure and fails to detect an object that it would have otherwise. Such a situation would lead to an under-
measurement of that particular signature. In order to account for this, only events recorded during periods
in which all subdetectors are functioning are used in physics analyses. The status of each subdetector is
recorded at all times during, before, and after data taking, in order to ensure that any periods in which a
subdetector failure occurs are noted precisely and excluded from the final dataset. In addition to this, the
recorded data is scrutinized in real time—by an online shifter in the ATLAS Control Room—and oﬄine—by
various groups responsible for the data quality in each subdetector, which allows for further rejection of
possible poor data. The result of this rigorous, multi-stage process is a Good Runs List (GRL), which,
depending on the needs of the analysis, is produced either by a detector performance group or for a specific
physics signature. In this analysis, only events that are included in the Muon Combined Performance group’s
GRL are used [19].
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5.2 Muons in the ATLAS detector
In this analysis, I conduct a search for high-mass resonances in the dimuon channel. The method by which
this search proceeds depends critically on our being able to accurately reconstruct the invariant mass of the
expected backgrounds and possible signal, which in turn depends on our ability to detect and reconstruct
muons with excellent precision.
Muons produced by hard-scattering processes in ATLAS are relatively straightforward to identify. They
produce tracks in the ID in a manner similar to electrons, but do not generally deposit substantial por-
tions of their energy in the calorimeters—owing to their much greater mass, they do not typically produce
electromagnetic showers as electrons do upon interacting with the lead in the LAr calorimeter. Rather, a
high-pT muon’s signature in the calorimeters approximates that of a minimum ionizing particle, resulting
in an energy deposition which is largely independent of its own energy, and is characterized by a Landau
distribution peaked at approximately 3 GeV. A non-Gaussian tail at energies immediately above the maxi-
mum of the distribution accounts for catastrophic energy loss due to hard muon-electron scattering, and at
higher energies is dominated by the increasing likelihood of energy loss due to radiation [15, 29].
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Figure 5.2: Muon energy deposition in the calorimeters for low- and high-pT muons [29].
Energy loss in the calorimeters (and the associated uncertainty on its measurement) represents the
dominant contribution to the resolution of the muon momentum at low pT . At momenta between 30 GeV
and 200 GeV, the effect of multiple scattering in the MS itself is the dominant contribution to the momentum
resolution—the amount of material traversed due to the presence of the barrel toroid is approximately
1.3 interaction lengths, and substantially higher due to the endcap toroid. These effects limit the overall
momentum resolution to approximately 2% at its minimum, as shown in Figure 5.4 [16].
This analysis is concerned primarily with muons whose momenta are higher than 200 GeV. In this regime,
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Figure 5.3: Properties of the parameterized Landau distribution [29].
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Figure 5.4: Contributions to the muon momentum resolution as a function of pT [14].
the resolution is dominated the detector alignment and intrinsic resolution, both of which are driven by the
detector geometry rather than the muons’ interactions with the material. This is discussed at length in later
chapters.
5.2.1 The MuID reconstruction algorithm
The goal of the muon reconstruction algorithm is to record the kinematic properties of every muon produced
in the detector. The reconstructed objects are generally referred to as “tracks”; in the case of muons, this
term is widely used to describe the final result of reconstruction because only tracking detectors play an
important role in measuring their properties—this is in contrast to, for example, electron reconstruction, in
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which both the LAr calorimeter and the trackers in the ID contribute substantially to the reconstruction.
Five parameters are needed to describe a given track uniquely; the standard set of track parameters used
here are the transverse momentum pT , pseudorapidity η, radial angle φ, transverse impact parameter d0,
and longitudinal impact parameter z0. These are the final outputs of the reconstruction algorithm.
The MuID reconstruction algorithm is one of the two widely used muon reconstruction algorithms in AT-
LAS, and is designed to produce “combined” muons, which are termed such because they are reconstructed
using tracking information both from the MS, the ID, and energy deposition in the calorimeters. In this
analysis, no calorimeter information is used in the reconstruction of the muons, because the reconstruction
methods that use this information are primarily of interest for low-pT analyses, in which the muon’s energy
loss in the calorimeter is typically not a small fraction of its total energy. The MuID algorithm is therefore
composed of several complementary algorithms, each of which handles some aspect of the process of building
the “combined” muon which is used in analysis [17]. Two of these algorithms are used in the reconstruction
of the muons used in this analysis.
The first of these is intended to reconstruct tracks using only information from the MS (called “stand-
alone” muons). These are produced by combining the sets of hits left by the muon in each of the three
layers of the MS into “segments” and fitting these segments to a track. Finally, the track parameters are
determined at the vertex by imposing a vertex constraint on the fit.
The second produces the combined track by taking as input the stand-alone track produced by the
above algorithm, and performing a global refit using ID tracks passing certain quality cuts, which in general
depend on the region of the detector. Energy lost in the calorimeters, while typically small for this analysis,
is accounted for via a parameterization of the expected energy loss based on the amount of material traversed
by the track. This results in a combined track, with a vertex constraint, whose fit quality is maximized with
respect to the χ2 of the candidate tracks [15]. Denoting as T the five track parameters expressed at the
interaction point and C the corresponding covariance matrix, the general form of this figure of merit is
χ2 = (TMS −TID)T(CID +CMS)−1(TMS −TID). (5.1)
Naturally, the overall accuracy of the reconstruction depends acutely on the algorithm having chosen both
the most “correct” ID track, which in principle may not necessarily give the best combined fit, and the most
“correct” stand-alone track, which may be poorly measured. In practice, this effect is not negligible for
analyses using high-pT muons; to counter this effect, it is necessary to choose a particularly stringent set of
selection criteria separately on the ID and MS tracks, which is specified in Chapter 8.
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Chapter 6
Background Sources and Evaluation
In the search for a high-mass dimuon resonance, the discriminating quantity used in determining whether
or not a resonance exists is the deviation from the expected SM background in the signal region of the
invariant mass distribution, while using the statistics- and feature-rich control region of the same distribution
to normalize it—in particular, the control region is defined as the particular range in invariant mass in which
Z → µµ production is utterly dominant, and the mass distribution in the region is modeled exceptionally well
by the simulation. However, because the search proceeds via scrutinizing deviations on the mass distribution
at much higher masses, it is of critical importance to model the SM backgrounds correctly in all regions
in invariant mass, and indeed in all other pertinent aspects. This chapter describes the programs and
techniques used to generate and fine-tune the Monte Carlo samples which are used to model all aspects of
the background and for the signals for which limits are set.
6.1 Overview of Standard Model backgrounds
The SM backgrounds to be evaluated may be categorized as irreducible or reducible—irreducible backgrounds
are termed such because their event topology renders them indistinguishable from a potential signal even in
principle (excluding any model-specific characteristics such as opening-angle distribution, forward-backward
asymmetry, etc.). By contrast, reducible backgrounds are similar enough and prominent enough to warrant
being evaluated, but in general have other characteristics which would allow for one to distinguish them from
the signal. No such special techniques are employed in the present analysis, however, because the reducible
backgrounds represent a tiny fraction of the overall background.
Because the event selection is quite simple and requires two muons, which are both relatively easy to
reconstruct and have a very low fake rate, the analysis enjoys a high degree of purity. The dominant,
irreducible SM background to any dimuon resonance search is a subset of the total Drell-Yan (DY) back-
ground as shown in Figure 2.2. The subset of DY events comprising the background is that in which the
decay products are muons, shown in Figure 6.1. This subset represents only about 3.4% of the total DY
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Figure 6.1: Tree-level Feynman diagram for the Drell-Yan process in which the decay products are a µ+-µ−
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Figure 6.2: Dominant tt¯ production mechanisms at the LHC.
production [20]. Of the other backgrounds, only two are not negligible.
The next most dominant background comes from tt¯ decays in the dimuon channel, in which t (t¯) decays
into W+b (W−b¯), and the W+ (W−) subsequently decays into µ+νµ (µ−ν¯µ)1. This process contributes in
the signal region at a rate less than 5% of that of the irreducible background.
At approximately the same level is production of dibosons, in which either two W bosons, two Z bosons,
or one W and one Z are produced in the same event, and two opposite-sign muons are recorded by the
detector and pass our selection. In the WW case this can only be accomplished if both W s decay into
muons. In the WZ case, in order for the event to pass selection, the Z must decay to µµ and the W either
decays hadronically or to µν, in which case the muon from the Z decay with the same charge as the W does
not pass selection. In the ZZ case, in order for the event to pass, one or both of the Zs decays to muons—if
1The branching ratio
σ(pp→tt¯→µνµν).
σ(pp→tt¯) for this decay is about 1%, further reducing the background to the analysis [21].
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Figure 6.3: Dominant electroweak diboson production mechanisms at the LHC.
both, two of the four muons in the final state must not pass selection, and the surviving muons must have
opposite charge.
The background from single W production, in which the W decays to µν and a jet elsewhere in the event
is mistakenly reconstructed as a second muon with opposite charge, is negligible by virtue of the very low
rate at which jets are misidentified as muons that pass our selection. For the same reason, the QCD multijet
background is also negligible, despite the very large production cross section for this class of processes at
the LHC.
6.2 Overview of Monte Carlo event generators, simulation,
reconstruction
ATLAS has a well-developed state-of-the-art infrastructure, built and maintained by a large group of ATLAS
physicists, whose task is to supply simulated datasets for physics analyses. The mandate of this group is
to produce simulated datasets that model all relevant aspects of the collected data. This accounts for far
too many effects to list completely here; the most critical aspects from the point of view of physics analysis
are the building of realistic models of the physics governing the p-p collisions and the interactions of the
protons’ constituent quarks and gluons, the physics govering the decays of the products of the collisions,
and the detector’s response to the products.
The behavior of radiated partons from the initial state or prompt light quarks or gluons from the final state
is nontrivial. Because these states are not colorless, they cannot exist individually due to color confinement,
and so combine with other colored quarks or gluons which can be viewed as coming from a Dirac sea, at the
point at which QCD dictates essentially that this state is energetically preferrable to the colored state. These
partons and their radiative products then beget more partons, and so on, creating a “parton shower”. The
process is limited by the energy of the initial parton and results, finally, in a hail of (colorless) hadrons, and
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is therefore referred to as “hadronization”. The hadrons are observed by the detector, allowing for the initial
parton to be reconstructed. Because hadronization is a non-perturbative process (because single radiated
partons do not enjoy asymptotic freedom), it is modeled empirically—within this paradigm, various schemes
exist [36]. Among those generators used in to model hadronization this analysis, Pythia8 uses the Lund
string fragmentation model, in which intermediate states are modeled as one or more relativistic strings on
which energy-carrying gluons act as “kinks”, and fragment into hadrons via qq¯ production when an invariant
mass of a piece of the string becomes sufficiently small. Herwig uses a cluster fragmentation model in which
all gluons are first split into qq¯ pairs, and the quarks are then combined with their nearest neighbors to form
colorless hadrons [15].
Radiation due to electroweak processes, including bremsstrahlung and on-shell weak boson emission, is
handled in analogous fasion. The calculations are in general more tractable than those involved in hadroniza-
tion due to the fundamentally different structure of electroweak interactions (i.e. the lack of an analogue
to color confinement). The detector response to the generated events is modeled using Geant2 and recon-
structed using the same software as the real data [37].
6.3 Background samples and methods
6.3.1 The irreducible background: the Drell-Yan process
The dominant background is due to Drell-Yan production, which is modeled using sixteen different samples
that are binned in generated Z/γ∗ mass, in order to model the entire range of the dimuon mass spectrum
past 3 TeV/c2 with a reasonably small statistical uncertainty. The resulting generator-level mass distribution
(after re-weighting) is plotted in Figure 6.4.
The samples are generated at NLO using Powheg for the hard subprocess and Pythia8 for radiation and
hadronization, using a leading-order PDF CT10 [24, 25]. In order to account for the substantial differences
between the distribution as generated using this PDF and the true differential cross section, a theoretical,
mass-dependent K-factor is applied to the samples. The applied K-factor accounts for several different
corrections: those due to the presence of higher-order electroweak corrections (virtual W and Z loops), and
those due to QCD processes, which are accounted for by reweighting to the MSTW2008 NNLO PDF [23].
The samples do not need correction for photon radiation because Pythia8 accounts for this effect, using
Photos [26]. Corrections due to radiation of real W s and Zs are included in the calculation. Feynman
diagrams for some of these processes are shown in Figure 6.5.
2In this analysis, all samples have used release 17 of the ATHENA framework for detector simulation, digitization, and
reconstruction.
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Figure 6.4: The generator-level mass distribution from the binned Drell-Yan samples. Each of the binned
samples is plotted using a different color, in order to illustrate the procedure.
m`` [GeV/c
2] 250 500 1000 1500 2000 2500 3000 3500 4000 4500
KNNLONLO =
σNNLO
σNLO
1.049 1.065 1.071 1.076 1.096 1.121 1.136 1.149 1.189 1.238
KNNLOLO =
σNNLO
σLO
1.273 1.267 1.218 1.180 1.160 1.154 1.155 1.147 1.098 0.991
Table 6.1: Selected values of the K-factor applied to the Z/γ∗ background for various masses. The first row
is applied to the NLO Powheg + Pythia8 samples used for the background evaluation, while the second
row is applied to the LO Pythia8 samples used for the signal templates.
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Figure 6.5: Examples of higher-order corrections to the Drell-Yan process.
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6.4 Reducible backgrounds
The reducible backgrounds may be further partitioned into two categories: those in which the reconstructed
muons are not actually muons, but other objects which the detector mistakenly reconstructs as muons, and
those in which the reconstructed muons are truly muons.
6.4.1 Backgrounds due to fake muons
The backgrounds due to events in which one or both of the two muons in the event is “faked” by a different
object—for example, a jet in W + jets or multijet events—are negligible. Backgrounds due to events in
which one or more jets is mistakenly reconstructed as a muon are measured by selecting a sample from the
data rich in “fakes” by inverting the isolation requirement placed on the muons and comparing the resulting
distribution with the Monte Carlo, using the same “fake”-enriching selection. Using this comparison, a
data-Monte Carlo scale factor is calculated for the sample in question. Finally, the contribution of this
process to the background is estimated by performing the standard selection on the Monte Carlo sample,
and scaling the result by the scale factor obtained in the previous step. This procedure has been performed
in numerous analyses across ATLAS, including [31] and [35]. In every case, our set of selection cuts—in
particular, the cuts requiring multiple hits in multiple precision tracking chambers in the MS—render this
background completely negligible3.
6.4.2 Reducible backgrounds with two muons
Processes contributing to the reducible background which have two real muons are tt¯ production, in which
each of the two W s decays to a muon and a muon neutrino, and diboson production, in which one each
of a W and/or Z is produced in the event, and at least two muons are present among the (prompt) decay
products.
The background due to tt¯ is calculated from a Monte Carlo sample which uses the MC@NLO generator
to generate the matrix element, Jimmy to model multiple-parton interactions, and Herwig to model parton
showers and the underlying event [27]. This generator is particularly well suited to model this background
because it generates fully exclusive events at next-to-leading order. The sample used has high statistics and
includes a single lepton filter at truth level (electron, muon, or tau), so that the fully-hadronic tt¯ decay is
excluded. The distributions are taken directly from the Monte Carlo, with the exception of the invariant
mass plot, in whose case the distribution is fitted in order to allow for extrapolation into the signal region.
3In [31], the scale factor by which the “QCD-enriched” sample would be scaled was measured at 5/212 = 0.024± 0.012 per
muon.
44
The background due to diboson production is modeled by samples produced with Herwig, each corre-
sponding to one of the several different production-and-decay modes outlined above. No generator-specific
corrections are necessary for these samples, and their contribution to the signal region is determined in the
same manner as is the contribution from tt¯: The reconstructed dimuon invariant mass distribution is fitted,
allowing extrapolation into the signal region. Details of this procedure are given in the following section.
6.4.3 Extrapolation of the mass distribution to high mass
All distributions with the exception of the invariant mass are taken directly from the Monte Carlo samples
representing these processes. The reducible backgrounds from tt¯ and diboson events are fitted to allow for
extrapolation of the dimuon mass lineshape into the high-mass region, in which there are not enough events
in the Monte Carlo to model the distribution directly. The distribution resulting from this procedure is
sensitive to the quality of the fit, which in turn is sensitive to the range in which the fit is applied, the
statistical errors on the points in that range, and the choice of fit function. These variations only increase as
the extrapolation is carried to higher mass. Care is taken, therefore, to choose a fit function that not only
appears by eye to be sane, but is also stable with respect to perturbations of these factors.
Two functions are initially used to fit the distributions: the “dijet” function
f(x) = axb+c ln x, (6.1)
and the “inverse monomial” function
f(x) =
a
(x+ b)c
. (6.2)
The distributions are fitted with each of these functions separately, and their stability with respect to
variations of the fit range and the fit χ2 is assessed. Equation 6.1 is found to be the more stable of the two,
and for this reason it is used to extrapolate these backgrounds to high mass [34].
Despite the relative stability of the function used for the extrapolation, a systematic uncertainty is
assigned to these backgrounds which accounts both for variations of the fit range and the corresponding
variations using the inverse monomial function. Details regarding the evaluation of this uncertainty are
given in Section 9.2.2.
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(a) Diboson.
(b) tt¯.
Figure 6.6: The diboson and tt¯ background distributions with the nominal dijet fits overlaid [34].
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Figure 6.7: Tree-level Feynman diagram for the signal process. Z ′ interference with the irreducible back-
ground is accounted for in every model considered in this analysis.
6.5 Z ′ signal samples
The statistical treatment of the analysis (detailed in Chapter 10) depends on knowledge of the lineshape
of a prospective signal at each point in the considered range of masses, with a granularity of 50 GeV.
Because of limits on computational resources, it is not feasible to generate a dedicated signal sample with
reasonably small statistical uncertainties (20,000 events being the typical sample size) for each of the 60
necessary masses. To address this problem, a reweighting tool has been developed which allows for the
Drell-Yan background events to be re-weighted, to reproduce the invariant mass lineshape and other relevant
kinematics, for arbitrary Z ′ mass. The signal invariant mass distributions for some representative masses
are plotted in Figure 6.8.
The re-weighting procedure has been validated using official Z ′ signal samples, with a granularity of 500
GeV in MZ′ . One such validation plot is shown in Figure 6.9.
The properties of all of the MC samples described in the previous sections may be found in Appendix B.
6.6 Post-reconstruction corrections
The process by which the simulated samples are produced is rigorous and carefully validated at every stage,
and every effort is made by the authors of the software to model every aspect of the relevant conditions
perfectly. However, various aspects of the simulated samples are not perfectly compatible with the observed
data in regions of parameter space which are well-understood. Some of these aspects—for example, mis-
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Figure 6.8: Signal template distributions after reweighting for Z ′ masses of 150, 200, 300, 450, 700, 1150,
and 2000 GeV. The distributions are normalized to 1 fb−1.
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Figure 6.9: Signal template validation for a pole mass of 2 TeV. The Z ′ signal template which was re-
weighted from the Drell-Yan sample is compared with the dedicated sample with the same pole mass. The
slight differences are due to slightly different muon angular distributions between the Drell-Yan and Z ′
samples, and differences in numbers of entries per mass bin [31].
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modeling of electroweak boson pT—may be safely ignored in this analysis because the analysis depends
only indirectly on them [31, 34]. Others, such as mis-modeling of the muon momentum resolution, play
a crucial role in ensuring that the simulation reproduces the data accurately. For these aspects, we apply
analysis-level corrections, which are explained in this section.
6.6.1 Momentum smearing
The muon momentum resolution modeled by the simulation is observed to be better (for the nominal muon
selection) than in the data. This is apparent upon a simple comparison of the width of the reconstructed Z
peak in the data with that in the simulation. In order to address this, a procedure has been developed to
“smear” the simulated muon momentum in order to match the data.
The resolution of the reconstructed momentum for muons in the ATLAS detector depends on a variety of
factors. For a given value of η, the relative momentum resolution σ(p)/p of the combined muon momentum
can be parametrized as
σ(p)
p
=
pMS0
pT
⊕ p1 ⊕ p2 · pT , (6.3)
where the pMS0 is the most probable energy loss for a muon passing through the calorimeter as described in
Section 5.2. Thus, the first term accounts for energy loss in the calorimeter, the second for multiple scattering
effects, and the third for the intrinsic resolution, due to the increasing degree of difficulty in measuring the
curvature as the momentum increases and tracks become straighter [30, 13]. The contribution due to energy
loss in the calorimeter becomes negligible above pT ≈ 20 GeV, and completely negligible for the high-pT
muons in the high-mass region for this analysis. The muon momentum resolution is therefore measured
using the functional form
σ(p)
p
= p1 ⊕ p2 · pT . (6.4)
This measurement is made individually for the ID and MS reconstruction. In the ID case, the calorimeter
energy loss term does not appear for any momentum regime, and in the MS case, it is negligible as described
above.
At very high momentum, the resolution is dominated by the intrinsic curvature term p2, which in turn
produces the dominant effect of the dimuon invariant mass resolution. Hence it is of critical importance
that any differences between the p2 terms in data and Monte Carlo are accounted for properly, in order not
to over- or under-predict the background in the signal region, and in order to maintain a high degree of
confidence that the width of a potential new resonance would be reconstructed correctly. To that end, the p2
terms have been measured in dedicated performance analyses, and a smearing procedure is then performed
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on the simulated data in order to ensure that its resolution matches that of the data. Both the ID and MS
components of the momentum are smeared according to the measured momentum via
δ(
q
pT
) = S1 · g1 · q
pT
+ S2 · g2, (6.5)
where Si are “smearing constants” corresponding to the resolution parameters pi in Equation 6.3 and gi are
random gaussian variables with unit mean and variance. The smearing constants reflect the translation from
the resolution in the simulated data as modeled by the digitization to the true resolution in the data, and
are computed by subtracting in quadrature the measured resolution in the Monte Carlo from the measured
resolution in the data, such that
Si = p
data
i 	 psimuli . (6.6)
Smearing constants measured by the muon performance group, which are applicable to the standard
muon selection as detailed in Chapter 8, are shown in Table 6.2 [19]. The individual components of the
momentum from the ID and MS are smeared independently, using their respective smearing parmeters,
and re-combined to form the smeared combined momentum. For reasons discussed in Chapter 7, the same
smearing constants are used for the two-station selection as well.
Region SID1 [%] S
ID
2 [TeV
−1] SMS1 [%] S
MS
2 [TeV
−1]
−2.50 < η < −2.25 0.00 +0.49−0.00 (0.0073± 0.0086) sinh2 η 1.59± 0.17 0.00 +0.16−0.00
−2.25 < η < −2.00 0.00 +0.49−0.00 (0.0289± 0.0041) sinh2 η 1.57± 0.13 0.00 +0.16−0.00
−2.00 < η < −1.70 0.00 +0.17−0.00 0.340± 0.028 1.64± 0.15 0.00 +0.16−0.00
−1.70 < η < −1.50 0.00 +0.17−0.00 0.310± 0.021 2.07± 0.08 0.00 +0.22−0.00
−1.50 < η < −1.05 0.00 +0.13−0.00 0.275± 0.016 1.35± 0.10 0.00 +0.22−0.00
−1.05 < η < −0.80 0.00 +0.13−0.00 0.248± 0.041 0.34± 0.26 0.00 +0.14−0.00
−0.80 < η < −0.40 0.00 +0.08−0.00 0.206± 0.019 0.30± 0.11 0.00 +0.14−0.00
−0.40 < η < 0.00 0.00 +0.08−0.00 0.229± 0.013 0.98± 0.11 0.00 +0.14−0.00
0.00 < η < 0.40 0.00 +0.08−0.00 0.208± 0.016 1.03± 0.10 0.00 +0.14−0.00
0.40 < η < 0.80 0.00 +0.08−0.00 0.203± 0.016 0.11 +0.48−0.11 0.00 +0.14−0.00
0.80 < η < 1.05 0.00 +0.13−0.00 0.237± 0.007 0.53± 0.11 0.00 +0.14−0.00
1.05 < η < 1.50 0.00 +0.13−0.00 0.269± 0.014 0.83± 0.15 0.00 +0.24−0.00
1.50 < η < 1.70 0.00 +0.17−0.00 0.284± 0.023 2.15± 0.16 0.00 +0.24−0.00
1.70 < η < 2.00 0.00 +0.17−0.00 0.378± 0.010 1.53± 0.09 0.00 +0.14−0.00
2.00 < η < 2.25 0.00 +0.49−0.00 (0.0310± 0.0057) sinh2 η 1.46± 0.14 0.00 +0.17−0.00
2.25 < η < 2.50 0.00 +0.49−0.00 (0.0050± 0.0028) sinh2 η 1.22± 0.21 0.00 +0.17−0.00
Table 6.2: List of the smearing constants Si used in the analysis.
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6.6.2 Pileup reweighting
Because each of the two colliding proton bunches at the LHC contains many billions of protons, a typical
event will contain more than one inelastic (“hard”) p-p collision. In addition depending on the populations
of the bunches, the average number of hard interactions per bunch crossing depends on the amount by
which the beams are “squeezed”—this is quantified by the betratron amplitude β∗. This amplitude is a
measure of the elliptical cross sectional area of the bunches at the interation point and has a nominal value
of approximately 60 microns. While β∗, being a function only of the operation of the magnets used to
squeeze the bunches prior to collision, is roughly constant over the course of an LHC fill, the populations
of the bunches decreases constantly due to collisions. The expected number of hard interactions per bunch
crossing, then, varies not only as a function of the operational parameters of the LHC, but also over the
course of a given fill.
This poses a problem for physics analyses: Although it is unlikely that a given event of interest were
to be contaminated by the decay products of a different, entirely unrelated hard-scattering process, these
additional “pileup” collisions increase the likelihood that one or more of the reconstruction algorithms will
fail to accurately reconstruct the decay products of the process of interest. While the impact of pileup is not
as dramatic for events in which muons are the objects of primary interest, it is not a negligible effect. To
account for this, the simulation has been produced with varying levels of pileup added to each event. The
actual pileup conditions are then measured during data-taking and stored in the recorded data alongside the
usual detector output. This process allows for the analyst simply to re-weight the simulated events, according
to the pileup conditions with which each event was simulated, to match the overall pileup conditions in the
data sample with which the simulation is to be compared.
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Figure 6.10: Luminosity-weighted distrubution of the mean number of hard interactions per bunch cross-
ing [18].
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Chapter 7
Momentum Resolution for
Two-Station Muons
The smearing constants for the nominal muon selection—in which all three layers of MDTs (or CSCs)
are used in the reconstruction—are determined by a dedicated analysis in the ATLAS Muon Combined
Performance group, via the procedure described in Section 6.6.1. However, these smearing constants are
applicable only to the nominal selection, because any change in selection will invariably affect the resolution.
In this chapter, the procedure for measuring the momentum resolution for the two-station muon selection is
presented.
7.1 Momentum reconstruction for two-station muons
For a muon selection in which track segments are reconstructed in only two of the three MDT stations, the
momentum measurement is fundamentally different from that in the nominal selection. In the two-station
case, it is the change in segment angle between the two stations in which measurements are made by which
the momentum is measured:
∆θseg ∼ Bint
p
. (7.1)
In the three-station case all three points are used to trace the track’s path, as shown in Figure 7.1. In both
cases, the reconstruction algorithm uses all available track segments in order to trace the muon’s path through
the spectrometer, and then extract the momentum from the curvature of the path. However, because there
are only two segments in the two-station case, the momentum resolution in this case is degraded relative
to the three-station case, and the primary cause of resolution degradation is different: The two-station
momentum resolution is dominated by the error on the reconstruction of the segment angle in the bending
direction.
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Figure 7.1: Trajectories of muons with momenta of 4 and 20 GeV, respectively. Both muons nominally will
produce track segments in all three of the inner, middle, and outer MDT stations.
7.2 A procedure for measuring the resolution of two-station
muons
Because it is dominated by the quality of the segment reconstruction, the momentum resolution may be
determined by directly measuring the resolution of the change in segment angle, and translating into a
momentum measurement by using the magnetic field line integral Bint to determine the expected bend for
a muon of a given momentum. A resolution is extracted by collecting a sample of very well-reconstructed
muons, such that the resolution of the three-station momentum p is negligible relative to that for the two-
station muons, and comparing the two muon-by-muon.
Using the relation in Equation 7.1, the momentum resolution may be obtained by measuring the variance
of the quantity p∆θ/Bint, where ∆θ/Bint is the segment angle deviation in the bending plane normalized
by the magnetic field integral, and can be expected to have exactly the same resolution as the standalone
momentum. This linearity between is demonstrated in Figure 7.2. The resolution distributions for a given
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Figure 7.2: Profile plot showing q/p vs. ∆θ/Bint for large φ sectors. The linear relationship between
the mean of the normalized segment angle difference and q/p demonstrates that this quantity correctly
reproduces the nominal reconstructed momentum.
momentum bin are fitted with a Gaussian distribution whose range is restricted to ±1.75σ of the overall
distribution, and the σ of that distribution is then taken to represent the momentum resolution for a muon
whose momentum is the average of the momenta of the muons in that momentum bin. Two examples are
shown in Figure 7.3.
The sets of MDT stations a muon traverses for a given η and φ is called a “tower”, and consists of all
three of the inner, middle, and outer MDT stations at that η and φ—in the barrel region, these towers are
segmented in 12 sectors in η and 16 sectors in φ, giving a total of 12× 16 = 192 MDT towers. Certain sets
of MDT stations degrade the overall resolution disproportionately with respect to their contribution to the
acceptance, either because of poor alignment or a detector feature. The overall resolution is improved by
excising certain towers whose resolution is substantially worse than the global average. In order to compile
the list of towers whose resolution is sufficiently poor as to warrant removal, these resolution distributions
have been checked in each of the MDT towers in the barrel. The resolution plot for one such removed tower
is shown in Figure 7.4.
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Figure 7.3: Fitted resolution distributions for low and high momentum bins in the data.
7.3 Measurement of the resolution in data and comparison with
simulation
The relative momentum resolution σ(p)/p of the combined muon momentum is parametrized as in Equa-
tion 6.3. As noted in Section 6.6.1, the resolution is dominated by the intrinsic curvature term p2 at momenta
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Figure 7.4: Resolution distribution for an excised MDT tower.
p2,MS in data p2,MS in simulation S2,MS
Small sectors 0.459 ± 0.018 0.537 ± 0.022 0.279
Large sectors 0.424 ± 0.019 0.479 ± 0.017 0.221
Table 7.1: Resolution parameters p2,MS in TeV
−1 measured in the data and simulation. The smearing
parameters are calculated by taking the quadratic difference between the two, and in this case measure
the amount by which the momentum resolution in data would need to be smeared in order to match the
simulation, rather than the other way around.
higher than O(100) GeV, allowing us to neglect the energy loss term as in Equation 6.4. The task is to
determine the constants p1 and p2 for this selection, both for data and simulation. To begin with, only those
two-station muons whose resolution is expected to be the best are considered, due to their higher values of
Bint: the two-station muons whose track segments come from the inner and outer MDT stations.
The overall σ-vs-〈p〉 distribution is constructed via the following method: For each momentum bin, the
sigma from the fit is plotted at the average momentum for that bin. Then the σ-vs-〈p〉 distribution is
fitted with the functional form in Equation 6.4. It is in this manner that the constants p1 and p2 (and
their respective errors) are determined. This procedure is repeated on the simulated data, and the smearing
constants Si in Equation 6.5 are calculated. Upward (downward) errors on σ in the plot of σ vs. 〈p〉 are
calculated by adding in quadrature the contributions from the uncertainty returned by the fitter and the
fluctuations in the measured value of σ obtained by varying the range of the iterative fit by +(-)σ/4. The
error on 〈p〉 for a given point is the root-mean-square of the p distribution in that bin.
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One three-station muon and...
Tight dimuon any two-station only inner-outer only inner-middle only middle-outer
All φ sectors 4661625 508184(11%) 299601(6.4%) 108056(2.3%) 157487(3.4%)
Large sectors only 79177(1.7%) 69307(1.5%) 108422(2.3%)
Small sectors only 220424(4.7%) 38749(0.83%) 49065(1.1%)
Table 7.2: Acceptance gains using other possible selections on the two-station muon.
As is demonstrated in Table 7.1, the resolution for two-station muons using the inner and outer MDT
stations is worse in simulation than in data (approximately 50%/TeV in Monte Carlo vs. 45%/TeV in data),
implying that the usual method of smearing the simulation to match the data is not possible. I opt instead
to leave the momentum for two-station muons in the data un-smeared and instead assign a systematic
uncertainty to the Monte Carlo, reflecting the belief that the reconstructed two-station momentum is not as
accurate as in the data. Details about the evaluation of this uncertainty are given in Section 9.2.1.
Strictly speaking, then, one should apply no smearing to muon momentum in the simulation, and instead
allow the aforementioned systematic uncertainty to account for the discrepancy in resolutions. However, as
a practical matter, I opt instead simply to smear both the two- and three-station muons in the Monte Carlo
with the same smearing parameters. This procedure has the advantage that it accounts naturally for the
fact that the smearing terms applied to the inner detector component of the combined muon momentum
does not differ between the two- and three-station selections. Furthermore, the p2,MS parameter does not
affect the resolution nearly as accutely as the p2,ID parameter at high pT , because the curvature resolution
in the MS is better than in the ID. For this reason, the momentum smearing applied to high-pT muons is
relatively insensitive to the value of p2,MS as long as in is not larger than p2,ID. The smearing parameters
used in the analysis are given in Section 6.6.1.
7.4 Measurement of the resolution for other two-station muons
In addition to the selection described above, I have investigated the possibility of using two-station selections
in which the two stations with resonstructed track segments are either the inner and middle, or inner and
outer MDT stations, respectively. The acceptance gains in data, using a slightly more relaxed selection for
the inner-outer pairs than is given above, are displayed in Table 7.2.
The same procedure as above has been applied for these selections in order to measure their corresponding
momentum resolution parameters, which are displayed in Table 7.3.
Because of the substantially shorter magnetic field integral between these pairs of stations relative to the
inner-outer pair, it is unsurprising that the momentum resolution is as poor as Table 7.3 demonstrates it to
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Inner-outer p2,MS Inner-middle p2,MS Middle-outer p2,MS
Data Simulation Data Simulation Data Simulation
Large sectors 0.463 0.529 1.61 1.45 1.89 1.46
Small sectors 0.477 0.619 1.05 0.969 2.18 1.55
Table 7.3: p2,MS parameters in TeV
−1 for other possible two-station muon selections.
Small MDT sectors Large MDT sectors
IO 3.01 1.95
IM 2.11 1.06
MO 0.90 0.88
Table 7.4: Mean field integral [T·m] transverse to the bending plane. Large-small sector overlap has been
explicitly excluded.
be. This is apparent in Figure 7.6 and the mean field integral values are displayed in Table 7.41. Additionally,
the acceptance gain is relatively small. Thus, only those two-station muons whose track segments come from
the inner and outer MDT stations are used in the analysis.
7.5 Effect of B-field perturbations in the feet region
In the feet region, corresponding to φ sectors 11 and 15 as shown in Figure 4.6, exact knowledge of the
toroidal B field map is limited due to the fact that the feet are composed of magnetized material. The
deformation of the field map has a direct impact on the momentum resolution. In this section, I assess the
impact of this effect on the overall muon resolution by treating these deformations as perturbations around
the theoretical central value, which is calculated via the Biot-Savart law [45].
Figure 7.7 shows a map of the relative size of the perturbations as a function of η and φ in one of the
feet regions. The relative uncertainty on the value of the field integral is on the order of 1%. In order to
evaluate the impact of the perturbations on the resolution for the inner-outer two-station muons used to
increase acceptance, the procedure in Section 7.2 has been performed on the simulated sample, with the
magnetic field integral scaled by the relative uncertainty shown in Figure 7.7. The resulting measurement of
the momentum resolution is then compared with the nominal resolution (obtained via the same procedure,
except without any scaling of the magnetic field integral). Comparing the two gives the desired estimate of
the impact of this effect on the resolution of muons reconstructed in the feet region.
The results of this study are shown in Figure 7.8 and Table 7.5. The overall MS momentum resolution
is affected by a factor of approximately 1% and is therefore neglected.
1Both the B-field map and field integral values used here were obtained using Persint [38].
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p2,MS [TeV
−1]
With perturbations 0.274
Without perturbations 0.263
Table 7.5: Pseudo-smearing parameters for MS momenta obtained by including and ignoring the effects
due to the feet-region magnetic field perturbations, respectively. The fiducial cuts used for the “standard”
two-station selection presented elsewhere in this analysis have been relaxed slightly in order to produce a
conservative estimate on the size of the effect; regardless, the effect on the overall resolution is on the order
of 1%.
60
p [GeV/c]
50 100 150 200 250
σ
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14 Small
Large
 0.018/TeV± = 0.459 
2
Small: p
 0.019/TeV± = 0.424 
2
Large: p
(a) Resolution vs. p in data.
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Figure 7.5: Two-station muon resolution vs. p. The plots are fitted to the functional form in Equation 6.4.
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Figure 7.6: Magnetic field map transverse to the bending plane.
Figure 7.7: Relative uncertainty on the magnetic field integral between inner and outer MDT stations as
a function of η and φ. This map shows only one quarter of the field perturbations considered; due to the
symmetry of the feet and affected MDT stations, the field map for the other regions is obtained by reflecting
the map about φ = 3pi/2 and about η = 0.
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(a)
(b)
Figure 7.8: Parameterization of the MS momentum resolution in simulation 7.8(a) with and 7.8(b) without
feet-region perturbations.
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Chapter 8
Object Selection
This chapter details the event selection requirements placed on the dataset, which serve to reject background
and poorly-reconstructed events while preserving any potential signal to as great a degree as possible. As
discussed in Section 6.1, the Z ′ decay in the dimuon channel is relatively simple to reconstruct and enjoys
a very low degree of background contamination.
8.1 Tight dimuon selection
The nominal procedure for selecting the dataset for the Z ′ → µµ search is performed by placing a series of
selection cuts on the reconstructed data. The cuts placed are listed below:
• The event must be included in the Good Runs List, as described in Section 5.1.
• The event must pass either of the triggers EF mu24i tight or EF mu36 tight.
• The event must contain at least one primary vertex (as described in Section 5.1) with longitudinal
position |z| < 200 mm, and with more than two associated ID tracks (separate from the combined
muon requirements).
• The event must contain at least two combined muons, reconstructed with the MuID algorithm as
decsribed in Section 5.2.1.
• The muons must each have transverse momentum pT > 25 GeV/c.
• The muons’ ID and MS momentum measurements must not differ by more than five sigma, where the
error is the sum in quadrature of the errors of the respective track fits.
• The muons must each have transverse impact parameter |d0| < 0.2 mm, with respect to the primary
vertex.
• The muons must each have longitudinal impact parameter |z0| < 1 mm, with respect to the primary
vertex.
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• The muons must each pass an isolation requirement, such that the scalar sum of the pT s of all tracks
within ∆R = 0.3 of the muon in question divided by the muon’s pT is less than 0.05.
• The muons must each pass a set of ID hits requirements, such that each muon is required to have
– at least one hit in the B-layer, if one is expected,
– at least two hits in the pixel detector,
– at least six hits in the SCT detector,
– at most two pixel or SCT “holes” crossed, which correspond to dead channels in the SCT detector,
– a TRT hits requirement based on the η of the track:
∗ For 0.1 < |η| < 1.9, at least six hits including outliers are required, with an outlier fraction
of less than 90%.
∗ For |η| ≤ 0.1 and |η| ≥ 1.9, if at least six hits including outliers are measured, an outlier
fraction of less than 90% is required; otherwise, no cut.
• The muons must each pass a set of MS hits requirements, such that each muon is required to have
– at least three hits in all three layers of the MDTs (or CSCs in the endcap),
– at least one phi hit in two different layers of RPCs (for tracks in the barrel) or CSCs and TGCs
(for tracks in the endcap),
– and zero hits in the BEE and BIS78 chambers.
In the selected events, muons passing these requirements are ranked in order of their transverse momenta,
and the highest-pT pair with charges of opposite sign are used to form the invariant mass. The relative and
absolute efficiencies of these cuts on a 2-TeV Z ′ Monte Carlo sample are shown in Table 8.1.
8.2 Loose dimuon selection
The nominal selection described in the previous section has been chosen because of its excellent background
suppression and momentum resolution. However, as demonstrated in Table 8.1, the efficiency of the MS
hits cut needed to ensure excellent momentum resolution is low—about 62% relative to the previous cut,
yielding an overall signal efficiency of about 45%. This efficiency is approximately constant but decreases
slightly with increasing dimuon invariant mass, meaning that on average, only 2 out of any 5 potential Z ′
candidate events produced by the LHC will be useable in the analysis.
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Cut Events Relative efficiency Absolute efficiency
Total 19999 — —
Trigger 17845 0.892 0.892
Primary Vertex 17726 0.993 0.886
pT 15311 0.864 0.766
ID hits 14925 0.975 0.746
d0 14905 0.999 0.745
z0 14881 0.998 0.744
Isolation 14543 0.977 0.727
MS Hits 8990 0.618 0.450
Opposite charge 8990 1.000 0.450
Table 8.1: Cutflow showing relative and absolute efficiencies. The MS Hits cut is responsible for the vast
majority of acceptance loss.
In order to improve upon this situation, a loose muon selection has been developed. If an event has failed
the nominal selection, the MS hits selection cut on one of the two muons in the event is relaxed, allowing for
an increase in acceptance. Thus, the criteria for the loose event selection are identical to those used for the
nominal selection, except that for exactly one of the two selected muons, the following set of cuts is placed
in lieu of the set of MS hits cuts specified above:
• The two-station muon’s ID and MS momentum measurements must not differ by more than three
sigma, where the error is the sum in quadrature of the errors of the respective track fits.
• The two-station muon must have:
– |η| < 1.05,
– at least five hits in the middle and outer layers of the MDTs,
– at least one phi hit in one layer of RPCs,
– zero hits in the BIS78 or endcap MDT chambers, or in the MDT chambers:
∗ in sectors 4 or 6 with |η| > 0.85,
∗ in sector 9 with 0.20 < |η| < 0.35,
∗ or in sector 13 with 0.00 < η < 0.20;
This loose channel is kept separate from the nominal channel until they are statistically combined in the
limit-setting procedure.
The measurement of the momentum resolution for two-station muons is documented in Chapter 7.
Because the other muon in the loose event is required to be a three-station muon, the effect on the dimuon
mass resolution is limited, though not insignificant. The degree to which this effect is not well-modeled by
the simulation is assessed in Chapter 9.
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8.3 Comparison between data and Monte Carlo
The reconstruction efficiency for the dimuon selection as a function of the mass of a hypothetical Z ′ is shown
in Figure 8.1. These plots were constructed by generating a signal template in invariant mass for each mass
point on the horizontal axis, then calculating the total acceptance after the analysis cuts were applied.
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(a) Tight dimuon selection.
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(b) Loose dimuon selection.
Figure 8.1: Acceptance*efficiency for the two dimuon selections used in this analysis.
67
8.3.1 Invariant mass distributions
The invariant mass distributions for the tight and loose dimuon selections are shown in Figures 8.2 and 8.3.
Tables 8.2 and 8.3 show the numbers of events in various mass bins from each contribution.
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Figure 8.2: Tight dimuon selection: Dimuon invariant mass. The gray band on the ratio inset represents
the total systematic uncetainty envelope.
mµµ[GeV] 80 - 110 110 - 200 200 - 400 400 - 800 800 - 1200 1200 - 3000 3000 - 4500
Z/γ∗ 4710000± 300000 104000± 7000 10200± 900 910± 90 46± 5 6.7± 1.2 0.028± 0.024
tt 3400± 400 5500± 700 1800± 400 130± 90 3.0± 1.2 0.21± 0.16 0± 0
Diboson 6600± 400 1440± 170 490± 130 60± 40 2.8± 0.7 0.35± 0.17 0.001± 0.001
Total 4720000± 300000 111000± 7000 12000± 1000 1100± 130 52± 5 7.3± 1.2 0.029± 0.025
Data 4715741 111589 12550 1051 44 8 0
Table 8.2: Tight dimuon selection: Event yield in various mass bins. The quoted errors include both
statistical and systematic uncertainties.
8.3.2 Control distributions
Distributions of interest for the tight dimuon selection and the loose dimuon selection are shown in Figures 8.4
through 8.13. Good agreement between data and simulation is observed in all cases.
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Figure 8.3: Loose dimuon selection: Dimuon invariant mass. The gray band on the ratio inset represents
the total systematic uncetainty envelope.
mµµ[GeV] 80 - 110 110 - 200 200 - 400 400 - 800 800 - 1200 1200 - 3000 3000 - 4500
Z/γ∗ 324000± 22000 7000± 900 660± 170 64± 23 4± 1 0.6± 0.3 0.005± 0.006
tt 270± 60 410± 120 120± 80 8± 4 0.17± 0.26 0.011± 0.025 0± 0
Diboson 175± 16 85± 19 23± 13 3.1± 2.7 0.15± 0.17 0.03± 0.05 0.000± 0.001
Total 324000± 22000 8000± 900 800± 190 76± 21 4± 1.3 0.6± 0.23 0.005± 0.006
Data 303704 7112 799 58 4 0 0
Table 8.3: Loose dimuon selection: Event yield in various mass bins. The quoted errors include both
statistical and systematic uncertainties.
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Figure 8.4: Tight dimuon selection: Muon pT distributions.
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Figure 8.5: Tight dimuon selection: Muon η distributions.
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Figure 8.6: Tight dimuon selection: Muon φ distributions.
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Figure 8.7: Tight dimuon selection: Missing ET .
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Figure 8.8: Tight dimuon selection: Missing ET correlation plots. The distributions demonstrate that there
is no strong correlation between missing ET and either mµµ or pT .
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Figure 8.9: Loose dimuon selection: Muon pT distributions.
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Figure 8.10: Loose dimuon selection: Muon η distributions.
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Figure 8.11: Loose dimuon selection: Muon φ distributions.
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Figure 8.12: Loose dimuon selection: Missing ET .
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Figure 8.13: Loose dimuon selection: Missing ET correlation plots. The distributions demonstrate that
there is no strong correlation between missing ET and either mµµ or pT .
79
Chapter 9
Systematic Uncertainties
In this chapter, the various sources of systematic uncertainty whose effect on the analysis is not negligible are
discussed and quantified. Because the search is performed by comparing the observed and expected dimuon
invariant mass distributions, the sources of uncertainty are assessed with respect to their effect as a function
of mass—mass-independent uncertainties are discussed first and mass-dependent uncertainties second. The
mass-dependent uncertainties are further categorized as either experimental or theoretical, the latter being
dominant in this analysis. An overview of all the systematic uncertainties considered, the details of which
are given in the following sections, may be found in Table 9.1.
9.1 Mass-independent systematic uncertainties
This analysis benefits immensely from our normalizing all of the distributions taken from simulation to the
Z peak in data. This allows us to neglect any source of systematic uncertainty whose effect is independent
(or nearly so) of the invariant mass of the dimuon system.
The only exception to this is the uncertainty on the normalization itself, which reflects the degree to
which we are unsure of the cross sections of the processes contributing to the Z peak. The processes that
contribute measurably are pp→ Z/γ∗ → µ+µ−, pp→ tt¯→ µ+νµ−ν¯ + 2 b-jets, and pp→WW/WZ/ZZ →
Source mµµ = 2 TeV mµµ = 3 TeV
Signal Background Signal Background
Normalization 5% NA 5% NA
PDF variation NA 15% NA 34%
PDF choice NA 17% NA 42%
Scale NA < 3% NA 3%
αs NA 4% NA 6%
Electroweak corrections NA 3% NA 5%
Photon-induced corrections NA 4% NA 7%
Efficiency 6% 6% 9% 9%
Resolution < 3% 8% < 3% 15%
Diboson and ttbar extrapolation NA 4% NA 5%
Total 8% 26% 10% 58%
Table 9.1: Overview of systematic uncertainties at 2 and 3 TeV.
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µ+µ− + X (where X represents all other decay products, depending on the process, and may include
additional muons in the WZ or ZZ cases). The first in this list, the Drell-Yan process, is dominant by a
factor of approximately 500 (see Table 8.2 for the exact numbers), so the uncertainty on the normalization
is essentially the uncertainty of the on-shell Drell-Yan cross section at the LHC. A conservative estimate of
5%1 is applied.
9.2 Mass-dependent experimental uncertainties
9.2.1 Momentum resolution
The impact of the uncertainty on the momentum resolution manifests itself in two related ways. The first
is the effect of the uncertainty on the lineshape of a potential signal, and the second is the effect of the
expected yield of the SM background as a function of mass.
Depending on the magnitude, the effect on the signal lineshape has the potential to affect the results of the
analysis dramatically. For example, if the momentum resolution in the simulated samples were substantially
optimistic with respect to that in data, we could be erroneously led to believe that a hypothetical set of signal
events observed in the data may be too widely dispersed in mass to have come from a narrow resonance.
Conversely, if the mometum resolution in the simulation were sufficiently pessimistic, the significance of a
discovery would not be substantially degraded, but the mass limit derived in the absence of a discovery
would be lower than it would be otherwise. The former case is the more “dangerous” of the two, in the sense
that it would lead to our missing a signal, if one were present, and setting an inappropriately high mass
limit, if one were not.
To address this danger, we study the impact of variations of the momentum resolution on the signal
lineshape at various masses. For each of three test masses—at 1, 2, and 3 TeV/c2—a signal template is
derived as discussed in Section 6.5. The lineshape of the resonance is compared for the cases in which the
momentum for both muons is smeared by the nominal amount and by the nominal amount plus one standard
deviation. This comparison is made separately for variations on the ID and MS momenta, although in each
case it is the effect on the combined momentum which is of interest. Quantitatively, we assess the impact
on the lineshape by measuring the rate at which events “migrate” from within ±1 RMS of the nominal
spectrum outside this range. The resulting signal shapes are shown in Figure 9.1, and the rates of event
migration are shown in Table 9.2.
1The value of 5% comes from the recommendation of the ATLAS Z cross section measurement. It is higher than the
“world-best” pp→ Z → µµ uncertainty because it includes systematic uncertainties specific to ATLAS[22].
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Z ′ mass Variation m`` range for Nominal Over-smeared Relative
[GeV] ±1 RMS [GeV] signal yield signal yield difference [%]
1000 MSUP 169 1423 ± 15 1411 ± 15 0.9
2000 MSUP 636 25.07 ± 0.19 24.91 ± 0.19 0.6
3000 MSUP 1160 0.717 ± 0.004 0.708 ± 0.004 1.4
1000 IDUP 169 1423 ± 15 1422 ± 15 0.12
2000 IDUP 636 25.07 ± 0.19 25.06 ± 0.19 0.024
3000 IDUP 1160 0.717 ± 0.004 0.717 ± 0.004 0.13
Table 9.2: Event migration for over-smeared signal samples. The variations “MSUP” and “IDUP” indicate
over-smearing of the MS and ID components of the combined muon momentum, respectively. The signal
yields indicate the numbers of events that fall within the ±1 RMS window.
Because the effect of the signal shape is not greater than 5% even at a signal mass of 3 TeV/c2, this
aspect of the resolution uncertainty is neglected in the analysis.
The effect on the event yield of the expected background as a function of mass is ascertained in a similar
manner: The event yield for the case in which nominal smearing is applied to the momenta of the muons
is compared with that in which the smearing is varied upward by one standard deviation. Again, this
procedure is performed separately on the ID and MS momenta, by varying the parameters used to smear
that component of the combined momentum, and re-calculating the combined momentum ultimately used
in the mass calculation.
In this case, a non-negligible difference in the event yields is observed. The ratio of the over-smeared to
the nominal yield is used to calculate a relative uncertainty as a function of dimuon invariant mass via
σres =
Nµµ,nominal −Nµµ,over−smeared
Nµµ,nominal
. (9.1)
This relative uncertainty is calculated separately for over-smearing applied to the ID and MS momenta, and
these relative uncertainties are added in quadrature to obtain a “combined” uncertainty on the event yield.
These uncertainties are shown in Figure 9.2, and are applied to the background expectation.
In Chapter 7, it was shown that the momentum resolution for two-station muons at high pT is better
in the data than in the simulation. It is therefore not necessary to smear the momentum in simulation to
match the data. However, as discussed in Section 6.6, the standard three-station smearing has been applied
both to three- and two-station muons. Thus, the same two procedures as in Section 9.2.1, applied to the
loose dimuon channel, are used in order to evaluate the systematic uncertainties.
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9.2.2 Extrapolation of backgrounds to high mass
As discussed in Section 6.4, the backgrounds due to tt¯ and diboson decays are modeled using simulated
samples with insufficient numbers of events to model the lineshape at high mass, and to solve this problem,
the distributions are fitted in the highly populated region at lower mass, and this fit is used to extrapolate
the distribution to high mass.
The systematic uncertainty due to this procedure is calculated by evaluating the envelope of fit functions
with respect to variations of the fit range. Variations around the central values—those used to obtain the
function used for the background extrapolation—are used to obtain this envelope. The resulting uncertainty
is then added in quadrature with the difference between the central function and the inverse monomial
function, giving a conservative uncertainty envelope for this procedure. This uncertainty is applied to the
reducible backgrounds and has an effect of 15% at 3 TeV, making it a substantial source of uncertainty.
9.2.3 Muon reconstruction and trigger efficiency
The final source of experimental systematic uncertainty reflects the degree to which the modeled reconstruc-
tion efficiency as a function of mass may not match that in the data. This is a straightforward effect to
measure at the Z peak, where one is limited primarily by the uncertainty on the theoretical cross section,
but it is difficult to quantify at higher masses, where no resonances have yet been observed, and observed
events become more scarce.
In order to quantify the lack of knowledge of the accuracy of the simulation with respect to the efficiency,
a first-principles approach is taken to estimate the degree to which radiation of high-pT photons (which may,
in turn, produce high-pT conversion electrons) causes the reconstruction either to fit the wrong hits in the
muon spectrometer, or to fail to find a fit at all. This is a non-trivial process to model because it requires that
the simulation correctly model both the details of the electromagnetic shower and the reconstruction’s output
based on the “crowded” topology produced by the shower, which the muon reconstruction algorithms are
not generally designed to accomodate. To account for this, a conservative systematic uncertainty is assigned
whose value is 6% at 2 TeV and 9% at 3 TeV.
9.3 Mass-dependent theory uncertainties
The dominant theoretical uncertainty affecting the analysis is the uncertainty on knowledge of the PDFs
for the colliding protons, which in turn limits the accuracy of the modeled SM background expectation as
a function of mass. To evaluate this uncertainty, each member of the parameter set of the PDF of choice,
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MSTW2008NNLO, is varied independently. The effect on the event yield is measured by computing the
Drell-Yan cross section at NNLO with the varied parameter, and comparing this with the cross section
computed with the nominal parameter set. Furthermore, an additional systematic is assigned to account for
the differences between MSTW2008NNLO and several other state-of-the-art PDFs. The resulting uncertainty
reaches 34% at 3 TeV, and is therefore the dominant source of systematic uncertainty in the analysis.
An uncertainty on the QCD corrections applied to the Drell-Yan cross section, as discussed in Sec-
tion 6.3.1, is evaluated. This uncertainty is estimated by constructing an envelope from the uncertainty on
αS and the variation of the renormalization and factorization scales. The former is evaluated by varying
its value around the MSTW2008NNLO nominal αS(MZ) = 0.11707 at 90% C.L., which corresponds to the
range 0.11365 ≤ αS(MZ) ≤ 0.12044, while the latter is accounted for by simultaneously varying both scales
by factors of 0.5 or 2.
The final source of theoretical systematic uncertainty accounts for higher-order electroweak corrections.
Final-state radiaton in the simulated samples is the dominant source of corrections beyond tree level, and is
accurately modeled in the simulated samples. Hence we need only apply further corrections for contributions
from photon radiation in the initial state, corrections due to W and Z loops, and interferences between initial-
and final-state photons. A final correction is applied to account for dilepton production by photon-induced
processes and radiation of on-shell W and Z bosons, both of which introduce small perturbations to the
Drell-Yan cross section, but are not modeled by the simulation. These corrections are calculated at NLO
using FEWZ [43].
Distributions with respect to mass of all the theoretical uncertainties applied to the analysis may be
found in Figure 9.4.
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Figure 9.1: Signal templates with masses of 1, 2, and 3 TeV with nominal and over-smeared momenta.
“MSUP” refers to the MS momentum having been over-smeared by a factor of one standard deviation. The
vertical lines indicate the ±1 RMS thresholds used to measure the event migration.
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(a) Tight dimuon selection.
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(b) Loose dimuon selection.
Figure 9.2: Muon resolution uncertainty applied to the backgrounds. This uncertainty addresses the expected
difference in event yield and is not negligible. The plots are fitted to second-order polynomials.
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Figure 9.3: The Diboson background distribution with several dijet fits overlaid, each of which uses a
different fit range. Some of the very poor fits are for illustration only and are not included in the evaluation
of the systematic uncertainty envelope. The central value is chosen by minimizing the fit χ2 because this
approach accounts naturally for the larger statistical uncertainties at higher mass. The peak due to Z → µµ
production is well below the final chosen fit range.
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Figure 9.4: Summary plot of all theoretical mass-dependent systematic uncertainties, as a function of mass.
88
Chapter 10
Results and Measurement
In Chapter 8 it was shown that the observed data satisfying the selection criteria outlined there are in good
agreement with the expected background. In particular, there is apparently no excess of events observed at
masses above the Z peak. It follows that it would be reasonable to assert that there is no Z ′ boson with a
coupling to muons on the order of that of the SM Z.
However, this assertion must of course be immediately qualified, because no observed event from the
data has a mass exceeding 2 TeV. While this observation is also in agreement with the SM expectation for
that region, one can draw only indirect conclusions regarding the structure of the mass distribution in that
region—for example, even though no events above 2 TeV are observed, one might conclude that there is
indirect evidence for a Z ′ boson at a mass above 2 TeV if the highest-mass events observed in data were
clustered together in such a manner as to produce a slight excess of observed events with respect to the
expected background. In this case, such a cluster could reflect the enhanced differential cross section in that
region due to the production of off-shell Z ′s (the low-mass tail of the peak). These conclusions grow more
indirect as the mass of the putative Z ′ increases; hence, one’s conclusions about the existence of Z ′s grow
weaker as the mass of the Z ′ in question increases.
In this chapter, I will formalize the preceeding discussion. I first use a simple test to quantify the degree
to which the data is consistent with the expectation by constructing a binned significance plot. I then
calculate lower limits at 95% confidence level on the masses of a representative set of Z ′ bosons.
10.1 Local significance plot
The first test applied to quantify the consistency of the data with the expected SM background is a simple
binned significance plot. This plot, shown in Figure 10.1, is created using a tool developed by G. Choudalakis
and D. Casadei [39]. The significances shown beneath the mass distributions are the Poisson significances
for their respective bins, and include both the statistical and systematic uncertainties. The total uncertainty
envelope is plotted on the mass distribution itself.
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(a) Tight dimuon selection.
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(b) Loose dimuon selection.
Figure 10.1: Local significance plots for the two dimuon selections separately.
The highest significances observed are at approximately 0.8σ and 2.8σ for the tight and loose dimuon
channels, respectively. These results demonstrate that the observed data is entirely consistent with the
SM-only expectation, the higher value in the loose dimuon channel being a consequence of the fact that the
“look-elsewhere effect” is not accounted for in these plots1. As the purpose of this test in this context serves
not to calculate any precise value of the maximum observed significance, but only to provide a basis upon
which to argue that no apparent signal exists, and because no excess occurs in the tight dimuon channel
around the bin containing the largest significance in the loose, I conclude that no significant excess or deficit
is observed, and proceed to set mass limits.
10.2 Statistical analysis
The limits are set using a Bayesian technique in which the systematic uncertainties are incorporated as
nuisance parameters. The particular approach of “template shape fitting” employed in this analysis has
distinct advantages over simple counting procedures, which are detailed in Section 10.2.1.
10.2.1 Construction of a likelihood function
The population of observed events being sparse in the bins at high mass, it is necessary to use Poisson
statistics to model the likelihood that a given event should appear given the background-only expectation
1Because there are 60 bins, the expected maximum significance from the trial factor alone is approximately 2.35σ [41, 42].
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in that bin, and alternatively the background-plus-signal expectation in that bin for a signal of a given
production cross section and lineshape. The conditional probability to observe n events in a given bin in
which µ events are expected is
P (n|µ) = µ
ne−µ
n!
, (10.1)
which applies both in the cases in which µ is taken from the background-only distribution or the background-
plus-signal case. To construct an overall likelihood for a background-plus-signal distribution for a signal of
a given mass M and production cross section σ, all of the binned likelihoods across the entire search range
are multiplied—in this analysis, this range begins at 130 GeV and extends to 4500 GeV. Then for the Nbins
bins in this range,
L(data|µM,σ) =
Nbins∏
k
µnkM,σ,ke
−µM,σ,k
nk!
. (10.2)
Constructing the likelihood in this manner is referred to as “template shape fitting” and naturally accounts
for the “look-elsewhere effect” insofar as it reflects the degree to which the entire spectrum of the observed
data is consistent with the prediction for a signal of mass M and cross section σ (represented by a “signal
template”). For the same reason, it provides a more accurate measure of this degree of consistency by virtue
of the fact that it accounts for the lineshape of the particular signal considered. This allows for the resulting
limit to be more accurate than it would be using a simple counting procedure, which would result in a limit
that is too conservative.
10.2.2 Incorporation of systematic uncertainties
The preceeding section assumed that the expected number of events µ was in all cases known exactly.
This is a poor assumption, because in reality there are various sources of uncertainty contributing to our
confidence in this expectation. In Chapter 9, these uncertainties were quantified as a function of mass. This
parametrization allows for each source of uncertainty to be incorporated into the statistical analysis as a
nuisance parameter θi, which depends on mass. I proceed via a natural extension of the simple Poisson
probability given in Equation 10.1:
P (n|µ) = µ
ne−µ
n!
Nsys∏
j
Gθj , (10.3)
where Nsys is the number of sources of systematic uncertainty considered, Gθj is the PDF for parameter θj ,
for which a unit-width Gaussian distribution with a mean of 0 is chosen. The expectation µ is modified by
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the presence of the nuisance parameters θ via
µ =
Np∑
j
µj(1 + θiji), (10.4)
where Np is the number of distinct processes contributing to the background-plus-signal expectation, for
which the systematic uncertainties are in general different, and ji is the relative shift in normalization for
the jth contribution.
The extension to the binned Poisson likelihood proceeds in exact analogy to that given in equation 10.2:
L(data|µ,Θ) =
Nbins∏
k
µnkk e
−µk
nk!
Nsys∏
j
Gθj , (10.5)
where the expectation µ is modified in the exactly same manner as in equation 10.4 for each bin k, and for
notational convenience I have bundled the nuisance parameters θj into a vector Θ. The final modification
needed is again straightforward. In order to construct a composite likelihood for a set ofNchannel independent
channels, each of the individual likelihoods are multiplied:
L(data|µ,Θ) =
Nchannel∏
`
Nbins∏
k
µn`k`k e
−µ`k
n`k!
Nsys∏
j
Gθj . (10.6)
This equation gives the conditional likelihood that one should observe the collected dataset in each channel,
given the relevant signal and sets of parameters θj , which vary as a function of mass, but whose PDFs
are simply sampled at each bin. Thus, to calculate the true likelihood, the parameter space formed by the
nuisance parameters is integrated over:
L′(data|µ) =
∫ Nsys∏
j
dθjL(data|µ,Θ). (10.7)
In Bayesian terminology, this corresponds to constructing the marginalized conditional probability density.
10.2.3 Calculation of probability density for a given signal
The likelihood L′(data|µ) reflects the conditional likelihood that one should observe the dataset we do,
assuming that the relevant signal exists. The quantity of interest, however, is the probability that the
relevant signal exists, given the observed dataset. One can apply Bayes’ Theorem directly to calculate this
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posterior probability density [40]:
P (M,σ|data) = P (data|M,σ)P (M,σ)
P (data)
, (10.8)
where the denominator P (data) may be interpreted as the probabilty that one observes the particular dis-
tibution observed given the state of nature, and in effect acts only as a normalization constant provided
that the statistical uncertainties on the observed data points are properly taken into account. This condi-
tion is satisfied by choosing the conditional probability density function in Equation 10.7 to represent the
conditional probability P (data|M,σ). The prior probability P (M,σ) that the signal exists is taken to be
unity.
10.3 Mass limit for a new dimuon resonance
The marginalized likelihood given in Equation 10.7 is used in correspondence with Equation 10.8 to calculate
the one-sided interval for a confidence level of 95% by finding the point below which the area under the
marginalized posterior PDF contains 95% of the total area. Formally, the cross-section limit for a specific
Z ′ with mass M and production cross section (times branching ratio) σ is defined as σ95, for which the
following relation is satisfied:
0.95 =
∫ σ95
0
dσP (M,σ|data)∫∞
0
dσP (M,σ|data) , (10.9)
which is easily translated into a limit on the mass using the theoretical relationship between cross section
and pole mass [34].
The resulting mass limits are summarized in Figure 10.2 and Table 10.1. The expected limits refer to
the limit one would observe given the background-only case, and are calculated by performing the the limit-
setting procedure using only the background sources for the expected numbers of events µ and systematics
θ. This procedure, which is referred to as a “pseudoexperiment”, is performed multiple times for each mass
point, resulting in an ensemble of expected limits. With a sufficiently high number of pseudoexperiments,
the width of the distribution of expected limits for each mass point is measurable, which allows both for
the central value and the uncertainty bands to be plotted accurately for all mass points. In Figure 10.2,
1000 pseudoexperiments have been performed, resulting in a sane distribution both of expected limits and
its associated uncertainty bands.
93
 [TeV]Z’M
0.5 1 1.5 2 2.5 3 3.5
 
B 
[pb
]
σ
-410
-310
-210
-110
1
Expected limit
σ 1±Expected 
σ 2±Expected 
Observed limit
SSMZ’
χZ’
ψZ’
µµ →Z’ 
 = 8 TeVs
-1
 L dt = 20 fb∫: µµ
Figure 10.2: Expected and observed cross section limits as a function of mass for the combined muon
channels. The expected limits are calculated using 1000 pseudoexperiments.
Model Z ′SSM Z
′
ψ Z
′
N Z
′
η Z
′
I Z
′
S Z
′
χ
θE6 - pi/2 arctan
√
15 − arctan√5/3 pi + arctan√3/5 arctan√15/9 0
Observed mass limit [TeV] 2.48 2.20 2.03 2.02 2.19 2.08 2.08
Expected mass limit [TeV] 2.52 2.18 2.09 2.08 2.24 2.13 2.13
Table 10.1: Expected and observed Z ′ mass limits. The mixing angle θE6 dictates the specific manner in
which the two new U(1) gauge fields combine, as defined in Equation 3.2.
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Chapter 11
Conclusions and Outlook
I have presented a search for Z ′ bosons inspire by the E6 GUT in 20 fb−1 of p-p collisions, produced over
the course of the 2012 run of the LHC at CERN, using the ATLAS detector. I have demonstrated that there
is no significant deviation in the dimuon invariant mass distributions from the SM expectation both in the
tight dimuon channel and the loose dimuon channel, and have calculated a set of limits on the masses of Z ′
bosons ranging from 2.02 to 2.20 TeV.
Regardless of the fact that no Z ′ has yet been observed, the calculated mass limit is still well below the
energy which will eventually be probed by the LHC—after collisions begin at the LHC’s design center-of-
mass energy of 14 TeV, ATLAS will, after having collected enough data, be able to observe any dilepton
resonance that exists with a mass below 7 TeV.
Even failing this, however, the shortcomings of the SM enumerated in Chapter 3 must be reflected in
some manner of unobserved physics. Although the search for dilepton resonances has historically played
a central role in the discovery of new physics, it is conceivable that a different signature consistent with
physics beyond the SM would be observed first. For example, some Z ′ models predict that the Z ′ couplings
to leptons are vanishingly small—thus, we would not observe these decays even if they were within the energy
reach of the LHC. In this case, the decay might be observed first in the decay to tt¯ or light quarks. It is also
entirely possible that any new physics yet to be observed does not include any new dilepton resonances at
all. In either case, new physics may yet present itself at energies beyond the reach of the LHC.
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Appendix A
Event Display for the Highest-Mass
Dimuon Event
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Appendix B
List of Simulated Samples Used
Process Mass range [GeV] Generator Cross section Number of events
Drell-Yan NLO
75-120 Powheg+Pythia8 1109.8 nb 4299292
120-180 Powheg+Pythia8 9.846 nb 500000
180-250 Powheg+Pythia8 1.571 nb 99900
250-400 Powheg+Pythia8 0.5492 nb 99900
400-600 Powheg+Pythia8 0.08966 nb 99899
600-800 Powheg+Pythia8 0.0151 nb 100000
800-1000 Powheg+Pythia8 0.00375 nb 100000
1000-1250 Powheg+Pythia8 0.001293 nb 99899
1250-1500 Powheg+Pythia8 0.0003577 nb 100000
1500-1750 Powheg+Pythia8 0.0001123 nb 99899
1750-2000 Powheg+Pythia8 3.838e-05 nb 99999
2000-2250 Powheg+Pythia8 1.389e-05 nb 99998
2250-2500 Powheg+Pythia8 5.226e-06 nb 99800
2500-2750 Powheg+Pythia8 2.017e-06 nb 99800
2750-3000 Powheg+Pythia8 7.891e-07 nb 100000
3000-∞ Powheg+Pythia8 5.039e-07 nb 99700
Drell-Yan LO
75-120 Pythia8 0.86504 nb 299900
120-180 Pythia8 0.0079712 nb 99900
180-250 Pythia8 0.0012627 nb 100000
250-400 Pythia8 0.00044005 nb 100000
400-600 Pythia8 7.2697e-05 nb 100000
600-800 Pythia8 1.2517e-05 nb 100000
800-1000 Pythia8 3.1846e-06 nb 99999
1000-1250 Pythia8 1.1226e-06 nb 99398
1250-1500 Pythia8 3.1784e-07 nb 99900
1500-1750 Pythia8 1.0177e-07 nb 99899
1750-2000 Pythia8 3.5378e-08 nb 99899
2000-2250 Pythia8 1.2953e-08 nb 100000
2250-2500 Pythia8 4.9197e-09 nb 99700
2500-2750 Pythia8 1.9115e-09 nb 100000
2750-3000 Pythia8 7.4802e-10 nb 99900
3000-∞ Pythia8 4.7352e-10 nb 99699
WW - Herwig 56.83 pb 2494694
WZ - Herwig 21.48 pb 999797
ZZ - Herwig 7.359 pb 249999
tt¯ - MC@NLO+Jimmy 0.543*238 pb 11550546
Z ′ MZ
′ = 2.0 TeV Pythia8 3.4563e-06 nb 19999
MZ′ = 2.5 TeV Pythia8 7.4520e-07 nb 20000
Table B.1: List of all simulated samples used in this analysis.
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