Abstract. The rapid development of the Internet brings the convenience but also results in "information trek" problem, which is solved by personalized recommendation algorithms. Traditional collaborative filtering algorithms face data sparsity problem. In order to solve those problems, this paper proposes a dynamic adaptive collaborative filtering recommendation algorithm based on user attributes. The algorithm first uses the item properties to build the user preference matrix, and then establishes the user rating preference matrix according to different behavior habits of users. Finally, based on these two matrixes, it prefills and dynamically adjusts the rating matrix. Experimental results show that the algorithm is more accurate in terms of the recommendation accuracy compared with traditional algorithms.
Introduction
With the rapid development of Internet technology, people have entered the era of rapid growth of information, it brings the convenience but also results in "information trek" problem [1] . To solve this problem, there are mainly two kinds of traditional solutions, one way is to use classified websites, mainly represented by Yahoo, and the other is based on search engines, like Google, Baidu and so on. However, facing the rapid growth of user's personalized needs, the above two methods cannot be well met, personalized recommendation algorithms come into being.
Traditional recommendation algorithms can be divided into three categories include content-based recommendation, collaborative filtering recommendation and hybrid recommendation. Due to collaborative filtering recommendation algorithm uses the user's score information to predict the non scoring information, it does not need to obtain other domain information, so it has become the most widely used recommendation algorithm. Collaborative filtering technology has some problems such as data sparsity and cold start [2] . Data sparsity mainly cause by those two reasons, the first is when users mark the project they also pay the price, such as privacy leaks and time waste; the second is the rate of growth is often faster than the speed of user experience. The cold start problem has two main forms: cold start of new project and cold start of new user [3] . Data sparsity and cold start problem are the important reasons that lead to loss of recommendation accuracy.
To solve the serious error caused by data sparsity, experts and scholars at home and abroad have launched a series of studies. Proposed a lot of new recommended algorithm, like pre filling algorithm.
A relatively simple way of filling is to place an item as a fixed value [4] , cluster first and then fill [5] . Besides those two methods, Literature [6] proposed a new collaborative filtering algorithm based on kernel density estimation; literature [7] proposed a new method by setting the scaling parameter to liner combined the user based and item based collaborative filtering recommendation; literature [8] proposed a new collaborative filtering algorithm based on non-negative matrix factorization; literature [9] proposed a new collaborative filtering algorithm based on SVD decomposition; literature [10] proposed a pre filling algorithm based on probabilistic knowledge; literature [11] proposed a pre filling algorithm based on cloud model; literature [12] proposed a recommendation algorithm based on user project clustering. However, the above method cannot guarantee the robustness, while the sparse increase, the recommendation accuracy decreases rapidly. In this paper, we propose an adaptive collaborative filtering recommendation algorithm based on user attributes. Experimental evaluation of accuracy of recommendation and robustness is made on the methods.
Problem Definition
User based collaborative filtering algorithm distinguish users by using similarity, users with high similarity would have more similar interests and preferences. The algorithm flow is to compute the similarity between users to find the nearest neighbor set and get the recommendations through the nearest neighbor set.
Define user set as U to j I , The rating matrix was consist of all the user's rating information, listed in Table 1 . Table 1 . User-rating matrix. There are three commonly used methods to calculate the calculate similarity: cosine similarity, Pearson similarity, adjusted cosine similarity.
ACFUA
According to the user's preferences and preferences on rating habit, set up user interest preference matrix and user rating preference matrix, then use the dynamic adaptive algorithm to pre fill the rating matrix, finally, collaborative filtering is recommended on the rating matrix after filling.
User Interest Preference Matrix
For a single item, it may contain multiple attributes. For the attribute class that the project has, define as M i j = means item i not has characteristic j . For different users, their interest preference tends to be different, resulting in different ratings for the item. This paper takes into account the difference and constructs the user interest preference matrix.
Due to users was different to the degree of project preference, design preference weight calculation formula. In the case of the five-point film rating data, when the user scored 3 ~ 5, the score was positive, and 1 ~ 2 was negative. The calculation formula is as follows:
r is the user rating for a movie.
For this purpose, the formula of preference of a single user for a certain item attribute can be obtained, and its formula is as follows: 
A represents the preference value of user n for project attribute i .
User Rating Preference Matrix
For users with similar interests, the ratings of the same films tend to vary, depending on the user's ratings. To this end, by using the average score of a single user, the average score of all users is compared to that of the whole user, so as to obtain the weight of each user's score preference. The calculation formula is as follows:
Among them, i r indicates the average score of user i , and R is the average score for all users.
Through the above work, the user rating preference matrix can be obtained:
[ ]
Dynamic Adaptive Algorithm
Based on the above formula, this paper constructs a pre rating algorithm based on user preference. The weight value of the attribute of the item is calculated first, then multiplied by the average rating of the item, finally multiplied by the user weight. Its calculation formula is:
i represents the average rating of item j , ij A represents the preference of user i for attribute j , i u is the rating preference value of user i .
Through the above steps, the preliminary evaluation of the ungraded item is pre rated, but there will still have some errors. Therefore, this paper has using dynamic adaptive adjustment on this basis [13] . Each user's pre-rating value is dynamically corrected by using the mean of the user's real rating data and the pre rating value ratio. Modified by operator η , the pre-rating value is finally obtained:
ACFUA
In this paper, we propose one algorithm called adaptive collaborative filtering recommendation algorithm based on user attributes to solve the problem of data sparsity. The algorithm mainly consists of three stages: first stage is row 1 ~ 5, mainly to solve user and project scoring average; In the second stage, the scoring matrix is pre-filled with user and project information. The third stage is line 12 ~ 16, personalized recommendation on the graded matrix after filling.
Experiment Results
In this paper, we compare the different kinds of neighbor Numbers and data sparsity, and compare the proposed algorithm with Classic Collaborative Filtering (CCF), Collaborative Filtering on Rating Filling (CFBRF) and Collaborative Filtering based on SVD decomposition (SVD-CF). Use MAE to calculate accuracy [14] [15] . The classic test data set Movielens is selected in this paper. The data set was collected by the Grouplens team. It contains 943 users, 100000 rating data for 1682 movies .
To test different sparsity, were collected in one hundred thousand in eighty thousand, sixty thousand and forty thousand rating data to form four experimental data sets to test the performance of the algorithm in different sparsity of. By calculating the sparsity formula: The sparse degrees of the four data sets can be calculated as 93.7%, 94.96%, 96.2% and 97.4% respectively.
Result Analysis
Due to the SVD-CF algorithm first needs to determine the dimension of reduction, the best results are compared. In the experiment, the information retained in the process of decomposition of singular value was taken from 100% to 10%, and the change of MAE value was observed at every 10% reduction, and 20 neighbors were selected in the whole process. The result is shown in figure 1 .
As we can be seen from figure 1, with the increase of retained information, MAE values generally show a tendency to decrease first and then increase. Among them, the experimental data were 40, 000 and 60, 000, and the optimal retention information was 30 percent, 40 percent in 80, 000 and 50 percent in 100,000. The best retention information to determine the SVD-CF method than after the same sparsity and different two types were verified, first under the same sparsity, we took MAE sparsity for various algorithms 93.7% and 97.4% under the figure 2, shown in figure 3 Figure 2. The MAE value of sparsity is 93.7%. Figure 3 . The MAE value of sparsity is 97.4%.
As you can see from Figure 2 and figure 3 , as the number of neighbors increases, each algorithm shows a trend of decreasing first and then steadily. CFBRF, SVD-CF and ACFUA compared with the CCF algorithm can improve the performance significantly, compared to the two figure, we can find that in the sparse degree under the condition of increasing performance of SVD-CF and ACFUA algorithm is more stable, and the ACFUA algorithm is superior to the SVD-CF algorithm.
In order to validate the performance of the proposed algorithm, we give the number of nearest neighbors under the same conditions (respectively neighbor number 8 and 20), the performance of each algorithm in different sparsity experimental environment, such as Figure 4 shown in figure 5 . Can be found in a variety of situations, the proposed algorithm shows better recommendation performance, and comparison of the two can be seen, the algorithm proposed in this paper in the operation under harsh environmental conditions, can be recommended to maintain performance in a relatively small range, has more excellent robustness. 
Conclusion
The data sparsity problem in traditional collaborative filtering algorithm, this paper proposes a new rating matrix pre filling algorithm, by constructing user preference matrix, and on the basis of preliminary score on dynamic adaptive correction to obtain more accurate pre assessment scores by using real data, then pre filled the rating matrix, finally, using collaborative filtering algorithm make recommendations. Experimental results show that the proposed algorithm has better performance than the traditional algorithm, especially in the case of more sparse data. The next step will be to improve the algorithm in order to alleviate the cold start problem to some extent.
