We consider the issue of performing accurate small sample inference in beta autoregressive moving average model, which is useful for modeling and forecasting continuous variables that assumes values in the interval (0, 1). The inferences based on conditional maximum likelihood estimation have good asymptotic properties, but their performances in small samples may be poor. This way, we propose bootstrap bias corrections of the point estimators and different bootstrap strategies for confidence interval improvements. Our Monte Carlo simulations show that finite sample inference based on bootstrap corrections is much more reliable than the usual inferences. We also presented an empirical application.
Introduction
Generally, autoregressive integrated moving average models (ARIMA) (Box et al., 2008) are used for modeling and forecasting of variables over time. However, these models become inappropriate when it is not reasonable to assume normality to the variable of interest y, as occurs with variables of type rates and proportions (Ferrari and Cribari-Neto, 2004) , considering that these models does not take into account the bounded nature of the data. In such cases, the occurrences of y belong to the continuous interval (0, 1). Some examples of variables in the standard unit interval (0, 1) are: relative air humidity, proportion of defective items, percentage of stored energy, proportion of patients, mortality rate, etc. The use of ARIMA models can lead to predicted values outside the unit interval in which the variable is defined (Cribari-Neto and Zeileis, 2010) . For example, forecasts of relative air humidity can reach values greater than 100% or mortality rates may have predicted values lower than 0%.
An alternative to adequately model the data would be to use transformations of the variable of interest, but this approach has certain limitations. In this case, the results would be interpreted in terms of the transformed variable and not in terms of the average of the variable of interest. Moreover, variables such as rates and proportions are typically asymmetrically distributed, leading to distorted inferential results in models assuming normality of the data (Cribari-Neto and Zeileis, 2010; Ferrari and Pinheiro, 2011) . For those situations in which it is desired to model over time a continuous variable in the interval (0, 1), it was proposed the beta autoregressive moving average model (β ARMA) (Rocha and Cribari-Neto, 2009 ). In this model, as well as in the beta regression model (Ferrari and Cribari-Neto, 2004) , we assume that the variable of interest follows the beta distribution. The beta probability density function is very flexible and, unlike normal density, accommodates distributions that are symmetrical, asymmetrical, "J shaped", inverted "J shaped", among others. Figure 1 shows several forms of beta density shown in Equation (1), considering different parameter values of mean (µ) and precision (φ ) that index it. The specific inferences about the β ARMA model parameters are based on conditional maximum likelihood estimation (MLE) and the interval inferences are based on the asymptotic properties of these estimators. These inferential procedures are also considered in ARIMA models, in generalized linear models (GLM) (McCullagh and Nelder, 1989) and in beta regression (Ferrari and Cribari-Neto, 2004) . MLE has good asymptotic properties, however, in small samples these approximations can be poor, generating distorted inferential results. Such distortions can occur both with respect to the bias of point estimators and in terms of coverage rate of confidence intervals. The biases of the MLE are on the order of n −1 (Cordeiro and Klein, 1994) , where n is the sample size. Thus, in samples of moderate size bias can become problematic (Cordeiro and Cribari-Neto, 2014) . In this sense, inferential corrections for small samples become important research topics. Details on inferences in large samples based on likelihood are discussed in Pawitan (2001) .
This paper proposes corrections for point and interval estimators in the β ARMA model. In particular, the bootstrap method (Efron, 1979 ) is considered to obtain bias-adjusted estimators and different strategies for improvement of the confidence intervals. The improved inference methods are also considered in an application to forecast a real data of percentage of energy stored. Such corrections become crucial for generating predicted values closer to nominal values, as seen in Kim (2003) . Similar works (but in other classes of models) are verified in the lit-
erature. An extensive discussion on applications of the bootstrap method in time series models is presented in Berkowitz and Kilian (2000) . Bias correction by the bootstrap method in small samples in autoregressive models are studied in Inoue and Kilian (2002) and Kim (2003) . Different bootstrap methods in time series are studied in Härdle et al. (2003) and evaluated in Politis (2003) . Bootstrap point and interval corrections in the beta regression model are discussed in Ospina et al. (2006) , compared to analytical adjustments. Cordeiro and Klein (1994) obtained analytical bias corrections to the MLE parameters in the ARMA models. Franco and Reisen (2007) consider different bootstrap approaches and bootstrap confidence intervals to improve the inferences about the memory parameter in fractionally autoregressive moving average model.
The organization of this paper is arranged as follows. Section 2 introduces the β ARMA model, as well as link function, conditional log-likelihood function and large sample inferential details. Section 3 presents the inferential improvements in small samples by bootstrap methods. Section 4 describes the experiment of Monte Carlo simulation for finite sample size and presents the main numerical results and their discussion. Section 5 shows and discusses an application to real data, in order to compare the predictive performance of the models with corrected and uncorrected estimators. At last, Section 6 presents the conclusion of the work.
The beta autoregressive moving average model
The β ARMA model was proposed by Rocha and Cribari-Neto (2009) and can be defined as follow. Let y = (y 1 , . . . , y n ) ⊤ be a vector of n random variables, where each y t , t = 1, . . . , n, has conditional distribution, given by a set of previous information F t−1 , following beta distribution with mean parameters µ t and precision φ . The conditional density of y t , given F t−1 , is given by:
where Γ(·) is the gamma function, 0 < µ t < 1, and φ > 0.
The conditional mean and conditional variance of y t are respectively given by:
where V (µ t ) = µ t (1 − µ t ) is denoted by variance function and φ can be interpreted as a precision parameter. We note that the reciprocal of the precision parameter can be viewed as a dispersion parameter.
The β ARMA(p, q) model is defined by the following structure:
where α ∈ ℜ is a constant, ϕ ′ s and θ ′ s are, respectively, the autoregressive and moving average parameters, r t is the moving average error term and g(·) is a strictly monotone link function and twice differentiable where g : (0, 1) → ℜ, as in the beta regression model (Ferrari and Cribari-Neto, 2004) , and p and q are the orders of the model. The usual link functions for models assuming beta distribution are the logit, probit and complementary log-log. It should be noted that the seminal β ARMA model, proposed in Rocha and Cribari-Neto (2009) , also considers a term which accommodates covariates in the model, similar to the regression model. In this paper we consider r t = y t − µ t for the error term. In this case, the model input r t is in scale of y, and the model output is in the scale of g(y t ). This way, the stationary rules applied to ARMA models can not be valid. It can happens because the transfer function of the system, that transforms r t into y t , by a dynamic nonlinear relationship, can lead to uncontrollable system (Box et al., 2008) .
Parameter estimation can be performed using the maximum likelihood method. Let the parameter vector be 
where
For the maximization of the function in (3), the use of nonlinear optimization algorithms is required. The computational implementation of this work was performed using the quasi-Newton optimization algorithm known as BFGS (Press et al., 1992) with analytic first derivatives. The optimization algorithm requires initial values. The starting values of the constant (α) and the autoregressive (ϕ) parameters were selected from an ordinary least squares estimate from a linear regression, where Y = (g(y m+1 ), g(y m+2 ), . . . , g(y n )) ⊤ are the responses and the covariates matrix is given by
For the parameter θ , the starting values are setted equal to zero. The initial value of φ is considered in the same way as 4 in the beta regression (Ferrari and Cribari-Neto, 2004) . For more theoretical details regarding large sample inferences and matrix expressions to the score vector and the Fisher information matrix (K(γ)), see Rocha and Cribari-Neto (2009) .
For inferences in large samples, it is necessary to know the matrix of asymptotic variances and covariances of MLE, given by the inverse of K(γ). The joint Fisher information matrix for α, φ , ϕ, θ is not a diagonal block matrix, thus the parameters are not orthogonal. This feature makes the β ARMA model different of the dynamic models based on GLM (Rocha and Cribari-Neto, 2009; Benjamin et al., 2003) and on ARIMA models. Under usual regularity conditions and for large sample sizes, the MLE have k-multivariate normal distribution, being
where α, φ , ϕ and θ are the maximum likelihood estimators of α, φ , ϕ and θ , respectively.
The MLE γ and K( γ) are consistent estimator of γ and K(γ), respectively. Assuming that J(γ) = lim n→∞ K(γ)/n exists and it is nonsingular, we have
Thus, if γ r denotes the r-th component of γ, it follows that:
r-th element of the diagonal of K −1 ( γ). If 0 < α < 1/2 and z δ represents the δ quantile of the distribution N (0, 1),
we have the following asymptotic confidence intervals for γ r with confidence 100(1 − α)%, for r = 1, . . . , k:
These intervals will be considered in Section 3.2. These approximate confidence intervals can have distortions in small samples, because the asymptotic pivotal quantities used in their construction may have asymmetric distribution and nonzero mean (Ospina et al., 2006) . In addition, these confidence intervals may include values outside the parameter space (Ospina et al., 2006; Cordeiro and Cribari-Neto, 2014) . Further details on the asymptotic confidence intervals can be found in Davison and Hinkley (1997) and Efron and Tibshirani (1994) .
In order to produce forecasts, the MLE of γ, γ, must be used to obtain estimates for µ t , µ t (Rocha and Cribari-Neto, 2009 ). This way, the mean response estimate at n + h, where h = 1, 2, . . ., is given by
and r t = y t − µ t .
Inferential improvements in small samples
In general, the MLE are biased to their true parametric values when the sample size is small. In practice the bias is often ignored, in justification of being negligible compared to the standard error of the MLEs. The standard deviation of the estimator is of n −1/2 order, while the bias is of n −1 order. However, in some models, the bias in small samples can be appreciable or have magnitude equal to the standard error of the estimator (Cordeiro and Cribari-Neto, 2014; Davison and Hinkley, 1997) .
Aiming to reduce the problem of MLE bias in small samples, Cox and Snell (1968) proposed a very general analytical formula to determine the bias of order O(n −1 ) of MLE in multi-parametric models. To determine it, we should know the inverse of the Fisher information matrix and cumulants of log-likelihood derivates up to third order with respect to the unknown parameters (Cordeiro and Klein, 1994) . From the determination of the bias, we can set the second order MLE by:
where B(·) is the bias B(·) evaluated in γ. The bias of the corrected estimator will be of order n −2 , that is,
However, analytical derivation as shown in Cox and Snell (1968) can be difficult to obtain, or even impossible to be determined to certain classes of models. The calculation of higher order moments and cumulants is rather complicated (Cordeiro and Cribari-Neto, 2014) . In particular, in β ARMA models where the parameters are not orthogonal, this analytical derivation is especially costly. In this sense, bootstrap corrections become good options for inferential improvements in small samples. In this approach, the bias estimation B(·) is numerically obtained through Monte Carlo simulations, bypassing analytical difficulties. Bootstrap bias-corrected estimators are discussed in more details in Section 3.1.
The bootstrap method is a computationally intensive method based on resampling, being useful for inferential corrections on small samples (Efron, 1979) . Basically, there are two possible bootstrap approaches: parametric and nonparametric. In the nonparametric method the pseudo samples are generated from the originally observed data.
For the parametric method, a parametric model is fitted to the original data and pseudo samples from this fitted model are generated (Davison and Hinkley, 1997; Efron and Tibshirani, 1994) . In what follows we shall use the parametric bootstrap.
The parametric bootstrap method can be generalized as follows:
1. Suppose that y = (y 1 , . . . , y n ) ⊤ is a random sample that follows a distribution F with parametric vector γ ; 2. From the original sample, obtain the estimates γ of γ;
4. For each bootstrap sample y * b compute γ * ;
5. Repeat steps 3 and 4 a very large number B of times, thus obtaining: γ * 1 , . . . , γ * B ;
6. Use the estimates γ * b , with b = 1, . . . , B, to calculate the desired quantities (mean, variance, confidence interval, etc).
Bias correction of point estimators
The MLE are asymptotically not biased, however, their bias in small samples can be considerable (Pawitan, 2001; Efron and Tibshirani, 1994) . Through bootstrap method, we can estimate the bias of a point estimator. Once we have a good estimate of the bias of the estimator, we can build bias-corrected point estimators. The bias of the estimator γ can be expressed as:
Using the steps of the bootstrap method previously presented, a bootstrap estimate of the bias can be obtained by
Thus, we can obtain a corrected second order estimator (Efron, 1979; Davison and Hinkley, 1997) :
This estimator has the same asymptotic properties as the usual MLE, but has less bias in small samples (Efron and Tibshirani, 1994) .
Corrected confidence intervals
The general form for confidence intervals (CI) for γ is:
where L and U are the lower and upper bounds of the confidence limits, respectively and α ∈ (0, 0.5). In likelihood inferences, this interval requires large samples to guarantee the validity of the asymptotic approximations. In small samples their effectiveness can be seriously compromised (Efron, 1979; Davison and Hinkley, 1997 ).
An alternative to the construction of adequate confidence intervals in small samples, free of analytical complexities, is the bootstrap method. One advantage is the independence of the central limit theorem, because their precision measurements are obtained directly from the data. Bootstrap intervals are approximate as standard confidence intervals, despite the fact that better approximations can be offered (Efron and Tibshirani, 1994) .
Confidence intervals for γ can be obtained in several ways. One of the most common ways is, as introduced earlier in Equation (4), given by:
where ep( γ) is the estimate of the standard error of γ, in which diag{(K −1 ( γ)) 1/2 } is usually used as approximation
Intervals in the way of Equations (4) and (7) are approximate, with coverage probability not exactly equal to 1 − α, as desired (Efron, 1979) . Using bootstrap, we can have a better estimate of the standard error of the estimator γ, given by:
The standard bootstrap confidence interval (CI boot ) is obtained through the bootstrap estimate of the standard error,
given by (8), with coverage probability of approximately 1 − α, given by:
The major advantage of this method is its algebraic simplicity for finding a CI for γ. A desired property of the intervals is the preservation of the range, which is not always satisfied in the standard bootstrap interval.
The bootstrap-t interval (CI t ) (Efron and Tibshirani, 1994) , also known as pivotal method is a generalization of the t-Student method, and is usually applied in location statistics as sampling mean, median, or sampling percentile.
Let the α-th percentile of the t-distribution be denoted by t (α) , thus the CI t is given by:
The bootstrap percentile interval (CI p ) (Efron and Tibshirani, 1994) has the property of invariance to monotonic transformations. It is constructed from a finite number B of bootstrap replications of the estimator of the parameter of interest. Thus, the percentile confidence interval is given by:
being γ * B (α/2) the (100 · α/2)-th percentile of the resamplings γ * b , that is, the (B · α/2)-th value of an ordering of B replications of γ * b .
This work still considers another corrected confidence interval. The CI based on point unbiased estimator (CI u ) obtained through of the confidence interval given in (9) replacing the MLE by their bias-corrected versions given in (6). Thus, the CI u is defined as:
The following Section evaluates the finite sample performances of different confidence intervals introduced in this Section, when used to make inferences about the parameters of the β ARMA model.
Numerical evaluation
The evaluation of the point and interval estimators, corrected and uncorrected, of the β ARMA model parameters was performed through Monte Carlo simulations. The computational implementation was developed using the R programming language (R Development Core Team, 2014). The number of Monte Carlo and bootstrap replications were set equal to 1, 000. The sample sizes considered were n = 20, 30, 50, 100.
The numerical results presented are based on the β ARMA model with the mean structure given by the (2) and logit link function; i.e. logit(µ) = log( µ 1−µ ). For the parameter values were considered different scenarios, namely:
• β AR(1) with α = 1, ϕ 1 = −0.5 and φ = 20;
• β AR(1) with α = 1, ϕ 1 = −0.5 and φ = 120;
• β MA(1) with α = −1, θ 1 = 1 and φ = 20;
• β MA(1) with α = 1, θ 1 = −0.5 and φ = 120;
• β ARMA(1, 1) with α = −0.5, ϕ 1 = 0.5, θ 1 = 1 and φ = 20;
• β ARMA(1, 1) with α = 1, ϕ 1 = 0.5, θ 1 = −1.5 and φ = 120.
For brevity, we will present the results of the scenarios with φ = 20 in this section, due to similarities in the results.
The results with φ = 120 can be found in the Appendix. In order to numerically evaluate the point estimators, it is necessary to use some measurements. From the 1, 000
Monte Carlo replications of the maximum likelihood estimators, usual and corrected, we calculate mean, bias, percentage relative bias (RB), standard error (SE) and mean square error (MSE). A graphical analysis of the behavior of the RB is performed through the graph of total relative bias, defined in Cribari-Neto and Soares (2003) as the sum of the absolute values of the individual relative biases. Thus, the total relative bias is an aggregate measure of the bias of the parameters estimates. Table 1 presents the results of numerical evaluation of point estimators of the parameters of β AR(1) model.
It is observed that the usual MLE ( α, ϕ 1 , φ ) of the β AR(1) model parameters are considerably more biased than their corrected versions via bootstrap (α, ϕ 1 , φ ). Is is also noticeable that the non corrected estimators of φ present themselves more biased than the estimators of the autoregressive structure in all sample sizes. For n = 30 we noted relative biases for φ andφ equal to 14.882 and -0.935, respectively. That is, the uncorrected estimator is about 15 times more biased than the proposed corrected estimator. Moreover, as expected, by the asymptotic properties of the MLE, the bias of all the estimators decrease as the sample size increases. We can verify graphically from Figure 2(a) that the total relative bias is considerably smaller in the corrected estimators and converges faster to zero. Regarding the MSE, we verify that it decreases as the sample size increases in all estimators, which is a numerical indicative of the consistency of the estimators.
Analyzing Table 2 we also verify that the usual MLE of the β MA(1) model are more biased than their corrected versions via bootstrap. The parameter φ shows itself percentually more biased than the estimators of the parameters of the mean structure in the smaller sample sizes in their usual versions. There was decreasing in the bias for all corrected estimators, reaching at almost null bias in the parameter α in sample sizes n = 20 and n = 30. The difference of the relative bias between the estimators φ andφ is 6 times in the sample size n = 20, where φ presents RB equal to 19.215 andφ of 3.762. This difference is even greater for n = 30, where the difference between θ andθ is 20 times and between φ andφ of 13 times. Such estimates have relative bias of −20.921, −1.000, 13.488 and 1.201, respectively.
The property of asymptotic non-bias of MLE is verified, since the bias decreases while sample size increases, as shown in Figure 2 (b). It shows a decrease in the relative bias in the corrected estimators and the faster convergence for the parameter value. Table 3 shows the results of the evaluation in the estimators of β ARMA(1, 1) model. Similarly to the cases β AR(1) and β MA(1), we observe lower values of bias for the corrected estimates compared to the usual ones.
Corrected estimates were more accurate because they present lower value of bias. There is improvement through bias correction in almost all parameters, reaching an almost null value in sample size n = 100 forᾱ andφ 1 . The largest difference of percentage bias is between φ andφ for n = 20, in which the uncorrected estimator has bias 11 times higher than the corrected one. Figure 2(c) shows the lower values of the total relative bias in the corrected estimates, beside the convergence to zero is faster. In addition to that, it is also observed that the asymptotic property of unbiasedness of MLE is satisfied, because the bias decreases as the sample size increases. We also verified the importance of correction in the MLE in the β ARMA model. The usual estimates were biased in different scenarios and sample sizes. The corrected estimators proved considerably less biased compared to the usual uncorrected. In general, the estimates performed better in the autoregressive estimator than in the part of the moving averages. Such fact was already discussed in Ansley and Newbold (1980) in ARMA models, where it is found, by simulation studies, that inferences about parameters of moving averages are poor. It is also noticeable that the estimator of φ proved itself biased in the usual statistics in different simulated models in almost all sample sizes.
Such fact is also verified in the beta regression model, where the estimators of the precision ( φ ) are percentually more biased than those of the mean structure, and the bootstrap corrections in the MLE of φ greatly reduce the bias in the corrected estimates (Ospina et al., 2006) . Thus, we recommend the use of corrected statistics rather than classical MLE to obtain better point estimators. with what is discussed in Inoue and Kilian (2002) , where for models composed only for autoregressive parameter, the confidence interval shows good results. In other models the standard confidence intervals showed poor results, suggesting the necessity of corrections. The inferential difficulties on the parameters of the moving averages part are also verified in the classic article of Ansley and Newbold (1980) , considering ARMA models. In all models, the bootstrap corrections proved better than the usual interval estimators. It can be concluded that the best corrected confidence interval is the CI boot , once it presented values of coverage rates closer to 0.95 for all parameters in all sample sizes. It should be also noted that among the bootstrap confidence intervals, the CI u showed the greatest distortion in relation to the cover rates, although it presented less distortion than asymptotic intervals. 
Application
This section presents an application to real data of the β ARMA model with the corrected estimators proposed in Section 3. We considered comparisons among the forecast of the corrected β ARMA, the uncorrected β ARMA, and the classical ARMA model (Box et al., 2008) . The data used refer to the percentage of energy stored in southern Brazil, in the period of January 2009 to January 2015, totaling 73 observations (ONS, 2014) . The study of the amount of stored energy becomes an important aid to managers in the water resources and electricity areas. Such forecasts are useful to predict problems of lack or accumulation of energy, and could avoid waste. Thus, one can also control the expenses and, consequently, prices (Hong et al., 2014 ). For the model selection it was considered a computationally exhaustive search with the objective of minimizing the Akaike information criterion (AIC) (Akaike, 1974) . The search space was restricted to models with orders less than or equal to 6, that is, we considered 0 ≤ p ≤ 6 and 0 ≤ q ≤ 6. The β ARMA(1, 1) model presented the lowest AIC value. The logit link function was considered. Table 4 presents the fit of the selected model, considering the point and interval estimates (with α = 5%) corrected and uncorrected. The corrected CI considered was the CI boot , because it was the CI that presented best numerical results in simulations. Zero does not belong to any 95% level confidence interval, and hence all the parameters are statistically significant at the 5% nominal level. Based on the numerical results, which showed considerable biases of MLE and the effectiveness of the bootstrap correction, it is suggested that the bias-corrected estimates result in a model closer to the unknown population model and, therefore, in a better fitted model. residual correlograms don't show autocorrelation significantly different from zero, the behavior of the standardized residuals is random around zero and within the interval of −3 to 3 and the predicted values are similar to the original data.
Aiming to empirically verify the importance of considering bias-corrected estimators, we carried out comparisons of the models in relation to actual and predicted values. These comparisons were performed by evaluating the mean square error (MSE), the mean absolute percentage error (MAPE) and the mean absolute scaled error (MASE) (Hyndman and Koehler, 2006) . The MSE and the MAPE are traditional quality measures of prediction and MASE is indicated for values close to zero (Hyndman and Koehler, 2006) . These measures evaluate the difference between the actual value and the predicted value and are defined respectively by:
where y h are the observed data, µ h are the predicted values and h = 1, . . . , H, with H = 6. Such measures were adjusted within and outside the interval of observations used for estimation. The calculation with data outside of the observational period was carried out considering the H last ocurrences reserved from the original data. Table 5 presents the actual and predicted values for the referred months for corrected and uncorrected β ARMA models. (2003) and Kim and Durmaz (2012) . The non corrected models demonstrated inferior quality measurements for both inside and outside used intervals fitting modeling. Therefore, the effectiveness of the proposed correction was verified.
Conclusions
The ARIMA modeling is commonly used for modeling and forecasting variables over time. However, these models become inappropriate when it is not reasonable to assume normality for the variable of interest y, specially when y belongs in the continuous interval (0, 1). For such situations, there is the β ARMA model, assuming beta distribution for the variable of interest. The parameters of this model are estimated via maximization of the conditional loglikelihood function. These inferences have good results when the sample size is large, but can lead to inferential distortions in small samples. In the present paper were proposed bootstrap corrections for point and interval small sample inferences in the β ARMA model. The evaluation of the corrections considered was developed through Monte 
