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Tanmay Randhavane, Uttaran Bhattacharya, Kyra Kapsaskis, Kurt Gray, Aniket Bera, and Dinesh Manocha
Abstract—We present a new data-driven model and algorithm to identify the perceived emotions of individuals based on their walking
styles. Given an RGB video of an individual walking, we extract his/her walking gait in the form of a series of 3D poses. Our goal is to
exploit the gait features to classify the emotional state of the human into one of four emotions: happy, sad, angry, or neutral. Our
perceived emotion recognition approach uses deep features learned via LSTM on labeled emotion datasets. Furthermore, we combine
these features with affective features computed from gaits using posture and movement cues. These features are classified using a
Random Forest Classifier. We show that our mapping between the combined feature space and the perceived emotional state provides
80.07% accuracy in identifying the perceived emotions. In addition to classifying discrete categories of emotions, our algorithm also
predicts the values of perceived valence and arousal from gaits. We also present an “EWalk (Emotion Walk)” dataset that consists of
videos of walking individuals with gaits and labeled emotions. To the best of our knowledge, this is the first gait-based model to identify
perceived emotions from videos of walking individuals.
F
1 INTRODUCTION
EMOTIONS play a large role in our lives, defining ourexperiences and shaping how we view the world and
interact with other humans. Perceiving the emotions of so-
cial partners helps us understand their behaviors and decide
our actions towards them. For example, people communi-
cate very differently with someone they perceive to be angry
and hostile than they do with someone they perceive to be
calm and content. Furthermore, the emotions of unknown
individuals can also govern our behavior, (e.g., emotions
of pedestrians at a road-crossing or emotions of passengers
in a train station). Because of the importance of perceived
emotion in everyday life, automatic emotion recognition is
a critical problem in many fields such as games and enter-
tainment, security and law enforcement, shopping, human-
computer interaction, human-robot interaction, etc.
Humans perceive the emotions of other individuals us-
ing verbal and non-verbal cues. Robots and AI devices
that possess speech understanding and natural language
processing capabilities are better at interacting with hu-
mans. Deep learning techniques can be used for speech
emotion recognition and can facilitate better interactions
with humans [1].
Understanding the perceived emotions of individuals
using non-verbal cues is a challenging problem. The non-
verbal cues humans use to perceive emotions include both
facial expressions and body movements. With a more ex-
tensive availability of data, considerable research has fo-
cused on using facial expressions to understand emotion [2].
However, recent studies in psychology question the com-
municative purpose of facial expressions and doubt the
quick, automatic process of perceiving emotions from these
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Fig. 1: Identiying Perceived Emotions: We present a novel
algorithm to identify the perceived emotions of individuals
based on their walking styles. Given an RGB video of an
individual walking (top), we extract his/her walking gait
as a series of 3D poses (bottom). We use a combination of
deep features learned via an LSTM and affective features
computed using posture and movement cues to then classify
into basic emotions (e.g., happy, sad, etc.) using a Random
Forest Classifier.
expressions [3]. There are situations when facial expressions
can be unreliable, such as with “mock” or “referential
expressions” [4]. Facial expressions can also be unreliable
depending on whether an audience is present [5].
Research has shown that body expressions are also cru-
cial in emotion expression and perception [6]. For example,
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2when presented with bodies and faces that expressed ei-
ther anger or fear (matched correctly with each other or
as mismatched compound images), observers are biased
towards body expression [7]. Aviezer et al.’s study [8] on
positive/negative valence in tennis players showed that
faces alone were not a diagnostic predictor of valence,
but the body alone or the face and body together can be
predictive.
Specifically, body expression in walking, or an indi-
vidual’s gait, has been proven to aid in the perception
of emotions. In an early study by Montepare et al. [9],
participants were able to identify sadness, anger, happiness,
and pride at a significant rate by observing affective features
such as increased arm swinging, long strides, a greater foot
landing force, and erect posture. Specific movements have
also been correlated with specific emotions. For example,
sad movements are characterized by a collapsed upper body
and low movement activity [10]. Happy movements have a
faster pace with more arm swaying [11].
Main Results: We present an automatic emotion iden-
tification approach for videos of walking individuals (Fig-
ure 1). We classify walking individuals from videos into
happy, sad, angry, and neutral emotion categories. These
emotions represent emotional states that last for an extended
period and are more abundant during walking [12]. We
extract gaits from walking videos as 3D poses. We use an
LSTM-based approach to obtain deep features by modeling
the long-term temporal dependencies in these sequential 3D
human poses. We also present spatiotemporal affective body
features representing the posture and movement of walking
humans. We combine these affective features with LSTM-
based deep features and use a Random Forest Classifier to
classify them into four categories of emotion. We observe
an improvement of 13.85% in the classification accuracy
over other gait-based perceived emotion classification algo-
rithms.
We also present a new dataset, “Emotion Walk (EWalk),”
which contains videos of individuals walking in both indoor
and outdoor locations. Our dataset consists of 1384 gaits
and the perceived emotions labeled using Mechanical Turk.
Some of the novel components of our work include:
1. A novel data-driven mapping between the affective fea-
tures extracted from a walking video and the perceived
emotions.
2. A novel emotion identification algorithm that combines
affective features and deep features, obtaining 80.07% accu-
racy.
3. A new public domain dataset, EWalk, with walking
videos, gaits, and labeled emotions.
The rest of the paper is organized as follows. In Section
2, we review the related work in the fields of emotion
modeling, bodily expression of emotion, and automatic
recognition of emotion using body expressions. In Section
3, we give an overview of our approach and present the
affective features. We provide the details of our LSTM-
based approach to identifying perceived emotions from
walking videos in Section 4. We compare the performance of
our method with state-of-the-art methods in Section 5. We
present the EWalk dataset in Section 6.
Fig. 2: All discrete emotions can be represented by points on
a 2D affect space of Valence and Arousal [13], [14].
2 RELATED WORK
In this section, we give a brief overview of previous works
on emotion modeling, emotion expression using body pos-
ture and movement, and automatic emotion recognition.
2.1 Emotion Modeling
In previous literature, emotions were modeled as discrete
categories or as points in a continuous space of affective di-
mensions. In the continuous space representation, emotions
are treated as points on a 2D space of arousal and valence
dimensions [14]. Sometimes an additional dimension of ac-
tion tendency [6] or dominance [15] is also used to represent
emotions in a 3D space. Mikels et al. [16] and Morris [17]
investigated a mapping between the continuous model and
discrete emotional models. For example, discrete emotions
of anger, happiness, and pride are related to high arousal,
whereas sadness, relief, and contentment are related to low
arousal (Figure 2). Many affective computing approaches
have used biometric signals for detecting affective dimen-
sions of arousal and valence [18], [19]. In this paper, we iden-
tify four discrete emotions (happy, angry, sad, and neutral)
from the walking motions and gaits while also identifying
the values of valence and arousal. A combination of these
four emotions can be used to represent other emotions [16].
2.2 Body Expression of Emotion
Affect expression combines verbal and nonverbal commu-
nication styles, including eye gaze and body expressions
in addition to facial expressions, intonation, and other
cues [20]. Facial expressions–like any element of emotional
communication–do not exist in isolation. There is no deny-
ing that in certain cases such as with actors and caricatures,
it is appropriate to assume affect based on the visual cues
from the face, however, in day-to-day life, this doesn’t
account for body expressions. More specifically, the way a
person walks, or their gait, has been proven to aid in the
perception of that persons emotion.
The ability for body joints to express emotions has been
studied in two pathways: posture and movement. Studies
involving signals from posture and movement determined
that both are used in the perception of emotion [21]. Expres-
sion of emotion in various activities such as knocking [22],
3dancing [23], playing musical instruments, walking [24], etc.
has also been studied [6]. Kleinsmith et al. [6] identified
affective dimensions that human observers use when dis-
criminating between postures. Roether et al. [21] used a
systematic approach and Omlor and Giese [25] identified
spatiotemporal features that are specific to different emo-
tions in gaits. Our approach is inspired by these studies and
uses a combination of posture and movement features (i.e.
affective features) to identify the perceived emotions from
walking gaits.
2.3 Emotion Perception
It is important to distinguish between perceived emotions
and actual emotions as we discuss the perception of emo-
tions. One of the most obvious cues to another person’s
emotional state is his or her self-report [26]. People typically
have access to their internal feelings [27] and when a person
says that they are sad or disgusted they are conveying
important information [27]. However, self-reports are not
always available; for example, when people observe others
remotely (e.g., via cameras) they do not have the ability to
ask about their emotional state. Self-reports can also often be
misleading, as when people report feeling “fine” when they
are clearly feeling depressed, or when people try to deceive
law enforcement agencies by conveying a false sense of calm
after wrongdoing [28], [29].
Additionally, in our daily lives, we do not have access to
factual information regarding the emotional states of others.
We only have the information that we gather from social
perception cues and these help guide us through our social
interactions. Therefore, in this paper, we focus on these
cues of social perception of emotions instead of using self-
reported measures.
2.4 Automatic Emotion Recognition
With the increasing availability of technologies that capture
body expression, there is considerable work on the auto-
matic recognition of emotions from body expressions. Most
works use a feature-based approach to identify emotion
from body expressions automatically. These features are
either extracted using purely statistical techniques or using
techniques that are inspired by psychological studies. Some
approaches focused on specific activities such as dancing,
knocking [22], walking [24], games [6], etc., whereas some
other approaches used a more generalized approach [30],
[31]. Some approaches have combined both facial and body
expressions [7]. Some approaches found emotions in body
expressions with the help of neutral expressions [21]. Crenn
et al. [32] generated neutral movements from expressive
movements and then identified the emotion in the expres-
sive movement. Karg et al. [24] examined gait informa-
tion for person-dependent affect recognition using motion
capture data of a single walking stride. Wang et al. [33]
used a Kinect to capture the gaits and identify whether an
individual is angry, happy, or neutral using four walk cycles.
As is the case for most of these techniques, our approach is
also founded on using psychology-based features to identify
emotion in walking movements without using a neutral
movement in real-time.
2.5 Behavior Characteristics from Movement Features
In addition to emotion, models have been developed to
learn other behavior characteristics such as friendliness,
dominance, personalities, and approachability. Researchers
have proposed models of friendliness based on movement
cues such as gaits, gestures, and gazing [34], [35], [36], [37]
for robotics and VR applications. Movement characteris-
tics such as trajectories and gaits have also been used to
model personalities [38]. Based on movememnt cues such as
gaits and activity cues, dominance of individuals’ has been
modeled [39], [40]. Models based on movement characteris-
tics have also been developed to model approachability of
robots and virtual agents [41], [42].
3 APPROACH
In this section, we describe our algorithm (Figure 3) for
identifying perceived emotions from RGB videos.
3.1 Notation
For our formulation, we represent a human with a set of 16
joints, as shown in [43] (Figure 4). A pose P ∈ R48 of a hu-
man is a set of 3D positions of each joint ji, i ∈ {1, 2, ..., 16}.
For any RGB video V , we represent the gait extracted using
3D pose estimation as G. The gait G is a set of 3D poses
P1, P2, ..., Pτ where τ is the number of frames in the input
video V . We represent the extracted affective features of
a gait G as F . Given the gait features F , we represent
the predicted emotion by e ∈ {happy, angry, sad, neutral}.
These four basic emotions represent emotional states that
last for an extended period and are more abundant during
walking [12]. These four emotions capture the spectrum of
the affective space and a combination of them can be used
to represent other emotions [16]
3.2 Overview
Our real-time perceived emotion prediction algorithm is
based on a data-driven approach. We present an overview
of our approach in Figure 3. During the offline training
phase, we use multiple gait datasets and extract affective
features. These affective features are based on psycholog-
ical characterization [24], [30] and consist of both posture
and movement features. We also extract deep features by
training an LSTM network. We combine these deep and
affective features and train a Random Forest classifier. At
runtime, given an RGB video of an individual walking, we
extract his/her gait in the form of a set of 3D poses using
a state-of-the-art 3D human pose estimation technique [43].
We extract affective and deep features from this gait and
identify the perceived emotion using the trained Random
Forest classifier. We now describe each component of our
algorithm in detail.
3.3 Affective Feature Computation
For an accurate prediction of an individual’s affective state,
both posture and movement features are essential [6]. Fea-
tures in the form of joint angles, distances, and velocities,
and space occupied by the body have been used for recog-
nition of emotions and affective states from gaits [6], [30].
4Fig. 3: Overview: Given an RGB video of an individual walking, we use a state-of-the-art 3D human pose estimation
technique [43] to extract a set of 3D poses. These 3D poses are passed to an LSTM network to extract deep features. We
train this LSTM network using multiple gait datasets. We also compute affective features consisting of both posture and
movement features using psychological characterization. We concatenate these affective features with deep features and
classify the combined features into 4 basic emotions using a Random Forest classifier.
Fig. 4: Human Representation: We represent a human by a
set of 16 joints. The overall configuration of the human is
defined using these joint positions and is used to extract the
features.
Based on these psychological findings, we compute affective
features that include both the posture and the movement
features.
We represent the extracted affective features of a gait
G as a vector F ∈ R29. For feature extraction, we use a
single stride from each gait corresponding to consecutive
foot strikes of the same foot. We used a single cycle in
our experiments because in some of the datasets (CMU,
ICT, EWalk) only a single walk cycle was available. When
multiple walk cycles are available, they can be used to
increase accuracy.
TABLE 1: Posture Features: We extract posture features
from an input gait using emotion characterization in visual
perception and psychology literature [24], [30].
Type Description
Volume Bounding box
Angle
At neck by shoulders
At right shoulder by
neck and left shoulder
At left shoulder by
neck and right shoulder
At neck by vertical and back
At neck by head and back
Distance
Between right hand
and the root joint
Between left hand
and the root joint
Between right foot
and the root joint
Between left foot
and the root joint
Between consecutive
foot strikes (stride length)
Area
Triangle between
hands and neck
Triangle between
feet and the root joint
3.3.1 Posture Features
We compute the features Fp,t ∈ R12 related to the posture
Pt of the human at each frame t using the skeletal represen-
tation (computed using TimePoseNet Section 4.6). We list
the posture features in Table 1. We define posture features
of the following types:
• Volume: According to Crenn et al. [30], body expan-
sion conveys positive emotions while a person has a
more compact posture during negative expressions.
We model this by the volume Fvolume,t ∈ R occupied
5TABLE 2: Movement Features: We extract movement fea-
tures from an input gait using emotion characterization in
visual perception and psychology literature [24], [30].
Type Description
Speed
Right hand
Left hand
Head
Right foot
Left foot
Acceleration Magnitude
Right hand
Left hand
Head
Right foot
Left foot
Movement Jerk
Right hand
Left hand
Head
Right foot
Left foot
Time One gait cycle
by the bounding box around the human.
• Area: We also model body expansion by areas of tri-
angles between the hands and the neck and between
the feet and the root joint Farea,t ∈ R2.
• Distance: Distances between the feet and the
hands can also be used to model body expansion
Fdistance,t ∈ R4.
• Angle: Head tilt is used to distinguish between
happy and sad emotions [24], [30]. We model this
by the angles extended by different joints at the neck
Fangle,t ∈ R5.
We also include stride length as a posture feature. Longer
stride lengths convey anger and happiness and shorter
stride lengths convey sadness and neutrality [24]. Suppose
we represent the positions of the left foot joint jlFoot and
the right foot joint jrFoot in frame t as ~p(jlFoot, t) and
~p(jrFoot, t) respectively. Then the stride length s ∈ R is
computed as:
s = max
t∈1..τ
||~p(jlFoot, t)− ~p(jrFoot, t)|| (1)
We define the posture features Fp ∈ R13 as the average
of Fp,t, t = {1, 2, .., τ} combined with the stride length:
Fp =
∑
t Fp,t
τ
∪ s, (2)
3.3.2 Movement Features
Psychologists have shown that motion is an important char-
acteristic for the perception of different emotions [6]. High
arousal emotions are more associated with rapid and in-
creased movements than low arousal emotions. We compute
the movement features Fm,t ∈ R15 at frame t by considering
the magnitude of the velocity, acceleration, and movement
jerk of the hand, foot, and head joints using the skeletal
representation. For each of these five joints ji, i = 1, ..., 5,
we compute the magnitude of the first, second, and third
finite derivatives of the position vector ~p(ji, t) at frame t.
We list the movement features in Table 2.
Since faster gaits are perceived as happy or angry
whereas slower gaits are considered sad [24], we also in-
clude the time taken for one walk cycle (gt ∈ R) as a move-
ment feature. We define the movement features Fm ∈ R16
as the average of Fm,t, t = {1, 2, .., τ}:
Fm =
∑
t Fm,t
τ
∪ gt, (3)
3.3.3 Affective Features
We combine posture and movement features and define
affective features F as: F = Fm ∪ Fp.
4 PERCEIVED EMOTION IDENTIFICATION
We use a vanilla LSTM network [44] with a cross-entropy
loss that models the temporal dependencies in the gait
data. We chose an LSTM network to model deep features
of walking because it captures the geometric consistency
and temporal dependency among video frames for gait
modeling [45]. We describe the details of the training of the
LSTM in this section.
4.1 Datasets
We used the following publicly available datasets for train-
ing our perceived emotion classifier:
• Human3.6M [46]: This dataset consists of 3.6 mil-
lion 3D human images and corresponding poses. It
also contains video recordings of 5 female and 6
male professional actors performing actions in 17
scenarios including taking photos, talking on the
phone, participating in discussions, etc. The videos
were captured at 50 Hz with four calibrated cameras
working simultaneously. Of these, there are motion-
captured gaits from 14 videos of the subjects walk-
ing.
• CMU [47]: The CMU Graphics Lab Motion Cap-
ture Database contains motion-captured videos of
humans interacting among themselves (e.g., talk-
ing, playing together), interacting with the environ-
ment (e.g., playgrounds, uneven terrains), perform-
ing physical activities (e.g., playing sports, dancing),
enacting scenarios (e.g., specific behaviors), and lo-
comoting (e.g., running, walking). In total, there are
motion captured gaits from 49 videos of subjects
walking with different styles.
• ICT [48]: This dataset contains motion-captured gaits
from walking videos of 24 subjects. The videos were
annotated by the subjects themselves, who were
asked to label their own motions as well as motions
of other subjects familiar to them.
• BML [12]: This dataset contains motion-captured
gaits from 30 subjects (15 male and 15 female).
The subjects were nonprofessional actors, ranging
between 17 and 29 years of age with a mean age of
22 years. For the walking videos, the actors walked
in a triangle for 30 sec, turning clockwise and then
counterclockwise in two individual conditions. Each
subject provided 4 different walking styles in two
directions, resulting in 240 different gaits.
• SIG [49]: This is a dataset of 41 synthetic gaits gen-
erated using local mixtures of autoregressive (MAR)
models to capture the complex relationships between
the different styles of motion. The local MAR models
6Fig. 5: Gait Visualizations: We show the visualization of
the motion-captured gaits of four individuals with their
classified emotion labels. Gait videos from 248 motion-
captured gaits were displayed to the participants in a web
based user study to generate labels. We use that data for
training and validation.
were developed in real-time by obtaining the nearest
examples of given pose inputs in the database. The
trained model were able to adapt to the input poses
with simple linear transformations. Moreover, the
local MAR models were able to predict the timings
of synthesized poses in the output style.
• EWalk (Our novel dataset): We also collected videos
and extracted 1136 gaits using 3D pose estimation.
We present details about this dataset in Section 6.
The wide variety of these datasets includes acted as
well as non-acting and natural-walking datasets (CMU, ICT)
where the subjects were not told to assume an emotion.
These datasets provide a good sample of real-world scenar-
ios.
4.2 Perceived Emotion Labeling
We obtained the perceived emotion labels for each gait using
a web-based user study.
4.2.1 Procedure
We generated visualizations of each motion-captured gait
using a skeleton mesh (Figure 5). For the EWalk dataset,
we presented the original videos to the participants when
they were available. We hid the faces of the actors in these
videos to ensure that the emotions were perceived from
the movements of the body and gaits, not from the facial
expressions.
4.2.2 Participants
We recruited 688 participants (279 female, 406 male, age =
34.8) from Amazon Mechanical Turk and the participant
TABLE 3: Correlation Between Emotion Responses: We
present the correlation between participants’ responses to
questions relating to the four emotions.
Happy Angry Sad Neutral
Happy 1.000 -0.268 -0.775 -0.175
Angry -0.268 1.000 -0.086 -0.058
Sad -0.775 -0.086 1.000 -0.036
Neutral -0.175 -0.058 -0.036 1.000
responses were used to generate perceived emotion labels.
Each participant watched and rated 10 videos from one
of the datasets. The videos were presented randomly and
for each video we obtained a minimum of 10 participant
responses.
4.2.3 Analysis
We asked each participant whether he/she perceived the
gait video as happy, angry, sad, or neutral on 5-point Likert
items ranging from Strongly Disagree to Strongly Agree. For
each gait Gi in the datasets, we calculated the mean of all
participant responses (rei,j) to each emotion:
rei =
∑np
j=1 r
e
i,j
np
, (4)
where np is the number of participant responses collected
and e is one of the four emotions: angry, sad, happy, neutral.
We analyzed the correlation between participants’ re-
sponses to the questions relating to the four emotions (Ta-
ble 3). A correlation value closer to 1 indicates that the two
variables are positively correlated and a correlation value
closer to −1 indicates that the two variables are negatively
correlated. A correlation value closer to 0 indicates that two
variables are uncorrelated. As expected, happy and sad are
negatively correlated and neutral is uncorrelated with the
other emotions.
Previous research in the psychology literature suggests
that social perception is affected by the gender of the
observer [50], [51], [52]. To verify that our results do not
significantly depend on the gender of the participants, we
performed a t-test for differences between the responses by
male and female participants. We observed that the gender
of the participant did not affect the responses significantly
(t = −0.952, p = 0.353).
We obtained the emotion label ei for Gi as follows:
ei = e | rei > θ, (5)
where θ = 3.5 is an experimentally determined threshold
for emotion perception.
If there are multiple emotions with average participant
responses greater than rei > θ, the gait is not used for
training.
4.3 Long Short-Term Memory (LSTM) Networks
LSTM networks [44] are neural networks with special units
known as “memory cells” that can store data values from
particular time steps in a data sequence for arbitrarily
long time steps. Thus, LSTMs are useful for capturing
temporal patterns in data sequences and subsequently us-
ing those patterns in prediction and classification tasks.
7To perform supervised classification, LSTMs, like other
neural networks, are trained with a set of training data
and corresponding class labels. However, unlike traditional
feedforward neural networks that learn structural patterns
in the training data, LSTMs learn feature vectors that encode
temporal patterns in the training data.
LSTMs achieve this by training one or more “hidden”
cells, where the output at every time step at every cell
depends on the current input and the outputs at previous
time steps. These inputs and outputs to the LSTM cells are
controlled by a set of gates. LSTMs commonly have three
kinds of gates: the input gate, the output gate, and the forget
gate, represented by the following equations:
Input Gate (i): it = σ(Wi + Uiht−1 + bi) (6)
Output Gate (o): ot = σ(Wo + Uoht−1 + bo) (7)
Forget Gate (f): ft = σ(Wf + Ufht−1 + bf ) (8)
where σ(·) denotes the activation function and Wg , Ug and
bg denote the weight matrix for the input at the current time
step, the weight matrix for the hidden cell at the previous
time step, and the bias, on gate g ∈ {i, o, f}, respectively.
Based on these gates, the hidden cells in the LSTMs are then
updated using the following equations:
ct = ft ◦ ct−1 + it ◦ σ(Wcxt + Ucht + bc) (9)
ht = σ(ot ◦ ct) (10)
where ◦ denotes the Hadamard or elementwise product, c
is referred to as the cell state, and Wc, Uc and bc are the
weight matrix for the input at the current time step, the
weight matric for the hidden cell at the previous time step,
and the bias, on c, respectively.
4.4 Deep Feature Computation
We used the LSTM network shown in Figure 3. We obtained
deep features from the final layer of the trained LSTM
network. We used the 1384 gaits from the various public
datasets (Section 4.1). We also analyzed the extracted deep
features using an LSTM encoder-decoder architecture with
reconstruction loss. We generated synthetic gaits and ob-
served that our LSTM-based deep features correctly model
the 3D positions of joints relative to each other at each frame.
The deep features also capture the periodic motion of the
hands and legs.
4.4.1 Implementation Details
The training procedure of the LSTM network that we fol-
lowed is laid out in Algorithm 1. For training, we used a
mini-batch size of 8 (i.e., b = 8 in Algorithm 1) and 500
training epochs. We used the Adam optimizer [53] with
an initial learning rate of 0.1, decreasing it to 110 -th of its
current value after 250, 375, and 438 epochs. We also used
a momentum of 0.9 and a weight-decay of 5 × 10−4. The
training was carried out on an NVIDIA GeForce GTX 1080
Ti GPU.
Algorithm 1 LSTM Network for Emotion Perception
Input: N training gaits {Gi}i=1...N and corresponding
emotion labels {Li}i=1...N .
Output: Network parameters θ such that the loss∑N
i=1‖Li − fθ(Gi)‖2 is minimized, where fθ(·) denotes the
network.
1: procedure TRAIN
2: for number of training epochs do
3: for number of iterations per epoch do
4: Sample mini-batch of b training gaits and cor-
responding labels
5: Update the network parameters θ w.r.t. the b
samples using backpropagation.
4.5 Classification
We concatenate the deep features with affective features and
use a Random Forest classifier to classify these concatenated
features. Before combining the affective features with the
deep features, we normalize them to a range of [−1, 1].
We use Random Forest Classifier with 10 estimators and
a maximum depth of 5. We use this trained classifier to
classify perceived emotions.
4.6 Realtime Perceived Emotion Recognition
At runtime, we take an RGB video as input and use the
trained classifier to identify the perceived emotions. We
exploit a real-time 3D human pose estimation algorithm,
TimePoseNet [43], which uses a semi-supervised learning
method that utilizes the more widely available 2D human
pose data [54] to learn the 3D information.
TimePoseNet is a single person model and expects a
sequence of images cropped closely around the person as
input. Therefore, we first run a real-time person detector [55]
on each frame of the RGB video and extract a sequence of
images cropped closely around the person in the video V .
The frames of the input video V are sequentially passed
to TimePoseNet, which computes a 3D pose output for each
input frame. The resultant poses P1, P2, ..., Pτ represent the
extracted output gait G. We normalize the output poses so
that the root position always coincides with the origin of the
3D space. We extract features of the gait G using the trained
LSTM model. We also compute the affective features and
classify the combined features using the trained Random
Forest classifier.
5 RESULTS
We provide the classification results of our algorithm in this
section.
5.1 Analysis of Different Classification Methods
We analyze different classification techniques to classify
the combined deep and affective features and compare the
resulting accuracies in Table 4. We use the Random Forest
classifier in the subsequent results because it provides the
highest accuracy (80.07%) of all the classification methods.
Additionally, our algorithm achieves 79.72% accuracy on
the non-acted datasets (CMU and ICT), indicating that it
performs equally well on acted and non-acted data.
8TABLE 4: Performance of Different Classification Meth-
ods: We analyze different classification algorithms to classify
the concatenated deep and affective features. We observe an
accuracy of 80.07% with the Random Forest classifier.
Algorithm (Deep + Affective Features) Accuracy
LSTM + Support Vector Machines (SVM) 70.04%
LSTM + Stochastic Gradient Descent (SGD) 71.01%
LSTM + Random Forest 80.07%
5.2 Comparison with Other Methods
In this section, we present the results of our algorithm and
compare it with other state-of-the-art methods. We compare
the results with the following methods:
• Karg et al. [24]: This method is based on using
gait features related to shoulder, neck, and thorax
angles, stride length, and velocity. These features are
classified using PCA-based methods. This method
only models the posture features for the joints and
doesn’t model the movement features.
• Venture et al. [56]: This method uses the auto-
correlation matrix of the joint angles at each frame
and uses similarity indices for classification. The
method provides good intra-subject accuracy but
performs poorly for the inter-subject databases.
• Crenn et al. [30]: This method uses affective features
from both posture and movement and classifies these
features using SVMs. This method is trained for more
general activities like knocking and does not use
information about feet joints.
• Daoudi et al. [57]: This method uses a manifold
of symmetric positive definite matrices to represent
body movement and classifies them using the Near-
est Neighbors method.
• Crenn et al. [32]: This method synthesizes a neutral
motion from an input motion and uses the difference
between the input and the neutral emotion as the
feature for classifying emotions. This method does
not use the psychological features associated with
walking styles.
• Wang et al. [33]: This method uses a Kinect to capture
the gaits and identifies whether an individual is
angry, happy, or neutral using four walk cycles using
a feature-based approach.
We also compare our results to a baseline where we
use the LSTM to classify the gait features into the four
emotion classes. Table 5 provides the accuracy results of
our algorithm and shows comparisons with other methods.
These methods require input in the form of 3D human poses
and then they identify the emotions perceived from those
gaits. For this experiment, we extracted gaits from the RGB
videos of the EWalk dataset and then provided them as
input to the state-of-the-art methods along with the motion-
captured gait datasets. Accuracy results are obtained using
10-fold cross-validation on various datasets (Section 4.1).
We also show the percentage of gaits that the
LSTM+Random Forsest classifier correctly classified for
each emotion class in Figure 6. As we can see, for every class,
around 80% of the gaits are correctly classified, implying
that the classifier learns to recognize each class equally well.
TABLE 5: Accuracy: Our method with combined deep and
affective features classified with a Random Forest classifier
achieves an accuracy of 80.07%. We observe an improve-
ment of 13.85% over state-of-the-art emotion identification
methods and an improvement of 24.60% over a baseline
LSTM-based classifier.
Method Accuracy
Baseline (Vanilla LSTM) 55.47%
Affective Features Only 68.11%
Karg et al. [24] 39.58%
Venture et al. [56] 30.83%
Crenn et al. [30] 66.22%
Crenn et al. [32] 40.63%
Daoudi et al. [57] 42.52%
Wang et al. [33] 53.73%
Our Method (Deep + Affective Features) 80.07%
Further, when the classifier does make mistakes, it tends to
confuse neutral and sad gaits more than between any other
class pairs.
5.3 Analysis of the Learned Deep Features
We visualize the scatter of the deep feature vectors learned
by the LSTM network by projecting them in the top 3
principal component directions. This is shown in Figure 11.
We observe that the data points are well-separated even
in the projected dimension. By extension, this implies that
the deep features are at least as well separated in their
original dimension. Therefore, we can conclude that the
LSTM network has learned meaningful representations of
the input data that help it distinguish accurately between
the different emotion classes.
Additionally, we show the saliency maps given by the
network, for one correctly classified sample from each of
the four emotion classes in Figure 14. The saliency maps
show the activation on each of the joints during a single
walk cycle. Red denotes high activation while black denotes
no activation. Intuitively, the activated nodes at every frame
are the nodes the network focuses on in that frame. Finally,
based on the activation values of activated nodes in all the
frames, the network determines the class label for the gait.
We can observe from Figure 14 that the network focuses
mostly on the hand joints (observing arm swinging), the
feet joints (observing stride), and the head and neck joints
(observing head jerk). Based on the speed and frequency of
the movements of these joints, the network decides the class
labels. For example, the activation values on the joints for
anger (Figure 14a) are much higher than the ones for sadness
(Figure 14c), which matches with the psychological studies
of how angry and sad gaits typically look. This shows that
the features learned by the network are representative of the
psychological features humans tend to use when perceiving
emotions from gaits.
6 EMOTIONAL WALK (EWalk) DATASET
In this section, we describe our new dataset of videos
of individuals walking. We also provide details about the
perceived emotion annotations of the gaits obtained from
this dataset.
9Fig. 6: Confusion Matrix: For each emotion class, we show
the percentage of gaits belonging to that class that were
correctly classified by the LSTM+Random Forest classifier
(green background) and the percentage of gaits that were
misclassified into other classes (red background).
6.1 Data
The EWalk dataset contains 1384 gaits with emotion labels
from four basic emotions: happy, angry, sad, and neutral
(Figure 9). These gaits are either motion-captured or ex-
tracted from RGB videos. We also include synthetically
generated gaits using state-of-the-art algorithms [49]. In
addition to the emotion label for each gait, we also provide
values of affective dimensions: valence and arousal.
6.2 Video Collection
We recruited 24 subjects from a university campus. The
subjects were from a variety of ethnic backgrounds and
included 16 male and 8 female subjects. We recorded
the videos in both indoor and outdoor environments. We
requested that they walk multiple times with different
walking styles. Previous studies show that non-actors and
actors are both equally good at walking with different
emotions [21]. Therefore, to obtain different walking styles,
we suggested that the subjects could assume that they are
experiencing a certain emotion and walk accordingly. The
subjects started 7m from a stationary camera and walked
towards it. The videos were later cropped to include a single
walk cycle.
6.3 Data Generation
Once we collect walking videos and annotate them with
emotion labels, we can also use them to train generator
networks to generate annotated synthetic videos. Generator
networks have been applied for generating videos and joint-
graph sequences of human actions such as walking, sitting,
running, jumping, etc. Such networks are commonly based
on either Generative Adversarial Networks (GANs) [58] or
Variational Autoencoders (VAEs) [59].
GANs (Figure 7) are comprised of a generator that gen-
erates data from random noise samples and a discriminator
that discriminates between real data and the data generated
by the generator. The generator is considered to be trained
when the discriminator fails to discriminate between the real
and the generated data.
VAEs (Figure 8), on the other hand, are comprised of an
encoder followed by a decoder. The encoder learns a latent
embedding space that best represents the distribution of the
Fig. 7: Generative Adversarial Networks (GANs): The
network consists of a generator that generates synthetic
data from random samples drawn from a latent distribution
space. This is followed by a discriminator that attempts to
discriminate between the generated data and the real input
data. The objective of the generator is to learn the latent
distribution space of the real data whereas the objective of
the discriminator is to learn to discriminate between the real
data and the synthetic data generated by the generator. The
network is said to be learned when the discriminator fails to
distinguish between the real and the synthetic data.
Fig. 8: Variational Autoencoders (VAEs): The encoder con-
sists of an encoder that transforms the input data to a latent
distribution space. This is followed by a discriminator that
draws random samples from the latent distribution space to
generate synthetic data. The objective of the overall network
is then to learn the latent distribution space of the real data,
so that the synthetic data generated by the decoder belongs
to the same distribution space as the real data.
real data. The decoder then draws random samples from the
latent embedding space to generate synthetic data.
For temporal data such human action videos or joint-
graph sequences, two different approaches are commonly
taken. One approach is to individually generate each point
in the temporal sequence (frames in a video or graphs in a
graph sequence) respectively and then fuse them together in
a separate network to generate the complete sequence. The
methods in [60], [61], for example, use this approach. The
network generating the individual points only considers the
spatial constraints of the data, whereas the network fusing
the points into the sequence only considers the temporal
constraints of the data. The alternate approach is to train a
single network by providing it both the spatial and tem-
poral constraints of the data. For example, the approach
10
Fig. 9: EWalk Dataset: We present the EWalk dataset con-
taining RGB videos of pedestrians walking and the per-
ceived emotion label for each pedestrian.
used by Sijie et al. [62]. The first approach is relatively
more lightweight, but it does not explicitly consider spatial
temporal inter-dependencies in the data, such as the dif-
ferences in the arm swinging speeds between angry and
sad gaits. While the latter approach does take these inter-
dependencies into account, it is also harder to train because
of these additional constraints.
6.4 Analysis
We presented the recorded videos to MTurk participants
and obtained perceived emotion labels for each video using
the method described in Section 4.2. Our data is widely
distributed across the four categories with the Happy cat-
egory containing the most largest of gaits (32.07%) and the
Neutral category containing the smallest number of gaits
with 16.35% (Figure 10).
6.4.1 Affective Dimensions
We performed an analysis of the affective dimensions (i.e.
valence and arousal). For this purpose, we used the partici-
pant responses to the questions about the happy, angry, and
sad emotions. We did not use the responses to the question
about the neutral emotion because it corresponds to the
origin of the affective space and does not contribute to the
valence and arousal dimensions. We performed a Principal
Component Analysis (PCA) on the participant responses
[rhappyi , r
angry, rsad] and observed that the following two
principal components describe 94.66% variance in the data:[
PC1
PC2
]
=
[
0.67 −0.04 −0.74
−0.35 0.86 −0.37
]
(11)
We observe that the first component with high values of
the Happy and Sad coefficients represents the valence dimen-
sion of the affective space. The second principal component
with high values of the Anger coefficient represents the
Fig. 10: Distribution of Emotion in the Datasets: We
present the percentage of gaits that are perceived as belong-
ing to each of the emotion categories (happy, angry, sad, or
neutral). We observe that our data is widely distributed.
arousal dimension of the affective space. Surprisingly, this
principal component also has a negative coefficient for the
Happy emotion. This is because a calm walk was often rated
as happy by the participants, resulting in low arousal.
6.4.2 Prediction of Affect
We use the principal components from Equation 11 to
predict the values of the arousal and valence dimensions.
Suppose, the probabilities predicted by the Random Forest
classifier are p(h), p(a), and p(s) corresponding to the emo-
tion classes happy, angry, and sad, respectively. Then we
can obtain the values of valence and arousal as:
valence =
[
0.67 −0.04 −0.74] [p(h) p(a) p(s)]T (12)
arousal =
[−0.35 0.86 −0.37] [p(h) p(a) p(s)]T (13)
Fig. 11: Scatter Plot of the Learned Deep Features: These
are the deep features learned by the LSTM network from the
input data points, projected in the 3 principal component
directions. The different colors correspond to the different
input class labels. We can see that the features for the
different classes are well-separated in the 3 dimensions.
This implies that the LSTM network learns meaningful
representations of the input data for accurate classification.
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Fig. 12: Application: Our gaits and their perceived emotion
labels can be used to generate virtual characters with differ-
ent emotions. We show a character that is generated using
our approach to convey basic emotions: angry, happy, sad,
and neutral.
7 APPLICATION: VIRTUAL CHARACTER GENERA-
TION
In this section, we present an application of our method that
generates virtual characters with given desired emotions
(Figure 12).
7.1 Overview
We provide an overview of our end-to-end approach to
simulating virtual characters in Figure 13. We assume that
the environment consists of static and dynamic obstacles.
At the start of the simulation, we initialize the environment
state with positions and dimensions of the static obstacles
and the current positions and velocities of the dynamic ob-
stacles. We also initialize a Behavioral Finite State Machine
(BFSM) based on the user input and the intended tasks.
We set up a 3D model for each virtual character that is
rigged using automatic rigging software and associate a
hierarchical skeleton with appropriate joint values.
7.2 Behavioral Finite State Machine
We represent the behavioral state of the virtual characters in
a BFSM and use it to control their behaviors. At runtime, we
consider the environment state and the context of the cur-
rent task and update the state of the BFSM that determines
the virtual characters’ behavior. This state also computes a
goal position for each virtual character.
Fig. 13: Virtual Character Generation: We provide an
overview of our end-to-end approach for simulating virtual
characters. We represent the behavioral state of the virtual
characters in a Behavioral Finite State Machine (BFSM) and
use it to control their behavior based on the state of the en-
vironment, which consists of static and dynamic obstacles.
We use our perceived emotion prediction to generate gaits
for the virtual characters based on their desired emotions.
7.3 Global and Local Navigation
If the goal positions of virtual characters are different from
their current positions, then a navigation algorithm is used
to compute the trajectories to the new positions. To provide
collision-free navigation in the presence of obstacles or
other virtual characters, we utilize the multi-agent simu-
lation framework, Menge [63]. In this framework, a global
navigation step first breaks down the goal positions into
intermediate goals that avoid collisions with the static obsta-
cles in the environment. Next, a local navigation step uses
a reciprocal collision avoidance (RVO) approach to avoid
collisions with dynamic obstacles and provide navigation to
the intermediate goals [64].
In this approach, we represent each agent on the 2D
ground plane and generate smooth, stable, collision-free
velocities. RVO is an agent-based approach that computes
a collision-free 2D velocity for an agent given its preferred
velocity, time horizon (tmax), and current positions and
velocities of the all virtual agents in the environment. In
other words, it computes a velocity that can generate a
collision-free trajectory at time tmax. We update the charac-
ter’s location in the virtual world according to this collision-
free trajectory at each frame.
7.4 Gait Generation
In addition to the goal position for each virtual character,
the BFSM state also determines the desired emotion that
each virtual character must convey. To achieve this, we use
our gait-based approach to identify the perceived emotion.
For each virtual character, we obtain a set of gaits that
correspond to the desired emotion using our gait dataset
and associated labels. We choose one of the gaits from this
set and use it to update the joint positions of the agent in the
virtual world. The selection of a gait can be made according
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(a) Angry
(b) Happy
(c) Sad
Fig. 14: Saliency Maps: We present the saliency maps for examples from each of the four emotion classes, as learned
by the network for a single walk cycle. The maps show activations on the joints during the walk cycle. Black represents
no activation and red represents high activation. For all the emotion classes, the hand, feet and head joints have high
activations, implying that the network deems these joints to be more important for determining the class. Moreover, the
activation values on these joints for a high arousal emotion (e.g., angry) are higher than those for a low arousal emotion
(e.g., sad), implying the network learns that higher arousal emotions lead to more vigorous joint movements.
to many criteria (such as personality or preferred walking
speed).
8 CONCLUSION, LIMITATIONS, AND FUTURE
WORK
We presented a novel method for classifying perceived
emotions of individuals based on their walking videos. Our
method is based on learning deep features computed using
LSTM and exploits psychological characterization to com-
pute affective features. The mathematical characterization
of computing gait features also has methodological impli-
cations for psychology research. This approach explores the
basic psychological processes used by humans to perceive
emotions of other individuals using multiple dynamic and
naturalistic channels of stimuli. We concatenate the deep
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and affective features and classify the combined features
using a Random Forest Classification algorithm. Our algo-
rithm achieves an absolute accuracy of 80.07%, which is
an improvement of 24.60% over vanilla LSTM (i.e., using
only deep features) and offers an improvement of 13.85%
over state-of-the-art emotion identification algorithms. Our
approach is also the first approach to provide a real-time
pipeline for emotion identification from walking videos by
leveraging state-of-the-art 3D human pose estimation. We
also present a dataset of videos (EWalk) of individuals
walking with their perceived emotion labels. The dataset is
collected with subjects from a variety of ethnic backgrounds
in both indoor and outdoor environments.
There are some limitations to our approach. The accuracy
of our algorithm depends on the accuracy of the 3D human
pose estimation and gait extraction algorithms. Therefore,
emotion prediction may not be accurate if the estimated 3D
human poses or gaits are noisy. Our affective computation
requires joint positions from the whole body, but the whole
body pose data may not be available if there are occlusions
in the video. We assume that the walking motion is natural
and does not involve any accessories (e.g., suitcase, mobile
phone, etc.). As part of future work, we would like to collect
more datasets and address these issues. We will also attempt
to extend our methodology to consider more activities such
as running, gesturing, etc. Finally, we would like to combine
our method with other emotion identification algorithms
that use human speech and facial expressions.
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