. A) Previous work detected widespread admixture among H. cydno, H. pachinus and H. melpomene in Costa Rica (Kronforst et al., 2006b ). We specifically selected samples from this set that did not show evidence of recent admixture so as to not bias our estimates of divergence and gene flow among species. (B) Subsequent analysis based on 48K of our genotyped SNPs verified that sequenced samples did not have recent hybrid ancestry. This analysis, run with the program ADMIXTURE 1.2, was based on a small subset of our total SNP dataset because we sampled polymorphisms with a minimum spacing of 5 kbp, a value set by the extent of LD in the genome ( Figure  S6 ). Figure S3 . Clustering of highly divergent regions by chromosome for 1) cydno-pachinus (top), 2) cydno-melpomene (middle), and 3) pachinus-melpomene (bottom). Figure S4 . Linkage mapping reveals that Heliconius mimicry loci are not in regions of reduced recombination. We quantified recombination across the genome based on our full genome linkage map (Kronforst et al., 2006a; Kronforst et al., 2006c) . Areas of reduced recombination will emerge as clusters of tightly-linked markers, quantified here as a high marker/cM ratio (x-axis). The mean marker/cM ratio across the genome is 1.7 (dashed line) and all four of the major wing pattern mimicry loci (red arrows) are located in regions with lower values, indicating high levels of recombination. Since the mimicry loci stand out as the most strongly divergent regions in our analyses, this suggests that observed signatures of divergence and selection are not a by-product of reduced recombination. Figure S5 . F ST autocorrelation among sites fit to an exponentially declining power law (exponent -0.4 to -0.47 across the three comparisons) enforcing the ACF constraint y(x=0) = 1. For all three pairwise ACFs the correlation coefficient (r) exceeds 0.998. Figure S6 . Pairwise Linkage Disequilibrium (LD) measured as the squared correlation coefficient (r 2 ) between two SNPS for each species within (red) and outside (black) divergent genomic regions. Figure S6 . Pairwise Linkage Disequilibrium (LD) measured as the squared correlation coefficient (r 2 ) between two SNPS for each species within (red) and outside (black) divergent genomic regions. Figure S7 . Pairwise F ST represented as boxplots with whiskers between 1) cydno-pachnius (top), 2) cydno-melpomene (middle), and 3) pachinus-melpomene (bottom) for all 21 chromosomal regions highlighting elevated divergence on the Zchromosome in comparisons with H. melpomene. Table S3 . Summary of demographic parameters inferred using IMa2. These are mean and 95% CI based on 10 independent runs of IMa2, using different loci in each run.
Parameter estimates and 95% CI for each IMa2 run are shown in Table S7 . Table S7 . Estimates and 95% CI for each parameter from the 10 IMa2 runs. Table S7 .xlsx.
Population sizes

See Kronforst et al
Supplemental Experimental Procedures Samples
We collected samples from 13 locations across Costa Rica (Table S1 ). Samples were collected in the field as adults, euthanized, and then wings were separated and placed in glassine envelopes while the bodies were stored in 95% ethanol. For each specimen, genomic DNA was extracted from a portion of thoracic tissue using a DNeasy Blood & Tissue Kit (Qiagen).
Sequencing
A custom Illumina sequencing library with a 500 bp insert was prepared for each sample and sequenced to an average depth of 16X coverage using an Illumina Hi-Seq 2000 (2 × 100 paired-end sequencing). Library preparation and sequencing were performed at BGI. In total, we generated 182.7 Gbp of data across the 32 libraries. Raw reads were preprocessed to trim adaptor sequences and remove low quality reads. These data were subsequently aligned to the Hmel 1.1 reference genome (Heliconius Genome Consortium, 2012) using Stampy (Lunter and Goodson, 2011). SNPs were called simultaneously for all samples using the multi-allelic calling function in GATK version 1.5 (DePristo et al., 2011; McKenna et al., 2010) . Positions with a total SNP quality less than 40 were filtered from subsequent analyses. Females have only one Z chromosome but due to sequencing errors, our SNP calling pipeline occasionally, but rarely, scored females as heterozygotes for Z-linked SNPs. However, GATK gives a probability score to each allele and we found that these were not the same in the case of female Z-linked heterozygous sites, likely as a result one allele being due to sequencing error. We edited these sites to assign them single alleles by retaining the single, highest probability nucleotide at each site. The final dataset consisted of 33,061,085 SNPs, with 97% of these sites covered in each sample (Table S2) .
Phylogeny
To calculate a genome wide species tree, 4,051 non-overlapping 50 kbp windows were drawn from the multi-allelic VCF file. Scaffolds less than 50 kbp were excluded. Windows were centered within scaffolds (e.g., for a scaffold of 60 kbp the window started at 5 kbp and ended at 55 kbp). Trees were calculated for each window with PhyML v3.0_360-500M using an HKY DNA substitution model. The summary tree is shown in Figure 1A .
Genome-wide Demographic Inference
Coalescent simulations, implemented in IMa2 (Hey, 2010; Nielsen and Wakeley, 2001) , were used to generate neutral estimates of migration (2Nm), effective population size (θ), and divergence times (tμ;TMRCA). To generate phased haplotype input files for IMa2, bi-allelic SNPs were called independently for each species using GATK with the same filtering parameters described above for the multi-allelic analyses. The resulting VCF files were fed through the GATK walker "ProduceBeagleInputWalker" to generate likelihood files in BEAGLE format. Ten 10 kbp windows were then drawn randomly from each chromosome, for a total 210 windows (2.1 Mbp of sequence), and each window was phased using the software program BEAGLE version 3.3.2 (Browning and Browning, 2007) . The phased SNPs were converted to FASTA formatted haplotypes and the longest non-recombining block within each window was identified with IMgc (Woerner et al., 2007) . Each of the resulting ten, 21 locus (representing each chromosome) datasets was analyzed in IMa2 under an HKY model of mutation, using 100 geometrically heated chains (0.99, 0.75), and a pre-defined species tree. After discarding the first 150K steps as burn-in, each simulation was allowed to proceed until the parameter estimates from the first and second half of the run converged. We then used 10K sampled coalescent genealogies to estimate population sizes, bi-directional migration rates, splitting times, and mutation scalars. Results are summarized across the ten data sets in Figure 1C and Table S3 .
Simulations
To assess the interplay between selection, drift, and demographic history, 10,000 coalescent gene trees were simulated under a neutral model, within the species level phylogeny for our three focal taxa (H. cydno, H. pachinus & H. melpomene; Figure 1A ), using Hudson's program ms (Hudson, 2002) . Mean estimates of individual demographic parameters were obtained via 10 independent, replicate IMa2 analyses (see above), and used to parameterize neutral models with and without migration. The full migration model, with population size changes, was modeled as: ms 60 10000 -t 34.6 -I 3 20 20 20 -ma x 11.53 11.53 0 x 12.56 0 4.89 x -n 1 0.35 -n 2 1.59 -n 3 0.22 -ej 0.761 3 2 -en 0.761 2 0.035 -ej 2.48 2 1 -en 2.48 1 1. Coalescent trees without migration were simulated using the following command line: ms 60 10000 -t 34.6 -I 3 20 20 20 -n 1 0.35 -n 2 1.59 -n 3 0.22 -ej 0.761 3 2 -en 0.761 2 0.035 -ej 2.48 2 1 -en 2.48 1 1.
60 5-kbp DNA segments, corresponding to 10 sampled diploid genomes for each of the three focal species, were then generated for each of the 10,000 coalescent gene trees using Seq-Gen (Rambaut and Grassly, 1997), assuming an HKY model of molecular evolution. The resulting simulated DNA sequences were used to determine the neutral distribution of F ST for each of the three pairwise comparisons by calculating divergence across 10,000 5-kbp windows using a custom Perl bioinformatics pipeline and the program Arlequin 3.5.1.3 (Excoffier and Lischer, 2010). F ST distributions under models with and without migration were then compared to our empirical distributions ( Figure  S1 ).
Identifying Divergent Genomic Regions
Every scaffold was divided into 5 kbp tiling windows, with the last window on each scaffold taking up the remainder (window sizes less than 5 kbp). To identify a common scale across which to compare genomic divergence and to reduce the statistical non-independence of F ST comparisons for 5 kbp windows, we estimated empirical significance thresholds and linked adjacent windows that exhibited elevated differentiation. To do this, all F ST values from the three pairwise comparisons were combined and used to identify global 95th and 75th percentiles of 0.598 and 0.325, respectively ( Figure S2 ). We also compared the observed F ST distributions to distributions obtained from simulations with and without interspecific gene flow ( Figure  S2 ). For our analyses, it was essential to apply the same F ST threshold across pairwise comparisons, although each comparison exhibits a different amount of divergence, because we were focused on identifying and then comparing the location and physical size of divergent segments. These comparisons are only possible if we identify a common cut-off across the combined F ST distributions and this cut-off is held constant. Windows with F ST values greater than the 95th percentile (F ST ≥ 0.598) were treated as highly divergent windows. By comparing observed and simulated F ST distributions, we found that values above the 95th percentile represented outliers relative to simulations with interspecific gene flow but no selection, making this a robust and conservative cutoff. For each pair of consecutive, though not necessarily adjacent, highly divergent windows, all the enclosed windows were classified as divergent if none of their F ST values fell below the 75th percentile (F ST ≥ 0.325). After one iteration, this resulted in a set of divergent regions, each composed of windows with F ST values at or above the 75th percentile and bounded by windows at or above the 95th percentile. Windows separated by more than 5 kbp in the chromosomal coordinates were not treated as consecutive and divergent regions were not allowed to cross such gaps between windows.
Population Genomics
Population Statistics -For most of our analyses, we grouped samples by species, H. cydno, H. pachinus, and H. melpomene. However, in two analyses we examined how genome-wide divergence evolves over time, focusing on both the cumulative portion of the genome contained in divergent regions and mean d XY ( Figure 5A ). For these analyses only, we separated H. melpomene samples into east and west collecting locations, to estimate within species divergence at t=0 (IMa2 analyses consistently yielded a melpomene East vs. melpomene West divergence time equal to the smallest sampled parameter value which is effectively zero).
For all our analyses, the following population genetic statistics were calculated over each window using the command line version of Arlequin 3.5. Comparisons between divergent regions and the rest of the genome focused on within species statistics calculated across the union of all divergent regions. The 97.5 and 2.5 percentile confidence intervals around the mean values were computed by bootstrap resampling from the entire set of windows 10,000 times. P-values, comparing the difference between the means for within and outside divergent regions, were estimated by bootstrap resampling and were adjusted to control for multiple tests (Benjamini and Hochberg, 1995) .
Linkage Disequilibrium -Pairwise Linkage Disequilibrium (LD), within and outside divergent genomic regions, was calculated as the squared correlation coefficient (r 2 ) between allele counts observed at two SNPs using the VCFtools software package (Danecek et al., 2011) . This approach is computationally feasible for large data sets since it does not require haplotype reconstruction, but it provides only an approximation of the true LD (Rogers and Huff, 2009) . A total of 6,000 5 kbp windows, representing highly divergent regions across all comparisons of our three focal species, were analyzed, and LD within these regions was compared to LD within 6,000 randomly sampled 5 kbp windows representing the genomic background. Pairwise linkage disequilibrium for divergent regions and background windows were separately averaged in 1bp bins for each species ( Figure S6 ). Clear differences in pairwise LD can be observed between divergent and background comparisons within species, and also between species. r 2 and log (distance) was linearly regressed for each comparison, and 95% confidence intervals were calculated by bootstrapping with 1000 replicates. Results of these comparisons are shown in Figure 6D . Figure 6H ).
