to demonstrate the spike-time distribution with reference to the SWR peak (LFP average, top); however, here, data were separated according to the recording technique applied (green: cell-attached, and grey: on-cell). F No correlation between SWR-related spiking and depth of the recordings was found. G and H Comparisons of different intrinsic and synaptic parameters in responding (resp.) and nonresponding (nonresp.) cells; an unpaired nonparametric test (Mann Whitney U test) was applied in all cases. G Left: Resting membrane potential (RMP, P = 0.25, n = 10 and n = 11 for responding and nonresponding cells). Right: Input resistance (Ri, P = 0.32, n = 10 and n = 10 for responding and nonresponding cells). H Left: SWRassociated cEPSC amplitudes (P = 0.67, n = 7 and n = 11 for responding and nonresponding cells); Middle: SWR-associated cIPSC amplitudes (P = 0.81, n = 7 and n = 11 for responding and nonresponding cells); Right: For each cell, charge transfer values of excitatory and inhibitory SWR-associated PSCs were determined and their ratios plotted (E/I ratio, P = 0.54, n = 7 and n = 11 for responding and nonresponding cells). A Peak current amplitudes of SWR-associated cIPSCs (recorded at +6 mV, A1, top) and cEPSCs (recorded at -60 mV, A2, top) were sorted by the medians of cEPSC amplitudes; Bottom: observation likelihoods (success rates) of cIPSCs and cEPSCs. We statistically compared the current trace surrounding the SWR peak (-20 ms to +45 ms) with a concatenated current trace containing data clearly separate from the given SWR event (-120 ms to -20 ms, and +45 ms to +120 ms with respect to the SWR peak; 175 ms duration in total). An unpaired two-sample, one-tailed t test, with α set to 0.1 was applied (right-and left-tailed testing for cEPSCs and cIPSCs, respectively). If the null hypothesis was rejected at α = 0.1, the current sweep was classified as containing a synaptic event caused by the given SWR event, otherwise it was categorized uncoupled. For both, excitatory and inhibitory cPSCs, high success rate values were found. B1 Grand averages, upper traces show LFPs, and lower the respective cPSCs, for excitatory (red, inverted) and inhibitory (blue) events. The ripple peak is the time reference in B1-B4 (time point zero in B4). B2 and B3 Upper: histograms (binsize = 0.1 ms, 400 bins) of the time points of the 10% strongest slopes of synaptic inputs, for excitatory (B2) and inhibitory (B3) PSCs. For all cells, the mean histogram over events was generated and normalized, corresponding to the empirical time-dependent input rate (number of inputs/ms). The resulting histograms were averaged and additionally smoothed with a Gaussian kernel (black lines, variance 0.2 ms).
Lower: Amplitude-time histograms: Following the detection of the steepest slopes, the absolute amplitudes within the cPSCs were defined as the maximum values of the raw signal in the interval between the steepest increase (i.e., the peak of the cPSC derivative) and the onset of the next synaptic input (i.e., the following minimum of the cPSC derivative). The data were then binned in 2D histograms: The x-axis is the time difference of the steepest increase and the maximum peak of the LFP ripple signal as in the upper histogram (binsize 0.4 ms, 100 bins). The y-axis is the absolute amplitude (binsize 14 pA, 100 bins). The histogram was smoothed by convolution with a 2D Gaussian kernel (kernel width=1.5 bins; variance: 0.6 ms in x-axis and 21 pA in y-axis). To average over all cells, a histogram was generated for each cell with the sum over all bins normalized to 1, and then the average of all individual histograms was calculated. B4 Temporal evolution of cEPSC-to-cIPSC phase difference. The excitatory and inhibitory traces were averaged and their Hilbert phases subtracted for each slice (Grey lines, SD). The cEPSC-to-cIPSC phase difference increased by 27.4° within the course of the LFP ripple (i.e. from -5 to +5 ms with respect to the ripple peak), corresponding to 0.53 ms on average (assuming 143 Hz median oscillation frequency in MC cEPSCs, as estimated by wavelet analysis; see main text). C Dependence of resulting phase and phase lock on the proportion of included events: a relative threshold was defined to decide whether a slope should be accepted as synaptic input or not, so that it would cover a fixed proportion of the possible extrema. To determine a reasonable value for this proportion, for all cells (C1, excitatory events; C2, inhibitory events), the average phase (upper panel) and phase lock (lower panel) were calculated for varying proportions (x-axis). Crosses denote the percentage for each cell that corresponds to 50 considered events; the bold black lines represent the averages over cells. Dotted lines correspond to the used proportion of events (10%). The average phase is robust with respect to changes in this percentage. The proportion of 10% was therefore chosen for the following two reasons: First, it is large enough to include a sufficient number of events (>50) for each cell; second, the phase lock at this percentage is high, indicating a low number of false-positive extrema. average of 50 and 100 sweeps for cEPSCs and cIPSCs, respectively. Synaptic inputs in GCs associated with SWRs are smaller on average than those observed in MCs. To separate spontaneous (not SWR-associated) and SWR-associated synaptic inputs, we used the following unbiased procedure to identify 'significant' , i.e., SWR-driven synaptic responses. We considered periods of 2 s centered on the maximum of the ripple peak (127-300 Hz filtered signal). Following baseline offset correction, the current sweeps were divided into 20 ms bins and the mean values were determined in each of the resulting 100 bins. With these values, a matrix of dimension 100× the number of SWR events in the given recording was created, where the row dimension corresponded to time and the column dimension corresponded to sweep numbers. Using repeated measures one-way ANOVA, all columns were pairwise compared. If the values in the SWR-related column were determined larger than those in the surrounding columns (determined with Tukey's post-hoc test at a level of α = 0.05), the given cell was categorized as significantly modulated by SWR-related activity. Even in significantly modulated GCs, we found a high variability in amplitudes of both excitatory and inhibitory synaptic inputs (see examples in the main saline (PBS) with 0.1% sodium-azide. For immunostainings, slices were washed 3× with 0.1 M PBS. The slices were blocked with 5% normal goat serum, followed by overnight incubation with streptavidin (1:500, Invitrogen) and mouse anti-GAD67 Ab (1:500, Millipore) at 4° C. Slices were then washed 3× in 0.1M PBS and incubated in Alexa 488 goat anti-mouse secondary Ab (1:500, Invitrogen), and Alexa 647 goat anti-mouse Ab (1:500, Invitrogen) for 2-4 h at room temperature. After washes in 0.1 M PBS, slices were mounted on slides and embedded in a mounting medium (Mowiol). Maximum intensity z-stack images were taken using a confocal microscope (Leica DMI 6000) with a 20× oil immersion objective. Reconstructions were done using the Simple Neurite tracer plugin in ImageJ (V 1.51).
Terminology. Hippocampal sharp waves (SPWs; Buzsáki, 1986) and ripples (O'Keefe and Nadel, 1978) were first characterized in behaving rats as fundamental signatures of normal EEG. However, the term sharp wave is also used in the context of clinical literature signifying a specific EEG graphoelement related to interictal epileptiform discharges (IED; Niedermeyer, 2005) . Even though mechanistic properties, oscillation frequency, and information content carried by PC discharge during SWRs change in epilepsy (Aivar et al., 2014; Karlócai et al., 2014; Valero et al., 2017) , physiological and epileptic sharp waves/ripples are likely to form a continuum of electrographic patterns expressed by the hippocampal network. Based on these studies, we follow a terminology where sharp waves (SPWs) and ripples (or sharp wave-ripple complexes, SWRs) refer to physiological activity patterns as opposed to IED and fast ripples or pathological ripples (p-ripples) (see also Traub and Whittington, 2010; Buzsáki, 2015) .
